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Abstract
Let A and B be n × n positive semidefinite matrices and 0 < α < β. Let A ◦ B denote the Hadamard
product of A and B, and [A]l denote the leading l × l principal submatrix of A. Let λ1(X)  · · ·  λn(X)
denote the eigenvalues of an n × n matrix X ordered when they are all real. In this paper, those matrices that
satisfy any of the following equalities are determined:
λ
1/α
i
(AαBα) = λ1/β
i
(AβBβ), i = 1, n;
λ
1/α
i
([Aα]l ) = λ1/βi ([Aβ ]l ), i = 1, . . . , l;
λ
1/α
i
(Aα ◦ Bα) = λ1/β
i
(Aβ ◦ Bβ), i = 1, . . . , n.
The results are extended to equalities involving more than one eigenvalue. As an application, for any 1 
k  n, those A and B that satisfy
k∏
i=1
λn−i+1(AB˜) =
k∏
i=1
λn−i+1(A ◦ B),
where B˜ = B or BT, the transpose of B, are also determined.
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1. Introduction
Let Mm,n denote the set of all m × n complex matrices and Mn ≡ Mn,n. The conjugate,
transpose and conjugate transpose of X ∈ Mm,n are denoted by X, XT and X∗, respectively. For
x = (x1, . . . , xn)T ∈ Cn, let diag(x) denote the diagonal matrix in Mn with the ith diagonal entry
beingxi , i = 1, . . . , n. WhenX ∈ Mn has all its eigenvalues real, letλ1(X)  · · ·  λn(X)denote
the eigenvalues of X arranged in non-increasing order, and let λ(X) = (λ1(X), . . . , λn(X))T. For
convenience, we also use λmax(X) and λmin(X) to denote λ1(X) and λn(X), respectively. For any
positive t and positive semidefinite A ∈ Mn with spectral decomposition A = U diag(λ(A))U∗
where U ∈ Mn is unitary, define
At = U diag(λt (A))U∗
where
λt (X) = (λt1(X), . . . , λtn(X))T.
We note that At is independent of the choice of U .
Let A,B ∈ Mn be positive semidefinite. As λ(AB) = λ(B1/2AB1/2), we know that all the
eigenvalues of AB are real. It is known that (see [12] or [2, p. 257]) λ1/tmax(AtBt ) is an increasing
function on (0,∞), i.e., for any 0 < t1 < t2,
λ
1/t1
max(A
t1Bt1)  λ1/t2max(At2Bt2) (1)
and consequently
l∑
i=1
λ
1/t1
i (A
t1Bt1) 
l∑
i=1
λ
1/t2
i (A
t2Bt2), l = 1, . . . , n. (2)
In Section 2, we give the necessary and sufficient conditions for (1) to hold in equality. As
a corollary, for any 1  l  n, the equality cases of (2) are also determined. When l = n, (2)
corresponds to certain trace inequalities and their equality cases are determined in [13, Theorem
1]. Our result, Corollary 1, may be regarded as a generalization of the equality study.
Letx, y ∈ Rn. We usex  y to denotexi  yi , i = 1, . . . , n. ForA,B ∈ Mn and 1  l < n, let
[A]l denote the leading l × l principal submatrix of A and A ◦ B denote the Hadamard (entrywise)
product of A and B. If A and B are positive semidefinite, Schur’s theorem (e.g., [4, p. 458]) says
that A ◦ B is also positive semidefinite. For 0 < t1 < t2, it is shown in [13] that
λ1/t1([At1 ]l )  λ1/t2([At2 ]l ), l = 1, . . . , n − 1, (3)
and
λ1/t1(At1 ◦ Bt1)  λ1/t2(At2 ◦ Bt2). (4)
Moreover, their equality (which means all the eigenvalue inequalities become equality) are also
determined. Sections 3 and 4 are devoted to generalizing the equality results. We determine the
conditions for any one of these inequalities to become equality. The results can easily be extended
to determine the equality cases of any number of these inequalities.
We note here that if A and B are positive definite then, as A−t = (A−1)t , our results above
can easily be modified for negative exponents.
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There are two sets of inequalities relating the eigenvalues of the ordinary and Hadamard
products of positive definite A,B ∈ Mn (see [1,10,11]):
l∏
i=1
λn−i+1(AB) 
l∏
i=1
λn−i+1(A ◦ B), l = 1, . . . , n, (5)
and
l∏
i=1
λn−i+1(ABT) 
l∏
i=1
λn−i+1(A ◦ B), l = 1, . . . , n. (6)
When A and B are real, the two sets of inequalities coincide. However, for complex A and B, as
mentioned in [5, p. 315], the eigenvalues of AB and ABT may not be the same and they provide
different lower bounds in (5) and (6). In Section 5, using a result in Section 4, we determine their
equality for any 1  l  n.
Finally, let us introduce some other notations that we will use in our discussion below. Let 0
and I (In) denote the zero and identity matrices of appropriate order (identity matrix of order n).
For A ∈ Mn, let σmax(A) denote the largest singular value of A. Let ‖ ‖ denote the Frobenius norm
on Mn given by ‖A‖ = (tr A∗A)1/2 for any A ∈ Mn. To simplify our notation, the eigenvalues
of positive semidefinite A,B ∈ Mn will also be denoted by a1  · · ·  an and b1  · · ·  bn,
respectively.
2. The ordinary product
Lemma 1. Let A = (aij ) ∈ Mn. If a11 = σmax(A), then A = (a11) ⊕ A22.
Proof. By direct verification, or see [8]. 
Lemma 2. Let A,B ∈ Mn be positive semidefinite. Then
λmax(AB)  λ1/2max(A2B2).
Moreover, equality holds if and only if there exists a unitary matrix U such that
U∗AU = (a) ⊕ A′, U∗BU = (b) ⊕ B ′
and
ab = λ1/2max(A2B2).
Proof. The inequality follows easily from the relation between the largest eigenvalue and largest
singular value (e.g., [5, p. 171]):
λmax(AB)  σmax(AB) = λ1/2max((AB)(AB)∗) = λ1/2max(A2B2).
We now consider the equality.
(⇐) The result follows easily.
(⇒) We see from above that the equality assumption holds only if λmax(AB) = σmax(AB).
Write
λmax(AB) = σmax(AB) = θ.
If θ = 0 then we have AB = 0. If B = 0 the result is trivial. Suppose B is nonzero. Then
any eigenvector of B corresponding to a nonzero eigenvalue must also be an eigenvector of A
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corresponding to the eigenvalue 0. We may take a unit common eigenvector of A (corresponding
to eigenvalue 0) and B and let it to be the first column of the unitary matrix U . The result follows.
We now assume θ > 0. By Schur triangularization (e.g., [4, p. 79]) and Lemma 1, there exists
a unitary V ∈ Mn such that
(V ∗AV )(V ∗BV ) = V ∗ABV = (θIk) ⊕ C
where θ is not an eigenvalue of C and σmax(C)  θ . For notation simplicity, we just write
AB = (θIk) ⊕ C. (7)
Assume k < n. Otherwise B = θA−1 and the result follows immediately. Let
A =
(
A11 A12
A21 A22
)
and B =
(
B11 B12
B21 B22
)
where A11, B11 ∈ Mk . By the singular value decomposition (e.g., [4, p. 414]) there exist unitary
matrices W1 ∈ Mk and W2 ∈ Mn such that
W ∗1 (A11 A12)W2 =
⎛
⎜⎝
s1
.
.
. 0
sk
⎞
⎟⎠ .
Write D = diag(s1, . . . , sk). Let
H = (W ∗1 ⊕ In−k)AW2 =
(
D 0
A′21 A′22
)
(8)
and
K = W ∗2 B(W1 ⊕ In−k) =
(
B ′11 B ′12
B ′21 B ′22
)
(9)
where B ′11 ∈ Mk . Using (7) we have
HK = (W ∗1 ⊕ In−k)(AB)(W1 ⊕ In−k) = θIk ⊕ C,
from which we easily deduce that D is nonsingular, B ′11 = θD−1 and B ′12 = 0. That is,
K = W ∗2 B(W1 ⊕ In−k) =
(
θD−1 0
B ′21 B ′22
)
. (10)
On the other hand, from (7), (8) and (9),
W2KHW
∗
2 = BA = (AB)∗ = (θIk) ⊕ C∗. (11)
Using (8) and (10), as W2 is unitary, we know from (11) that
KH =
(
θIk 0
B ′21D + B ′22A′21 B ′22A′22
)
(12)
has the same set of singular values as (θIk) ⊕ C∗. In particular, θ is the largest singular value. By
Lemma 1,
B ′21D + B ′22A′21 = 0. (13)
Write W2 =
(
W11 W12
W21 W22
)
where W11 ∈ Mk . Then (11)–(13) give
W2
(
θIk
B ′22A′22
)
=
(
θIk
C∗
)
W2
C.-M. Cheng et al. / Linear Algebra and its Applications 422 (2007) 771–787 775
from which we deduce that
θW21 = C∗W21.
However, by the choice of C, θ is not an eigenvalue of C and so it is not an eigenvalue of C∗. So,
we must have W21 = 0. Consequently, as W2 is unitary, we also have W12 = 0.
Now W2 = W11 ⊕ W22. From (8) and (10), as A and B are Hermitian, we easily deduce that
A = A11 ⊕ A22 and B = B11 ⊕ B22. Then, from (7), we have B11 = θA−111 and so A11 and B11
are simultaneously unitarily diagonalizable. The result follows easily. 
Theorem 1. Let A,B ∈ Mn be positive semidefinite. Then (1) holds. Moreover, the following
are equivalent:
(i) There exist 0 < α < β such that
λ
1/α
max(A
αBα) = λ1/βmax(AβBβ).
(ii) λ1/tmax(AtBt ) is a constant function on (0, β].
(iii) There exists a unitary matrix U such that
U∗AU = (a) ⊕ A′, U∗BU = (b) ⊕ B ′
and
ab = λ1/βmax(AβBβ).
Proof. We just have to prove the equality conditions.
((i) ⇒ (ii)) As λ1/tmax(AtBt ) is an increasing function, suppose that
λ
1/t
max(A
tBt ) = θ ∀t ∈ [α, β],
where θ is a constant. This implies
det(θ t I − AtBt ) = 0 ∀t ∈ [α, β].
SupposeAt = V1 diag(at1, . . . , atn)V ∗1 andBt = V2 diag(bt1, . . . , btn)V ∗2 , whereV1 andV2 are uni-
tary. For any non-negative real constant c, the function gc(z) : C \ {0} → C given by gc(z) = cz
is an analytic function. Thus we easily see that the function
f (z) = det(θzI − V1 diag(az1, . . . , azn)V ∗1 V2 diag(bz1, . . . , bzn)V ∗2 )
is an analytic function on C \ {0}. As f (z) = 0 on [α, β], we know that (e.g. see [3, p. 78])
f (z) ≡ 0 on C \ {0}. In particular,
det(θ t I − AtBt ) = 0 ∀t ∈ (0,∞)
which implies that θ t is an eigenvalue of AtBt for all t ∈ (0,∞). So, we have λ1/tmax(AtBt )  θ
for all t ∈ (0,∞). Together with the fact that λ1/tmax(AtBt ) is an increasing function on (0,∞) and
λ
1/β
max(A
βBβ) = θ , we have that λ1/tmax(AtBt ) = θ for all t ∈ (0, β].
((ii) ⇒ (iii)) With the assumption that λ1/tmax(AtBt ) is a constant function on (0, β], in particular,
we have
λ
2/β
max(A
β/2Bβ/2) = λ1/βmax(AβBβ), (14)
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i.e.,
λmax(A
β/2Bβ/2) = λ1/2max((Aβ/2)2(Bβ/2)2).
Using Lemma 2, there is a unitary matrix U such that
U∗Aβ/2U = (aβ/2) ⊕ (Aβ/2)′, U∗Bβ/2U = (bβ/2) ⊕ (Bβ/2)′
(naturally, a and b are eigenvalues of A and B, respectively) and,
aβ/2bβ/2 = λ1/2max(AβBβ).
As A = (Aβ/2)2/β and B = (Bβ/2)2/β , the result follows easily.
((iii) ⇒ (i)) Making use of the fact λ1/tmax(AtBt ) is an increasing function, we easily
get λ1/tmax(AtBt ) = ab on (0, β]. The result follows. 
From the fact that λ1/tmax(AtBt ) is an increasing function and making use of compound matrices,
we have (see [2, p. 257]), for any 0 < t1 < t2,
l∏
j=1
λ
1/t1
j (A
t1Bt1) 
l∏
j=1
λ
1/t2
j (A
t2Bt2), l = 1, . . . , n,
and consequently (2). To characterise the equality in (2), we need the following lemma.
Lemma 3. Suppose x1  · · ·  xn  0 and y1  · · ·  yn  0 satisfy
l∏
i=1
xi 
l∏
i=1
yi, l = 1, . . . , n.
Then
l∑
i=1
xi 
l∑
i=1
yi, l = 1, . . . , n,
with equality holds for l = k if and only if xi = yi, i = 1, . . . , k.
Proof. We assume xn and yn are positive. If some xi or yj is zero, the proof can be amended
easily. From the inequality assumption, we have
l∑
i=1
ln xi 
l∑
i=1
ln yi, l = 1, . . . , n.
The function g(t1, . . . , tn) =∑ni=1 eti is straightly increasing and straightly Schur-convex (see
[9, 3.C.1.a]). The result follows from [9, 3.A.8.a]. 
From Lemma 3 and Theorem 1, we readily have
Corollary 1. Let A,B ∈ Mn be positive semidefinite. Then (2) holds. Moreover, for any 1 
k  n and 0 < α < β,
k∑
j=1
λ
1/α
j (A
αBα) =
k∑
j=1
λ
1/β
j (A
βBβ)
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if and only if there exists a unitary U ∈ Mn such that
U∗AU = diag(ai1 , . . . , aik ) ⊕ A′, U∗BU = diag(bj1 , . . . , bjk ) ⊕ B ′
and
ail bjl = λ1/βl (AβBβ), l = 1, . . . , k.
We mention here an application of Corollary 1. A norm N on Mn is said to be unitarily
invariant if N(UAV ) = N(A) for any A,U, V ∈ Mn with U and V unitary. Using inequalities
(2), it can be proved that for any A,B,X ∈ Mn with A and B positive semidefinite, p, q, r > 0
and p−1 + q−1 = 1, the following norm inequality holds:
N(|AXB|r )  N(|ApX|r )1/pN(|XBq |r )1/q .
For the details, refer to [14, p. 80]. To determine the equality cases of this norm inequality, one
needs Corollary 1. The characterization (and also the related results above) is contained in [7].
As the details are quite involved, we omit the discussion.
Let us consider the minimum eigenvalue. If A or B is singular then λ1/tmin(A
tBt ) = 0 for all
t > 0 and the result is trivial. When A and B are positive definite, since
λ
1/t
min(A
tBt ) = [λ1/tmax((AtBt )−1)]−1 = [λ1/tmax((B−1)t (A−1)t )]−1,
we know that λ1/tmin(A
tBt ) is a decreasing function on (0,∞). By Theorem 1, we have
Corollary 2. Let A,B ∈ Mn be positive definite. Then for any 0 < t1 < t2,
λ
1/t1
min (A
t1Bt1)  λ1/t2min (A
t2Bt2).
Moreover, the following are equivalent:
(i) There exist 0 < α < β such that
λ
1/α
min(A
αBα) = λ1/βmin(AβBβ).
(ii) λ1/tmin(A
tBt ) is a constant function on (0, β].
(iii) There exists a unitary matrix U ∈ Mn such that
U∗AU = (a) ⊕ A′, U∗BU = (b) ⊕ B ′
and
ab = λ1/βmin(AβBβ).
When A and B are positive definite, with λ1/tmin(A
tBt ) being a decreasing functions, inequalities
similar to (2) involving several smallest eigenvalues can be obtained using compound matrices.
Results similar to Corollary 1 concerning the equality can be obtained using Corollary 2. We leave
them for interested readers.
3. Submatrices
In this section, we consider partial equality in (3).
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Lemma 4. Let A ∈ Mn be positive semidefinite, 1  i  l < n. Then
λi([A]l )  λ1/2i ([A2]l ).
Moreover, if there exists some 1  p  l such that
λp([A]l ) = λ1/2p ([A2]l ) = θ
then there exists a unitary matrix V ∈ Ml such that
(V ⊕ In−l )∗A(V ⊕ In−l ) = A˜ = (θ) ⊕ A˜22
Proof. Write A =
(
A11 A12
A∗12 A22
)
where A11 ∈ Ml . Then [A]l = A11 and [A2]l = A211 + A12A∗12.
Using Courant–Fischer Theorem (e.g., [4, p. 179]), we have
λp([A2]l ) = min
dim S=p−1 maxx∗x=1,x⊥S x
∗(A211 + A12A∗12)x
 min
dim S=p−1 maxx∗x=1,x⊥S x
∗A211x
= λ2p([A]l ),
where S runs through all subspaces of Cl of the specified dimension, and dim S = 0 means
S = {0}. For equality to hold, we see that there is a unit vector v ∈ Cl which is an eigenvector
of A211 corresponding to λp(A
2
11) and A
∗
12v = 0. This vector v is also an eigenvector of A11. Let
V ∈ Ml be unitary with v as its first column. Then we have the form of the matrix A˜. 
Theorem 2. Let A ∈ Mn be positive semi-definite and 1  l < n. Then (3) holds. Moreover, for
any 1  p  l and 0 < α < β, the following are equivalent:
(i) λ1/αp ([Aα]l ) = λ1/βp ([Aβ ]l ) = θ.
(ii) The following conditions hold:
(a) There exists a unitary matrix V ∈ Ml such that
(V ⊕ In−k)∗A(V ⊕ In−k) = A˜ = (θ) ⊕ A˜22. (15)
(b) There is no 1  j  l − 1 such that
λ
1/α
j ([A˜α22]l−1) < θ < λ1/βj ([A˜β22]l−1). (16)
Moreover, if
λ
1/α
h ([A˜α22]l−1) < θ  λ1/αh−1([A˜α22]l−1) (17)
and
λ
1/β
k ([A˜β22]l−1)  θ < λ1/βk−1([A˜β22]l−1), (18)
then k  p  h.
(Note: In (17) and (18), omit those parts of the inequalities involving λ0 or λl.)
Proof. ((i) ⇒ (ii)) Let A = V1 diag(a1, . . . , an)V ∗1 where V1 ∈ Mn is unitary, and P = (Il 0) ∈
Ml,n. Then [At ]l = PAtP ∗. Let
f (z) = det(θzI − PV1 diag(az1, . . . , azn)V ∗1 P ∗)
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which is an analytic function. As in proof of Theorem 1, from the equality assumption we can
deduce that
det(θ t I − [At ]l ) = f (t) = 0 for all t > 0
and thus θ t is an eigenvalue of [At ]l for all t > 0. As the functions λ1/ti ([At ]l ), i = 1, . . . , l, are
all increasing functions, we see that there exist p′  p and α′  α such that
λ
1/t
p′ ([At ]l ) = θ, for all t  α′.
Then we have
λ
1/α′
p′ ([Aα
′ ]l ) = λ1/(2α
′)
p′ ([A2α
′ ]l ) = θ
and thus
λp′([Aα′ ]l ) = λ1/2p′ ([(Aα
′
)2]l ) = θα′ .
Using Lemma 4, (a) follows easily.
Now we know from (a) that the eigenvalues of [At ]l are just the eigenvalues of [A˜t22]l−1
together with θ t . If there is such a j for (16) to hold then we see from the left-hand side inequality
of (16) that j  p. Then, using the right-hand side inequality of (16), we know that [A˜β22]l−1 and
hence [Aβ ]l has at least p eigenvalues that are bigger than θβ , i.e., λ1/βp ([Aβ ]l ) > θ , and thus a
contradiction. Hence there is no such j . The verification of the condition k  p  h is straight
forward.
((ii) ⇒ (i)) Condition (a) implies that θ t is an eigenvalue of [At ]l for all t > 0. (16) implies
the h and k defined in (17) and (18) satisfy k  h. Then using (17), (18) and the condition that
k  p  h, we get
θ  λ1/αp ([Aα]l )  λ1/βp ([Aβ ]l )  θ.
The result follows. 
In fact, conditions (a) and (16) of (b) are sufficient to ensure one of the functions λ1/ti ([At ]l ),
i = 1, . . . , l, is a constant function on [α, β]. Condition (a) implies that θ is always a value among
λ
1/t
i ([At ]l ), i = 1, . . . , l, and (16) ensures that λ1/ti ([A˜t22]l−1) do not ‘cross’ θ so that θ is always
a pth value for all t ∈ [α, β]. However, if one wants to identify this constant function, i.e., to find
the p, the h and k in (17) and (18) are needed. Thus there may be two versions of the result and
the one given in Theorem 2 is the stronger one.
One can easily extend the above result to k (1 < k  l) of the functions λ1/ti ([At ]l ), i =
1, . . . , l, being constant functions on [α, β]. Again, the conditions are simpler if one just want to
ensure k constant functions: just some conditions similar to (a) and (16). However, if one wants
to identify these k functions, we need some conditions similar to (17) and (18). We leave them
for interested readers.
Using permutation similarity, we see that the results in this section is true for any principal
submatrix, not just the leading one.
Finally, we note that with P = (Il 0) ∈ Ml,n where 1  l < n, as
λ
1/t
max([At ]l ) = λ1/tmax(PAtP ∗) = λ1/tmax(AtP ∗P) = λ1/tmax(At (P ∗P)t ),
one may prove Theorem 2 for the maximum eigenvalue using Theorem 1.
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4. The Hadamard product
In this section, we consider partial equality of (4).
Lemma 5. Let A,B ∈ Mn be positive semidefinite. For any permutation matrix P ∈ Mn and
diagonal unitary matrices D1,D2 ∈ Mn,
λ((D∗1P TAPD1) ◦ (D∗2P TBPD2)) = λ((D∗1D∗2P T(A ◦ B)PD2D1)) = λ(A ◦ B).
Proof. By direct verification. 
Lemma 6. Let A ∈ Mn be positive definite. Then the vector e = (1, . . . , 1)T is an eigenvector of
A ◦ A−1T corresponding to the minimum eigenvalue λmin(A ◦ A−1T) = 1.
Proof. See [5, p. 323]. 
Lemma 7. Let A = (aij ), B = (bij ) ∈ Mn be positive semidefinite. If λmax(A ◦ B) = 0, then
there is a permutation matrix P such that
P TAP = 0 ⊕ A22, P TBP = B11 ⊕ 0
where A22 ∈ Ml, 1  l < n, and B11 ∈ Mn−l . Consequently At ◦ Bt = 0 for all t > 0.
Proof. Suppose λmax(A ◦ B) = 0 and so we have A ◦ B = 0. Then, for i = 1, . . . , n, aii = 0 or
bii = 0. If aii = 0, one easily deduce that the ith row and ith column of A are zero. The same is
true for B. The result follows. 
For A ∈ Mn, letN(A) denote the nullspace of A.
Lemma 8. Let A,B ∈ Mn be positive semidefinite. Then for any 0 < t1 < t2,
N(At1 ◦ Bt1) =N(At2 ◦ Bt2).
Proof. Notice that
y ∈N(A ◦ B) ⇔ y∗(A ◦ B)y = 0
⇔ tr diag(y)∗A diag(y)BT = 0
⇔ ‖A1/2diag(y)B1/2T ‖ = 0
⇔ A1/2diag(y)B1/2T = 0.
Thus for any 0 < t1 < t2,
y ∈N(At1 ◦ Bt1) ⇒At1/2diag(y)Bt1/2T = 0
⇒At2/2diag(y)Bt2/2T = 0
⇒y ∈N(At2 ◦ Bt2).
That is,
N(At1 ◦ Bt1) ⊆N(At2 ◦ Bt2).
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On the other hand, from (4), we know that
dimN(At1 ◦ Bt1)  dimN(At2 ◦ Bt2).
The result follows. 
In [5, p. 310, Problem 4], we can find a necessary and sufficient condition for A ◦ B to be
singular. From Lemma 8, we know that if 0 is an eigenvalue of A ◦ B then 0 is an eigenvalue
of At ◦ Bt for all t > 0 and the multiplicity is always constant. So equality of (4) holds for this
eigenvalue. However, A and B may not be simultaneously permutational similar to any form of
direct sum. A simple example is to take A to be the matrix with all entries being 1. Then for
any singular B we have λmin(A ◦ B) = λmin(B) = 0. In the following discussion, we consider
equality involving positive eigenvalues.
We need the following definition (e.g., [4, p. 360]). A matrix A ∈ Mn is said to be reducible
if (i) n = 1 and A = 0; or (ii) there exists a permutation matrix P such that
P TAP =
(
A1 A2
0 A3
)
where A1 ∈ Mm where 1  m < n. If A is not reducible, then it is irreducible. Note that when A
is Hermitian and nonzero, A is reducible means it is permutational similar to a non-trivial direct
sum.
Lemma 9. Let A,B ∈ Mn be positive semidefinite and suppose rank(A ◦ B) = q  1. Then
0 < λi(A ◦ B)  λ1/2i (A2 ◦ B2), i = 1, . . . , q.
Moreover, if there exists 1  p  q such that
λp(A ◦ B) = λ1/2p (A2 ◦ B2) = θ
then there are permutation matrix P and diagonal unitary matrix D such that
P TAP = A1 ⊕ A′, P TBP = (θD∗A−1T1 D) ⊕ B ′,
where A1 ∈ Ml, 1  l  q, is invertible and irreducible.
Proof. Using Courant–Fischer Theorem (e.g., [4, p. 179]), we have the following characterizations
for λp(A ◦ B):
λp(A ◦ B) = min
dim S=p−1 maxx∗x=1,x⊥S x
∗(A ◦ B)x
= min
dim S=p−1 maxx∗x=1,x⊥S tr(diag(x)
∗A diag(x)BT)
= min
dimS=p−1 maxx∗x=1,x⊥S ‖A
1/2diag(x)B1/2T ‖2. (19)
Using these characterizations, we have
λp(A ◦ B) = min
dim S=p−1 maxx∗x=1,x⊥S tr(diag(x)
∗A diag(x)BT)
 min
dim S=p−1 maxx∗x=1,x⊥S{‖diag(x)‖‖A diag(x)B
T‖} (20)
= λ1/2p (A2 ◦ B2). (21)
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Notice that inequality (20) follows from Cauchy–Schwarz inequality; (21) follows from the char-
acterization in (19) by replacing A1/2 and B1/2 there by A and B.
We now consider the equality. Suppose λp(A ◦ B) = λ1/2p (A2 ◦ B2). We see that there is a
unit vector y = (y1, . . . , yn)T such that
λp(A ◦ B) = tr(diag(y)∗A diag(y)BT) = ‖A diag(y)BT‖ = λ1/2p (A2 ◦ B2) (22)
and, from the equality of Cauchy–Schwarz inequality,
A diag(y)BT = γ diag(y). (23)
for some γ ∈ C. Note that, as y is a unit vector, we actually have
γ = tr(diag(y)∗γ diag(y)) = tr(diag(y)∗A diag(y)BT) = λp(A ◦ B) = θ.
Case 1. diag(y) is nonsingular. Then, we have A is invertible and
B = θ diag(y)A−1Tdiag(y)−1. (24)
Subcase 1.1.A is irreducible. LetA−1T = (αij ). AsB is Hermitian, we deduce thatαij yiyj = αji
yj
yi
and so |yi | = |yj | if αij /= 0. Thus, as A (and hence A−1T) is irreducible, we can deduce that (see
[4, Theorem 6.2.24]) |y1| = · · · = |yn| = 1/√n and thus
B = θ diag(y)A−1Tdiag(y)−1 = θ diag(z)A−1Tdiag(z)∗. (25)
where z = √ny and diag(z) is unitary. The result follows.
Subcase 1.2. A is reducible. Using Lemma 5 and applying suitable permutation similarity, we may
assume A = ⊕ri=1Aii with each Aii is irreducible. Then, with yT = (uT1 , . . . , uTr ), (24) becomes
B = θ
r⊕
i=1
diag(ui)A−1Tii diag(ui)
−1.
As in Subcase 1.1, each ui must have all its components having the same modulus. Thus we have
B = θ
r⊕
i=1
diag(zi)A−1Tii diag(zi)
∗
where diag(zi) is unitary. The result follows.
Case 2. diag(y) is singular. In (23), using Lemma 5 and applying suitable permutation similarity
to A, B and diag(y), we may assume diag(y) = diag(y′) ⊕ 0 where y′ ∈ Rl , l < n, and all entries
of y′ are nonzero. Then we can easily check that
A = A11 ⊕ A22 and B = B11 ⊕ B22
where A11, B11 ∈ Ml and (23) becomes
A11diag(y′)BT11 = θ diag(y′).
We are back to Case 1 and the result follows. 
Lemma 10. Let A ∈ Mn positive definite and n > 1. Then we have
(a) λn−1(A ◦ A−1T)  λ1/2n−1(A2 ◦ A−2T) (26)
and the equality holds if and only if A is reducible;
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(b) λn(A ◦ A−1T) = λn−1(A ◦ A−1T)
if and only if A is reducible.
Proof. (a) (⇒) By Lemma 6, we have the following characterization:
λn−1(A ◦ A−1T) = min
x∗x=1,x⊥e x
∗(A ◦ A−1T)x
where e = (1, . . . , 1)T. Repeating the argument in (19)–(21) in Lemma 9, with “min max” re-
placed by “minx∗x=1,x⊥e”, the inequality follows. For equality, we see that there is a unit vector
y, orthogonal to e, such that (in (23), replace B by A−1T)
A diag(y) = θ diag(y)A.
We have θ = 1 by comparing the diagonal entries. Now the vector y must have at least two distinct
components and consequently A must be reducible.
(⇐) Suppose A is reducible. As A is Hermitian we know that A is permutational similar to a
direct sum. By Lemma 6, we easily get
λn−1(A ◦ A−1T) = 1 = λ1/2n−1(A2 ◦ A−2T).
(b) (⇒) Under the equality assumption, we have by Lemma 6 that λn−1(A ◦ A−1T) = 1. Then
we get
1 = λ2n(A1/2 ◦ (A−1/2)T)  λ2n−1(A1/2 ◦ (A−1/2)T)  λn−1(A ◦ A−1T) = 1.
The second inequality, which follows from (26) by replacing A by A1/2, must hold in equality
and by (a) we know that A1/2 is reducible. Consequently A is reducible.
(⇐) Suppose A is reducible. As A is Hermitian we know that A is permutational similar to a
direct sum. By Lemma 6, we easily get
λn(A ◦ A−1T) = 1 = λn−1(A ◦ A−1T). 
Corollary 3. The p and l in Lemma 9 satisfy p  l.
Proof. With the same notations as in Lemma 9, it follows from Lemmas 5, 6 and 10(b) that if
l > 1, then λl−1(A1 ◦ (θD∗A−1T1 D)) > θ . The result follows. 
Theorem 3. Let A,B ∈ Mn be positive semidefinite and rank(A ◦ B) = q  1. Then for any
0 < t1 < t2 and 1  i  q,
0 < λ1/t1i (A
t1 ◦ Bt1)  λ1/t2i (At2 ◦ Bt2).
Moreover, for any 1  p  q and 0 < α < β, the following are equivalent.
(i) λ1/αp (Aα ◦ Bα) = λ1/βp (Aβ ◦ Bβ) = θ.
(ii) The following conditions hold.
(a) There are permutation matrix P and diagonal unitary matrix D such that
P TAP = A1 ⊕ A′, P TBP = (θD∗A−1T1 D) ⊕ B ′,
where A1 ∈ Ml, 1  l  p  q, is nonsingular and irreducible.
(b) There is no 1  j  n − l such that
λ
1/α
j (A
′α ◦ B ′α) < θ < λ1/βj (A′β ◦ B ′β).
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Moreover, if
λ
1/α
h (A
′α ◦ B ′α) < θ  λ1/αh−1(A′α ◦ B ′α) (27)
and
λ
1/β
k (A
′β ◦ B ′β)  θ < λ1/βk−1(A′β ◦ B ′β), (28)
then k + l − 1  p  h + l − 1.
(Note: In (27) and (28), omit those parts of the inequalities involving λ0 or λn−l+1.)
Proof. It suffices to prove the equality result. The proof is similar to that of Theorem 2 and we
just give a sketch.
((i) ⇒ (ii)) Let A = V1 diag(a1, . . . , an)V ∗1 and B = V2 diag(b1, . . . , bn)V ∗2 where V1, V2 ∈
Mn are unitary. Then the function
f (z) = det(θzI − (V1 diag(az1, . . . , azn)V ∗1 ) ◦ (V2 diag(bz1, . . . , bzn)V ∗2 ))
is analytic. Consequently, we can deduce that there exists p′  p and α′  α such that
λp′(A
α′ ◦ Bα′) = λ1/2
p′ ((A
α′)2 ◦ (Bα′)2) = θα′ .
Use Lemma 9 and Corollary 3, (a) follows.
The proof of (b) is similar as before. The only difference is that now all the l − 1 functions
λ
1/t
i (A
t
1 ◦ (θD∗A−1T1 D)t ), i = 1, . . . , l − 1, have values larger than θ . Consequently, k + l −
1  p  h + l − 1.
((ii) ⇒ (i)) The verification is similar to that in Theorem 2, using Lemma 5, Lemma 6 and
Corollary 3. 
From Theorem 3, by noting that l  p in (a), we immediately have the following corollary.
Corollary 4. Let A ∈ Mn be positive definite and irreducible. Then, for any positive semidefinite
B ∈ Mn, the function λ1/ti (At ◦ Bt) is a positive constant function on an interval [α, β] with
α < β if and only if i = n and there is a diagonal unitary matrix D such that B = θD∗A−1TD
for some positive θ.
Using Theorem 3, it is not difficult to write down the conditions for k of the functions λ1/ti (At ◦
Bt) being positive constant functions on [α, β] for any 1 < k  n. Again, there may be two
versions, one simpler and one more complicated, depending on whether one needs to specify
which k functions are constant functions. Readers may refer also to the discussions after Theorem
2.
In particular,using Lemma 7,Lemma 8 and Theorem 3, for maximum or minimum eigenvalues
we have:
Theorem 4. Let A,B ∈ Mn be positive semidefinite, and 1  k  n. Then (4) holds. Moreover,
assuming rank(A ◦ B) = q  1, we have:
(a) The following are equivalent.
(i) For some 0 < α < β,
λ
1/α
i (A
α ◦ Bα) = λ1/βi (Aβ ◦ Bβ), i = 1, . . . , k.
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(ii) There is a permutation matrix P such that
P TAP = diag(ai1 , . . . , aiμ) ⊕ A′, P TBP = diag(bj1 , . . . , bjμ) ⊕ B ′,
where{
μ = k and ail bjl  λ1/βmax(A′β ◦ B ′β), l = 1, . . . , k, if k < q,
μ = q, A′ = 0 ⊕ A′22 and B ′ = B ′11 ⊕ 0 if k  q.
(b) Suppose k > n − q. The following are equivalent:
(i) For some 0 < α < β,
λ
1/α
n−i+1(A
α ◦ Bα) = λ1/βn−i+1(Aβ ◦ Bβ), i = 1, . . . , k.
(ii) There are permutation matrix P and diagonal unitary matrices Di such that
P TAP = A1 ⊕ · · · ⊕ Ak−n+q ⊕ A′′,
P TBP = (γ1D∗1A−1T1 D1) ⊕ · · · ⊕ (γk−n+qD∗k−n+qA−1Tk−n+qDk−n+q) ⊕ B ′′,
where Ai ∈ Mni , i = 1, . . . , k − n + q, are nonsingular and irreducible, n1 + · · · +
nk−n+q  q, and (with λ+ min denote the minimum positive eigenvalue)
γi min
(
{λ1/αni−1(Aαi ◦ A−αTi ) : ni > 1, 1 i  k − n + q} ∪ {λ
1/α
+ min(A
′′α ◦ B ′′α)}
)
(equivalently, γi = λ1/αq−i+1(Aα ◦ Bα), i = 1, . . . , k − n + q).
Remark. When k = n, Theorem 4(a) gives the equality cases of certain trace inequalities which
have been determined in [13, Theorem 4].
5. An application
In this section, as an application of Theorem 4(b), we consider the equality of (5) and of (6).
We first have the following lemma.
Lemma 11. Let A,B ∈ Mn be positive definite and that det(AB) = 1. Then λmin(AB)  1.
Moreover, if λmin(AB) = 1 then B = A−1.
Proof. The first part is trivial. For the second part, note that we now have det(B1/2AB1/2) = 1
and λmin(B1/2AB1/2) = 1. Thus all eigenvalues of the Hermitian matrix B1/2AB1/2 are 1 and
so B1/2AB1/2 = I . The result follows. 
Theorem 5. Let A,B ∈ Mn be positive definite and 1  k  n. Then (5) holds. Moreover,
k∏
i=1
λn−i+1(AB) =
k∏
i=1
λn−i+1(A ◦ B) (29)
if and only if there are permutation matrix P, positive number γ and 0  r  k such that
P TAP = diag(ai1 , . . . , air ) ⊕ Ar+1 ⊕ · · · ⊕ Ak ⊕ A′,
P TBP = diag(bj1 , . . . , bjr ) ⊕ γ (A−1r+1 ⊕ · · · ⊕ A−1k ) ⊕ B ′,
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where
(i) ail bjl  γ, l = 1, . . . , r;
(ii) the order of Ai is greater than 1 and there exists diagonal unitary matrix Ui such that
U∗i AiUi is real (equivalently, U∗2i AiU2i = ATi ), i = r + 1, . . . , k;
(iii) γ  λmin(A′B ′).
Proof. (⇒) In [11], it is proved that, for 0 < t  1,
k∏
i=1
λn−i+1(AB) 
k∏
i=1
λ
1/t
n−i+1(A
t ◦ Bt) 
k∏
i=1
λn−i+1(A ◦ B).
For equality (29) to hold, as λ1/tn−i+1(At ◦ Bt), i = 1, . . . , k, are all increasing on (0,∞), we know
that they are positive constant functions on (0, 1]. By Theorem 4 with q = n, we know that A and
B are of the form given in Theorem 4(b)(ii) and γi = λn−i+1(A ◦ B), i = 1, . . . , k.
Now AB has eigenvalues γiλmin(AiD∗i A
−1T
i Di), i = 1, . . . , k. As
λmin(AiD
∗
i A
−1T
i Di)  λmin(Ai ◦ (D∗i A−1Ti Di)) = 1,
we must have
λmin(AiD
∗
i A
−1T
i Di) = 1, i = 1, . . . , k. (30)
Otherwise,
k∏
i=1
λn−i+1(AB) 
k∏
i=1
γiλmin(AiD
∗
i A
−1T
i Di) <
k∏
i=1
γi =
k∏
i=1
λn−i+1(A ◦ B)
and we have a contradiction. As det(Ai(D∗i A
−1T
i Di)) = 1, with (30) and by Lemma 11, we know
that
D∗i A
−1T
i Di = A−1i , i = 1, . . . , k, (31)
and thus now P TBP is of the form
P TBP = γ1A−11 ⊕ · · · ⊕ γkA−1k ⊕ B ′.
Moreover, let Ui be a diagonal unitary matrix such that U2i = D∗i . Then from (31) we easily get
U∗i AiUi = UiATi U∗i = U∗i AiUi. (32)
Thus the second part of condition (ii) holds.
Finally, if nj > 1 for some 1  j  k, then AB has γj as eigenvalue and the multiplicity is at
least 2. Then
k∏
i=1
λn−i+1(AB) 
j∏
i=1
γi
k−1∏
i=j
γi 
k∏
i=1
γi =
k∏
i=1
λn−i+1(A ◦ B)
and both inequalities become equality if and only if γj = · · · = γk  λmin(A′B ′). The result
follows.
(⇒) By direct verification, using Lemma 6. 
With suitable modification, we can also prove the following theorem which gives the equality
cases for (6).
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Theorem 6. Let A,B ∈ Mn be positive definite and 1  k  n. Then (6) holds. Moreover,
k∏
i=1
λn−i+1(ABT) =
k∏
i=1
λn−i+1(A ◦ B)
if and only if there are permutation matrix P, positive number γ and 0  r  k such that
P TAP = diag(ai1 , . . . , air ) ⊕ Ar+1 ⊕ · · · ⊕ Ak ⊕ A′,
P TBP = diag(bj1 , . . . , bjr ) ⊕ γ (A−1Tr+1 ⊕ · · · ⊕ A−1Tk ) ⊕ B ′
satisfying
(i) ail bjl  γ , l = 1, . . . , r;
(ii) the order of Ai is greater than 1, i = r + 1, . . . , k; and
(iii) γ  λmin(A′B ′).
Remark. (i) In [11], it is also proved that, for 0 < t  1,
k∏
i=1
λn−i+1(ABT) 
k∏
i=1
λ
1/t
n−i+1(A
t ◦ BtT ) 
k∏
i=1
λn−i+1(A ◦ B).
and thus we may prove Theorem 6 similarly. When comparing Theorems 5 and 6, one sees that
there is some difference between the two condition (ii). The condition (ii) in Theorem 5 follows
from (31) and (32). Actually, in the proof of Theorem 6, parallel to (31), we have the condition that
the diagonal unitary Di satisfies D∗i A
−1
i Di = A−1i . However, in this case, no additional condition
on Ai is needed.
(ii) The results in Section 5 are contained in [6].
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