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Abstract
We study the expected number of zeros of
Pn(z) =
n∑
k=0
ηkpk(z),
where {ηk} are complex-valued i.i.d standard Gaussian random variables, and {pk(z)}
are polynomials orthogonal on the unit disk. When pk(z) =
√
(k + 1)/pizk, k ∈
{0, 1, . . . , n}, we give an explicit formula for the expected number of zeros of Pn(z)
in a disk of radius r ∈ (0, 1) centered at the origin. From our formula we establish
the limiting value of the expected number of zeros, the expected number of zeros in
a radially expanding disk, and show that the expected number of zeros in the unit
disk is 2n/3. Generalizing our basis functions {pk(z)} to be regular in the sense of
Ullman–Stahl–Totik, and that the measure of orthogonality associated to polynomials
is absolutely continuous with respect to planar Lebesgue measure, we give the limiting
value of the expected number of zeros of Pn(z) in a disk of radius r ∈ (0, 1) centered
at the origin, and show that asymptotically the expected number of zeros in the unit
disk is 2n/3.
2020 Mathematics Subject Classification : 30C15, 30E15, 30C40, 60B99.
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1 Background
Most students of mathematics are familiar with the idea of the roots of a polynomial and have
found the roots of polynomials of low degree by hand. With the aid of numerical algorithms
and modern computers, it is an easy task to graph the roots of a polynomial of relatively large
degree in the complex plane and to examine their distribution. A central question in the field
of random polynomials is how these roots are distributed on average when the polynomial is
chosen at random. For example, if a polynomial is chosen at random, how many real roots
should we expect to have? These types of problems go back to pioneering work in the 1930’s
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by Bloch and Po´lya [2], and Littlewood and Offord [10]. Applications of random polynomials
are very abundant, arising in perturbation theory, the study of difference and differential
equations, random matrix theory, the study of approximate solution of operator equations,
the method of least squares estimates, economics, statistical communication theory, and
mathematical physics.
In order to make the questions raised in the previous paragraph precise, it is necessary
to decide what a random polynomial is. A random polynomial is a polynomial
pn(z) =
n∑
k=0
ηkz
k,
where {ηk} are random variables. Let Nn(S) denote the number of zeros of pn(z) in a set S.
Note that when we take S to be the entire complex plane (C), as the degree of pn(z) is n,
by the Fundamental Theorem of Algebra we have Nn(C) = n. For S ( C, we would like to
know Nn(S). For example, we could take S to be the real line (R), [−1, 1], the unit circle
(T), the unit disk (D), or [−1, 1]× [−1, 1], etc. As the coefficients {ηk} are random variables,
this involves the computation of E[Nn(S)], where E denotes the expectation.
In 1943, Kac [8] produced an integral equation for the expected number of real zeros of
pn(z) when the random variables {ηj} are real-valued independent and identically distributed
(i.i.d.) standard Gaussian. We note that independently in 1945, while studying random
noise Rice [13] derived a similar formula for E[Nn(R)] in the Gaussian setting. After Kac
established the formula for the expected number of zeros, he proved that the the number of
real zeros of the random polynomial pn(z) is asymptotic to (2/pi) log n as n→∞.
Due to the work of Kac and Rice, formulas for the density function for the expected
number of zeros of a random polynomial, called the intensity function, are known as Kac-
Rice formulas. Thus the intensity function, which we denote as ρn(z), is the function that
satisfies
E[Nn(Ω)] =
∫
Ω
ρn(z) dz, where Ω ⊂ C.
We now consider the random polynomials of the form
fn(z) =
n∑
k=0
ηkz
k,
where {ηk} are i.i.d. complex-valued standard Gaussian random variables. That is, when
ηj = αj+iβj, where αj and βj are i.i.d. real-valued standard Gaussian for all j ∈ {0, 1, . . . , n}.
The classic result of Hammersley [7] says that the intensity function for a complex random
polynomial fn(z) is given by
ρn(z) =
1
pi
1− |hn+1(z)|2
(1− |z|2)2 , where hn+1(z) =
(1− |z|2)(n+ 1)zn
1− |z|2(n+1) .
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As noted by Arnold [1], for a disk of radius r, denoted as D(0, r), it follows that
E[Nn(D(0, r))] =

r2
1− r2 − (n+ 1)
r2n+2
1− r2n+2 , r ∈ (0, 1),
n
2
, r = 1,
and
lim
n→∞
E[Nn(D(0, r))] =
r2
1− r2 , ∈ (0, 1).
When examining an expanding disk centered at the origin, Ledoan et. al. [6] proved the
following scaling limit
lim
n→∞
E[Nn(D(0, e−t/2n))]
n
=
1
t
+
1
1− et , t > 0.
For other early results in random polynomials, we refer the reader to the books by
Bharucha-Reid and Sambandham [3] and Farahmand [5].
2 Main Results
In our work we study the expected number of zeros of random polynomials of the form
Pn(z) =
n∑
k=0
ηkpk(z), (1)
where {ηk} are i.i.d complex-valued standard Gaussian, and {pk(z)} are polynomials orthog-
onal on D with respect to finite positive Borel measure µ. By {pk(z)} being orthogonal on
D, we mean that they satisfy the relation∫
D
pn(z)pm(z) dµ(z) =
{
1, when n = m,
0, when n 6= m. (2)
In this case, the spanning functions {pk(z)} are called Bergman polynomials. A random
polynomial that is spanned by polynomials that satisfy an orthogonality relation is said to
be a Random Orthogonal Polynomial.
We will assume that the measure of orthogonality µ is absolutely continuous with respect
to planar Lebesgue measure dA, and our spanning orthogonal polynomials
pk(z) = κkz
k + lower terms, k ∈ {0, 1, . . . , n},
satisfy κk > 0 with
lim
k→∞
κ
1/k
k = 1. (3)
3
Orthogonal polynomials on the unit disk which satisfy (3) are called regular in the sense
of Ullman–Stahl–Totik. It is known that such Bergman polynomials are used as a basis for
representing analytic functions in the unit disk (c.f. Stahl and Totik [14]).
As an example of such spanning orthogonal polynomials, consider pk(z) =
√
(k + 1)/pizk,
k ∈ {0, 1, . . . , n}, with weight function h(z) = 1. It is clear that these polynomials satisfy
(3) and∫
D
√
n+ 1
pi
zn
√
m+ 1
pi
zm dA(z) =
∫ 1
0
∫ 2pi
0
√
n+ 1
pi
(reiθ)n
√
m+ 1
pi
(reiθ)m r dθ dr
=
√
(n+ 1)(m+ 1)
pi
∫ 1
0
∫ 2pi
0
rn+m+1eiθ(n−m) dθ dr
=
{
1, when n = m,
0, when n 6= m.
For other examples of Bergman polynomials, we leave it to the reader to verify that
pk(z) =
√
(k + 1)(k + j + 1)
pij
zk, where j > 0, with h(z) = 1− |z|2j,
and
pk(z) =
2√
pi(k + 1)(k + 2)(k + 3)
k∑
j=0
(j + 1)zj(1 + z + · · ·+ zk−j), with h(z) = |z − 1|2,
also satisfy (2) and (3).
Explicit formulas and asymptotics for the expected number of zeros of random polynomi-
als spanned by polynomials orthogonal on the real-line or spanned by orthogonal polynomials
the unit circle have been given much attention. In contrast, such results for random (planar)
orthogonal polynomials have not been as widely studied, and thus provides motivation for
our investigation. We remark that our study is also motivated by applications in mathe-
matical physics, where random polynomials spanned by Bergman polynomials on the unit
disk are the logarithmic derivative of the characteristic function of a random n× n unitary
matrix (c.f. Diaconis and Evans [4]).
Our main tool in examining the expected number of zeros for Pn(z) is a formula for the
intensity function given by Yeager [15] (and independently by Ledoan [9]). The formula for
the intensity function, which we state in the next section, allows us to obtain the following:
Theorem 1. Let Pn(z) =
∑n
k=0 ηk
√
k+1
pi
zk, where {ηk} are complex-valued i.i.d. standard
Gaussian. The following formulas hold valid:
(i) The intensity function can be written as
ρn(z) =
1
pi
(
2
(1− |z|2)2 −
(n+ 1)(n+ 2)|z|2n(|z|2n+4 − (n+ 2)|z|2 + n+ 1)
(1 + |z|2n+2((n+ 1)|z|2 − (n+ 2)))2
)
. (4)
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(ii) For r ∈ (0, 1), we have
E[Nn(D(0, r))] =
2r2
1− r2 −
(n+ 1)(n+ 2)(1− r2)r2n+2
1 + r2n+2((n+ 1)r2 − (n+ 2)) . (5)
(iii) When r ∈ (0, 1), it follows that
lim
n→∞
E[Nn(D(0, r))] =
2r2
1− r2 . (6)
(iv) The expected number of zeros in the expanding disk D(0, e−t/2n) possesses the property
that
lim
n→∞
E[Nn(D(0, e−t/2n))]
n
=
2
t
+
t
1− et + t , t > 0. (7)
(v) Over the whole unit disk we have
E[Nn(D)] =
2n
3
. (8)
Generalizing our spanning orthogonal polynomials we are able to retain (6) and establish
(8) in an asymptotic sense.
Theorem 2. Let Pn(z) =
∑n
k=0 ηkpk(z), where {ηk} are complex-valued i.i.d. standard Gaus-
sian, and {pk(z)} are Bergman polynomials that satisfy (3) and are such that their corre-
sponding measure of orthogonality µ is absolutely continuous with respect to planar Lebesgue
measure dA.
(i) When r ∈ (0, 1), we have
lim
n→∞
E[Nn(D(0, r))] =
2r2
1− r2 . (9)
(ii) In the whole unit disk it follows that
lim
n→∞
E[Nn(D)]
n
=
2
3
. (10)
2.1 Concluding Remarks and Future Research
Due to Corollary 3.2 given by Pritsker and Yeager in [12], it is known that in the setting
of our theorems, the zeros of Pn(z) are accumulating near the unit circle as n → ∞. In
light of (8) and (10), we now know that two thirds of these zeros are inside the unit disk.
We conjecture that this phenomenon is occurring because the spanning functions {pk(z)}
are orthogonal on the unit disk, and that this orthogonality is so strong it is “grabbing”
zeros. Below we give a visual presentation of the zeros in [−1.5, 1.5] × [−1.5, 1.5] for 4000
different random polynomials each of degree 25 for the case when our spanning functions are
pk(z) =
√
(k + 1)/pizk, k ∈ {0, 1, . . . , 25}.
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Figure 1: In red is the unit circle and in blue are the zeros in [−1.5, 15]× [−1.5, 1.5] for 4000
different random polynomials of the form P25(z) =
∑25
k=0 ηk
√
(k + 1)/pizk.
3 The Proofs
Let {fj} be a sequence of polynomials such that deg fj(z) = j, for j ∈ {0, 1, . . . , n}. Set
Pn(z) =
n∑
j=0
ηjfj(z),
where n is a fixed integer, and {ηj} are complex-valued i.i.d. standard Gaussian. The ex-
pected number of zeros of Pn(z) will be given in terms of the kernels
Kn(z, z) =
n∑
j=0
fj(z)fj(z), K
(0,1)
n (z, z) =
n∑
j=0
fj(z)f ′j(z), K
(1,1)
n (z, z) =
n∑
j=0
f ′j(z)f
′
j(z).
For Ω ⊂ C a Jordan region, in [15] (c.f. pp. 119, 120 and 134) it was shown that
E[Nn(Ω)] =
1
2pii
∫
∂Ω
K
(0,1)
n (z, z)
Kn(z, z)
dz (11)
=
∫
Ω
ρn(x, y) dx dy, z = x+ iy,
where
ρn(x, y) = ρn(z) =
K
(1,1)
n (z, z)Kn(z, z)−
∣∣∣K(0,1)n (z, z)∣∣∣2
pi (Kn(z, z))
2 . (12)
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We remark that the intensity function ρn(z) has no mass on the real-line. Consequently,
E[Nn(R)] = 0.
Formula (12) will be used in the proof of (4) from Theorem 1. Using (4), we derive the
results of (5)–(8). In the proof of Theorem 2, the form of the intensity function given in (12)
will be applied to establish (9), and that of (11) will be used to prove (10).
Proof of Theorem 1. To establish (4), observe that since
fj(z) =
√
j + 1
pi
zj, for j ∈ {0, 1, . . . , n},
the above kernels simplify as
Kn(z, z) =
n∑
k=0
k + 1
pi
|z|2k = 1 + |z|
2(n+1)((n+ 1)|z|2 − (n+ 2))
pi(1− |z|2)2 ,
K(0,1)n (z, z) =
n∑
k=0
k(k + 1)
pi
zkzk−1 =
2zKn(z, z)
1− |z|2 −
(n+ 1)(n+ 2)zn+1zn
pi(1− |z|2) ,
and
K(1,1)n (z, z) =
n∑
k=0
k2(k + 1)
pi
|z|2(k−1)
=
2(1 + 2|z|2)Kn(z, z)
(1− |z|2)2 −
(n+ 1)(n+ 2)|z|2n(1 + 2|z|2)
pi(1− |z|2)2 −
n(n+ 1)(n+ 2)|z|2n
pi(1− |z|2) .
After much algebraic simplification we see that
Kn(z, z)K
(1,1)
n (z, z)− |K(0,1)n (z, z)|2 =
2Kn(z, z)
2
(1− |z|2)2 −
n(n+ 1)(n+ 2)|z|2nKn(z, z)
pi(1− |z|2)
− (n+ 1)(n+ 2)|z|
2n(1− 2|z|2)Kn(z, z)
pi(1− |z|2)2
− (n+ 1)
2(n+ 2)2|z|4n+2
pi2(1− |z|2)2 .
Thus, using (12) and further simplifying we achieve
ρn(z) =
Kn(z, z)K
(1,1)
n (z, z)− |K(0,1)n (z, z)|2
piKn(z, z)2
=
1
pi
(
2
(1− |z|2)2 −
(n+ 1)(n+ 2)|z|2n(|z|2n+4 − (n+ 2)|z|2 + n+ 1)
(1 + |z|2n+2((n+ 1)|z|2 − (n+ 2)))2
)
,
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and thus completes the justification of (4).
We will now establish the result given in (5). To this end, for 0 < r < 1, using the above
form of the intensity function and then changing to polar coordinates yields
E[Nn(D(0, r))] =
∫
D(0,r)
ρn(z) dA(z)
=
1
pi
∫ 2pi
0
∫ r
0
(
2
(1− t2)2 −
(n+ 1)(n+ 2)t2n(t2n+4 − (n+ 2)t2 + n+ 1)
(1 + t2n+2((n+ 1)t2 − (n+ 2)))2
)
tdtdθ
=
∫ r
0
(
4t
(1− t2)2 −
2(n+ 1)(n+ 2)t2n+1(t2n+4 − (n+ 2)t2 + n+ 1)
(1 + t2n+2((n+ 1)t2 − (n+ 2)))2
)
dt.
Observe that
F (t) :=
2
1− t2 −
(n+ 2)(1− t2n+2)
1 + t2n+2((n+ 1)t2 − (n+ 2))
satisfies
d
dt
F (t) =
4t
(1− t2)2 −
2(n+ 1)(n+ 2)t2n+1(t2n+4 − (n+ 2)t2 + n+ 1)
(1 + t2n+2((n+ 1)t2 − (n+ 2)))2 .
Therefore, by the Fundamental Theorem of Calculus it follows that
E[Nn(D(0, r))] =
2
1− t2 −
(n+ 2)(1− t2n+2)
1 + t2n+2((n+ 1)t2 − (n+ 2))
∣∣∣∣∣
t=r
t=0
=
2r2
1− r2 −
(n+ 1)(n+ 2)(1− r2)r2n+2
1 + r2n+2((n+ 1)r2 − (n+ 2)) , (13)
and we achieve the desired conclusion of (5).
As r ∈ (0, 1) in the previous formula for the expected number of zeros in D(0, r), we
achieve
lim
n→∞
E[Nn(D(0, r))] =
2r2
1− r2 ,
which establishes (6).
Now, observe that for t > 0, if we set r = e−t/2n in (13) and scale by n, we have
lim
n→∞
E[Nn(D(0, e−t/2n))]
n
= lim
n→∞
[
2e−t/n
n(1− e−t/n) −
(n+ 1)(n+ 2)(1− e−t/n)e−t(n+1)/n
n(1 + e−t(n+1)/n((n+ 1)e−t/n − (n+ 2)))
]
=
2
t
+
t
1− et + t ,
thus showing the validity of (7).
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To prove (8) we would like to set r = 1 in (13), which as it is written, appears to have a
singularity at r = 1. However, observe that (13) can be written as
E[Nn(D(0, r))] =
2r2
1− r2 −
(n+ 1)(n+ 2)(1− r2)r2n+2
1 + r2n+2((n+ 1)r2 − (n+ 2)) =
n∑
k=1
k(k + 1)r2k
1 +
n∑
k=1
(k + 1)r2k
.
Therefore, taking r = 1 in the above we achieve
E[Nn(D)] =
n∑
k=0
k(k + 1)
n∑
k=0
(k + 1)
=
(
n(n+ 1)(n+ 2)
3
)
(
(n+ 1)(n+ 2)
2
) = 2n
3
,
and hence completes the proof of (8).
Proof of Theorem 2. To establish (9), we first note that it is well known that for z ∈ D,
uniformly on compact subsets of the unit disk it follows that
lim
n→∞
Kn(z, z) = lim
n→∞
n∑
k=0
pk(z)pk(z) =
1
pi(1− |z|2)2 .
Thus taking the respective derivatives we achieve
lim
n→∞
K(0,1)n (z, z) =
2z
pi(1− |z|2)3 , and limn→∞K
(1,1)
n (z, z) =
2 + 4|z|2
pi(1− |z|2)4 . (14)
For z ∈ D, using the above uniform limits along with the representation of the intensity
function given in (12) yields
lim
n→∞
ρn(z) = lim
n→∞
K
(1,1)
n (z, z)Kn(z, z)−
∣∣∣K(0,1)n (z, z)∣∣∣2
pi (Kn(z, z))
2 =
2
pi(1− |z|2)2 .
As the above limit holds uniformly on compact subsets of the unit disk, when r ∈ (0, 1),
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we can pass the limit through the integration to give
lim
n→∞
E[Nn(D(0, r))] =
∫
D(0,r)
lim
n→∞
ρn(z) dA(z)
=
∫
D(0,r)
2
pi(1− |z|2)2 dA(z)
=
∫ 2pi
0
∫ r
0
2
pi(1− t2)2 t dt dθ
=
2r2
1− r2 ,
and hence completes the desired result in (9).
Under the hypothesis of Theorem 2, due to the work of Lubinsky (c.f. Corollary 1.4 in
[11]) we know that uniformly for z in an open arc of T we have
lim
n→∞
K
(0,1)
n (z, z)
n Kn(z, z)
=
2
3
z. (15)
Taking the arcs (0, pi) and (pi, 2pi), and as the intensity function has no mass on the real-line,
using (11) with the above uniform limit we achieve
lim
n→∞
E[Nn(D)]
n
= lim
n→∞
1
n
1
2pii
∫
T
K
(0,1)
n (z, z)
Kn(z, z)
dz
=
1
2pii
∫
T
lim
n→∞
K
(0,1)
n (z, z)
n Kn(z, z)
dz
=
1
2pii
∫
T
2
3
z dz
=
2
3
1
pi
∫
D
d
dz
z dA(z) (16)
=
2
3
1
pi
∫
D
1 dA(z)
=
2
3
,
where we have used the complex version of Green’s Theorem for (16). Therefore we have
established (10), and thus completed the proof of Theorem 2.
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