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Abstract 
Nowadays a variety of methodologies (e.g. black-box predictors, absolute minimums of night flows) are applied to extract 
relevant information for leakage control, network operation, and system planning and rehabilitation. However, the value of 
profiling the 24-hour demand cycle as a central element for statistical analysis, as well as a definition of normality and behavior, 
is often overlooked. A reliable set of methods and algorithms including data acquisition, validation and normalization procedures 
to obtain reliable 24-hour demand profiling is described, aided by an efficient software implementation, validated through the 
application in a large number of DMA from over 40 different utilities. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
The availability of water distribution system flow data in utilities has seen a sharp increase in the last decade 
through a growing presence of sensors and telemetry. The sectorization of a water distribution system into district 
metering areas (DMA) for greater detail and focussed profiling is a common practice that contributes to a deeper 
understanding of the different components of urban consumption – domestic consumption, non-domestic consumption 
and water losses [1, 2]. DMA are equipped with permanent or temporary network meters for continuous flow 
monitoring. In recent years, advances in remote metering technology and its wider availability at lower cost has made 
it effective to continuously monitor the most important consumers in the DMA (e.g., large consumers).  
Concurrently, a variety of methodologies are applied to extract relevant flow information for use in leakage 
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assessment, on-line burst event detection and system control [3]. In this domain, the offer available to the industry 
ranges from heuristic (sometimes black-box) predictors to statistical tools targeted at generating daily demand 
averages, minima, accumulated volume and other estimators.  
Although the most common sense approach to representing a demand pattern is a 24-hour depiction of historically 
observed values (e.g., for network model use), the richness of information contained in the daily cycle behaviour is 
very seldom used in this context. Disregarding the value of the daily cycle as the central periodicity of water 
consumption leads to effectively failing to extract useful information from the detailed available data.  
There is also a widespread tendency to overlook its significant variability with geographical location, consumer 
types and heterogeneity, presence of large consumers, as well as with the day of the week and the time of the year at 
each location — the textbook notion of the demand profile is still an apparent assumption in many engineering 
contexts. 
In this paper, a set of methods and algorithms including data acquisition, validation and normalization procedures 
to obtain reliable 24-hour demand profiling is described, aided by a very efficient software implementation and 
building upon the work previously developed at LNEC and validated through application in a large number of DMA 
from over 40 different utilities [6-10].  
2. The 24-hour demand pattern 
Let us express the 24-hour demand pattern as a sequence of observed distributions of demand values at each instant 
of the day, within a selected time span on the calendar [4,10] — as opposed the more common pattern representation 
as a 24-hour single-line time series of some representative value, usually a median or a mean. The advantages of using 
the actual observed distributions include an accurate representation of the high-granularity historical data increasingly 
available at water utilities, and the efficiency in compressing that history, retaining rich detail.  
 
 
 
Fig. 1 – Charting the 24-hour demand pattern as the sequence of observed population of demand values at each instant of the day 
(15 min. intervals, grey scale from percentiles 0%/100% – white, to 50% – black) 
This model effectively encloses a representation, and quantification, of normality within a metered zone of the 
network. Different lines may be extracted from it, depending on the purpose of the analysis: the median is still a good 
representation of the most likely behaviour; the width of the 5%-95% percentile band can be used to assess variability, 
for example in testing the resilience of a particular network design; the 5% percentile is useful in water-loss auditing; 
etc.. 
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Conversely, the sample probability of any given value (or sequence of values) of demand can be extracted from 
this representation. For example, as shown in Fig. 1, a flow reading of 50.00 m3/h corresponds to a sample percentile 
of 83% at 12:00pm. 
The main value of this 24-hour demand pattern lies in its quantified depiction of normal behavior for that given 
set of consumers, for the network between them and the meter, and for the period of time during which the 
measurements were taken. The word normal is used here is its root meaning: what is to be expected. 
Expressing normality provides the means for identifying and analysing abnormality, i.e., all those values in the 
series that translate unexpected consumer behavior, abnormal network behavior (including the effects of bursts or 
other forms of leakage) or data errors due to meter, transmission or storage malfunction. In Fig. 1, above, a narrower 
band describes a more predictable behaviour.  
Several factors affect the variability of measured consumption and should be taken into consideration when setting 
up an analysis: 
a) the presence of noise in the data, usually generated by acquisition problems, for example by inadequately sized 
meters, transmission interference, data logger problems, etc.; 
b) individual consumer heterogeneity; a DMA is more effective if its consumers are homogeneous and behave 
similarly. This factor also leads to measuring and removing demands from large consumers or consumers with 
buffered consumption (for example with local storage, such as a hotel); 
c) the size of the metered zone: the law of large numbers leads to an expectation that behaviour becomes more 
predictable as the number of individual consumers increases;  
d) the period(s) of time under analysis: consumers will behave differently depending on the day of the week and 
the time of the year; certain areas display significant climate- or human-related seasonality; in most countries, 
periods of regular work are interspersed with festivity holidays or vacation periods; and the network topology 
and operation (e.g., boundary limits, operating pressure, background leakage levels) will also change over the 
years; 
The proposed expression of the 24-hour demand pattern is designed to make no assumptions about the distribution 
of the observations of the time series. Avoiding normal, lognormal or other parametric distributions and using robust 
statistics helps prevent the unduly effects of outlier readings; however, limiting the variability and enhancing the 
predictability of the behaviour conduces to better analysis. The above factors should therefore be taken into account 
to seek the best expression of the behaviour of a metered zone.  
Additionally, a better expression of normality can be obtained ßby filtering out abnormal events from the data used 
to construct the 24-hour demand pattern. The identification of these abnormal events depends of the purpose of the 
analysis. If, for example, the 24-hour demand pattern is to be applied to identifying pipe bursts — as events that 
deviate from normality — in turn these readings should not feed the 24-hour demand pattern data; the same rationale 
can be used as basis to filter out atypical consumption or isolated network operation events. Conversely, if the purpose 
is to measure network resilience, the full history of observed behaviour should be used.  
Considering the effects listed above, and particularly in item d), deriving a demand pattern may thus be greatly 
influenced by the period of time selected. For example, in a southern European city with some weather seasonality, 
depicting a demand pattern as in Fig. 1 will probably yield significantly different plots if considering the last 3 months, 
the last 6 months, or the last 12 months. In essence, a demand pattern should relate to a homogeneous set of conditions 
(consumer behavior, network behavior) that prevail over a certain period of time. Assumptions as to what this period 
should be are often biased by everyday perceptions (e.g., comparing two consecutive years), and it is useful to start 
from a clean slate and look at the series “from 30,000ft” in order to get a first appreciation of what should be the basis 
for a consistent pattern. 
From this follows that there really is no single static 24-hour demand pattern that adequately describes 
consumption in a given utility. Described as in Fig. 1, there is not a single line but a range of lines that represent what 
is effectively a band whose width may vary and has a meaning. 24-hour demand patterns will vary from sector to 
sector, will be different according to the various cycles at play, will change along time and be influenced by many 
different events and localized behaviours. 
3. Building the 24-hour demand pattern  
Fig. 2 illustrates the essential steps in creating the 24-hour demand pattern. After data collection, raw flow data is 
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cleansed by correcting anomalies generated by metering or telemetry problems. These anomalies might be related to 
faulty transmission (e.g., battery failure), inadequate acquisition (e.g., flow above or below the meter range, reverse 
time series) or data storage limitations. Data below or above predefined meter minimum and maximum thresholds are 
removed.  
 
Fig. 2 – four steps for building a demand pattern 
Step two, data normalization, aims at obtaining data with a regular time step; this involves defining a desired time 
step and an allowed maximum data gap, beyond which no interpolation is attempted (for example, a 15 minute 
normalization time-step and a 60 minute leniency to data gaps). Data normalization procedure uses a trapezoidal rule 
of numerical integration to compute the mean flow value within the normalization time-step. In the case of missing 
data within a time interval less than maximum data gap, initial and final flow values in each time step are obtained by 
interpolation and respective mean flow value is computed. In the case of missing data in a time interval higher than 1 
hour, a blank/missing record is inserted in the resulting, normalized, time-series.  
Evenly spaced, clean, normalized data then feeds the calculation of the 24-hour demand pattern, by analyzing 
observations at each instant of the 24-hour cycle and outputting sample median, minimum, maximum and percentiles 
from 1 to 99 (instants are the time slices defined by the normalization time-step, on the example above, 15 minute 
intervals). 
In DMA with multiple flow meters for inflow and outflow, their normalized data sets are combined to estimate 
network consumption; in DMA with continuously monitored large consumers, their normalized consumption is also 
extracted from the DMA flow time series. Large consumers are those whose consumption represents a significant 
proportion of the total in a DMA and/or exhibit a very distinct behavior comparatively to the other consumers [9]. 
Removing continuously metered large consumers from the total is advisable in this process since it allows for 
analyzing separately network from consumers’ issues.  
As discussed above, for many applications a better expression of normality can be obtained by removing abnormal 
events from the data used to generate the 24-hour demand pattern. A dynamic detection approach combining 
automated data processing with expert user input is used. 
 
 
Fig. 3 – Detecting outlier observations and abnormal events to generate a filtered 24-hour demand pattern 
Fig. 3 depicts a simplified representation of the workflow from an initial 24-hour demand pattern to a revised 
version built with filtered observations. The first step is the compare each metered value against the 24-hour demand 
pattern and to calculate its likelihood by finding the corresponding percentile; instant readings above or below a given 
percentile threshold (usually below 5% or above 95%) are marked as outliers. 
The next step is to correlate sequences of outlier readings to generate detected events. Events are defined as a set 
of outlier readings inside a predefined time frame; for example, an event can be defined as any time frame where 
within a 2-hour period, more than 75% of the readings have been marked as outliers; each event will start whenever 
this condition is met and will be extended until metered flow observations cease to meet the 2-hour/75% outlier 
condition.  
A set of events are detected/generated using this procedure, given a configuration (percentile threshold, time frame 
and number outliers); each event is defined by time window of abnormal behavior; multiple detection configurations 
can be used to detect different types of abnormal behavior. Events are also characterized by information obtained by 
comparing observed readings inside their time frames with 24-hour pattern estimated behavior: duration, maximum 
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flow deviation (from pattern median), flow volume (comparing with pattern instant median flow values). 
Abnormal events can also be inserted directly by utility experts, or obtained by reusing existing relevant records 
of network repairs, such as from work orders. Being able to combine automated event detection with expert informed 
opinion is central to differentiating abnormal behaviour, and therefore in establishing typical demand patterns. 
Common implementations of the software range from fully automated event detection and validation to scenarios 
where utility personnel choose to have an event validation workflow where detected events are confirmed before being 
used to generate the filtered data set, which will be the basis for the revised 24-hour demand pattern. 
The described methodology can be used to perform analysis of static data sets, for example for assessing water 
losses indicators or for network modeling purposes, as well as for real time data processing. In the latter case, a 
dynamic 24-hour demand pattern is computed in order to analyse each newly received flow reading; cleansed, 
normalized and filtered historical data feeds the dynamic 24-hour demand pattern and event detection takes place in 
real time. 
It is important to note again that there is no such thing as the demand pattern (particularly not as a single line), but 
rather a multitude of patterns to describe the various differentiating factors at play, as discussed at the end of Section 
2. 
4. Software applications 
The above described methodology for creating and exploiting the 24-hour demand pattern has a software 
implementation ([12], the Monitor application, available through baseform.org). The software has been in daily use 
in a number of utilities since 2013. The application of the methodology and in particular of the proposed approach to 
demand profiling ranges from real-time detection and processing of abnormal events to drive the network repair 
workflow, to medium- and long-term planning support, and to informing network modeling. 
4.1. Real-time detection of leaks and bursts 
The 24-hour demand pattern and, in particular, the dynamic generation of the demand pattern as described in Fig. 
3, is implemented in the software not only to obtain a revised/filtered demand pattern but also the detect network 
events in real time which express abnormal flow demands. Events are defined as a sequence of outlier observations.  
 
 
Fig. 4 – Detection of a pipe burst with the estimative of duration and volume  
The software entails the configuration of multiple event detectors parameterized to identify particular 
circumstances such as the ones which characterize pipe bursts or increased leakage volumes. Event detectors are 
configured by defining: 
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x The basic methods for defining the dynamic demand pattern which will be calculated from each included metered 
zone – the length of historical information used, from just the last few days to more than a year and the way 
grouping of week days occurs (week vs. weekends, each weekday separately, etc.); 
x The time frame used to search for outlier observations (for example, the previous two hours of each observation) 
and the number of outliers inside that time frame; 
x Optional filtering by total flow volume inside the event or minimum deviation from demand pattern median; 
x The resolution of the base information analyzed (instants, hourly or daily averages or nightly minimums). 
The events thus generated will be categorized, assigned to a specific user and graded by severity level.. 
Additionally, detected events enter an optional validation workflow where utility expert users can analyze, fine-tune 
and register steps taken to process the information. 
4.2. Demand indicators to support planning 
The presented methodology for describing normality, i.e. what is to be expected, regarding flow demand and the 
continuous refinement of the 24-hour demand pattern through detection of outliers and of events produces a validated 
source of information which can then be used to produce calibrated fine-tuned indicators to support planning, 
rehabilitation and the prioritization of investment. 
 
Fig. 5 – Geographical representation of demand indicators across several DMA 
 
Fig. 5 illustrates visualizing a given indicator across the different DMA in a network. Users select an analysis 
period and one or more indicators; reference values are set for each indicator (reference values are used to assign a 
color-coded level which expresses a judgment on how each zone ranks according to the particular indicator). 
Demand indicators can be used, with other existing modules of the software, to inform and complement broader 
analysis. One example of such integration is their value in a water balance / water audit tool which implements IWA’s 
water balance [13]; by using the proposed method, reliable information for real losses by DMA is available. Another 
example is the relationship with the AWARE-P PLAN module [12], a decision-support environment targeted at 
diagnosing, comparing and prioritizing actions through objectives-guided metrics; here, demand indicators can be 
combined with other relevant planning metrics to support decision making. 
Existing software implementation includes calculating of the following indicators, per metered area: 
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x Break/burst events: average duration. 
x Break/burst events: volume of water lost. 
x Break/burst events: count inside period of analysis, count per year and count per km, per year. 
x Leakage: estimate background leakage by analysing low percentiles of the 24-hour demand pattern, for 
example, the 5% percentile; this method has shown some advantages over means of minimum nightly flows. 
x Estimate real losses per connection, per year 
x Estimate real losses per km, per year 
x Calculate current, recoverable and unrecoverable losses (CARL/UARL) and ILI index per zone 
4.3. Producing demand patterns for network modeling 
Network models have to contend with two major sources of uncertainty (assuming the cadastral records are 
accurate): the condition of the buried components (i.e., most of the networks); and human demand. The latter is usually 
parametrized through one or more combinations of a local weight or average value, and a demand pattern that 
translates time-wise behavior at each consumption node. 
 
 
Fig. 6 – Network modelling and calibration 
From the viewpoint of the demand loads that are parameterized in any specific model instance, there are essentially 
two types of models: (i) those that reproduce real, recorded events and (ii) those that represent idealized or 
representative demand scenarios for a given purpose (e.g., an average winter weekday, or a maximum load scenario 
on a summer peak day). 
The straightforward way to specify a type (i) model is to load the nodes with a demand weight (the relative 
importance of the node in the total network demand, adding up to 1 for all the nodes), and to use a demand pattern 
that is the exact reproduction of the recorded time series at the network suppply point(s), with the necessary deductions 
if the network has monitored sinks, including large consumers. 
Type (ii) models are more common and it is also more common to make assumptions that are less than verifiable 
and can have undesired consequences on the model’s accuracy. Such a model may be equally loaded with demand 
weights at the nodes, and one or several demand patterns that represent the intended demand scenario.  
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This is where the considerations made in section 2 above, about the significance and the precautions that must be 
taken in deriving a 24-hour demand pattern must come into the equation.  
Flow has a larger role in the hydraulic headloss equations than roughness or diameter. Unless the network has full 
household telemetry cover, errors in specifying demands are inevitable and will have a greater bearing on the model’s 
accuracy than any of the usual sources of concern when calibrating a model (roughness, diameter). Selecting 
representative 24-hour demand patterns (or weeklong or month-long patterns for that matter) for modelling must take 
into consideration the statistical representativeness of the chosen curve and what has been discussed above regarding 
normality. 
5. Conclusions 
The paper makes the case for the usefulness, richness of information and effectiveness in representing demand for 
a variety of uses of the 24-hour demand pattern described as a sequence of observed distributions of demand values 
at each instant of the day, within a selected time span on the calendar. At the same time, it draws attention to the 
importance of careful selection of geographic/network span, consumer homogeneity, regular time cycles (day of the 
week, time of the year), and the length of the period of time that the pattern represents 
A set of methods and algorithms including data acquisition, validation and normalization procedures to obtain 
reliable 24-hour demand profiling is described, aided by a very efficient software implementation and building upon 
the work previously developed at LNEC and validated through application in a large number of DMA from over 40 
different utilities [6-10].  
The 24-hour demand pattern and its applications have seen definitive market adoption of the software and of its 
practical results. The efficiency, transparency and apparent simplicity of the approach, combined with the ability to 
incorporate expert opinion have been considered relevant factors by utilities, along side with the ability to interface 
with real world problems and dimensions, from planning to network modelling. 
Complementing the commercial software application of the methodology, LNEC leads a national initiative for 
water and energy loss management (the iPerdas programme [14]) where 15 Portuguese utilities are intensively 
developing systemic studies of 24-hour demand patterns in over 200 DMA through an alternative software 
implementation of the same methodology which will be open sourced at the end of 2014. 
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