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ABSTRACT
Over the past two decades, developments in time series analysis have brought 
new approaches for combining structural characteristics of market models with 
stochastic processes that better represent available data. One line of research is the 
works of Zellner and Palm, which is known as structural econometric and time series 
analysis (SEMTSA). The other approach is the structural vector autoregressive model 
(SVAR), which is an economic-theory enhancement to the standard VAR approach. 
Empirical evaluations of how well these approaches may work in explaining the 
dynamics of commodity markets are lacking. The current study provides an empirical 
evaluation of these two approaches for the U.S. rough rice market.
Transfer functions (TF), derived from a dynamic structural econometric model 
of the U.S. rice market, were estimated. The RMSE and MAPE evaluation revealed 
that the TF model greatly reduces forecasting errors relative to the existing structural 
and ARIMA models for the seven rice market variables (acreage planted, yields, 
production, domestic consumption, exports, ending stocks, and rough rice prices) in an 
out-of-sample period (1990-1999). A turning point evaluation indicated that forecasts 
generated by the TF model closely follow the actual movements of all variables except 
ending stocks.
The research also addressed the empirical usefulness of combining structural- 
statistical properties of economic data in commodity modeling. A comparative analysis 
of the impulse response functions revealed that the estimated effects in the VAR model 
of specific behavioral shocks often do not appear economically intuitive. Having 
imposed structural relationships in a time series context, the study found that most
ix
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impulse response functions in the SVAR model are in conformation with economic 
logic, with empirical results far superior to those generated from a VAR in levels.
These empirical findings in favor of the TF and SVAR models stem from a 
common methodological approach, which combines economic theory with statistical 
properties of time series. The research findings suggest that a significant contribution to 
commodity modeling can be derived from this type of approach. This conclusion is 
supported by the empirical findings from economic model of the U.S. rough rice 
market.
X
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CHAPTER 1 
INTRODUCTION
Rice was first introduced into the Colony of Virginia in the early 1600’s. Domestic 
expansion did not occur until rice production moved to South Carolina, Georgia, Louisiana, 
North Carolina, Mississippi, Florida, Alabama, Kentucky, Tennessee, Arkansas, Dlinois, and 
Missouri in 1839. It did not take a great deal of time for Louisiana and Texas to dominate 
the production side of the market. By 1903, Louisiana and Texas produced 99 percent of 
U.S. rice. During the period from 1938 to 1988, the rice industry observed a remarkable 
expansion of production in Arkansas, making it the largest producing state (Setia, Childs, 
and Wailes, 1994) in the U.S.
In 2000, the major rice producing states are Arkansas (44.34 percent of the U.S. rice 
production), California (22.79 percent), Louisiana (12.81 percent), Texas (8.07 percent), 
Mississippi (6.80 percent), and Missouri (S. 18 percent). For Arkansas, rice comprises the 
largest field crop the state produces, accounting for more than 490 million dollars in farm 
revenue in 2000 (USDA/NASS, 2001).
In the state o f Louisiana, rice, followed by cotton generated the largest gross farm 
income out of basic commodities, amounting to more than 228 million dollars in 1999. 
Financial contributions of rice producers in each of the rice producing states are stable and 
increasing. Types o f rice produced in the U.S. include long, medium, and short grain. In 
2000, long grain rice accounted for approximately 68 percent of U.S. rice production with 
medium grain making up more than 30 percent. Very little short grain rice (1.2 percent) was 
grown in the U.S. in the same year (USDA/ERS, 2000).
l
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Missouri and the southern states produce mainly long grain, while California mostly 
produces medium grain. Like the other southern states, Louisiana rice farmers have 
converted their production from medium to ioug grain since 1991. For instance, Louisiana 
rice production for long grain was 12.5 million cwt and 29.05 million cwt, in 1991 and 
1999, respectively; on the ether hand, for medium grain 12.24 million cwt and about 1.78 
million cwt, in 1991 and 1999, respectively. Arkansas has expanded both long and medium 
grain rice production since 1987.
Rice is produced worldwide and serves as a primary staple for more than half the 
world’s population. About 90 percent of production and consumption of rice occurs in Asia. 
Rice has been one of the dominant income sources for the agricultural sector o f major rice 
producing countries-China, India, Indonesia, and Bangladesh (Setia, et al., 1994). These 
countries account for more than 70 percent of world production and are the largest 
consumers of rice as well. However, most of these countries have not achieved self- 
sufficiency in rice. Consequently, they need to make up the deficit with imports. The lack 
o f self-sufficiency among the major rice- consuming countries provides potential export 
opportunities for the U.S. rice industry.
The U.S. is the fourth largest rice exporting country, although the U.S. accounts for 
less than 2 percent of the world’s rice production. The importance of export market for rice 
under the Agricultural Trade Development and Assistance Act of 1954 (often referred to PL 
480) was recognized in the early 1950s. The American Rice Council, in cooperation with 
the U.S. Foreign Agricultural Service and Trade Organizations, has attempted to m aintain  
and expand sales of U.S. rice in foreign countries. Rice exports were worth over 878 
million dollars in 2000, representing a 11.3 percent increase from 1992 compared to -5.43
2
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for corn, - 29.98 percent for grain sorghum, -43.43 percent for barley, and -19.81 percent 
for wheat (USDA/FAS, 2001). Domestically, the U.S. rice market more than tripled from 
1977 to 2000, accounting for almost two-thirds of U.S. rice production from 39.6 million 
cwt to 122.9 million cwt, respectively. The most important cause for the increase in 
domestic rice use is an increase in the direct food use of milled rice.
The domestic and international expansion of the U.S. rice industry emphasizes the 
need for outlook information and dynamic economic analysis of rice market trends and 
changes. Outlook information on price, yield, domestic demand, export demand, and ending 
stocks are often generated using large scale econometric models, such as the one developed 
by Food and Agricultural Policy Research Iastitute (FAPRI, 1992; “Arkansas Global Rice 
Model,” AGRM, 2000). Other approaches are based on structural econometric models (i.e., 
Jolly, Fielder, and Traylor, 198 l;Brorsen,Chavas, and Grant 1987; Song and Carter, 1996; 
and others) where a particular policy alternative is introduced into the model and economic 
variables are predicted. These structural econometric models of the rice sector required 
estimation of the dependent variables of yield, domestic demand, and ending stocks that 
follow nonstationary processes. Yet the nonstationarity of market fundamental variables for 
rice has not been built into the models. As shown in the time-series literature (Granger and 
Newbold, 1974). there might be a spurious regression with the presence of nonstationary 
variables in rice data. When regressing a nonstationary variable on the other nonstationary 
explanatory variables generates nonstationary residuals, the least-squares estimates are not 
consistent and the customary tests of statistical inference do not hold. In addition, little 
empirical evidence is available on the effect of non-stationarity on the quality of economic 
information generated from structural market models.
3
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Government and private institutions recurrently use and publish reports on the rice 
market. Agricultural economic researchers that work in model building and forecasting 
often find that simple time series models forecast better than structural models. But rather 
than adopting the view that these simple models forecast better for generating outlook 
information and therefore should be adopted, this research takes one step further. It 
hypothesizes that dynamic models which combine economic theory with nonstationary time 
series may help understand dynamics in the rice market better, and therefore, help predict 
more accurately.
1.1. Problem Statement
Forecasting and impulse response analyses are two important outputs of econometric 
modeling. Outlook information and policy simulation research are widely disseminated in 
the U.S. agriculture by either the United State Department of Agriculture (USDA) or by 
other services (e.g., Food and Agricultural Policy Research Institute-FAPRI). This type of 
information is used by decision makers in agriculture or in sectors of the U.S. economy that 
have a linkage to agriculture. Researchers are often in the pursuit of better forecasting 
models because the stakes to market agents are sizeable. A production decision made by 
an agent that uses poor price forecast information, for instance, could result in capital and 
other resource misallocation. Thus, the quest for improved forecasting models continues.
Forecasting experiments that evaluate competing models often conclude that simple 
structures, such as univariate time series (ARIMA) models outperform more complex, but 
perhaps more desirable from an economic point of view, commodity models. Agricultural 
economists have a preference for structural models because such structures more accurately 
represent the workings of, say, a commodity market Developments in the econometric-
4
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time series literature of the past two decades provide new methods for combining 
knowledge o f the economic structure of a market, for instance, with the desirable 
forecasting properties of the simpler ARIMA models.
Much o f the work that has been published in the agricultural economics literature 
uses vector autoregressive (VAR) or vector error-correction models. These ingenious 
tools, however, are still void of strong economic structure and use economic information 
indirectly through reduced form specifications. There are, however, alternative models that 
solve this deficiency which fall in the category of structural-time series approaches by 
Zellner and Palm (structural modeling time series analysis) and Amisano and Giannini 
(Structural VARs). Very little empirical work is available today on whether these models 
could improve upon available forecasting and dynamic simulation information in 
agricultural commodity markets. Such information is lacking in the U.S. rice market.
1.2. Justification of Research
The 1996 Farm Bill made major policy changes that have affected the U.S. rice 
industry. It has eliminated supply control mechanisms, decoupled farm income support 
payments from production decisions, and reduced export subsidies more quickly than the 
bound rate in the Uruguay Round Agreement. Although the underlying driving force for the 
initiation and implementation of the FAIR Act was the government’s attempt to reduce large 
federal deficits that the nation had run in the early 1980s, these policy initiatives toward 
freer market environment have structured rice farm operations more subjective to changes in 
market fundamentals.
Given that rice fanners make output decisions only once a year, before or at planting 
time, reliable market information for rice in a timely manner is vital for them to survive in
5
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the changing competitive market environment. Furthermore, reliable outlook information is 
critical to improving resource allocation and risk management o f rice market participants, 
which may lead to an increase in profitability of operations in the rice market.
In addition, dynamic analysis, specifically using impulse response functions, 
provides an economically intuitive explanation of adjustments that occur as a result of 
shocks to the market. These impulse response functions permit extension agents and 
agricultural economists working in the U.S. rice sector to act rather than react to changes in 
the dynamics of demand and supply market fundamentals. The need for such economic 
information will be greater if the current focus towards a more market-driven environment 
continues in the U.S. agricultural policy arena.
1.3. Research Objectives
13.1. General Objective
The general purpose of this research is to develop and test the forecasting and 
dynamic simulation performance of alternative structural-time series models for the U.S. 
rough rice market.
13.2. Specific Objectives
The specific objectives are to:
1. evaluate forecasting performance of existing structural econometric models that 
are currently used to generate outlook information for the rough rice market.
2. estimate alternative dynamic econometric models that combine structural 
characteristics of the rice market with time series properties of the market data.
3. evaluate the forecasting performance of a proposed structural-time series model 
to that of an existing structural model and a univariate time series model, and 
generate outlook information for the U.S. rough rice market.
6
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4. compare the dynamic simulation properties of a structural-time series model to 
those of other frequently used non-structural multivariate time series models.
1.4. Methodology
The hypothesis that drives this research is that the combination of economic theory 
with statistical properties of economic data can provide more realistic models of agricultural 
commodity markets than the alternative specification of static, or ad hoc dynamic, structural 
models and models that ignore market interrelationships (univariate time series models). 
Although recent forecasting and dynamic simulation works in agricultural economics have 
adopted models that allow for nonstationary stochastic processes and error-correction 
mechanisms, little research has appeared in the literature on the combination of structural 
characteristics of markets with statistical properties of nonstationary economic data. More 
specifically, this research will specify a forecasting model for U.S. rough rice using a 
Structural Econometrics Modeling and Time Series Analysis (SEMTSA) approach (Zellner 
and Palm, 1974), and a dynamic multivariate simulation model following the Structural 
Vector Autoregressive (SVAR) approach (Amisano and Giannini, 1997). All estimations 
will be carried out using the Regression Analysis of Tune Series (RATS) software.
1.4.1. Objective One
One commonly cited econometric model for the U.S. rough rice market is that 
developed by FAPRI. An empirical evaluation of the forecasting performance of this model 
will be conducted by companng its forecasts to those generated from simple univariate time 
series (ARIMA) models. The quantitative evaluation will be based on mean-squared error
7
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and mean absolute percentage error (Bails and Peppers, Ch. 4,1993) and qualitative (turning 
point) criteria (Naik and Leuthold, 1986).
1.4.2. Objective Two
Economic theory will be used to identify a recursive model for the U.S. rice market 
(an adaptation of a model developed by Watanabe, Stanton, and Willett, 1990) and this 
conceptual model will be formulated as a structural time series model by using the statistical 
properties of the rice data. Two models will emerge from this approach: (1) a transfer 
function type of structure (SEMTSA model) that will be used for forecasting comparisons, 
and (2) a dynamic structural model for impulse response analysis. This second model is 
developed for possible use in dynamic simulations and policy analysis.
1.4.3. Objective Three
The SEMTSA model developed in objective two will be used in an out-of-sample 
dynamic forecasting performance experiment by comparing its forecasts to those generated 
from a FAPRI type model and an ARIMA model. The same quantitative and qualitative 
criteria as in objective one will be used in this objective. The best model will be used to 
generate U.S. rice market outlook information to year 2010.
1.4.4. Objective Four
A SVAR model developed in objective two will be used to generate impulse 
response functions (IRFs) for all the endogenous variables in the dynamic structural model. 
These IRFs (Lutkepohl and Reimers, 1992) will be compared to those generated from other 
multivariate (nonstructural) time series models that include vector autoregressions (VARs) 
with variables specified in levels and differences. The degree of differencing will be 
identified through tests of unit-roots (Phillips and Perron, 1988).
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1.5. Data
Data are divided into two subsections: supply data and demand data. The data were 
obtained mainly from various USDA/ERS publications'. All the variables included in the 
subsections are annual data from I960 to 1999. All the price series are nominal, although 
the real prices with appropriate deflator might be used to eliminate the effects o f inflation 
and to see real effects among the economic variables under study (Ramanathan, 1998). 
However, emphasis in this study is on forecasting nominal variables in the market. In 
addition, forecasting real variables necessarily involves forecasting defaltor as well. This 
may add additional uncertainty to forecasting values. Thus, it is less costly and more direct 
to forecast nominal values.
1.5.1. Supply Data
The supply side contains aggregated acreage planted (APT), yield per harvested acre 
(YD), farm price (FP), ending stocks (QES), cost o f production (CP), and production (PD). 
The aggregated acreage planted (1,000 acres) is the sum of the planted areas of the major 
rice producing states. The data for the APT variable for years 1960 through 1992 were 
obtained from “The U.S. Rice Industry” (Setia et al., 1994), while data from 1993 to 1999 
were collected from the “Rice, Situation and Outlook Yearbook” (USDA/ERS). Yield per 
harvested acre (pounds per acre) is weighted average among the rice producing states. YD 
was obtained from two different sources the same way as APT was obtained. Total rice
1 Data contained in the various USDA/ERS publication are not entirely consistent across issues. For example, 
U.S rice ending stocks for 1989 contained in “Rice, Situation and Outlook Yearbook, 2000” differs the number 
for the same year contained in “The U.S. Rice Industry.” Whereas such differences appeared, the most 
recently published statistic is adopted for the current study.
9
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
production (PD) is sum of rice producing states. PD (1,000 cwt) was collected from the 
same sources as those of APT and YD.
Farm price ($/cwt) is the simple average monthly price received by farmers for the 
marketing year2. The price data were obtained in the same fashion as APT was. The ending 
stocks (million cwt) were obtained from various “Rice, Situation and Outlook Yearbook.” 
The data for cost of production were obtained from two different sources. The USDA 
publication, “Factors Affecting Supply, Demand, and Prices of U.S. Rice” (Grant et al., 
1984) were used to obtain the cost of production data for years from 1960 through 1974, 
while the data from 1975 to 1999 was obtained from NASS/USDA, 
<http://www.usda.gov/nass> and the data for 1999 were obtained from USDA/ERS, 
<http://www.ers.usda.cov/data/costsandretums>. The cost of production is computed as 
cash expenses (e.g., total, variable cash expenses) excluding expenses for drying and other 
variable cash expenses items at the corresponding source tables.3 Total supply (QS) is sum 
of production for the current marketing year and ending stocks for the previous marketing 
year and is obtained from the same sources as PD and QES were collected.
1.5.2. Demand Data
The demand side includes milled rice price (PUS), domestic consumption (QHM), 
exports (QEX), Thailand export price (PTH), per capita income (PCI), and ending stocks 
(QES). PUS ($/cwt) is U.S. No. 2 long-grain, milled-rice prices in Texas. The annual
1 Marketing year for the U.S. rice begins from August I in the current year to July 31 in the following year.
3 The current research excludes some of expense items (i.e., dying and other variable cash expenses) in the 
table provided by the publications because these items are irrelevant items for the current study.
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milled price series was computed as an arithmetic mean of monthly price series and was 
collected from “The U.S. Rice Industry” for years from 1960 through 1977. For the later 
sample period, “Rice, Situation and Outlook Yearbook” was used to obtain the price series. 
Domestic consumption (million cwt) consists of food, seed, and brewers. QHM was 
obtained from “Rice, Situation and Outlook Yearbook.”
Quantity of exports (million cwt) was obtained from “The U.S. Rice Industry” for 
years from 1960 through 1993. “Rice, Situation and Outlook Yearbook” was used to collect 
the export data for the sample period from 1994 to 1999. The data are computed on rough 
rice basis. Data for per disposable capita ($/pcr person) income were obtained from 
“Economic Report of the President.”
1.6. Overview of the Research
Chapter 2 provides a review of literature related to structural econometric models for 
the U.S. rice market and time series methods. In Chapter 3, economic models and 
econometric procedural aspects will be discussed in greater details. Chapter 4 will present 
empirical results of structural econometric and time series approach (SEMTSA) to the U.S. 
rough rice market. A dynamic response analysis for the market will be discussed in Chapter
5. Finally, the dissertation concludes with summary, conclusions, and future research in 
Chapter 6.
il
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CHAPTER 2 
REVIEW OF PREVIOUS RESEARCH
The use of econometric models for agricultural commodity markets is a 
quantitative approach to structural analysis, forecasting, and policy evaluation. These 
three functions of econometric models are closely related. Since this research proposes 
to construct a dynamic structural econometric model for the U.S. rice market, the 
relevant literature review includes econometric (mainly structural) models for the U.S. 
rice market, recent developments in time series analysis, and structural econometric time 
series approach (SEMTSA). Box-Jenkins models have played an important role in 
econometric forecasting. Thus, the role of univariate time series models is also 
evaluated.
2.1. Structural Econometric Models for the U.S. Rice Market
Two early structural econometric models for the U.S. rice market are the works 
of O’Carroll and Traylor (1977) and Jolly, Fielder, and Traylor (1981). The latter study 
refined O’Carroll and Traylor’s structural econometric model to estimate the quantitative 
effects o f alternative government programs and changes in the international rice market 
using a more efficient three stage least squares estimator (3SLS). Specifically, 
individual yield models were formulated for the five major rice producing states. Based 
on simulation analysis, they predicted that domestic consumption would remain fairly 
constant over next six years after the end of their sample period (1979) and export sales 
would experience slightly moderate growth. However, for estimation of the yield 
equation, Jolly, Fielder, and Traylor included time and a time squared trend as
12
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independent variables, but they did not provide diagnostic tests for presence of time 
trends.
These two early studies suggested that instability in rice prices and farm incomes 
justified government intervention in the rice market. If this is true, then an empirical 
question is how to properly identify and measure the benefits from stabilization. This 
issue motivated Brorsen, Chavas, and Grant’s empirical study (1987). Based on 
developments in the economics of risk (Pope, Chavas, and Just, 1983), they investigated 
the potential effect of risk on market supply-demand equilibrium for the U.S. rice market 
using the previously estimated simultaneous model (Grant, Beach, and Lin, 1984) with a 
slightly different supply specification to model marketing services. Based on 
simulations, the authors suggested that farmers would receive most of the benefits of a 
reduction in risk. However, they employed arbitrary weighting indices to measure risk 
in the supply side. Instead of using ad hoc weighting indices in the supply equation, 
Engel’s autoregressive conditional heteroskedasticity (ARCH) model might have 
enhanced the robustness of the empirical findings. Nevertheless, they provided useful 
information on potential benefits from market stabilization programs.
Watanabe, Stanton, and Willett (1990) examined the potential “decoupling” 
effect on the U.S. rice industry. It was hypothesized that decoupling policy, proposed to 
separate decisions on the production of individual crops from past acreage produced, 
would affect supply and demand for U.S. rice. They constructed a recursive supply 
model of harvested acreage and yields for rice producing states. Domestic, export, and 
ending stock equations for the demand were identified. Using ordinary least square 
(OLS) estimations of supply, the short run elasticities of U.S. rice supply were derived.
13
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However, some of the OLS estimations for yield equations were not justifiable. For 
instance, the Texas yield equation arbitrary included a time trend and nonstationary 
variable. The variables in the yield equation are integrated of the same order, 1(1 ) l, but 
the residual does not satisfy the classical assumption of stationary. As a result, the 
parameter estimates were not reliable. For demand estimation, they employed 
seemingly unrelated regression (SUR) to get efficient estimates. Based on simulation 
results, they derived a policy implication that multilateral decoupling among rice 
exporting and importing countries appears to have positive effects on the U.S. rice 
market.
In addition to economic impact analysis of government programs on rice 
markets, the modeling of agricultural supply response in the presence of government 
intervention has been a subject of much empirical investigation. Using the U.S. rice 
data, Chen and Ito (1992) combined all revenue related variables such as farm prices, 
deficiency payments, loan payments, diversion payments, and variable costs into a single 
variable called an implicit revenue function (IRF) and estimated the supply response 
with OLS. Their study suggested that a change in farm prices would significantly affect 
producers’ net returns and participation rate, but price impacts on acreage planted were 
inelastic for program participants and elastic for nonparticipants. One of major 
contributions of this study was to allow policy analysis over different program periods 
using IRF. This publication offered other similar studies the convenient way to save 
degrees of freedom and to avoid multicollinearity problems among excessive numbers of 
explanatory variables.
1 In econometric time series literature, 1(1) is referred to a time series process that needs first differencing 
to be transformed as stationary process. More details on this are in section 32.1.
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In 1992, Adams estimated a large-scale structural econometric rice model (a 
system of 18 equations), designed to interact with other FAPRI models. One problem 
encountered in the previous FAPRI study was that the linear specification of program 
participation rate in the supply equation allowed for predicted values outside of zero to 
one range. This is particularly applied to rice, where participation rate has been in the 
90-100 percent range. Adams overcame this problem by transforming the participation 
rate by logit transformation and used this transformed variable as the dependent variable 
for participation. The structural model of 18 equations for rice variables was, however, 
over-parameterized. O f course, the model was well fitted to the data within the sample 
period.
Although per capita rice consumption in the U.S. showed a significant increase 
during the period 1978-1990, few empirical studies had been published to investigate 
possible causes of the increase in household rice consumption. It was in part because of 
limited data availability related to social and demographic variables of the household’s 
rice consumption decisions. Nevertheless, Gao, Wailes, and Cramer (1995) employed a 
double-hurdle model to solve simultaneously the householder consumption decision 
whether to purchase rice and if so, how much. Using a cross-sectional single demand 
equation, the study found that the price effects on rice demand were negative but very 
inelastic. This was in contrast to the positive price elasticity estimates from the time- 
series study conducted by Huang (1993). The authors suggested that changing 
population composition and rising health concerns were significantly important factors 
for rice demand and that there was strong evidence of structural change in consumer
15
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demand for rice. However, the structural change hypothesis could not be tested from the 
cross-sectional data used in their study.
Agricultural trade policy reform has been a major focus for agricultural 
economists over the years. Trade liberalization studies related to the U.S. rice industry 
included the works of Haley (1992) and Song and Carter (1996). Using demand and 
supply side elasticities of previous research and stochastic simulation, Haley estimated 
the dynamic impacts of Japanese unilateral trade liberalization and the impacts of 
multilateral trade liberalization in Japan, South Korea, Taiwan, and the European 
community (EC). Haley also estimated the impacts on U.S. farm and milled prices by 
grain length. In the case of multilateral liberalization, U.S. medium grain farm prices 
would increase by 19 percent but long grain price would decrease by nine percent. 
However, his empirical results were extremely sensitive to the choice of parameters for 
the simulation process. The arbitrary use of deterministic trends generated unacceptable 
out-of-sample predictions.
Song and Carter (1996) extended the differentiated rice model conducted by 
Bateman (1988), who first estimated the impact of Japanese import liberalization on U.S. 
Japonica and Indica rice markets, separately. For modeling purposes, Song and Carter 
divided the major rice producing states into a japonica producing state and indica 
producing states. Next, using Chen and Ito’s IRF, the authors modeled many different 
U.S. government programs over their sample period within this supply and demand 
framework. Trade liberalization scenarios were carried out, including Japan and Korea 
under the Uruguay Round of GATT. Their findings were that a combined differentiated 
acreage reduction policy (ARP) and deficiency payment rate (DPR) policy, under freer
16
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trade, could increase both japonica and indica farmer’s income and decrease government 
expenditures through appropriate choice of the ARP.
To analyze welfare consequences of rice policy in the U.S., Shin (1999) 
constructed a rather simple structural econometric model of the U.S. rice market that 
incorporates price uncertainty, risk averse producers, and government programs. The 
author specified three behavioral equations, supply, market demand, and ending stocks 
in linear form for the sake of model simplicity and estimated them in recursive iteration 
method. In particular, to estimate conditional variances o f the exogenous variables in 
the equations, he employed the ARCH model. The author found that most of the 
exogenous variables in the model were nonstationary, but ignored this nonstationarity 
problem in modeling [i.e., excluding a possible integrated generalized ARCH 
(IGARCH) specification for the variables]. This might be a limitation to his empirical 
analysis since the estimation of these conditional variances is a key component for 
simulation analysis of his stochastic welfare analysis of U.S. rice policy.
2.2. Time Series Methods
Modem time series analysis was popularized by Box and Jenkins (1970), who 
proposed a strategy by which for any given series a particular model is chosen from 
autoregressive integrated moving average models [ARIMA (p,d,q)\ according to the 
properties of the individual time series. The method is customarily partitioned into three 
stages: identification, estimation, and diagnostic checking. Despite excellent forecasting 
performance, Box-Jenkins methodology receives criticism primarily because it does not 
allow much room for economic content
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In addition to the rapid developments in time series models in the early 1980s, a 
voluminous amount of economic literature has been devoted to nonstationarity in time 
series since Granger and Newbold’s work (1974). In their Monte Carlo analysis, 
Granger and Newbold generated many samples with nonstationary variables that were 
independent of each other and estimated a regression for each sample. The simulation 
results showed that the regressions usually had very high R2 values and the estimated 
residuals exhibited a high degree of autocorrelation. Based on these regression results, 
the authors showed that the inference and hypothesis tests were spurious.
Corresponding to this spurious regression issue, Dickey and Fuller (1979,1981) 
published the most cited articles in the econometrics literature, which are to formally test 
whether economic series are nonstationary. The test procedure in the latter publication 
is now known as the Augmented Dickey-Fuller test. Applying the Dickey and Fuller test 
to long historical macroeconomic time series for the U.S., Nelson and Plosser (1982) 
found that a majority of macroeconomic series are non-stationary stochastic processes. 
This evidence showed that most macroeconomic variables are well described by the 
ARIMA models with one unit root. Their study is believed to have important 
implications for understanding the sources and the nature of the business cycle.
After Nelson and Plosser’s publication, an enormous number of studies on the 
unit root have appeared. One of them was the nonstationarity test procedure by Phillips 
and Perron (1988). They observed that the size and power properties of the Augmented 
Dickey-Fuller (ADF) test are sensitive to the number of lagged terms used in the 
procedure. To resolve these disadvantages in the ADF test, they proposed estimating the 
augmented Dickey-Fuller (ADF) regression equation without lagged terms by OLS even
18
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when the error terms are serially correlated and then modifying the ADF statistics to take 
account o f the serial correlation. However, several simulation studies have shown that 
the Phillips and Perron’s tests have also serious size distortions in finite samples when 
the data generating process (DGP) has a predominance of negative autocorrelations in 
first-differences (Schwert, 1989; DeJong et al., 1992). But this may not be a critical 
drawback in that predominant negative autocoi . : Jons are rare in most economic data 
observed.
Despite extensive research and a large number of publications on the unit root 
test, many researchers have observed that the size distortion and low power of unit root 
tests are presented in most of test procedures. Some of them even argued that whether a 
time series follows a unit root or not is an inherently unanswerable question on the basis 
of a finite sample of observations (Cochrane, 1991; Blough, 1992; among others). 
Notwithstanding the criticism, research to improve the power of unit root tests and 
robustness of test procedures continues in time series literature [i.e., Elliott, Rothenberg, 
and Stock’s (1996) and Nielson’s (2001) procedures as tests using unit AR root as null 
and Saikkonen and Luukkonen’s (1993) and Xiao’s (2001) procedures as tests for 
stationarity as null, among others].
Along with this extensive interest in data generating processes in time series, 
long-run equilibrium relationships among non-stationary economic variables were 
discovered by Engle and Granger (1987). They postulated that if elements o f a vector of 
two time series X, are integrated of order d, denoted by 1(d), then the linear combination 
(5, = tjX,) also will be integrated of the same order and a vector rj exists such S, is l(d  - b) 
with b>  0, then the components are said to be cointegrated of order (d,b). The typical
19
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case considered in empirical work is /(l). For estimation of the error correction model 
o f two variables, Engle and Granger’s bivariate two-step procedure involves regressing 
one element of vector X, on the other element and then testing to determine if the residual 
is integrated of order zero using a unit root test.
For more than two variables involved in the system, Johansen (1988) introduced 
the multivariate approach that uses a maximum likelihood estimation procedure to allow 
all cointegrating vectors for components of X, to be established. He suggested that the 
prerequisite for the cointegration relationship was for economic variables to be 
integrated of the same order. However, a breakthrough paper by Phillips (1995) 
addressed the issue of mixed unit roots and introduced a fully modified VAR (FM-OLS) 
that allows for the presence of 1(0) and /(I) time series. This suggests that under certain 
conditions a cointegration relationship can be found under mixed integration.
However, the ability to enhance time series models using economic theory gained 
increasing popularity during the early 1980s with the introduction of vector 
autoregressive (VAR) models by Sims (1980). Sims (1980) postulated that all the 
economically related variables in the system could be endogenous, and each could be 
written as a linear function of its own lagged values and the lagged values of all the other 
variables in the system. If all the variables were gathered into a single vector, that could 
be viewed as a vector autoregression (VAR). Estimation was undertaken by running a 
separate regression for each variable, regressing it on lags of itself and all other 
variables.
In 1984, Bessler applied VAR methodology to agricultural economics research. 
He clearly elaborated the two important mechanics of the VAR model: impulse response
20
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functions (IRFs) and forecast error variance decomposition (FEVD) for the U.S. hog 
market. Other than policy simulation, the VAR methodology has shown strength in 
terms of forecasting performance in economic time series. One good example was the 
applied work conducted by Zapata and Garcia (1990). To evaluate forecasting 
performance of the latest multivariate models at that time, such as VAR, Bayesian VAR, 
and ECM, they used monthly U.S. slaughter steer prices, feeder steer prices, and per 
capita income as an information set for the system. They found that differenced VAR 
was most accurate for one to six steps ahead forecasts for monthly U.S. cattle prices.
Despite its popularity, the VAR model is not immune to criticism. Cooley and 
Leroy (1985) and Learner (1985) criticized the use of the VAR to analyze dynamic 
interactions among economic variables, or policy responses. Specifically, they argued 
that the VAR approach is a technique that does no more than capture the autocorrelation 
structure of a vector time series. Hence, the VAR model does not identify a causal 
structure. Therefore, it cannot be used to project the effect of a change in policy, which 
is part of the causal structure.
Corresponding to the VAR critics, Sims (1986) introduced the restriction given 
by contemporary monetary theory into the six macroeconomic variable VAR model. 
This is now known as a structural VAR (SVAR) model. An impulse response function 
of real variables to a money shock in VAR model indicated that money supply has little 
effect on prices, output or the interest rate, which is contrary to the Keynesian model. 
However, imposing structural restrictions on GNP, the price level, and the employment 
rate, the paper documented impulse response functions in SVAR model consistent with 
the Keynesian model. This paper not only resolved some of the dilemmas that
21
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macroeconomic empirical researchers often faced when they attempted to interpret the 
results of impulse response functions, but it was also considered an influential paper that 
provided a foundation for the convergence of traditional economic theory and the VAR 
framework.
In 1989, Orden and Fackler employed the SVAR approach to evaluate monetary 
impacts on agricultural prices with a system of seven variables. The authors made a 
comparative analysis for various impulse response functions obtained from both standard 
VAR and SVAR models. Their work was an initial attempt to show how monetary 
policy affects agriculture, especially its price within the SVAR model. They found no 
compelling and contradictory empirical results between standard VAR and SVAR 
models, but presented implausible estimates of the effects of output supply shocks on the 
other variables in the models. Thus, the authors opened room for future research to 
investigate the issues.
In 1994, Gordon and Leeper examined the dynamic impacts of monetary policy 
using seven macro variables for the SVAR model. They adopted Bemanke’s type 
restrictions on the contemporaneous structural shocks. That is, the authors explicitly 
modeled an identified relationship between the structural shocks and VAR residuals 
from the seven equations. Based on the various impulse response functions, the author 
concluded that their findings are consistent with the predictions of traditional monetary 
analyses.
Looking at the exponential growth of structural VAR modeling efforts in 
macroeconometrics, Amisano and Giannini (1997) summarized the methodological and 
practical issues connected to the application of the structural VAR framework. They
22
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classified previous research such as Blanchard and Watson (1989) as the K-model, 
Blanchard and Quah (1989) as the C-model, and Bemanke (1986) and Blanchard (1989) 
as AB-model within the SVAR framework. They also clearly articulated identification 
and estimation issues on each of the subclasses in the SVAR models and provided a 
commendable explanation of the SVAR model approach to the Italian macro-economy.
To evaluate measures of monetary policy shock based on reserve market 
indicators, Bemanke and Mihov (1998) constructed the typical six variables o f an SVAR 
model. They extracted monetary policy shocks from a model of the reserve market 
estimated from VAR residuals for nonborrowed reserves, total reserves, and the federal 
funds rate which are orthogonalized with respect to the other model variables (the AB 
type of SVAR model). For estimation of the SVAR model, they used a two-step 
efficient generalized method of moments (GMM). The empirical results showed that no 
simple measure of policy is appropriate for the entire sample period, although the author 
found that the federal funds rate was a good monetary policy indicator prior to 1979.
In recent years, Crosby and Otto (2000) constructed inflation and capital stocks 
of a bivariate SVAR model for thirty-four countries to estimate short-term dynamic 
structural relationships between the two variables. The authors adopted Blanchard and 
Quah’s restrictions for the SVAR model. A key assumption of their model was that 
inflation and capital stocks are both integrated of order one which is necessary to 
estimate any long-run relationship between the variables. By construction, the changes 
in inflation and structural shocks were correlated and instrumental variable (IV) 
estimation was used for the inflation equation. In contrast to earlier works on this issue 
by the pure cross-section regression models and the static panel regressions, this study
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presented some information about country-specific differences in the relationship 
between inflation and the capital stock.
2.3. Structural Econometric and Time Series Approach (SEMTSA)
One of the first major contributions to the literature on how to combine time 
series processes with economic theory is the work of Zellner and Palm (1974). They 
introduced a synthesis o f structural econometric modeling and time series methodologies 
which uses economic theory and the stochastic properties of economic data to jointly 
determine model structure. Assuming that dynamic simultaneous equation models can 
appropriately be transformed into a linear multiple time series process, the authors 
algebraically derived various equation systems (i.e. transfer functions or ARIMA 
models) from which many fruitful economic implications can be derived. It was soon 
recognized that Zellner and Palm (1974) had made an important methodological 
contribution to time series dynamic modeling, whereby economic information other than 
past performance was allowed to help explain the behavior of a related series.
Early good empirical expositions of the SEMTSA approach appeared in 1983. 
The paper by Anderson et al. (1983) examined the empirical relationship between 
dynamic structural econometric models and univariate time-series (TS) models. 
Specifically, the authors considered two structural econometric models of asset demand 
suggested by Tobin (1969) and Goldfeld (1973). By empirical investigation of ARIMA 
equations derived from two competing structural models, they showed that Goldfeld’s 
structural form of asset demand was misspecified. This article showed a good 
application of SEMTSA approach in which time series methods are used to estimate the
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ARIMA equations derived from the structural simultaneous equations and are checked 
for consistency with the restrictions implied by the econometric model.
Another applied work included the electricity demand study in the forecasting 
contexts conducted by Kokkelenberg and Mount (1993). Closely following the 
SEMTSA guidance made by Zellner and Palm (1974), the authors resolved the 
inconsistencies in their structural econometric model. They performed ex-post 
simulations for electricity demand using their SEMTSA model and a simple ARIMA 
(0,1,1) model. They found that the SEMTSA model outperformed the simple ARIMA 
model.
Long after his frontier work, Zellner (1994) presented the SEMTSA approach 
applied to the forecasting of the annual output growth rates of eighteen industrialized 
countries, briefly indicating that “the multivariate time series models, including vector 
autoregressions (VARs), take many parameters, which usually make tests of model 
specification not very powerful and estimates and predictions not very precise.” In his 
paper, the author presented various procedural and model approaches to improve the 
forecasting performance. He indicated that the SEMTSA model has proven to forecast 
well, is useful in explanation of structural relationships among the economic variables, 
and serves the information needs of policy makers adequately.
With strong criticism toward recent emphasis of VARs as an empirical 
methodological tool in monetary economics, Harvey (1997) presented a strong case for 
the SEMTSA based on his previous work. Harvey and Jaeger (1993) showed that Box- 
Jenkins methodology chose an ARIMA (1,1,0) as a best fitted model for U.S. GNP and 
SEMTSA approach chose an ARIMA (2,2,3). Harvey indicated that even though the
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Box-Jenkins ARIMA (1,1,0) is parsimonious and forecasts reasonably well over a short 
time horizon, it is simply not data consistent and the ARIMA (2,2,3) may, however, 
explain the cyclical movements which are a crucial feature of the series. This article 
highlighted one good feature of the SEMTSA approach to structural modeling of 
commodity markets.
2.4. Summary
This chapter overviewed structural econometric models for the U.S. rice market, 
recent developments in time series methodology, and structural econometric time series 
approach (SEMTSA). Most modeling efforts of the U.S. rice market rice were based 
on model structures derived from economic theory. These structural econometric 
models have been rather successful in characterizing the domestic rice industry within 
their sample periods. But there is a lot of room for improving forecasting accuracy in 
an out-of-sample contest.
Univariate time series models have been reported to provide rather accurate and 
timely information on the current and future values of important economic decision 
variables for other industries although they are purely technical in nature. One of the 
major criticisms against univariate time series models is that they are not able to capture 
the inter-relationships among economic variables. Vector autoregressive (VAR) model 
(Sims) responded to the univariate critics. In reviews of the VAR and SVAR models, 
emphasis was given to dynamic response analyses. This is an appealing feature that 
may be applicable to the U.S. rice market.
One of the first major contributions to the literature on how to combine time 
series processes with economic theory is the work of Zellner and Palm through
26
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SEMTSA. The last section of the chapter reviewed existing literature on the SEMTSA 
approach. Although the forecasting improvements in macroeconomics have been 
considerable over more than two decades, this line of research has rarely been applied 
to generating forecasts for commodity markets.
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CHAPTER 3
ECONOMIC MODEL AND ECONOMETRIC PROCEDURES
Economic models are used to structure economic relationships in the market. 
Structural econometric models through statistical estimation serve as a model validation 
tool. Often, these two-way procedures are acknowledged but not formally adopted in 
modeling the U.S. rice market. This chapter provides an economic model o f the U.S. rice 
market and econometric procedures. The plan of this Chapter is: Section 3.1 presents an 
economic model that represents the dynamics of rough rice supply, demand and price. 
Details on the econometric procedures are provided in section 3.2.
3.1. Economic Models for the U.S. Rough Rice Market
The generalization of economic relationships among rice market variables is 
based on theory and is obtained from knowledge of economic and institutional 
characteristics of the market. Specifically, this research considers a recursive supply- 
demand structure that approximates the dynamics of demand and supply in the U.S. rice 
market. These recursive1 suppiy-demand flows are illustrated in a conceptual model 
(Figure 3.1). Endogenous variables are contained in boxes, exogenous variables in 
circles. Arrows indicate the direction of causation in terms of economic logic. The 
production side is described in the shaded area, the consumption side in the white area.
In the recursive system, the rice producer’s planting decisions are determined in 
part by expectations based on farm prices in the current marketing year, along with 
historical acres planted. With other exogenous factors, such as weather and rainfall, this 
acreage in turn affects yields. Subsequendy, acreage planted and yields largely
1 See Tomek and Robison (1990, p. 229) for a simplified demand-suppiy structure for a perishable 
commodity.
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Figure 3.1. Recursive Supply-demand Structure for the L/.S. Rice Market Model. 
Source: Watanabe, Stanton, and Willett, 1990.
determine production at time t. In addition to the carry-in from the previous marketing 
year, production supplies rice for many different end users in different form (i.e., rough, 
brown, and milled rice). Nearly all domestically consumed rice and exports are in milled 
rice form, although rough rice exports have increased substantially in recent years. 
Ending stocks in milled and rough rice forms are determined by both domestic 
consumption and exports. But ending stocks in the current marketing year are largely 
determined by export volume. At the end of the chain, farm price is determined by 
consumption level, mainly export volume, as well as other institutional factors 
(marketing loans and transition payments). This price then feeds back to acreage 
planted, influencing production in the subsequent period.
3.1.1. Supply Sector
Total rice supply is the sum of the amount produced in the current year plus the 
carry in stocks. Production in a given time period depends on yield per acre and acreage 
planted. Therefore, models will be formulated separately for acreage planted, yield, and 
production equations for the national level.
3.1.1.1. Acreage Planted Equation2
Conceptually, area planted is influenced by the price rice farmers expect to 
receive for their crops. A farmer who anticipates a price above normal for his rice will 
expand his acreage to increase his total revenue. On the other hand, if the farmer expects 
a price below normal, he will plant less. One approach3 to modeling the expected price
2 This study considers acreage planted to be an endogenous variable and models the behavioral variable on 
behalf of fanners by adopting the view o f Jolly, Fielder,and Traylor (p. 8,1981).
3 The other models include a rational expectations model for U.S. broiler prices (Chavas, 1999) and for 
aggregate price level (Kelly and Shrish, 2000) and expected price functions (a function o f soybean futures 
price as a proxy for expected soybean price, Choi and Helmberger, 1993). However, these are rather 
complicated to operationalize, and costs of adopting these models greatly exceed benefits of 
implementation for the current study. For instance, although futures are traded on the Chicago Board of
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is the Nerlovian partial adjustment model (1956), where the partial adjustment process4 
for future price can be expressed as follows:
(3.2) EFPt -E F P l.,= R F P l.l -E F P t.ll  0 < /? < ! ,
where EFP, is the rice price expected this year, EFPt-i is the price expected last year, and 
FPt-i is the actual price last year. Using (3.2) into a simple acreage response function, 
APT, =fi(EFPt), one can get a more general function for APT: AlPT, = / 'AFP,.,/, APT,.i), 
where APT,.i is acreage planted at time t-l and FP,.i is farm price at time t-l. This 
indicates that rice acreage planted by a farmer in the current year is influenced by his 
previous planting decisions. That is, a farmer can develop a preference for growing rice 
because of natural disposition, already acquired knowledge and skill, or because of 
constraints brought about by soil quality and/or available water for irrigation (Setia et al).
As implied by Nerlove’s original work, the general function above is too 
simplistic to approximate the actual decision-making process of acreage planting. Rice 
farmers’ anticipation of a high level of stocks at the end of the marketing year tends to 
result in lower acreage planted, reflecting the fact that larger year-end stocks indicate a 
supply that has been large relative to demand. Therefore, producers may anticipate a 
continuation of market weakness and decide to reduce acreage planted. Hence, an 
acreage planted equation can be written as follows5:
Trade, daily transactions are extremely low, so that futures prices for rice may not be as representative as 
futures prices for soybeans.
4 By adopting this type of expectation formation for future price, the research assumes that each year rice 
producers revise the price they expect to prevail in the upcoming marketing season in proportion to the 
error they made in predicting rice price this period.
5 This specification assumes that rice has no strong substitute as a crop. This appears valid since rice is the 
principal crop on most farms reporting its production (Grant, Holder, and Ericksen, 1980). Also, rice land 
is restricted since it must be relatively flat, have poor internal drainage, and have substantial irrigation 
water available (Setia et al., 1994). Finally, Grant, Beach, and Lin (1984) considered prices o f substitute 
crops in the specification o f the acreage equation but found none o f them significant
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(3.3) APT, =fs(FP,_l, APTt.,,QESt.tf ,
where area planted is assumed to be positively influenced by the price the farmer expects 
to receive for his rice. A rational farmer who anticipates an above-normal price for his 
rice will expand his acreage so as to increase his total revenue: (dAPT/cFP:.i)>0.
A large carry-over stock of rice from one year to the next year is a good indicator 
that the supply of rice was greater than the total quantity demanded in a given year. A 
large ending stock transmits a signal to the farmers that they should plant less rice so as 
not to create a glut on the market. Therefore, a large ending stock usually has a negative 
effect on the acreage of rice planted: (dAPT,/dQES,.i)>0.
The acreage of rice planted can be considered as a habitual practice of farmers. 
The farmer can develop a preference for growing rice because of natural disposition, 
already acquired knowledge and skill, or because of restraints brought about by soil 
quality and/or available water for irrigation. Therefore, acreage planted in one year is 
influenced by the farmer’s previous planting record: (dAPT/dAPT,./)<0.
3.1.1.2. Yield Equation
In order to model the U.S. rice yield, we followed Houck and Gallagher (1976). 
Let the biological production function for rice be written as
(3.4) Z,=M FbLt)
where rice output (Z) is a function of fertilizer (F) and land (L). Assume that other 
inputs, technology, and environmental influences (i.e., weather, rainfall, etc.) are 
impounded in the function (fi). Suppose that the production decision is made in two
6 The model appears simple because it does not include distributed lags that are higher than lag one. 
However, this is the economic model that will check for whether or not the model explains the empirical 
data using actual data. Initially, the research confines lag structure to the most compact form.
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stages. First, rice farmers decide on the amount o f land (Lo) to plant for production level, 
Z. Later, they decide at what level to fertilize it.
Neoclassical production theory based on profit maximization, however, indicates 
that the input price is not the only determinant for decision making for production 
(Chambers, 1988). More specifically, profit maximization requires that the marginal 
physical products of variable inputs must be equated to the input-output price ratios, 
which can be expressed as
(3.5) Z, = fs(C P /F P lfLo),
where the output (Z) is a function of the prices of variable inputs (CP), the output price 
(FP), and the already decided land input (Lo). Thus, the supply function of equation (3.5) 
is homogenous of degree zero in prices. Again, the function f s  impounds everything else, 
such as provisions of various government programs (i.e., marketing loans and 
government transition payments) for convenience.
By dividing total production (3.5) by total land used (Lo), one can get a general 
function for yield per acre as:
(3.6) Z /L 0 =  YD, = f 6(C P/FPbL0)
where YD is yield per acres at time /. Notice that the general functions, (3.5) and (3.6) 
may not be identical, but the arguments are the same in both functions. This function, 
aggregated over all producers, is the theoretical basis for the empirical study of the rice 
yield equation. The amount of land considered by producers is equivalent to the acreage 
planted (APT). For the rice market, current farm prices are not available at the time 
farmers make planting decisions. Adopting the Nerlovian adaptive expectation, the yield 
equation (3.6) can be written as:
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(3.7) YDt =MRCPb APT'), 
where RCP, is ratio o f CP, to FP,./.
It is hypothesized that the relationship between the yield and acreage planted is 
negative due to the fact that as more and more land is brought into production, the yield 
per acre is expected to decrease. This could be a result of inclusions of less productive 
land in the total acreage planted as well as the wide distribution of managerial effort over 
large areas: (dYD/dAPT,)<0.
It is also expected that the net relation between YD and RCP is positive. This is 
because at a given output price, a low input price may improve profit margins for 
producers, and available good land (fertile soil) declines as more and more land is 
brought into production for higher profit. As a result of lower input prices, yield per acre 
might be relatively lower: (dYD/cRCP,)>Q.
3.1.1.3. Production Equation
U.S. rice production is a summation of the individual rice producing states’ 
production. Production is equal to harvested acreage times yield. In aggregate level, the 
identity can be written as follows:
(3.8) PD, = HRV,* YD,
where YD denotes yield per acre and HRV is acres actually harvested for a particular 
crop. Usually, HRV is somewhat smaller at the national level than acreage planted 
because of abandonment due to weather damage, other disasters, or market prices too 
low to cover harvesting costs (Setia et al., 1994).
Hence, the production equation under consideration is a function of acreage 
planted and yield:
34
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(3.9) PDt =MAPT„YDt),
where (cPD/dAPT,)>0 and { S P D ^ D t)>Q.
3.1.2. Demand Sector
U.S. rice demand sector includes domestic use, exports, and ending stocks of U.S. 
rice. Total U.S. demand is the summation of quantities of domestic consumption, 
exports, and a change in ending stocks. Specifically, direct-food use, processed-food use, 
and beer are the three main channels of domestic consumption. This study is concerned 
with demand at the farm level, although the domestic demand for rice in the United 
States is largely at the consumer level. These components of demand are modeled below.
3.1.2.1. Domestic Demand Equation
Classical theory of demand indicates that, given consumers tastes and 
preferences, the quantity taken is influenced by its own price: an increase/decrease in rice 
price renders consumers willing and able to buy less/more at each price, forming a 
downward-sloping demand curve in two-dimensional price and consumption space. In 
addition to rice price, other factors might affect a consumption level in the market, 
shifting the position of the demand curve. These include consumer income, population 
size, prices and availability of substitutes and complements7, and consumer tastes and 
preferences8 (Tomek and Robinson, 1990).
7 The quantity of domestic disappearance is categorized into food use. seed use, and brewers use. Rice for 
food use appears competing with wheat Rice for seed use is proportional to the rice acreage planted. Rice 
for brewers use might compete with malts and com products. But much empirical research on rice found 
that prices o f com and wheat products did not have any significant effect on food rice consumption (Grant 
and Leath, 1979; Grant, Beach, and Lin, 1984; among others). Therefore, the current study does not 
include any o f those prices in the quantity demand specification.
8 The study does not explicitly model tastes and preferences for specification. But we consider 
dynamically these attributes for the domestic demand equation by the view that rice consumption is habit- 
forming.
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A high level of income, price remaining constant, is an indication that the 
consumer is able to buy more rice. Therefore, for most commodities, an increase in per 
capita disposable income has a positive effect on the amount bought. It is expected that 
the quantity of rice bought will vary directly with income.
Rice has always been an important table food among the Asian and Hispanic 
segments of the U.S. population. The demographic composition of the ethnic population 
is constantly increasing, contributing to greater domestic rice consumption. In general, 
the size of the domestic total population increases because more rice is required to satisfy 
people’s needs. These attributes can be specified as the domestic demand equation:
(3.10) QHMt=MPUSb POPb INC,),
where QHM is domestic rice consumption, PUS is rice milled price, POP is the total U.S. 
population, and INC is disposable income for the total population. Since nearly all the 
domestic rice disappearance occurs in the form of milled rice, the research considers 
milled rice price to be the price of rice in lieu of rough rice price.
It has been observed that people who have developed a taste for rice consume it 
regularly (Watanabe, Stanton, Willett, 1990). Consumer habits of eating rice would 
require a transitional period for one to change from rice to another commodity. 
However, the classical static model for commodity demand neglects this ‘‘habitual” 
aspect of domestic rice consumption, although past rice consumption patterns are an 
important determinant of present patterns (Poliak, 1970; Houthakker and Taylor, 1970; 
Becker, 1994; among others). To account for this lagged response of rice consumers, the 
quantity of domestic rice use lagged one year is included as an independent variable in 
the model:
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(3.11) QHM,=MPUSb POPb INCbQHMt-i),
where (cQ H M /m C t)>0, (cQHM/SPOP,)>0, (SQHM/cQHMt.,y>0, (SQHM/oPUS,)<0.
3.I.2.2. Export Equation9
The export channel has been an important marketing channel for the excess 
supply of domestic rice. Since 1954, the government has implemented the Agricultural 
Trade Development and Assistance Act, which sought to expand foreign markets for 
U.S. rice and other agricultural products. The factors that affect U.S. rice exports include 
the current U.S. rice supply, the U.S. export price of rice, the rice price of major export 
competitors, and several other international demand conditions, such as importing 
countries’ income level and population.
The quantity of rice supplied in the domestic market affects the amount of U.S. 
rice exports. As rice production increases, more rice will be available for consumption, 
and thus more rice will be consumed through export channels by either government 
trading agents or commercial agents. This is largely because the domestic consumption 
for rice is relatively stable to export demand. In particular, U.S. rice export demand from 
rice importing countries has fluctuated over time due to weather and other conditions. 
For example, without sufficient irrigation facilities, an abnormal weather condition in 
just a few countries can have a significant impact on demand in the world rice market 
(Watanabe, Stanton, and Willett, 1990).
9 The world rice market contains many unique features, which distinguish it from the existing markets for 
other commodities such as wheat and com. As pointed out by Setia et al. (1994), these market 
characteristics include relatively small trading volume compared to world production and consumption, “a 
thin market” ; wide price volatility relative to other grains; low domestic response to world prices by both 
producers and consumers, and pervasive government intervention in rice trading countries. Ail of these 
complicated features of the world rice market render detailed modeling o f U.S. export demand in the world 
market impractical. Instead, the current research adopts a specification for U.S. rice exports that reasonably 
well approximates what market observers have found from the workings o f the export market.
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As the U.S. export price of rice increases, other things being equal, the quantity 
o f U.S. rice demanded by importing countries will decrease. This is because a price 
increase in U.S. rice makes the prices of rice supplied by other exporting countries 
relatively less expensive. Therefore, the importing countries are likely to change their 
trading partners to the other exporting countries whose exporting prices remain 
unchanged. The export price of Thailand, the leading rice exporting country, is 
considered the benchmark price for price competitiveness in the international rice 
market, influencing U.S. rice exports. The quantity of milled rice exported under 
government programs is not negligible during the sample period, but it is not explicitly 
specified in the export equation since this government-assisted export volume tends to 
proportionately increase as U.S. rice supply increases (Grant, Beach, and Lin, 1984). 
Lastly, the world ending stocks is included in the export specification because it gives 
global demand conditions for the current marketing year. Considering these factors, the 
current research proposes the export equation in a general functional form:
(3.12) QEX, =f„{PUSb PTHb QS„ QWS,),
where (cQEX/cPUS,)<0, (cQEX/cQS,)>0, {SQEX/cPTH,)>0, (cQEX/cQWS,)<0, and 
QEX is the U.S. rice exports, PUS is U.S. export price, PTH is Thailand export price, and 
QWS is the world ending stocks.
3.1.2 J . Ending Stock Equation
U.S. ending stocks are carried over from one period to another as private or 
government-held stocks. But the government and commercial agents hold ending stocks 
for different purposes. For instance, the privately held stocks mainly reflect transaction 
and speculative dimensions of inventory activities (Garcia and Leuthold, 1995). On the
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other hand, government agents hold the carryover rice for the dual purposes of market 
stabilization and precautionary dimensions, reflecting protection from undesirable 
consequences of having low or zero stocks in an emergency (O’Carroll and Traylor, 
1977). The first characteristic of ending stock behavior, particularly for government-held 
stocks, can be modeled in the same manner as Abramovitz applied Clark’s accelerator 
model to explain the commodity sector, stating that commodity ending stocks should rise 
or fall with production activity:
(3.13) QESt =SQS,10
where QES is ending stock, QS is total production and 5 is a proportionality parameter". 
The equation (3.13) can be written in general form,
(3.14) QES,=M QSt).
Secondly, for U.S. rice, the important economic aspects of inventory and exports 
have been observed. Since 1954, considerable quantities of concessional exports have 
been made from the United States under P.L. 480 and, other factors being equal, the 
higher their volume for a particular year, the lower the ending stocks. Therefore, the 
final form of the ending stock equation is as follows:
(3.15) QES,=MQEXb QS,).
10 Cited in Labys (1973) a classical work to explain consumer inventory relationships, the accelerator 
model has been applied by researchers, such as Dixon and Chen (1982) for rice.
11 The reason as to why such a proportionality should exist is as follows. Under the government price- 
support program, a portion of the rice produced during a particular year was delivered by producers to the 
Commodity Credit Corporation (CCC). Rice producers were ab'e to obtain a loan from the CCC using 
their rice as collateral and repay their loans by delivering grain or cash to the CCC at some future date. 
The alternative given to the farmers o f  repaying their loans in cash was to their advantage when the market 
price exceeded the support price for a particular year. Thus, the higher the market price and the lower the 
support price, the less the amount of grain delivered to the CCC. The CCC also agreed to buy all the rice 
delivered by farmers at loan rates, subject to the condition that the individual farmer did not exceed his 
acreage allotment or whatever other quantitative restrictions were in effect This implies that the higher the 
grain production for a particular year, other things being equal, the higher the ending stocks.
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The quantity o f rice supplied in the domestic market may also influence rice 
ending stocks. As rice supply increases, the ending stocks become larger unless more 
rice is demanded in the domestic market and in the export market to an extent large 
enough to absorb the increase in supply: (dQES/dQS,)>0.
Given the relatively stable demand for the rice in the U.S. domestic market, the 
demand in the export market should have an important impact on rice ending stocks. 
Inverse relationships have been observed between rice exports and ending stocks: 
(SQES/dQEX,)<0.
3.1.2.4. Rough Rice Price Equation
Total production of rice, as an annual crop, is considered to be predetermined 
because supplies available during a particular marketing year are known and fixed at the 
beginning of the marketing year. Thus, these characteristics in rice production dictate a 
vertical supply curve in the two-dimensional price/quantity paradigm in the market.
Therefore, equilibrium rough rice price is determined by components of the 
demand sector, such as exports and domestic consumption. These are the variables that 
shift the demand curve for rough rice price.
For an annual crop like rice, ending stocks reflect the relationship between total 
supply and total consumption during the marketing year. If supply is almost the same as 
total consumption, ending stocks will be small, and the season-average farm price tends 
to be high. Conversely, if supply is large relative to use, ending stocks will be large, and 
the season-average farm price tends to be low.
Then, the general form for the rough rice price equation is:
(3.16) FPt= fl5(QHM„ QEXt, QESt),
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where (0FPt/5QHMt)>O, (3FPt/3QEXt)>0, and (3FPt/3QESt)<0. In the recursive system 
(Figure 3.1), this farm price then feeds back to acreage planted, influencing production in 
the subsequent period.
3.2. Econometric Procedures
3.2.1. Testing for Unit Roots
A series Y, which has linear properties (conditional mean, variance and temporal 
autocorrelation) and is time invariant is said to be integrated of order zero—1(0), and is 
called stationary. However, some series need to be differenced to achieve these 
properties, and these are said to be integrated of order denoted by—1(d)12. The typical 
case in univariate time series is 1(1), which requires first differencing to achieve 
stationarity (Box and Jenkins, 1970). The finding of a unit root in a time series indicates 
nonstationarity. The possible presence of unit roots in time series invalidates 
conventional statistical inference due to the fact that a stationary and nonstationary series 
have different statistical properties. Therefore, tests for nonstationarity in the data will 
be conducted to determine whether the data used in modeling the rough rice market need 
to be converted through differencing.
The augmented Dickey-Fuller and Phillips-Perron unit root tests are the most 
commonly used methods of testing for nonstationariy. The main difference between 
these two tests is that the augmented Dickey-Fuller test allows for dynamics that correct 
for residual autocorrelation. On the other hand, the Phillips-Perron test does not include 
lagged difference terms and takes into account less restrictive assumptions on the error 
process (i.e., non-i.i.d. nature of the error process). In the current research, the Phillips-
12 In general, this type o f economic time series is referred to as nonstationary variables.
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Perron (PP) procedure is applied to test for unit roots in data used for the model. The 
Phillips-Perron test uses a non-parametric method of correction for serial correlation. 
This approach first obtains statistics from the augmented Dickey-Fuller (ADF) regression 
equations without lagged terms. These statistics are then transformed to remove the 
effects of serial correlation on the asymptotic distribution of the test statistic. The 
asymptotic critical values for the test are the same as those tabulated for the Dickey- 
Fuller tests (White, 1993). In the current research, the Phillips-Perron (PP) procedure is 
applied to test for unit roots in data used for the model.
Specifically, the test procedure (Phillips and Perron, 1988) involves estimating 
two least-square regression equations13:
(3.17) K,= A + ^  Yh  + v'/,,
(3.18) Y, = A + r (t-T/2) + on Yt. ,+  v2l.
<\ A A A A  i a
where ( A , m ) and (& , r , eoi) are the conventional least-square regression coefficients.
A A A
The null hypotheses of nonstationarity involve (c>i =1) and ( r  =0 and a>2 =1).
A A
They proved that the limiting distributions of the regression coefficients (i.e., <o\ , r ,
A
and 0)2 ) and its /-statistics and F-test statistics are the same as those provided in Dickey 
and Fuller (Phillips and Perron, 1988, pp. 338-339). Notice also that one of main 
differences between the Phillips and Perron test and the augmented Dickey and Fuller 
test in the null of nonstationarity is that the null value of the coefficients (<u) in the
13 The authors assumed that the data generating process for the regression equation (3.17) is K, = /?; + oiY ,^ 
+ ei, and for the regression equation (3.18) is Y, = #  + zft-T/2) +a>2Yf.I+€2,. It is assumed that the errors, 
c„and e^are independently identically distributed (JLLcL).
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Philips and Perron procedure is unity rather than zero14. The PP test procedure can be 
summarized as follows:
Null Hypothesis Test Statistic
Constant, without trend
• Hi0: = 0 )  = (l) r-ratio
Constant, with trend
•  H20: =  ( r , <»2) =  (0,1) F-test
The testing procedure first estimates equation (3.18). Then the statistic z{<th) is 
used to ascertain whether there is evidence for rejecting the null hypothesis of a unit 
root. If the null, H20, is rejected, the series is trend deterministic, and no more diagnosis 
is required. If the series does not have a deterministic trend, the regression model in
(3.17) can be used for detecting a unit root in the series. If the null hypothesis, Hio. is 
failed to reject, the series is nonstationary. Otherwise, the series is stationary.
3.2.2. AR1MA Specification and Forecasting
3.2.2.I. ARIMA Specification: Box and Jenkins Methodology
For a time series Yb t = 1, Box and Jenkins (1970) proposed a general class 
of models, an autoregressive integrated moving average (ARIMA) (p,d,q) defined as:
where <f(JL) is a polynomial in the lag operator L (i.e., LY, = T , LkY, = Y,.nLk); <fo,(L) is 
the stationary AR operator; l-</>iL-...-<f>pLp, 0q(L) is the invertible MA operator, 1 
0qLg; at is a normally distributed white noise process with zero mean and constant
(3.19) <f>p(L)(l-L)dYt = 0q(Da„ or faL)Z, = 0q(L)at
14 Setting the null value of 01 equating unity is equivalent to setting the null value o f a t equating zero since 
the ADF model considers a series in differences; the PP model specifies a series in levels.
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variance; d  is difference operator; and the number of differencings required to induce 
stationarity for the series Zt from Yt.
The Box-Jenkins methodology consists of three iterative stages, model
identification, model estimation, and diagnostic checking. At the first stage, the
methodology is to find the ARIMA process that is most appropriate for the data. This 
amounts to finding appropriate values of p, d, and q. First, d  can be determined by 
examining the pattern of autocorrelations. For instance, when the autocorrelations tape 
off slowly or do not die out, an appropriate number of differencing (d) is needed until 
slowly decaying patterns disappear. To determine the order of p  and q in ARIMA, the 
sample autocorrelation function (i.e., Wei, 1990, p. 21) and partial autocorrelation 
functions (i.e., Wei, 1990, pp. 22-23) are two very useful tools15.
The estimation stage is concerned with assigning numerical values to the
coefficients. Numerous estimation techniques have been proposed in the literature to 
estimate the parameters of ARIMA (p,d,q) models. The preferred technique is based on 
maximizing the likelihood (ML) function16.
15 For instance, a MA(?) process of stationary series indicates that theoretical autocorrelations pu = 0 for 
k>q and that the partial autocorrelations taper off. For AR(p) processes, the partial autocorrelations 0u=O 
for k>p and the autocorrelation tapers off. If neither theoretical autocorrelations nor partial 
autocorrelations have a cut off point, an ARMA model may be adequate. Thus, a comparison o f the 
sample ACF and PACF to those o f various theoretical ARMA processes helps identify appropriate p  and q 
in ARIMA. In practice, although the sample ACF and PACF provide a simple way of visual inspection 
for determining the order of ARIMA processes, several additional methods, such as inverse 
autocorrelations and partial autocorrelations (Chatfield, 1979), final prediction error (FPE) criterion based 
on the one-step-ahead prediction error (Akaike, 1969), and Hannan & Quinn criterion (Hannan & Quinn, 
1979) relying on a mixture o f the classical and Bayesian inference principles, among others, are often used.
16 Rewriting (3.19) with respect to a„ it becomes: a, =Z,-<f>i Z,.\ - . . .  where Z , - Z ,
- p  and p  = E(Z,). Let Z=(Z,, Z* ...,Z„)' and A=(^;, ... ,$»#/,... ,6*,, p). Assume that the initial conditions 
Z* = (Zt.p, ... Z./,Zfl) and a*  = (a,^, ... , a.,, a0)'. The conditional log likelihood function: InL'fX, a \)  
= -(/^2)ki2nc£-C^(/Q/2t^), where S '(Z )= ^  Z'.a.Z) is the conditional sum of squares function. There
are a few alternatives for specifying the initial conditions Z* and a .  Based on the assumptions that {Z,} is 
stationary and {a,} is a series of i.i.d  N(0,<jf) random variables, one can replace the unknown Z, by the
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The third stage in the Box-Jenkins methodology involves diagnostic checking. 
The standard practice is to plot the residuals to look for outliers and evidence of periods 
in which the model does not fit the data well.
3.2.2.2. ARIMA: Forecasting
Once the appropriate ARIMA model is estimated, the chain rule o f forecasting 
will be used to obtain forecasts o f the exogenous variables in the U.S. rough rice model 
for the next k periods. This forecasting mechanism is essentially an iterative process that 
uses the estimated $,(£) and Qq(L) and the current values of the exogenous variables to 
obtain future values. The chain rule of forecasting for a &-step ahead forecast of series Z,
A  _  m k  A  A  A
is : Z ,+„= X p 't'A *-p  + 2*fe?a '+',“' ’ whereZr+„ = Z,+n if n<0, al+n=0 if n>0, a,*„ is
the estimate of a,+„ if n<0, andp  and q=  1,2,.. .,JV.
3.2.3. SEMTSA Approach
This section will present the structural econometric modeling time series analysis 
(SEMTSA) approach in a way to construct an economic-theory consistent and data- 
coherent econometric model for the U.S. rice market. The methodology proposed by 
Zellner and Palm (1974) and Zellner (1979, 1994) entails the construction of a 
simultaneous econometric model (SEM). Transfer functions are derived from this SEM. 
If these TFs “fit” the data, then the SEM is said to be compatible with the data. In this 
section, a brief presentation for the SEMTSA approach is provided.
the sample mean Z and the unknown at a, by its expected value of 0. The conditional sum of function thus 
becomes: s ’(A)=^" af(A\Z)- To obtain the parameter estimates for X, the Gauss-Newton algorithm may
be used.
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Any SEM can be expressed as follows:
(3.20) A (L )g , = B (L )u t , /=  1 ,2 , . . . , N
fa* tocl fa* fa!
where g , =  (g ib g2u ■ ■ ■ ,gki) is a vector of stationary random variables, u, = (u/6 U2b . . .
, uia) is a vector of random errors, A(L) and B(L) = finite-order matrix polynomials in the 
lag operator L  as defined before and assumed to be full rank and Lng(= g,.„. Typical
elements of A (L) and B(L) are given by ay = au, i! and by = btll l! .
It is also assumed that the error process has a zero mean, an identity covariance 
matrix, and no serial correlation:
(3.21) E[u,\- 0, for all rand t \
(3.22) E[u,u't]= S„I,
where /  = a unit matrix and is the Kronecker delta.
If B(L) = Ho, a matrix of degree zero in L, (3.20) is a moving average process; if A(L) = 
Ao, a matrix of degree zero in L, it is an autoregressive (AR) process. In general, (3.20) 
can be expressed as:
a 2 3 )
where A i and Bi = matrices with all elements not depending on L, r = max,,/,,, q = 
max„, ,^y.
Since A(L) in (3.20) is assumed to have full rank, (3.20) can be solved for g t, as follows:
(3.24) g ^ A - 'iP B iD u , or
(3.25) g t = —r~ ~  B(L)u,
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where if A'(L) is the adjoint matrix associated with A(L) and \A(L)\ is the determinant 
which is a scalar, finite polynomial in L. If the process is to be invertible, the roots of 
\A(L)\ = 0 have to lie outside the unit circle. Then (3.25) expresses g, as an infinite MA 
process that can be equivalently expressed as the following system of finite order ARMA 
equations:
(3.26) \H(L)\gt = A%L)B(L).
If y t is defined as a kt x 1 vector of endogenous variables and xt as a A? x 1 vector of the 
exogenous variables, then the SEM in the form of (3.20) can be expressed as follows:
(3-27) A lA l]
.An An  J
R n  Bn
Bit Bn.
iiL
Leu
where the partitioning of A(L) = {A^}, B(L) ={jBy}, and e, has been determined by the 
exogenous and endogenous variables in the system. Consequently, the exogeniety 
assumption of x, imposes certain restrictions on the matrix lag operators in (3.27):
(3.28) A21 ~ 0, B12= 0, and B21 = 0.
By using (3.27) in (3.28), we have
(3.29) Aiiyt + A 12X, = Bueih
(3.30) A 22X1= B22e(.
The system of equations in (3.27) represents the dynamic structural equation system. On 
the other hand, the system of equations in (3.30) is the mulivariate ARMA presentation 
for the exogenous variables in the system. By rearranging (3.29), it becomes:
(3.31) Anyt = -Ai2Xt +Bnei,.
By multiplying both sides in (3.31) by the adjoint matrix A n , corresponding to An, we 
obtain the transfer system (TF),
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(3.32) \Au\y, = -AnAi2X, + AuBneu,
where the equation indicates that the current values of endogenous variables are 
functions of the lagged endogenous, current and lagged values of the exogenous 
variables, and a moving average process of the error terms. Thus, these expressions 
dictate theoretical properties of TFs for each of the endogenous variables associated with 
the structural econometric model. Then time series methods are used to estimate transfer 
functions using actual data.
The empirical transfer functions are checked for consistency with the restrictions 
implied by the econometric model. Inconsistencies between the implied and empirical 
transfer functions should lead to the rejection of the initial specification, and re­
specifications are suggested by the estimated TFs. If the implied and empirical transfer 
functions are conformable, then the structural econometric model can be used for 
structural analysis, and a transfer function can be used for forecasting purpose.
3.2.4. Vector Autoregressive Model (VAR) and Estimation
A VAR model can be considered a special case of a dynamic simultaneous 
econometric model, a reduced form model where no explanations of the instantaneous 
relationships among variables are provided. That is, if B(L) in (3.20) is of degree zero, 
the system is a VAR. Yet, VAR models are the most commonly used multivariate time 
series models and have been increasingly been used for policy analysis and forecasting 
exercises in applied literature.
A few merits are attributed to such popularity. One is its ability to provide 
predictions that are comparable to those of large-scale structural models. By design, the 
VARs do not require the expression of explicit economic priors to identify the underlying
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structure, and their implications are not subject to the assumptions and priors about the 
future course of the perceived determinants of economic activity (McNees, 1986). In 
addition, the VARs allow for a very general interaction and feedback among the relevant 
variables without having to arbitrarily classify them as endogenous and exogenous. All 
relevant variables are treated symmetrically as endogenous interactions only to 
interactions through all aspects of the data.
More specifically, if Y, = (yiby 2b —,yia)' >s a covariance stationary vector o f k  time 
series containing t observations and e, is a vector of random errors, the general form of 
the vector autoregressive model without any deterministic part is given by:
(3.33) AP(L) Y, = e„
(k x k ) { k x  /) (k x I)
where AP(L) = I  - A/L - .  . .  - ApLp is a matrix polynomial in the lag operator L, and e, = 
(e/ 6 ...,£*,)' is a sequence of random shock vectors identically, independently, and 
normally distributed with zero mean and covariance matrix Q: et ~ N (0,12).
Many economic time series are non-stationary in levels (Nelson and Plosser), but 
in most cases, stationarity can be achieved by first or at most second order differencing 
of the series. The vector-generalization for a non-stationary series is then:
(3.34) AP(L)D(L)Y, = e,, where D{L) is a (k x k) diagonal matrix with elements.
As for the lag length, Lutkepohl (198S) compared various selection criteria for
estimating the order of a VAR process in a simulation study, where performance of the 
various criteria under various sample sizes was evaluated. His results showed that for the 
process under study, the SBC criterion chose the correct autoregressive order most often. 
In fact, Braun and Mittnik (1993) showed that misspecification of lag length generates 
inconsistent coefficient estimates. More recently, Lee (1997) indicated that overfitting
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(selecting a higher order lag length than the true lag length) causes an increase in the 
mean-square-forecast errors of the VAR and underfitting the lag length often leads to 
autocorrelated errors. Therefore, the SBC17 criterion will be used to determine the 
optimal lag length in the VAR model in this study.
Since the standard VAR model involves only lagged variables on its right-hand 
side and these variables by definition are not correlated with the error terms (assuming no 
autocorrelation), it can be consistently estimated, equation by equation, by ordinary least 
squares (OLS). An issue that needs to be clarified with respect to the VAR model is how 
it determines what variates will comprise the vector V,. The economic model presented 
in section 3.1 contains the information set to be used. Once specification tests have been 
carried out for the econometric model, the final specification of the reduced forms of 
seven equations in the market will comprise variables under consideration in the VAR 
model.
3.2.5. Structural VAR Model: Identification and Estimation
Despite of its popularity, the VAR model is not immune to criticism. Cooley and 
Leroy (1985) and Learner (1985) criticized the use of the standard VAR to analyze 
dynamic interactions among economic variables, or policy responses. They argued that 
the shocks considered in the VAR are not structural in nature but simply arbitrary linear 
combinations of the underlying structural disturbances.
17 The decision rule is to select the model that generates a minimum value of the statistic given by 
SBC(p)= T*ln\{2„\ + k ; K  T), 
where p  is the order of the VAR process, ln\Op | is the natural log o f the determinant of the ML estimate of 
the covariance /2L k is the dimensional component of the coefficient matrices, and T is the number of 
observations used in estimation. Lutkepohi compared various selection criteria for estimating the order o f 
a VAR process in a simulation study, and he found that the SBC criterion chose the correct autoregressive 
order most often.
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Corresponding to these VAR critics, Sims (1986), Bemanke (1986), Gordon and 
Leeper (1994), and Bemanke and Mihov (1998), among others, at least partially abandon 
the Choleski decomposition. The researchers have constructed explicit structural models 
that rely on theoretical models to specify simultaneous interactions among economic 
variables in a system. These models are now known as structural VARs. In their recent 
publication, Amisano and Giannini (1997) classified the structural VARs into /C-model, 
C-model, and /lf?-model based on identifying restrictions on instantaneous correlations. 
Main differences across models can be summarized as follows:
•  /C-model: restrictions on the coefficients of contemporaneous variables in particular
structural equations,
• C-model: restrictions on the contemporaneous effects of structural shocks on the
variables in the system,
• i4£-model: restrictions on both the coefficients of contemporaneous variables and the
contemporaneous effects of structural shocks on those variables.
In following subsections, a brief presentation of specification and estimation for various 
SVAR models is provided, but is confined in the work of Amisano and Giannini.
3.2.5.1. K-model18
For the /C-model, applied economists construct contemporaneous relations among 
behavioral variables derived from economic theory which help impose constraints on 
contemporaneous correlations among the elements of Y, through (n x n) invertible K
matrix such that KA(L) Y, =e , ~  e, (0^Dn), where et =Ke„ E(et) = 0, and E(e# ’) = Z2, and
det(/2)*0 .
18 In time series literature on VAR models, the structural VAR approach uses different ways of 
structurising the VAR model. Amisano and Giannini called a standard or key modeling approach “K- 
model,” which imposes restrictions on the coefficients of contemporaneous variables in the system.
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The K  matrix premultiplies the autoregressive representation and induces a 
transformation on the et disturbances by generating a vector e, of orthogonalized 
disturbances. The corresponding log-likelihood function of the AT-model for the 
parameters in the K  matrix is:
(3.35) L(K) = c + ^ln[| K \2] - L tr(K KQ) .
2  2
If the true variance covariance matrix of the e, terms are known from Ke, = e, and Ke& ] K  
= ££ ,, taking expectations one can obtain:
(3.36) KOK = Dn or Q  =
Determining whether the matrix, K  or the system, is identifiable requires both an 
order condition and a rank condition. The order condition is that the matrix K  and D 
have no more unknown parameters than Q. Since Q  is symmetric, it can be summarized 
by n(n+1)/2 distinct values. If D„ is diagonal, it requires n parameters, meaning that K 
can have no more than n(n-l)/2 free parameters. Although the order condition is 
satisfied, the model needs the rank condition to be met for the identification.
To characterize the rank condition, suppose that there are rik elements of matrix K  
that must be estimated. Then one can construct an affine function of 9y\
(3.37) vec(K) = + sh
where vec is a vector operator, f t  is an (n* x 1) vector that must be estimated, 5* is a 
known (n2 x «*) matrix, and s* is a known (n* x 1).
Similarly, for no elements of the diagonal matrix £>„, an affine function of 9d is given by:
(3.38) vec(D) = SDft> + sp,
where Sp is {n2 x np) matrix and sp is a known (n2 x 1).
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Using (3.36), vech(fl) = vech([Bo(0K)Y/[D(0D)]{[B^Ok)]'1 } ") where vech is a half 
vectorization operator.
The Jacobian matrix of the partial derivatives of vech(fi) with respect to 6% and Od 
is expressed as follows:
(3.39) J  = dvechjQ) dvechjQ)
where D* is the (n(n+l)/2 x n2) duplication matrix. The rank condition for
identification of the AT-model requires that the ( )  columns of the matrix J  be 
linearly independent19. This is typically checked numerically (Amisano and Giannini).
Provided that the order and rank condition are met, the identified parameter 
structure can be estimated by means of the full information maximum likelihood 
estimator (FIML). Specifically, using (3.37) in (3.35) and taking the chain rule of 
differentiation, the score vector for the free elements contained in the Ok vector is 
identified as follows:
(3.40) = F '(0) = x \ S =  F [vec(£)]S.
50* dvecK 50* dvecK
The first order condition for maximization of the log-likelihood with respect to Ok is: 
F  [vec(/Q]5 = [0] in row form, or F (Ok) = S F\vec(K)] = [0] in column form. 
The Hessian matrix of 0k is:
(3.41) = S’ H(yecK)S.
(50*)(50*)
19 This condition characterizes local identification in that even if a model satisfies both rank and order 
conditions, there are two noncontiguous values of (0b , Od ) for which the likelihood has the same value for 
all realizations o f the data (See Rothenberg 1971,Theorem 6, p. 58S for details).
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This expression indicates that the sample information matrix of the parameter vector is 
simply:
(3.42) IT (0}= S'lrfvectyS.
The matrix above is invertible whenever the identifiability conditions are 
satisfied. The information matrix lj{9) and the score vector F{9) can be used to
implement the “score algorithm” and find a FIML estimator ofO. Once this vector has
been obtained, we can get a FIML estimator of vec K  using: vecK = SQ + s.
Having obtained the FIML estimate of vec K , we can reorganize it in matrix form getting
the FIML estimate o fQ :
(3.43) n = ( k ' D nk y ' .
3.2.S.2. C-model
Unlike a standard approach of K-model, researchers construct structural models, 
called C-model, where no instantaneous relationships among the endogenous variables 
are explicitly considered. Instead, they directly model structural shocks. In other words, 
they impose restrictions on the contemporaneous effects o f structural shocks on the 
variables in the system.
Specifically, A(L)y,= e,
(3.44) et = Csb
where C is a (n x n) invertible matrix, E[e,] = 0, and E[ete, ]= D„.
Notice that the e, vector is regarded as being generated by a linear combination of 
orthogonal disturbances e,. For the order condition of the C-model, the specification in
(3.44) can be used to obtain the following matrix equation:
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(3.45) e f i ^ C e t^ C ’,
where taking expectation, the matrix equation becomes:
(3.46) Q  = CC .
If we assume to know Z2, the previous matrix equation implicitly imposes a set of 
n(n+l)/2 non-linear restrictions on the C matrix, indicating that free elements of the 
matrix C should not be more than n(n-1)/2.
The rank condition and estimation of the C-model can be pursued in a way 
similar to the AT-model. Details on these issues can be found in Amisano and Giannini 
(1997, pp. 40-47).
3.2.S.3. AB-model
For the /45-model, it is possible to model explicitly the instantaneous links among 
the endogenous variables (i.e., A matrix), and the impact effect of the orthonormal 
random shocks affecting the system (i.e., 5  matrix).
To be specific, A and B are (nxn) invertible matrices such that:
(3.47) AA(L)y,=Aeb
(3.48) Aet = Be,, 
where E(e,) = 0 and E(e, e ,) = I„.
Notice that the A matrix induces a transformation on the e, disturbance vector, 
generating a new vector (Aet) that can be conceived as being generated by linear 
combinations (through the B matrix) of n independent (orthonormal) disturbances. Thus, 
the /45-model can be seen as the most general parameterization nesting the C and K- 
models as special cases. In fact, the C-model can be seen as a particular case of the /45- 
model, where A is chosen to be the identity matrix, and the AT-model corresponds to an
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^5-model with a diagonal B matrix. The identification and estimation of the ^45-model 
can be pursued in a way similar to the /C-model. Details on these issues can be found in 
Amisano and Giannini (1997, pp. 48 -  59).
3.2.6. Impulse Response Functions
By expressing the general form of the vector autoregressive model of (3.20) in 
VMA form:
(3.49) Yt =[A(L)Yle„ or
(3.50) r,= yKL)eh
where yt(L) (=[/!(Z.)]’1) is the deterministic component which takes the form of (k x k) 
matrix polynomial in the lag operator (L), with the if*1 element: if/,j(L)=^0 y/ijtSLs and e, 
is the non-deterministic component following a white noise process which is 
uncorrelated to the deterministic component iff. A plot of the row /, column j  element of 
if/,j{L) as a function of s:
(3.51) & L L H = ^ n ,L‘
uCjt
is known as an impulse response function. It describes the response of yu+s to a one-time 
impulse in yjt with all the other variables dated / or earlier held constant. It can also be
used to show the short to medium-term responses of each variable in the Y, vector to
given current disturbances in each variable. The interpretation of the MA coefficients 
and the impulse response functions is not economically meaningful, because the 
innovations may be correlated contemporaneously (i.e., this is evident from the non-zero 
elements of the covariance matrix Q). It is possible, however, to transform the 
covariance matrix o f the innovations Q  so that innovations are not contemporaneously
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correlated. The required transformation is such that the new system has a lower 
triangular covariance matrix (i.e., the Choleski decomposition):
n = Q Q \
where Q is a lower triangular matrix.
This decomposition allows for the transformation of system (3.33) into:
(3.52) Q lA(L)Yl = Qrlel=e„
where E(e,) = 0 and Varfa) = /  (an identity matrix of the /t1*1 order).
System (3.52) is now recursive, and its moving average representation is:
(3.53) Yt = n D Q e t
The MA in (3.53) is a tool for tracing out the likely effect of a typical shock to the P  
element of the Y, vector on subsequent values of all of the variables. The plot of (3.53) 
as a function of s is based on the following expression:
(3.54) - Z h n J O , .
OEjt
It is known as an orthogonalized impulse response function. It is based on decomposing 
the original VAR innovation (e/6 into a set of uncorrelated components (sib ...,em) 
and calculating the consequences for y,+s of a unit impulse in £Jt. Since innovations are 
now not contemporaneously correlated, the initial perturbation will affect only the 
variable on which a shock is imposed. In subsequent periods, the effect will be 
transmitted to the rest of variables in the system. Tracing this effect over a period of 
time, the question “what is the dynamic response of the system to a unit impulse in the k'*' 
equation” can be answered.
As Sims (1980) argues, there is no unique best way to transform the VAR system 
to get orthogonalized innovations. In fact, considerable research has over the decade
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been conducted to transform the VAR system to identify structural shocks with economic 
priors. The results are the SVAR models presented in the previous section 3.2.5. In the 
SVAR model, orthogonalized innovations can be modeled directly by explicit 
specifications for the innovations or by restrictions on coefficients of contemporaneous 
variables in the system.
For the /C-model, the general form of the vector autoregressive model of (3.33) in 
VMA form is expressed as follows:
(3.55) Y,= ViLW 's,.
Corresponding orthogonalized impulse response function is:
(3.56) = S i p  = J Z ,  n A i c 'v
GEjt G€jt OEji
For the C model, the general form of the vector autoregressive model of (3.33) in VMA 
form is expressed as follows:
(3.57) Yt = nL)C e,
Similarly, the corresponding orthogonalized impulse response function is:
Sri dyi.t ♦ v _ d y u  * > deti _ r« ^
GEjt u € jt GEjt
For the AB model, the general form of the vector autoregressive model of (3.33) in VMA 
form is expressed as follows:
(3.59) r ,=  ^DABT'e,.
The corresponding orthogonalized impulse response function is:
(3.60) =
OS/i CXjt uBji
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3.2.7. Forecasting Performance Evaluation
Parametric and nonparametric validation techniques will be utilized to verify the 
performance o f the forecasting models. The parametric validation methods are based on 
certain assumptions regarding the probability distribution of estimators and a number of 
classical statistical tests: mean absolute percentage error (MAPE) and root mean square 
error (RMSE) criterion20.
where Y, is actual value and e, is error terms which measure the difference between 
forecast and actual value.
The nonparametric validation techniques are distribution-free tests and refer to 
various possibilities for obtaining types of information concerning the performance of a 
model. One of the tests In this method is a turning point analysis. More specifically, a 
4x4 contingency table constructed by Naik and Leuthold (1986) will be used to verify the 
ability of the estimated model in explaining the turning points of fluctuations.
The 4x4 contingency table describes four different directional changes for both 
actual values and forecasts (peak turning point (PTP), trough turning point (TTP), 
upward no turning point (UNTP). and downward no turning point (DNTP)), leading to
20 The MAPE measures errors in percentage terms and assigns the same weight to these errors. This 
criterion is useful when the units o f measurement o f Y, are relatively large. The RMSE criterion provides a 
measure o f the average error measured in the same units as the actual observations. It is consistent with 
squared loss function, which gives equal weights to over and under forecasts, and appears frequently in 
applied work. The decision rule is based on the relative value of the MAPE and RMSE; the model with 
minimum MAPE and RMSE values is selected as the best forecasting model, on the average.
MAPE: I!n l(e,/K,)«100| t=l
RMSE:
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16 different pairs of turning points. These pairs are denoted as F Ii, F12, ... , F44 
according to Table 3.1.
Table 3.1.4x4 Contingency Table for the Qualitative Performance of Forecasts.
Actual Values PTP(a )
Forecast Values 
TTP(v) UNTP(/") DNTP(\)
PTP (a) FI 1 F12 F13 F14
TTP (v) F21 F22 F23 F24
UNTP ( / ’) F31 F32 F33 F34
DNTP ( \ ) F41 F42 F43 F44
Note: PTP is peak turning point; TTP trough turning point; UNTP upward no turning point; and DNTP 
downward no turning point
Two ratios of interest in the qualitative evaluation are the accurate and worst 
forecast ratios. The accurate forecasts (AF) are given by the values along the diagonal in 
the 4x4 table, i.e., the elements FI 1, F22, F33, and F44. The worst forecast (WF) is 
given by elements F12, F21, F34, and F43. The sum of the four elements on each of the 
above sets divided by sum of the 16 elements in the table gives the accurate forecast ratio 
(AFR) and the worst forecast ratio (WFR), respectively.
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CHAPTER 4
A SEMTSA MODEL FOR THE U.S. ROUGH RICE MARKET
Over the past two decades, much work has been published on the specification of 
multiple time series models in economic measurment. One line of research includes the 
works of Zellner and Palm, Plosser, Zellner, Palm, Wallis, and Webb, among others who 
proposed to use economic theory to derive relevant information set. This approach is 
now known as structural econometric and time series analysis (SEMTSA).
The SEMTSA approach can be summarized in four steps as follows: (1) A 
structural econometric model is developed, incorporating the usual inputs from economic 
theory and knowledge of economic and institutional characteristics of the industry. (2 ) 
The implied properties o f the corresponding transfer functions are derived. Time series 
methods are then used to estimate the transfer functions. (3) The empirical transfer 
functions are checked for consistency with the restrictions implied by the econometric 
model. (4) Inconsistencies between the implied and empirical transfer functions indicate 
a need to re-construct the initial econometric model until implied and empirical transfer 
functions are conformable. If they are conformable, then the structural econometric 
model can be used for structural analysis and the transfer function can be used for 
forecasting purpose (Zellner and Palm). This is the purpose of this chapter.
The contents in this chapter are organized as follows. Section 4.1 provides 
descriptive statistics for the data used for the study. In section 4.2, testing for unit roots 
is elaborated so as to treat the data for the SEMTSA model in an appropriate way. 
Section 4.3 exposits application of the SEMTSA approach to the U.S. rough rice market. 
Quantitative and qualitative forecast evaluation of models is included in section 4.4.
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Subsequently, projections for rice market variables are made for the years 2000-2010 in 
section 4.5. Finally, the chapter is concluded with a brief summary in section 4.6.
4.1. Descriptive Statistics
4.1.1. Supply Sector Variables
U.S. average rice acreage planted was approximately 2.552 million acres during
the sample period from 1960 to 1999 (Table 4.1). The rice acreage planted ranged from
1.614 million acres in I960 to 3.827 million acres in 1981. Yields varied from a
minimum of 3,411 cwt per acre in 1961 to a maximum of 6,120 cwt per acre in 1996.
Table 4.1. Descriptive Statistics for Acreage Planted (APT), Yield (YD),
Production (PD), Domestic Consumption (QHM), Exports (QES),
Ending Stocks (QES), Rough Rice Price (FP), Relative Cost of 
Production (RCP), U.S. Milled Rice Price (PUS), and Per Capita Income 
(PCI): 1960-99.
Series Mean Standard
Deviation
Minimum Maximum Coefficient 
of Variation
APT (1,000 acres) 2,35238 599.94 1,614.00 3,827.00 0.2351
YD (Pounds/acres) 4,874.08 728.10 3,411.00 6 , 1 2 0 .0 0 0.1494
PD (1,000 cwt) 125,870.80 42,328.59 54,198.00 206,027.00 0.3363
RCP ($) 27.93 10.44 10.87 63.49 0.3739
QHM (Million cwt) 62.00 28.60 27.40 121.40 0.4614
QEX (Million cwt) 65.91 17.64 29.20 99.30 0.2676
QES (Million cwt) 26.16 18.11 5.10 77.30 0.6924
FP ($ /cwt) 7.30 2.33 3.75 13.80 0.3190
PUS ($ /cwt) 16.20 5.21 9.55 31.75 0.3236
PCI ($) 10,224.40 7,224.14 2,026.00 24,314.00 0.7066
Annual rice production was approximately 125.87 million cwt on average and ranged 
from 54.198 million cwt to 206.027 million cwt Average relative cost o f production 
(i.e., the ratio o f cost o f production to the average rough rice price in the previous year) 
was $27.93. Coefficients of variation in rice acreage planted, yield, production, and 
relative cost of production indicate that the variability in the relative cost o f production 
around its mean was the greatest among the variables in the supply sector.
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The linear correlation between pairs of series is reported in Table 4.2. The first 
column shows the expected high correlation between acreage planted and production. A 
high correlation between acreage planted and exports is also noticed. The acreage planted 
has a fairly high linear positive correlation with all the other series except with RCP 
which has correlation coefficient of 0.24. Looking at the second column, the linear 
correlation between yields and relative cost of production is noticeable, although yields 
carry a correlation coefficient of 0.75 or better with QEX, PD, QHM, and PCI. The third 
column indicates a positive linear correlation of rice production with all the other series. 
In general, linear correlation between relative cost of production and the rest of variables 
(in the forth column along with the eighth row) depicts that the linear association is much 
lower than the one observed in the first three variables in the supply sector.
Table 4.2. Correlation Coefficients for Variables in the U.S. Rice Market: 1960- 99.
APT YD PD QHM QEX QES FP RCP PUS PCI
APT 1.0 0
YD 0.64 1.0 0
PD 0.94 0 .8 6 1 .00
QHM 0.77 0.92 0.93 1 .00
QEX 0.84 0.75 0.87 0.79 1.00
QES 0.51 0.41 0.49 0.36 0.39 1.00
FP 0.48 0 .1 2 0.35 0.24 0.43 0.09 1 .00
RCP 0.24 0.72 0.48 0.70 0.38 0.15 -0 .11 1.0 0
PUS 0.53 0.24 0.43 0.35 0.49 0.26 0.95 0.05 1.00
PCI 0.74 0.92 0.91 0.99 0.77 0.40 0.25 0.70 0.35 1 .00
4.1.2. Demand Sector Variables and Rough Rice Price
Annual average domestic consumption for rice is 62 million cwt, ranging from 
27.4 million cwt in the first year o f the sample period to 121.4 million cwt in the last year 
o f the sample period. U.S. rice exports were on average higher than domestic rice 
consumption during the sample period, although much higher variability was found in
63
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the domestic rice consumption than that of the exports (i.e., coefficient variations are 
0.46 and 0.27, respectively). U.S. rice ending stocks ranged from 5.1 million cwt to 77.3 
million cwt, with the average being close to half of average domestic consumption. 
Moreover, the coefficient o f variation in rice ending stocks is considerably higher than 
the ones in the domestic rice consumption and exports.
Generally, U.S. rough rice was sold at lower than half price of milled rice during 
the sample period from 1960 to 1999 ($7.30 and $16.20 for FP and PUS, respectively). 
The coefficients of variation for the rough and milled prices (0.32 and 0.32 respectively) 
indicate a similar amount of variability relative to the sample means, although the 
standard deviation of the milled rice prices (5.21) was much greater than that of the 
rough rice prices (2.33). Among the ten variables, nominal per capita disposable income 
has the greatest growth, an annual growth of 27.5% (coefficient of variation=0.71).
The linear correlation of domestic consumption with all the other series is 
positive (Table 4.2). In particular, QHM and PCI exhibit almost perfect correlation. The 
linear co-movement of exports with the other variables is generally strong and positive. 
However, ending stocks are not highly correlated with most series, especially with FP,
v
where the correlation coefficient is just 0.09. The table in the seventh column reveals an 
expected high positive correlation between FP and PUS. On the other hand, the linear 
correlation of FP with RCP is negative, although the correlation coefficient is relatively 
lower. Generally, FP is not highly correlated with most series. The table (in the ninth 
column along with the eighth row) also indicates that the price movement of PUS is in 
the same direction with those of the other variables for the period from 1960 through 
1999. However, the linear co-movement with RCP is very weak (0.05) over the years.
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The correlation of PCI with the other variables is very strong except price series, such as 
rough rice price and milled rice price.
4.2. Testing for Unit Roots
A stationarity time series can be described by its mean, variance, and 
autocorrelation functions. For instance, given time-invariant finite mean and variance, 
the series might be stationary when its autocorrelation function shows a rapid decay. On 
the other hand, a slow decay on autocorrelation function might be indicative of 
nonstationary process in a time series. In addition, visual inspection of plots of time 
series provides empirical researchers a simple indication of whether a variable is 
stationary around a linear trend or whether it is stochastic nonstationary.
In Figure 4.1, the research plots a line graph, trend line (in straight line), and 
autocorrelation function (in bar graph) for APT, YD, PD, and QHM to examine an 
aforementioned characteristic of the series in non-quantitative and simple manner. 
Acreage planted in Figure 4.1.A shows an upward trend during the entire sample period, 
although a distinguished trough was observed in 1983. This trough is partly due to the 
fact that the acreage reduction program, such as the payment-in-kind (PDC)1, was used in 
1983 to reduce rice acreage and the large government stocks in the previous years. 
Visual inspection on the autocorrelation function reveals that the autocorrelation at lag 1 
is very different from the one at lag 0. The autocorrelation function, in fact, shows a 
rapid decay, which is indicative of a stationary process.
Figure 4.1.B shows that yields experienced a violently upward surge during the 
1960s and remained higher for about 15 years. After 1983, there was a rapid increase in
1 The PDC was a government acreage reduction program under which farmers received the commodity 
normally grown on acreage they withdrew from production.
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Figure 4.1. Autocorrelation Functions and Trends for APT, YD, PD, and QHM: 
1960-99.
yields, followed by wide fluctuations before settling to a new value. This possible 
nonstationary behavior is further described in the autocorrelation function. Unlike the 
one for APT, a general pattern of the autocorrelation function for YD shows a slow decay 
before the ACF falls into a negative region. This is a typical pattern of a nonstationary 
process.
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Over the study period, rice production (Figure 4.1.C) fluctuated around the 
upward trend line. In fact, the series follows a trend line very closely except the 
observation in 1981 and 1983. However, the autocorrelation function does not provide a 
clear indication of whether the decay pattern is gradual or radical. Thus it was uncertain 
whether the variable would be stationary with trend.
Domestic consumption (Figure 4.1.D) exhibits a decidedly upward trend. Its 
sample mean does not appear to be constant. Although a formal testing is necessary to 
substantiate the stochastic characteristic of the series, the slowly decaying pattern o f the 
ACF suggests that the series is not stationary.
The plot of rice exports (Figure 4.2.A) crosses the upward trend line frequently. 
This is a typical pattern of a trend stationary process. In addition, the plot of the 
autocorrelation function reveals visual evidence supporting a stationary process, a decay 
in the ACF in distinguishable manner.
Ending stocks (Figure 4.2.B) have no particular tendency to increase or decrease. 
They seem to go through sustained increasing or decreasing phases. The pattern of 
autocorrelation function also provides an indication of nonstationary process, a smooth 
decay in the ACF. Thus, it is possible that the series contains a unit root.
In Figure 4.2.C, although it seems to fluctuate from one period to another, the 
farm price moves up and down around the trend line. In addition, the ACF indicates that 
the autocorrelation at lag one is noticeably different from one at lag zero and that the 
autocorrelations at subsequent lags decrease at a rapid rate before the ACF falls into the 
negative region. This is indicative of stationary process. Examination of the relative cost
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Figure 4.2. Autocorrelation Functions and Trends for QEX, QES, FP, and RCP: 
1960-99.
of production (Figure 4.2.D) shows that RCP closely follows a slight upward trend over 
the sample period except an erratic observation in 1987. This peak in 1987 stemmed 
entirely from a record low price of the U.S. rough rice in the previous year. Close 
inspection of the autocorrelation function also reveals that the autocorrelation at lag one 
is far from a unit and that there is a general decay in the ACF.
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Figure 4.3 .A above shows that no clear trend was observed in the U.S. milled rice 
prices, although the prices show some variation around their mean. Examination of the 
figure reveals that the ACF rapidly decays. Thus the milled rice price may be stationary 
without a trend.
Visual inspection of the ACF in Figure 4.3 .B shows that the autocorrelation at lag 
one is very close to one and there is a slow decay for large enough lags in the ACF. The 
series appears nonstationary process. However, the plot of the line graph strongly 
suggests that the series follows a trend line. Thus, per capita income might be trend- 
stationary.
As a formal unit root test, the Phillips-Perron procedure is used and the summary 
results are reported in Table 4.3. First, the Phillips-Perron Z  statistic2 was used in
A *
1 The Phillips and Perron approach is to estimate the equation (3.17) Y, = A + o)\ Yt.i + v,„ and the
A A A
equation (3.18) Y, = PZ + r  (t-T/2) + 0) 2 Y,.,+v2l.m Chapter 3 by OLS and use the standard OLS formulas 
to calculate the second parameter estimate on the left hand side o f the equations and its standard error 
along with the standard error of the regression. Using this information, the Phillips-Perron test statistic is 
constructed (See P. 510, Hamilton for algebraic details).
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evaluating whether the variables had a unit root The first hypothesis tested was that the
variable was deterministic nonstationary (equation 3.18 of Chapter 3). If the series was
found to be nonstationary with trend (M2), equation 3.17 was then applied to test
whether it was stochastic nonstationary. Table 4.3 shows that the test statistics for the
U.S. rice yields, domestic consumption, and ending stocks were smaller than the critical
Table 43. Phillips-Perron Unit Root Test Results for Acreage Planted (APT),
Yields (YD), Production (PD), Domestic Consumption (QHM), Exports 
(QEX), Ending Stocks (QES), Farm Prices (FP), Relative Cost of 
Production (RCP), Per Capita Income (PCI), Milled Prices (PUS):1970- 
99.
Variables statistics tt statistics Test Results
Ho(Ml): m=\ H0(M2): r = a>2 = (0,1)
APT -1.8334 5.9100* l(0 )/t
YD -1.5454 5.0233 KQ
PD -1.1076 11.878* l(0 )/t
QHM -1.0875 3.2010 KD
QEX -2.0688 7.4822’ l(0 )/t
QES -2.2828 3.1616 1(1)
FP -3.0120* 4.7944 1(0 )
RCP -3.3115' 8.8761* l(0 )/t
PCI 5.9857* 52.609* l(0 )/t
PUS -2.9979* 5.4661* l(0 )/t
Note: Model 1(MI):K,= Px + oj\ Y,., + v„ and model 2 (M2): Y, = + r  (t-T/2) +<Oz K,./+v>
Critical values for statistics and t ,  statistics are -2.57 and S.34, respectively.
Asterisk (*) indicates rejection of the unit root hypothesis at the 10% significance level.
Source: White (1993).
values for the unit root tests with trend (M2) and no trend (Ml). It thus shows that the 
null hypothesis of a unit root could not be rejected for any of these variables. Thus these 
results imply that U.S. rice yields, domestic rice consumption, and ending stocks were 
stochastic nonstationary. In other words, an innovation in any series resulted in a long - 
term effect on its behavior.
70
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.3 also shows that the hypothesis o f a unit root with trend (M2) was 
rejected for acreage planted, rice production, export demand, relative cost of rice 
production, per capita income, and milled rice price, as the test statistic was larger than 
the critical value. This implies that the variables were stationary around a linear trend. 
For the farm price, the test statistic was greater than the critical value for the unit root 
tests with trend. However, the test statistic was smaller than the critical value for the unit 
root tests without trend. Thus, the farm price is stationary3.
43. The SEMTSA Model
43.1. Properties of Transfer Functions
In the SEMTSA approach, the first step involves constructing a structural 
econometric model. To achieve this goal, this Chapter uses the conceptual model and 
economic model described in Chapter 3 in which asset fixity, Nerlovian adaptive 
expectations, habitual demand, and an accelerator model are used to represent 
adjustments in supply, demand, and inventories in the recursive structure. A system of 
structural equations from the economic model for the U.S. rice market considered in 
Chapter 3 can be summarized in equations (4.1) to (4.7). All of the supply and demand 
equations were specified in a linear form not only because the linear equation is the 
simplest and most common specification, but also because the linear relationship is 
considered to reflect actual economic behavior.
Therefore, the linear dynamic econometric model for the U.S. rice market is 
given by4:
3 Similar result was found in Cuddington (1992).
4 As for the econometric model, a few remarks are needed: first, for domestic consumption equation (4.4), 
the ratio o f  income to population (PCI) is used to avoid muiticollinearity problems; second, for initial
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(4.1) APTt -  0i + PiiAPTu + Pi6QESt.t + PnFPn + eit
(4.2) YDt = 0 2  + P21 APTt+ (022RCPt + e2t
(4.3) PDt =03 + P3iAPTt +P32YDt +83t
(4.4) QHMt = 04 + p43PDt + P44QHMM + ©4iPCIt + ©43PUSt + £41
(4.5) QEXt = 0s + PssPDt + Ps6QESt.[ + ©53PUSt + est
(4.6) QESt = 06 + P63PDt + P65QEXt + PtfQESt-i +
(4.7) FPt = 07 + P75QEXt + P76QESt + £7t
In matrix form,
' 1-P„L 0 0 0 0 -Pt.L “P17L '  APT, ' V
"Pi. 1 0 0 0 0 0 YD, e 2
-P h r 1
CO.1 1 0 0 0 0 PD, «3
0 0 -P« 0 0 0 QHM, = 04
0 0 “Pn 0 1 -Ps«L 0 QEX, 05
0 0 -R» 0 -P*5 1-R-L 0 QES, 06
0 0 0 0 -P75 -P 76 1 .  Fp. . 07
'  0 0 0  ' E n
0 c o „ 0 B 2«
0 0 0 PCI,' e 3t
“ 4 . 0 co 43 RCP, + E 4,
0 0 © 53 PUS, E 5t
0 0 0 S 6t
0 0 0 . e 7 ._
where L is lag operator. For instance, PhAPTm =PuL(APTt).
In more compact matrix notation,
(4.9) Byt = 0 +/2st + £t
where by obvious substitution B is the7x7 matrix on the left hand side o f equation (4.8) 
and Q  denotes the 7x3 matrix on the right hand side o f equation (4.8), y , ' = 
(APT„YDbPDt,QHM„QEXt,QESt,FPt),xt '=  (PCIt,RCPt,PUSt), f t '=  (0i, ©2, 03, 0 4 , 0s, 06,
export specification, PTH, QWS, and PUS are compounded into the export price; lastly, QES and QEX 
only are included in the initial rice price equation (4.7) due to the stable domestic rice consumption.
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0 7 ) and £»'= (eh, E2t, E3t, E4t, Est, E6t, E7t)- Solving the system (4.8) for APTt, YDt, PDt, 
QHMt, QEXt, QESt, and FPt in tenns of PCIt, RCPt, and PUSt by premultiplying (4.8) by 
the 7x7 adjoint matrix B ° associated with the matrix B, one can get the transfer functions 
in matrix form as follows:
(4.10) \B\y, = B °0 + B on i t  + B%
where |5|, the determinant of matrix B , is given by: |fl|=[Pi4L(l-p4sL)p3i+Pi4L(l- 
P 4 s L )P 2 1  P 3 2 * (  1 * P  11 L ) P 4 4 + P  1 4 L (  1 - 0 4 5 1 ^ 3  i P 53+ P 14I X 1 -P 4 s L ) P 2 1  p 3 2 P s 3 _P  m L (  1 1P 63 *
P l4L (l-P45L )P2lP32p63+ Pl7LP3lP44P63+ Pl7LP2lP32P44P63+ P l4L (l-P4sL )P3lP57P63 +  P 14L  ( 1 -  
P 45L)P2lP32P57P63-(l_P llL )( l-P 4 5 L )P 6 4 + (l-P 4 5 L )P l7 L P 3 lp 6 4 + (l-P 45L )P l7L P 2 lP 32p64  
+(l-P45L)Pi7Lp3iP53P64+(l-p45L)Pl7LP2lP32P53p64+(l-PllL)(l-P45L)P57P64], which is the 
second degree of polynomial in L, and B °  is the adjoint matrix.
Equation (4.10) can be more compactly rewritten:
(4.11) \B]y, = C+Hxt +V 
where C  = B %  H=B °Q  and V = B %.
Explicitly, the TF system in (4.11) can be written as:
"APT, ‘ -c „ - h ,2 h I3‘ - v „ -
YD, C2t h 21 V2t
PD, C31 h 31 h 32 h 33 PCI," V31
QHM, = C4t + h 42 RCP, + V4t
QEX, C5t h 5I h 52 h 53 PUS, V„
QES, C6, h 61 h 62 V6I
.  ^  . C7t_ Ht. H 73. . V 7 . .
As the second step in the SEMTSA approach, the study derives seven transfer 
functions for acreage planted (APT), yields (YD), production (PD), domestic 
consumption (QHM), export demands (QEX), ending stocks (QES), rough rice prices
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(FP), and their properties by algebraic specifications of the transfer function system in
(4.12) 5 along with the determinant o f the matrix B.
Examination of the left-hand side of (4.12) reveals that each of the seven TFs 
derived from the initial structural econometric model has an autoregressive (AR) part that 
is o f the second degree (See Table 4.4). Table 4.4 also indicates that under the 
assumption that the Ejt ’s  in equation 4.8 are serially uncorrelated, the orders of the MA 
process of the transfer functions should be equal to or greater than three, given that 0  < 
Pn, Pn, and P44 < 1 (see Appendix 2 for algebraic details). The lower bound for the 
orders o f the MA process can be tested empirically.
Second, some of the exogenous variables in the structural econometric model are 
not included as input variables for certain transfer functions. For instance, the transfer 
functions for the APT, YD, PD, and QEX include two input variables, whereas the QHM 
transfer function includes all three input variables, RCP, PUS, and PCI (See Table 4.5).
Table 4.4. Implied Degree of AR Parts in Dependent Variables and MA Parts in 
Error Process in the Transfer Functions.
Transfer Function 
for
Degree of 
the AR Part
Degree o f the MA 
Part in Error Process
APT, 2 >3
YD, 2 >3
PD, 2 >3
QHM, 2 >3
QEX, 2 >3
QES, 2 >3
FP, >3
Note: “>” indicates that the order of the MA error process is at least 3 or greater.
5 A mathematical computer software, Mathematica 2.2, is used to derive the corresponding adjoint matrix 
and other elements in the matrices in equation (4.12). The complete algebraic specifications are presented 
in Appendix 2.
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However, the FP transfer function contains a single input, PUS. The other properties of 
the transfer function are specific degrees of AR and MA parts of each of the input 
variable(s) in the transfer functions as well as the degrees of MA parts in the error 
process. These properties are summarized in Tables 4.4 and 4.5.
Transfer Function Degree of MA Parts 
for in PCI,
Degree of MA Parts 
in RCP,
Degree o f MA Parts 
in PUS,
APT, 0 3 3
YD, 0 3 3
PD, 0 3 3
QHM, 2 2 2
QEX, 0 3 j
QES, 0 2 2
FP, 0 0 3
43.2. Estimation of Transfer Functions
The third step in the SEMTSA approach is to check whether the implied 
properties of the transfer function are conformable to those of empirically estimated 
transfer functions. To carry out this task, the research uses a statistical package, 
Regression Analysis o f  Time Series (RATS) and estimates alternative transfer functions 
in order to select a transfer function that best fits to the data. The ideal procedure would 
be to fix upper limits to the degrees of the polynomials in the transfer functions and then 
to explore systematically the parameter space by changing the degrees inside the fixed 
limits, although it would be cumbersome to implement. To conduct this search process, 
the study first considers frequently cited information criteria, such as AIC6 for selecting 
the best fitting model.
6 The specification for AIC is of the form: AIC = T*ln(residual of sum of squares) + 2*N, where N is the 
number of parameters, including constant terms, and T is the number of usable observations.
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To begin with the process, the study set the maximum degree to be 57 for both 
AR and MA parts of acreage planted (APT) in the transfer function and fixed the degree 
of MA parts in the input variables, relative cost o f production and milled price, at three. 
Values of all possible combinations of degrees of polynomials in the APT transfer 
function are reported in Table 4.6. The letters p  and q in the table denote degree of MA 
process and AR process, respectively. For instance, the value 11.290, at the sixth row 
and the second column is obtained from the residuals of the estimated transfer function 
with the second degree of the AR part in the APT, the first degree of the MA part in error 
process, and the third degree of MA parts in relative cost of production (RCP) and milled 
price (PUS).
Since minimum AIC suggests the best fitting model, the best fitted model for 
APT is the second degree of the AR part in APT, the fourth degree of the MA part in the 
error process, and the third degree of the MA part in RCP and PUS, whose AIC statistic 
is 10.530 in bold (Table 4.6). Since the third degree of the MA part in the error process 
is the lower limit, this is indicative of the conformation between the implied degrees of 
polynomials and empirical degrees of polynomials in the APT transfer function.
Table 4.6. AIC Values for Acreage Planted (APT) Series.
q
p
0 1 2
AIC
3 4 5
0 11.414 11.192 11.168 11.148 10.814 10.698
i 11.183 11.181 11.180 11.175 10.856 11.108
2 11.204 10.927 10.846 10.623 10.530 10.607
3 11.218 10.934 11.166 10.881 10.900 11.409
4 11.171 11.182 11.464 11.354 11.580 11.456
5 11.312 11.290 11.594 11.786 10.738 12.188
7 The study sets the maximum degree to 5 due to the problem of degrees of freedom. For instance, if the 
maximum degree is set to 6 or higher, very few degrees of freedom are given to estimation.
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Table 4.7 shows that all possible orders for the AR and MA parts in the transfer 
function for exports (QEX) are tabulated with the degree of MA part in the RCP and 
PUS being the third. The minimum AIC value is observed in the second row and sixth 
column. This suggests that the empirically estimated transfer function is not 
conformable with the theoretically implied transfer function. However, the AIC value in 
the third row and fourth column is o f little difference with the minimum AIC value, 
which is further examined using the conventional likelihood ratio test that was used and 
recommended by Zellner and Palm. The results are shown in Table 4.8.
Table 4.7. AIC Values for Exports (QEX) Series.
q
p
0 1
A lt
2 3 4 5
0 4.234 3.906 3.897 3.810 3.445 3.433
l 3.985 3.586 3.683 3.404 4.019 3.167
2 3.959 3.577 3.218 3.182 3.942 3.501
3 3.980 3.702 3.638 3.525 3.700 4.920
4 3.729 3.690 3.669 4.747 5.305 5.423
5 3.649 3.584 4.017 3.938 4.253 4.348
For ease of comparison, the study assigns model numbers to all possible transfer 
functions. For instance, Model 1 (M l) indicates the transfer function model with the 
zero degree of AR part in QEX, the zero degree of the MA part in the error process, the 
third degree of the MA part in RCP, and the third degree of the MA part in PUS. Model 
2 (M2) represents the transfer function model with the first degree of the MA part in 
QEX and with the same degrees of the MA part in RCP and PUS as the Model 1.
Similarly, Model 36 (M36) is dubbed for the transfer function model with the 
fifth degree of the AR part in QEX, the fifth degree of the MA part in the error process, 
and the third degrees of the MA part in RCP and in PUS. Thus, there are 36 different 
transfer functions considered in the study, with M36 being the most complicated one.
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Table 4.8. Results of the Likelihood Ratio Test for the Transfer Function of
Exports (QEX).
Model Compared X=L(x|H|)/ L(x|Ho) 2lnX r
Critical points for y y  
a=0.01 a=0.05
Ho: M 12(1,5) H,: Ml8(2,5) 1.0428 0.0838 1 6.63 3.84
M12(l,5) M23(3,4) 1.0440 0.0860 1 6.63 3.84
M12(l,5) M24(3,5) 1.0791 0.1523 2 9.21 5.99
M 12(1,5) M28(4,3) 1.0200 0.0388 I 6.63 3.84
M12(l,5) M29(4,4) 1.1060 0.2015 2 9.21 5.99
M 12(1,5) M3 0(4,5) 1.1243 0.2343 3 11.34 7.81
M 16(2,3) Ml 7(2,4) 1.1263 0.2378 1 6.63 3.84
M 16(2,3) Ml 8(2,5) 1.0530 0.1032 2 9.21 5.99
Ml 6(2,3) M22(3,3) 1.0260 0.0510 1 6.63 3.84
M 16(2,3) M23(3,4) 1.0541 0.1054 2 9.21 5.99
M 16(2,3) M24(3,5) 1.0896 0.1716 3 11.34 7.81
M 16(2,3) M27(4,2) 1.0172 0.0341 1 6.63 3.84
Ml 6(2,3) M28(4,3) 1.0295 0.0582 2 9.21 5.99
M 16(2,3) M29(4,4) 1.1167 0.2208 3 11.34 7.81
M 16(2,3) M3 0(4,5) 1.1352 0.2536 4 13.28 9.49
Ml 6(2,3) Ml2(l,5) 1.0097 0.0194 I 6.63 3.84
Since M12 and M16 contain minimal AIC values, the study compared M12 to 
M16 to see if these two models are significantly different from each other, along with 
other alternative models. Table 4.8 shows that M12 is preferred to Ml 8 at the five 
percent level. In fact, pairwise comparisons of M12 against M23, M24, M28, M29, and 
M30 favor the former. Similarly, pairwise comparisons of M16 against more 
complicated models, such as M17, M18, M22, M23, M24, M27, M28, M29, and M30, 
indicate that M l6 is preferred to the alternatives. However, in the last row the likelihood 
ratio test in comparisons with M12 favors M16, a model that is comparable with the 
implied transfer function for rice exports. For the remaining variables (yield, production, 
domestic consumption, ending stocks, and farm price), identical procedures are applied, 
and the results are reported in Appendix 3.
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In summary, the results of information criteria as well as the likelihood ratio test 
suggest that the degree of polynomials implied by the structural econometric models is 
compatible with the empirically observed degree of polynomials in all the transfer 
functions. The results are recapitulated in Table 4.9. By inspection, the lower bounds of 
the MA degree in the error process are all kept. Degrees o f the AR part in the implied 
and empirical transfer functions are exactly the same. This conformation between the 
properties o f implied and empirical transfer functions completes a final step in the
  a
SEMTSA . So the econometric model specified in (4.8) can be used for structural 
analysis. The estimated transfer functions can be used to forecast rice market variables.
Table 4.9. Empirically Estimated Degree of AR Parts in Dependent Variables and 
MA Parts in Error Process in the Transfer Functions.
Transfer Function 
for
Degree of 
AR Parts
Degree o f MA 
Parts in Error Process
APT, 2 4
YD, 2 5
PD, 2 4
QHM, 2 3
QEX, 2 3
QES, 2 4
FP, 2 4
Before proceeding to forecasting, the study estimates each of the transfer 
functions with the identified degrees of the input and output variables using sample data 
from 1960 to 1999. A popular diagnostic tool for determining the adequacy of TFs 
model is the Q-statistic (Ljung and Box, 1978). The Q statistic follows a Chi-square 
distribution and tests the null hypothesis that a group of residual autocorrelations, taken 
together, are different from zero. Smaller Q-statistics compared to £2 critical values
8 Of course, if a pairwise comparison of implied transfer function with empirical transfer for the seven 
variables reveals any inconsistency, one should repeat the four steps in the SEMTSA approach until the
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indicates that the residuals are white noise, reflecting that the model has adequately 
described the process generating the time series over the data period.
All estimation for the transfer functions is completed via a statistical package, 
Regression Analysis o f  Time Series (RATS). The study tabulated the estimation results 
for the variables in the demand sector in Table 4.10 and those in the supply sector and the 
rough rice price in Table 4.11. The numerator of the ratio in the input variables is 
analogous to moving average (MA) terms, and the denominator of the ratio in the input 
variables is analogous to autoregressive (AR) terms in ARMA models. The numerator 
of the ratio in the error process is equivalent to AR terms, and the denominator of the 
ratio in the error process is equivalent to MA terms in ARMA models.
For each of the estimated transfer functions in Table 4.10, a few remarks are 
needed. The estimated transfer function for acreage planted (APT) is given in the first 
panel in the table where the variable on the first column is a dependent variable, and the 
second third, fifth, and sixth column are estimates of the MA part of RCP, MA parts of 
PUS, AR and MA parts of APT, the intercept, respectively. The numbers in parentheses 
are the r-statisties for the null hypothesis of a zero coefficient, the letter L is lag operator, 
and Q is the Ljung and Box Q-statistics in brackets at lags 1, 3, and 5, respectively. The 
statistics calculated are below the critical x2 values, indicating that the residuals are white 
noise.
Examination of the estimated transfer function for APT reveals that the parameter 
estimates for the input variable PUS are generally bigger and more significant than those 
for the input variable RCP, indicating that milled rice prices would be more useful in
conformity of properties of implied transfer functions and empirical transfer functions is met
80
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Table 4.10. Estimation Results of the Transfer Function Models for Variables in the Supply Sector: 1960-99.
dependent estimates of the MA estimates of the MA estimates of the MA estimates of AR and constant
variable part of RCP parts of PUS parts of PCI MA parts of error process
APT
-5.65 + 46.671 + 44.001* +6.1311 
(-0.35) (2.23) (2.15) (0.27)
0.25 + 13.401 + 0.9213 + 4.671* 
(0.02) (1.20) (0.08) (0.52)
-1.541 + 0.911* + 0.461* + 0.1414 
(-3.08) (1.65) (0.87) (0.30)
1-1.411+ 0.9111 
(-5.93) (3.77)
644.87
(2.51)
Q = [0.4106,2.2589,3.1294]
AYD
0.59-10.071 +11.801* -12.921* 
(1.40) (-0.84) (1.09) (-2.43)
-28.94 + 35.l41-l3.151* + 3.4ll* 
(-3.40) (2.37) (-0.77) (0.28) 0.581 -  0.911* -  0.1615 -  0.9014 -  0.5011 (1.28) (-1.59) (-0.25) (-1.65) (0.87)
1 + 0.761 + 0.221*
(3.30) (0.67)
20.74
(2.35)
Q = [0.0004,4.7334,6.1838]
PD
-665 + 7111-1961* + 3.801J 
(-0.99) (1.04) (-0.33) (0.01)
-1,020+1,2581+ 1,1341*-7331* 
(-1.33) ^1.20) (1.06) (-0.73) -0.401 -  0.751* -  0.131* -  0.5714 (-0.46) (-1.27) (-0.25) (-1.21)
1-0.761-0.291*
(-0.99) (-3.35)
-138,559
(-0.28)
Q = [0.6219,2.3062,3.6933]
forecasting acreage planted than the relative cost of production. It is also shown that the 
lagged effect of APT on itself at time t-l is significant and positive. By looking at the 
estimates o f the MA part of the error process, one can find that unexpected the 
disturbance at time t-l is an important determining factor to predict acreage planted. 
However, the cumulative effect of disturbances across periods on APT is trivial.
As for yields (YD), the study took first differences to the nonstationary variable 
so as to transform the series stationary. The estimated transfer function is provided in the 
second panel in Table 4.10. Comparison of estimates of the MA parts of the RCP and 
PUS reveals that the milled rice price is the dominant factor for predicting the change in 
yields. The lagged effects of the change in yields on itself suggest that that historical 
change and current change in yields behave in the opposite direction. Although most 
parameter estimates of the MA part in the error process are not significant at the 
conventional level, the effects on A YD are all negative except the disturbance at time t- l .
In the case of the transfer function for production (PD) (in the last panel of Table 
4.10), the point estimates of the autoregressive coefficients imply that the historical 
information at time t-2 is o f particular importance in predicting future outcomes. It is 
also shown that the parameter estimates of all past disturbances are negative in sign, 
although the parameter estimates are rather tenuous with very low t statistics. 
Examination of the input variables reveals that the most determining factor in the transfer 
function is milled rice price. In addition, the Q-statistics indicate that the residuals from 
the transfer function are white noise.
Table 4.11 summarizes the transfer functions for the demand variables and farm 
prices. Unlike the previous transfer functions for the supply variables, the initial
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Reproduced 
with 
perm
ission 
of the 
copyright ow
ner. 
Further reproduction 
prohibited 
without perm
ission.
Table 4.11. Estimation Results of the Transfer Function Models for the Variables in the Demand Sector and Rough Rice Price: 
1960-99.
dependent
variable
estimates o f the MA 
parts of RCP
estimates o f the MA 
parts of PUS
estimates o f the MA 
parts of PCI
estimates o f AR and 
MA parts of error process
constant
AQHM
0.29-0.44L + 0 .I7I2 
(1.19) (-1.50) (0.77)
Q = [0.0059,2.2723,3.3716]
-0.60+1.201-0.65L2 
(-1.74) (1.92) (-1.32)
0.007 -0.0II+0.005Z.2 
(0.79) (-0.76) (0.57)
1-0.411
(-0.23)
-0 .61+0.44L2 - 1 .92L1 
(-1.20) (0.82) (-2.67)
1 + 0.051+0.40I1 
(0.15) (1.21)
0.19
(0.02)
QEX
0.07 + 0.74L + 0.02O -  0.09Z.1 
(0.18) (2.32) (0.04) (-0.34)
Q = [0.3218,0.6507,2.8044]
-0.26 +1.09L + 0.96Z.2 + 0.41L1 
(-0.48) (1.62) (1.85) (0.64) -0.17Z. + 0.79Z.2 +1.42Z.3 (-0.37) (1.45) (2.41)
1-0.741 + 0.7 IL1 
(-4.36) (2.30)
12.55
(0.89)
AQES
-0.55 + 0.3 IL + 0.1712 
(-1.40) (0.41) (0.33)
1 -  0.681 
(-1.00)
Q =  [0.1994,0.8672, 1.1030]
-0.62 +0.33*.+ 0.42L2 
(-1.33) (0.33) (0.37)
1-0.05L
(-0.04)
-0.65L-0.44L1 + 0.56Li 
(-1.26) (-1.00) (1.22)
I-0.26Z. + 0.28L1 
(-0.67) (0.80)
4.42
(0.74)
FP
Q = [0.4280,2.3683, 3.2630]
0.42 + 0.06f. -  0.03^ + 0.006Z.1 
(12.91) (1.90) (-1.04) (0.18)
1.25L -  0.37L2 -  0.27L3 + 0.031/ 
(1.92) (-0.51) (-0.46) (0.07)
1 +0.31L-0.85L2 
(0.69) (-1.84) 0.02
(0.02)
structural econometric model dictates that three input variables, RCP, PUS, and PCI, 
should be included in the transfer function for domestic consumption (in the first panel of 
Table 4.11). As suggested by Hamilton (p. 651, 1994), the nonstationary variable, 
domestic consumption (QHM) is first differenced before estimation. The estimated 
transfer function indicates that the lagged effects of the change in domestic consumption 
on itself are weak. Generally, the input variable PUS plays a more significant role in 
predicting the change in domestic consumption than any other input variables. Although 
the structural interpretation on parameter estimates in the transfer function is limited, the 
equation indicates that the effects of milled rice price on the change in consumption are 
reasonable in sign except the one at time /-/. Estimation results also indicate that the 
MA part of the error process is an important factor for predicting the change in domestic 
consumption.
As for exports (QEX) (in the second panel of the table), the transfer function 
includes two input variables, RCP and PUS. The estimated transfer function shows that 
magnitudes of all parameter estimates except the intercept term range from 0.02 to 1.42 
in absolute value, indicating that all point estimates of coefficient are equally important 
in predicting rice exports. However, a closer look at /-statistics in the transfer function 
for QEX reveals that the point estimates of the autoregressive coefficient are of particular 
importance in predicting the dependent variable.
As for ending stocks (QES) (in the third panel of the table), the study took first 
difference to the series so as to have a balanced regression (Baneijee et al., 1993) before 
estimating the transfer function below. Examination of /-statistics in the transfer function 
for AQES reveals that input parameter estimates are generally insignificant However, a
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few observations are worthwhile. First, none of point estimates of coefficient except the 
intercept term is greater than one. In fact, all parameter estimates are very similar in 
absolute magnitude, reflecting an even contribution of input variables to predicting the 
change in ending stocks. It is also noticed that contemporaneous effects of the AR part 
in RCP and AQES, as well as PUS, on the change in ending stocks are positive; on the 
other hand, contemporaneous effects of MA part in RCP and PUS are negative.
The last panel in the table indicates that although many of point estimates in the 
FP transfer function are not significant at a conventional level, the parameter estimates of 
the MA part at time t and t-l in PUS are significant, indicating that contemporaneous and 
lagged information on PUS are valuable in predicting rough rice price. The cumulative 
effects of PUS on FP are positive and substantial. The parameter estimates of the 
autoregressive part in FP indicate that the lagged effect at time t-2 on the current farm 
price is not only greater but also more significant than the one at time t-l. This means 
that information on the historical price at t-2 is more useful in predicting rough rice 
prices than the previous price information. Examination of parameter estimates in 
disturbance terms reveals that the disturbance at time t-I is an important factor for farm 
prices.
In summary, all estimated transfer functions are well specified by various 
statistical criteria. First, examination of Q- statistics reveals that all residuals obtained 
from each transfer function are white noise. Secondly, Phillips and Perron unit root test 
results on the residuals obtained from each transfer function indicate that all residuals are 
stationary. In the next section the study used the transfer function models for ex-post 
forecasting simulation.
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4.4. Forecasting Performance Evaluation
The transfer functions in section 4.3 are used to generate forecasts of the supply 
side variables over the nine-year period from 1991 to 1999 (Table 4.12), and of the 
demand side variables as well as season average rough rice prices over the ten-year 
period from 1990 to 1999 (Table 4.14). The study included two other forecasting 
models: An ARIMA9 model and a large-scale structural econometric model for rice in 
order to compare and contrast the forecasting ability of the alternative models. The 
former is chosen because many earlier empirical works (Brandt and Bessler, 1984 and 
Hauser and Andersen, 1987, among others) have reported that a parsimonious ARIMA 
model better performs for short-term forecasts. The latter is a variation10 of the FAPRI 
model published in 1992 and is termed a SEM model.
Table 4.12 shows that the mean and variance of the acreage planted during the 
postsample period were 3.134 million cwt and 54.726 million cwt, respectively. 
Dynamic forecasts (forecasts of periods after the first period in the sample by using the 
previously forecasted values of the lagged left-hand variables and appropriately 
forecasted exogenous variables) from the SEM, ARIMA(4,0,2), and transfer function 
models are provided in the third and fourth columns in the table.
9 The Box and Jenkins methodology described in Chapter 3 and statistical model selection criteria, such as 
AIC, were adopted to find the best fitting model for the demand and supply sector variables and rough rice 
price. In other words, the research plotted an autocorrrelation function and partial autocorrelation function 
for each o f the variables and examined potential models for the best fit for the particular data. Then, with 
examination of the AIC values, the research selected the best-fitted model. The final models selected are 
ARIMA(4,0,2), ARIMA(4,1,5), ARIMA(5,0,5), ARIMA(4,1,4), ARIMA(4,0,3), ARIMA(4,1,4), and 
ARIMA(4,0,5) for acreage planted, yields, production, domestic consumption, exports, ending stocks, and 
rough rice prices, respectively. The empirical results o f the AIC were reported in Appendix 4.
10 To compare forecasting performance o f the TF model, the research included projections made Young’s 
(1993) in the FAPRI at the University o f  Missouri at Columbia. The econometric model in the thesis is 
almost identical to the FAPRI model published in 1992. The primary difference between the two models is 
that the SEM model used less numbers of dummy variables to structure the U.S. rice market than the 
FAPRI model. In addition, the thesis provided forecasts for variables in the demand and supply sides as
86
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The means of the forecasts generated by the three alternative models indicate that 
the TF model was the most unbiased forecasting model for acreage planted. The table 
also indicates that the SEM model shows the biggest differential between its variance and 
the actual variance of acreage planted. In general, the ARIMA model systematically 
generates forecasts below the actual values; on the other hand, the SEM model generates 
forecasts greater than the actual values over the entire simulation period. The TF model 
predicts the actual movements of the economic variable reasonably well (Figure I, 
Appendix 5).
In case of yields (YD), means of the forecasts generated from the three models 
are fairly close to the actual mean. As a matter of fact, each of the models considered 
generates a relatively low MAPE. Nevertheless, compared to the MAPE in the ARIMA
(4,1,5), the TF model reduces the MAPE greatly.
As for production (PD), the mean of PD during the postsample period was 179.1 
million cwt. The mean of the out-of-sample SEM forecasts was 197.3 million cwt, 
which is 18.21 million higher than actual mean of rice production in the postsample 
period. The mean of the out-of-sample ARIMA(5,0,5) model was relatively close to the 
actual mean compared to that of the SEM model. Table 4.12 also shows that RMSEs for 
each of the three models-TF, SEM, and ARIMA-were 11,097, 22,865, and 15,061, 
respectively, and the corresponding MAPE values were 4,79, 11.41, and 6.53. 
Comparison of the TF and SEM models indicates that the TF model leads to reductions
well as rough rice prices from 1990 through 1999 which were directly used for forecasting performance 
analysis for the current study.
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of RMSE and MAPE by 51.47% and 58.02%, respectively. These are much greater than 
an empirically significant level, 20% reduction11.
As a qualitative analysis, Table 4.13 indicates that the TF model follows the 
actual movements more closely than the two other alternatives for acreage planted,
Table 4.13. Turning Point Analysis of Dynamic Ex-post Simulation for Selected 
Models for Acreage Planted (APT), Yield (YD), and Production (PD), 
__________1989-99. _____  ____  ____
Turning
Point Variables
Elements APT YD PD
Models Models Models
TF SEM ARIMA TF SEM ARIMA TF SEM ARIMA
FI I 2 2 2 2 1 1 2 1 2
FI2 0 0 1 1 0 1 0 0 0
F13 0 0 0 0 0 0 0 0 0
F14 I 1 0 0 2 1 0 1 0
F21 0 0 0 0 0 2 0 0 I
F22 2 I 1 3 1 2 1 I I
F23 0 1 2 1 1 0 0 1 0
F24 1 1 0 0 2 0 1 0 0
F31 0 0 I 1 0 0 0 1 0
F32 0 0 0 0 0 0 I 0 I
F33 1 1 0 0 0 0 0 0 0
F34 0 0 0 0 1 I 0 0 0
F41 1 0 0 0 0 0 1 0 2
F42 0 1 1 0 1 0 I I 2
F43 0 0 0 0 0 0 0 0 0
F44 1 t 1 1 0 I 2 2 0
RAF 0.67 0.56 0.44 0.67 0.22 0.44 0.56 0.56 0.33
RWF 0.00 0.00 0.11 0.11 0.11 0.44 0.00 0.00 0.11
Note: RAF is a ratio of accurate forecasts, and RWF is a ratio of worst forecasts.
yields, and production. In other words, the TF model correctly predicts a change in
direction of actual acreage planted and yields 67 percent (i.e., RAF=0.67) of the time and
" A recent publication shows that by comparison of two competitive models, a decrease in RMSE by 20% 
is a statistically significant improvement in forecasting errors at the 5% level (P. 4 Rick Ashley, 2001).
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production 56 percent of the time.12 In fact, the differential between the accurate forecast 
ratio (RAF) of the TF model for rice yields and that of SEM is substantial. This 
differential is highlighted in Figure 2, Appendix 5.
Table 4.14 shows that consumption in the first column increases at a fairly 
constant rate, although there is one exception for this increasing trend (i.e., a time period 
between 1995 and 1996). However, both ARIMA(4,1,4) and SEM models 
systematically underestimate domestic consumption. By contrast, the mean of forecasts 
generated from the TF is very close to the actual mean. In fact, the TF model generates 
the lowest RMSE and MAPE, 2.90 and 2.21, respectively.
In the case of export (QEX), a close inspection of the table indicates that actual 
exports were never over 100 million cwt; the SEM model predicted values much greater 
than 100 million cwt for most forecasting horizons; the ARIMA(4,0,3) model generally 
underestimates U.S. rice exports. Neither the SEM model nor the ARIMA model 
generates forecasts that are closer to actual exports than the TF model does. 
Accordingly, the TF model has the lowest RMSE and MAPE (Table 4.14). Similar 
observation can be drawn from visual inspection of Figure 5, Appendix 5. The ARIMA 
model consistently generates lower values for the exports. Conversely, the SEM model 
generates forecasts much greater than the actual volumes for the entire period.
In Table 4.14, the average ending stocks (QES) in the ex-post sample period are 
27.82 million cwt. In fact, ending stocks each year do not deviate much from it. The 
table also indicates that the ARIMA(4,1,4) model generates forecasts which are far from 
actual ending stocks for the ex-post simulation period. By comparison, both TF and
12 These differences across models are clearly demonstrated in forecast plots, Figures I to 3, Appenix 5.
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SEM models generate forecasts relatively closer to actual values than the ARIMA model
(i.e., RMSEs of 4.75, 5.11, and 15.7, TF, SEM, and ARIMA, respectively).
For season average rough rice price (FP), table 4.14 shows that the mean and
variance of the farm price during the postsample period were $7.96/cwt and 1.09,
Table 4.15. Turning Point Analysis of Dynamic Ex-post Simulation for Selected 
Models for Domestic Consumption (QHM), Exports (QEX), Ending 
________ Stocks (OES), and Average Rough Rice Price (FP). 1989-99.__________
Turning
Point ___________________________ Variables________________________________
Elements QHM QEX QES FP
Models Models Models Models
TF SEM ARIMA TF SEM ARIMA TF SEM ARIMA TF SEM ARIMA
FI 1 0 0 0 1 I 2 I 1 I 4 I 1
FI 2 0 0 2 0 0 0 0 0 0 0 0 1
F13 0 0 0 0 1 0 1 0 0 0 1 1
F14 2 2 0 I 0 0 1 2 2 0 2 1
F21 0 0 0 1 0 1 1 1 0 0 0 1
F22 I 0 I I 0 2 0 1 2 3 1 0
F23 0 1 0 0 2 0 2 0 0 0 1 1
F24 I 2 2 1 1 0 1 2 2 0 1 1
F31 0 0 0 0 0 I 0 0 0 0 0 0
F32 0 0 0 1 I 2 1 1 1 0 0 0
F33 0 0 0 2 2 0 0 0 1 2 0 2
F34 0 0 0 0 0 0 0 0 0 0 2 0
F41 0 0 2 0 0 [ 0 0 0 0 0 0
F42 1 I 0 1 I 1 ") 1 0 0 0 0
F43 0 0 0 0 0 0 0 0 0 0 0 0
F44 4 4 3 I I 0 0 1 2 I 1 1
RAF 0.50 0.40 0.40 0.50 0.40 0.40 0.10 0.30 0.60 1.00 0.30 0.40
RWF 0.10 0.00 0.20 0.10 0.00 0.10 0.10 0.10 0.00 0.00 0.11 0.20
Note: See Table 4.13.
respectively. The means of the out-of-sample forecasts from SEM, ARIMA, and TF was 
$4.34, $6.16, and $7.96 cwt, respectively, suggesting that the TF model is the most 
unbiased model. General views on the forecasts in the three models (Figure 7, Appendix 
5) are that neither the ARIMA model nor the SEM model forecasts the actual pattern of
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the price movements during the ex-post sample period; and the TF model provides 
forecasts closer to the actual movements.
As a qualitative criterion, the 4x4 contingency table (Table 4 .IS) indicates that 
the TF model has the highest ratio of accurate forecasts for domestic consumption, 
exports, and farm prices13, indicating that the TF model follows the actual movements 
more closely than the two other alternatives. In particular, the TF model perfectly traces 
the actual price movements for the ex-post sample period (the ratio of accurate forecasts 
=1.00). One exception is that for ending stocks, the ARIMA model appears to trace the 
actual patterns of the variable fairly well.
4.5. U.S. Rough Rice Market Forecasts: 2000-10
Seven endogenous variables were forecasted through 201014. Forecasts were 
generated using the empirical transfer functions described in section 4.3 and provided in 
Table 4.16. To provide a comparative analysis over the period from 2000 to 2010, the 
research included the USDA and FAPRI projections for the seven variables.
In Table 4.16, the first row shows that the forecast generated from the TF model 
for the 2000 acreage planted would be decreased by nearly 14.61 percent to 3.02 million 
acres as producers respond to the depressed price in 1999 and the weak price 
expectations. Thereafter, the acreage planted in 2001 would be increased substantially in 
response to optimistic price expectations. Over the entire forecasting period, acreage 
planted is forecasted to range between 2.73 to 3.50 million acres, with the production 
level in 2010 being similar to the 1999 production level.
13 Similar observations can be drawn from visual inspection of Figures 4, 5, and 7, AppendixS.
14 To generate projections for rice variables, the research first predicted the exogenous variables, PCI, RCP,
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By comparison, the USD A and FAPRI models (the second and third row, 
respectively) provide projections for acreage planted with little variation. According to 
the USDA model, acreage planted for the periods from 2005 through 2009 would be at 
the same level, 3.1 million cwt.
These forecasts are plotted in Figure 4.4.A. The solid line depicts the forecasts 
generated from the FAPRI; the long dotted line, the USDA model; the short dotted line, 
the TF model. The FAPRI model predicts acreage planted with a very moderate 
variation over the next 11 years. However, the variation in acreage planted over the past 
ten years has been neither moderate nor small.
With the TF model, U.S. rice yields in Table 4.16 are projected at 5,655 pounds 
per acre in 2000, down by 200 pounds per acre from 5,866 pounds per acre in 1999. 
Rice yields are expected to increase substantially in 2001 (approximately 7.6 percent) 
compared to the previous year. However, as in the sample period from 1960 to 1999, a 
decline in rice yields in one year would be followed by an increase in rice yields in the 
next year for the entire forecasting period. Over the next decade, this pattern of ups and 
downs around a slightly upward trend line will continue, ranging from 5,655 pounds per 
acre to 6,116 pounds per acre.
In the USDA and FAPRI models, yields are projected to grow at about 0.5 
percent annually after marketing year 2001. The plot of forecasts generated from the 
three alternative models (Figure 4.4.B) reveals several differences between the national 
projections and the TF projections. First, U.S. yield growth for rice is expected to be 
much lower in the TF model than in the other alternative models. Secondly, according to 
the projections of the USDA and FAPRI models, yields in the following year are never
and PUS for the forecasting period from 2000 to 2010 using the best-fitted ARIMA models.
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Table 4.16. Projections for Annual Acreage Planted (APT, 1,000 cwt), Production 
(PD, million cwt), Yield (YD, pounds per acre), Domestic Consumption 
(QHM, million cwt), Exports (QEX, million cwt), Ending Stocks (QES, 
million cwt), Rough Rice Price (FP, S) from TF, FAPRI, and USDA 
Models: 2000-10.
Variables Years
Models 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
TF 3,015 3,487 2,928 3,502 2,733 3,493 2,753 3,339 2,904 3,199 2,951
APT FAPRI 3,070 3,290 3,420 3,410 3,410 3,400 3,390 3,380 3,360 3,350 3,320
USDA 3,100 3,200 3,200 3,200 3,200 3,100 3,100 3,100 3,100 3,100 3,000
TF 5,655 6,083 5,361 6,116 5,668 6,017 5,807 6,010 5,826 6,062 5,886
YD FAPRI 6,278 6,044 6,049 6,095 6,136 6,178 6,221 6,264 6,306 6,348 6,394
USDA 6,230 6,150 6,181 6,213 6,246 6,279 6,312 6,345 6,381 6,415 6,449
TF 199.3 205.6 213.7 232.7 223.5 234.1 249.1 246.8 256.5 268.7 269.7
PD FAPRI 191.1 196.9 204.4 205.4 206.6 208.0 208.6 209.2 209.7 210.1 210.0
USDA 190.2 195.2 196.2 1963 196.1 195.9 196.0 196.1 194.6 194.1 194.2
TF 128.8 127.3 134.3 142.6 152.0 163.6 177.0 188.0 204.0 218.2 233.6
QHM FAPRI 123.1 126.0 129.0 131.1 134.0 136.4 139.1 141.5 144.2 146.7 149.2
USDA 122.9 125.8 128.6 131.4 134.3 137.3 140.3 143.4 146.7 149.8 153.1
TF 91.56 77.27 83.81 85.78 76.90 76.72 77.75 75.53 76.65 77.60 75.46
QEX FAPRI 80.00 81.80 86.10 86.90 8530 84.80 83.30 82.20 80.10 78.70 77.10
USDA 80.00 80.00 78.00 76.00 73.00 70.00 68.00 65.00 60.50 57.00 54.50
TF 32.68 25.79 23.31 27.36 25.74 24.50 27.06 26.34 26.03 28.09 27.89
QES FAPRI 25.50 25.50 26.60 26.00 26.10 25.90 25.90 25.40 25.50 25.40 24.80
USDA 27.10 27.00 27.30 27.30 27.40 27.60 27.20 27.10 27.10 27.20 26.90
TF 5.88 8.92 9.83 7.55 8.88 9.17 8.02 8.83 9.00 8.24 8.86
FAPRI 5.78 6.29 6.55 6.96 7.05 736 7.41 7.69 7.80 7.99 8.21
USDA 6.00 6.10 6.27 6.45 6.62 6.79 6.99 7.17 7.34 7.51 7.71
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been smaller than the previous level. Nevertheless, all three models projected that 
average yields would greatly improve over the next decade.
Rice Acreage Planted
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Figure 4.4. Projections of Selected Models for Acreage Planted and Yields: 2000-10.
Total rice production from the TF model (Table 4.16) is forecasted to decrease 
from 206.03 million cwt in 1999 to about 199.32 million cwt rough basis in 2000, which 
represents a decrease of approximately 3.26 percent. The rice production would range 
between 205 and 234 million cwt during the rest of the forecasting period. In general, 
the rice production is forecasted to gradually increase over the entire projection period 
due to increases in acreage planted and yields. However, the USDA and FAPRI 
predicted U.S. rice production barely changed and little changed, respectively. These 
differences in projections are depicted in Figure 4.5.A.
In Table 4.16, domestic consumption in the tenth row is forecasted from the TF 
model to have increased to 122.77 million cwt in the 2000 marketing year from 121.40 
million cwt in the 1999 marketing year. This increasing trend will continue after year 
2001. In fact, total domestic consumption is projected to rise about 7.5 percent a year, 
reaching over 200 million cwt by 2010 marketing year. This upward trend in total
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domestic consumption is also projected from the USDA and FAPRI models. However, 
their projections are much more moderate than that of the TF model. In Figure 4.5.B, 
although the TF model appears much more optimistic of rice consumption than the other 
two alternatives, its projections are in line with a growing share of the U.S. population of 
Asian and Latin American descent, a greater emphasis on healthier life styles, and greater 
use of rice in processed and convenience foods. Hence, the projections of the TF model 
would not be too optimistic (i.e., simple average growth rate was 8.58% over the past 40 
years from 1960 to 1999).
Rice Production Domestic Consumption
300 300
250
250.
3 200 .58 OJe_o
100
100
YearYear
.F A P R I  T F  USDA |  F A P R I  T F  USDA |
Figure 4.5. Projections of Selected Models for Production and Consumption: 2000- 
10.
U.S. rice exports (Table 4.16) from the TF model are estimated to increase 2.6 
percent to 91.56 million cwt in 2000 from 89.20 million cwt in 1999. Generally, rice 
exports would remain in the range of 76-85 million cwt over the rest of the projection 
period, indicating that the record exports would occur in 2000. Both FARPI and TF 
models predict that the export volume in 2010 would be decreased at around 85 percent 
of the exports in 1999. USDA predicts a similar declining pattern in U.S. rice exports, 
although the USDA forecasts represent a much steeper decline in trade. The declining
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pattern in exports is depicted in Figure 4.6.A. The figure shows that predictions made 
from the TF and USDA models are markedly different at the end of the projection 
period; on the other hand, forecasts generated from the TF and FAPRI are congruent as 
the forecasting horizon increases.
Using the TF model, the study predicts that ending stocks (Table 4.16) would 
range between 23.31 and 32.68 million cwt over the forecasting period. Specifically, 
ending stocks in 2000 are expected to increase to 32.68 million cwt. After a peak in 
ending stocks in 2000, they are projected to decline slightly and remain around one third 
of the 1999 export volume for most forecasting periods. Similar observations are 
predicted from the FAPRI and USDA models, although the variation o f forecasts 
generated from the national models is much more moderate than that computed from the 
TF. In other words, over the projection period, substantial decreases in ending stocks 
would not occur (Figure 4.6.B).
Rice Exports Ending Stocks
100
90 .
JO.
5u
21 .g
70.5 26.
60.
09 10
Year Year
| F A f r h l  T F  USDA | | -------- F A P R I-------- T F -------- USDA |
Figure 4.6. Projections of Selected Models for Exports and Ending Stocks: 2000-10.
With the TF model, U.S. season average rough rice prices are projected to have 
declined 3.76 percent in 2000 to $5.88/cwt from $6.11/cwt in 1999 as a result of the
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highest acreage planted and production in U.S. history (Table 4.16). The season average 
price is projected to recover greatly to $8.92/cwt in 2001 and continue to increase to
Farm Price10
9
S
7
6
5
03 06 07 OS 09 1000
Year
|  FAPRI  TF  USDA
Figure 4.7. Projections of Selected Models 
for Farm Prices: 2000-10.
$9.83/cwt in 2002 as ending stocks decline, followed by the stronger domestic
consumption predicted. Thereafter, farm prices are projected to fluctuate between $7.55
and $9.17, at least a 23 percent increase in price compared to $6.11 cwt in 1999. USDA
and FAPRI provide similar projections on the price, a general upward trend after a
greatly depressed price level in 1999. Figure 4.7 reveals that the TF model provides a
more optimistic price range than the two alternative models.
4.6. Summary
This chapter has applied the structural econometric and time-series analysis 
approach (SEMTSA) of Zellner and Palm to the U.S. rough rice market to forecast seven 
rice variables. Before presenting the SEMTSA model for the rice market, the chapter 
provided descriptive statistics for the endogenous variables as well as three exogenous 
variables. Generally, variations in the supply sector variables, such as acreage planted.
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yields, and productions, are smaller than variations in the demand sector variables (i.e., 
domestic consumption, exports, and ending stocks).
Subsequently, emphasis was given to detect stochastic properties of the data by 
plotting each variable with its trend line as well as autocorrelation functions on the same 
graph. This integrated plotting practice shows a simple and convenient way to discern 
trend stationary process and nonstationary process in data. It carried out the more formal 
Phillip and Perron unit root test. Only three variables, rice yields, domestic consumption, 
and ending stocks, are found to be nonstationary. Hence, the study took first differences 
to the nonstationary variables for the SEMTSA approach.
Next, the chapter followed the SEMTSA approach in four steps: (1) a structural 
econometric model was constructed by incorporating the economic models presented in 
Chapter 3; (2) implied properties of transfer functions were derived from the structural 
econometric model; (3) transfer functions were estimated by using actual data; (4) 
inconsistencies between the implied and empirically estimated seven transfer functions 
were checked. The chapter showed that the implied and empirical transfer functions 
were conformable. As a result, the study used the estimated transfer functions to 
generate forecasts of the seven endogenous variables. To compare and contrast the 
forecasting performance of the transfer functions, the study included two alternative 
forecasting models, an ARIMA model and a large-scale structural econometric model.
The RMSE, MAPE, and the turning point analyses were used as quantitative and 
qualitative criteria in the evaluation of ex-post forecasts. The RMSE and MPAE 
evaluations showed that using the transfer functions results in the best model for all 
seven endogenous variables. The turning point evaluation revealed that the transfer
too
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functions followed the actual movements more closely than did the other models for all 
variables except ending stocks.
Finally, the chapter provided forecasts for the seven variables in the U.S. rough 
rice market for the period from 2000 through 2010. As for the supply sector, the TF 
model predicted an improvement in yields, a continuous expansion in production, and a 
steady level of acreage planted. The model also expected some variations in these 
economic variables. In particular, the historical fluctuations in acreage planted and 
yields were projected to continue. Regarding the demand sector and rough rice price, the 
TF model predicted a steep increase in domestic consumption, a moderate decline in 
exports, and a steady level of ending stocks. The average farm price was expected to 
increase at a minor rate after the year 2000.
To provide a comparative analysis, the study included the USDA and FAPRI 
projections through 2010. In general, the USDA, FAPRI, and TF models were congruent 
in directional movements in the seven variables (acreage planted, yields, production, 
domestic consumption, exports, ending stocks, season average rough rice prices) in the 
U.S. rice market, although the yearly variations of the projections generated from the first 
two models were much more moderate than those in the TF model.
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CHAPTER 5
A DYNAMIC RESPONSE ANALYSIS FOR THE U.S. ROUGH RICE MARKET
Considerable research has been published on large-scale structural econometric 
modeling of the U.S. rice market (e.g., O’Carroll and Traylor, Grant, Beach, and Lin, 
Watanabe, Stanton, and Willett, Adams, among others). The framework on which these 
econometric models quantify economic behavior of the U.S. rice market is based on 
theory and knowledge of economic and institutional characteristics. Economic 
relationships among rice market fundamental variables are complex. However, this is a 
data-rich market for which dynamic analysis would enhance our understanding of the 
workings of the market.
One area where dynamics play a natural role in understanding economic impacts 
is agricultural policy. Policy shocks may stimulate acreage responses which may take 
years to settle. Producer responses to changes in domestic or world conditions may also 
be gradual. Thus, the change is not simply a matter of instantaneous adjustment from 
one equilibrium to another as the classical static structural econometric models have 
assumed. On the contrary, the change may be a matter of adjusting between equilibria 
over a period of time, with the pattern and speed of the adjustment depending on the 
nature and degree of disequilibrium in the system.
The question of how to best model such responses has been a subject of 
continued research. Recent developments in multiple time series analysis provide new 
approaches to combine the structural characteristics of market models with stochastic 
processes that better represent available data. One such approach is the structural vector 
autoregressions (SVAR) of Amisano and Giannini (1997), which is an enhancement to
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the standard VAR approach of Sims (1980). Empirical evaluations of how well these 
approaches may work in explaining the dynamics of commodity markets are lacking.
The general purpose of this Chapter is to provide a comparative evaluation of 
VARs versus structural VARs for policy analysis and simulation via impulse response 
analysis (IRA). The contents in this Chapter are organized as follows. Section 5.1 
elaborates how to combine a structural relationship established in Chapter 4 with a vector 
autoregressive model to compute impulse response functions under alternative 
identification schemes. Section 5.2 provides an explanation of the expected impact that a 
shock to one rice market variable has on each variable in the model. In section 5.3, the 
study compares and contrasts impulse response functions (IRFs) computed from 
alternative models. Finally, section 5.4 summarizes the Chapter.
5.1. General Dynamic Model Specification
This section revisits the recursive structure of the U.S. rough rice market model 
developed in Chapter 4. The recursive system for the rice market includes seven
equations: acreage planted (APT), yield (YD), production (PD) for the supply sector;
domestic demand (QHM), export (QEX), and ending stocks (QES) for demand sector; 
and, lastly, average rough rice price (FP) (Watanabe, Stanton, and Willett). The general 
specifications for the rice market model can be written in the linear dynamic econometric 
model as follows1:
(5.1) APTt = 0 io + YiiAPTt-i+yi6QESt.i+yi7FPt-i + sn
(5.2) YDt = 020 + P2iAPTt + t029RCPt + e2t
(5.3) PDt =030 + P3iAPTt + P32YDt +e3t
(5.4) QHMt = 040 + P43PDt + YwQHMn + oi4gPCIt + o)4ioPUS t + £4t
(5.5) QEXt = 0so + p53PDt - Y56QESt-t + cosioPUSt + £51
(5.6) QESt = 060 + p63?Dt + P6sQEXt + y66QESt-i + £6t
1 Detailed specification was presented in section 4 3 .
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(5.7) FPt -  070 +  P75QEXt +  P76QESt +  E7t,
where PCI is per capita income, RCP is relative cost of production (i.e., the ratio of cost 
of production to expected farm price), and PUS is milled rice price in (5.4) and U.S. rice 
export price in (5.5).
In matrix form,
' I 0 0 0 0 0 o' APT, 1 V Yu 0 0 0 0 Y16 Yit" ' APT,., '
A, 1 0 0 0 0 0 YD, A 0 0 0 0 0 0 0 YD,,
A, f t : 1 0 0 0 0 PDt 03 0 0 0 0 0 0 0 PD,.,
0 0 Po I 0 0 0 QHM, = 0 . + 0 0 0 7*4 0 0 0 QHM,.,
0 0 A, 0 1 0 0 QEX, 0s 0 0 0 0 0 Y 56 0 QEX,.,
0 0 Po 0 Po 1 0 QES, A 0 0 0 0 0 Y 66 0 QES,.,
0 0 0 0 A s A * I . F p . . A . 0 0 0 0 0 0 0 . PP,-. .
'  0 0 o ' eI«"
0 cd29 0 e2l
0 0 0 PCI, ' E3,
f>4S 0 “ 4.0 RCP, + 4^,
0 0 o)JIO PUS, es,
0 0 0 E6,
0 0 0 .e7l.
In more compact matrix form,
(5.8) Boxt = 0 + T ixt.[ + Qzt + et
where xt is a vector of endogenous variables, APT,YD,PD,QHM,QEX,QES, and FP and 
zt is a vector of exogenous variables, PCI, RCP, and PUS. The vector et is assumed to 
consist of unobservable variables, which are interpreted as disturbances to the structural 
equations. The elements of the square matrix, Bo, are the structural parameters of the 
contemporaneous endogenous variables.
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By premultiplying (5.8) by B^', the system can be written as:
(5.9) x, = Bq' 9 + Bq1 r ix n  + Bq1 Oz,+ Bq‘ «*•
Assuming that the true lag length of the form in the system (5.9) is unknown but finite, 
the system can be rewritten as a VAR model:
(5.10) xt = 0' + A iXm + ... + ApX^ + et, t = 0 ,1,2, . . . ,
where 0' = B '19, e, = B '1 et, and Aj = B '1 H. xt = (APT,YD,PD,QHM,QEX,QES,FP)' is 
a (7x1) random vector, the Aj are fixed (7x7) coefficient matrices, 0 = (0i,..., ©7)' is fixed 
(7x1) vector of intercept terms allowing for the possibility of a nonzero mean E(xt), and 
et = (eit,...,e7t)' is a seven-dimensional vector of identically independently and normally 
distributed errors with zero mean and covariance matrix Ze (that is, et ~ M (0,2^). The 
covariance matrix Z« is assumed to be non-singular and a 7x7 symmetric positive definite 
matrix.
Notice that exogenous variables typically do not appear in the VARs (5.10) 
because Sims (1980) argued forcefully against exogeneity. It was argued that economic 
theory is usually not very informative on whether or not economic variables are truly 
exogenous in the economy. In addition, the identification schemes of multiple 
econometric models via exogenous variables are considered debatable in identifying 
restrictions.
All variables were tested for unit roots (Phillips and Perron, 1988). It was found 
that three variables, YD, QHM, and QES, follow a non-stationary process which usually 
complicates estimation [the non-stationary variables were tested for 1(2), and the results 
ensured that the variables are 1(1)]. In general, there are two options for estimation. The 
first is to estimate the VAR model in levels and rely on the conventional t- and F-
105
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
distributions for the construction of the test statistics regarding the validity of exclusion 
restrictions. This method produces estimates that are consistent but inefficient.
The second method takes into account the presence of non-stationarity and 
differences, all the non-stationary variables prior to estimation. This has the advantage 
o f producing robust test statistics. Both procedures are used in empirical work given that 
the literature is not specific enough on which one may work better in small samples. 
Thus, the current research employs both the VAR in levels and in differences (DVAR) 
for comparative analysis.
Once a VAR model has been estimated, the residuals are separated into 
orthogonal shocks using the Choleski decomposition. This decomposition finds the 
unique lower triangular matrix P such that
(5.11) 2e = PP'
where Sc is the variance-covariance matrix of the residuals.
Although a different Choleski factorization exists for each ordering of the 
variables in the VAR, equation (5.11) imposes a recursive structure on the 
decomposition. Furthermore, this Choleski factorization enforces a contemporaneous 
relationship among the endogenous variables into a fully recursive system as follows:
(5.12) e APTt =  E n
(5.13) e YDt “  ^ i e APTt +  S2t
(5.14) e PDt =  ^2 e APTt +  ^3 e YDt+  E3t
(5-15) e QHMt ~  ^4 e APTt +  ^5 e YDt +  ^6 e PDt + S4,
(5.16) e QEXt “  ^7e APTt +  ^8 e YDt +  ^9 e PDt + ^ I0 e QHMt + ESt
(5.17) e QESt =  ^ l i e APTt +  ^12e YDl + ^13e PDt ■f h  c  14 QHMt t’ ^15e QEXt+  E6t
(5.18) e FPt ~  ^16e APTt +  *517e YDt +  ^ I8 e PDt:+  ^ l9 e QHMt +  ^20e QEXt +  ^ 2 ie QESt +  S7t.
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More compactly,
(5.19) Et= B-'0et.
It is worth noting that the contemporaneous relationships among the endogenous 
variables above are far from those considered in the structural econometric model. In 
fact, Cooley and Leroy (1985) criticize the use of the standard VAR to analyze policy 
responses. The shocks considered in the VAR are not structural in nature but simply 
arbitrary linear combinations of the underlying structural disturbances. That is, if the 
Choleski factorization is truly atheoretical, the structural interpretation cannot be given to 
the orthogonalized shocks and the Choleski factorization, which decomposes the 
variance-covariance matrix of residuals.
Responding to this criticism, the current study employs a structural VAR which 
utilizes contemporaneous and structural relationships among the variables from the 
economic model and data-coherent properties. Specifically, based on the economic 
model described in Chapter 3, a contemporaneous relationship can be described as 
follows:
(5.20)
* 1 0 0 0 0 0 0' 'APT, '
A. 1 0 0 0 0 0 YD,
A, 033 1 0 0 0 0 PDt
0 0 043 1 0 0 0 QHM,
0 0 0* 0 1 0 0 QEX,
0 0 P63 0 065 1 0 QES,
0 0 0 0 075 076 1 .  FP. -
It is the contemporaneous structural relationship (5.20) that dictates the relationship 
between the residuals and structural shocks given by2:
2 Notice that main difference between a system of equations 5.12-5.18 and 5.21-527 is that the latter 
system imposes a restriction on the relationship between the residuals and structural shocks. This
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(5.21) e APTl =  E u
(5.22) e YDt “  P i e APTt +  E2t
(5.23) e PDt “  ^2®APTt +  P 3eYDt+  E3t
(5.24) e QHMt “  ^4®PDt+  E4t
(5.25) e QEXt “  P se PDt +  E5t
(5.26) e QESt “  ^6®PDt +  P ?e QEXt +  E6t
(5.27) e FPt “  P8e QEXt +  P ^ Q E S t +  E7t
where eu is the unrestricted VAR residuals and Sjt is structural shocks, i = APT,.. FP. If 
the parameters3 in Bo are known, then the response of X to a shock could be calculated 
from the estimated VAR, and the structural shocks could be derived from the estimated 
residuals as:
(5.28) st =B-'e, .
An evaluation of the nature of dynamic relationships inherent in estimates of a 
VAR model is best pursued using impulse response analysis. Specifically, by Wold’s 
decomposition theorem, a VAR representation of (5.10) can be transformed into a vector 
moving average (VMA) representation, which allows the time path of the various shocks 
on the variables contained in the VAR system to be plotted. Specifically, the moving 
average representation of equation (5.10) can be written as follows:
restriction is directly from the structural model. This is where the term, ‘structural” comes from for 
structural VAR.
3 For the estimation of the structural coefficients (B0-matrix) in the SVAR model, this study used the 
RATS procedure, “BERNANKE.SRC” written by Doan (1992). This routine requires three user-defined 
parameter names, for instance, “sigma,” “pattern,” and “factor.” Sigma is the covariance matrix o f the 
residuals. Pattern is related to the estimation o f structural coefficients. More specifically, pattern is a name 
o f an N x N matrix (N = number of variables in the system) that users should feed to complete the routine. 
In other words, researchers need to set up an N x N pattern array with I ’s and 0’s to indicate where 
researchers impose the free coefficients in the Bo matrix. The routine assumes l ’s on the diagonal in the N 
x N matrix. For instance, a pattern matrix in this study is a 7x7 matrix with replacement o f Ps for ail P’s 
in (5.20) and l ’s on the diagonal. Of course, this restriction stems directly from contemporaneous 
structural relationships of study. Lastly, after the appropriate matrix is named and defined, the routine 
saves the estimated structural coefficient under the name o f factor.
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(5.29) xt = |i + Z'l'-e,.. >
«*o
(5.30)
3e,
where p. is the deterministic part of xt. The matrices T , are impulse response functions, 
which describe the response of an endogenous variable to one of the innovations et.
More specifically, it traces the effect on current and future values of the 
endogenous variable of a shock to one of the innovations. If the innovations, for 
instance, are not correlated with each other, interpretation is straightforward; en is the 
innovation of the variable Xu, say acreage planted, and e2t is the innovation of variable 
X2t, say yield. Hence, the impulse response functions for e2t measures the effect of a 
shock in yield in current period on current and future acreage planted and yield.
However, the innovations are usually correlated in empirical data (Hamilton, 
1994). In other words, the VAR innovation et in impulse response functions (5.30) is a 
linear combination of the structural disturbances, which are uncorrelated. Therefore, 
often times the VAR innovations are orthogonalized by a Choelsky decomposition so 
that the covariance matrix of the resulting innovations is diagonal. Specifically, 
orthogonalized impulse response functions for the standard VAR are given by:
(5.31) y ,  B-r'0
where BR0 is a 7x7 matrix obtained from the VAR specification.
In agricultural commodity modeling, orthogonalized impulse response functions 
in the VAR model have been used to address price dynamics, market integration, and 
macroeconomic impact on commodity price (Goodwin, Schnept, and Dohlman, 2001; 
Vickner and Davies, 2000; Bessler, 1984, respectively). In the current study, emphasis
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is, however, on modeling dynamic relationships in the U.S. rice market using 
orthogonalized impulse response functions that utilize a structural relationships revealed 
in the market. More specifically, orthogonalized impulse response functions for 
structural VAR are:
(5.32)
where Bq‘ is a 7x7 matrix obtained from the specification (5.28) in the SVAR model.
5.2. Expected Economic Impacts
The purpose of this section is to summarize the expected net effect o f a change in
one economic variable on other economic variables in the system in order to have an
economic basis that can be used to assess the empirical impulse responses. Pairwise
expected signs in economic variables in the U.S. rough rice market are summarized in
Table 5.1. The letters, “+” indicate that each of the economic variables in the column is
Table 5.1. Expected Net Effects of Seven Economic Variables, Acreage Planted 
(APT), Yields (YD), Production (PD), Domestic Consumption (QHM), 
Exports (QEX), Ending Stocks (QES), and Rough Rice Prices (FP) in the 
U.S. Rough Rice Market.
Increase
in
Net Effect 
on
FPAPT YD PD OHM OEX OES
APT + + + + +
YD + + + + + + -
PD — — + + + + —
QHM + + + + - - +
QEX + - + + + - +
QES - - - + + + —
FP + + + — — + +
Note: indicates that the each of the economic variables in the column is expected to have a positive
net effect on the corresponding variable considered in the row and represents a negative 
effect in the same manner.
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expected to have a positive net effect on the corresponding variable considered in the row 
and represents a negative effect in the same manner. Notice that the economic logic 
for the elements along the diagonal is not provided in the following sections since the net 
effect of a positive change in one economic variable on itself is obvious—positive.
5.2.1. Effects of an Increase in Acreage Planted
An increase in acreage planted is expected to have a negative impact on yields per 
acre. The rationale for this negative relationship assures that the available good land 
(fertile soil) declines as acreage expands and that rice farmers bring more and more non­
productive marginal land into rice production [This is a derived result from the economic 
model for yields (3.7) i.e., (3YD/3APT) <0]. Thus, yields per unit of land are likely to 
drop (Jolly, Fielder, and Trayler, 1981 and Watanabe, Stanton, and Willett, 1990).
The effect o f an increase in acreage planted on production is expected to be 
positive. Total production is just a multiplication of acreage harvested and yields. Given 
a high correlation between acreage planted and harvested, an increase in acreage planted 
induces a proportional increase in production [as in the economic model for production 
in (3.9) i.e., (0PD/0APT)>O].
Following an increase in acreage planted and thus production, domestic rice 
consumption is likely to increase. This positive relationship may be an explanation to the 
empirical observation that rice products, especially in processed food such as cereal, 
baby food, and pet food, have been developed as alternative consumption products (Setia 
etal., 1994).
Exports have been an important marketing channel for excess supply of domestic 
rice after the government implementation of the Agricultural Trade Development and
in
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Assistance Act in 1954. With an increased area planted and thus production, it is likely 
that more rice is available for exports. Thus, a positive relationship is expected between 
acreage planted and exports.
As acreage planted increases, the quantity supplied increases. Consequently, the 
ending stocks become larger unless more demand keeps pace with supply. Such a 
positive relationship between the quantity of rice supplied and ending stocks was 
observed particularly in the beginning of the 1980s. This positive relationship was the 
major reason for the introduction of the acreage reduction program (ARP) as a supply 
control method to reduce a massive accumulation of rice ending stocks in 1982.
Following an increase in acreage planted, a higher level o f supply in a given year 
causes prices to fall, as postulated in market equilibrium condition. Thus, acreage 
planted and farm prices are likely to have a negative association.
5.2.2. Effects of an Increase in Yields
Neoclassical production theory suggests that the net effect of an increase in yields 
on acreage planted is positive (Debertin, 1992). That is, with current price level 
unchanged, an increase in yields encourages farmers to plant more rice so as to increase 
their total production (or total revenue) in a given year.
Given the close correlation between yields and production, an increase in yields 
ideally induces a proportional increase in production, holding area planted constant. As a 
result, the increased production of rice encourages exports. Thus, it is expected that 
yields are positively related to exports.
Ending stocks reflect an interaction between current total demand and total 
supply. Since production is significantly influenced by yields, the current rice supply is
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likely to expand substantially following an increase in yields. With higher total supply, 
the ending stocks may be larger unless more rice is demanded to absorb the surplus. 
Therefore, an increase in yields leads to an increase in ending stocks holding everything 
else constant.
With higher yields, the profit-maximizing farmer will bring more and more land 
into production. Consequently, there will be a surplus in the market unless more rice is 
demanded both in the domestic market and in the export market. Hence, supply is large 
relative to use, and prices tend to decline as ending stocks accumulate. Therefore, yields 
are inversely related to the price of rice.
5.23 .  Effects of an Increase in Production
Acreage planted has been largely driven by expected prices and institutional 
factors (i.e., marketing loans and direct transition payments). Annual crops, such as rice, 
exhibit time lags between planting and harvest for the marketing year. With large 
production in the current marketing year, farm price for the next year is expected to be 
lower, holding total demand constant. Thus, an increase in production in the current 
marketing year discourages farmers from planting more rice in the next period.
The net effect of an increase in production on yields is expected to be negative. 
As more and more land is brought into production, the yields per acre are expected to 
decrease. This could be a result of inclusion of less productive land in the total acreage 
planted as well as the wide distribution of managerial effort over large areas.
Given the close correlation between acreage planted and production, similar 
economic effects of an increase in production on domestic consumption, exports, ending 
stocks, and farm prices are expected. In other words, an increase in production leads to
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an increase in domestic consumption, exports, and ending stocks and a decrease in farm 
prices.
5.2.4. Effects of an Increase in Domestic Consumption
An increase in domestic consumption may indirectly affect acreage planted via 
direct consumption effects on farm prices. In other words, with the current supply fixed, 
the increased demand renders farmers more optimistic about prices in the following 
marketing year. With higher expected farm prices, farmers would plant more rice so as 
to materialize higher profits. Thus, it is likely that domestic consumption positively 
affect farmers’ acreage planting decisions in the subsequent period.
Provided that U.S. rice enters the world rice market as residual rice-a surplus to 
the domestic consumption-, an unexpected increase in domestic rice consumption is 
likely to reduce U.S. exports in the world rice market. Thus, the net effect of an increase 
in domestic consumption on exports is expected to be negative.
The net effect of an increase in domestic consumption is expected to reduce 
ending stocks. In other words, with higher demand in the domestic market, more rice is 
provided by either ending stocks or expansion of rice production. Since the expansion of 
rice production requires long-term planning and capital investment, it is much more 
likely for the ending stocks to absorb the unexpected increase in domestic consumption.
Clearly, demand theory distinguishes movements along the demand curve from 
shifts in demand. The former dictates an inverse relationship between price and quantity 
consumed in the market. The latter postulates a net effect of a positive consumption 
shock on the farm price. An unexpected increase in demand is considered to be an 
upward shift in the demand and consequently increases the level o f farm price. Thus, the
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net effect of an increase in domestic consumption on farm prices is positive [This is a 
direct result from farm price specification in (3.16) i.e., (5FP/5QHM)].
5.2.5. Effects of an Increase in Exports
An increase in exports leads to a lagged increase in acreage planted or a reduction 
in ending stocks. Given that supply is predetermined for the current marketing year, any 
additional demand, such as an increase in exports, must be satisfied either by a reduction 
in the ending stocks or by planting more rice.
An increase in exports reduces buffer stocks between production and 
consumption. This transmits a signal to farmers that there is an excess demand for U.S. 
rice. Consequently, production is likely to be increased. Therefore, an effect of an 
increase in exports on rice production is expected to be positive.
The net effect of exports on the subsequent year’s domestic consumption is 
expected to be positive. Supposition of the positive relationship between exports and 
domestic consumption is that an increase in exports gives rice producers positive 
incentives for planting more rice, leading to higher production. Subsequently, this 
increased production is equally likely to be consumed in the domestic market (i.e., in the 
form of processed food) and in international markets.
Inverse relationships are expected between rice exports and ending stocks. The 
U.S. rice that enters the world rice market is surplus to the needs of domestic consumers. 
An increase in demand in the export market should have an important effect on rice 
ending stocks since the supply for rice is predetermined for the current marketing year. 
In other words, an increase in exports for U.S. rice causes the ending stocks to fall below 
the expected level.
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Like other annual crops, rice supply is considered fixed because supplies 
available during a particular marketing year remain constant. Given a predetermined 
supply, an unexpected increase in export demand shifts the downward sloping demand 
curve to the right, increasing farm price [as in rough rice specification in (3.17) i.e., 
(3FP/5QEX)].
5.2.6. Effects of an Increase in Ending Stocks
A large carry-over stock of rice from one year to the next is a good indicator that 
the supply of rice was greater than the total quantity demanded in a given year. Thus, the 
expected farm price would be lower. With a lower expected farm price, farmers tend to 
plant less rice or look for a high-price-yielding substitute. Thus, a net economic effect of 
an increase in ending stocks on subsequent acreage planted and production is negative.
An increase in ending stocks--an accumulation of rice in the market-sends a 
strong signal to the farmers that they should plant less so as not to create a glut on the 
market that will suppress farm price. With lower expected farm price, farmers are 
unwilling to capitalize on new-higher-yielding varieties and to adopt better methods of 
pest control to improve yields. Thus, a net effect of a positive ending stock is to reduce 
yields.
Following an increase in ending stocks, domestic rice consumption is likely to 
increase. With a glut in the market, the price of rice decreases. Demand theory suggests 
an inverse relationship between price and consumption. When the price of rice falls, the 
consumption of rice rises, or vice versa.
As for the net effect of an increase in ending stocks on exports, a positive 
relationship is expected. Provided that U.S. rice in the world market is residual rice from
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the domestic market, a positive ending stock induces more rice exports. Therefore, a net 
effect o f increased ending stocks is to encourage U.S. exports.
For an annual crop like rice, ending stocks reflect the relationship between total 
supply and total consumption during the marketing year. If supply is almost the same as 
total consumption, ending stocks will be reduced, and the season-average farm price 
tends to rise. Conversely, if supply is large relative to use, ending stocks will be larger, 
and the season-average farm price tends to be lower.
5.2.7. Effects of an Increase in Farm Prices
A farmer who anticipates that the price of rice will be above normal will expand 
his planting area (and production) to increase his or her total revenue; on the other hand, 
if the farmer expects a price below normal, he or she will plant less. Thus, farm price 
and acreage planted are expected to have a positive relationship [This is directly related 
to the economic model for acreage planted in (3.4) i.e., (3APT/3FP)>0], as would the 
farm price and production.
An improvement in rice prices is likely to increase rice yields. A high price 
means that farmers are able to increase productivity so as to materialize on high profits. 
In other words, as farmers anticipate price increases, they are expected to use higher 
levels of fertilization and pesticides, which tends to increase yields.
The classical theory of demand for a commodity indicates that, given consumers’ 
tastes and preferences, the quantity taken is influenced by its own price-an 
increase/decrease in rice price renders consumers willing and able to buy less/more at 
each price. Thus, a net effect of an increase in farm prices on domestic consumption is 
likely to be negative.
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The demand for exports of U.S. rice is equivalent to the summation of all foreign 
importing countries for U.S. rice. Thus, it is appropriate to consider the effect of price on 
rice exports by taking into account the U.S. price relative to each of the importing 
countries’ prices. Holding the prices in those importing countries unchanged, one can 
reasonably expect that an effect of a positive farm price on the U.S. rice exports would be 
negative.
In response to an increase in farm price, profit-maximizing farmers are likely to 
increase acreage planted so as to increase revenue. As a result, the market might 
experience a glut. That is, when supply increases relative to a stable domestic 
consumption, the result is higher ending stocks.
S3. Comparative Evaluation of Impulse Response Functions
In the past two decades there has been substantial progress in performing 
dynamic simulations using vector autoregressive (VAR) models. In the applied 
economic literature, the VAR approach certainly enables us to understand more about the 
effects o f innovation of one variable on the other economic variables than we did twenty 
years ago. However, from a methodological point of view, previous research has not 
reached a consensus and still needs to search for an appropriate way to identify structural 
shocks. Thus, the goal of this section is to examine and compare the effects of various 
economic shocks from three alternative models for market fundamental variables for 
U.S. rice.
With time series data, whether the series is integrated or not is related to the 
question of whether the regression is “balanced.” To characterize the dynamics in terms
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of a “balanced” vector autoregression (some authors4 strongly prefer a balanced 
regression to an “unbalanced” one in the system), the current study takes appropriate 
differencing to nonstationary variables in the system. This is because if the true process 
is a VAR in differences (DVAR), then differencing should improve the small-sample 
performance of point estimates of the impulse response functions (Hamilton, 1994). 
Thus, the research examines a VAR with nonstationary variables in differences 
(hereafter, DVAR model) as well as a VAR in levels (VAR model).
The other model considered in this research is a structural VAR model. Some 
authors like Bemanke (1986), Orden and Fackler (1989), Gordon and Leeper (1994), 
Amisano and Giannini (1997), and Bemanke and Mihov (1998) at least partially abandon 
the recursive identification assumption. In this type of approach, an explicit structural 
model that relies on theoretical models is used to specify simultaneous interactions 
among variables in the system. For example, Bemanke and Blinder (1992), Gordon and 
Leeper (1994), Christiano, Eichenbaum, and Evans (1994; 1996), Strongin (1995), and 
Amisano and Giannini (1997), among others, suggested their own identification schemes 
that can be rationalized by various economic and institutional factors.
5.3.1. Impulse Response Functions for the Rice Market
Based on specifications (5.31) and (5.32), the impulse response function was 
simulated over time using each of three models, VAR, DVAR, and SVARs,5 with lag
4 The term, “balanced” refers to a desirable feature that variables involved in the regression are o f the same 
order. On the other hand, “unbalanced” regression, for example, involves regressing 1(0) on 1(1) which 
leads to misleading inferences (Mankiw and Shapiro, 1985; Baneijee and Dolando, 1993; Enders and 
Hum, 1994).
5 For VAR and DVAR models, the Wold causal ordering for the Choleski decompostion is acreage planted 
(APT), yields (YD), production (PD), domestic consumption (QHM), exports (QEX), ending stocks (QES), 
and rough rice price (FP). For the SVAR model, the approach o f Amisano and Giannini was adopted for 
identification. More specifically, the over-identified /Ifl-model in section 3.2.5.3, with A being a diagonal 
matrix and exclusion restrictions on the off-diagonal elements o f the B matrix was adopted.
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length one6. This section carries out comparative analysis of impulse response functions 
so as to investigate the effects of various primitive shocks on the variables in the system 
o f the three alternative models. More specifically, the study tries to answer the following 
questions:
(i) How similar are point estimates across models?
(ii) Does one model present impulse response functions more reasonably close to 
what the economic logic suggests for the U.S. rice market than others?
Each of the variables in the system of VAR, DVAR, and SVAR was shocked by a 
positive-one-standard error of the historical innovation of each variable in the system. 
The impulse responses of each variable were standardized by the standard deviation of 
the forecast errors of each series. Since the system includes seven endogenous variables, 
49 impulse response functions are drawn and reported in Figures 5.1 to 5.7. In the 
figures, the solid line represents impulse responses derived from the SVAR, the long- 
dotted line indicates responses from the DVAR model, and the short-dotted line shows 
the corresponding impulse responses derived from the VAR in levels.
53.1.1. A Shock to Acreage Planted (APT)
The initial effects of a one-standard-deviation shock in acreage planted (APT) are 
sharp and significant increases in acreage planted and rice production and decreases in 
yields across models. Both the DVAR and SVAR models imply that the effects 
eventually die down and the variables in the supply side return to their initial equilibrium 
levels (Figures 5.1.A, B, and C). This is consistent with economic logic that following 
an increase in acreage planted and greater production, the market would face a situation
6 For lag length selection, the statistical criteria AIC, SBC, and HQ were used. The criteria chose lag 
length one as optimum.
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of excess supply or a greater ending stocks. As area planted increases, yield per acre 
would drop due to rice farmers’ constrained resources. By contrast, the
TOT
■Oj .
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0.4  .
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DVAR
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Figure 5.1. IRFs in VAR, DVAR, and SVAR: Shock to Acreage Planted (APT).
VAR model indicates that the positive APT shock would increase the levels of yield and 
production.
Once the positive shock is over, the initial responses of domestic consumption 
and exports are positive (Figures 5.1.D and E). Afterward, the effects of the structural 
shocks rapidly decrease in the DVAR and SVAR models, indicating that the shock does
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not have lasting effects on the variables in the demand side. On the contrary, the effects 
o f the shock are permanent in domestic consumption and ending stocks in the VAR 
model (Figures 5.1.D and F).
Figure S.l.G shows that the initial responses of rough rice price to the positive 
shock are negative across models. Clearly, the VAR, DVAR, and SVAR models indicate 
that the positive shock suppresses rough rice price, which is an expected result, and the 
effects gradually decay to zero. However, it is shown that the positive shock in the VAR 
and DVAR models contemporaneously suppress the rough rice price much greater than 
implied in the SVAR model.
5.3.I.2. A Shock to Yield (YD)
The responses of the supply-side variables (Figures 5.2.A, B, and C) to a positive 
yield (YD) shock reveal considerable differences across models. For the SVAR model, 
the effects of the YD shock are temporary (Figure 5.2.B). The effects on acreage planted 
and production are always positive. In fact, acreage planted and production reach a 
plateau above zero after three periods, indicating that the economic variables reach new 
and higher equilibrium levels (Figures S.2.A and B), which is indeed implied by the 
economic logic. Conversely, there are immediate declines in the effects of the shock on 
acreage planted and production in the DVAR and VAR models, although the subsequent 
effects are permanently positive after approximately three periods.
As for the responses o f the variables in the demand side, the SVAR model 
indicates that the initial effects o f the behavioral shock on domestic consumption and 
ending stocks are positive and temporary; however, the effects on exports are positive
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and permanent. For the VAR and DVAR models, the shock effects on all the variables 
in the demand side are persistent for a long period. For instance, the maximal effect of
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Figure 5.2. IRFs in VAR, DVAR, and SVAR: Shock to Yields Per Acre (YD).
the shock on domestic consumption in the VAR model does not occur until four periods 
and remains positive for the rest of the horizon reported.
In the VAR and DVAR models, the shock suppresses rough rice price. The 
effects gradually decline and eventually die out which are more likely to occur on the 
following basis. Given an increase in yield, a farmer will bring more land into
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production to increase his or her revenue. Consequently, supply is large relative to use. 
Prices tend to decline. In contrast, for the SVAR model the response of the FP is positive 
before the FP returns to its initial equilibrium level, which is not an expected result. 
5J.13. A Shock to Production (PD)
Figure 5.3 provides seven impulse responses to a one-standard-deviation 
production (PD) shock from the VAR, DVAR, and SVAR models. Given the biological 
aspects o f the production process, most impulse responses to a shock in production are 
expected to have patterns similar to those impulse responses to a shock in acreage 
planted.
As for the SVAR model, the positive PD shock renders the levels of the acreage 
planted and production permanently higher (Figures 5.3.A and C); for the VAR model, 
permanently lower; and for the DVAR model, unchanged in the long run. In all three 
models, there is no immediate response of yield to the PD shock (Figure 5.3.B). 
However, the positive PD shock generates maximal negative impact on the yields with 
one lag.
In case of the responses of the variables in the demand, the DVAR and SVAR 
models imply that the PD shock on domestic consumption and ending stocks does not 
last long (Figures 5.3.D and F). Conversely, the VAR model indicates that domestic 
consumption and ending stocks are permanently lower after the shock is over. This 
negative response is not expected in that an increase in production is likely to consume in 
consumption channels. The consumption channels for U.S. rice include exports and 
ending stocks as well as domestic consumption.
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In response of rice exports, the shock induces an increase of approximately 0.25 
standard deviations in exports for DVAR model (Figure 5.3.E). As for the SVAR and
as .
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figure 5.3. IRFs in VAR, DVAR, and SVAR: Shock to Production (PD).
VAR models, the initial shock yields a similar magnitude of point estimates at the first
period. Over the rest of the time periods, there exist marked differences in responses in 
the SVAR and VAR models. For instance, U.S. rice exports in the VAR model decrease 
sharply and then reach a plateau at a new, lower equilibrium level. By contrast, the 
response of exports in the SVAR model is always positive and the volume of exports
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does not return to the initial equilibrium level. Instead, exports reach a new and higher 
equilibrium level in the SVAR model, which is an expected result.
By close inspection, the initial response of farm price (or rough rice price) to the 
PD shock is negative in the VAR, DVAR, and SVAR models, although the point 
estimates are different across the models (Figure S.3.G). In the case of the SVAR model, 
the shock in PD results in a negligible decrease in the price at the initial period. Then, 
the response gradually increases and decays to zero after approximately the ninth period. 
For the DVAR and VAR models, the negative effect of the PD shock on farm price is 
much stronger at the initial period than the one implied from the SVAR model. In the 
VAR model, farm price rises at the second period and subsequently falls to a new 
equilibrium path within one year-a permanent decrease in farm price which is an 
expected result as excess supply is prevalent following an unexpected increase in 
production. For the DVAR model, after the initial negative response, farm price rises, 
remains for a while higher than its initial level, and eventually returns to its initial 
equilibrium.
5.3.I.4. A Shock to Domestic Consumption (QHM)
A positive shock to QHM is followed by an increase in acreage planted and 
production in the VAR, DVAR, and SVAR model (Figures 5.4.A and C). This result is 
in line with the economic logic that following increased domestic demand, more rice 
must be provided by either ending stocks or expansion of rice production. The effects 
sharply increase and the maximal effects occur at the second period in the DVAR and 
VAR models; the effects gradually increase and the maximal effects occur at the fifth 
period. Afterwards, the effects decline.
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The effects of the positive QHM shock on yield in the VAR model (Figure 5.4.B) 
are strongly positive for the entire horizon reported, indicating that the once-and-for-all
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(QHM).
shock permanently increases yields. This is unrealistic since empirical data indicate 
stagnant improvements of U.S. average yields over the several decades. Instead, the 
effect is more likely to be temporary, as shown in SVAR or DVAR models, and rice 
yield returns to its initial equilibrium level after the shock is over.
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For the demand-side variables, the initial response of exports to the positive 
QHM shock in the VAR and DVAR models is strongly positive, inconsistent with an 
economic logic. After approximately three periods, exports in the DVAR model decline 
but reach a new, higher equilibrium level. In the VAR model, exports actually fall below 
zero after the maximal effect. The SVAR and DVAR models indicate similar responses 
of exports to the shock, although the point estimates o f the response in the DVAR model 
are much greater than those in the SVAR model.
In the case of the response of ending stocks, the DVAR model indicates that the 
shock immediately reduces the level of ending stocks, the effects quickly turn to be 
positive for a period, and then ending stocks reach a new, lower equilibrium level (Figure
5.4.F). However, it is more likely that the temporary positive shock in domestic 
consumption pushes the level of ending stocks down for a short period of time, and 
ending stocks return to the initial equilibrium level as shown in the SVAR model.
The response o f farm price to the positive shock in consumption in the SVAR 
model is positive, reflecting a right shift in the demand curve. On the contrary, the VAR 
and DVAR models indicate that the increase in consumption initially induces a marked 
decrease in farm price. The negative response is prevailing for most of the time reported, 
inconsistent with economic logic.
5.3.1.5. A Shock to Exports (QEX)
The response of acreage planted and production to the positive export (QEX) 
shock is positive in the SVAR and DVAR models (Figures 5.5.A and C). This positive 
response is in line with the fact that, given the supply predetermined for the current 
marketing year, any additional demand, such as an increase in exports, must be satisfied
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either by a reduction in the ending stocks or through planting more rice in the following 
year. The maximal positive effects of the QEX shock on acreage planted and production 
occur in the second period. The effects gradually decline and reach zero after
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Figure 5.5. IRFs in VAR, DVAR, and SVAR: Shock to Exports (QEX).
approximately eight periods. The VAR model reveals similar patterns, but rapid decline 
in the responses of acreage planted and production. The effect on yield (Figure 5.5.B) is
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permanent in the VAR model, but is temporary in the SVAR and DVAR models, 
although the point estimates across models at the second period are very similar.
Following the positive shock, the initial responses of exports and ending stocks in 
the VAR, SVAR, and DVAR models are positive and negative, respectively (Figures
S.5.E and F). This is partly because an increase in exports reduces buffer shocks between 
production and consumption. All the effects die out in the end of the horizon reported in 
the SVAR and DVAR models; however, the effects are persistent in the VAR model.
As for the response of domestic consumption, the general patterns of the impulse 
response functions from all three models are similar to one another for the Erst three 
periods. However, the response of domestic consumption in the VAR model is much 
deeper than that in the alternative models for most of the time. The other noticeable 
observation is that the shock effect does not last permanently for the SVAR and DVAR 
models. Even though the point estimates of farm price response differ across models, the 
patterns of the responses are similar. That is, the responses are positive for the first Eve 
periods and die out for the rest of the period, which is an expected result.
5.3.1.6. A Shock to Ending Stocks (QES)
The VAR, DVAR, and SVAR models reveal considerable differences in impulse 
responses to the positive shock in ending stocks (QES). In the SVAR model, the 
responses of the variables to the positive QES in the supply side (Figures 5.6.A and C) 
are all negative and, in fact, the effects are persistent on acreage planted and production. 
This implies that an increase in ending stocks would discourage rice producers to plant 
more rice (i.e., more production) as excess supply tends to suppress the farm price. On
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the contrary, the responses of acreage planted and production in the VAR suggest that an 
increase in ending stocks induces the level of acreage planted and production at a new, 
higher equilibrium. This is, however, not an expected result. For rice yield (Figure
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5.6.B), the SVAR model indicates a negative response of yield to the positive QES 
shock, consistent with economic logic.
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As for the variables in the demand side, the VAR model reveals that the response 
of domestic consumption (Figure 5.6.D) to the positive QES shock is zero at the first 
period, and domestic consumption reaches a new and higher equilibrium level. By 
comparison, the DVAR models reveal that the effects are negligible for the entire horizon 
reported, reflecting that the structural shock does not have long-lasting effect on 
domestic consumption. In the SVAR model, the shock induces a slight increase in 
domestic consumption for the first few years which is very plausible on following basis. 
With a glut in the market, the price of rice decreases and subsequently, the consumption 
of rice rises. It is also expected that domestic consumption returns to its initial 
equilibrium in the long run, as implied in the SVAR model.
The response of exports (Figure 5.6.E) in the DVAR model is minimal for the 
entire reported horizon. The VAR model indicates that the structural shock generates a 
permanent increase in U.S. rice exports, which is an expected result. On the contrary, the 
effects in the SVAR model are always negative, indicating that the shock induces the 
level of exports to achieve a new, lower equilibrium level.
A close examination of the net effect of the shock on itself (Figure 5.6.F) 
indicates that the shock in the SVAR model can be interpreted to be permanent. With 
similar but much smaller magnitude, the responses in the DVAR model behave as in the 
SVAR model. The VAR model shows that the effects of the shock are always positive, 
indicating that the shock has a permanent impact on its equilibrium level.
The initial impulse response of farm price to the shock (Figure 5.6.G) is positive 
in the VAR and DVAR models. The positive effects gradually die down in the end of 
the time horizon reported, indicating that the shock leaves the level of farm price
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unchanged in the longer, approximately eight-year period. For the SVAR model, the 
shock does not have a contemporaneous effect on farm price. In a later period, farm 
price has a strong positive response to the shock. The effects then dissipate at the end of 
the time periods.
5.3.2.7. A Shock to Farm Price (FP)
Due to great importance and implication of farm price (FP) in the market, the 
study examined each one of the impulse responses to a positive shock in FP in great 
detail. In general, the study found considerable differences not only in point estimates 
but also in general patterns of impulse response functions across models (Figure 5.7).
In the SVAR model, the initial positive shock induces an increase of more than 
0.8 standard deviations in acreage planted at the second period. The effects then 
gradually die down and finally approach zero. However, following a shock to FP, it 
takes almost ten years for acreage planted to be close to its initial level. However, it is 
apparent that the responses of acreage planted in the DVAR model behave in a similar 
manner as in the SVAR model, although the point estimates are considerably different. 
As for the VAR model, the maximal impact of the FP shock on acreage planted occurs at 
the third period rather than the second period. Unlike those generated from the DVAR 
and SVAR models, the effects in the VAR model are persistent even after ten years, 
indicating that the effect of a positive FP raises the level of acreage planted permanently. 
In general, the initial positive response of acreage planted in the VAR, DVAR, and 
SVAR models conforms to a prior expected sign between farm price and acreage planted. 
The reason for the positive sign is that a rational farmer who anticipates a price above 
normal for his crop will expand his crop and production to increase his total revenue.
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In Figure 5.7.B, the SVAR and DVAR models reveal that the response of yield to 
the FP shock is negative at the third period. Then, the effects rapidly decline, and yield 
returns to its initial level. As for the VAR model, the initial effect of the shock is
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Figure 5.7. IRFs in VAR, DVAR, and SVAR: Shock to Farm Price (FP).
negligible for the first two years. However, the effects continue to increase, and yield 
reaches a new, considerably higher equilibrium, indicating that the shock permanently 
increases the level of yield.
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The response of production to the positive FP shock is strongly positive for the 
DVAR and SVAR models (Figure 5.7.C). The shock induces an increase of more than 
0.7S and 0.5S standard deviations in production at the maximum for the SVAR and 
DVAR, respectively. The effects remain strong for the entire time horizon, although the 
point estimates of the responses in the end of the periods are much smaller than in the 
initial periods. Similarly, the VAR model also indicates that there are strong price effects 
on production, even much greater effects in the ending period reported than with the 
SVAR and DVAR models. Positive responses of production in VAR, DVAR, and 
SVAR models are in line with economic logic.
The response of domestic consumption to the positive shock in FP in the SVAR 
and DVAR models is zero at the first period (Figure 5.7.D). Afterwards, the responses 
sharply increase, which is inconsistent with negative demand elasticity. However, the 
responses then fall below zero, and the farm price returns to its initial equilibrium level. 
The SVAR and DVAR models indicate that it takes four or five periods for domestic 
consumption to behave in a theoretically desirable way. It is also shown that the price 
shock does not have a long-lasting effect on domestic rice consumption. Conversely, the 
VAR model shows that the effects are always positive and continue to rise for the entire 
horizon reported, which is inconsistent with what the demand theory dictates. In fact, the 
VAR model indicates that the effect of the FP shock is explosive.
Figure 5.7.E reveals that the initial shock does not have a contemporaneous 
influence on exports, but strongly affects the level of exports with one period lag. In 
fact, the initial positive shock induces an increase of more than 0.35 standard deviations 
in exports for the SVAR model and approximately 0.25 standard deviations in exports
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for the DVAR model. Both models indicate that the strong initial effects dissipate in the 
end of the periods. By comparison, the VAR model reveals that the effects are sharply 
rising at the second period and remain positive for the entire horizon reported, indicating 
that the effects increase the level of exports permanently.
By inspection, the responses of ending stocks (Figure 5.7.F) in DVAR and SVAR 
models are positive, consistent with a prior expectation that an increase in farm price 
would increase ending stocks as a supply in the rice market increases. The effects 
gradually decay to zero, indicating that the price effects do not last long. In the VAR 
model, it takes four years for ending stocks to reach their maximum. The effects o f the 
shock gradually decline, but never reach zero for the horizon reported, indicating that the 
effects are permanent.
A close examination of the net effect of a positive FP shock on itself (Figure
S.7.G) indicates that the shock can be interpreted as a temporary shock in the SVAR and 
DVAR models. The immediate effect is a sharp rise and then significant decline in FP. 
Eventually, farm price returns to its initial level. In the VAR model, the effects are 
always positive. Although the effect declines at the end of the horizon, the point 
estimates are greatly higher than zero.
5.4. Summary
This Chapter has examined the impulse response functions generated from a 
seven-variable vector autoregressive model which was estimated by three different 
approaches: a VAR in levels (VAR), a VAR in first differences (DVAR), and a structural 
VAR (SVAR). One issue driving this empirical investigation is to identify which 
procedure generates results more consistent with economic logic. Table 5.2 reports the
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summary of impulse responses among seven variables for VAR, DVAR, and SVAR
models. In the table, the letter “Y” indicates consistency and “N” inconsistency with
economic logic. Each of corresponding rows indicates the responses of seven variables
in the system to a behavioral shock calculated from VAR, DVAR, and SVAR models;
the last column summarizes the percent of responses consistent with expected responses.
Table 5.2. Summary Table for Impulse Responses in the VAR, DVAR, and SVAR 
Models.
Models APT YD PD
Response in
QHM QEX QES FP R
VAR Y N N
Shock to APT 
N Y N Y 3/7
DVAR Y Y Y Y Y Y Y 7/7
SVAR Y Y Y Y Y Y Y 7/7
VAR N N N
Shock to YD 
N N N Y 1/7
DVAR N Y N Y N N Y 3/7
SVAR Y Y Y Y Y Y N 6/7
VAR Y Y N
Shock to PD 
N N N Y 2/7
DVAR N Y N N Y Y N 3/7
SVAR N Y Y Y Y Y N 5/7
VAR Y N N
Shock to OHM 
N N Y N 2/7
DVAR Y N Y Y Y Y N 5/7
SVAR Y Y Y Y Y Y Y 7/7
VAR Y N Y
Shock to OEX 
N Y Y Y 5/7
DVAR Y N Y Y Y Y Y 6/7
SVAR Y N Y Y Y Y Y 6/7
VAR N N N
Shock to OES 
Y Y Y N 3/7
DVAR N Y Y Y N Y N 5/7
SVAR Y Y Y Y N Y N 5/7
VAR Y N Y
Shock to FP 
N N Y Y 4/7
DVAR Y Y Y N N Y Y 5/7
SVAR Y Y Y N N Y Yi_;_ 5/7
inconsistent with relevant economic logic.
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The VAR model in the first row, for instance, reveals that only three out o f seven 
responses (i.e., R = 3/7) are consistent with what the economic rationale suggests. In 
particular, the response of consumption to the behavioral shock persists for long periods 
o f time afier the shock is over. By comparison, the impulse responses for the SVAR and 
DVAR models are consistent with a priori expectations. That is, acreage planted 
increases; contemporaneously, the production, ending stocks, and exports increase; and 
farm price decreases.
With respect to a positive YD shock in the system, both the VAR and DVAR 
models (i.e., R = 1/7, 3/7, respectively) in the fourth and fifth rows in the table generate 
quite different impulse response functions from what the economic rationale indicates for 
APT, PD, QEX, and QES. Specifically, the responses o f APT are consistently negative. 
Such a response is not plausible because, following an increase in yields, the profit- 
maximizing farmer would bring more and more land into production. In contrast, the 
SVAR model shows that all the seven impulse responses except farm price response are 
conformable to economic rationale.
Differences across models are more noticeable in the seventh to ninth rows. 
More than fifty percent of seven impulse response functions to the PD shock in the VAR 
and DVAR models are not conformable to a priori expectations. In general, rice exports, 
ending stocks, and domestic consumption increase as rice production expands. The VAR 
model does not support these economic relationships; on the other hand, the SVAR 
model generates impulse response functions consistent with a priori expectations. In 
fact, most responses from the SVAR model are plausible and conformable to the 
economic rationales, except for the response of farm price and acreage planted. By
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inspection of the tenth to twelfth rows, it is clear that the SVAR model generates much 
more plausible impulse responses to the domestic consumption shock than the 
alternatives, in particular the VAR model. In general, the VAR model presents 
unreasonably persistent responses to the domestic consumption shock.
In case of a positive export shock, the VAR, SVAR, and DVAR models (R=5/7, 
6/7, and 6/7, respectively) present reasonable impulse response functions, although the 
point estimates of the responses across models are noticeably different. As for responses 
to the QES shock, the SVAR model provides more reasonable empirical evidence than 
the VAR model. For instance, the VAR model indicates that a positive ending stock 
shock causes the levels of acreage planted and production to increase permanently. On 
the other hand, the SVAR model presents the sensible effects on the acreage planted: a 
negative effect on the APT and PD for the entire horizon reported.
The bottom rows in the table demonstrate that the VAR model generates 
unexpected impulse responses to the FP shocks: three out of seven responses are quite 
different from what economic logic suggests. In particular, the response of consumption 
to the farm price shock is incredibly persistent and even explosive after the shock is over. 
Conversely, the impulse responses for the SVAR are consistent with a priori 
expectations. That is, as rice prices increase, the acreage planted, production, and 
exports increase. The effects die out in the end of the time horizon reported.
In summary, a few points are worth noting. First, investigation of the impulse 
responses calculated from the VAR model raises the question of whether the estimated 
effects of specific behavioral shocks will be reasonably identified in the system. In fact, 
the VAR model provides the least number o f impulse response functions that are
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economically intuitive for the market. Having imposed contemporaneous relationships 
among the variables, the study found that most impulse response functions o f the SVAR 
model are in conformation with a priori expectations, with empirical results far superior 
to those generated from a VAR in levels.
Second, from a methodological point of view, the DVAR model, which involves 
differencing nonstationary variables, such as yields, ending stocks, and domestic 
consumption, increases the number of economic-logic-consistent impulse responses 
relative to VAR model by 2, 2, and 3, respectively. For stationary variables, such as 
production, exports, and farm price, the DVAR model improves the number of 
economic-logic-consistent impulse responses relative to VAR model by 1, 1, and 1, 
respectively. This indicates that the model with appropriately differenced data provides 
better impulse response analysis than the model with a mixture of nonstationary and 
stationary data. This improvement is much greater for nonstationary variables than for 
stationary variables. The findings also hold when the DVAR and SVAR models are 
compared. In other words, the SVAR model in general provides better impulse response 
analysis than the DVAR model. Greater improvements are observed for those variables 
that are nonstationary (yields and domestic consumption).
Lastly, based on the SVAR model, none of the structural shocks have a long 
lasting effect on the season average rough rice price, although the effects in the short 
term are nontrivial. In addition, the nominal shock, or price shock, does not generate any 
considerable long-run effect on the behavioral variables in the system. As previous 
research has documented (Watenabe, Stanton, and Willett; Song and Carter, Adams; 
among others), the moving forces that affect the U.S. rice market on a year-to-year basis
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are U.S. rice exports, the season average farm prices, and, to some degree, rice yields. In 
a multiple time series context, this empirical evaluation supports the use of the SVAR 
model in dynamic analyses o f U.S. rice.
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CHAPTER 6
SUMMARY, CONCLUSIONS, AND FURTHER RESEARCH
Two types o f outlook information are typically used by decision makers in the 
U.S. rice industry. The first is the forecasts of production, consumption, prices, and 
other rice market variables (yields, acreage planted, ending stocks, and exports); and the 
second is information on how the rice market is impacted by internal or external shocks. 
The current research introduced two new models to generate this type of information: a 
structural econometric and time series analysis (SEMTSA) model and the SVAR model 
provided dynamics of the market via comparative evaluation of traditional vector 
autoregressive (VAR) and SVAR models. The hypothesis underlying the proposed 
models is that economic theory can be combined with statistical properties of economic 
data in an effort to improve the quality of outlook information generated from 
commodity models.
It is the purpose of this Chapter to summarize the research findings and to 
highlight conclusions and future research opportunities. The organization of the 
Chapter is as follows: Section 6.1 presents a recapitulation of the methodologies and 
results obtained. In section 6.2, the main conclusions are stated and the implications of 
the study are derived. Some limitations o f the study are provided and suggestions for 
further research are highlighted in the final section.
6.1. Summary
The SEMTSA and SVAR are developed for annual data of acreage planted, 
yields, production, domestic consumption, exports, ending stocks, season average farm
1 4 2
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prices, milled rice prices, per capita income, and cost of production from 1960 through
1999.
Chapter 2 provided a review of literature relating to structural econometric 
models for the U.S. rice market, recent time series methodology, and structural 
econometric time series analysis (SEMTSA).
Chapter 3 presented the economic models that approximate the dynamics of the 
demand and supply in the market. The specific econometric procedures used in 
conducting this research were enumerated in this chapter. These consisted of testing 
procedures for unit roots, Box and Jenkins methodology, SEMTSA approach, VAR 
model, and SVAR model. In addition, the specification of IRFs was provided in this 
chapter. To compare the forecasting performance of the econometric models 
considered, various statistical criteria1 (root mean square errors and mean absolute 
percentage errors) and turning point analysis were introduced.
In Chapter 4, to better understand the data generating process of the time-series, 
a trend line graph with an autocorrelation function for each series was plotted. Along 
with the formal unit root test, these graphical analyses found that yields, domestic 
consumption, and ending stocks followed nonstationary processes; on the other hand, 
the remaining variables in the system were stationary variables.
The study applied the SEMTSA approach to the U.S. rice market: a four-step 
procedure to combine economic theory and time series analysis. First, a dynamic
1 Many other statistical criteria other than RMSE and MAPE have been used for evaluating forecasting 
models. Those are mean absolute deviation (MAD), mean error (bias test), mean percentage error (MPE), 
root percent mean square (RPMS), mean square error (MSE) decomposition, and MSE test Although 
RMSE and MAPE are in most popular use [See section (3.2.7) for advantages of these criteria], MSE 
decomposition may add robustness to statistical analysis since it decomposes MSE in various components 
(the bias, regression, and disturbance proportions) which provide additional information to analysis.
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structural econometric model was developed, incorporating economic theory and 
knowledge of economic and institutional characteristics of the rice industry. Secondly, 
the implied properties of the corresponding transfer functions were derived. Time 
series methods were then used to estimate the transfer functions. Thirdly, the empirical 
transfer functions were checked for consistency with the restrictions implied by the 
econometric model. Finally, the study checked whether or not the implied and 
empirical transfer functions were conformable. The study found conformity between 
the theoretical and empirical transfer functions (TFs).
Model specification tests were performed to ascertain the adequacy fo the 
model. Subsequently, seven TFs were used to generate the out-of-sample forecasts of 
acreage planted, yields, production, domestic consumption, exports, ending stocks, and 
farm prices. The forecasting performance criteria ensured that the TFs provided 
relatively accurate and reliable forecasts to ARIMA and existing structural econometric 
models in the ex-post simulation. After these model validation procedures, forecasts 
through 2010 were provided for the seven decision variables in the market. To provide a 
comparative analysis over the period from 2000 to 2010, the research included the 
USDA and FAPRI projections for the variables.
On the supply side of the rice market, the TF model indicated that acreage 
planted was predicted to range between 2.73 to 3.50 million acres, with the production 
level in 2010 being similar to the 1999 production level. Rice yields were projected at 
5,655 pounds per acre in 2000, down by 200 pounds per acre from 5,866 pounds per 
acre in 1999. Rice yields were expected to increase substantially in 2001 
(approximately 7.6 percent) compared to the previous year. Over the next decade, this
1 4 4
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pattern o f ups and downs around a slightly upward trend line was projected to continue, 
ranging from 5,655 pounds per acre to 6,116 pounds per acre. Rice production would 
range between 205 and 234 million cwt during the forecasting period. In general, rice 
production was predicted to gradually increase over the entire projection period due to 
increases in acreage planted and yields.
In the case of the demand sector variables, domestic consumption was predicted 
to increase to 122.77 million cwt in the 2000 marketing year from 121.40 million cwt in 
the 1999 marketing year. This increasing trend would continue after year 2001. In fact, 
total domestic consumption was projected to rise about 7.5 percent per year, reaching 
over 200 million cwt by the 2010 marketing year. U.S. rice exports from the TF model 
were estimated to increase 2.6 percent to 91.56 million cwt in 2000 from 89.20 million 
cwt in 1999. Generally, rice exports would remain in the range of 76-85 million cwt 
over the rest of the projection period, indicating that the record exports would occur in
2000. Ending stocks would range between 23.31 and 32.68 million cwt over the 
forecasting period. Specifically, ending stocks in 2000 were expected to increase to 
32.68 million cwt. After a peak in ending stocks in 2000, they were projected to 
slightly decline and remain around one third of total export volume in 1999 for most 
forecasting periods.
With respect to U.S. season average rough rice price, the TF model projected 
that the price declines 3.76 percent in 2000 to $5.88/cwt from $6.ll/cwt in 1999 as a 
result o f the highest acreage planted and production in U.S. history. The season average 
price is projected to recover greatly to $8.92/cwt in 2001 and continue to increase to 
$9.83/cwt in 2002 as ending stocks decline as a result of stronger domestic
145
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
consumption. Thereafter, farm prices were projected to fluctuate between $7.55 and 
$9.17, a 23 percent increase in price compared to $6.11 cwt in 1999.
A study of the USDA and FAPRI projections on rice market variables revealed 
that the projections computed from the TF models were congruent with those made by 
the first two models in directional movements, although the yearly variations o f the 
projections generated from the USDA and FAPRI models were much more moderate 
than those in the TF model.
Chapter 5 elaborated on how to combine a structural relationship in the market 
with a VAR model to compute impulse response functions under alternative 
identification schemes. The study then presented a priori expectations on the net effect 
of a change in one economic variable on the other economic variables, with a brief 
economic logic for each outcome. These expected signs and economic logic were given 
to perform empirical evaluations of impulse response functions computed from 
alternative identification schemes: VAR, DVAR, and SVAR models.
Immediately afrer these theoretical considerations, the response functions were 
compared and contrasted to address two major questions: First, how similar are point 
estimates across models? Secondly, does one model present IRFs reasonably closer to 
the economic logic provided earlier for the U.S. rice market? Since seven variables are 
included in the system, 49 impulse response functions were calculated for seven 
variables. The study carried out comprehensive investigation on the speed and patterns 
of each of the response functions.
The study first examined how a one standard positive deviation shock (an 
unexpected increase) in acreage planted affects production, yields, production, domestic
146
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
consumption, exports, ending stocks and farm price as well as on itself across models. 
SVAR and DVAR models provided impulse response functions that were all consistent 
with economic logic. In other words, as acreage planted increases, the initial responses 
of productions, ending stocks, and exports in the SVAR and DVAR models were 
positive, and the response of farm price was negative. By comparison, only three 
(acreage planted, yield, and production) responses in VAR model were consistent with 
economic logic.
These empirical results are illustrated in Figure 6.1.A in a Venn diagram. The 
rectangle represents the universe to be explained, which in this application takes a 
numerical value of 7 (the number of endogenous variables in the model whose response 
to a shock is compared with an expected economic response). When a model simulates 
a response as expected, then it becomes the universe, explaining all responses correctly. 
Anything smaller than the universe is denoted by a circle representing the proportion of 
the total responses explained by the given model. Clearly, models represented by 
circles are inferior models. The smaller the circle is, the worse the performance of the 
model is.
With respect to a positive yield shock in the system, the study found that VAR 
and DVAR models generated markedly different impulse response functions from what 
the economic rationale indicates for acreage planted, production, exports, and ending 
stocks. Impulse responses of these variables were all expected to be positive. However, 
impulse response responses generated from the VAR model indicated otherwise for 
acreage planted, production, exports, and ending stocks, while the SVAR model
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var
svar,dvar
A. Shock to APT
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C. Shock to PD D. Shock to OHM
E. Shock to OEX F. Shock to OES
G. Shock to FP
Figure 6.1. Sets of Impulse Response Functions Consistent with Economic 
Logic in SVAR, DVAR, and VAR Models.
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indicated that all the impulse responses except farm price response to the initial shock 
were conformable to economic logic (Figure 6.1.B).
Following a positive shock (an unexpected increase) in production, the 
responses of acreage planted, yields, and farm prices were expected to be negative; and 
the responses o f production, domestic consumption, exports, ending stocks to be 
positive. More than 50 percent of seven impulse response functions to the PD shock in 
the VAR and DVAR models were not conformable to a priori expectations (Figure
6.1.C), whereas the SVAR model provided plausible impulse response functions for 
yield, production, domestic consumption, exports, and ending stocks. It was also 
noticed that point estimates as well as general shapes of impulse responses across 
models were markedly different.
In the case of a positive domestic consumption, the VAR, SVAR, and DVAR 
models provided impulse response functions that were much different from one other. 
In particular, the effects of the positive shock on yield in the VAR model were 
unreasonable since the historical empirical data seems not to support thes results (i.e., 
average U.S. yield over the last ten years were nearly in steady state). Instead, 
adjustment processes of yield were more likely to occur as suggested in the SVAR 
model. For the other variables (production, domestic consumption, exports, ending 
stocks, and farm price), VAR models provided no plausible responses, while all impulse 
responses generated from the SVAR conformed to economic logic (Figure 6.1.D).
As for responses to a shock in exports, the SVAR, DVAR, and VAR models 
provided reasonable impulse response functions for five variables (acreage planted, 
production, exports, ending stocks, farm price). However, the VAR model indicated
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that the effects of a positive shock in exports on domestic consumption were strongly 
negative, continuing to hold a length of time which was inconsistent with economic 
logic. To the contrary, as implied by the DVAR and SVAR models, the effect of 
export shock may be short lived. Nevertheless, general patterns o f impulse response 
functions for acreage planted, production and exports were similar across models 
(Figure 6.1.E).
It was expected that the net effects of a positive shock in ending stocks on all 
variables of the supply side and on farm price would be negative; the net effects of the 
shock on all variables in the demand side were positive. The effects of the shock were 
negative for acreage planted and yields in the SVAR model which is consistent with 
economic logic. For the DVAR model, the effects were much more moderate than 
those in the SVAR model, but the patterns of the responses were similar to those in the 
SVAR model. Conversely, the effects in the VAR model were permanently positive in 
variables in the supply (the acreage planted, yields, and production). For the demand 
side variables, the VAR model suggested that the effects of the shock on domestic 
consumption, exports, and ending stocks were positive, which is consistent with 
economic logic. The effects on domestic consumption in the SVAR and DVAR models 
were mixed. That is, the initial response was positive for both models, but the shock had 
negative effects on domestic consumption in the long run. The effects on farm prices 
remained positive across models, inconsistent with economic logic.
Following a positive farm price shock, the responses o f acreage planted and 
production were positive and persistent over the entire horizon reported across the 
models. Yields in the VAR model reached a new and higher equilibrium level after the
iso
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shock was over. However, there was no lasting effect on yields in both the SVAR and 
DVAR models. For the demand side variables, the VAR model revealed that the farm 
price shock induced a nontrivial positive standard deviation in domestic consumption, 
exports, and ending stocks. Similarly, the price shocks in the SVAR and DVAR models 
did not provide a permanent shift in the levels of domestic consumption, exports, and 
ending stocks, although the initial effects were not trivial in the two models.
In summary, investigation of the impulse responses derived from the VAR 
model indicated that a number of estimated effects of specific behavioral shocks were 
inconsistent with economic logic for the VAR and DVAR models but held reasonably 
well for the SVAR model.
6.2. Conclusions and Implications
6.2.1. Conclusions
Application of the transfer functions (TF) of seven market variables, derived 
from a structural econometric model of the U.S. rice market, resulted in improved 
forecasting accuracy when applied to annual data of rice market variables. More 
specifically, using the best RMSEs for the TF models as a benchmark, the results 
indicated that the TF model for acreage planted was about 55.82% and 66.83% better 
than the existing structural econometric model (SEM) and ARIMA models, 
respectively; the TF model for yields was about 18.22% and 40.27% better than the 
SEM and ARIMA models. Similarly, the TF model considerably reduced the RMSEs 
of production, domestic consumption, exports, ending stocks, and farm price forecasts, 
relative to the SEM and ARIMA models. The turning point evaluation indicated that
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forecasts generated by the TF model closely followed the actual movements o f almost 
all variables, but this performance did not hold for ending stocks.
The findings implied that compared to large-scale econometric models, such as 
the FAPRI model, the relatively simple structure of the TF model, with minimal data 
requirements, has appeal for short term forecasting. It is also important to observe that 
the existing structural econometric model (i.e., FAPRI) heavily depended on dummy 
variables (shift variables) and especially time trends to best fit in-sample data for yield 
and production. However, the current research findings indicated that heavy use of 
artificial variables (i.e., dummy and time trends) severely distorted out-of-sample 
forecasting performance.
It was also shown that transfer function models included several structural 
shocks. These are interpreted as unexpected disturbances that affect a particular market 
variable. For instance, the transfer function for yields includes the fifth degree of 
moving average of errors. This means that something unexpected not only one period 
ago, but also two, three, four, and five periods ago may affect future values of yield, 
which are methodologically different from most structural models. Typically only one 
unsystematic error is introduced into residual terms in structural econometric models. 
Hence, the study suggested that structural shocks (moving average parts) are important 
piece of information toward improving forecasting performance of econometric models.
Nonstationarity in economic time series has been of much theoretical and 
empirical research interest. For the current study, the information set for forecasting 
simulation in the U.S. rough rice market was a mixture of 1(0) and 1(1) variables. By 
taking differences, transfer function models provided better forecasting performance,
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particulary for the 1(1) variables-yields and domestic consumption- than the existing 
econometric model. It is important to understand the stochastic properties of data 
generating process and to appropriately filter the data (i.e., appropriate differencing) to 
enable better forecasting. This has not been a serious consideration in previously used 
U.S. rice structural forecasting models.
Comparative analysis of the impulse response functions revealed that the 
estimated effects in the VAR model of specific behavioral shocks did not appear 
economically intuitive. Having imposed structural relationships among the variables, 
the study found that most of the impulse response functions in the SVAR model are in 
conformation with economic logic, displaying empirical results far superior to those 
generated from a VAR in levels.
From a methodological point of view, a DVAR model involving differencing of 
nonstationary variables, such as yields, ending stocks, and domestic consumption, 
significantly increased model performance in terms of providing an economically 
intuitive impulse when compared to a VAR model. It is thus suggested that 
differencing a nonstationary variable before estimation improves dynamic analysis. It is 
further suggested from this study that not only taking appropriate differencing to 
nonstationary variables, but also modeling contemporaneous relationships among 
variables greatly improve impulse response analysis.
According to the SVAR model, no structural shocks have a long lasting effect 
on season average rough rice prices, although the effects in the short term are nontrivial. 
The nominal price shock does not generate any considerable long-run effect on the 
behavioral variables in the system. However, acreage planted and production are much
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more responsive to the price than what previous studies have suggested [i.e., price 
elasticities of acreage planted and production are 0.129 and 0.104, respectively 
(Watanabe, Santon and Willett, 1990); 0.125 and 0.110, respectively (Grant et al., 
1984)].
As previous research (Watenabe, Santon and Willett, 1990; Song and Carter, 
1994; Adams, 1994; among others) has documented, the moving forces that affect the 
U.S. rice market on a year-to-year basis are U.S. rice exports, the season average farm 
price, and, to some degree, rice yields. In an overall perspective, this empirical 
evaluation in a multiple time series context supports the use of structural VAR models 
in dynamic analyses for U.S. rice.
Finally, these several empirical findings in favor of TF for forecasting 
simulation (i.e., specifically transfer function models) and SVAR for impulse response 
analysis, stem from a common methodological approach: to combine economic theory 
with time series properties.
6.2.2. Methodological Implications
Research in agricultural economics has brought various methodological 
approaches to modeling commodity markets. Figure 6.2 is an overview of the 
econometric developments that have contributed to this vast literature. Agricultural 
commodity modeling has a long history (Labys, 1973). Initial efforts were based on 
complex model structures derived from economic theory. Naturally, models of the 
1960s and 1970s were typically structural. Perhaps the leading cause of these structural 
emphases was the extensive work summarized in the Brookings quarterly econometric 
model of the United States (Duesenberry, 1965).
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Figure 62 .  Developments in Econometric Time Series Modeling.
Market models for forecasting and policy analysis followed this classification. 
These models were highly complex which may have contributed to the often criticized 
forecasting performance. This fact came more clearly to surface when Box and Jenkins 
(1970) introduced univariate time series models (ARIMA models). Researchers often 
reported that these simple stochastic processes could outperform the more complex 
market specifications.
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Immediate applications of univariate Box-Jenkins time series methods were 
found in agriculture. Schmitz and Watts (1970) utilized Box-Jenkins methods to 
forecast annual wheat yields in major wheat producing countries. Revell (1974) applied 
Box-Jenkins methods to generate short-term forecasts of U.K. monthly fat cattle 
slaughterings, beef and veal production and producer returns for fat cattle.
One of the major criticisms against univariate time series models is that they are 
not able to capture the inter-relationships that are very critical in agricultural commodity 
markets. The vector autoregressive (VAR) model (Sims, 1980) responded to the 
univariate critics. After Sims' work, the impulse response analysis, exclusively using 
VAR model, has increasingly been implemented to examine dynamic price 
relationships in the agricultural market.
In 1984, Bessler applied VAR models to explain the dynamics of the U.S. hog 
market. Kesavan, Aradhyula, and Johnson (1992) examined dynamics and price 
volatility in farm-retail livestock price relationships. Babula et al. (1998) conducted a 
dynamic response analysis on the U.S. potato market, using a nine variable VAR model. 
However, many researchers (Bemanke, 1986; Harvey and Jaeger, 1993; Harvey, 1997) 
criticized that the VAR approach is void of structural economic content. Equally 
important was the fact that the simple ARIMA continually outperformed most VAR 
models.
A useful addition to the VAR approach was that o f Litterman (1981) who 
modeled the “random walk” behavior typical of many economic time series using 
Baynesian procedures. Agricultural economists were quick to apply Bayesian VARs to
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price forecasting (Bessler and Kling, 1986; Zapata and Garcia,1990) given that prices 
often exhibited random walk patterns.
With nonstationary economic variables, VAR models carry much more 
economic content if modified in such a way that they can embody random walk and 
cointegration restrictions which reflect long run equilibrium relationships among 
economic variables. This VAR-based cointegration method (Engle and Granger, 1987; 
Johansen, 1988) is now known as vector error correction modeling (VECM).
VECM models have received wide attention in agricultural economics because 
of the economic realism, forecasting performance, and dynamic simulation usefulness. 
Zapata and Garcia (1990) applied the VECM to forecast nonstationary U.S. cattle 
prices. Using IRFs in the VECM, Vicnkner and Dalves (2000) examined strategic price 
response in a product-differentiated U.S. canned fruit market. More recently, Goodwin 
et al. (2001) investigated U.S. soybean price responses in a changing policy 
environment using a VECM model.
These multivariate time series models were not immune to criticism (Cooley and 
LeRoy, 1985; Harvey, 1997). The main argument against their use relates to the 
inability of VARs to permit the specification of structural characteristics of markets. In 
other words, VAR models were specified through reduced form arguments. One line of 
research that brought a more systematic approach to the specifications of economic 
theory with time series data was that of Zellner and Palm (1974) through structural 
econometric modeling time series analysis (SEMTSA). The role of economic theory 
was made explicit in this time series approach. Researchers in economics (Prothero and 
Wallis, 1976; Anderson et al., 1983; Harvey and Jaeger, 1993) had found superior
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forecasting performance for macroeconomic variables. This approach has not found 
wide applicability in agricultural commodity modeling.
Another line of research consistent with the formulation of structural 
econometric models in a multiple time series framework was introduced by Bemanke 
(1986). The idea in this approach was to combine VAR type models with structural 
economic models in an effort to better capture dynamics. This approach is referred to 
as structural VAR (SVAR). Some researchers (Orden and Fackler,1989; Gordon and 
Leeper,1994; Amisano and Giannini,1997; Bemanke and Mihov,1998) have found that 
dynamic response analysis in the SVAR model provided empirical results far superior 
to that in the VAR model. However, no specific agricultural commodity models have 
emerged in the literature.
Despite wide applications of SEMTSA model for forecasting and structural 
VAR model for dynamic response analysis on macroeconomic markets, the literature on 
agricultural commodity modeling so far has failed to recognize the applicability of these 
structural forecasting and simulation models. The contribution of this dissertation was 
to shed new light on this methodological issue.
Adopting these methodologies, the study showed that the TF model-a direct 
result from the structural econometric and time series analysis approach-provided 
reliable forecasts for rice market variables. Accurate and reliable forecasts may be used 
to improve resource allocation and risk management of rice market participants, which 
in turn may lead to an increase in profitability of operations in the rice market.
The study also presented that structural VARs may provide economically 
intuitive dynamic impulse responses that previously have not been available for the U.S.
1 5 8
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rice market Specifically, impulse response analysis indicates that price response is 
much stronger with shocking (increasing) in exports than in domestic consumption. 
Strong positive price response of shock in exports implies that export enhancing 
policies will result in added improvement in rough rice prices. Extending efforts on the 
international rice market is particularly needed in recent years when both exports and 
rough rice prices have experienced a record decline.
6J. Future Research
Conducting the empirical analysis on the U.S. rice market, the research has 
faced some limitations that might reflect research opportunities for future research. One 
limitation was that rice is often sub-grouped into Japonica and Indica. For instance, 
while California mainly produces japonica, most producers in Mississippi grow indica. 
Thus, when the aggregate commodity prices were reported for this commodity, unit 
values might not have provided accurate reflections of area-specific relationships 
between prices and volumes over the period studied. Further studies should also be 
conducted, using area-specific data to provide disaggregated information needed for 
each of the rice producing states.
The other limitation, also for possible research in the future, related to 
computing confidence intervals for point estimates of impulse response functions. 
Providing confidence interval for point estimates of impulse response function might 
add robustness to the current empirical findings. Although it is theoretically possible to 
conduct either sizable Monte Carlo replications or bootstrap redrawings to obtain 
reasonable confidence intervals for impulse response functions, especially in the SVAR
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model, it is not practically feasible2 at the moment Since speed and capacity of 
computers continue to increase exponentially, this type of limitation might prove to be 
an opportunity rather than a limitation for the near future research.
Currently, neither annual nor monthly forecasts of local prices for rough rice are 
publicly available before the harvesting season. As an extension of this study, one 
interesting research area would be to combine annual forecasts with monthly time series 
forecasts for local rough rice prices. This may be accomplished in two-step procedures. 
First, generate annual forecasts via a transfer function derived from a dynamic structural 
econometric model for the U.S. rice market. Secondly, combine the annual forecasts 
and weight index which may be computed from monthly ARIMA forecasts for local 
rough rice prices. Such monthly forecasts might prove to be highly useful as an 
independent information source for rice producers and traders could use in the process 
o f price discovery.
Moreover, extending the current research of combining economic theory and 
time series properties can be relatively straightforward in modeling other U.S. 
commodities, such as wheat, not only because of rich data availability in the U.S. wheat 
market, but also because of its well documented market structure (Chambers and Just, 
1981).
2 A recent study (Stefano and Bravetti, 1998) indicated that the completion of either Monte Carlo 
simulation or bootstrapping for a bivariate VAR model at 500 drawings took a few thousand hours of 
CPU time on IBM RISC/6000 UNIX workstations. This implied that the current study (a seven-variable 
VAR model) requires at least 12,250 hours o f the workstations for computing time. Moreover, Monte 
Carlo simulations for the VAR and DVAR models revealed that the 500 drawings are not sufficient to 
obtain a reliable confidence band for impulse response functions.
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APPENDIX 1. DATA USED IN CONDUCTING RESEARCH.
Table 1 Appendix 1. U.S. Rice Acreage Planted (APT, acres), Yields (YD, cwt), 
Production (PD, Million cwt), Domestic Consumption 
(QHM, cwt), and Exports (QEX, Million cwt).
Year APT YD PD QHM QEX
i your 1,614.00 3,423.00 54,5V 1 .UU 27.4U 2y.5U
1961 1,618.00 3,411.00 54,198.00 30.20 29.20
1962 1,789.00 3,726.00 66,045.00 28.20 35.50
1963 1,785.00 3,968.00 70,269.00 28.70 41.80
1964 1,797.00 4,098.00 73,166.00 31.00 42.50
1965 1,804.00 4,255.00 76,281.00 33.20 43.30
1966 1,980.00 4,322.00 85,020.00 33.20 51.60
1967 1,982.00 4,537.00 89,379.00 34.20 56.90
1968 2,367.00 4,425.00 104,142.00 38.60 56.10
1969 2,141.00 4,318.00 91,904.00 35.00 56.90
1970 1,826.00 4,618.00 83,805.00 36.50 46.50
1971 1,826.00 4,718.00 85,768.00 37.20 56.90
1972 1,824.00 4,700.00 85,439.00 38.20 54.00
1973 2,181.00 4,274.00 92,765.00 40.60 49.70
1974 2,550.00 4,440.00 112,386.00 43.60 69.50
1975 2,833.00 4,558.00 128,437.00 42.10 56.50
1976 2,489.00 4,663.00 115,648.00 46.40 65.60
1977 2,261.00 4,412.00 99,223.00 39.60 72.80
1978 2,993.00 4,484.00 133,170.00 53.40 75.70
1979 2,890.00 4,599.00 131,947.00 55.30 82.60
1980 3,380.00 4,413.00 146,150.00 64.20 91.40
1981 3,827.00 4,819.00 182,742.00 68.60 82.00
1982 3,295.00 4,710.00 153,637.00 62.90 68.90
1983 2,190.00 4,598.00 99,720.00 54.90 70.30
1984 2,830.00 4,954.00 138,810.00 60.50 62.10
1985 2,512.00 5,414.00 134,913.00 65.80 58.70
1986 2,381.00 5,651.00 133,356.00 77.60 84.20
1987 2,356.00 5,555.00 129,603.00 80.40 72.20
1988 2,933.00 5,514.00 159,897.00 82.40 85.90
1989 2,731.00 5,749.00 154,487.00 82.20 77.10
1990 2,897.00 5,529.00 156,088.00 91.20 70.90
1991 2,878.00 5,731.00 159,367.00 95.30 66.40
1992 3,176.00 5,736.00 179,658.00 94.60 77.00
1993 2,920.00 5,510.00 156,110.00 100.30 75.30
1994 3,353.00 5,964.00 197,779.00 101.50 99.30
1995 3,121.00 5,621.00 173,871.00 104.50 82.20
1996 2,824.00 6,120.00 171,599.00 101.60 77.20
1997 3,125.00 5,897.00 182,992.00 103.30 86.30
1998 3,285.00 5,663.00 184,443.00 114.00 86.80
1999 3.531.00 5.866.00 206.027.00 121.40 89.20
Note: Some o f data for year 2000 currently are available. However, most of them are preliminary or 
estimated. The data in 2000 are not used for the current empirical analysis since one o f the main 
objectives in this study is to estimate future values (i.e., using estimated data for estimating future 
values are unreasonable).
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Table 2 Appendix 1. U.S. Rice Ending Stocks (QES, Million cwt), Rough Rice
Prices (FP, S), Cost of Production (CP, S), Milled Rice Price 
(PUS, $), and Per Capita Income (PCI, S).
Year QES FP CP PUS PCI
1960 10.10 4.55 110.00 9.55 2,026.00
1961 5.30 5.14 110.00 10.25 2,081.00
1962 7.70 5.04 111.00 10.00 2,174.00
1963 7.50 5.01 112.00 10.30 2349.00
1964 7.70 4.90 111.00 10.15 2,412.00
1965 820 4.93 112.00 10.05 2,567.00
1966 8.50 4.95 115.00 10.00 2,742.00
1967 6.80 4.97 115.00 10.05 2,899.00
1968 16.20 5.00 115.00 9.80 3,119.00
1969 16.40 4.95 117.00 9.80 3,329.00
1970 18.60 5.17 119.00 10.05 3,591.00
1971 11.40 5.34 122.00 10.20 3,860.00
1972 5.10 6.73 126.00 14.45 4,138.00
1973 7.80 13.80 140.00 31.75 4,619.00
1974 7.10 1120 150.00 22.05 5,013.00
1975 36.90 8.35 162.32 1835 5,470.00
1976 40.50 7.02 156.47 14.95 5,960.00
1977 27.40 9.49 141.25 21.70 6,519.00
1978 31.60 8.16 149.86 18.30 7,253.00
1979 25.70 10.50 166.25 22.05 8,033.00
1980 16.50 12.80 197.25 25.55 8,869.00
1981 49.00 9.05 214.83 21.15 9,773.00
1982 71.50 7.91 216.22 18.70 10,364.00
1983 46.90 8.57 213.00 19.90 11,036.00
1984 64.70 8.04 212.09 18.70 12,215.00
1985 77.30 6.53 216.45 16.85 12,941.00
1986 51.40 3.75 234.21 11.60 13,555.00
1987 31.40 7.27 238.09 19.95 14346.00
1988 26.70 6.83 245.17 15.55 15,312.00
1989 26.30 735 257.52 16.15 16,235.00
1990 24.60 6.68 268.01 15.55 17,176.00
1991 27.40 7.58 279.02 17.15 17,710.00
1992 39.40 5.89 279.52 1535 18,616.00
1993 25.80 7.89 283.07 20.75 19,121.00
1994 31.30 6.78 301.42 14.70 19,820.00
1995 25.00 9.15 302.90 19.15 20,613.00
1996 27.20 9.96 329.44 20.95 21,385.00
1997 27.90 9.70 325.84 19.61 22,262.00
1998 22.10 8.89 310.15 18.05 23,359.00
1999 27.50 6.11 313.66 1533 24,314.00
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APPENDIX 2. ALGEBRAIC SPECIFICATIONS FOR THE ADJOINT MATRIX 
AND OTHER COMPONENTS IN THE TRANSFER FUNCTIONSYSTEM.
This Appendix provides a complete detail on the algebraic specifications o f the 
components in the transfer function system (4.12). The 7x7 adjoint matrix B° and its 
elements are as follows:
a i2 a i3 a i4 <*15 a i6 <*.7
* 2 . a 22 a 23 a 24 a 25 <*26 <*27
* 3 . a 32 a 33 a 34 a 35 <*36 <*37
* 4 . a 42 a 43 844 a 45 <*46 <*47
a 5l a S2 <*53 a 54 a M <*56 <*57
fl6 l a 62 a M a 64 a M <*66 <*67
_ a 7. a 72 a 73 a 74 a 7S <*76 <*77
where an =  ( { ( I - P 44L )  -  ( I - P 44L )  Ps6L Pm}, { P i6L  P32 (I-P44L) Pm + P 16L  P 32O - P 44L )  P53 Cm +  P 17L  P32 (1* 
P « L )  P33 P 73+  P 17L  P32 (1 “P 44L )  PseL  PmP7 5 + P 17L  P32 ( I - P 44L )  P &3 P76L +  P 17L  P32 ( I - P 44L )  P s 3 Pm P76L}, 
( P i s L  ( I - P 44L )  P m  +  P m L  ( I - P 44L )  p 53 P m  +  P 17L  ( I - P 44L )  P 53 P 75 +  P 17L  ( I - P 44L )  P ^ L  P «  P 7 5 +  P 17L  ( I *  
P 44L )  P m  P 76L  +  P 17L  ( I - P 44L )  p j 3 P m  P 7&L}, {0 } , (P i& L  ( I - P 44L )  P m  +  P n L  ( 1 - p .u L )  P 75 +  P 17L  ( I - P 44L )  
Pm p7sL}, (Pt&L ( 1-P « 4L )  + P 17L  (1-PmL) p 56L  p7J + P t 7L  ( I - p ^ L )  P76L}, {p17L ( l - p „ L )  -  pnL ( I - P 44L )  
PssL Pm} I,
* «  =  I ( P a iC I - P 44L )  * P 21 ( I - P 44L )  P * L  P m } , { ( I - P 11L )  ( I - P + 4L )  -  P i 6L  P 31 ( I - P 44L )  p M -  P t s L  P 31 ( I - P 44L )  
P 53 P m  -  ( I - P „ L X I - P 4 4 L )  P 36L  P m  -  P 17L  P 31 ( l - P ^ L )  p 53 p 73 -  P , 7L  p 3 |  ( I - P 44L )  P s* L  p 63 P 75 * P n L  P 31 ( 1 -  
P 44L )  P m  P 76L  — P 17L  P 31 ( I - P 44L )  p 33 P m  P t s M ,  { P 15L  P 21 ( I - P 44L )  P 63 +  P i6 C  P 21 ( I - P 44L )  p 53 P m  +  P i? L  
P 21 (1 - P « 4 L )  P s 3 P 73 +  P 17L  P 21 ( I - P 44L )  p j e L  P m  P 7 s +  P 17L  P 21 ( l * P « L )  P m  P 76L  +  P n L  P 21 ( I - P 44L )  P 53 P m  
P 76L } ,  { 0 } , { P 16L  P 21 ( I - P 44L )  P m  +  P 17L  P 21 ( I - P 44L )  P 75 +  P 17L  P 21 ( I - P 44L )  P m  P 76L } , {P ifiL  P 21 ( 1 - P 44X-) 
+  P 17L  P 21 ( I - P 44L )  P s e L  P 73 +  P n L  P 21 ( I - P 44L )  P 76L } ,  { P 17L  P 21 ( I - P 44L )  -  P 17L  P 21 ( I - P 44L )  P s« L  P m J I ,
-  l { p 3 i d - p 4 4 L )  +  P 21 P 3 2 ( 1 * P m L )  -  P 31 ( I - P 44L )  P 56L  P m  -  P 21 P 32 ( l * P a L )  P 36L  P m } , { ( 1 - P n L )  P 3 2 O -  
P 44L )  -  ( l - p „ L )  p3 2 ( l - P 4 4 L )  p 56L  P m } , { ( 1 - P . i L )  ( I - P 44L )  -  ( 1 - P „ L )  ( l - p ^ L )  p 56L  p « } ,  {0 } , { p I6L  p , ,  ( 1 -  
P 44L )  P m  +  P 16LP21 P 32 ( I - P 44L )  P m  +  P 17L  P 31 ( 1 - P u L )  P 75 +  P n L  P 21 P 32 ( 1 - P .u L )  P 7 5 +  P 17L  P 31 ( I - P 44L )  
P m  p7 6 L  +  P 17L  P 21P 32 ( l * P « L )  P m  P ?6 L } , {P i& L P 3t ( 1 * P « L )  +  P 16L  P 21 P 32 ( I - P 44L )  +  P 17L  P 31 ( 1 - P « L )  
p5 * L  P 75 +  P 17L  P 21 p 3 2 ( l - P « L )  P 56L  P 75 +• P 17L  P 31 (1 - P 4 4 L ) P 7&L  +  P n L  P 21 P 32 ( l ' P « L )  p 7 6 L } , { P 17L  P 31 
( I - P 44L )  +  P 17L  P 2 1 P 32 ( l - P u L ) - P i 7 L P 3 i  ( I - P 44L )  P j6 L  P m  -  P 17L  P 21 P 32 ( I - P 44L )  P 56L  P m } I ,
a «  =  H P 31  P43 +  P 2 1P 32  P43 * P31 P43 P 56L  P m  -  P21 P32 P43 P » L  P m } , { ( t - P u L )  P32 P 4 3 -  ( I - P 1 1 L )  P32 P43 P s« L  
P m } , { ( 1 ~ P u L )  P 43- ( 1 - P n L )  P43 P j s L  P m } , { (1 * P u L )  -  P i6 L  P31 P m  -  P16L  P21 P32 P 63 * P « L  P31 Ps3 P m  * 
P i s L  P21 P32 Ps3pM  * ( l - p „ L ) p s « L  Pm  -  P 17L  P31 P53 P75 * P 17L  P21 P32 Ps3 P75 * P 17L  P31 P s s L  P m  P7S -  P n L
1 7 2
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021 032 0 5 6 L  063 0 7 5 ~ 0 n L  031 063 0 7 6 ^  -  P 17L  021 032 063 0 7 6 ^  * P 17L  0 j i  053 0 6 J  0 7 6 ^  -  P 17L  021 032 053 065 
076^-*}* { 0 1 6 ^  031 043 0 6 5 + 0 1 6 L  021 032 043 065 +  P n L  031 043 075 + P n L  021 032 043 075 +  P n L  0 3 i 043 065 0 7 6 ^  
+  0 1 7 ^  021 032  043 065 0 7 6 L } ,{ P |6 L  031 043 +  01 6 L  021 032 043 +  P 17L  031 043 05 6 L  075 +  0 p L  021 032  043 P s6 L  
075 +  0 n L  P 31 P 43 0 7 6 L  +  0 n L  021032 043 0 7 6 L } , H 0 1 7 L  031 043 0 5 6 L  065) * P n L  021 032 043 0 5 6 ^  065}|>
*51 ~  [{031 ( 1 - 0 4 4 ^ )  053 +  021 0 3 2 ( l* 0 4 4 L )  053 +  031 ( 1 - 0 4 4 ^ )  0 5 6 L  063 +  021 032 O * 0 4 4 L )  0 5 6 ^  063} , { ( l - 0 l |L )  
032 ( 1 - 0 4 4 L )  053 +  ( l - 0 1 l L )  032 ( I - 0 4 4 L )  0 5 6 L  0 6 j} , { ( 1 - 0 . . L )  ( 1 - 0 4 4 L )  0 53 +  ( l - 0 „ L )  ( 1 - 0 4 4 L )  0 5 6 L  063}, 
{ 0 } , { ( 1 - 0 1 .L X 1 - 0 4 4 L )  -  0 I6 L  031 ( 1 - 0 4 4 L )  063 * 0 I 6 L  021 032 ( 1*044^ )  063 * P n L  031 ( I - P 44L )  063 076L  -  P 17L  
021 0 3 2 ( l - 044L )  063076^ } ,  {016L  031 ( 1 - 0 « L )  053 +  0 i 6L  021 032 ( I - P 44L )  053 +  ( 1 - 0 | | L )  ( I - P 44L )  05 6 L  +  
P 17L  031 ( N 0 44L )  053 076^  + 0 n L  021 032 ( 1 - 044^ )  0 5 3 0 7 6 ^ } , { P n L  031 ( 1*044^ )  053 +  P n L  021 032 d " 044L )  
053 +  0 I7L  031 ( 1 - 0 4 4 L )  0 5 6 L  063 + P 17L  021 032 ( I - P 44L )  0 5 6 ^  0 6 3 } |,
*61 “  [{031 ( 1 * 0 4 4 ^ )  063 +  021 032 ( I - P 44L )  063 +  031 (1 * 0 4 4 ^ )  053 065 +  021 032 ( I - P 44L )  053 065}, { ( 1 " 0 1 |L )  
032 d - 0 4 4 L ) 0 6 3  +  ( l - 0 . l L )  0 3 2 < 1 -0 4 4 L )  053 065}, { ( 1 - 0 „ L )  ( 1 - 0 4 4 L )  0*3 +  ( 1 - 0 1 , L )  ( I - 0 4 4 L )  053 06 S}, {0}, 
{ ( 1 'P l l L )  (1 * 0 4 4 L )0 6 5  +  P 17L  031 ( N P 44L )  063 075 +  P 17L  021 032 ( I - P 44L )  063 075}, { ( I 'P l l L )  ( I - P 44L )  -  P 17L  
031 ( I - P 44L )  053 075 - 0 1 7 ^  021 032 ( I - P 44L )  053 0 7 s} , { 0 n L  0 3 | ( 1 - 0 4 4 L )  063 +  P 17L  021 032 ( 1 - 0 4 4 ^ )  063 +  
0 1 7 ^  0 3 | ( 1 - 0 4 4 L )  053 065 + P 17L  021 0 3 2 ( 1 - 0 4 4 ^ )  053 065)1,
*71 =  | { 0 3 , ( l - 044L )  053 0 7 5 +  021 P 3 2 O - P 44L )  053 075 +  031 (1 * 0 4 4 ^ )  0S 6L  063 075 +  021 032 ( I - P 44L )  0 5 6 L  063 
075 +  0 3 l ( l - 0 4 4 L )  063 0 7 6 L  +  021 032 ( I - P 44L )  063 076L  +  031 ( I - P 44L )  053 065 0 7 6 ^  +  021 032 ( I - P 44L )  053 065 
076L } ,  {0}, { ( 1 - 0 „ L )  ( I - P 44L )  053 075 +  ( 1- 0 1 . L )  ( I - P 44L )  056L  063 075 +  ( I ' P l l L )  ( 1 - 0 « « L )  063 07 6L  +  ( 1 -  
0 1 l L )  ( 1 - 0 4 4 L )  053 065 0 7 6 ^ } , {0}, { ( l - 0 u L )  ( I - P 44L )  075 -  0 i 6L  031 ( 1 - 0 4 4 L )  063 075 ‘  P ) 6L  021 032 ( 1 - P 44L )  
063 075 +  ( 1 'P l l L )  ( I - P 44L )  065 0 7 6 ^ } , {P  1&L 031 ( I - P 44L )  053 075 +  0 | 6L  021 032 ( I - P 44L )  053 075 +  ( l ' P t l L )  
( 1- 044L )  0 5 6 L  075 +  ( 1- 0 „ L X 1- 044L )  076L } ,  { ( l - 0 „ L )  (1 - 0 4 4 L )  -  0 1 6 L  0 3 , ( I - P 44L )  063 * 0 | 6L  0 2 , 032 0 '  
P 44L )  0 6 3 *  0 1 6 ^  031 ( I - P 44L )  053 0 6 5 -0 1 6 ^ 0 2 1  032 (1 * 0 4 4 ^ )  053 0 6 5 * ( l * P l |L )  ( 1- 044^ )  0 5 6 ^  0 6 5 } |,  
and i = 1 ,2 ,3 ,4 ,5 ,6, and 7.
The elements of the vector of the error process V is:
V u = { ( ( l - 0 u L )  -  ( I - P 44L )  05 6 L  065)^1 +  ( P i e L  032 ( I - P 44L )  063 +  0 1 6 ^  032 ( I - P 44L )  053 065 +  P n L  032 0 *  
P 44L )  053 075 +  0 n L  032 ( I - 0 4 4 L )  05 6 L  063 075 +  P n L  0 3 2 ( 1*044^ )  063 0 7 6 ^  +  P n L  032 ( I - P 44L )  053 063 0 7 6 ^ )  
e 2 +  ( 0 I 6 L  (1 - 0 4 4 L )0 6 3  +  0 l6 t -  ( I *0441-) 053 065 +  P 17L  (1 - 0 4 « L )  053 075 +  P t f L  ( 1 - 0 4 4 ^ )  0 5 6 L  063 075 +  P l? L  
( I - P 44L )  063 076^- +  P 17L O - P 44L )  053 065 0 7 6 ^ )  S 3 +  ( 0 |6 L  ( I - P 44L )  065 +  P 17L  ( I - P 44L )  0 7 5 +  P 17L  ( I - P 44L )  
065 0 7 6 ^ )  £5 +  ( 0 , 6L  (1  - 0 4 4 L ) + 0 17L  ( I - P 44L )  0 5 6 L  075 +  0 n L  ( I - P 44L )  07« L ) 0 C6 +  ( P n L  ( 1 - P 44L )  -  0 n L  ( 1 -  
P 44L )  0 5 6 ^  065 ) 67 } ,
V 2,= { (0 2 1  ( 1 - 0 4 4 L )  -  0 2 ,  ( I - P 44L )  0 5 6 L  065) 8 , +  ( ( 1 - 0 „ L )  ( 1 - 0 4 4 L )  -  0 I6L  0 3 ,  ( 1- 044L )  063 * 031 d ^ L )  053 
0 6 5 - ( l - 0 t l L )  ( 1 - 0 4 4 L )  0 5 6 L  065 -  P 17L  0 3 , ( I - P 44L )  053 075 -  0 n L  031 ( I - 044^ )  0 5 6 ^  063 075 * P n L  031 0 *  
0441-) 063 076^  - 0 n L  031 ( I - P 44L )  053 065 076L )  £2 +  ( P l J -  021 ( I - P 44L )  063 +  0 1 6 ^  021 ( I - P 44L )  053 065 +  
P n L  021 ( I - P 44L )  053 075 +  0 I 7 L 0  21 ( 1- 0 44^ )  0 5 6 ^  063 075 +  P n L  021 ( 1- 044^ )  063076^  +  P 17L  021 ( I - P 44L )  
053 065 076^-) £3 +  ( 0 1 6 ^  021 ( I - P 44L )  065 +  0 1 7 ^ 0 2 1  (1 * 0 4 4 L ) 075 +  P n L  021 ( I - P 44L )  065 0 7 6 ^ )  E5 +  ( 0 1 6 ^  
0 2 , ( 1 - 0 4 4 L )  +  P n L  0 2 ,  ( I - P 44L )  056L 075  + P , t L  0 2 ,  ( I - P 44L )  076L )  6 6 +  ( P n L  0 2 ,  ( I - P 44L )  -  P n L  P 21 ( t -  
0 4 4 L )  0S 6L  0 6 j )  £ 7} ,
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V j |= { (P 3 I  ( I - P 44L )  +  P 2 I P 32 ( I 'P m L )  -  P 31 ( I - P 44L )  P 56L  P s s  -  P 21 P 32 O - P 44L )  P s s L  P m )  E | +  ( ( 1 * P | |L )  P 32 
( I - P 44L )  - { 1 - P n L )  P 32 ( I - P 44L )  P j6 L  P m )  E i +  ( ( 1 - P n L )  ( I - P 44L )  -  ( 1 - P n L )  ( I - P 44L )  p jf tL  P m )  e 3 +  ( P ^ L  
p 3 l ( I - P 44L )  P m  +  P i s L  P 21 P 3 2 ( l * P u L )  p65 +  P n L  P 31 ( I - P 44L )  P 75 +  P 17L  P 21 P 3 2 (1 * P 4 4 L )  P 75 +  P n L  P 31 
( I - P 44L )  P m  P 7 s L  +  P 17L P 21 P n C I - P ^ L )  P m  P 76L )  E j +  ( P 16L  P 31 ( I - P 44L )  +  P i s L  P 21 P 32 ( I - P 44L )  +  P 17L  
P31 O - P 44L )  P sftL  P 75 +  P 17L P 21P 32 (1  “P 44L )  P m L  P 75 +  P 17L  P 31 ( I - P 44L )  P 76L  +  P 17L  P 11 P 32 ( I - P 44L )  p 7 6 L ) 
£6 +  ( P 17L  P 31 ( 1 - P u L )  +  P n L  P 21 P 32O - P 44L )  -  P 17L  P 31 ( 1 - P « L )  P s * L  P m  -  P 17L  P 21 P 32 ( I - P 44L )  P s « L  P m )
e7},
V 4« = { (P 31 P43 +  P21 P32 P43 -  P31 P43 P » L  P 65 -  P21 P32 P43 P ^ L  P m )  E | +  ( ( 1- P n L )  P32 P43 -  ( I ' P l l L )  P32 P43 
P s s L  P m )  Ei+ ( ( 1- P u L )  P43 - ( 1- P n L )  P43 p 56L  P m )  E3 + ( ( 1- P u L )  - P16L  p3t Pm - P ^ L  P21P 32  P m  - P i s L  P s t  
P s 3 P 63 -  P lf tL  P21P32 P53 P m  * O 'P l l L )  P if tL  P m  -  P 17L  P31 P53 P75 -  P 17L  P21 P32 P53 P75 -  P 1 7 L  P31 P 3 6 L  P m  
P75 - P 17L  P21 P32 ?5sL P53P75 - P 17L  P31 P m  P76L  - P 1 7 L  P21 P32 P 63 p76L - P17L  P31 P i 3 P m  p76L - P 1 7 L  P 2 I P32 
P53 P 63 P 7 6 L ) E4 +  ( P i s L  P31 P43P63 +  P i s L  P21 P32 P43 P m  +  P n L  P31 P43 P 7 5 +  P n L  P21 P32 P43 P75 +  P n L  p 3 | 
P43 P m  ? 7s L  +  P 17L  P21 P32 P43 P m  P 7 6 L ) E j +  (P 1 6 L  P31 P43 +  P 16L  P21 P32 P43 +  P 17L  P31 P43 P J4 L P 7 5  +  P17L  
P2I P32 p 43 P 56L  P75 +  P 17L  P31 P43 P 7 6 L + P 1 7 L  P21 P32 P43 P 7 6 L ) £ s  +  ( - ( P n L  P31 P43 P s s L  P s s )  * P 1 7 L  P2I P32 
p 43 P s s L  p 65)  E7}.
V j t = { (P 3 I ( I - P 44L )  P 53 +  P 21 P 32 ( I - P 44L )  P 33 +  P 31 ( I - P 44L )  P s6L p 53 +  P 21 P 32 ( 1- P 44L ) P 56L  P m )  E | +  ( ( I -  
P i . L )  P 3 2 ( I " P 44L )  P 53 +  ( 1 - P . . L )  P j 2 ( I - P 44L )  P j 6L  P m )  e 2 +  ( ( 1 - P n L )  ( I - P 44L )  P 53 +  ( 1 - P u L )  ( I - P 44L )  
P s s L  p 63)  Ej +  ( ( 1 - P n L )  ( I - P 44L )  -  P i s L  P j i  ( I - P 44L )  P m  -  P l 6L  P2I P 3 2 O - P 44L )  P s 3 * P n L  P3I ( I - P 44L )  P m  
P 76L  -  P 17L  P 21 p 32 ( l* P 4 4 L )P 63 P 76L )  Ej +  (P i6 L  P 31 ( I - P 44L )  P 53 +  P i6 L  P 21 P 32 ( I - P 44L )  P 53 +  ( I - P 11L )  ( l -  
P 44L )  p s « L  +  P n L  P31 ( I - P 44L )  P53P76L +  P n L  P 21P 32 ( I - P 44L )  P53 P 7 6 L ) E6 +  ( P 17L  P31 ( I - P 44L )  P53 +  P17L  
P 2 I P 32 (1 -P 4 4 L )P s 3  +  P 17L P 31 (1 -P 4 4 L )P 5 6 L  P m  + P n L  P 21 P 32 ( I - P 44L )  P s s L  P m ) e 7}i
V « = { ( P 3 i ( I - P 44L )  P s3 +  P 21 P 32 ( I - P 44L )  Pm +  P 31 ( 1* P 44L ) P 53 Pm +  P 21 P32 ( I - P 44L )  P 53 Pm) E | +  ((l-p||L) 
P 3 2  ( I - P 44L )  Pm + ( 1- P . . L )  P 32 ( I - P 44L )  p5, Pm) e2+ ( ( 1 - P n L )  ( I - P 44L )  Pm + ( 1 - p n L )  ( I - P 44L )  P 53 P s s )  e3 
+  ( ( l * P n L )  ( I - P 44L )  P ss  +  P 17L  P 31 ( I - P 44L )  P m  P 75 +  P 17L  P 21 P 32 ( I - P 44L )  P 63 P 75)  E5 +  ( ( 1 - P n L )  ( I - P 44L )  
* P 17L  P 31 ( I - P 44L )  P 53P 75 P 17L  P 21 P 32 (1-P44L)Ps3 P 73)  Eft +  ( P 17L  P s i  (1*P 44L )P 63  +  P 17L P 21P 32 (1-P44L)Pm 
+ P n L  P 31 ( I - P 44L )  P 53 P s s + P n L  P 21 P 3 2 (1 -P 4 4 L )  P 53 Pm) E7} ,
V -7t= { ( P 3 |  ( I - P 44L )  P53 p 7S +  P2I P 32 (1 * P 4 4 L )P s3  ?75  +  p 3t ( 1*P44L )  P ^ L  P m  ?75 +  P 21P  32 ( I - P 44L )  P 56L  P m  
P75 +  P31 ( I - P 44L )  ?63 P 7s L  +  P21P32 ( I - P 44L )  P m  P 76L  +  P31 ( I - P 44L )  P53 P m  ? 7s L  +  P21 P 3 2 ( I - P 44L )  P53 P m  
P 76L )  E | +  ( ( 1 - P „ L K 1 - P 4 4 L ) P 53 P75 +  ( l * P l |L )  ( l* P 4 4 L )p 5 6 L  P m  P75 +  ( 1 'P l l L )  ( l - p 4 4 L ) P 6 3  P 76L  +  ( 1 - p n L )  
( I-p44L)Ps3 P m  P 7 6 L ) E3 + ( ( 1- p n L )  ( I - P 44L )  P 7 5 -  P 15L  P31 ( I - P 44L )  P m  p 75 -P lf iL  p 2 l P n  (1*P44L) P u P 7 S  + 
( l * P n L )  ( I - P 44L )  Pm P 76L )  £5 + ( P ^ L  P 31 ( I - P 44L )  P53 P75 + P w L  P21 P 3 2 ( I - P 44L )  Ps3  P75 + ( l - P n L )  (l- 
P 44L )  p s s L  p 75 +  ( 1- P „ L X I - P 44L )  p 76L )  e*  +  ( ( 1 - P u L )  ( I - P 44L )  -  p 16L  p 3 , ( I - P 44L )  P «  -  P . s L  P21 P32 0 -  
P 44L )  P m  * P i 6L  P j i  ( I - P 44L )  P53 P m -  P 1 6 L  P21P 32  ( I - P 44L )  P53 P m  -  ( 1 - P u L )  ( I - P 44L )  P s s L  P m )  £7}
The elements of the vector of the intercept, C is:
C„={((l-p44L) -  ( I - P 44L )  pS6L P m ) 0 i  +  ( P 16L  P 32 ( I - P 44L )  P m  +  P .6 L  P 32 ( I - P 44L )  p5, P m  +  P n L  P 32 (l-  
P 44L )  Ps3 P 75+- P 17L  P 32 ( I - P 44L )  P j s L  P m  P 75 +  P 17L  P 32 ( I - P 44L )  P m  P 76L  +  P 17L  P 32 ( 1 - P 44L )  P 53 P m  
P 7 6 L )0 2  +  (P lf tL  (l-p44L)pM + P l6 L  ( I - P 44L )  P 53 P m  +  P 17L  ( I - P 44L )  P 33 P 75 +  P 17L  ( I - P 44L )  Ps^ L P „  P 7J +  
P n L  ( I - P 44L )  P m  P 76L  +  P n L ( l - P 4 4 L )  p 33 P m  P 76L )  83  +  (P i& L  ( I - P 44L )  P m  +  P n L  ( I - P 44L )  P 75 +  P n L  ( l -  
P 4 4 L )P m  p76L) 0 5  +  ( P m L  (l-p44L)+p,7L ( I - P 44L )  P^L P75 +  P n L  ( I - P 44L )  P j s L )  06 +  ( P n L  ( I - P 44L )  -  
P 17L  ( I - P 44L )  p s s L  P m )  6 7 } ,
C 2,  = { ( P 2 i ( I - P 44L )  -  P 21 ( I - P 44L )  P s s L  P 65)  0 ,  +  ( ( 1 - P u L )  ( I - P 44L )  -  P , 6L  P 3 , ( I - P 44L )  Pm  -  P . s L  Pj i  ( 1 -  
P 44L )  P 53 P m  -  ( 1 - P n L )  ( I - P 44L )  P s s L  P m  -  P 17L  P j i  ( I - P 44L )  P 53 P 75 -  P 17L  P 3 1 ( I - P 44L )  P s s L  P m  P 75 -  P 17L  
P 31 ( I - P 44L )  PmPtsL -  P n L  P 31 ( I - P 44L )  P 53 Pm P 76L )  8 2  +  ( P i s L  P 21 ( I - P 44L )  Pm + P i s L  P 21 ( I - P 44L )  P s 3 
Pm + P n L  P 21 (1-P«L)Ps3 P 7S +  P n L  P 21 ( I - P 44L )  PssL Pm P 75 +  P n L  P 21 ( I - P 44L )  Pm P7sL +  PnL P 21 ( 1 -
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P 44L )  Ps3 P m  0 7 6 L )  8 3  +  (P 16L P 21  ( I - P 44L )  P m  +  P 17L  P21 ( l * P u L )  P75 +  P n L  P21 ( I - P 44L )  P m  0 7 6 L )  05  +  
( P l 6 ^  P21 ( I - P 44L )  +  P n L  P21 ( I - P 44U P 56L  P75 +  P 17L  021 ( l * P « L )  0 7 6 L )  0 6 +  ( P 17L  P 21 ( I - P 44L )  -  P 17L  P 21 
( I - P 44L )  P 56L P m ) 0 7} ,
C j 4 = { (0 3 1  ( I - P 44L )  +  P 21 032 ( L P 44L )  -  031 ( 1 - 0 « L )  P * L  0 M *  021 032 (1 * 0 4 * L )  0 5 6 L  0 m )  0 |  +  ( ( 1 ’ P l l L )  032 
( I - P 44L )  - ( 1 - P u L )  032 ( I - P 44L )  056^  P m )  0 2  +  ( ( 1 'P l t L )  ( I - P 44L )  -  ( 1 - 0 , i L )  ( I - P 44L )  0 36L  065)  0 3  +  (0 1 6 L
031 ( I ' P ^ L )  P m  + 0 1 6 L  021 032 ( 1 ‘ P a L )  065 +  P 17L  031 ( I - P 44L )  0 7s +  P 17L  021 032 (1 * 0 4 4 L )  0 7 5 +  0 1 7L  031 ( 1 -  
P 44L )  0 M  0 7 « L  +  P 17L P 21 032 ( 1 * P « L )  065 076^ )  0 5  +  ( 0 I 6 L  031 ( I - P 44L )  +  0 1 6 L 0 2 I 032 (1 * P * » L ) +  0 p L  0 3 | 
(1  " P 44L )  0 5 6 L  P 75 +  0 n L  021032 ( I *044^ )  0 5 6 L  075 +  P 17L  031 ( 1 - 0 « L )  0 7 6 L  +  0 n L  021 032 ( 1*044^ )  076L )  0 6  
+  ( P 17L  031 (1  - 0 4 4 ^ )  +  P 17L  021 0 3 2 (1 * 0 4 4 ^ )  -  P 17L  0 3 i ( I - P 44L )  0 5 6 L  0 M  * P p L  021 032 (1 -0 4 4 ^ -)  0 5 6 ^  0 m )
07},
^ 4 4  ={(031 043 +  021 032 043 * 031043 P » L  0M  * 021 032 043 0 5 « L  0m) 01 +  ( ( l * P l |L )  032 043 * ( I ' P l l L )  032  043 
0 5 6 L  0m) 0 2 +  ( (1 * 0 1  |L )  043 * ( l * P l l L ) P  43 0 5 6 L  0m )03 +  ( ( l * P l |L )  -  0 1 6 ^  031 0 6 3 *  0 1 6 ^  021 032 0 6 3 *  0 1 6 ^  031 
053 0M  * 0 1 6 ^  021032 053 Pm * ( l * P l |L )  0 5 6 L  0m * P 17L  031 053 075 * P 17L  021 032 053 075 * P n L 0 3 1  056L 063 
075 * P 17L  021 032 056^  063075*  P 17L  031 063 076L  -  P 17L  P 21 032  P m  07« L  * 0 n L  031 053 0 M  0 7 6 ^  -  P 17L  021 032 
053 0M  0 7 6 ^ )  0 4  +  ( P l 6L  031 0 430M  +  P l6L  021 032 043 0M  +  P 17L  031 043 075 +  P l? L  021 032 043 075 +  P n L  031 
043 0M  0 7 6 L  +  P 17L  021 032 043 065076^ )  8 5  +  (0 1 6 L  P 31 P 43 +  P ^ L  021 032 043 +  P n L  0 3 | 043 0 5 « L  075 +  P 17L  
021 032 043 0 5 6 ^ 0 7 5  +  0 n L 0 3 l  043 076L+0 n L  021 032 043 0 7 6 ^ )  0 6  +  ( * ( P n L  0 3 1 043 0 5 6 ^  0m) * P n L  021 032 043 
0 5 6 L  0m) 8 7 } ,
C j 4 - { ( 0 3 1  ( I - P 44L )  053 +  021 032 (1  “P 44L )  P 53 +  031 ( I - P 44L )  056L  063 +  021 032 ( I - P 44L )  056L  063) 8 | +  ( 0 *  
P l . L )  0 3 2 (1 * P 4 4 L ) 053 +  ( 1 - P . l L )  032 ( I - P 44L )  0 5 6 L  0 « )  ©2 +  ( ( I ’ P t . L )  ( I - P 44L )  053 +  ( l ' P l l L )  ( I - P 44L )  0 56L  
0 6 3 ) 03  +  ( ( l - 0 „ L ) ( l - 044L )  -  0 I 6 L  0 3 t ( N 0 4 4 L )  063 * P l 6L  021 0 3 2 ( 1*044L )  063 * P n L  031 ( I - P 44L )  063 076L  -  
P n L  021 032 (1 * 0 4 4 L )  063 0 7 6 L )  0 5  +  (0 1 6 L  031 ( I - P 44L )  P 53 + 0 |6 L  021 032 ( I - P 44L )  053 +  ( l - 0 n L )  ( I - P 44L )  
0 5 6 L  +  P 17L  0 3 i  (1 -0 4 4 L )0 5 3  p ^ L  +  0 n L  021 032 ( I - P 44L )  053 076L )  0 6  +  ( P n L  031 ( I - P 44L )  053 +  P 17L  021 
032 (1 * 0 4 4 L )  053 +  P 17L  0 3 | ( l - 0 u L )  0 5 6 L  0 6 3 +  P 17L  021 0 3 2 (1 * 0 4 4 L )  0 5 6 L  0 6 3 ) 0 7 } ,
^64 -{ (0 3 1  ( I - P 44L ) 063 +  021 032 ( I - P 44L ) 063 +  031 ( I - P 44L ) P53 065 +  021 032 ( I - P 44L ) 053 0m ) 01 +  ( ( I*  
P „ L )  032 ( I - P 44L )  063 +  ( 1 -P . lL )  032 ( I - P 44L )  053 Pm ) ©2 +  ( ( l * 0 , , L )  ( I - P 44L )  063 +  ( I ' P l l L )  ( 1-P * 4L )  053 
065) 03 +  ( ( I - P „ L X 1 - 0 4 4 L )  Pm +  P n L  03, ( l - 0 4 4 L ) 0  63 075 + P n L  02, 0 3 2 (1 * P 4 4 L )  063 075) 05 +  ( ( 1*01 lL ) ( I -  
P 44L )  -  P n L  031 (1 -0 4 4 L )P s 3  075 * P 17L  P 21 032 ( I - P 44L )  053 P 75)  06 +  ( P n L  031 ( I - P 44L )  063 +  P n L  021 032 
( I - P 44L )  063 +  P n L  031 (1 -0 4 4 L )0 5 3  065 +  P 17L  021 0 3 2 ( l* 0 4 4 L )  053 Pm ) 87},
C 74 —{(031  O * 0 4 4 L )  053 075 +  021 032 O * 0 4 4 L )  053 075 +  031 (1 * 0 4 4 L )  0 5 6 L  063 075 +  021 032 ( I - P 44L )  0 5 6 L  063 
075 +  0 3 t (  I - P 44L )  063 0 7 6 L  +  021 0 3 2 (1 * 0 4 4 L )  063 0 7 6 L  +  031 (1 * 0 4 4 L ) 053 0 M  0 7 6 L  +  021 032 (1 * 0 4 4 L )0 S 3  0M  
0 7 6L )  0 ,  + ( ( 1 * P „ L )  ( I - P 44L )  053 075 +  ( 1*0 1 , L )  ( I - P 44L )  0 5 6 L  Pm 075 +  ( 1 * P . . L )  ( I - P 44L )  063 p 76L  +  ( 1 -  
P „ L )  ( I - P 44L )  053 0 M 0 7 6 L ) 03 +  ( ( 1 * P „ L )  ( I - P 44L )  075 * P , 6L  0 3 ,  ( I - P 44L ) 063 075 * P , 6L  0 2 ,  032 O *044L) 
0 M  075 +  ( l * P l | L )  ( I - P 44L )  0 M 076L )  K s  +  (0 1 6 L  031 ( l - 0 u L )  053 075 +  0 I 6 L  021 032 ( I - P 44L )  053 075 +  0 *  
P „ L )  ( I - P 44L )  0 5 6 L  075 +  ( 1 - P „ L )  ( I - P 44L )  0 7 6 L ) 0 6 +  ( ( 1 * 0 „ L )  ( I - P 44L )  - 0 ^  0 3 ,  ( I - P 44L )  063 * P isL  021 
032 ( I - P 44L )  063 * P l 6L  031 ( I - P 44L )  P 53 0 M  “ P ^ L  0 2 |  032 ( I - P 44L )  P 53 0M  * ( l * P l |L )  ( I - P 44L )  0 5 6 L  0m ) 8 7 }
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The elements of the 7x3 matrix H is given by:
H „ = 0 ,
H|J=(P|6L Pj2 (1-P*«L) PM + P16L P32 (I-P4 4L) P53 p65 + P17L P32 (I-P44L) P53 P75 + P17L P32 (I-P4 4L) Pj^ L 
P63 P75 +PnL P32  (I-P44L) P63 P76L + P17L P3 2 (I-P44L) Ps3 Pm P76L)}0>22,
H |3= (P l6 L  ( I - P 44L ) P m  +  P 17L  ( I - P 44L ) P7J +  P 17L  ( I - P 44L ) P m  P76L}“ 53.
Hi ,=0,
Hn= {(l*PnL) (I-P44L) - P^L P31 (I-P44L) Pm * PmL P31 (I-P44L) P53 Pm * 0*PuL) (l-P^L) P%L Pm — 
PnL P31 (I-P44L) P33 P75 - pnL P31 (l-pwL) PsftL Pm p7j - P17L P31 (I-P44L) Pm P?6L - PnL P31 (1* 
P44L) P53 Pm P76L)} (1)22.
H 2 j= { P i6 L  P21 ( I - P 4 4 L )  P m  +  P17L  P21 ( t" P 4 4 L )  P75 +  P n L  P21 ( I - P 4 4 L )  P m  P 76L } o )5j .
Hj ,=0,
H j 2= { ( t * P u L )  P32 ( 1 - P m L ) - ( 1 - P n L )  P32 ( l ' P « L )  P s * L  P m }  0)22,
H M= { p 16L  P31 ( I - P 4 4 L )  P m  +  P i s L  P21 P32 ( l * P « L )  P m  +  P17L  P31 ( I - P 4 4 L )  P75 +  P n L  P21 P32 O - P 4 4 L )  P75 +  
P 1 7 L  p 3 i ( l~ P « 4L )  P m  P76L +  P 1 7 L  P21 P32 ( I - P 4 4 L )  P m  P76L } (1)53.
H4,={(l-P„L) - P16L P31 p63 - P16L P21 P32 p63 * Pl6L P3| Ps3 Pm * Pl6L P21 p32 p53 Pm * 0*3l|L) P56L Pm -  
P17L P31P33 p75 * PnL P21 P32 Pi3 P75 * PnL P31 Ps«LP63 P75 - PnL P21 P32 Ps«L ?63 P75 * P17L P3t P63 
P76L - P17L P21 P32P63 P76L - P17L P31 P53 P6J P7 6L - P17L P21 P32 p53 P65 P76L} 0)41.
H 42= { ( 1- P „ L )  P32 P43 ~ ( l _P l |L )  P32 P43 PsfrL  P m }  0) 22,
H 4 3 = { (1 -P ||L )  * P 16L  P B 31 Pm -  P l6L  P21 P32 P63 -  P l6L  P31 Ps3 Pm * Pl6L P21 P32 Ps3 P65 * 0 ‘ P l lL )  P56L P65 
- P 17L P31P53 P75 * P 17L  P21 P32 Ps3 375 * P 17L  P31 356L Pm P75 * Pl7L  P21 P32 P56L  Pm 375 * P 17L P 31 Pm
p 76L  -  P17L P21 P32PM P76L  -  P17L 33i P53 P m  P76L  * P n L  P21 P 32 P 53 Pm  P 76L )  0)43 +  ( P l6L  P31 P43 Pm
+PiftL- P21 P32 P43 P m  +  P 17L P 31 p 43 P75 +  P n L  P21 P32 P43 P75 +  P17L P31 P43 P m  P76L +  P n L  P21 P32 P43
P 65 P 76L } 0)53
h 5i=0,
H 52= { ( 1- P u L )  P32 ( I - P 44L )  P53 +  ( 1 - P u L )  P j i  ( I - P 44L )  V h L  P m }  0) 22.
H S3 = { ( I - P „ L ) ( 1 - P « 4 L )  - p^L Pji ( I - P 44L )  Pm * P i s L  P21 Pj2(l*p44L) Pm * P 17L  P31 ( I - P 44L )  Pm P76L  -  
P n L  P21 P 32(  1 " P 44L )  P 63 p76L } 0) J 3,
H « = 0 ,
H « 2 = { ( 1 - P , .L )  P32 ( I - P 44L )  P m  +  ( l * P t | L )  P32 ( I - P 44L )  P53 Pm }0)22.
H m = { ( 1 - P „ L )  ( I - P 44L )  P m  +  P n L  P j ,  ( I - P 4 4 L )  P « p 7 5  +  P n L  p 2I P32 O - P 44L )  p «  P75} 0)53.
H 71=  0 ,
H t i= 0 ,
H t 3 = { ( 1 - P h L )  ( I - P 44L )  P75 -  P 16L  P j i  ( I - P 44L )  P m  P75 * P 16L  P21 P32 ( I - P 44L )  P m  P 7 5 +  0 * P n L )  ( I - P 44L )  
P m  P 76L }0)J3 .
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APPENDIX 3. AIC VALUES FOR VARIABLES, YD, PD, QHM, QES, AND FP.
This Appendix reports an empirical procedure to find the best fitted transfer 
functions for variables, yield (YD), production (PD), domestic consumption (QHM), 
ending stocks (QES), and farm price (FP). The procedures below are identical to those 
reported in section (4.3.2).
As for yield (YD), the yield data are first differenced before the search process 
begins, in accordance with the nonstationary test result. In Table 1, Appendix 3, the 
minimum value for the AIC statistics is 9.126 (in bold). The results suggest that the 
transfer function with the second degree of AR part in A YD, the fifth degree of MA part 
in error process, and the third degree of MA part in RCP and PUS is best fitted to the 
data over the study period. All the degrees o f polynomials in the implied transfer 
equation and empirical counterpart for A YD are conformable. Again, the degree of the 
MA part in the empirical TF for AYD is greater than three, which is the lower bound for 
the MA process in the theoretical specification.
Table 1 Appendix 3. AIC Values for Yield in First Differences (AYD).
q
p
0 1
AIC
2 3 4 5
0 10.510 9.715 9.964 9.986 10.267 9.571
i 10.360 9.832 9.706 10.412 10.610 9.536
2 10.343 9.835 9.741 10.166 10.396 9.126
3 10.264 9.791 10.041 10.307 10.748 11.131
4 9.912 9.912 9.505 10.372 10.036 9.910
5 9.943 10.851 10.223 10.491 9.830 10.472
In the case of production (PD), the minimum value in Table 2, Appendix 3, for 
the AIC statistic is 18.532. This statistic indicates that the transfer function with the 
second degree of the AR part in the PD, the fourth degree of the MA part in the error
1 7 7
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process, and the third degree of the MA part in RCP and PUS is the best-fitted model to 
the data. Thus, the empirically identified transfer function is found to be consistent with 
the implied transfer function for PD.
Table 2 Appendix 3. AIC Values for Production (PD) Series.
q
p
0 1 2
AIC
3 4 5
0 19.405 18.850 18.820 18.920 18.830 19.367
i 19.208 19.203 19.041 18.941 19.153 19.260
2 19.189 18.827 18.758 18.883 18.532 18.964
3 19.126 18.753 18.981 18.893 18.831 19.569
4 19.156 19.232 19.272 20.349 20.165 20.339
5 18.966 18.939 19.871 19.635 19.575 19.342
To transform a nonstationary process into a desirable stationary one for the
analysis, the domestic consumption variable (QHM) is first differenced before the
search process begins. Unlike the previous transfer functions, the transfer function of
AQHM includes three inputs, RCP, PUS, and per capita income (PCI). Table 3,
Appendix 3 shows a complete set of AIC values for the transfer function with different
Table 3 Appendix 3. AIC Values for Domestic Consumption in First Differences
(AQHM)._______________________________________________________
AIC
q
P
0 1 2 3 4 5
0 2.611 2.580 2.153 2.363 1.967 1.682
1 2.608 2.608 2.432 2.561 2.827 2.584
2 2.627 2.576 1.935 1.676 2.302 2.943
3 2.619 2.493 1.813 2.702 3.387 3.067
4 2.436 2.289 4.366 4.251 4.177 3.258
5 3.446 3.414 2.765 3.410 3.840 3.172
possible orders for AR or/and MA part in the AQHM. The second degree of the AR
part in QHM, the third degree of the MA part in the error process, and the second 
degree of the MA part in RCP, PUS, and PCI in the transfer function is chosen to best
178
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fit the data. This indicates that the implied degrees o f polynomials and theoretical 
degrees o f polynomials in the transfer function for AQHM are compatible.
As for ending stocks (QES), the first difference is required for the analysis due 
to the nonstationarity of the data. The minimum AIC value is found in the third row 
and sixth column, indicating that the second degree of AR and the fourth degree of MA 
in the transfer function is best fitted to the data.
Table 4 Appendix 3. AIC Values for Ending Stocks (AQES).
q
p
0 1 2
AIC
3 4 5
0 4.594 3.718 3.985 4.752 3.886 3.656
i 4.532 4.389 4.082 4.922 4.009 3.935
2 4.474 3.982 3.946 3.975 3.656 4.351
3 4.410 4.049 4.147 4.133 4.346 5.346
4 4.373 4.381 3.849 3.720 5.141 4.801
5 4.299 5.105 5.312 5.378 6.178 6.001
In the case of farm price (FP), the minimum AIC value is -1.983 (Table 5, 
Appendix 3). Thus the best fitted model is the transfer function with the second degree 
of the AR part in APT, the fourth degree of the MA part in error process, and the third 
degree of the AR part in the PUS. This is indicative of the conformation between the 
implied degrees of polynomials and empirical degrees of polynomials in the transfer 
function for FP.
Table 5 Appendix 3. AIC Values for Farm Price (FP) Series.___________________
AIC
q
P
0 1 2 3 4 5
0 -0.939 -0.968 -1.625 -1.531 -1.562 -1.460
1 -0.918 -1.208 -1.617 -1.565 -1.639 -1.520
2 -1.047 -1.513 -1.623 -1.347 -1.983 -1.585
3 -1.021 -1.326 -1.528 -1.380 -1.377 -1.368
4 -1.081 -1.232 -1.242 -1.285 -1.415 -1.074
5 -1.103 -0.911 -0.061 -0.190 -1.115 -0.683
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APPENDIX 4. ESTIMATION PROCEDURE FOR ARIMA MODELS FOR 
VARIABLES, APT, YD, PD, QHM, QEX, QES, AND FP.
This Appendix outlines the steps followed in the specification o f the ARIMA 
models for the seven endogenous variables in the structural model. First, 
autocorrelation functions (ACFs) and partial autocorrelation functions (PACFs) were 
plotted for acreage planted, yield, production, domestic consumption (Figure 1, 
Appendix 4) and for exports, ending stocks, and farm price (Figure 2, Appendix 4). In 
the figures, two standard deviations of residuals are drawn in gray shade and the ACF 
and PACF at period zero should not be included in analysis (i.e., RATS reports it by 
default). The identified model for acreage planted was ARIMA (1,0,2) since there is 
one significant spike at period one in the PACF (Figure l.B, Appendix 4); two spikes 
(first period and second period) are significant (Figure 1.A, Appendix 4). Similarly, by 
careful investigations of significant spikes on both ACF and PACF and guiding 
principles (e.g., as provided in section 3.2.2.1), identified models for yield, production, 
domestic consumption, exports, ending stocks, farm prices were ARIMAs (0,1,0), 
(1,0,3), (3,1,3) in Figure 1, Appendix 4 (1,0,2), (2,1,2), and (1,0,1) in Figure 2, 
Appendix 4, respectively.
When these identified models, however, were used in ex-post simulations, most 
models generated forecast values that were an incredibly wide range. For instance, 
forecast values for farm prices were sometimes negative or bigger than $100 cwt. 
Similar observations are found when more parsimonious ARIMA models, such as AR 
(1) and MA (1), were used for analysis. The next approach of the study was to use the 
search process for the best fitting ARIMA model by a statistical selection criterion, such 
as AIC. The statistical criterion chose ARIMA(4,0,2), ARIMA(4,1,5), ARIMA(5,0,5),
180
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Figure 1 Appendix 4. ACFs and PACFs for APT, YD, PD, and QHM: 1960-99.
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ARIMA(4,1,4), ARIMA(4,0,3), ARIMA(4,1,4), and ARIMA(4,0,5) for APT, YD, PD, 
QHM, QEX, QES, and FP, respectively. All selected models included the minimum 
AIC for the variables. Empirical results are reported in Tables 1 to 7, Appendix 4. 
Table 1 Appendix 4. AIC Values for Acreage Planted Series.
q
p
0 1 2
AIC
3 4 5
0 12.650 12.126 11.942 11.915 11.476 11.714
l 11.717 11.713 11.562 11.582 11.542 11385
2 11.736 11.558 11.533 11.554 11.371 11.395
3 11.747 11.707 11.416 10.757 11.545 11.873
4 11.772 11.609 10.608 11.638 10.959 11.416
5 11.799 11.649 11.456 11.626 11.358 11.794
Table 2 Appendix 4. AIC Values for Yield in First Difference,
q
P
0 1
AIC
2 3 4 5
0 10.657 10.649 10.602 10.596 10.593 10.580
1 10.681 10.204 10.173 10.166 10.231 10.105
2 10.606 10398 10.360 10.539 10.497 9.881
3 10.614 10.417 10.173 10.163 10.531 10.215
4 10.618 10.694 10.250 10.369 9.808 9.749
5 10.611 10.582 10.570 10.176 9.855 9.782
Table 3 Appendix 4. AIC Values for Production Series.
q
p
0 I
AIC
2 3 4 5
0 20.841 20.199 19.997 19.969 19.771 19.771
i 19.567 19.219 19.044 19.155 19.201 19.362
2 19.569 19.620 19.420 18.972 20.437 18.544
3 19.439 19.304 19.417 19.051 18.598 19.084
4 19.471 19.092 18.879 19.521 19.718 19.216
5 19.490 19399 19.265 18.565 19.208 17.810
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Table 4 Appendix 4. AIC Values for Domestic Consumption in First Differences.
q
p
0 1
AIC
2 3 4 5
0 3.090 3.083 3.068 2.892 2.844 2.612
i 3.116 3.079 3.050 3.002 2.883 2.566
2 3.125 3.113 2.106 2.193 2.686 2.220
3 2.966 2.630 2.127 2.460 2.458 1.830
4 2.850 2.489 2.807 2.290 1.800 2.453
5 2.857 2.626 2.520 3.138 3.028 3.011
Table 5 Appendix 4. Critical Values for AIC for Exports.
AIC
q
p
0 1 2 3 4 5
0 5.614 5.073 4.898 4.343 4.635 3.942
i 4.341 4.197 4.078 4.053 4.204 3.612
2 4.196 4.195 3.383 3.215 4.387 4.192
3 4.228 4.199 3.246 3.211 4.258 3.570
4 4.214 4.179 3.561 3.174 3.978 3.904
5 4.103 3.853 3.925 4.246 4.197 3.868
Table 6 Appendix 4. AIC Values Ending Stocks in First Differences. 
---------------------------------------------------SIC----------------------------------
q
P
0 1 2 3 4 5
0 5.182 5.181 4.418 4.419 4.391 4.372
1 5.211 4.504 4.500 4.612 4.503 4.375
2 5.087 4.680 4.301 4.844 4.042 4.261
3 5.035 4.286 4.293 4.365 4.336 4.295
4 4.869 4.503 4.033 5.275 3.120 3.749
5 4.837 4.457 4.357 3.525 4.112 4.660
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Table 7 Appendix 4. AIC Values for Farm Price Series.
q
p
0 1
AIC
2 3 4 5
0 1.830 1.397 1.302 1.302 0.720 0.599
i 1.264 1.256 1.217 1.138 1.025 1.139
2 1.292 1.287 1.353 0.899 1.045 0.860
3 1.290 1.161 1.222 1.226 0.292 1.126
4 1.317 1.249 1.241 1.009 1.134 •0.084
5 1.342 1.286 1.144 1.258 1.087 1.203
For residual analysis, ACF and PACF for the selected ARIMA models above 
were plotted to examine whether the models are well specified. Figures 3-4, Appendix 
4 shows that ACF and PACF for all variables are flat, indicating that the selected 
models are in fact well specified. The estimated models for the variables are reported in 
Table 8, Appendix 4. Although most coefficient estimates for AR parts and MA parts 
are not significant due to high degrees of AR and MA processes (numbers in 
parenthesis are f-statisties), Q-statistics for each model indicates no indication of 
autocorrelation in residuals, suggesting that the models are well specified. For ex-post 
simulation, these selected models were used, although most models are rather 
complicated.
185
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Figure 3 Appendix 4. ACFs and PACFs for APT, YD, PD, and QHM: 1960-99.
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Table 8. Appendix 4. Estimated AR1MA Models for the Seven Rice Variables.
Variable Constant Error Process 0 (6) R2
APT 3164
(1.84)
( 1 -0 .08L+0.31 L2-0 .8 1 L3-0.27L4)y „ =  (1+1.10L + 1.86 L2) u„ 
(-0.29) (1.61) (-5.31) (-0.96) (3.01) (5.73)
6.52 0.74
YD 69
(1.49)
(1 +0.88L-0.006L2-0 .12L3+0.35L4)y2l = (1-1.09L-0.13L2+0.04L3+0.44 L4+0.65 L5)u2l 
(2.86) (-0.02) (-0.24) (0.92) (-3.13) (-0.30) (0.09) (1.01) (2.12)
1.63 0.89
PD -350,891
(-0.30)
(1 -0.50L-0.33L2+0.79L3-0.69L4-0 .31 L5)y3l = (1 +0.38L-0.91L2+ 1.22L3+0.08L4-2.07L5)u3l 
(-1.59) (-1.03) (3.42) (-2.41) (-1.12) (1.10) (-2.43) (2.78) (0.13) (-3.32)
6.50 0.87
QHM 2.22
(4.20)
(1 +0.92L-0.16L2+0.50L3+0.62L4)y4l = (1+1.09L-0.27L2+ 0 .18L3+0.24L4)u4, 
(2.02) (-0.39) (1.20) (1,60) (1.98) (-0.47) (0.31) (0.42)
3.80 0.97
QEX 172
(0.17)
(1 -0.74L-0.19L2-0.63L3+0.56L4)yJ( = (1 -0.38L-0.09L2+ 0 .81 L3)uJt 
(-1.87) (-0.48) (-2.09) (1.92) (-0.83) (-0.21) (-2.34)
6.32 0.67
QES -0.69
(-0.67)
(1 -0.07L+1.11 L2+ 0 .12L3+0.56L4) y6, = (1 -0.24L+1.43L2+0.87L3+0.47L4) H ,  
(-0.14) (4.90) (0.28) (1.78) (-0.38) (4.69) (1.13) (0.52)
1.94 0.73
FP 8.46
(1.20)
(1 -1.01L + 016L2-0.87L3+0.75L4)y8l = (-0.14L-0.09L-1.81 L2+0.49L3+0.42L4))u», 
(-0.54) (0.41) (-2.49) (1.26) (-0.16) (-0.12) (-2.16) (0.52) (0.54)
3.07 0.55
Note that yit indicates the AR parts of the variables, i = APT, YD, PD, QHM, QEX, QES, and FP, Q(.) is Ljung-Box Q-statistics, numbers in parenthesis are 
/-statistics, and R2 is adjusted R2.
APPENDIX 5. PLOTS OF EX-POST FORECASTS GENERATED BY THE TF, 
ARIMA, AND SEM MODELS.
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Figure 1 Appendix 5. Ex-post Forecasts of Selected Models for APT:1991-99.
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Figure 2 Appendix 5. Ex-post Forecasts of Selected Modeb for YD: 1991-99.
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Figure 3 Appendix 5. Ex-post Forecasts of Selected Models for PD: 1991-99.
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Figure 4 Appendix 5. Ex-post Forecasts of Selected Models for QHM: 1990-99.
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Figure 5 Appendix 5. Ex-post Forecasts of Selected Models for QEX: 1990-99.
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Figure 6 Appendix 5. Ex-post Forecasts of Selected Models for QES: 1990-99.
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Figure 7 Appendix 5. Ex-post Forecasts of Selected Models for FP: 1990-99.
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