Local limit theorems are derived for the number of occupied urns in general finite and infinite urn models under the minimum condition that the variance tends to infinity. Our results represent an optimal improvement over previous ones for normal approximation.
Such a heuristic, guided by the underlying normal approximation to the Poisson distribution, can usually be justified by suitable real or complex analysis. As is often the case, it is the verification of the smoothness (or regularity) property of f (λ) that is the hard part of the heuristic and for which technical conditions are usually introduced. The heuristic appeared in different guises in diverse contexts such as Borel summability and Tauberian theorems; it can at least be traced back to Ramanujan's Notebooks; see the book by Berndt [4] , pages 57-66, for more details, Aldous [1] and the survey paper by Jacquet and Szpankowski [17] for thorough discussions.
To obtain our local limit theorems, we apply instead the two-dimensional saddle-point method, which is in essence the most straightforward one and may be regarded as an extension of the Poisson heuristic; see also Remark 3.2. The approach we use can be extended in a few lines: moderate and large deviations of Z n,M , consideration of other statistics such as urns with a given number of balls, weighted coverage, goodness-of-fit tests, etc.
This paper is organized as follows. We first state our main results on local limit theorems in the next section. In Section 3 the case of a Poisson number of balls is considered, and we introduce the Poisson generating function that is central to our proofs. Asymptotics of mean and variance are derived in Section 4. Sections [5] [6] [7] give the proofs of the main results. Discrete limit laws are derived in Section 8. We conclude this paper with some properties of infinite urn models.
Notation. The generic symbols C, C 1 , C 2 , . . . and c 1 , c 2 , . . . will always denote some positive absolute constants; they can be replaced by explicit numerical values if desired, but we avoid this for simplicity of presentation. Similarly, the implicit constants in the O-and -symbols are absolute constants, where the symbol A B means that c ≤ A/B ≤ C for some constants c and C.
Results.
Let X 1 , X 2 , . . . , X n be a sequence of i.i.d. random variables with a discrete distribution F . Let Z = Z n,F denote the number of distinct values assumed by X 1 , . . . , X n .
Let J be the set (finite or infinite) of possible values of X i , and let the distribution F be given by
where j p j = 1. Here and throughout this paper, sums of the form j are taken to be j ∈J unless otherwise specified; similarly j = j ∈J . Alternatively, Z counts the number of occupied urns in an urn scheme where n balls are thrown independently and each ball has the same probability p j of falling into urn j , j ∈ J. Note that we allow p j = 0 for some j , although such elements may be freely added to or deleted from J without changing Z.
We now state our results. Proofs are given in Sections 4-7. holds uniformly for all n ∈ N and F , where m = E(Z n,F ) + x Var(Z n,F ) .
The trivial case Var(Z n,F ) = 0 occurs if and only if n = 0, n = 1, or F is a one-point distribution; in these cases Z = 0, 1 and 1, respectively.
REMARK 2.1 (Discrete distributions vs. continuous distributions).
The assumption that the distribution F is discrete is not necessary. If F is continuous, then Z = n a.s., another trivial case with Var(Z) = 0. If F has both a discrete and a continuous part, then Theorem 2.1 still holds. To see this, assume that F has a continuous part with total mass ρ, and let F M be a discrete distribution that has the same atoms as F together with M new atoms j , each with p j = ρ/M. We can now apply Theorem 2.1 to F M , and it is easily seen that if we let M → ∞ (with n fixed), then all quantities in (2.1) for F M converge to the corresponding quantities for F ; thus (2.1) holds for F also.
Similarly, the result below holds for general distributions with minor modifications in the formulas (2.2)-(2.5) for mean and variance. We omit the details.
REMARK 2.2 (Finite urns vs. infinite urns)
. By a suitable truncation, it suffices to prove the results for a finite set J. This has the technical advantage that we do not need to address the convergence of the sums and products involved, which is, however, relatively easily checked. Indeed, without loss of generality, we may assume that J is the set of nonnegative integers; then we replace X i by X i ∧ M, and let F M be the corresponding distribution (i.e., F truncated at M). It follows that if the result holds for each F M , it also holds for F , by letting M → ∞.
Exact formulas for E(Z n,F ) and Var(Z n,F ) are given in (4.1) and (4.2) below. However, these formulas are rather complicated; thus we first derive simpler approximations to these quantities.
We define, for x ≥ 0 (and, more generally, for any complex x with x ≥ 0),
We will see in Section 3 that μ F (x) and v F (x) are the mean and variance of Z if the fixed number n of variables (balls) is replaced by a Poisson number with mean x ≥ 0, and that u F (x), σ 2 F (x) andṽ F (x) also have simple interpretations in terms of this Poissonized version. Noting that
we obtain the following alternative formula.
All terms in the sums in (2.7) are nonnegative for x > 0. Hence, σ 2 F (x) > 0 for any F and all x > 0. THEOREM 2.3. The mean and the variance of Z n,F satisfy
The O(1)-terms in (2.8) and (2.9) are in some cases o(1), as we will see later. We can thus replace the exact mean and the exact variance in Theorem 2.1 by their asymptotic approximations.
These results are stated as approximation results. If we consider a sequence of such variables Z n,F , by letting n → ∞ and varying F , assuming only that Var(Z n,F ) → ∞, Theorems 2.1 and 2.4 can be interpreted as local central limit theorems. The corresponding central limit theorem, with (the generally weaker) convergence in distribution, can be stated as follows. 
for some sequences α ν and β ν with β ν > 0.
These theorems cover many results in the literature as special cases. From now on, the distribution F will be fixed, and we will generally drop the subscript F from the notation.
For our method of proof, we consider two (technical) cases:
(i) p j n≤1 p j ≥ 1/2, meaning roughly that asymptotics of Z n is dominated by small p j .
(ii) p j n>1 p j ≥ 1/2, meaning roughly that asymptotics of Z n is dominated by large p j .
Obviously, at least one of these cases will hold. Here, the value 1/2 is not essential and can be changed to any small positive constant (with consequent changes in the values of some of the unspecified constants below); similarly, the cut-off at p j n = 1 is chosen for technical convenience. We will work with Z n in case (ii) and withZ n := n − Z n in case (i); it will turn out that Poissonization then works well in both cases.
REMARK 2.3 (Exact distribution).
It is easy to find the exact distribution of Z n,F . Indeed, assuming as we may that the set J is ordered,
This expression explains why such urn schemes are called multinomial allocations. However, it will not be used in this paper.
Poissonization.
We consider first the mean and the variance of the number of occupied urns or the number of distinct values when the number of balls or variables have a Poisson distribution.
Recall that Z n is the number of occupied urns when we throw n balls. Theñ Z n := n − Z n represents the number of balls that land in a nonempty urn.
Consider now instead the case when the number N of balls is Poisson distributed. Let Z(λ) denote the number of occupied balls with N = N(λ) ∼ Po(λ) balls; letZ(λ) := N(λ) − Z(λ) be the number of balls that land in an occupied urn. REMARK 3.1 (A coupling). We may define Z n and Z(λ) for all n ≥ 0 and λ ≥ 0 simultaneously (for a given F ) by throwing balls at times given by a Poisson process with intensity 1. We let Z(λ) be the number of occupied urns at time λ ≥ 0, when Po(λ) balls have been thrown, and let Z n be the number of occupied urns when the nth ball has been thrown. This defines the various variables simultaneously, with both Z n andZ n := n − Z n increasing in n and both Z(λ) and
is the number of balls thrown at time λ.
Let U j be the number of balls in urn j . Then N = j U j ,
where 1 A denotes the indicator function of the event A, and
In the Poisson case, the random variables U j are independent and Poisson distributed, with U j ∼ Po(p j λ). By (3.1), Z(λ) = j I j , where I j := 1 {U j ≥1} ∼ Be(1 − e −p j λ ) are independent Bernoulli random variables. It follows that
Similarly,Z(λ) = jŨj , whereŨ j = (U j + 1 {U j =0} − 1) are independent. We have 
Our method of proof is based on analyzing the Poisson generating function P defined below. This can be regarded as an analytical Poissonization, and it is, at least heuristically, strongly related to replacing Z n by the Poissonized Z(λ) and then compensating for the randomness in N , the number of balls, in order to derive results for Z n . It is then natural to consider the projection Z − α 0 N , which eliminates the first-order (linear) fluctuations in Z due to the randomness in N . Theorem 2.3 says that, with λ = n, this projection has almost the same variance as Z n , which indicates that this projection (plus the constant α 0 n) is a good approximation to Z n . Moreover, as we will see in Proposition 4.3 below, the smallest variance σ 2 (λ) of a linear combination Z − αN is attained within a constant factor by one of the choices α = 0 and α = 1, which gives Z and Z − N = −Z, respectively. Indeed, the arguments below can be interpreted as considering these two choices only. (It is likely that one could use similar arguments corresponding to the optimal projection Z − α 0 N , without splitting our analysis below into two cases.)
We define, for complex z and y, P (z, y) to be the exponential generating function of E(y Z n ) given by
we further define the Poisson generating function Q(z, y) := e −z P (z, y).
is the probability generating function of Z(λ). It follows immediately from (3.1) for z ≥ 0, and for general complex z by analytic continuation, that
and thus, using j p j = 1,
This also follows easily from (2.10); see also Karlin [20] , Johnson and Kotz [19] , Kolchin, Sevast'yanov and Chistyakov [23] , Flajolet, Gardy and Thimonier [10] for different derivations.
Note also that the probability generating function ofZ
According to the Poisson heuristic (1.2), if Q were smooth enough, then we would have
and the asymptotic normality of Z n would then follow from Taylor expansion of the cumulant generating function
provided that the second sum tends to infinity and the error term becomes small after normalization. However, the general situation here turns out to be more complicated. First, the variance of Z n is not necessarily of the same order as the second sum. Second, the growth order of Q(z, y) is not necessarily polynomial in |z|; for example, Q(z, 0) = e −z . Thus more refined arguments are required to properly justify the (implicit) underlying Poisson heuristic (1.2).
Mean and variance of Z.
We prove in this section the estimates (2.8) and (2.9) for the mean and variance of Z n , and some related estimates.
PROOF OF THEOREM 2.3. By straightforward calculations, (3.1) leads to
and thus (2.8) follows from (4.1).
since, by (4.3),
and
Hence (4.2) yields
which proves (2.9).
We proceed to some estimates of v(x),ṽ(x) and σ 2 (x), which roughly indicate why we need to separate into the cases p j n > 1 and p j n ≤ 1 in our manipulations of sums.
PROOF. This follows from the definitions (2.3) and (2.6) [see also (3. 2)] and the asymptotics
if x → ∞, and
from which the upper bound in (4.6) follows.
On the other hand, by Proposition 2.2,
, which yields (4.7) by the elementary inequality 1
Note that by the inequality 1
The following result, based on the estimates we just derived, is crucial for the development of our arguments.
PROOF. The upper bounds are immediate:
) by (4.5) and (4.6). Alternatively, as pointed out by one of the referees, the upper bounds also follow from Remark 3.2 and
For the lower bounds, we treat the two cases separately. Case (i): p j x≤1 p j ≥ 1/2. We have
Thus, using Proposition 2.2,
Moreover, by (4.7), 
Furthermore, by (4.7), 
5.
Local limit theorem when p j n>1 p j ≥ 1/2. We prove Theorem 2.4 in this section when p j n>1 p j ≥ 1/2. Our starting point is the integral representation
which follows from (3.4) by standard coefficient extraction.
Our strategy is to apply the two-dimensional saddle-point method. More precisely, we split the integration ranges of the double integral into three parts:
where θ 0 and ϕ 0 are usually so chosen that they satisfy the conditions for the saddle-point method:
For technical convenience, we will instead choose θ 0 := n −1/2 σ (n) 1/3 ≤ n −1/3 and ϕ 0 := σ (n) −2/3 , and the usual saddle-point method will require only minor modifications. We show that the main contribution to P(Z n = m) comes from the first double integral in (5.2), the other two being asymptotically negligible. As is often the case, the hard part of the proof is to prove the smallness of e −n |P (ne iθ , e iϕ )| when at least one of {θ, ϕ} is away from zero. Note that P (n, 1) = e n .
5.1.
Estimates for |P (z, e iϕ )|. We derive in this subsection two major estimates for |P (ne iθ , e iϕ )| under the assumption p j n>1 p j ≥ 1/2. The corresponding estimates for the case p j n≤1 p j ≥ 1/2 will be given in the next section.
LEMMA 5.1. Let z = re iθ , r ≥ 0 and θ ∈ R. Then:
PROOF. We have 
Since a more detailed estimate for |P (ne iθ , e iϕ )| and a local expansion of P (ne iθ , e iϕ ) (for small θ and ϕ) involve several sums related to u(x), v(x),ṽ(x) and σ 2 (x), we now derive a few simple estimates for and relationships between them.
PROOF. The upper bound x follows easily by the inequality e −x ≤ 1. For the other upper bound, we may assume x ≥ 2. Then, by (4.4), 
PROOF. (i). We use (4.4) for both x and (1 − δ)x; note that we can split the sum according to p j x ≤ 1 and p j x > 1 for (1 − δ) x, too. The first estimate then is obvious. For the second we find, assuming as we may x ≥ 2,
since there are at most x/ log x terms in the last sum.
(
ii). Immediate from (4.5). (iii) and (iv). Follow from (i) and (ii) together with Proposition 4.3.
We now refine Proposition 5.3 and obtain a decrease of |P (ne iθ , e iϕ )| in both θ and ϕ. (We are grateful to one of the referees for improving our previous version.) PROPOSITION 5.6 . Assume that p j n>1 p j ≥ 1/2. Then uniformly for |θ| ≤ π and |ϕ| ≤ π , provided v(n) ≥ 1,
PROOF. Let z := ne iθ = ξ + iη, where ξ := n cos θ and η := n sin θ . Assume first that |θ| ≤ π/4; then |η| ≤ ξ and ξ ≥ n/2. Thus n = O(ξ ) and, by Lemma 5.
which implies that
This inequality (applied to p i z) gives, by (3.5),
where
By (2.5), u(ξ ) 2 ≤ ξv(ξ), and thus
For S 1 , let c 8 > 0 be chosen such that cos(x) − e −x > 0 on (0, 2c 8 ] (e.g., c 8 = 1/2), and decompose the sum into three parts: 
Furthermore, e −p j ξ ≥ e −c 8 , and consequently
For a term in T 2 we have either p j |η| ≤ c 8 and then 8 and then
Consequently,
For T 3 , which has at most ξ |θ|/c 8 terms, we subtract e −p j ξ from each term and use the trivial estimate | cos(p j η) − e −p j ξ − 1| ≤ 3, finding
Combining these estimates, we obtain, using Lemma 4.1,
The estimates (5.7), (5.8), (5.9), the Taylor expansion ξ = n cos θ = n−nθ 2 /2+ O(nθ 4 ), and the inequality 1 − cos x ≥ 2x 2 /π 2 for x ∈ [−π, π] yield
The required result (5.6) now follows, using 16 and nθ 2 ≤ c 17 v(ξ )ϕ 2 . In both the remaining cases, the result follows from Proposition 5.3 if c 6 and c 7 are small enough.
Local expansion for P (ne iθ , e iϕ ).
We first rewrite (3.5) as
with z, ζ ∈ C. We begin with an expansion of G. 
PROOF. Choose c 18 such that |e ζ − 1| ≤ 1/4 when |ζ | ≤ c 18 . Let 
PROOF. Let z := ne iθ and ξ := z = n cos θ . By (5.10) and Lemma 5.7,
Observe that μ (z) = j p j e −p j z = u(z)/z and μ (z) = − j p 2 j e −p j z . Thus, by a Taylor expansion and Lemmas 5.4 and 5.5,
Similarly, using the inequality
and thus
The desired result follows from these estimates and the inequality (nv(ξ )) 1/2 × |θ|ϕ 2 ≤ v(ξ )|ϕ| 3 + nθ 2 |ϕ|.
Proof of Theorem 2.4 when
The remaining analysis is straightforward. We assume that σ 2 (n) ≥ 1, since otherwise the result is trivial. Recall that θ 0 := n −1/2 σ (n) 1/3 ≤ n −1/3 and ϕ 0 := σ (n) −2/3 . We assume that p j n>1 p j ≥ 1/2, and thus σ 2 (n) v(n) by Proposition 4.3. We start from (5.1) and split the integral into the three parts in (5.2):
Observe first that, by Stirling's formula,
Obviously, by Proposition 5.3 and (5.17),
On the other hand, Proposition 5.6 gives, for n ≥ C 3 and |θ | ≤ θ 0 ,
We turn to J 1 , the main term. If n ≥ C 4 and σ 2 (n) ≥ C 5 , then Proposition 5.8 applies when |θ| ≤ θ 0 and |ϕ| ≤ ϕ 0 , and shows, together with Proposition 4.3 and Lemma 5.5(iv), that
Then, by the inequality |e z − 1| ≤ |z|e |z| ,
We first estimate the error term. Observe that
where A is the quadratic form
by Proposition 4.3(ii), we see that A(x, y) ≥ c 20 (x 2 + y 2 ), implying that
It remains only to evaluate the integral of K over the remaining region. The estimate (5.21) implies, arguing as for J 3 and J 2 in (5.18) and (5.19) , that
Collecting the estimates above, we get
Since (5.20) can be rewritten as
it then follows that 1 2π 
, and that x → e −x 2 /2 has bounded derivatives. The assumptions above that n and σ 2 (n) be large are harmless since n ≥ σ 2 (n) and the result is trivial for σ 2 (n) ≤ C 7 , for any fixed C 7 .
REMARK 5.1 (Central limit theorem). If one is interested in proving only the central limit theorem, then Propositions 5.3 and 5.8 suffice. If, moreover, a BerryEsseen bound is desired, then Proposition 5.6 is needed for |ϕ| ≤ ε for some ε > 0.
6. Proof of Theorem 2.4 when p j n≤1 p j ≥ 1/2. We consider in this section the case when p j n≤1 p j ≥ 1/2. Our underlying idea is then to study n − Z n instead of Z n , and the corresponding PoissonizationZ(n); see Remark 3.2 and recall that Var(Z(n)) =ṽ(n) σ 2 (n). We find P(Z n = m) = P(n − Z n = n − m) by extracting coefficients in P (e iϕ λ, e −iϕ ); see (3.6) . This yields the integral formula
Note that this formula also follows directly from (5.1) by a simple change of variables; there is thus no formal need ofZ and the motivation above.
The analysis of this double integral is very similar to the one in Section 5; the main difference is that the occurrences of v(n) in our estimates have to be replaced byṽ(n). PROOF. Expanding the function ζ + e ζ re iθ − 1 at r = 0 gives
Part (i) follows immediately. On the other hand, since
we have the inequality
This together with (6. 
PROOF. By the definitions (6.4) and (5.11), with w := ze ζ ,
Thus, by Lemma 5.7, for | arg z| ≤ π/4 and |ζ | ≤ c 29 ,
Moreover, for | arg z| ≤ π/4 and |ζ | ≤ c 29 , 
The result follows by substituting this and e ζ − 1 = ζ + 
PROOF. Let τ (z)
Furthermore, it is easily seen that τ (z) = O(1) when |z| ≥ 1 in the sector | arg z| ≤ π/3. Hence, using (4.5),
This completes the proof.
The next result gives the analogue of Proposition 5.8.
PROPOSITION 6.9. If |θ| ≤ π/4 and |ϕ| ≤ c 31 , then
PROOF. Let z := ne iθ . It follows from (6.3), Lemmas 6.6 and 6.7, and (2.2)-(2.6) together with (4.5) that, assuming |ϕ| ≤ c 31 ,
.
On the other hand, by Lemma 6.8, we also havẽ
and the result (6.6) follows, in view of the inequalitiesṽ(n)|θ|ϕ 2 ≤ṽ(n)|ϕ| 3 + v(n)θ 2 |ϕ| andṽ(n) ≤ n.
Proof of Theorem 2.4 when
The analysis of (6.1) is essentially the same as was done for (5.1) in Section 5.3, now using Propositions 6.5 and 6.9 and the relatioñ
which follows from (2.5) and (2.6). We omit the details. On the other hand, if B < ∞, then P((Z ν − Z ν )/β ν ∈ [1/4B, 1/2B]) = 0 for all ν ∈ N since Z ν − Z ν is integer-valued, which again contradicts (7.1).
8. Limit laws when the variance is small or bounded. We briefly consider the possible limit laws for a sequence of random variables Z n = Z n,F n with bounded variances. [Recall that Corollary 2.5 shows that Z n is asymptotically normal in the opposite case when Var(Z n ) → ∞.] By Theorem 2.3, this assumption is equivalent to σ 2 (n) = O(1), and according to Proposition 4.3 and Remark 4.1, we consider the following two cases:
In both cases we can use the same Poissonization procedure as above, the proofs being indeed much simpler. However, for more methodological interests, we use the coupling argument mentioned in Remark 3.1. We say that an event holds whp (with high probability), if it holds with probability tending to 1 as n → ∞.
PROOF. Let λ ± := n ± n 2/3 . Then, whp, N(λ − ) ≤ n ≤ N(λ + ), and thus
In case (i) we have for λ − ≤ λ ≤ λ + , using (4.5),
In case (ii) we have by Lemma 5.4, for λ ≥ 2,
By Lemma 5.5 we thus have, for λ ∈ [λ − , λ + ] (and n ≥ 2)
and accordingly
Limit results can now be obtained from the representations Z(n) = j 1 {U j ≥1} andZ(n) = jŨj with independent summands given in Section 3.
We consider in detail two simple cases leading to Poisson limit laws. Both cases are marked by the property that there are no p j of order 1/n; compare Chistyakov [6] and Kolchin, Sevast'yanov and Chistyakov [23] , III.3. Hence jĨj d −→ Po(λ) by a standard result; see [14, 25] or, for example, [3] , Theorem 2.M. where W ∼ Po(λ ),Ṽ j := V j − 1 {V j ≥1} with V j ∼ Po(q j ), and all terms are independent. Note that the limit depends on the sequence {q j }; thus, in general, different subsequences may converge to different limits, even if the limit λ exists.
Similarly, in case (ii), we may rearrange (p j ) into two (finite or infinite) sequences (p j ) and (p j ) with 1/n ≥ p 1 ≥ p 2 ≥ · · · and 1/n < p 1 ≤ p 2 ≤ · · ·, and by selecting a subsequence we may assume that p j n → q j and p j n → q j for some Be(e −q j ), and all terms are independent. We leave the details to the reader.
Fixed distribution.
We briefly discuss a few characteristic properties for the case when the distribution F is kept fixed while n → ∞. We may as in Remark 3.1 assume that the sequence (Z n ) is obtained by throwing balls one after another; thus Z 1 ≤ Z 2 ≤ · · · .
Let M := #{j : p j > 0}, the number of distinct values that X i can take with positive probability. If M is finite, then a.s. all these values are sooner or later assumed by some X i , and thus Z n = M for large enough n. In other words, then Z n = M whp, and Z n p −→ M as n → ∞. We will therefore in this section assume that M = ∞. It is then easily seen that Z n → ∞ a.s. as n → ∞; similarly Z(λ) → ∞ a.s. as λ → ∞. Consequently, E(Z n ) → ∞ as n → ∞ and μ(λ) = E(Z(λ)) → ∞ as λ → ∞.
On the other hand, by (2.2) and the dominated convergence theorem
since 0 ≤ (1 − e −p j x )/x ≤ p j and j p j < ∞; see also Karlin [20] for an alternative proof. In other words, μ(x) = o(x) as x → ∞, and thus, by Theorem 2.3, E(Z n ) = o(n) as n → ∞. Similarly, the O(1) terms in Theorem 2.3 can be improved to o(1); these remainder terms are given in our proof in Section 4 as sums, where each term tends to 0 and domination is provided by the estimates given in our proof.
Finally, p j x>1 p j → p j >0 p j = 1 as x → ∞; thus we always have p j x>1 p j ≥ 1/2 for large x. Hence σ 2 (n) v(n) and, for limit results, we only have to consider the case in Section 5.
