APP-Hom Method for Box Constrained Quadratic Programming by Wang, Guoqiang et al.
PROXIMAL TWO-STAGE ALGORITHMS FOR BOX CONSTRAINED
QUADRATIC PROGRAMMING ∗
GUOQIANG WANG† , BO YU( )‡ , AND ZIXUAN CHEN§
Abstract. In this paper, proximal two-stage algorithms for quadratic programming problem
subject only to box constraints are presented. Program of this type, is denoted by BQP, which plays
an important role in many optimization models. We apply proximal point method to solve non-
strictly-convex BQP problem, which has proved to be globally convergent and have linear convergence
rate at local. Moreover, we show that the proximal point method is essentially linear iteration if
the active-set is fixed. According to this property, we give an estimate of the linear convergence
factor and present an accelerated proximal point algorithm. For strictly convex BQP problem, the
accelerated proximal gradient method is first implemented to get a approximate solution; secondly,
we generate a parametric programming with the approximate solution and track the solution path of
the parametric programming with a simplified parametric active-set method. Moreover, in the path
tracking steps, we improve the parametric active-set method by introducing a sorting technique to
update the cholesky decomposition. The numerical experiments on randomly generated data set and
real-world data set show the accelerated proximal point algorithm can greatly reduce the number of
the iterations and the two-stage algorithm is efficient.
Key words. quadratic programming, box constraints, non-convex, proximal point method,
parametric active set, homotopy
AMS subject classifications. 90C20, 90C26.
1. Introduction. In this paper, we consider quadratic box constrained program-
ming problem (BQP)
min q(x)
s. t. l ≤ x ≤ u, (1.1)
where q(x) = 12x
TQx+ rTx, Q ∈ Rn×n is symmetric but maybe indefinite, r, l and u
are n-dimensional column vectors.
A basic algorithm for such problem is active-set method which solves a sequence
of subproblems of the form
min{q(xk + d) |dj = 0, j ∈ A(xk)}, (1.2)
where A(x) = {j|xj = lj or xj = uj}. Typical active-set algorithm restricts the
change in A(xk) and updates the active set by dropping or adding only one constraint
along the descent direction at each iteration. Hence, if x0 is faraway from the optimal
solution, active-set method needs to solve many subproblems, which makes it not
suitable for large scale problems.
Parametric active-set (PAS) method [11] solves a general convex quadratic pro-
gramming ((1.1) is a special case with A = I)
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min {rTx+ 12xTQx| l ≤ Ax ≤ u}, (1.3)
by solving a parametric quadratic programming (PQP) problem between a QP prob-
lem (t = 1) with known solution and (1.3) (t = 0, g(0) = r, bl(0) = l, bu(0) = u) which
we want to solve,
min {g(t)Tx+ 12xTQx| bl(t) ≤ Ax ≤ bu(t)}, (1.4)
This method was proposed by Ritter [24] and Best [4], which has been implemented
in qpOASES [11]. Based on the property of the solution path, piece-wise linear. PAS
method is essentially a homotopy method which tracks the solution path from t = 1
to t = 0 . At every step of PAS, it needs to solve linear systems:[
Q A′A
AA 0
] [
x(t)
λA(t)
]
=
[ −g(t)
bA(t)
]
, (1.5)
which derives from the KKT conditions, where λ(t) denotes the multipliers. If the
start solution has almost the same optimal active set as the target solution, this
algorithm would be very efficient. Whereas, PAS suffers from the same disadvantages
as the active-set method that it needs many steps if the start active set is faraway
from that of the end solution.
Another basic approach solving (1.1) is the projected-gradient method [26]. How-
ever, this method is slow at the end of the iterations, which makes it unappealing when
medium to high accuracy solutions are desired. In such cases, higher-order methods
might be more preferable, e.g., LBFGS-B [6], TRON [16], projected-Newton [3] and
projected-quasi-Newton (PQN-BFGS, PQN-LBFGS) [14].
A reflective Newton method [9] is proposed by Coleman and Li. This method
applies to a general (non-convex) BQP and exhibits strong convergence properties,
global and quadratic convergence. Reflective Newton method has been implemented
in Matlab quadprog solver.
Nesterov’s accelerated proximal gradient algorithm (APG) [21,22] is a first order
algorithm, which takes small computational cost at every step and converges in a rate
O( 1k2 ). Due to this, APG is effective for an approximate solution. However, APG
algorithm is slow at the end of the iterations, which hinders it to be an independent
algorithm for (1.1) if high-precision solutions are required.
In this paper, we consider both convex and non-convex cases of (1.1). First, based
on the framework of proximal point algorithm (PPA) [25], we solve non-strictly convex
BQP by solving a sequence of strictly convex BQP problems. In [25], Rockafellar
showed PPA algorithm has linear convergence rate when Q is positive definite. Luo
and Tseng [17] proved PPA algorithm also has linear convergence when it is applied
to quadratic programming. Luo’s proof is based on a framework of feasible descent
methods, which concludes PPA as a special case. We give a more deeper analysis on
the convergence, that, we show that PPA algorithm is essentially linear iteration when
the active-set is fixed. According to this property, we give an estimation of the linear
convergence factor and present an accelerated form of proximal point algorithm.
Secondly, inspired by that, APG is efficient for an approximate solution, which
gives a good estimation of the optimal active-set and PAS method requires a good es-
timate of the optimal active-set. We present a two-stage algorithm for strictly convex
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BQP problem. In the first stage, we use APG algorithm to obtain an approximate
solution and generate a PQP
min {(f + tw)Tx+ 12xTQx|l ≤ x ≤ u}. (1.6)
between an initial BQP problem whose solution is known and a strictly convex BQP
problem which we want to solve. In the second stage, we use a simplified PAS method
which does not iterate the multipliers to track the solution path of (1.6). Benefiting
from the approximately solving, the steps of PAS method would greatly reduce. At
last, we improve the parametric active-set algorithm by introducing a sorting tech-
nique to update the cholesky decomposition, which takes smaller computations than
that in qpOASES.
The organization of the rest of this paper is as follows. In the second section, the
optimality conditions of the BQP problem are given. In Section 3, we implement PPA
for non-strictly-convex BQP problem and present the convergence analysis. Moreover,
based on the the convergence analysis, we give an estimate of the linear convergence
factor and present an accelerated PPA. A two-stage algorithm is presented for strictly
convex BQP problem in Section 4. Finally, the numerical results are displayed in
Section 5.
2. Optimality conditions. Let
Ω = {x ∈ Rn : l ≤ x ≤ u}, (2.1)
denote the feasible set of problem (1.1) and assume infx∈Ω q(x) > −∞. Moreover, let
X∗ denote the set which consists of all Karush-Kuhn-Tucker points. Then for any
x∗ ∈ X∗, the following optimality conditions hold.
∂q
∂xj
(x∗) ≥ 0, j ∈ Al(x∗), (2.2)
∂q
∂xj
(x∗) = 0, j ∈ Am(x∗), (2.3)
∂q
∂xj
(x∗) ≤ 0, j ∈ Au(x∗), (2.4)
where Al(x) = {j|xj = lj}, Am(x) = {j|lj < xj < uj} and Au(x) = {j|xj = uj}.
3. Proximal point algorithm and convergence. We implement PPA to solve
problem (1.1) when Q is not positive definite. In this section, we prove the conver-
gence properties, global convergence and linear convergence at local. We show that
PPA is essentially linear iteration when the active-set settles down. According to
this property, we give an estimate of the convergence factor of PPA and present an
accelerated PPA.
Let γ = δ − λmin(Q), where δ > 0 is a constant. Sequence {xk} are obtained by
PPA iterations:
xk+1 = arg min {q(x) + γ
2
‖x− xk‖2|x ∈ Ω}. (3.1)
Then (3.1) is a strictly convex BQP problem, which is solved by a two-stage algorithm
in Section 4.
Proposition 3.1. Assume sequence {xk} are obtained by (3.1), then q(xk+1) ≤
q(xk) and ‖xk − xk+1‖ → 0.
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Proof . It is easy to see
q(xk+1) ≤ q(xk+1) + γ
2
‖xk − xk+1‖2 ≤ q(xk) (3.2)
by (3.1), hence, we obtain
K∑
k=0
‖xk − xk+1‖2 ≤ 2
γ
K∑
k=0
(q(xk)− q(xk+1))
≤ 2
γ
(q(x0)− q(xK+1)).
Since q(x) is lower bounded on Ω, q(x0)− q(xK+1) <∞ for any K > 0, which implies
‖xk − xk+1‖ → 0.
3.1. Global convergence. In this section, we establish {xk} globally converge.
We first present two Lemmas.
Let Ω∞1 = Ω
∞ ∩ {d| ‖d‖ = 1}, where Ω∞ is the asymptotic cone of Ω.
Lemma 3.2. For any d ∈ Ω∞1 , dTQd ≥ 0. Furthermore, if dTQd = 0, then
q(x) ≤ q(x+ αd),∀x ∈ Ω,∀α ≥ 0.
Proof. It is easy to see
q(x+ αd)− q(x) = 1
2
(x+ αd)TQ(x+ αd) + rT (x+ αd)− 1
2
xTQx− rTx
=
α2
2
dTQd+ αdT (Qx+ r)
> −∞,
which implies dTQd ≥ 0.
Furthermore, if dTQd = 0, then
q(x+ αd)− q(x) = α(Qx+ r)T d > −∞,∀α ≥ 0,
which implies (Qx+ r)T d ≥ 0. Hence, q(x) ≤ q(x+ αd).
Lemma 3.3. For any f, d ∈ Ω∞1 , there exists εd > 0 such that if dist(f, d) ≤ εd,
then f ∈ri(span(f, d) ∩ Ω∞), where dist(f, d) = arccos dT f .
Proof. Let D = {−ei|li = −∞, i = 1, 2, ..., n} ∪ {ei|ui =∞, i = 1, 2, ..., n}, where
ei is the i-th unit coordinate vector. Moreover, let r = |D|, then for any d ∈ Ω∞,
there exists unique positive linear representation
d =
r∑
i=1
pii(d)di,
where di ∈ D, pii(d) = max(0, dT di).
Now, let
εd =
1
2pi
min
pii(d) 6=0
pii(d).
Moreover, we have
‖pii(f)− pii(d)‖ ≤ ‖f − d‖
≤ pidist(f, d)
≤ 1
2
min
pii(d) 6=0
pii(d).
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Let
u =
r∑
i=1
(2pii(f)− pii(d))di,
it is easy to see that u ∈ Ω∞ and f = 12u+ 12d, so f ∈ri(span(f, d) ∩ Ω∞).
Before the next theorem, some notations are required.
Let Ω¯ = Ω1 × Ω2 × ...× Ωn, where
Ωi =

li li > −∞, ui =∞;
ui li = −∞, ui <∞;
0 li = −∞, ui =∞;
[li, ui] li > −∞, ui <∞.
i = 1, 2, ...n.
Then for any xk, there exist unique yk ∈ Ω¯ and dk ∈ Ω∞1 such that
xk = yk + αkdk,
where αk ≥ 0.
Moreover, let D¯ = {d|∃xki , i = 1, ...,∞, such that dki → d and αki → ∞}, it is
easy to see that D¯ ⊂ Ω∞1 and dTQd = 0,∀d ∈ D¯, then we have the following theorem.
Theorem 3.4. If d ∈ D¯ and dist(dk, d)≤ εd, then αkdT dk ≤ αk−1dT dk−1.
Proof. In fact, if αkdT dk > αk−1dT dk−1, then there exists a small enough α > 0
such that xk − αd ∈ Ω and
‖xk − αd− xk−1‖2 = ‖yk − yk−1‖2 + ‖αkdk − αd− αk−1dk−1‖2
= ‖yk − yk−1‖2 + ‖αkdk − αk−1dk−1‖2
−α(αkdk − αk−1dk−1)T d+ α2dT d (3.3)
= ‖xk − xk−1‖2 − α(αkdk − αk−1dk−1)T d+ α2dT d
< ‖xk − xk−1‖2
Furthermore, we have q(xk − αd) ≤ q(xk) by Lemma 3.2. Hence,
q(xk) +
γ
2
‖xk − xk−1‖2 > q(xk − αd) + γ
2
‖xk − αd− xk−1‖2,
which is a contradiction to (3.1). So αkdT dk ≤ αk−1dT dk−1.
Next, one of the results of this paper is presented.
Theorem 3.5. The sequence {xk} obtained by (3.1) are bounded.
Proof. If {xk} are not bounded, then D¯ is not empty.
According to the definition of D¯, we have that for any ε1 > 0, there exists Mε1 > 0
such that if αk > Mε1 , then dist(d
k, D¯) < ε1.
From (3.3), we have ‖αkdk − αk−1dk−1‖ → 0. Then for any ε2 > 0, we can find
N , such that, if k > N , then ‖αk − αk−1‖ < ε2.
Moreover, there exists ε3 > 0, such that if dist(d
k, D¯) < ε3, then we can find
sk ∈ D¯ makes dist(sk, dk) < min(pi3 , εsk).
In fact, if no such ε3 exists, then for any sequence {εi3}∞i=1 → 0, we can find
sequence {dki}∞i=1 satisfy
dist(dki , D¯) < εi3 and ∀d ∈ D¯,dist(dk, d) ≥ min(
pi
3
, εd).
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It is easy to see {dki}∞i=1 have one accumulation point d˜ ∈ D¯, hence, there exists
j such that dist(dkj , d˜) < min(pi3 , εd˜), which is a contradiction.
Now, let ε1 = ε2 = ε3 and
M = max(αN+1 + 1,Mε3 ,max
k≤N
αk).
When k ≤ N + 1, it is easy to see that αk ≤M .
When k > N + 1, if αk > M , then there exists sk ∈ D¯, such that dist(sk, dk) ≤
min( 12 , εsk). From Theorem 3.4, we have
αksk
T
dk ≤ αk−1skT dk−1 ≤ ... ≤ αk−pskT dk−p, (3.4)
where 0 ≤ p ≤ k − N is the smallest integer which makes one of the following two
cases occour.
(i) αk−p > M and αk−p−1 ≤M ;
(ii) dist(sk, dk−p) < min(pi3 , εsk) and dist(s
k, dk−p−1) ≥ min(pi3 , εsk).
If p makes (i) cocur, then we have
αksk
T
dk ≤ αk−pskT dk−p ≤M + ε3.
So
αk =
M + ε3
sk
T
dk
≤ 2(M + ε3). (3.5)
If p makes (ii) occur, then we have
αksk
T
dk ≤ αk−p−1skT dk−p−1. (3.6)
by Theorem 3.4. Since dist(sk, dk) < min(pi3 , εsk) ≤ dist(sk, dk−p−1), we obtain
sk
T
dk ≥ skT dk−p−1, which derives
αk ≤ αk−p−1 (3.7)
by (3.6). Furthermore, if αk−p−1 ≤M , we obtain αk ≤ 2(M + ε3) by (3.5) and (3.7);
if αk−p−1 > M , repeat the steps above until (i) occurs. It is easy to see (i) will occur
in one loop for αN+1 < M . So we obtain αk ≤ 2(M + ε3), which completes the proof.
Theorem 3.6. Assume x¯ is one accumulation point of {xk}. If the strict com-
plementarity conditions hold at x¯, then limk→∞ xk = x¯.
Proof. For convenience, we use A¯m to denote Am(x¯), which is similar to A¯l and
A¯u.
Since the strict complementarity conditions hold at x¯, there exists ε > 0 such
that
OqA¯l(x) > 0, 0 < xA¯m < uA¯m , OqA¯u(x) < 0,∀x ∈ B(x¯, ε). (3.8)
i.e.,
Al(x) = A¯l, Am(x) = A¯m, Au(x) = A¯u. (3.9)
Moreover, there exists N > 0 such that xN ∈ B(x¯, ε2 ) and ‖xk − xk+1‖ < ε2 ,∀k ≥ N ,
it implies xN+1 ∈ B(x¯, ε).
A PROXIMAL TWO-STAGE ALGORITHM FOR BQP 7
Hence, we have
QA¯mA¯mx
N+1
A¯m +QA¯mA¯l lA¯l +QA¯mA¯uuA¯u + rA¯m + γ(x
N+1
A¯m − x
N
A¯m) = 0, (3.10)
QA¯mA¯m x¯A¯m +QA¯mA¯l lA¯l +QA¯mA¯uuA¯u + rA¯m + γ(x¯A¯m − x¯A¯m) = 0. (3.11)
So we arrive at
(QA¯mA¯m + γI)(x
N+1
A¯m − x¯A¯m) = γ(x
N
A¯m − x¯A¯m),
that is,
(xN+1A¯m − x¯A¯m) = M(x
N
A¯m − x¯A¯m), (3.12)
where M = γ(QA¯mA¯m + γI)
−1 is positive definite.
Let λ¯1 ≥ λ¯2 ≥ ... ≥ λ¯s denote the eigenvalues of QA¯mA¯m and v¯1, v¯2, ..., v¯s are
the corresponding unit eigenvectors, where s = |A¯m|. Then v¯1, v¯2, ..., v¯s are the
eigenvectors of M as well, and the corresponding eigenvalues are 0 < γ
λ¯1+γ
≤ γ
λ¯2+γ
≤
... ≤ γ
λ¯s+γ
.
Assume
xNA¯m − x¯A¯m =
s∑
i=1
α¯iv¯i,
hence,
xN+1A¯m − x¯A¯m =
s∑
i=1
γα¯i
λ¯i + γ
v¯i.
We derive from (3.8) and (3.9) that ‖xN+1A¯m − x¯A¯m‖ = ‖xN+1− x¯‖. Then we have
q(xN )− q(x¯) = 1
2
(xN − x¯)TQ(xN − x¯) + (xN − x¯)T (Qx¯+ r)
=
1
2
(xNA¯m − x¯A¯m)TQA¯mA¯m(xNA¯m − x¯A¯m) (3.13)
=
s∑
i=1
λ¯iγ
2α¯2i
(λ¯i + γ)2
≥ 0.
In order to show xN+1 ∈ B(x¯, ε2 ), we deduce that
‖xN − x¯‖2 − ‖xN+1 − x¯‖2 = ‖xNA¯m − x¯A¯m‖2 − ‖xN+1A¯m − x¯A¯m‖
2
=
s∑
i=1
α¯2i −
s∑
i=1
γ2α¯2i
(λ¯i + γ)2
=
s∑
i=1
λ¯iα¯
2
i
(λ¯i + γ)
+
s∑
i=1
γλ¯iα¯
2
i
(λ¯i + γ)2
(3.14)
≥ (λ¯k¯ + γ)
s∑
i=1
λ¯iα¯
2
i
(λ¯i + γ)2
+
s∑
i=1
γλ¯iα¯
2
i
(λ¯i + γ)2
≥ 0,
where k¯ satisfies λ¯k¯ ≥ 0 > λ¯k¯+1. So we have ‖xN+1 − x¯‖ ≤ ‖xN − x¯‖ ≤ ε2 . Through
induction, we obtain ‖xk+1− x¯‖ ≤ ‖xk− x¯‖ ≤ ε2 ,∀k ≥ N , which implies limk→∞ xk =
x¯.
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3.2. Linear convergence. Next, we show the proximal point method has linear
convergence rate at local. Before this, we introduce a lemma.
Lemma 3.7. Assume A ∈ Rn×n is positive definite. If ‖Akv‖ → 0, then there
exists ρ ∈ (0, 1), such that ‖Akv‖ ≤ ρ‖Ak−1v‖. Moreover, v belongs to the eigen-
subspace of which the corresponding eigenvalues are smaller than 1.
Proof. Let λ1 ≥ λ2 ≥ ... ≥ λn > 0 denote the eigenvalues of A and v1, v2, ..., vn
are corresponding unit eigenvectors which satisfy vTi vj = 0,∀i 6= j. v has linear
representation by v1, v2, ..., vn as follows
v =
n∑
i=1
αivi,
then
Akv =
n∑
i=1
αiλ
k
i vi (3.15)
which implies αi = 0, if λi ≥ 1. Hence, we have
‖Akv‖ = ‖
∑
αi 6=0
αiλ
k
i vi‖
≤ max
αi 6=0
(λi)‖
∑
αi 6=0
αiλ
k−1
i vi‖
= ρ‖Ak−1v‖
where ρ = maxαi 6=0(λi) < 1.
Theorem 3.8. Assume the strict complementarity conditions hold at x¯. Then
there exists ρ¯ = maxλi(M)<1(λi(M)) =
γ
γ+minλ¯i>0(λ¯i)
∈ (0, 1), such that, the following
items hold for all k ≥ N .
(i) ‖xk+1 − xk+2‖ ≤ ρ¯‖xk − xk+1‖ and ‖xk+1 − x¯‖ ≤ ρ¯‖xk − x¯‖.
(ii) q(xk)− q(x¯) ≤ ‖QA¯mA¯m‖ρ¯
2(k−N)
2(1−ρ¯)2 ‖xN − xN+1‖2.
Proof. Similar to (3.12), we have
xk+1A¯m − x
k+2
A¯m = M(x
k
A¯m − xk+1A¯m ) (3.16)
and
xk+1A¯m − x¯A¯m = M(x
k
A¯m − x¯A¯m) (3.17)
when k ≥ N . Then we obtain (i) immediately by Theorem 3.6 and Lemma 3.7.
Moreover, when k ≥ N , we obtain
q(xk)− q(x¯) = 1
2
(xkA¯m − x¯A¯m)TQA¯mA¯m(xkA¯m − x¯A¯m)
≤ 1
2
‖QA¯mA¯m‖‖xk − x¯‖2
≤ 1
2
‖QA¯mA¯m‖
∞∑
i=k
‖xi − xi+1‖2
≤ ‖QA¯mA¯m‖
2(1− ρ¯)2 ‖x
k − xk+1‖2
≤ ‖QA¯mA¯m‖ρ¯
2(k−N)
2(1− ρ¯)2 ‖x
N − xN+1‖2.
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So we assert that proximal point algorithm has linear convergence rate at local
when it is applied to (1.1). Next, we will give another result.
Theorem 3.9. If v¯Ts (x
N+1
A¯m − xNA¯m) 6= 0, then QA¯mA¯m is positive definite. Fur-
thermore, if λ¯s−1 > λ¯s, then
xk+1A¯m − xkA¯m
‖xk+1A¯m − xkA¯m‖
→ v¯s. (3.18)
Proof. Let
xN+1A¯m − x
N
A¯m =
s∑
i=1
α˜iv¯i.
denote the linear representation of xN+1A¯m − xNA¯m by v¯1, v¯2, ..., v¯s. Since
xk+1A¯m − x
k
A¯m = M
(k−N)(xN+1A¯m − x
N
A¯m)→ 0 (3.19)
and
v¯Ts (x
N+1
A¯m − x
N
A¯m) 6= 0, (3.20)
we have λmax(M) =
γ
λ¯s+γ
< 1 by Lemma 3.7, which implies λ¯s > 0, that is, QA¯mA¯m
is positive definite. Finally, (3.18) is an immediate result by (3.19) which is linear
iteration.
Corollary 3.10. If (3.20) and the strict complementarity conditions hold at x¯,
then x¯ is a strict local minimizer.
Proof. Assume d ∈ Rn is a feasible direction of Ω at x¯, then
dA¯0 ≥ 0, dA¯u ≤ 0.
So if there exists j ∈ A0(x¯) ∪ Au(x¯), such that dj 6= 0, then
q(x¯+ αd) = q(x¯) + αdTOq(x¯) + o(α2).
we have dTOq(x¯) > 0 for the strict complementarity conditions hold at x¯. So
q(x¯+ αd) > q(x¯) when α > 0 is small enough.
If dA¯0∪A¯u = 0, then
q(x¯+ αd)− q(x¯) = α
2
2
dTQd+ αdT (Qx¯+ r)
=
α2
2
dTA¯mQA¯mA¯mdA¯m
≥ 0.
However, there exist special cases such that (3.20) does not hold and QA¯mA¯m is
not positive definite.
Example 3.11.
min 12 (x1 − 12 )2 − 12 (x2 − 12 )2
s. t. 0 ≤ x1, x2 ≤ 1. (3.21)
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Given x0 = (0, 12 ) and γ = 1.001, we obtain x
k by proximal point algorithm, then
xk+11 =
1
2 + γx
k
1
γ + 1
, xk+12 =
1
2
.
So xk → x¯ = ( 12 , 12 ) which is a saddle point and ‖xk+2 − xk+1‖ = γγ+1‖xk+1 − xk‖.
However, A¯m = {1, 2} and QA¯mA¯m =
[
1 0
0 −1
]
is not positive definite.
If x0 = (0, 12 + 10
−4), then
xk+11 =
1
2 + γx
k
1
γ + 1
, xk+12 = min{1,
γxk2 − 12
γ − 1 }.
xk2 converges to 1 quickly, in particular, x
k
2 = 1, k ≥ 2. Hence, xk → x¯ = ( 12 , 1)
which is a local minimizer and ‖xk+2 − xk+1‖ = γγ+1‖xk+1 − xk‖, k ≥ 2. Moreover,
A¯m = {1} and QA¯mA¯m = 1 is positive definite.
3.3. Accelerated Proximal point algorithm (APPA). Assume {xk}K2k=K1
have the same active set, where K1 ≤ K2. Then we have form (3.10) and (3.11) that
(QAkmAkm + γI)(x
k − xk−1) = γ(xk−1 − xk−2),∀K1 + 2 ≤ k ≤ K2,
which is linear iteration. Let ωk =
‖xk−xk−1‖
‖xk−1−xk−2‖ . If ωk tends to one constant ω¯ < 1,
we have
xk − xk−1 ≈ ω¯(xk−1 − xk−2),
which implies
xK2 ≈ xk − 1− ω¯
K2−k
1− ω¯ (x
k − xk+1), (3.22)
According to (3.22), we present an accelerated PPA iteration:
xk+1 = arg min {q(x) + γ
2
‖x− x
k − ωkxk−1
1− ωk ‖
2|x ∈ Ω}. (3.23)
Precisely, we replace PPA iterations (3.1) by APPA iterations (3.23) when
ωk−j+1 < 1 and |ωk−j+1 − ωk−j | < ε, j = 1, 2, ...a, (3.24)
where ε and a are pre-given. After one iteration of (3.23), xk+1 quickly tends to xK2 ,
but ωk+1 may not satisfy (3.24). Thus, we need to switch to PPA iterations until
(3.24) holds again.
4. Algorithm. WhenQ is not positive definite, PPA and APPA obtain a Karush-
Kuhn-Tucker point of (1.1) after solving a sequence of strictly convex BQP problems.
When Q is positive definite, we solve (1.1) directly. Benefiting form the positive defi-
niteness of Q, the linear systems in the simplified PAS method is not degenerate and
can be solved by cholesky decomposition.
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4.1. A two-stage algorithm for strictly convex BQP. In this section, we
present a two-stage algorithm for strictly convex BQP problem. As described in the
introduction, PAS method is efficient if a good estimate of the optimal active set is
given. Due to this, we use APG algorithm to obtain an approximate solution before
PAS method. Benefiting from the approximate solving by APG, The steps of PAS
method is small.
Since the PQP problem in this paper is simple on constraints, we simplify PAS
method to solve our PQP problem that we does not iterate the multipliers as the
original PAS method. At last of this section, we present a sorting technique to update
the cholesky decomposition, which takes smaller computations than that in qpOASES.
For convenience, we write the strictly convex BQP (3.1) and (3.23) in a uniform
form
min 12z
THz + fT z
s. t. l ≤ x ≤ u, (4.1)
where H is positive definite. It is easy to see that (3.1) is a special case of (4.1) with
H = Q+ γI, f = r − γxk
We know from (2.2)-(2.4) that z¯ is the solution of (4.1) if and only if z¯ satisfies
HTj z¯ + fj ≥ 0, j ∈ Al(z¯), (4.2)
HTj z¯ + fj = 0, j ∈ Am(z¯), (4.3)
HTj z¯ + fj ≤ 0, j ∈ Au(z¯), (4.4)
where Hj denotes the j-th column of H, fj denotes the j-th element of f .
We use APG algorithm to predict the solution of (4.1) as follows:
Let l = 1, ρ1 = 1, and z
1 = y0 ∈ Rn is given, then
yl = arg min
l≤z≤u
〈Hzl + f, z〉+ L
2
‖z − zl‖2, (4.5)
ρl+1 =
1 +
√
1 + 4ρ2l
2
, (4.6)
zl+1 = yl + (
ρl − 1
ρl+1
)(yl − yl−1), (4.7)
where L ≥ ‖H‖. At each iteration, (4.39) can be fast solved by a truncation operator
as follows:
yl = T (zl − 1L (Hzl + f)) = [zl − 1L (Hzl + f)]+. (4.8)
So we just need to do one matrix-vector multiplication. However, APG is slow at the
end of the iterations, thus we terminate APG iterations when one of the following
criterions is satisfied.
piε1(y
l) = piε1(y
l−i), for i = 1, .., Smax, (4.9)
‖yl − yl−1‖
‖yl‖ < ε2, (4.10)
where piε1(y) = |{j|lj + ‖y‖ε1 < yj < uj − ‖y‖ε1}|. Smax, ε1 and ε2 are some
parameters which are pre-given.
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With the first stage, we obtain an approximate solution of (4.1). Then, we obtain
zˆ =

lj y
l
j ≤ lj + η‖yl‖;
ylj lj − η‖yl‖ < ylj < uj + η‖yl‖;
uj y
l,k
j ≥ uj − η‖yl‖.
(4.11)
by filtration with η, where η > 0 is a small number. The active-set of zˆ is a good
prediction to that of z˜, which would greatly reduce the steps of the second-stage
algorithm.
Next, we generate a PQP problem.
Let
w =

ξ1 zˆj = lj ;
−HTj zˆ − fj lj < zˆj < uj ;
ξ2 zˆj = uj ,
(4.12)
where ξ1 = −minj{HTj zˆ + fj |zˆj = lj} + δ, ξ2 = −maxj{HTj zˆ + fj |zˆj = uj} − δ and
δ > 0. So zˆ is the solution of
min 12z
THz + (f + w)T z
s. t. l ≤ x ≤ u. (4.13)
A linear homotopy between the objective function of (4.1) and (4.13) is
h(t, z) = 12z
THz + (f + tw)T z , t ∈ [0, 1]. (4.14)
Then we can obtain the solution of (4.1) by solving the PQP problem
min h(t, z) = 12z
THz + (f + tw)T z
s. t. l ≤ z ≤ u. (4.15)
In the second stage, we use PAS method to track the solution path of (4.15).
Since (4.15) is simple on constraints, we does not iterate multipliers in the tracking
steps. We simplify the PAS method to solve (4.15) as follows.
Let z(t), t ∈ [0, 1] be a vector-function of t denoting the solution path of (4.15) and
suppose z(t) has M piece-wise intervals, moreover, set t0 = 1, tM = 0. Let (ti, ti−1),
i = 1, ...,M denote the intervals, in which, z(t) is linear. Let Aim = {Am(z(t))|t ∈
(ti, ti−1)} denote the work set, Ail = {Al(z(t))|t ∈ (ti, ti−1)} denote the lower active-
set and Aiu = {Au(z(t))|t ∈ (ti, ti−1)} denote the upper active set accordingly.
Before presenting the simplified PAS algorithm, we make the following assump-
tion.
Assumption 4.1. There is no interval (a, b) ⊂ [0, 1] such that there exists j
satisfies
zj(t) = lj and H
T
j z(t) + fj + twj = 0,∀t ∈ (a, b) (4.16)
or
zj(t) = uj and H
T
j z(t) + fj + twj = 0,∀t ∈ (a, b), (4.17)
where a < b.
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Then we have
Theorem 4.1. If Assumption 4.1 holds, then for any i ∈ {1, ...,M}, there exists
only one classification (Sil ,Sim,Siu) of {1, ..., n} such that
0 < zSim(t) = −H−1SimSim(HSimSiuuSiu +HSimSil lSil + fSim + twSim) < u, (4.18)
zSil (t) = lSil , (4.19)
HTSil z(t) + fSil + twSil > 0, (4.20)
zSiu(t) = uSiu , (4.21)
HTSiuz(t) + fSiu + twSiu < 0, (4.22)
for any t ∈ (ti, ti−1), where |Siu| denotes the number of the elements of Siu, HSimSim
denotes the sub-matrices of H with appropriate rows and columns.
Proof. It is obvious that (Ail,Aim,Aiu) satisfies (4.18)-(4.22) by the optimality
conditions (2.2)-(2.4).
Now, assume there exists another classification (Bil ,Bim,Biu) that satisfies (4.18)-
(4.22). It is easy to see that Aim ⊂ Bim by (4.18). Moreover, for any j ∈ Bim\Aim,
HTj z(t)+fj+twj = 0 by (4.18) and zj(t) = lj or zj(t) = uj by (4.19) and (4.21). This
contradicts with Assumption 4.1, so (Ail,Aim,Aiu) is the only classification satisfing
(4.18)-(4.22).
Under Assumption 4.1, we start PAS algorithm with t0 = 1, i = 1, z(t0) = zˆ,
A1l = Al(zˆ), A1m = Am(zˆ) and A1u = Au(zˆ). By induction, we need to confirm ti and
the classification (Ai+1l ,Ai+1m ,Ai+1u ) in the (i+ 1)-th interval, i = 1, 2, ...,M .
According to the optimality conditions (2.2)-(2.4), z(t) satisfies
HAilAimzAim(t) +HAilAil lAil +HAilAiuuAiu + (fAil + twAil ) ≥ 0, (4.23)
HAimAimzAim(t) +HAimAil lAil +HAimAiuuAiu + (fAim + twAim) = 0, (4.24)
HAiuAimzAim(t) +HAiuAil lAil +HAiuAiuuAiu + (fAiu + twAiu) ≤ 0 (4.25)
in the i-th interval. Continue to decrease t from ti−1 until one of the following events
occurs.
(i) There exists j ∈ Aim such that zj(t) = lj .
(ii) There exists j ∈ Aim such that zj(t) = uj .
(iii) There exists j ∈ Ail such that HjAimzAim(t) + HjAil lAil + HjAiuuAiu + (fj +
twj) = 0.
(iv) There exists j ∈ Aiu such that HjAimzAim(t) + HjAil lAil + HjAiuuAiu + (fj +
twj) = 0.
No matter which event occurs, the classification needs to be updated.
According to (i)-(iv), we define
jˆil = arg max
j
{µ
i
j − lj
νij
< ti−1|j ∈ Aim and νij < 0}, (4.26)
jˆiu = arg max
j
{µ
i
j − uj
νij
< ti−1|j ∈ Aim and νij > 0}, (4.27)
j˜il = arg max
j
{ϑ
i
j
θij
< ti−1|j ∈ J i and θij < 0}, (4.28)
j˜iu = arg max
j
{ϕ
i
j
φij
< ti−1|j ∈ J ic and φij > 0}, (4.29)
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where
µi = −H−1AimAim(HAimAil lAil +HAimAiuuAiu + fAim), (4.30)
νi = H−1AimAimfAim , (4.31)
ϑi = HAilAimµ
i +HAilAil lAil +HAilAiuuAiu + fAil , (4.32)
θi = HAilAimν
i − wAil , (4.33)
ϕi = HAiuAimµ
i +HAiuAil lAil +HAiuAiuuAiu + fAiu , (4.34)
φi = HAiuAim
iνk − wAiu . (4.35)
If there exists no jˆil satisfies (4.26), then let
µi
jˆi
l
νi
jˆi
l
= −∞, and similarly holds for
jˆiu, j˜
i
l and j˜
i
u. Then we discuss the homotopy tracking algorithm in four cases.
Case 1:
µi
jˆi
l
νi
jˆi
l
> max(
µi
jˆiu
νi
jˆiu
,
ϑi
j˜i
l
θi
j˜i
l
,
ϕi
j˜iu
φi
j˜iu
) and
µi
jˆi
l
νi
jˆi
l
> 0.
It means (i) occurs first. We obtain ti =
µi
jˆi
l
νi
jˆi
l
, Ai+1m = Aim\jˆil , Ai+1l = Ail ∪ jˆil and
Ai+1u = Aiu, let z˜(t) has closed form
z˜Ai+1m (t) = −H−1Ai+1m Ai+1m (HAi+1m Ai+1u uAi+1u (4.36)
+HAi+1m Ai+1l lAi+1l + fAi+1m + twAi+1m ),
z˜Ai+1l (t) = lAi+1l , (4.37)
z˜Ai+1u (t) = uAi+1u (4.38)
in the (i+ 1)-th interval. According to Lemma 4.1, we need to validate z˜(t) satisfies
(4.18)-(4.22) when t ∈ (ti − τ, ti), where τ > 0 is small enough. (4.19), (4.21) are
obvious by (4.37) and (4.38), and (4.22) holds for
µi
jˆi
l
νi
jˆi
l
>
ϕi
j˜iu
φi
j˜iu
. Since z˜(t) is continuous
about t, it is easy to see 0 < z˜Ai+1m (t) < uAi+1m , ∀t ∈ (ti − τ, ti), when τ is small
enough, then we obtain (4.18) by (4.36). So we just need to validate (4.20). Similar
to above, HTAil
z˜(t) + fAil + twAil > 0 holds for z˜(t) is continuous about t on (ti− τ, ti),
thus, we only need to verify HT
jˆil
z˜(t) + fj˜il
+ twjˆil
> 0 when t ∈ (ti − τ, ti), which can
be finished by validating θi+1
jˆil
> 0. If (4.18)-(4.22) hold, the update is correct, then
z(t) = z˜(t) in the (i+ 1)-th interval; otherwise, jˆil should not be added to Ai+1m , that
is, Ai+1m = Aim, Ai+1l = Ail and Ai+1u = Aiu.
Case 2:
µi
jˆiu
νi
jˆiu
> max(
µi
jˆi
l
νi
jˆi
l
,
ϑi
j˜i
l
θi
j˜i
l
,
ϕi
j˜iu
φi
j˜iu
) and
µi
jˆiu
νi
jˆiu
> 0.
It means (ii) occurs first. We obtain ti =
µi
jˆiu
νi
jˆiu
, Ai+1m = Aim\jˆiu, Ai+1l = Ail and
Ai+1u = Aiu ∪ jˆiu. Let z˜(t) has closed form as (4.36)-(4.38) in the (i + 1)-th interval.
Similar to Case 1. we need to validate z˜(t) satisfies (4.18)-(4.22) when t ∈ (ti − τ, ti).
(4.19), (4.21) and the equality of (4.18) are obvious by (4.36)-(4.38). Since z˜(t) is
continuous about t, HTAiu z˜(t) + fAiu + twAiu > 0, 0 < z˜Ai+1m (t) < uAi+1m and (4.20)
hold, ∀t ∈ (ti − τ, ti), when τ is small enough. At last, we only need to confirm
HT
jˆiu
z˜(t) + fj˜iu + twjˆiu
> 0, when t ∈ (ti − τ, ti), which can be finished by validating
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φk,i+1
jˆiu
< 0. If (4.18)-(4.22) hold, the update is correct, then z(t) = z˜(t) in the (i+1)-th
interval; otherwise, jˆiu should not be added to Ai+1m , that is, Ai+1m = Aim, Ai+1l = Ail
and Ai+1u = Aiu.
Case 3:
ϑi
j˜i
l
θi
j˜i
l
> max(
µi
jˆi
l
νi
jˆi
l
,
µi
jˆiu
νi
jˆiu
,
ϕi
j˜iu
φi
j˜iu
) and
ϑi
j˜i
l
θk,i
j˜i
l
> 0.
It means (iii) occurs first, then we obtain ti =
ϑi
j˜i
l
θi
j˜i
l
, Ai+1m = Aim∪ j˜il , Ai+1l = Ail\j˜il and
Ai+1u = Aiu. Let z˜(t) has closed form as (4.36)-(4.38) in the (i+1)-th interval. Similar
to the above cases. we need to validate z˜(t) satisfies (4.18)-(4.22) when t ∈ (ti− τ, ti).
The equality of (4.18), (4.19) and (4.21) are obvious by (4.36)-(4.38). (4.20) and
(4.22) hold by the continuation of z˜(t) on (ti − τ, ti), so we only need to validate
0 < z˜Ai+1m (t) < uAi+1m , ∀t ∈ (ti−τ, ti). The second inequality is obvious for
ϑi
j˜i
l
θi
j˜i
l
>
ϕi
j˜iu
φi
j˜iu
,
and the first inequality can be finished by just verifying z˜j˜il
(ti) > 0, that is, ν
i+1
j˜il
> 0.
If it holds, the update is correct; otherwise, Ai+1m = Aim, Ai+1l = Ail and Ai+1u = Aiu.
Case 4:
ϕi
j˜iu
φi
j˜iu
> max(
µi
jˆi
l
νi
jˆi
l
,
µi
jˆiu
νi
jˆiu
,
ϑi
j˜i
l
θi
j˜i
l
) and
ϕi
j˜iu
φi
j˜iu
> 0.
It means (iv) occurs first, then we obtain ti =
ϕi
j˜iu
φi
j˜iu
, Ai+1m = Aim ∪ j˜iu, Ai+1l = Ail and
Ai+1u = Aiu\j˜iu. Let z˜(t) has closed form as (4.36)-(4.38) in the (i + 1)-th interval.
Similar to Case 3. we need to validate z˜(t) satisfies (4.18)-(4.22) when t ∈ (ti − τ, ti).
It can be finished by just confirming 0 < z˜Ai+1m (t) < u, ∀t ∈ (ti − τ, ti). The first
inequality is obvious for
ϕi
j˜iu
φi
j˜iu
>
ϑi
j˜i0
θi
j˜i0
, and the second inequality can be finished by just
validating x˜j˜iu(ti) > 0, that is, ν
i+1
j˜iu
> 0. If both of them hold, the update is correct;
otherwise, Ai+1m = Aim, Ai+1l = Ail and Ai+1u = Aiu.
Case 5: max(
µi
jˆi
l
νi
jˆi
l
,
µi
jˆiu
νi
jˆiu
,
ϑi
j˜i
l
θi
j˜i
l
,
ϕi
j˜iu
φi
j˜iu
) ≤ 0.
In this case, the algorithm will end and we obtain
zAim(0) = −H−1AimAim(HAimAiuuAiu +HAimAil lAil + fAim), (4.39)
zAil (0) = lAil , (4.40)
zAiu(0) = uAiu . (4.41)
Then we have z¯ = z(0), which is the solution of (4.1). At each step of PAS, we
need to solve two symmetric positive definite linear systems of equations
HAimAimµ
i = −HAimAil lAil −HAimAiuuAiu − fAim , (4.42)
HAimAimν
i = wAim , (4.43)
and do matrix-vector multiplications in (4.32)-(4.35).
Due the positive definiteness of HAimAim , we apply cholesky decomposition method
for (4.42) and (4.43). Moreover, since Aim changes few elements at each step, instead
of decomposing HAimAim from scratch, we give an update techniques for cholesky
decomposition which is different from that in qpOASES [10,11].
Note that the index j1 is more likely to be removed from Aim than j2 if
min(|zˆj1 − lj1 |, |zˆj1 − uj1 |) ≤ min(|zˆj2 − lj2 |, |zˆj2 − uj2 |).
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So at the start of the homotopy tracking stage, we sort Am(zˆ) by the value of zˆj , j ∈
Am(zˆ) as follows:
min(|zˆ[Am(zˆ)]s − l[Am(zˆ)]s |, |zˆ[Am(zˆ)]s − u[Am(zˆ)]s |)
≥ min(|zˆ[Am(zˆ)]s+1 − l[Am(zˆ)]s+1 |, |zˆ[Am(zˆ)]s+1 − u[Am(zˆ)]s+1 |),
(4.44)
where [Am(zˆ)]s denotes the s-th element of Am(zˆ). With this sorting technique, the
indices removed from Aim would be focused at the end of Aim. Moreover, when an
index is added to Aim, we put it at the end of Aim. Precisely, we update cholesky
decomposition as follows.
• Update cholesky decomposition. Assume Aim is known, and HAimAim has
cholesky decomposition
RTR = HAimAim .
B Add an index j˜ to Aim, then
HAi+1m Ai+1m =
[
HAimAim HAim j˜
Hj˜Aim Hj˜j˜
]
.
Let HAi+1m Ai+1m = R˜
T R˜ is the cholesky decomposition, we have
R˜ =
[
R r˜
0
√
Hj˜j˜ − r˜T r˜
]
,
where RT r˜ = HAim j˜ , so this update will take noly
1
2Γ
2
i flops ,where Γi = |Aim|.
B Remove an index jˆ from Aim, then
HAi+1m Ai+1m =
[
HAim,1Aim,1 HAim,1Aim,2
HAim,2Aim,1 HAim,2Aim,2
]
,
where Aim = [Aim,1, jˆ,Aim,2]. Assume HAi+1m Ai+1m = RˆT Rˆ is the cholesky fac-
torization, then we have
Rˆ =
[
RIi1Ii1 RIi1Ii2
0 R¯
]
,
where Ii1 = {1, ..., |Aim,1|}, Ii2 = {|Aim,1|+2, ..., |Aim|} and R¯T R¯ = HAim,2Aim,2−
RT
Ii1I
i
2
RIi1Ii2 , so in this case it will take
2
3 |Ii2|3 flops.
Precisely, it takes {
1
2Γ
2
i , add;
2
3 |Ii2|3 + (Γi − |Ii2|)|Ii2|2, remove;
(4.45)
flops to update the cholesky decomposition in each step of PAS method with sorting
technique, where (Γi − |Ii2|)|Ii2|2 is to the matrix-vector multiplications RTIi1Ii2RIi1Ii2 .
The update techniques of the PAS method in qpOASES would take{
5Γ2i , add;
5
2Γ
2
i , remove;
(4.46)
flops at each step. Our update technique will take smaller computations when adding
an index than that in qpOASES. Benefiting from the sorting technique, |Ii2|  Γi,
then the removing update is cheap.
Now, we conclude the framework of the two-stage (APG-PAS) algorithm as Al-
gorithm 1.
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Algorithm 1 APG-PAS algorithm for strictly convex BQP problem
Input: z0;
Output: z¯.
Approximately solve (4.1) with APG algorithm until (4.9) or (4.10) is satisfied;
Obtain a warm start zˆ like (4.11) and generate a PQP problem (4.15);
Track the solution path of (4.15) from t = 1 to t = 0 and obtain z¯ in a form like
(4.39)-(4.41).
4.2. Practical proximal two-stage algorithm for non-strictly-convex BQP.
Note that it is not necessary to compute the exact solution of (3.1) in the previous
iterations of PPA, so we directly go to the next iteration when yl makes q(x) decrease
enough, that is, yl satisfies
q(yl) ≤ q(xk)− fε, (4.47)
where fε > 0 is given. Then we have Algorithm 2 and 3.
Algorithm 2 PPA/APG-PAS algorithm for non-strictly-convex BQP
Input: x0, tol, fε;
Output: xk+1;
while ‖xk − xk+1‖ > tol do
Approximately solve (3.1) with APG until (4.9) or (4.10) is satisfied;
if q(yl) ≤ q(xk)− fε then
xk+1 = yl;
else
Obtain a warm start zˆ like (4.11) and generate a PQP problem (4.15);
Track the solution path of (4.15) from t = 1 to t = 0 and return xk+1 in a
form like (4.39)-(4.41).
end if
end while
Algorithm 3 APPA/APG-PAS algorithm for non-strictly-convex BQP
Input: x0, tol, fε;
Output: xk+1;
while ‖xk − xk+1‖ > tol do
if ωk satisfies (3.24) then
Approximately solve (3.23) with APG until (4.9) or (4.10) is satisfied;
else
Approximately solve (3.1) with APG until (4.9) or (4.10) is satisfied;
end if
if q(yl) ≤ q(xk)− fε then
xk+1 = yl;
else
Obtain a warm start zˆ like (4.11) and generate a PQP problem (4.15);
Track the solution path of (4.15) from t = 1 to t = 0 and return xk+1 in a
form like (4.39)-(4.41).
end if
end while
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5. Numerical experiments. In this section, we present numerical results ob-
tained from an implementation of our algorithms described above. The numerical
experiments were performed by Matlab 8.1 programming platform (R2013a) running
on a machine with Windows 8 Operation System, Intel(R) Core(TM)i7 CPU 4790
3.60GHz processor and 16GB of memory. For convenience, we use TRF to denote the
reflective Newton method (Matlab quadprog). In our test, we terminated LBFGS-B
if the number of maximum iterations reaches 1000 or ‖g(x)‖∞ < 10−8, where
g(x) =
{
QTi x+ ri, i ∈ Am(x);
0, else.
(5.1)
FNNLS [5] is Bro and Jong’s improved implementation of the Lawson-Hanson NNLS
procedure [15]. We terminated it if ‖g(x)‖∞ < 10−8. Moreover, we set the ‘MaxIter’
of TRF to be 1000 and the ‘TolFun’ to be 10−14. In our algorithms, we terminated
PPA and APPA when ‖xk − xk−1‖ < 10−11.
5.1. Nonnegative least-squares problems. Nonnegative least-squares prob-
lem [15]
minx∈Rn 12‖Ax− b‖2 s.t. x ≥ 0, (5.2)
is a classical problem in scientific computing. Applications include image restoration
[20], non-negative matrix factorization [2], etc. Many algorithms can be applied to
solve this kind of problems, e.g., LBFGS-B, TRF and FNNLS.
• Random NNLS problems: Given m > n, we randomly generated NNLS
problems with Matlab codes:
A=sprandn(m,n,ρ); x¯=randn(n,1); x¯ = x¯. ∗ (x¯ > 0); b = A ∗ x¯;
The data was divided into two cases: dense NNLS problems (NNLS-D) and sparse
NNLS problems (NNLS-S).
Table 5.1
NNLS-D
A NNLS-D1 NNLS-D2 NNLS-D3 NNLS-D4 NNLS-D5
m × n 1000×800 2000×500 5000×4000 8000×7000 15000×6000
Table 5.2
NNLS-S
A NNLS-S1 NNLS-S2 NNLS-S3 NNLS-S4 NNLS-S5
m × n 10000×9000 20000×16000 30000×15000 50000×30000 80000×20000
sparsity 0.999 0.999 0.9998 0.9998 0.9998
We first compared APG-PAS algorithm with LBFGS-B and FNNLS on solving
NNLS-D and NNLS-S. We use the residual ‖Ax − b‖ and ‖g(x)‖ to measure the
precision. The results are shown in Table 5.3 and 5.4. It shows that our algorithm
outperforms FNNLS. L-BFGSB is efficient for this data set, but the precision of
LBFGS-B is not very high. Our algorithm is also efficient to solve such data set and
can obtain higher-precision solution than LBFGS-B.
• Image debluring: Image deblurring [1, 13] is a linear inverse problem, which
discrete form is
Ax+ η = y,
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Table 5.3
Experiments on NNLS-D
Methods NNLS-D1 NNLS-D2 NNLS-D3 NNLS-D4 NNLS-D5
APG-PAS 0.11s 0.05s 1.10s 4.34s 1.74s
‖g(x)‖ 1.69E-11 1.86E-11 4.19E-10 1.24E-09 1.73E-09
‖Ax − b‖ 7.26E-13 5.65E-13 6.81E-12 1.56E-11 1.69E-11
LBFGS-B 0.09s 0.06s 1.18s 4.07s 1.19s
‖g(x)‖ 1.82E-04 2.38E-04 3.14E-03 4.25E-03 5.25E-03
‖Ax − b‖ 1.46E-05 7.69E-06 1.02E-04 1.16E-04 7.22E-05
FNNLS 0.55s 0.07s 91.17s 655.77s 330.41s
‖g(x)‖ 2.11E-11 2.00E-11 5.60E-10 1.49E-09 2.29E-09
‖Ax − b‖ 7.44E-13 5.99E-13 8.71E-12 2.00E-11 2.11E-11
Table 5.4
Experiments on NNLS-S
Methods NNLS-S1 NNLS-S2 NNLS-S3 NNLS-S4 NNLS-S5
APG-PAS 1.97s 4.82s 1.41s 18.24s 3.89s
‖g(x)‖ 1.45E-12 5.22E-12 7.65E-12 3.84E-12 4.39E-12
‖Ax − b‖ 5.13E-13 1.43E-12 1.51E-12 1.28E-12 1.07E-12
LBFGS-B 4.54s 4.43s 2.54s 41.18s 5.50s
‖g(x)‖ 1.89e-05 2.27e-05 8.16e-06 2.27e-05 1.75e-05
‖Ax − b‖ 1.10e-04 1.04e-05 3.25e-06 5.02e-05 8.91e-06
FNNLS 897.12s 6902.58s 5201.17s Hours Hours
‖g(x)‖ 1.30e-12 2.00E-11 5.54e-12 - -
‖Ax − b‖ 5.01e-13 5.99E-13 3.17e-12 - -
where A ∈ RN2×N2 is a large ill-conditioned matrix representing the blurring phe-
nomena, η is modeling noise. The vector x represents the unknown true image, y is
the blurred-noisy copy of x.
A typical model for deblurring is NNLS:
minx∈Rn 12‖Ax− y‖2 s.t. x ≥ 0. (5.3)
Since problem (5.3) is ill-posed, it should be regularized. We add the Tikhonov
regularization β2 ‖x‖2 to the objective, that is,
minx∈Rn 12‖Ax− y‖2 + β2 ‖x‖2 s.t. x ≥ 0. (5.4)
Then for any y, the solution of (5.4) is unique.
We obtained the satellite image from [13] and the star image from [19]. The
black-white grid image was generated by ourselves. All of them are in size 256× 256.
We used the motion blur kernel to blur the satellite image and the circular averaging
blur kernel to the star image. The black-white grid image was blurred by Gaussian
blur kernel. The noise η was obtained from Gaussian noise with intensity 0.001, that
is, η = 0.001 ∗ randn(N2, 1).
We use APG-PAS, LBFGS-B and TRF to solve (5.4), and we do not present the
results of FNNLS for it does not scale on these problems. The running time and
precision are shown in Table 5.5. These three methods are efficient to solve (5.4).
LBFGS-B outperforms TRF and is competitive to our algorithm in running time, but
our algorithm has advantage in precision.
5.2. General BQP. In this part, we tested our algorithms on solving general
BQPs including random non-convex BQPs and three partial differential optimization
problems: the obstacle problem [23], the elastic-plastic torsion problem [12], and the
journal bearing problem [7,8].
• Random non-convex BQP. Similarly, we generated data in dense (NCBQP-
D) and sparse (NCBQP-S) cases. The Matlab codes are as follows:
B = sprandn(n, n, ρ);Q = B′ +B + λ ∗ speye(n, n);r=randn(n,1);
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Table 5.5
Deblurring with β = 0.001
Methods Satellite image Star image Black-white grid image
APG-PAS 21.57s 30.32s 34.48s
‖g(x)‖ 5.03E-14 1.17E-13 3.64E-13
LBFGS-B 23.74s 34.33s 26.24s
‖g(x)‖ 2,93E-07 7.67E-08 1.59E-06
TRF 54.14s 159.68s 44.18s
‖g(x)‖ 6.03E-04 2.36E-04 1.50E-03
     Original image                                        Blurred−noisy image
Fig. 5.1. Original satellite image and blurred-noisy image: blurred with motion blur kernel
APG−PAS                                                 LBFGS−B                                                       TRF
Fig. 5.2. Deblurring using APG-PAS, LBFGS-B and TRF with β = 0.001
     Original image                                        Blurred−noisy image
Fig. 5.3. Original star image and blurred-noisy image: blurred with circular averaging blur kernel
Table 5.6
NCBQP-D with λ = 10
Q NCBQP-D1 NCBQP-D2 NCBQP-D3 NCBQP-D4 NCBQP-D5
n 1000 2000 3000 4000 5000
l=zeros(n,1);u=10*ones(n,1);
We compared PPA/APG-PAS and APPA/APG-PAS algorithms with LBFGS-B
and TRF on solving NCBQP-D and NCBQP-S. The parameters in (3.24) was set to
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APG−PAS                                                 LBFGS−B                                                       TRF
Fig. 5.4. Deblurring using APG-PAS, LBFGS-B and TRF with β = 0.001
     Original image                                        Blurred−noisy image
Fig. 5.5. Original black-white grid image and blurred-noisy image: blurred with Gaussian blur
kernel
APG−PAS                                                 LBFGS−B                                                       TRF
Fig. 5.6. Deblurring using APG-PAS, LBFGS-B and TRF with β = 0.001
Table 5.7
NCBQP-S with λ = 1
Q NCBQP-S1 NCBQP-S2 NCBQP-S3 NCBQP-S4 NCBQP-S5
n 3000 5000 8000 10000 15000
sparsity 0.99 0.99 0.99 0.99 0.99
be
ε = 10−1 and a = 1.
The results show LBFGS-B and TRF do not scale on the large scale problems in
NCBQP-D. TRF is competitive to PPA/APG-PAS on solving small to medium scale
problems in NCBQP-S, but PAA/APG-PAS obtain higher-precision solution. More-
over, our APPA/APG-PAS outperforms TRF on solving NCBQP-D. Figure 5.7 shows
that PPA converges linearly at local and APPA greatly reduces the iterations.
• Partial differential optimization. The obstacle problem, the elastic-plastic
torsion problem, and the journal bearing problem are formulated in a form
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Table 5.8
Experiments on NCBQP-D
Methods NCBQP-D1 NCBQP-D2 NCBQP-D3 NCBQP-D4 NCBQP-D5
PPA/APG-PAS 4.85s 41.57s 109.31s 159.57s 227.62s
‖g(x)‖ 7.95E-10 1.17E-09 1.44E-09 1.69E-09 1.90E-09
APPA/APG-PAS 0.80s 5.83s 12.20s 24.14s 36.78s
‖g(x)‖ 7.70e-10 9.91E-10 1.42E-09 1.62E-09 1.65E-09
LBFGS-B 0.45s 3.03s 7.09s 15.04s 26.17s
‖g(x)‖ 1.05E-04 2.94E-04 6.14E-03 4.97E-02 1.31E+01
TRF 1.61s 5.55s 14.49s 15.96s 57.21s
‖g(x)‖ 3.11E-05 6.50E-05 1.25E-05 1.82E-04 7.26E+01
Table 5.9
Experiments on NCBQP-S
Methods NCBQP-S1 NCBQP-S2 NCBQP-S3 NCBQP-S4 NCBQP-S5
PPA/APG-PAS 2.69s 7.74s 17.01s 40.94s 172.90s
‖g(x)‖ 1.15E-10 1.45E-10 1.80E-10 1.99E-10 2.46E-10
APPA/APG-PAS 0.57s 1.06s 3.44s 7.27s 15.73s
‖g(x)‖ 6.60E-11 1.09E-10 1.81E-10 1.98E-10 2.16E-10
LBFGS-B 0.42s 0.98s 4.10s 5.64s 10.42s
‖g(x)‖ 1.99E-05 2.66E-05 2.48E-03 1.05E+01 7.09E+01
TRF 0.41s 0.89s 2.17s 3.21s 8.21s
‖g(x)‖ 5.96E-07 9.60E-06 3.40E-06 2.74E-05 2.20E-05
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Fig. 5.7. Iterative points distance for NCBQP-D3 (left) and NCBQP-S5 (right)
 min q(v) =
1
2
∫
D
w‖∇v‖2dD −
∫
D
fvdD
s.t. v ∈ K,
(5.5)
where D is an open set with a reasonably smooth boundary ∂D, and w, f ∈ H10 (D).
The obstacle problem A is a case of (5.5) with

D = (0, 1)× (0, 1),
K = {H10 (D) : vl ≤ v ≤ vu on D},
vl(x, y) = sin(3.2x) sin(3.2y), vu(x, y) = 2000;
w ≡ 1, f ≡ c,
(5.6)
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the obstacle problem B with
D = (0, 1)× (0, 1),
K = {H10 (D) : vl ≤ v ≤ vu on D},
vl(x, y) = (sin(9.3x) sin(9.3y))
3,
vu(x, y) = (sin(9.3x) sin(9.3y))
2 + 0.02
w ≡ 1, f ≡ c,
(5.7)
the elastic-plastic torsion problem with
D = (0, 1)× (0, 1),
K = {v ∈ H10 (D) : |v(x)| ≤ dist(x, ∂D), x ∈ D},
w ≡ 1, f ≡ c,
(5.8)
and the journal bearing problem with
D = {(θ, y) : 0 < θ < 2pi, 0 < y < 2b},
K = {v ∈ H10 (D) : v ≥ 0 on D},
w = (1 +  cos θ)3, f =  sin θ,  ∈ (0, 1).
(5.9)
We followed More´ [18] by using finite difference to discretize (5.5). For conve-
nience, assume D = (d1, d2)× (d3, d4). Let hx and hy denote the grid spacings and
zi,j = (d1 + ihx, d3 + jhy), 0 ≤ i ≤ nx + 1, 0 ≤ j ≤ ny + 1
denote the grid points, where nx =
d2−d1
hx
, ny =
d4−d3
hy
.
Then we have∫
D
w‖∇v‖2dD = hxhy
4
∑
i,j
(µi,j(
vi+1,j − vi,j
hx
)2 + µi,j(
vi,j+1 − vi,j
hy
)2
+ λi,j(
vi−1,j − vi,j
hx
)2 + λi,j(
vi,j−1 − vi,j
hy
)2)
and ∫
D
fvdD = hxhy
∑
fi,jvi,j ,
where µi,j =
hxhy
6 (wi+1,j + wi,j + wi,j+1) and λi,j =
hxhy
6 (wi−1,j + wi,j + wi,j−1).
The above discrete problems have been included in the Cutest test set1 (e.g.
OBSTCLAE, TORSION1, JNLBRNGA, etc). We solved the discrete problems by
our algorithms and compared with LBFGS-B and TRF. We use n = nxny to denote
the dimension of the discrete problems. The results show TRF is competitive to
our algorithm on these problems, but the precision of TRF is much lower than our
algorithm. Except for Obstacle B problem, LBFGS-B can obtain higher precision
solution than TRF, but it takes much more time.
In order to show our sorting technique is useful, we compared the improved PAS
method with the PAS method in qpOASES on solving the the four discrete PDE
optimization problems from the approximate solution zˆ and display the results in
Table 5.14. We use “PAS-Sort” to denote the improved PAS algorithm which uses
sorting technique. The results show our sorting technique is useful.
1http://www.cuter.rl.ac.uk/Problems/mastsif.shtml
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Table 5.10
Experiments on obstacle problem A with c=1
n 6400 10000 14400
APG-PAS 0.19s 0.22s 0.88s
‖g(x)‖ 1.50e-14 1.41e-14 6.16e-14
LBFGS-B 0.42s 0.78s 2.90s
‖g(x)‖ 1.79e-07 1.17e-07 2.24e-07
TRF 0.35s 0.62s 0.92s
‖g(x)‖ 7.83e-04 1.12e-04 6.67e-04
Fig. 5.8. Obstacle problem A with c=1
Table 5.11
Experiments on obstacle problem B with c=5
n 6400 10000 14400
APG-PAS 0.78s 0.90s 1.55s
‖g(x)‖ 5.35E-14 3.66E-13 4.35E-13
LBFGS-B 4.23s 6.79s 25.55s
‖g(x)‖ 4.37E-02 2.83E-02 4.16E-02
TRF 0.22s 0.34s 0.64s
‖g(x)‖ 5.64E-04 5.37E-04 5.34E-03
Fig. 5.9. Obstacle problem B with c=5
Table 5.12
Experiments on elastic-plastic torsion problem with c=10
n 6400 10000 14400
APG-PAS 0.42s 0.93s 1.49s
‖g(x)‖ 4.17E-14 1.45E-13 2.35E-09
LBFGS-B 2.68s 5.01s 18.59s
‖g(x)‖ 8.85E-08 2.81E-06 1.29E-05
TRF 0.28s 0.41s 0.59s
‖g(x)‖ 6.07E-04 3.32E-04 9.13E-04
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Fig. 5.10. Elastic-plastic torsion problem with c=10
Table 5.13
Experiments on journal bearing problem with =0.8
n 6400 10000 14400
APG-PAS 0.32s 0.54s 1.04s
‖g(x)‖ 8.07E-14 1.36E-13 1.76E-13
LBFGS-B 2.82s 4.44s 16.42s
‖g(x)‖ 5.80E-07 1.05E-05 3.33E-05
TRF 0.41s 0.57s 0.94s
‖g(x)‖ 1.24E-03 2.22E-03 2.44E-03
Fig. 5.11. Journal bearing problem with =0.8
Table 5.14
PAS method in qpOASES and the improved PAS method solving four discrete PDE optimization
problems from the initial solution zˆ like (4.11)
Problem n
PAS(qpOASES) PAS-Sort
Iter Time Iter Time
Obstacle A
6400 34 3.69s 29 0.10s
10000 26 4.69s 22 0.14s
14400 69 29.13s 66 0.54s
Obstacle B
6400 64 8.18 64 0.36s
10000 90 23.67 88 0.50s
14400 97 43.21 89 0.86s
Elastic-plastic torsion
6400 97 5.43 94 0.21
10000 103 14.98 96 0.54
14400 111 49.34 102 0.84
Journal bearing
6400 49 2.33 41 0.14
10000 77 14.67 71 0.29
14400 93 34.45 87 0.56
6. Conclusion. PPA is essentially linear iteration if the active-set is fixed. Ac-
cording to this, we show that PPA converges linearly at local and give an estimate
of the linear convergence factor. Furthermore, based on this property, we present an
accelerated PPA, which exhibits the obvious effect of acceleration.
APG algorithm converges slowly at end of the iterations, which hinders it to
be an independent algorithm for (4.1), so we terminate it when some criterions are
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satisfied. The performance of PAS highly depends on the initial solution. Then the
approximately solving of APG is indispensable. With the approximately solving stage,
the steps of PAS method in the second stage would greatly reduce. For these reasons,
the two-stage algorithm is meaningful. Moreover, our sorting technique indeed reduces
the computations for cholesky decomposition, which helps the second stage algorithm
performs better.
Finally, the numerical results confirm our theoretical results well and show our
algorithms are effective in practice. One advantage of our algorithms is that they can
obtain high-precision solution.
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