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Abstract
Let A denote a set of order m and let X be a subset of Ak+1. Then X will be called a blocker (of Ak+1) if for any element say
(a1, a2, . . . , ak, ak+1) of Ak+1, there is some element (x1, x2, . . . , xk, xk+1) of X such that xi equals ai for at least two i. The
smallest size of a blocker set X will be denoted by (m, k) and the corresponding blocker set will be called a minimal blocker.
Honsberger (who credits Schellenberg for the result) essentially proved that (2n, 2) equals 2n2 for all n. Using orthogonal arrays,
we obtain precise numbers (m, k) (and lower bounds in other cases) for a large number of values of both k andm. The case k=2 that
is three coordinate places (and small m) corresponds to the usual combination lock. Supposing that we have a defective combination
lock with k + 1 coordinate places that would open if any two coordinates are correct, the numbers (m, k) obtained here give the
smallest number of attempts that will have to be made to ensure that the lock can be opened. It is quite obvious that a trivial upper
bound for (m, k) is m2 since allowing the ﬁrst two coordinates to take all the possible values in A will certainly obtain a blocker
set. The results in this paper essentially prove that (m, k) is no more than about m2/k in many cases and that the upper bound
cannot be improved. The paper also obtains precise values of (m, k) whenever suitable orthogonal arrays of strength two (that is,
mutually orthogonal Latin squares) exist.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
The usual combination lock has three coordinates (coordinates) with each coordinate chosen to be some number
from a (ﬁxed) alphabet set A of order m, say A = {1, 2, . . . , m}. Suppose now that the lock has become defective and
can be opened even if two coordinates are correct numbers (instead of all the three). In that case, what is the minimum
number of attempts one will have to make to ensure that the lock can be opened? This problem has a trivial upper
bound m2 since running over all the elements of A as the ﬁrst two coordinates will certainly ensure opening of the
lock. However, that number is not the smallest. For m= 8 it was shown by Honsberger [2, p. 83] (who actually credits
Schellenberg for the solution) that the minimum number is 32 and a general bound of m2/2 is obtained (for m even).
This is done by extending the arguments mentioned in [2].
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This paper is intended to answer the above question from a very general stand point. Suppose we have a combination
lock with m symbols and the combination lock has k + 1 coordinates. If the combination lock is defective and can be
opened if our guess is correct on at least two coordinates, what is the least number of attempts that will ensure opening
of the lock? Equivalently, what is the minimum size of a set X of (k + 1)-tuples with the property that any (k + 1)-tuple
on the m symbols of A will agree in at least two coordinates with a (k + 1)-tuple from X? In this paper, we obtain a
lower bound on that number and also show that the lower bound is realized in a large number of cases. In addition, we
also show that the lower bound is realized in an essentially unique way when a suitable combinatorial structure exists.
To be precise, we show that if m = nk + r , then the minimum size of X is at least
sn2 + r(n + 1)2 = (k − r)n2 + r(n + 1)2,
where nk2, 0r < k and s = k − r . Equality holds if and only if there exists an orthogonal array of strength 2,
degree k + 1 on n symbols and also on n + 1 symbols if r > 0.
The solution to our problem involves the use orthogonal arrays. These structures are deﬁned below.
Deﬁnition. An orthogonal array OA(k + 1, n) of degree k + 1 and strength 2 on n symbols is a (k + 1) × n2 array of
the n symbols with the property that in any two rows, each ordered pair of the n-symbols occurs exactly once.
It is well known that an OA(k+1, n) is equivalent to k−1 mutually orthogonal Latin squares of side n. For example,
when n = 4 the following gives an orthogonal array OA(5, 4). As remarked, this is equivalent to three mutually
orthogonal Latin squares of order four.
1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
1 2 3 4 2 1 4 3 3 4 1 2 4 3 2 1
1 2 3 4 3 4 1 2 4 3 2 1 2 1 4 3
1 2 3 4 4 3 2 1 2 1 4 3 3 4 1 2
We refer the reader to the standard references [1,3] for more on orthogonal arrays and Latin squares. There are no
other preliminaries to our paper.
2. Statement of the problem and the solution
Let A denote the set {1, 2, . . . , m} of order m. Let k be an integer with k2. Write Ak+1 to denote the Cartesian
product of A with itself k + 1 times. That is,
Ak+1 = {(a1, a2, . . . , ak, ak+1)}
is the set of all the k+1-tuples on A. Throughout this paper, we are concerned with a subset ofAk+1 deﬁned as follows.
Deﬁnition. A subset X of Ak+1 is called a blocker set of Ak+1 if for every y = (a1, a2, . . . , ak, ak+1) in Ak+1, there
is some x = (x1, x2, . . . , xk, xk+1) in X for which xi = ai and xj = aj holds for at least two distinct numbers i and j
where i, j = 1, 2, . . . , k + 1.
It is trivial to see that the minimal size of a blocker set for k=1 is m2. In [2, p. 83] Honsberger proved that if m=2n,
then minimal size of a blocker set with k = 2 equals 2n2. (Actually Honsberger proved this for m = 8 but the general
case, with k equal to 2 is not very different.) Motivated by that idea, we deﬁne the following.
Deﬁnition. Assume that k2. (m, k) is the smallest size of a blocker set X for Ak+1 where |A| = m.
The result in [2] thus states: (2n, 2)=2n2. To see that a trivial upper bound holds for all k we may take X to consist
of m2 (k + 1)-tuples in which we cover every element of A as the ﬁrst coordinate and every element of A as the second
coordinate; the submatrix on the ﬁrst two coordinates thus consists of all of A×A. This gives (m, k) |A| · |A|=m2.
However, the existence of orthogonal arrays of requisite degrees brings down the value of (m, k) considerably. For
example, if n = k and k is a prime power, then our theorem gives (n2, n) = n3 which is a substantial improvement
over the trivial upper bound n4. In passing, we also note that a very weak form of the Main Theorem is contained in
Ref. [4] where the problem is stated in terms of upper bound on covering radius of a code.
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The object of this paper is to prove the following:
The Main Theorem. Letm and k be positive integers. Supposem=nk+r where nk2 and 0r < k. Let s=k−r .
Then:
(nk + r, k)sn2 + r(n + 1)2 = (k − r)n2 + r(n + 1)2.
Further, the equality holds if and only if there exist an orthogonal arrays of strength 2, degree k + 1 on n symbols and
also on n + 1 symbols if r > 0.
Observe that the expression m = nk + r is obtained by dividing m by k, letting n denote the quotient and r the
remainder, where necessarily we have 0r < k. We also assume that nk, i.e. the quotient is at least as large as the
divisor. The easier part of the above theorem is the statement that (nk+r, k)sn2 +r(n+1)2 if there is an orthogonal
array OA(k + 1, n) and also an orthogonal array OA(k + 1, n+ 1) if r > 0. This is proven directly using the following
construction.
Construction. Assume that m = nk + r , nk and also assume that 0r < k. Further assume that
1. OA(k + 1, n) exists and
2. if r > 0, then OA(k + 1, n + 1) exists.
Then there exists a blocker set X of Ak+1 where |A| = m with |X| = sn2 + r(n + 1)2 (with s = k − r).
The construction is as follows. Partition the set A into s + r = k subsets A1, A2, . . . , As, C1, . . . , Cr such that each
Ai has size n and each Cj has size n + 1. To be precise, A1 contains the ﬁrst n numbers 1, 2, . . . , n, A2 the numbers
from n+1 to 2n,As the numbers from (s−1)n+1 to sn. ThenC1 contains the next n+1 numbers sn+1 to (s+1)n+1
and so on. Construct an orthogonal array with symbols from Ai of degree k + 1 and construct an orthogonal array with
symbols from Cj of degree k + 1. A (k + 1)-tuple (x1, x2, . . . , xk, xk+1) ∈ X if and only if it represents a column of
one of these k orthogonal arrays.
We claim thatX is a blocker set. Let a=(a1, a2, . . . , ak, ak+1) ∈ Ak+1. By the pigeon-hole principle for some i = j ,
ai and aj both are in the same Ap or in the same Cu (where p = 1, . . . , s and u = 1, . . . , r). Suppose w.l.o.g., ai and
aj are in Ap (the other case is similar). Then in the orthogonal array on Ap, we have a unique column whose ith entry
is ai and j th entry is aj . Suppose this column in the orthogonal array on Ap is xT . Then x = (x1, x2, . . . , xk+1) ∈ X
such that xi =ai and xj =aj . This proves that X is a blocker set. Since an orthogonal array on n symbols (respectively,
n+ 1 symbols) has n2 columns (respectively (n+ 1)2 columns), it is now clear that |X| = sn2 + r(n+ 1)2 as claimed.
The more difﬁcult part of both proving the lower bound and characterizing the equality situation in the main theorem
will now be taken up. We assume that A={1, 2, . . . , m}, where m= nk + r and 0r < k, nk2 as in the statement
of the Main Theorem.
From this point on, we also assume that X is a blocker set of Ak+1 with |X|sn2 + r(n + 1)2 (where s = k − r)
and show that we must have equality |X| = sn2 + r(n + 1)2 and we must have orthogonal arrays on the subsets of
A as outlined in the construction. Hence, we prove a stronger result: |X| = sn2 + r(n + 1)2 holds if and only if up
to permutations of coordinates and symbols (in A), X is constructed exactly as in our construction using orthogonal
arrays.
The proof is now divided into a large number of parts called “Steps”. We say that a (k + 1)-tuple (x1, x2, . . . , xk+1)
(in X) blocks a (k + 1)-tuple (a1, a2, . . . , ak+1) (in Ak+1) if for two distinct coordinates i and j , we have ai = xi
and aj = xj . Since, by assumption X is blocker set (and actually a minimal blocker set), this must happen for every
member of Ak+1; we informally express this by saying that X blocks the member (a1, a2, . . . , ak+1) of Ak+1.We begin
by proving the following obvious statement.
Step 0: Let Y be obtained from X by applying a permutation  to the set K of coordinate places. Then Y is (minimal)
blocker set if and only if X is (minimal) blocker set. Fix a coordinate position j and apply a permutation  to A and
then apply it to the j th coordinate. Thus (x1, x2, . . . , xk+1) in X will become (x1, x2, . . . , (xi), . . . , xk+1) and call
this new set (obtained from X) Z. Then X is a (minimal) blocker set if and only if Z is also a minimal blocker set.
Proof. The ﬁrst statement follows at once. If a member (a1, a2, . . . , ak+1) is not blocked by X then applying  to
this member will obtain a member which is not blocked by Y and conversely (since  is a permutation). The second
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assertion also follows similarly. If a member (a1, a2, . . . , ak+1) is not blocked by X then (a1, a2, . . . ,(ai), . . . , ak+1)
will also fail to be blocked by Z and conversely. Hence the proof.
We repeat that in all the discussion to follow, we ﬁx the blocker set X of Ak+1 and also assume that the size of this
blocker set is at the most sn2 + r(n+1)2. All the deﬁnitions as well as results are, respectively, made and derived w.r.t.
this blocker set.
In what follows i, j, l, etc. will denote the subscripts (coordinate positions) i.e., elements of K ={1, 2, . . . , k, k+1}
and x, y, z etc., the elements of A = {1, 2, . . . , m = nk + r}. We write (i, x) ∼ (j, y) if i = j and there exists a
(k + 1)-tuple a in X, with a = (a1, a2, . . . , ak+1) where ai = x and aj = y. That is, a has x on ith position and y on
j th position. In that case, we also say that (i, x) and (j, y) are neighbors of each other (or are related to each other).
Further (i, x) /∼ (j, y) if i = j and (i, x) ∼ (j, y) is false. We also write ni,x to denote the frequency of (i, x), that is
the number of times x occurs as the ith coordinate in the elements of X. That is,
nix = |{a ∈ X : a = (a1, a2, . . . , ak+1); ai = x}|.
Deﬁnition. A sequence ((i1, x1), (i2, x2), . . . , (it , xt ) ) is called a key sequence (relative to a given blocker set X of
certain size deﬁned above) if all the conditions stated below are satisﬁed.
(1) i1, i2, . . . , it are all distinct elements of K = {1, 2, . . . , k + 1}.
(2) (iu, xu) /∼ (iv, xv) if u = v, u, v = 1, . . . , t .
(3) Let u = niuxu , u = 1, . . . , t .
Then the following must hold:
1 = min{nj,z|j ∈ K, z ∈ A},
2 = min{nj,z|(j, z) /∼ (i1, x1)},
. . .
p+1 = min{nj,z|(j, z) /∼ (i1, x1), . . . , (j, z) /∼ (ip, xp)},
. . .
t = min{nj,z|(j, z) /∼ (iu, xu)∀u = 1, . . . , t − 1},
(clearly then 12 · · · t ).
Constructing a key sequence is not difﬁcult.We discuss it in brief. First choose (i1, x1) such that ni1,x1 is the absolute
minimum over all the frequencies nj,y (where j ∈ K and y ∈ A). If there are several candidates for (i1, x1), just
pick up any one with the smallest frequency. Thus 1 = ni1,x1 is the smallest frequency (in the blocker set X which we
have already ﬁxed). Next, consider the set (j, y), where j = i1 and (j, y) /∼ (i1, x1). Choose an element (a pair) of
the smallest frequency in this set. Again, if there are several candidates, then just pick up any one. Let this be (i2, x2)
and let 2 = ni2,x2 . Continue doing this. Having found (i1, x1), (i2, x2), . . . , (ip, xp), look at the set {(j, y)} where
j = i1, i2, . . . , ip and (j, y) /∼ (iu, xu)∀u = 1, 2, . . . , p. In this set, choose one (ip+1, xp+1) whose frequency p+1
is the least. It is now obvious that key sequences exist and we necessarily have 12 · · · t .
We also deﬁne the following.
Deﬁnition. Let ((i1, x1), (i2, x2), . . . , (it , xt ))be akey sequence.The frequency sequence associatedwith this sequence
is the sequence of non-negative integers (1, 2, . . . , t ) where p equals nip,xp for all p = 1, 2, . . . , t . The above key
sequence is called a maximal key sequence if for every j = i1, i2, . . . , it and for every x ∈ A, (j, y) ∼ (ip, xp) for
some p = 1, 2, . . . , t .
Step 1: Let ((i1, x1), (i2, x2), . . . , (it , xt )) be a key sequence which is not maximal. Then ∃it+1 = i1, i2, . . . , it and
some xt+1 ∈ A such that ((i1, x1), (i2, x2), . . . , (it , xt ), (it+1, xt+1)) is also a key sequence.
Proof. For simplicity of notation, let ip =p, p=1, 2, . . . , t . Let the associated frequency sequence be (1, 2, . . . , t ).
Since the given key sequence is not maximal, there is some j = 1, 2, . . . , t and some y ∈ A such that (j, y) /∼ (p, xp)
for every p = 1, 2, . . . , t . Suppose n(j, y)< t then there is a smallest p such that pnj,y < p+1 (take 0 = 0). It
now follows from the deﬁnition of key sequence, that at the (p + 1)th step, we could have chosen (j, y) or any (l, z)
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not related to any one of (1, x1), . . . , (p, xp) for which nl,z < p+1 and hence the choice of (p + 1, xp+1) is incorrect.
This contradiction shows that nj,yt and hence ((1, x1), (2, x2), . . . , (t, xt ), (j, y)) is a key sequence as desired. 
Step 2: Let (i1, x1), (i2, x2), . . . , (it , xt )) be a key sequence where tk with the associated frequency sequence
(1, 2, . . . , t ). Let j = i1, i2, . . . , it . Deﬁne the following subsets of the set A:
B1 = {y : (j, y) ∼ (i1, x1)},
B2 = {y : y /∈B1 and (j, y) ∼ (i2, x2)}.
Having deﬁned B1, B2, . . . , Bp, deﬁne
Bp+1 = {y : y /∈B1 ∪ B2 ∪ . . . ∪ Bp and (j, y) ∼ (ip+1, xp+1)},
where p=1, 2, . . . , t −1. Let bp =|Bp| for p=1, 2, . . . , t . Then the following assertions hold for all p=1, 2, . . . , t .
(i) bpp.
(ii) ∀y ∈ Bp, we have nj,yp.
Proof. As in Step 1, we simplify the notation by letting ip = p for all p = 1, 2, . . . , t . Clearly for every y ∈ Bp,
we have (j, y) ∼ (p, xp) and hence
|Bp|np,xp = p
proving (i). Suppose for some y ∈ Bp, we have nj,y < p. Then exactly as in the proof of Step 1, we could ﬁnd the
smallest q such that qnj,y < q+1 (take 0 = 0). This causes the contradiction that at stage q + 1 in the construction
of the key sequence; we could have inserted (j, y) or some pair (l, z) that has a smaller frequency than q+1. This is a
contradiction to the choice of (q + 1, xq+1). The proof of (ii) is now clear. 
Step 3: Let ((i1, x1), (i2, x2), . . . , (it , xt )) be a key sequence. Then tk.
Proof. Suppose t = k + 1 and assume, w.l.g. that ip = p for all p = 1, 2, . . . , k, k + 1. Consider the element
(x1, x2, . . . , xk+1) ∈ Ak+1. Since X is a blocker set, we must have some (a1, a2, . . . , ak+1) ∈ X such that for some
u = v in K , au = xu and av = xv . But then, by deﬁnition, we get (u, xu) ∼ (v, xv), showing that ((1, x1), (2, x2), . . . ,
(k + 1, xk+1)) can not be a key sequence. This is a contradiction. 
We now reiterate our standing assumption on the size of the blocker set X and record it in the following:
Step 4: We have
|X| = sn2 + r(n + 1)2 − ,
where 0.
At this stage we ask the reader to note the following notational simpliﬁcation. Equation in Step 4 is called equation
(4). The same holds for all the other equations in the text.
Step 5: With the same notations and hypothesis as in Step 2, we have
b11 + · · · + btt = |X| − ′,
where ′0.
Proof. Simplify the notations as in the earlier steps and ﬁx j = 1, 2, . . . , t . Then for all y ∈ Bp, nj,yp by (ii) of
Step 2 and the number of such y’s is evidently bp. Let B denote the disjoint union of all Bp’s. Then a two-way counting
shows that∑
y∈B
nj,yb11 + · · · + btt .
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Since we are ﬁxing j and adding all the frequencies, we must have∑
y∈B
nj,y
∑
y∈A
nj,y = |X|.
This proves the assertion. 
Step 6: With the same notations and hypothesis as in Steps 2 and 3, we have
b21 + b22 + · · · + b2t = sn2 + r(n + 1)2 − − ′ −
i=t∑
i=1
bii ,
where  and ′ are as in Eqs. (4) and (5) and i = i − bi is a non-negative integer for every i.
Proof. Write i = bi + i where i0 by (i) of Step 2. Substitute this in (5) and also substitute the value of |X| from
(4) (note the convention: (4) refers to the equation in Step 4). 
Step 7: With everything as in the earlier steps, assume that the key sequence (i1, x1), (i2, x2), . . . , (it , xt )) is a
maximal key sequence. Then A is disjoint union A =⋃p=tp=1Bp and hence we have
b1 + b2 + · · · + bt = m = kn + r = sn + r(n + 1).
Proof. By our construction in Step 2, Bp’s are disjoint and since the key sequence is maximal, ∀y ∈ A we must have
(j, y) ∼ (ip, xp) for some p (here j is an element of K other than i1, i2, . . . , ip which exists by Step 3). Hence, for
some p = 1, 2, . . . , t we have y ∈ Bp. 
Step 8: With everything as in the earlier steps, assume that the key sequence ((i1, x1), (i2, x2), . . . , (it , xt )) is a
maximal key sequence. Then all of the following are true.
(i) t = k.
(ii) = 0 in (4) and hence |X| = sn2 + r(n + 1)2.
(iii) ′ = 0 in (5).
(iv) bi = i for all i = 1, 2, . . . , k (i.e., i = 0 for all i).
(iv) ′ = 0 in (5).
(v) The frequency sequence associated with a maximal key sequence is (n, n, . . . , n, n+1, . . . , n+1)where n repeats
s times and n + 1 repeats r times.
Proof. We use (6) and (7) to get
i=t∑
i=1
(bi − n)2 = r + (t − k)n2 − 2n(+ ′) −
i=t∑
i=1
bii . (*)
Already, from Step 3, t − k0. Suppose t − k was a negative integer. Since the L.H.S. of (*) is a non-negative
integer, we get
0(r − n2) −
{
2n(+ ′) +
i=t∑
i=1
bii
}
.
By assumption, kn and r < k. Hence, r − n2 is a negative number, which gives us a contradiction. This proves
that t = k. Hence Eq. (**) now becomes
i=k∑
i=1
(bi − n)2 = r −
{
2n(+ ′) +
i=k∑
i=1
bii
}
. (**)
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Again, if  or ′ were positive, then the R.H.S. is no larger than r − 2n< 0. This is a contradiction. So  = ′ = 0
and (**) becomes
i=k∑
i=1
(bi − n)2 = r −
i=k∑
i=1
bii .
Finally, write i = bi − n to get
i=k∑
i=1
2i = r −  (***)
and Eq. (7) gives
i=k∑
i=1
i = r ,
where =∑i=ki=1 bii is a non-negative integer and all the quantities involved are integers. From the last two equations,
we get
i=k∑
i=1
i (i − 1) = −.
Here i is an integer and hence the L.H.S. is a non-negative integer while the R.H.S. is a non-positive integer. It thus
follow at once that = 0 and i = 0 or 1 for every i = 1, 2, . . . , k. Also, = 0 forces bii = 0. But i = 0 or 1 implies
bi = norn + 1 and hence i = 0 for all i. We have thus proved all the parts from (i) through (iv). Since each i = 0
or 1, and the sum of i’s is r , it follows that precisely r of the i are equal to 1 and the remaining s are equal to 0.
Translated in terms of bi’s and i’s (note that i = 0 has been proved), this means that bi = i = n for i = 1, 2, . . . , s
and bi = i = n + 1 for i = s + 1, s + 2, . . . , k. This proves all the parts the assertion. 
Step 9: Let X be a blocker set of Ak+1. Then |X|sn2 + r(n + 1)2. If equality holds then the following assertions
are true.
(i) Every maximal key sequence consists of exactly k elements and there is a unique frequency sequence associated
with a maximal key sequence which is (n, n, . . . , n, n + 1, . . . , n + 1) where n repeats s times and n + 1 repeats
r times.
(ii) Let ((i1, x1), (i2, x2), . . . , (it , xt )) be a key sequence. If t = k, then this key sequence is maximal and if t < k, then
this sequence can be extended to obtain a maximal sequence. In particular, let (1, 2, . . . , t ) be the frequency
sequence associatedwith this key sequence. If ts, then 1=2=· · ·=t =n and if t > s, then 1=2=· · ·=s=n
and s+1 = · · · = t = n + 1.
Proof. We have already proved the second sentence in the statement as well as (i) in Step 8. Consider (ii). If t = k,
then Step 3 and the arguments in the proof of Step 8 apply (note that ⋃p=kp=1Bp = A in that case) and prove that the
key sequence is maximal. Again (i) of Step 8 implies that if t < k, then the key sequence is not maximal. Repeated
use of Step 1 then constructs a maximal key sequence ((i1, x1), . . . , (it , xt ), (it+1, xt+1), . . . , (ik, xk)) for us (where
the ﬁrst t elements are the ones we are already given). Using (i) of the present step, the remainder of (ii) now follows
easily. 
In view of Step 9, we now assume from this point on that the blocker set X has size equal to sn2 + r(n + 1)2.
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Step 10: For every j ∈ K and for every y ∈ A, nj,yn.
Proof. If nj,y <n, then it will follow from the deﬁnition of a key sequence that any key sequence must begin with
some (i1, x1) such that ni1,x1 <n and this contradicts (ii) of Step 9. 
Step 11: Fix j ∈ K . Then there are at least sn elements y in A such that nj,y = n and hence at the most r(n + 1)
elements y in A such that nj,yn + 1.
Proof. The ﬁrst part of the assertion will follow from the second (in view of |A|= sn+ r(n+ 1) and Step 10). Clearly,
we have∑
y∈A
nj,y = |X| = sn2 + r(n + 1)2
and hence∑
y∈A
(nj,y − n) = r(n + 1).
Since each summand on the L.H.S. is non-negative by Step 10, it follows that at the most r(n + 1) summands are
positive and we have proved the second part of the assertion. 
Step 12: Given arbitrary and distinct coordinates i1, i2, . . . , is in K there are elements x1, x2, . . . , xs in A such that
((i1, x1), (i2, x2), . . . , (is, xs)) is a key sequence. Further the frequency sequence associated with this key sequence is
n, n, . . . , n.
Proof. The second statement follows from (ii) of Step 9. The ﬁrst statement is also a consequence of the fact that the
smallest frequency is n (Step 10) and for any coordinate j , we have at least sn elements y such that nj,y = n (Step 11).
To simplify the notation assume that ip =p for all p=1, 2, . . . , s.We may thus begin by picking x1 such that n1,x1 =n.
Then for coordinate 2, there are at most n elements y such that (j, y) ∼ (1, x1) (because n1,x1 = n). Hence there are at
least (s − 1)n elements x2 such that n2,x2 = n and (2, x2) /∼ (1, x1). We may continue in this manner. Having obtained
(1, x1), (2, x2), . . . , (p, xp) all mutually non-neighbors, each of frequency n with p< s, we can obtain using Step 11,
at least (s −p)n elements xp+1 with the property that np+1,xp+1 = n and such that (p + 1, xp+1) is unrelated to any of
(1, x1), (2, x2), . . . , (p, xp). Clearly this can be continued till p= s − 1 and hence the desired conclusion follows. 
Step 13 (cf. Step 11): Let j ∈ K . Let C = {y : nj,y = n}. Then |C| = sn.
Proof. From Step 12, we can construct a key sequence ((i1, x1), (i2, x2), . . . , (is, xs)) such that j = i1, i2, . . . , is .
If C has some element y such that (j, y) is not related to (ip, xp) for every p = 1, 2, . . . , s, then using Steps 9, 1
and 10, it follows that ((i1, x1), (i2, x2), . . . , (is, xs), (j, xj )) is a key sequence with associated frequency sequence
(n, n, . . . , n) where n is repeated s + 1 times. But this is a contradiction to (ii) of Step 9. Hence for every y ∈ C, (j, y)
is related to at least one (ip, xp). Deﬁne sets Cp = {y : (j, y) ∼ (ip, xp)}. Then we just proved that C is contained
in
⋃p=s
p=1Cp. But since the frequencies of (ip, xp) are n each, it follows that |Cp|n for every p. Hence we have the
following interlacing equation:
sn |C|
∣∣∣∣∣∣
p=s⋃
p=1
Cp
∣∣∣∣∣∣ 
p=s∑
p=1
|Cp|sn.
It now follows that equality must hold everywhere and hence |Cp| = n for every p and C =⋃p=sp=1Cp is a disjoint
union. 
Step 14 (cf. Step 11): Let j ∈ K . Then there are sn elements y in A such that nj,y = n and the remaining r(n + 1)
elements y in A have nj,y = n + 1.
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Proof. The ﬁrst part is proved in Step 13. With the same notations as in Step 13, let C′ =A−C. Then |C′| = r(n+ 1)
and from the second equation in the proof of Step 11, we obtain∑
y∈C′
(nj,y − n) = r(n + 1).
Since every summand is positive and there are exactly r(n+1) summands on the L.H.S., it is clear that each summand
equals 1 and hence the proof. 
In view of Steps 13 and 14 we now deﬁne a pair (j, y) ∈ K × A to be small if nj,y = n and large if nj,y = n + 1.
From Step 14 we know that every pair in K × A is either small or large.
Step 15: Let (l, z) be small and let j = l. If (j, y) ∼ (l, z), then (j, y) is small and the number of y such that (j, y)
is small and is related to (l, z) is equal to n.
Proof. This follows at once from Step 12 and the proof of Step 13 by taking l = i1 and z = x1. Then C1 is contained
in C implies the ﬁrst part of the assertion and |C1| = n implies the second part of the assertion. 
Step 16: Let (i, x) and (l, z) be both small with i = l. Suppose (i, x) /∼ (l, z). Let j = i, l. Then there is no y in A
such that (j, y) ∼ (i, x) and (j, y) ∼ (l, z).
Proof. Very similar to the proof of the earlier step. Let (i, x)= (i1, x1) and (l, z)= (i2, x2). Then C1 and C2 are disjoint
subsets of C (proof of Step 13) and this obtains the desired conclusion. 
Step 17: Let (i, x) and (j, y) be both small and suppose (i, x) ∼ (j, y). Let l = i, j and suppose (j, y) ∼ (l, z).
Then (i, x) ∼ (l, z).
Proof. Suppose (i, x) /∼ (l, z). We then have (j, y) is a neighbor of both (i, x) and (l, z) which is contrary to the
assertion in Step 16. 
Step 18: Let (i, x) and (l, z) be both small. Let (i, x′) ∼ (l, z) and (l, z′) ∼ (i, x). Also assume that (i, x) ∼ (l, z).
Then (i, x′) ∼ (l, z′).
Proof. Clearly we may assume that x′ = x and z′ = z. Let j = i, l and choose y such that (j, y) ∼ (i, x) (such
a y exists by Step 15). Then a repeated use of Step 17 gives (j, y) ∼ (l, z) and hence (j, y) ∼ (i, x′) as well as
(j, y) ∼ (l, z′). A ﬁnal use of Step 17 then implies (i, x′) ∼ (l, z′). 
We now deﬁne a relation ≈ on the set of all the small pairs (i, x) as follows. (i, x) ≈ (j, y) if
(i) i = j and x = y or
(ii) i = j , x = y and there is some (l, w) such that (i, x) ∼ (l, w) and (i, y) ∼ (l, w) or
(iii) i = j and (i, x) ∼ (j, y).
Steps 15 through 18 yield the following result on ≈ which is summarized in Step 19.
Step 19: ≈ is an equivalence relation on the set of all the small pairs. For a ﬁxed coordinate j , and for a ﬁxed
equivalence class there are n pairs (j, y) that are in that equivalence class. Hence every equivalence class contains
n(k + 1) pairs and the total number of equivalence classes (of small pairs) is s.
The reader can verify that statements analogous to Steps 15 through 18 can be obtained for large pairs (j, y). We
leave the formulations of these statements and their identical proofs (using the crucial Steps 8, 9 and 13) to the reader.
We can then deﬁne on the set of all the large pairs (j, y) a relation ≈ in the same manner as we did for the small pairs.
That is the large pairs (i, x) and (j, y) are related to each other (written (i, x) ≈ (j, y)) if either the pairs are identical
(reﬂexivity) or are neighbors or they have a common neighbor. Step 20 is the analog of Step 19 and its proof is left
to the reader (out of consideration of journal space and also due to the fact that it is very similar to the earlier proofs;
obtain a suitable key sequence as in all the previous proofs for small pairs).
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Step 20: Consider the set of all the large pairs. Then, ≈ is an equivalence relation on the set of all the large pairs.
For a ﬁxed coordinate j , and for a ﬁxed equivalence class there are n + 1 pairs (j, y) that are in that equivalence
class. Hence every equivalence class contains (n + 1)(k + 1) pairs and the total number of equivalence classes
(of large pairs) is r .
The ﬁnal part of the proof uses the s + r equivalence classes obtained in Steps 19 and 20. Using Step 0, we
may assume (by permuting the elements of A on every coordinate) that the set A is partitioned into s + r subsets
A1, A2, . . . , As, C1, . . . , Cr exactly as in the construction given earlier. Speciﬁcally, we may assume that the ﬁrst
equivalence class uses the elements from A1 (on all the coordinate places), the second the elements from A2 (on all
the coordinate places) and the last equivalence class uses the elements from Cr . In view of our deﬁnition of ≈ and
the results proved in all the steps it follows that (i, x) ≈ (j, y) if and only if x and y are in the same Ap or the same
Cq . It is also clear from the deﬁnition of ≈ that if a = (a1, a2, . . . , ak, ak+1) is in X then all the ai are from the same
Ap or the same Cq where p = 1, 2, . . . , s and q = 1, 2, . . . , r . We consider the former case; the latter is similar. Fix
p = 1, 2, . . . , s and let Z consist of all the members a = (a1, a2, . . . , ak, ak+1) in X that have every ai in Ap. Just to
simplify the argument further assume that p = 1 so that A1 = {1, 2, . . . , n}. Fix i ∈ K and an x = 1, 2, . . . , n. Then
Steps 9, 10 and 12 imply that there are n such members a of Z. If we now ﬁx some j = i, then Step 15 implies that
for every y = 1, 2, . . . , n, there is a member a in Z that has ai = x and aj = y. Since there are exactly n members a
for which ai = x, it follows that there is a unique element a in Z with the above property. We have thus proved that
|Z| = n2 and writing the members of Z as columns (vertically instead of horizontally) produces an orthogonal array
OA(k + 1, n). What we did for A1 can be done for all the r + s = k subsets and we thus have:
Step 21: After permuting symbols on each coordinate separately, we may assume w.l.g. that X is a blocker set with
the following properties.
(i) A=A1 ∪A2 ∪ . . .∪As ∪C1 ∪ . . .∪Cr where the union is a disjoint union and every Ap (respectively, every Cq )
has n (respectively, n + 1) elements.
(ii) X = Z(1) ∪ Z(2) ∪ . . . ∪ Z(k) where the union is a disjoint union. Further Z(p) has n2 elements ((k + 1)-tuples or
sequences) if ps and (n + 1)2 elements otherwise. If a is in Z(p) and a = (a1, a2, . . . , ak, ak+1), then every ai
is Ap if ps and every ai is in Cp−s otherwise. Finally, if the members of Z(p) are written as columns then we
get an orthogonal array OA(k + 1, n) on the symbols of Ap (respectively, OA(k + 1, n + 1) on the symbols of
Cp−s) if ps (respectively, p> s).
Step 21 completes the proof of the Main Theorem. 
3. Conclusions
Corollary of the Main Theorem. Let n be a prime power and kn. Then (kn, k) = kn2. Further, if n + 1 is also
a prime power, then (kn + r, k) = kn2 + r(2n + 1) for all r with 0rk − 1. In particular, if n is a prime power
then, (n2, n) = n3.
Proof. It is well-known that if n is a prime power then an orthogonal array OA(n+1, n) exists and hence an orthogonal
array OA(k + 1, n) exists for all kn. The proof now follows from the Main Theorem. 
Example. We have (64, 8) = 512 = 8 · 64. (compare this with the trivial upper bound 642). We also have
(65, 8) = 7 · 64 + 9 · 9 = 529,
(66, 8) = 6 · 64 + 2 · 81 = 546,
(67, 8) = 5 · 64 + 3 · 81 = 563,
(68, 8) = 4 · 64 + 4 · 81 = 580,
(69, 8) = 3 · 64 + 5 · 81 = 597,
(70, 8) = 2 · 64 + 6 · 81 = 614,
(71, 8) = 64 + 7 · 81 = 631.
A. Baartmans, S. Sane / Discrete Mathematics 308 (2008) 2885–2895 2895
Acknowledgment
The second author gratefully acknowledges the hospitality of the Department of Mathematical Sciences, Michigan
Technological University on grant of a sabbatical leave from the Department of Mathematics, University of Mumbai
during the academic year 1999–2000.
References
[1] J. Dënes, A.D. Keedwell, Latin Squares, New Developments in the Theory and Applications, North-Holland, Amsterdam, 1991.
[2] R. Honsberger, From Erdös to Kiev, Problems of Olympiad Caliber, The Dolciani Mathematical Expositions Published by the Mathematical
Association of America, 1996.
[3] C.F. Laywine, G.L. Mullen, Discrete Mathematics using Latin Squares, Wiley, NewYork, 1998.
[4] E.R. Rodemich, Coverings by rook domains, J. Combin. Theory 9 (1970) 117–128.
