Minimizing the communication overhead to reduce the energy consumption is an essential consideration in sensor network applications, and existing research has mostly concentrated on data aggregation and in-network processing. However, effective query management to optimize the query aggregation plan at the gateway side is also a significant approach to energy saving in practice. In this paper, we present a multiquery management framework to support historical and continuous queries, where the key idea is to reduce common tasks in a collection of queries through merging and aggregation, according to query region, attribute, time duration, and frequency, by executing the common subqueries only once. In this framework, we propose a query management scheme to support query partitioning, region aggregation and approximate processing, time partitioning and aggregation rules, multirate queries, and historical database. In order to validate the performance of our algorithm, a heuristic routing protocol is also described. The performance simulation results show that the overall energy consumption for forwarding and answering a collection of queries can be significantly reduced by applying our query management scheme. The advantages and disadvantages of the proposed scheme are discussed, together with open research issues.
Introduction
With the development of low-power hardware manufacturing and integration, it is possible to design tiny sensor devices combining the abilities of sensing, computation, storage, and communication [1] . These nodes collect sensor data and communicate with each other, forming a network to monitor objects, animals, people, temperature, humidity, and so on in a given area [2] . The appearance of wireless sensor networks has significantly changed various kinds of remote sensing applications such as environmental and ecological monitoring of natural habitats, smart homes, and military areas in recent years [3] .
Due to the facts that sensor nodes are physically small and must use extremely limited power or energy, the network lifetime is still a vital problem. Many of the WSN (wireless sensor network) techniques designed to extend the network lifetime are concentrated on modified routing protocols [4] [5] [6] , in-network processing [7, 8] , node sleep scheduling [9, 10] , and aggregation strategies [11] [12] [13] . Recent studies have shown that radio communication is significantly more expensive than computation or sensing in most existing sensor node platforms, hence the main consideration is to minimize the communication overhead of forwarding queries and transmitting queried data between gateway and source nodes [14] . Thus, information aggregation is effective to save energy and extend the network lifetime. According to the location where aggregation occurs, aggregation strategies can be divided into two main types: data aggregation and query aggregation. Data aggregation belongs to the category of in-network filtering and processing techniques, which combine the data coming from different sources and eliminate data redundancy to minimize the number of transmissions, thus saving energy [15] . Most of the existing work in this area focuses on data aggregation. Query aggregation occurs at a query manager node, which is usually located at the gateway, and has been the subject of much less research [16] . On the other hand, for many 2 EURASIP Journal on Wireless Communications and Networking applications, especially those with high query rates, for example, a large number of very similar queries are issued to the network within a short period, due to a large number of users, while the response data to each individual query is comparatively simple [16] . If we assume that all the queries are processed individually, this will lead to large amount of energy consumption due to query dissemination and data transmission within the network. Therefore, a proper query aggregation and management scheme should be used to reduce redundant queries in order to minimize wasted bandwidth, power, and energy.
The problem of efficient query aggregation on the gateway side for a sensor database system has been treated previously in the literature [14, [16] [17] [18] [19] . In order to provide efficient data services for sensor network applications, an overlay-based query aggregation approach including a query manager and an effective query aggregation algorithm were presented in [16] . The former defines the query aggregation plan that is executed by the latter. In their query model, only spatial information is aggregated to minimize the number of queries that are actually sent out. A spatial-and attributebased query aggregation method (SAQA) was introduced in [19] , which extends the aggregation to include also attributes. However, their models assume that most queries are snap-shot (queries that ask for current value of the sensors), which may not be the case in practice, because users sometimes ask for sensor values during a period of time (continuous query). Similar to their work, several other models supporting continuous queries were discussed in [14, 17, 18] , which propose two significant ideas: exploiting common subqueries in a group and using a proper routing algorithms to minimize the total system cost.
However, there are still two main limitations of the works mentioned above. One is that there is still some redundancy in the aggregated queries, due to time duration: for instance, two queries that ask for the same type of sensing data in the same region at an overlapping duration can be aggregated into one. The other is that the historical database is not fully utilized. We assume that all the (recent) query records are stored in a historical database located at the gateway side, where the query manager can check for already present information before injecting new queries into the network. Thus, in this paper we propose a complex query optimization framework to support historical and continuous queries, and we describe the corresponding query processing scheme.
In contrast to previous work, our contributions can be summarized as follows. We propose a multiquery optimization framework suitable for historical and continuous queries. In contrast to previously proposed query optimization schemes, the query partition module, the aggregation module, and the result merging module are also included in the framework to optimize the objective function. A storage mechanism of historical query records is kept at the gateway side, and we propose an algorithm for querying it. Query partitioning, region aggregation and approximate processing, time partitioning and aggregation rules, as well multirate query processing algorithms are presented.
The rest of this paper is organized as follows. Section 2 presents some research works related to ours. Section 3 introduces the multiquery problem. In Section 4, we propose our energy efficient framework including the query partition module, query aggregation module, query result merging module, and historical database module. Section 5 presents the corresponding algorithms to support our query framework. In Section 6, we present simulation and experiment results to demonstrate the efficiency of the work and compare it with other query processing techniques. Finally, the advantages and disadvantages of the proposed scheme are discussed, together with open research issues in Section 7.
Related Work
Generally, when the gateway node receives queries from applications by end-users to ask for sensor data they are interested in, it will directly forward them to the sensor network according to given query dissemination schemes. Within the network, the nodes must respond to these queries in an energy-efficient manner using a variety of innetwork processing techniques and cross-layer optimizations to report answers to the end-users at the appropriate rates [20] . A wireless sensor network can be regarded as a distributed database, due to the fact that sensing information is often reported from a number of different sources and is often held in a number of databases that may be distributed among computing and communication facilities at different locations [21] . Thus, the previous work related to this paper consists of two main aspects, namely, complex query optimization in traditional distributed databases and multiquery aggregation in wireless sensor databases.
Complex Query Optimization in Traditional Distributed
Databases. The problems of complex query optimization [22, 23] and multiquery aggregation have been studied in the traditional database literature for more than 40 years. The core idea is to exploit the common tasks among groups of queries and perform them only once to reduce the execution cost [24, 25] . Most studies emphasized efficiently generating alternative plans that maximize shared operations and minimize system cost [26] . Several heuristic algorithms [24, 27] have been studied to identify common tasks and to select a plan for each query. In order to solve the multiquery optimization problem, the partitioning of complex queries was discussed in [28] , which leads to a better interpretation of complex aggregate queries and a better execution plan. The author also presented two algorithms to decompose a complex aggregate query into its group query components, and the experiments show the validity of complex query partitioning. The concept of sketch sharing for approximate multiquery stream processing was presented in [29] to optimize multiqueries. Given a collection of queries to be processed over incoming streams, the same sketches over their input streams are optimized by performing space allocation and coalescing rules. The final results clearly demonstrate that sketch sharing is efficient to solve the multiquery problem, especially with respect to the quality of query answering. Even though these studies cannot be directly applied to sensor networks due to the very different storage, communication, and energy constraints, the core idea about query partitioning and query aggregation is significant to our work.
Multiquery Aggregation in Sensor Databases.
In order to provide efficient data services for sensor network applications, an overlay-based query aggregation approach including a query manager and an effective query aggregation algorithm was presented in [16] . The query manager, located at the base station, is mainly devoted to defining the global query aggregation plan, and the query aggregation algorithm is designed to aggregate and optimize queries issued by end-users. The corresponding protocols for query dissemination and data transmission are also included. Contrary to traditional query processing, in their framework, queries from applications cannot be directly forwarded to the network, but are collected and evaluated at the gateway, to be aggregated if possible according to zone merging rules. Only the merged queries are delivered to the access node in the network by an appropriate selection scheme using a query delivery overlay construction protocol. Finally the queried data would then be passed back from the access node to the gateway. However, their aggregation protocol is mainly based on region operation. As mentioned above, spatial-and attribute-based query aggregation (SAQA) was introduced in [19] , assuming that most queries are snap-shot queries. Similar to above work, a kind of multiquery optimization technique was also presented in [17] , which supports multiple users submitting both continuous and snapshot queries. The query optimizer groups queries from applications with the same aggregate operator and optimizes each group separately. All queries gathered during the previous epoch are sent to the network together for evaluation in the query preparation phase, and query answers are forwarded back to the gateway in the result propagation phase. The query preparation protocol and result propagation protocol are also described. The effect of multiquery optimization in sensor networks was discussed in [30] to study the benefit of exploiting common subexpressions among these queries, with significant performance improvements. The author also presented a two-tier query framework for optimizing multiple queries to improve the service quality of the sensor networks [18] .
A related aspect in sensor networks is query rate. Support for multiple rates plays a significant role for the performance of sensor networks. If source nodes disseminate the data streams to users at the frequency that they request, the result is very costly in terms of energy. A more efficient framework to process multirate queries was proposed in [31] , where, the construction of a path-sharing routing tree was also discussed. Another related aspect is the query/storage techniques for sensor networks in real applications the author in [32] describes an effective middleware that was specifically designed for proactive urban monitoring and exploits node mobility to opportunistically diffuse sensed data summaries among neighboring vehicles and to create a low-cost index to query monitoring data. To make their works more persuasive, the related protocols were validated and their effectiveness in terms of indexing completeness, harvesting time, and overhead are demonstrated. To avoid the content redundancy and storage imbalance in distributed storage system, a cooperative storage solution for mobile surveillance in vehicular sensor networks [33] called VStore is presented in [34] to maximize the average lifetime of sensory data in sensor networks.
We conclude this section by observing that there are two key ideas among these works: exploiting the common tasks among groups of queries and using proper routing algorithms to minimize the total system cost. As noted above, most of these solutions are unaware of query time duration and historical database. The former is useful to reduce query redundancy, while the latter contributes to energy saving. Therefore, this paper presents a generic query management scheme including query partitioning, common task optimization exploiting a historical database, and query result merging to further improve the performance.
Problem Definition
We consider a multihop sensor network with one gateway node at the centre and L sensors distributed randomly in a rectangular field. The gateway node receives queries from users and processes them by using its query manager component, then sends queries into the appropriate regions of the sensor network. Eventually sensors in the region may respond to one of the queries. In this paper, we assume that all the sensors have the same fixed transmission range and the same minimum connectivity transmission range [35] . We consider a sensor network similar to the network model used in [1, 35] , with the following assumptions (i) There are L energy constrained sensor nodes that are distributed randomly in a rectangle-shaped region. The batteries cannot be changed after the sensors are deployed.
(ii) Each node, including the gateway node, can obtain its own location information.
(iii) There is no coverage hole in the sensor network and all the sensors can communicate with the gateway node through a routing protocol.
The goal of this study is to reduce the total number of queries and the energy consumption. Similar to prior work in [16, 17, 19] , we use the following definitions.
Definition 1 (Query Region). Query region R indicates the geographical area that the application is interested in. Without loss of generality, we assume query regions to be a union of rectangular shapes. A two-dimensional query region element is thus represented by a bounding box, for example, the minimum and maximum values of the coordinates. For any query point, its coordinates (x, y) should satisfy x ∈ [x 1 , x 2 ] and y ∈ [y 1 , y 2 ], where x 1 and x 2 are the minimum and maximum values on the x-axis of the bounding box, and y 1 and y 2 are the minimum and maximum values on the y-axis of the bounding box.
Definition 2 (Query Time Duration). Query time duration T is the duration of the query. For example, it is often needed to continuously report the temperature and humidity value of the monitoring area from t 1 to t 2 , so T = {t 1 to t 2 }. It is noted that if T is a time point, rather than a time duration, it represents a snap-shot query.
For the query model in [16, 17, 19] , the attribute information A and frequency information F are two other important elements to be considered. The attribute information indicates the list of attributes that the application is interested in, and the period information is the inverse of the frequency at which the data should be reported. In this work we also consider the query identifier, defined as follows.
Definition 3 (Query ID). Each query must have a query ID denoted by ID, which is the information used by the gateway node to analyze and identify which user the query is from. After the query is injected into the sensor network from a gateway node, the corresponding information the user is interested in will be sent back by the routing protocol via the gateway node to the user, and throughout the process the query ID is its unique identifier. Furthermore, the query ID is also used by query partitioning, aggregation, and result merging.
Definition 4 (Query: Q).
A query consists of five types of information: query ID, query region, query time, attribute information, and query period, so it can be denoted by a 5-tuple.
where ID is query ID, see Definition 3, R is Query Region, see Definition 1, T is Query Time, see Definition 2, A is Attribute information, the list of attributes which the application is interested in, and F is Query period, at which the attribute information should be reported.
Example 1. User 1 wants to know the temperature and humidity of regions R 1 , R 2 , and R 4 from t 1 to t 2 every five seconds.
So the query q 1 can be represented as follows:
User 2 is interested in the wind speed of regions R 2 and R 3 from t 3 to t 4 every two seconds. So
For simplicity, the query ID is omitted in the rest of the paper, because it is usually related to the header information of a packet.
In order to produce better execution plans and improve query performance, performing complex analysis at the gateway side is essential and requires nontrivial partitioning and aggregation operations over different attribute sets, query time durations, and query regions. 
Definition 6 (Query Region Partitioning). For each query Q = R, T, A, F , the query region set R can be disjointly partitioned into several subregions,
Hence also the query Q can be partitioned into several subqueries:
Definition 7 (Query Time Partitioning). For each query Q = R, T, A, F , the query time set T can be disjointly partitioned into several subdurations,
Definition 8 (Query Partitioning). Given N queries: Q 1 , Q 2 , . . . , Q N , the overall objective of query partitioning is to divide them into disjoint subqueries, in order to find the common parts between them. Each Q j can be partitioned into a group of subqueries denoted by set {Q j1 , Q j2 , . . . , Q jKj }. Hence given a query set {Q 1 , Q 2 , . . . , Q N }, the output partition is also a set.
The overall objective of query aggregation is to reduce the overall energy consumption in both query transmission and data delivery by eliminating and merging queries whenever possible. So query aggregation can be divided into two steps: (1) finding the common subqueries; (2) Merging and recombination of these subqueries according to query ID, query region, query time, and query attributes. represents the output of query aggregation. Motivated by [16] , we also define the + as the aggregation operator, that is,
Definition 9 (Query Aggregation). Given
W partitioned queries Q 1 , Q 2 , . . . , Q W , through the aggregation opera- tion set {Q 1 , Q 2 , . . . , Q W } can be merged into another set {Q 1 , Q 2 , . . . , Q P }(P ≤ W), where each Q i (1 ≤ i ≤ P)Q i = Q 1 + Q 2 + · · · + Q W means that Q i (1 ≤ i ≤ P) is aggregated from the partitioned queries Q 1 , Q 2 , . . . , Q W .
Query Management Framework
In this section, we present our framework and a number of components for multiquery optimization at the gateway side. Our framework quantifies the performance impact of processing multiple queries with our query management scheme. To perform an effective decision making to produce a better query plan is vital in an energy-efficient query management system, and the core of such system is a query management scheme and a historical database which stores historical query records and consolidated data from the sensor network, supporting complicated queries that return interesting information [36] . The basic idea of the proposed query optimization framework is to minimize the number of queries injected into the sensor network by querying the historical database and aggregating queries to improve the query processing performance. Our energy-efficient framework for multiquery optimization in sensor network is built upon a number of components, including query collector, query partitioning, common task evaluation, query aggregation, query result merging, and historical database, and the first five components are integrated into a query manager. Query collector collects queries from different users within a given time duration. The complex queries are partitioned into several subqueries by the query partitioning module. We evaluate these subqueries and recognize the common tasks between them in a centralized way through the process of common task evaluation. The process of query aggregation eliminates the duplicate common tasks of a collection of queries through merging and aggregating them according to query region, query attribute, query time duration, and query frequency. Query result merging collects the answers from both the sensor network and the historical database, merges them according to the query ID, and sends them back to the users.
The historical database contains records of user queries and query results. These are often captured automatically by the system and may be manually complemented or annotated by the database manager after query answers are sent back to the query manager. A query record, as described in this paper, is one type of interaction history which specifically records user queries. It typically contains search queries, result sets, and relevant contextual information, such as user profiles, system settings, and statistics. By searching the historical database, full or partial query results may be obtained without sending these queries into the sensor network, thus saving energy and reducing network traffic.
In order to eliminate the duplicated common tasks, when the gateway node receives queries from end-users to ask for sensor data they are interested in, the query manager collects and processes them first to produce an optimal query plan for a collection of queries. The processing of the initial queries is as follows (See Figure 1) .
Step 1. Query collector receives queries from the applications within a given time duration.
Step 2. Check all the collected queries. If a complex query is included, partition it into subqueries according to the query partitioning scheme, as described more in detail below.
Step 3. For each partitioned query, search the historical database for the queried data; (1) if the historical query records fully meet one query requirements, the corresponding query records are directly sent to the query result merging module; (2) if the historical query records have no relation with the query requirements, that is to say, these queries cannot be answered by historical database, thus, the queries have to be evaluated with other queries to find common 6 EURASIP Journal on Wireless Communications and Networking subqueries between them; (3) if the historical query records partially meet the query requirements, the query is reduced to the part that cannot be answered by historical database according to Definition 7.
Step 4. The queries not answered by historical database are evaluated to exploit their common tasks.
Step 5. Aggregate these queries and eliminate the duplicated parts among them, and then produce an optimal query plan.
Step 6. Route the queries to the appropriate regions to achieve the query results.
Step 7. Query results from both the historical database and the sensor network are merged according to query ID, and forwarded to the end-users.
Step 8. In order to ensure the accuracy and reliability of the data stored in the historical database, only the elementary queries without aggregation, together with their data, are stored into the historical database.
The query manager translates the application queries to the format that sensor network understands. Generally, the outputs of the query manager are complex queries which may include several attributes, regions, frequencies, or different time durations [16] . For each complex query, the query manager calculates an access point of the queried region which is defined as the geometrical centre of the region in this paper. A heuristic routing protocol is also adopted by multihop transmission from the gateway node to the access point, by which the sensor node closest to the access point called access node receives the complex query, reroutes it to the other sensor nodes in the region. When data is sent back from the sensor nodes, the reverse process is used.
We can summarize the main features of the framework as follows:
(1) The system provides an energy efficient query management framework for sensor networks, which allows their components to effectively cooperate with others to manage and optimize the complex queries received from users.
(2) It uses a historical database, which makes full use of query records and their results. It is especially suitable for the applications with many queries and comparatively simple query answers.
Query Management Scheme
The query management scheme is designed to support the framework described in Section 4. It includes schemes for partitioning the initial queries according to time and region partitioning and aggregation rules, approximate processing, multirate processing, historical database query, and routing protocol.
Initial Query Partitioning.
Query region, query time, and query attributes are three important components to be considered when analyzing how different queries overlap in terms of these three components. In the query framework that we discussed in this paper, the historical database is a vital part for the users to directly access the sensing data that they are interested in at the gateway side, without the need for the queries to be transmitted to the sensor networks. But the historical database only includes the data reported by a subset of past queries, since not all the sensing data are transmitted from the sensor network to the historical database in time or kept forever. Sometimes the historical database cannot fully answer one query, but some subqueries may be answered in terms of query regions, query time, and query attributes. In order to fully utilize the data in the historical database, we partition a collection of queries according to specific granularity. Another important aspect of query partitioning is that it is useful for the query manager to evaluate the common subqueries. For example, one query asks for the temperature and humidity value of region R 1 , R 2 and R 4 from t 1 to t 2 and from t 3 to t 4 every five seconds, so it can be represented as follows:
Here, a step-by-step partitioning strategy is adapted (See Table 1 ).
Region Aggregation and Approximate Processing.
Query region is the most significant component in our framework, and it is the main criterion to select sensor nodes for query execution and data forwarding. Therefore, all the queries sent to the sensor networks should follow the regional priority rule, meaning that region overlap is the first and foremost criterion to decide about query merging. Other types of operations, including query time merging, attribute aggregation, and multirate query processing, are all based on the fact that these operations occur approximately in the same region. Otherwise, there is no advantage in aggregating the queries. The regional priority rule is also adopted even if we search the historical database to check the previous query record for one query. For instance, consider two queries
If their query regions are completely different, even though the query time, attribute, and query frequency of Q 1 are in full accord with that of Q 2 , it is useless to merge the two queries.
Adopting the main idea in [16] about query region processing, we divide the rules of processing query region into two basic types: approximate region aggregation and overlapped region aggregation.
Consider two queries Q 1 = R 1 , {4 to 20}, H, 2s and Q 2 = R 2 , {0 to 10}, H, 2s , if R 1 and R 2 satisfy R 1 ⊂ R 2 , sending out both queries to the sensor network would be redundant as the result of Q 1 can be inferred from that of Q 2 . So the rule of approximate region processing can be defined as follows (this case is also suitable for searching historical database for a single query). If R 1 in one query Q 1 and R 2 
Like the rule of approximate region processing, the rule of region overlapped aggregation can be defined as follows.
If any two queries Q i = R i , T i , A i , F i and Q j = R j , T j , A i , F i , are such that R i and R j satisfy R i ∩ R j = R i j and S Ri∩Rj /S Ri∪Rj ≥ β, then the two queries can be merged to
Here, β is a constant, 0 ≤ β ≤ 1, S Ri∩Rj /S Ri∪Rj is the region overlapping degree, namely, the ratio between the intersection and the union area of R i and R j .
Multirate Query Processing.
In a multirate query system, the sensor network serves multiple queries to send data at different frequencies to users. The data sources disseminate the data streams to the users at the frequencies they request. In order to reduce the amount of transmitted data, we can modify the data streams according to a multirate processing rule which is illustrated as follows.
For example, user 1 requests the data from all the nodes in region R with period F 1 . At the same time, user 2 requests the data from all the nodes in the same region with period F 2 . Without loss of generality, we find an appropriate time unit such that all frequencies can be represented as integers. Without aggregation, the gateway node initiates independently each data query by sending out a query request to the data sources; the query request is routed to the appropriate source nodes within the queried region, and the source nodes will start sending data back to the gateway node. However, this method is prone to produce redundant data transmission. Let F i (1 ≤ i ≤ n) be the requested periods of all the user queries to the same region R. Then the aggregate period F of these n queries can be described by the next equation.
where the GCD (Greatest Common Divisor) function returns the greatest common divisor of one or more integers; for instance, if a sensor network is used for collecting the temperature of the environment, user 1 might need the temperature every 2 minutes, and user 2 might need the temperature every 3 minutes. Assuming that these two queries are issued at time 0, this will result in a multirate query in the sensor network. Given that F 1 = 2, and F 2 = 3, F = GCD(F 1 , F 2 ) = 1, a simplistic method would request data at times 0,1,2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, and so on, while it can be seen clearly that the data sent at time 1, 5, 7,11 are not needed (See Figure 2) . To avoid the redundant queries resulting by multirate processing, the query time interval is set by each user at one of several discrete values, according to the next equation.
For instance, if a sensor network is used for collecting the temperature of the environment, user 1 might need the newest temperature every 2 minutes, and user 2 might need the newest temperature every 4 minutes. Assuming that these two queries are issued at time 0, this will result in multirate queries in the network, for with periods, F 1 = 2, and F 2 = 4, Figure 3) . Thus no redundant query time is produced. The choice of query time interval is based on two aspects: (1) each user selects a discrete time interval according to his requirement, based on the rate of change of the sensed quantity and the user's required precision; (2) for any two time intervals, one is exactly divided by another, so no redundant query time is yielded, which therefore saves energy consumption in data transmission.
Time Partitioning and Aggregation Rules.
Consider the case where the gateway receives the query Q = R, {0 to 10}, H, 2s , that is, the user wants to know the humidity value of region R from t 1 = 0 to t 2 = 10 every two seconds, while there is information about the humidity value of region R from t 1 = 0 to t 2 = 4 only every two seconds in the historical database. Hence we partition the query in time, as Q 1 = R, {0 to 4}, H, 2s and Q 2 = R, {4 to 10}, H, 2s , so that without sending Q 1 to the sensor networks, the queried information is available in the local historical database. As we discussed in the query framework, the partitioned queries are not directly evaluated and aggregated, but used for direct search in the historical database to check whether there are historical query records that partially or fully satisfy each partitioned query.
Consider another case where the gateway nodes receives two queries Q 1 = R, {0 to 10}, H, 2s and Q 2 = R, {6 to 20}, H, 2s from two different users. There exists a common time interval {6 to 10} between the two queries. Therefore, the common query time interval can be found by partitioning these two queries as follows:
= R, {6 to 10}, H, 2s + R, {10 to 20}, H, 2s ,
Query time aggregation only occurs in the sub-query evaluation process, if any two different queries have a common time interval and have the same query region and query attributes. In our query management scheme, the rules of time partitioning are designed to follow exactly these two cases.
Search of Historical Database.
One of the most important components of the framework illustrated in Figure 1 is the historical database. Storage techniques for query processing in sensor networks can be divided into two categories, one storage method is to send raw data of sensors to the gateway through a network routing tree rooted at the gateway node. Another possible storage approach is local storage, for example, sensors collect and store data local. When queries are injected from gateway node, sensors send back their reply [37] . However, two traditional storage techniques mentioned above cannot be directly applied to the scenario of energy effective multiple similar queries. The first method is more costly because energy is needed for sending data to the gateway where it may never be used, while the second method does not insert query records into historical database. Therefore, in this paper, in order to ensure the accuracy and reliability of the data stored in the historical database, only the elementary queries without aggregation, together with their answering data, are stored into the historical database, when a partitioned query arrives, the historical database is checked to see if the query had been executed previously, by searching the historical database, full or partial query results may be obtained without sending these queries into the sensor network, which is helpful to energy saving and data accuracy. The motivation of storing historical data is to support historical data queries for various applications and most of existing approaches to historical data storage of sensor networks are distributed [38] . The proposed storage mechanisms are mainly focused on local storage of historical data. Therefore, in this paper, we propose a centralized storage method that stores historical query and their answers at the gateway side, which makes queries processing more efficient in terms of energy consumption by using historical database. Since a query consists of five types of information as defined in Section 3, we also use it as the basic data format for the historical database. Thus, the query manager translates the user requirements and their answers into the format according to query definition. For instance, one query asks for the temperature of region R 1 from t 1 to t 2 every 2 seconds, Q 1 = R 1 , {t 1 to t 2 }, T, 2s , and R 1 can be represented by two zones [0,20] and [0,10], which means that for any point (x, y) ∈ R 1 satisfies 0 ≤ x ≤ 20 and 0 ≤ y ≤ 10, t 1 = 2, t 2 = 10. Assumed that three sensors (node 1, node 4, and node 10) in this region, for each sensor, the location information and the temperature value at time 2, 4, 6, 8, 10 should be sent back to the gateway node. After the gateway node receive the answers for Q 1 , it creates a storage index for Q 1 based on the received data as Figure 4 shows. Clearly, query Q 1 and their answers are stored in the historical database.
We compare each partitioned query with each recorded query, only if the query region, query attribute, query time duration, and query frequency satisfy R i from t 1 = 0 to t 2 = 10 every two seconds, while there is information about the humidity value of region R j from t 1 = 0 to t 2 = 4 only every two seconds in the historical database. Hence we partition the query in time, as Q 1 = R, {0 to 4}, H, 2s and Q 2 = R, {4 to 10}, H, 2s , if R i ⊂ R j or R i = R j , so that without sending Q 1 to the sensor networks, the queried information is available in the local historical database, thus, partial query result of Q can be obtained.
Query Aggregation Scheme.
The main idea of the proposed query aggregation scheme is to exploit and eliminate the duplicated common tasks of a collection of queries for minimizing the cost of processing multiple queries. However, a number of system considerations have to be taken into account to apply it to a real sensor network. In this section, we develop a multiquery optimization scheme for these queries according to query region, query attribute, query time interval, and query period. The input of the query aggregation scheme is a set of partitioned queries Q from users, each partitioned query
, where R i represents the query region, V i represents the query attribute, T i is the query time interval, and F i is the query period. It is noted that these partitioned queries has been compared with each recorded query stored in the historical database, only those queries cannot be answered by the historical query records have to be evaluated with other queries to find common subqueries between them by our proposed query aggregation scheme. The output of the query aggregation scheme is another set of queries Q where each query
where R i represents the combined region, V i represents the query attribute set, T i is the new query time interval, and F i is the query period determined from several initial queries. According to Definition 9 and the region aggregation and approximate processing rules, Q is approximately equal to Q in that the rules of approximate region aggregation and overlapped region aggregation are applied to our query aggregation scheme.
The operator QuerAggregation() is used to perform the aggregation function, which is the main idea of the proposed query aggregation scheme to exploit and reduce the common tasks among groups of queries Q, then recombine them into another set of queries Q . For any two partitioned queries Q i and Q j in Q, QuerAggregation() offers the algorithm to merge Q i and Q j into one to perform optimization if these two queries satisfy all of the next 4 conditions. First, if R i of Q i and R j of Q j can be overlapped, that is, R i ∩ R j / = φ and R i ∩ R j = R i j , meanwhile, the region overlapping degree of R i and R j satisfy S Ri∩Rj /S Ri∪Rj ≥ β, which means that only those queries asking for information of the approximate same region may possibly be merged into one and the aggregated region is R i j . Second, if two partitioned queries ask for the same or different attribute information of the approximate same region, they can be possibly merged into one. If V i of Q i and V j of Q j are the same attribute, that
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Input: A set of partitioned queries Q from users, each partitioned query Q i ∈ Q is denoted by R i , V i , T i , F i , where R i represents the query region, V i represents the query attribute, T i is the query time interval and F i is the query period.
Output: A set of queries Q where each query
, where R i represents the combined region, V i represents the query attribute set, T i is the new query time interval and F i is the query period determined from several initial queries.
Begin: 
Algorithm 2: Query region, attribute, and time-and frequency-based query aggregation scheme.
is, V i = V j , the attribute in merged query is V i , otherwise, the attribute in merged query is V i ∪ V j , therefore, two or more answers to different attributes information can be obtained through forwarding only one combined query into the sensor network. Third, if two partitioned queries ask for the same attribute information at the same or different time interval of the approximate same region, and if T i of Q i and T j of Q j are the same time interval, that is, T i = T j , the time interval in merged query is T i , otherwise, the time interval in merged query is T i ∪ T j . Forth, if two partitioned queries ask for the same attribute information at the same or different time interval of the approximate same region with different frequencies, and if F i of Q i and F j of Q j satisfy the condition we set in Section 5.3, the frequency in merged query is GCD (F i , F j ) .
The proposed query aggregation scheme is given in Algorithm 2.
Routing Protocol.
The process of query dissemination and data transmission is greatly influenced by energy considerations. Multihop routing will often consume less energy than direct communication [39] . Here, we adopted the main idea of GPSR (greedy perimeter stateless routing) in this paper. GPSR [40] is a geographic routing protocol that eliminates the need to maintain state information while performing routing, and assumes that every sensor node in the field knows the geographical location of its neighbors. In this paper, we also assume that sensors including the gateway node know the geographical location of all sensor nodes within their power range [41] . Therefore, path selection in this work is the reverse process of GPSR. Each node in sensor network maintains a RoutingTable (RT) which contains information about the nodes from which the node has heard directly, that is to say, the RT of one node maintains the information about all its neighboring nodes. When a packet arrives, for each hop between the gateway node and the access point, a node chooses its neighbor within radio range that is closest (in terms of geometric distance) to the access point as the next hop destination and forwards the message to it. When data is sent back from the sensor nodes, the reverse process applies.
After all the paths from the gateway node to each sensor node in the field are confirmed, the whole routing of the sensor network is build. In this approach, if a sensor node is selected to be the next potential routing node, but it has been in the routing path, it should go back to the last step and select another neighboring node inferior to routing node selected in last step. The purposes that we use GPSR-based routing scheme is to compare the total energy consumption with other query processing techniques, there are many routing protocols to handle both query packets and data packets, and they all performs better in energy consumption under our query management scheme in our previous study, we adopt GPSR-based routing scheme in this paper only because it is easy implemented.
Performance Evaluation
We first describe the assumed system settings and the energy model used to evaluate the proposed query management scheme, and then discuss the simulation results.
System Setting and Energy Model.
In this section, we evaluate the performance of the proposed scheme via simulations. Unless otherwise specified, we assume that 200 sensor nodes are randomly scattered in a field with dimensions 200 × 200 where the gateway node is located at position x = 100, and y = 100. We assume that the ratio radius for the sensor nodes is 20 m. Every result shown is an average of 25 experiments, each using a different randomly generated position for each node. In addition, all the queries are randomly generated by a query generator.
To validate the performance of the proposed scheme, we consider a static and homogeneous sensor network. In our simulations, we calculate the query packet and data packet size according to the IEEE 802.15.4 standard, as shown in Figure 5 . The size of the preamble sequence is 4 bytes, the size of the start of frame delimiter is 1 byte, the size of the addressing field is 4 bytes and the size of the auxiliary security header is 0 bytes. As a data delivery model, we simulate a query-driven sensor network in which sensor nodes report information only if a query occurs.
In our simulation, we utilize a simple model [1, 16, 42, 43] for radio hardware energy dissipation, where the energy dissipation is mainly from transmitting and receiving data. The energy consumption of transmitting each k-bit packet is calculated as
The energy consumption of receiving a k-bit packet is calculated as Region overlapping degree: ratio of the overlapping area to the union area a × b
Region size with length a and width b β A constant used to select two queries to be aggregated when S R1∩R2 /S R1∪R2 > β where d is the message transmission distance between the sender and receiver, k is the packet size, and α is a value between 2 and 4; and in this paper, α = 2, E elec = 50 nJ/bit, E amp = 100 pJ/(bit * m 2 ). The energy consumed for processing queries and sensing data is usually a very small portion of the total (in a common scenario, the energy consumed to process 100 million instructions is comparable to the energy required to transfer 10 bits of data). Therefore, we do not take it into consideration.
It is also important to note that the radio channel is symmetric, which means that the cost of transmitting a message from A to B is the same as the cost of transmitting a message from B to A [44] .
In order to analyze the performance of our query management scheme, we compare the following query processing approaches [19] with our historical database supported query aggregation scheme (HDQA) Direct forwarding (DF): in this approach, the gateway node just simply forwards queries to the sensor network without any aggregation.
Historical database supported query forwarding (HDQF): In this approach, the gateway node acts as a centralized database system that for each query, searches the historical database first, then forwards it to the network.
In this paper, all the initial queries are produced by a Random Query Generator (RQG) that conforms to Definition 4.
Simulation Results.
We conduct four sets of experiments with the objective of evaluating the impact of the number of queries collected from users, the number of query records in historical database, and the ratio of the overlapping area to the union area and the region size. Table 2 summarizes the simulation parameter settings for all the experiments.
Before evaluating the impact of these parameters on the proposed query management scheme, we obtain N hm , N phm , N a , E df , E hf , and E hfa through 25 experiments using our algorithm, with the following parameters setting:
The values of E hf and E hf obtained by the other two methods and the improvement of E hfa VS E hf and E hfa VS E df are also listed in Table 3 . We ran each algorithm 25 times. Table 3 summarizes the overall performance of the proposed algorithm. Notice that the energy consumption of HDQA is smaller than that of both DF and HDQF. HDQA reduces the energy consumption between 15% and 37% (26% on average) with respect to HDQF, and between 31% and 52% (42% on average) with respect to DF. The energy reduction comes from both historical query and query aggregation; Table 3 also shows an average of 6.64 queries which can be fully answered by historical database, an average of 7.84 queries which can be partially answered by historical database and an average of 7.44 aggregated queries. However, the variance of the values of N hm , N phm , and N a obtained from our algorithm is high, because the initial queries and the historical query records are all randomly generated.
Impact of Query Number.
By varying the number of queries collected from users, we can validate the impact of the query number on the performance of the proposed query system, and further control query redundancy and data reduction after aggregation. For example, a small number of queries have the less probability to be aggregated, while an extremely large number of queries has more redundancy among them, therefore, more aggregation will occur. In this simulation, we fix N h = 500, β = 0.3, and a × b = 20 × 10. The query number N q varies from 40 to 100. Figure 6 compares the impact of N q to N hm , N phm , and N a using the proposed method. Observe that N hm , N phm , and N a increase with N q since more queries are processed by thus query manager and thus N hm , N phm , and N a also increase. Moreover, the increase of N hm , N phm and N a with N q is nearly linear. Figure 7 compares the energy consumption using the three approaches presented above. Of course, energy consumption increases with N q since more queries are processed. However, the HDQA approach achieves a better energy usage when compared to the other approaches. Figure 8 shows the impact of N h on N hm , N phm , and N a using the proposed algorithm. We can observe that N hm and N phm increases with N q , while N a decreases. This can be explained by the following two reasons. First, with the increase of N h , each query has more probability to find full or partial answers from the historical database, therefore N hm and N phm increase with N q . Second, queries with full answer from historical database will not participate in the process of query aggregation, which reduces the number of queries that participate in query aggregation, even if those queries with partial answer from historical database will be partitioned into subqueries, which have less probability to be aggregated with others. Thus, N a decreases with the increase of N h . Figure 9 compares energy consumption using HDQA, DF, and HDQF. Observe that energy consumption using HDQA and HDQF decreases with the increase of N h , since more queries get answers from the historical database. The energy consumption using DF does not change with the increase of N h , because this method does not use the historical database. 
Impact of Region Size.
In this analysis, we first evaluate impact of region size on N hm , N phm , and N a by our algorithm, and then evaluate the total energy consumption by HDQA, DF, and HDQF. In this experiment, we fix N q = 50, N h = 500, and β = 0.3, The query region size is set as Table 4 . Figure 10 illustrates the impact of region size on N hm , N phm , and N a on our approach. By changing query region size from 16 × 8 to 24× 12, N hm , N phm , and N a show different trends. N hm and N phm decrease, while N a increases. Since a strict limit is used for the query region in our historical database, the region of one query must be inside in the region of one record query in the historical database. Moreover, the region size of the record query is randomly generated within a certain range. It is more difficult for a query with larger region size to find full or partial answer than a query with small region size. Thus, N hm , N phm decreases with the increase of query region size. However, two queries with larger query region size are prone to be aggregated, so N a increases with the increase of query region size. Figure 11 shows the energy consumption by HDQA, DF, and HDQF with the change of query region size from 16 × 8 to 24 × 12. The energy consumed using DF and HDQA does not change with the control of query region size. Since N hm and N phm decreases and N a increases with the change of query region size, more energy is required by HDQF, and less energy is required to process queries by aggregation.
Impact of Region Overlapping
Degree. The region overlapping degree is only used in the query aggregation phase, and it is possible for two queries to be aggregated when S R1∩R2 /S R1∪R2 > β, therefore, we only evaluate the impact of β on N a . In this experiment, we fix N q = 50, N h = 500 and a × b = 20 × 10, β is from 0.25 to 0.6.
It can be seen from Figure 12 that N a decreases with the increase of β, because it becomes more difficult for two queries to satisfy the aggregation condition with the increase of β. Therefore, N a decreases, while the energy consumption increases (See Figure 13) . Only an average of 2 queries are aggregated when β is 0.6 while an average of 7.5 queries are aggregated when β is 0.25.
Comparison with IQAF and SAQA.
In order to further demonstrate our proposed scheme (HDQA), we compared the performance of our scheme with that of IQAF (IQAF: Integrated Query Aggregation-based Framework) and SAQA (SAQA: Spatial and Attribute Based Query Aggregation) by applying them to our query record and query set. IQAF is an overlay-based query aggregation approach including a query manager and an effective query aggregation algorithm that was presented in [16] , and the main idea of the proposed aggregation scheme is mainly based on region operation of user queries. SAQA is a region-and attribute-based query aggregation for sensor networks which was introduced in [19] . Through the process of experiments, our routing protocol was applied to IQAF and SAQA, meanwhile, both of these two approaches support our historical database query.
In this experiment, we first evaluate the total energy consumption and query latency by HDQA, IQAF, and SAQA under the impact of the number of queries from users, here, we fix N h = 500, β = 0.3 and a × b = 20 × 10. The query number N q varies from 40 to 100. Second, we evaluate the total energy consumption and query latency by HDQA, IQAF, and SAQA under the impact of the number of query record; here, we fix N q = 50, β = 0.3 and a × b = 20 × 10. The historical query record N h varies from 400 to 1000. Figure 14 shows the data on the sensitivity of energy performance for different query number. In this figure, the x-axis represents the different query number, and y-axis represents the total energy consumption by HDQA, IQAF, and SAQA. As the query number is enlarged, the overall energy consumption by three approaches also increases. This is because a larger query number means that more queries are involved and more query/data transmissions are performed. Given a fixed number of user query, our HDQA performs better than the other two schemes in that HDQA performs more aggregation operations, thus saving energy consumption. Figure 15 compares the query latency under different query number by HDQA, IQAF, and SAQA, it is noted that query latency here means the average elapsed time between a query being issued and results being received. In this figure, the x-axis represents the different query number and y-axis represents the query latency. As the query number increases, the query latency by three approaches also increases in that more aggregations are performed and less data and queries are issued in sensor networks. However, for any fixed query number, the query latencies caused by three approaches are almost equal because more time is used for aggregations by HDQA which simultaneously reduced the latency for data and query transmissions, while it reduces the aggregations time by IQAF which simultaneously increases the data and query delivery. Figure 16 evaluates the sensitivity of energy performance for different historical query record by HDQA, IQAF, and SAQA. In this figure, the x-axis represents the different historical query record and y-axis represents the total energy consumption. As the historical query record increases, the overall energy consumption by three approaches decreases. This is because more query answer can be obtained from historical database and less query/data transmissions are performed. Given a fixed number of user query, our HDQA performs better than the other two schemes in that HDQA performs more aggregation operations which contributes to energy saving. Figure 17 demonstrates the query latency for different algorithms, and varies historical query record from 400 to 1000; the query latency dramatically decreases as historical query record further increases. This is because more query answer can be obtained from historical database and less query/data transmissions are performed. However, for any fixed historical query record, the query latencies caused by three approaches are almost equal because more time is needed for aggregation operation by HDQA which simultaneously reduces the time for data/query transmissions while less time is needed for aggregation by IQAF which simultaneously increases the time for data/query delivery.
Conclusions
Energy consumption is a crucial factor affecting the application and effectiveness of a wireless sensor network. In this paper, we proposed an energy-efficient query management framework that copes with multiple queries in a sensor network. In summary, our contributions include the following: (1) an energy-efficient query management framework to process multiple queries; (2) an effective historical database query method to make full use of past queries; (3) a novel query aggregation mechanism to process duplicated tasks among queries in order to save to energy. Both analytical and simulation results reveal that our strategy can lead to a significant saving of communication cost, thereby extending the effective lifetime of the sensors.
The main idea of this paper is to use an efficient query management framework to optimize complex queries, search for similar subqueries, optimize each representative sub-query, and share the optimization result with other similar subqueries through aggregation techniques and historical database queries. However, the query execution plan generated by the query management scheme is based on collecting a group of queries, which will lead to latency in query answering, especially for the queries collected at the early stage. Moreover, the query management scheme performs a significant amount of preprocessing and postprocessing work, which also directly affects the query response time.
There are several directions to extend our study. First, in the routing protocol, we use a greedy routing mechanism based on GPSR to handle both query packets and data packets, which is not the best solution for energy-balanced routing. Therefore, it would be interesting to analyze the impact of an energy-balanced routing algorithm to further optimize energy. Second, we used randomly generated initial queries and historical query records to evaluate our query management scheme. Thus, analyzing the performance with a real dataset is another possible direction.
