The answers to qualitative questions put to economic operators can be integrated in standard macro-economic analysis by using a "quantification" procedure chosen among the probabilistic approach, the regression methods or the latent factor approach. The first one is the most commonly used. It is based on the assumption that the respondents reply that the value of the reference variable x can be described by a certain statement (e.g.: 
assuming a special functional form for the frequency distribution of opinions and expectations of respondents about x. According to the regression approach, the respondents attach to each qualitative answer a reference value of x, which can be estimated by regressing an available quantitative measure of x against the time series (or longitudinal samples) of percentages of people who gave each qualitative answer. Finally, one can assume that every percentage of answers is driven by a single common "latent factor", which can be estimated by applying to the percentages of answers the standard tools of multivariate statistics. All of the three approaches include as a special case the "balance statistic", adopted very often in empirical analyses. Both the theoretical analysis and the empirical evidence on the relative merits of various methods are mixed. In general, no single quantification technique clearly outperforms the others, at least in preliminary analysis.
However, when the quantified indicators must be included as explanatory variables in standard econometric models, the regression approach seems the most suitable and natural one. On its turn, the latent factor approach provides a profitable alternative to the regression method in exploratory analyses and when multicollinearity and degrees of freedom of estimates become severe constraints.
Introduction (*)
The answers to qualitative questions put to economic operators provide timely and reliable information about the state of economy and markets. Since the sixties qualitative surveys have been carried out in the OECD area and in many other countries (see CIRET, 1998) , in order to collect opinions and expectations of entrepreneurs and consumers.
The results of qualitative surveys may be treated both in the framework of individual behaviour disaggregated models (see the recent contributions by Kaiser and Spitz, 2000, and Mitchell, Smith and Weale, 2002 , among the others), and in aggregated form. The latter is preferred in macro-economic analysis. In the mainstream literature, surveys with three alternative replies, often referenced as "trichotomous" questions, are usually considered, but some generalisations to the "polichotomous" questions are possible as well.
Typically qualitative questions belong to two classes. The first kind of questions sounds like "How is the level of variable x?", and the interviewed person is asked to choose among few possible replies such as "High", "Normal", and "Low". The second type of questions is "How did (or will) variable x change?", and the following alternative replies are admitted: "It did (will) increase", "It did (will) stay stable", and "It did (will) decrease".
Analysis of qualitative surveys has been mainly devoted to the second class of questions, where the answer "It did (will) stay stable" can be naturally associated to a small change of x close to zero. However the same methodologies can be possibly adapted to the first kind of questions as well, provided that x is measured as deviation from its "normal" level, which is associated to something close to zero. For the sake of simplicity, questions of the second type are considered in what follows, but the generalisation is straightforward.
The results of qualitative surveys are usually reported as time series or cross section data of percentage of people giving each answer. For the sake of simplicity, only time series are explicitly referred to in what follows, without any loss of generality, since the latter is certainly the most common case. The percentages of answers are hardly included directly in econometric models and even in formal analyses. At best, the percentage of the "optimistic" operators (i.e. answering "High" or "It did (will) increase") can be considered, compared to the "pessimistic" ones (i.e. answering "Low" or "It did (will) decrease"). However, it may be difficult to interpret the parameters associated to such variables in standard econometric models. (*) The views reported in this paper are those of the author and do not involve the institutions he is affiliated to under any respect. The author gratefully acknowledges the suggestions and criticisms come from some researchers who read the very first draft of the paper and from two anonymous referees. Of course, the author is the only responsible for any mistake.
There are at least three main approaches to convert the results of qualitative surveys to standard quantitative variables. The first, and most widely used, method is some variant of the probabilistic approach, sketched by Theil (1952) and popularised by Carlson and Parkin (1975) .
The principle behind this approach is that the respondents reply that the value of the reference variable x can be described by a certain statement (e.g.: x stays stable) if it lies between two known thresholds (e.g.: ±5% around its initial value). Thus, by assuming that the functional form of the underlying probability distribution of opinions and expectations about x is known, the average value of x can be expressed as a function of the aforementioned thresholds. Also a measure of opinions heterogeneity and operators uncertainty can be derived in the same analytical framework.
The second approach, introduced by Anderson (1952) and developed by Pesaran (1984) , is based on regression techniques aimed to estimate the value of x underlying each qualitative answer. As matter of fact, the time series of percentages of answers collected in qualitative surveys are very correlated. First of all, this fact implies that the latent variable approach is possibly sound and reliable. However it also suggests that even very sophisticated methods, based on complicated transformations of original percentages, tend to produce indicators that, in fact, follow the common trend and cycle that can be easily deduced by whatever time series of percentage, or a simple combination thereof. This fact explains and justifies the widespread use of the "balance" between the percentages of "optimistic" and "pessimistic" answers.
The aim of this paper is to provide the interested reader with a non-technical critical survey of various quantification methods. The remainder of this paper is organised in four sections. The next section describes the popular probabilistic approach, stressing its strength, mainly due to a consistent statistical framework, but also some drawbacks, specially related to some difficulties in generalising the methods to questions with more than three possible answers. The sub-section 2.1 specifically discusses the (minor) role of the assumptions about the thresholds and the probability distribution.
Paragraph 3 is devoted to the regression approach, that seems more flexible, but requires the knowledge of a quantitative measure of the variable to be quantified, at least referred to a small sample of past observations. Section 4 describes the method based on latent variables, that is as flexible as the regression approach, but does not require extraneous information on the variable to be treated. Few conclusive remarks and a synoptic table of quantification methods close the paper.
The probabilistic approach
Let assume that the operators observe the random variable x, whose cumulative probability distribution is F(x, θ), where θ is a vector of parameters, particularly including the average µ and a dispersion measure (e.g. the standard error) σ. In addition, let the operators answer "It did (will) stay stable" if x lies in the interval [-δ, δ] , where δ is an unknown strictly positive constant. Then the following two equivalences hold:
and
where p 1 and p 2 are the (observed) percentages of people who answered "It did (will) decrease" and "It did (will) stay stable" respectively.
Given the functional form of F(.), the couple of equations [1] and [2] allow to determine two components of θ as function of p 1 , p 2 and δ. As a consequence, if F(.) is completely characterised by two parameters only, like the normal distribution, it is possible to estimate univocally the average of x, say µ, as a function of of p 1 , p 2 and δ. Thus, the time series of µ can be considered a quantification of the opinions (or expectations) underlying the answers of operators to the survey.
Most of the literature about the previous problem has been developed for the analysis of price expectations. Carlson and Parkin (1975) , in their seminal paper, drew out explicit formulas for µ and σ as functions of p 1 and p 2 and the width of indifference area, that is 2δ, assuming that the probability distribution of x is normal. In the case of inflationary expectations, δ has a straightforward interpretation as the price change that can be neglected according to the operators opinion. More generally, δ comes out to be a simple scalar factor for µ and σ.
Let define Q(p, θ) the inverse function such that Q(p, θ) = x when F(x, θ) = p. It is well known that, in the case of normal distribution, 
As far as only the dynamics of the time series of µ is concerned, δ can be considered a pure scale parameters, not affecting the percentage change of µ. In other cases, δ can be estimated imposing some additional constraint on µ. For instance, Carlson and Parkin (1975) assume that, on average, µ is an unbiased estimate of ongoing inflation rate and set δ in [3] in order to fulfil this condition in a given sample of past observations (possibly a sliding sample). Carlson (1975) , Wachtel (1977) , Fishe and Lahiri (1981) , Batchelor (1981) , Batchelor and Orr (1987) , Balcombe (1996) and Berk (1999) , among the others, assumed non-normal probability distribution for x, but the dynamics (not the absolute level) of resulting quantified indicators do not differ too much from the one obtained following Carlson and Parkin (1975) . This result will be discussed specifically in the section 2.1.
If the distribution of x is uniform within the interval [0,1], then F(x) = x, and Q(p) = p. Thus
On its turn, the dispersion parameter σ is such that
Since, by definition, p 1 + p 2 + p 3 = 1, [7] implies that
Thus, if σ is fixed (that is δ is let changing over time conformably) µ turns out to be a linear transformation of the traditional "balance", that is p 3 -p 1 , commonly used as a quantification of the results of qualitative surveys, and popularised by Theil (1952) . Also the dynamics of the simple balance has been found not so different from the more sophisticated indicator proposed by Carlson and Parkin (1975) .
A straightforward generalisation of the balance is the weighted balance, in which each time series of percentage is multiplied by a scale parameter, other than 1 and -1, associated respectively to p 3 and p 1 . For instance, larger weight can be given to the more volatile time series of percentages (see also section 4 below). By weighting the percentages of answers, eventually with symmetric weights, the balance approach can be applied also to questions with more than three possible answers. In addition, Lankes and Wolters (1988) demonstrated that the probability method results can be approximated by a weighted balance indicator.
The probabilistic approach was generalised to the polychotomous case, that is when more than three alternative answers are admitted as well. Then the following set of conditions, corresponding to [1] and [2], can be defined:
where k is the number of alternative answers, β' = (β 1 , … , β k-1 ) is a vector of thresholds to be defined and θ' = (µ, σ, θ 1 , … , θ h ) is a vector of unknown parameters. As in the previous case, let assume, for the sake of simplicity, that the inverse function Q(p 1 + … + p h , θ) = β h is such that
where θ * is the set of parameters excluding µ and σ. Of course, θ * may be an empty set, as in the case of normal distribution; in other cases θ * may include "degrees of freedom", "shape" parameters, etc. In addition, µ and σ can be viewed respectively as a "location" and a "scale" parameter of distribution F(x). In fact, many continuous probabilistic distribution functions admit the former decomposition (see Johnson and Kotz, 1970) . Under the former assumptions, equations [9] give
that is a system of k-1 (hopefully independent) equations in k+h+1 unknown quantities (i.e.: µ, σ, β and the h elements of θ * ). Of course, an explicit solution for µ and σ can be found only by fixing at least h+2 parameters in [10] , that is µ and σ are expressed as a function of h+2 parameters established a priori. In the case analysed by Carlson and Parkin (1975) , only three answers are admitted, opinions on x are normally distributed, it holds h = 0 and the two fixed quantities are β 2 = −β 1 = δ. Sometimes, in system [10] there are more equations than free parameters, specially if Q(.)
does not depend on a set of additional parameters, that is h = 0, and some elements of β are fixed. In such cases, some elements of either θ * or β turn out to depend on µ and σ.
In general, the special nature of questions suggests proper sets of constraints. For instance, in the survey among consumers carried out by the European Commission (1997) the question on expected inflation admits the following five alternative answers: prices will "fall slightly", "be stable", "increase at a slower rate", "increase at the same rate" or "increase more rapidly". As in the three alternative case, one may assume that respondents reply that prices will fall slightly if the expected inflation rate is lower than -δ% and that prices will be stable if they are likely to rise less than δ%. It implies that β 2 = −β 1 = δ. In addition, respondents will answer that prices will 'increase at the same rate' if the expected inflation lays between (π−γ)% and (π+γ)%, where π is the actual inflation rate and γ is a positive indifference threshold, not necessarily the same as δ. Thus β 4 -π = π -β 3 = γ. The latter four constraints on β reduce the unknown quantities in [10] to µ, σ, δ, and γ.
If θ * is an empty set, that is h=0, the set of equations [10] provides a unique solution for µ as a function of actual inflation π and the observed percentage of answers transformed in quantiles by using some arbitrary inverse distribution function Q(.) (see Batchelor and Orr, 1988) . If the further (reasonable) constraint δ = γ is imposed, then δ and γ would turn out to depend on µ and σ as well.
Quite the reverse, if asymmetrical thresholds are assumed (see Seitz, 1988) , µ and σ depend on some additional parameters, playing exactly the same role of δ in the trichotomous case studied by Carlson and Parkin (1975) .
The role of the assumptions about the thresholds and the probability distribution
It is worth noticing that additional assumptions on the thresholds, if any, probably play a little role in determining the general dynamics of quantified indicator µ. The same holds for the shape of distribution function. As matter of fact, in the very short run, the thresholds β and the other parameters of Q(.) are likely to be almost stable, while µ and the scale parameter σ are allowed to change. Thus, taking into account only the changes of µ and σ in the time interval (t-1, t), say ∆µ = µ t -µ t-1 and ∆σ = σ t -σ t-1 , the system of equations [10] can be approximated and rearranged as
where the parameters σ 0 , Q j = Q(p 1 + … + p j , 0, 1, θ * ) and ) ... . Thus, both ∆µ and ∆σ can be expressed as linear combinations of the changes ∆p 1 and ∆p 2 . More generally, in the polychotomous case, the system [11] is overidentified, that is k-3 equations must be redundant owing to some deterministic relation assumed between q j and ∆(p 1 + … + p j ).
The major advantages of probability approach is that it is theoretically appealing. In addition, the results depend only on the observed percentages of answers and, only to a minor extent, to the assumptions on the probability distribution of the variables and on the indifference thresholds of respondents. However, this approach could provide very volatile series, specially when the denominator in [3] is very small, that happens when the percentage of "neutral" answers is not very large and, in addition, it is quite volatile itself. In fact, the balance is not much sensitive to the size of the percentage of "neutral" answers, but it provides an index that is naturally bounded within the interval [-1, 1] and becomes quite inelastic in the neighbourhood of those limits, that is when the large majority of operators chose only one of the possible answers. Finally, it is not easy to generalise the probabilistic approach to the polychotomous case, since then more than one scale parameter, like δ, must be set.
The regression methods
Another way of addressing to the quantification of the results of qualitative surveys is to assume that operators implicitly attach to each qualitative answer also a numeric value of the variable. For instance, they reply "It did (will) decrease" when x decreases by 5%, and "It did (will) increase" when it grows by 10%. In principle, also the balance may be interpreted along those lines, 1 being the "increasing" level of x and -1 being its "decreasing" level. Of course, reference values of x corresponding to each possible qualitative answer are seldom available. However, when a traditional quantitative estimate of x is available, it is possible, in principle, to regress the latter indicator against the time series of the percentages of various types of answers. Then, the parameter of each explanatory variable can be regarded as a statistical estimate of the unknown reference level of x associated to this type of answer. Of course, timely quantitative measures of x are not strictly requested, since only a reliable sample of data is needed in order to run the regression. In addition, the regression model may be augmented by a list of other explanatory variables, such as a time trend, seasonal dummies, etc.
The regression approach has been introduced by Anderson (1952) , and popularised by Pesaran (1984) . Let assume that P t = (p 1t , …, p kt ) is the vector of the percentages of each type of answers given to the qualitative survey carried out at time t, and Y t is a standard quantitative measure of the opinions (or expectations) x t , then the regression model Y t = a 1 p 1t + … + a k p kt + u t [12] where u t is a random disturbance, provides a statistical estimate of the parameters a j . 1 Of course, the estimates of a j are complicated functions of the observations on P t and Y t . For instance, in the simplest case of ordinary least squares estimator, â = (â 1 , …, â k ) is given by the well known
where Σ Σ Σ Σ and Φ Φ Φ Φ are the variance matrix of the time series P t and the covariance between P t and Y t respectively.
Of course, the percentages P t may enter the regression model [12] also after some algebraic manipulation, such as logarithmic, logistic or exponential transformation. In this case, the parameters â cannot be interpreted as the average level of x attached by the interviewed persons to each qualitative answer. Also Pesaran (1984 Pesaran ( , 1987 proposed using non linear regression models and Smith and McAleer (1995) suggested exploiting time-varying parameters models, even if both estimators often suffer convergence problems.
The regression approach is very simple and is based on a smaller amount of assumptions compared to the probabilistic approach. Furthermore, it allows treating the percentage of nonresponse as any other time series of percentages, in a way which is internally consistent, contrary to the possible "adhockeries" required by the probabilistic methods. However, the regression approach requires the availability of some quantitative measure of the relevant variable, and this requirement could be very restrictive, specially in the case of expectations or "business climate". In addition, the components of P t are generally highly correlated to each other, thus multicollinearity is very likely to flaw the estimates of parameters. However, sometimes sequential differentiation of time series and some algebraic transformations may reduce this problem.
The regression approach admits a straightforward and very interesting generalisation. Since usually the quantified indicator, say q t , has to be used in the framework of an econometric model instead of the unobserved variable y t , than it is efficient to integrate the quantification procedure in the estimation of the model. For instance, let suppose that the following model has to be estimated z t = b 0 q t + b 1 x 1t + … + b h x ht + e t [13] where z t and x jt are standard quantitative explanatory variables. It is possible to "expand" q t in [13] as a linear function of p 1t , …, p kt , obtaining the following generalised model z t = a* 1 p 1t + … + a* k p kt + b 1 x 1t + … + b h x ht + v t [14] where the coefficients a* j can be estimated by using the usual techniques, and the disturbance v t includes both the original disturbance e t and the (hopefully random) difference between y t and q t . Of 
Quantified indicators as latent variables
Operators replaying to a qualitative survey choose their answer among few alternatives according to their opinion about the relevant variable x (e.g.: prices, production, etc.). Thus, the probability to choose the j-th answer, say p jt , is "driven" by the level of x, as it is assumed in standard logit and probit models (see Maddala, 1983 , for a classic reference). Variable x may be seen as a "latent variable", in the sense of Goldberger (1974) . Assuming, for the sake of simplicity, that the relation between p jt and x t is linear, it reads
where α j is unknown; e jt is a disturbance, almost surely heteroscedastic (see Maddala, 1983) Of course, it is impossible to estimate the parameters β j in [16] without imposing some additional conditions. Otherwise, the scale and variability of x t would be undetermined. A workable set of "normalization" constraints is to impose that E(x t ) = 0 and that E(x t 2 ) is a maximum for whatever set of parameters β' = (β 1 , … , β k ) satisfying the normalization constraint β' β = 1. The first condition implies that [16] can be written as
where p* jt = p jt -E(p jt ).
It is well known that maximising
sub β' β = 1 respect to β, where Φ = E(p* t p*' t ) is the covariance matrix of the vector p*' t = (p* 1t , … p* kt ) and The solution of [20] is that β is the eigenvector of Φ associated to its maximum eigenvalue (see, for instance, Morrison, 1990 ). This solution is generally referenced as the first "principal component" of the set of time series (p 1t , … , p kt ).
Usually the time series (p 1t , … , p kt ) are highly correlated to each other, so that their covariance matrix degenerates to
where ∆ σ is a diagonal matrix reporting the standard error of each time series p jt and H is symmetric matrix whose elements on the main diagonal are 1, and the others are close to 1 or -1, depending on the wording of the questions. For instance, in the case of the survey among consumers carried out by the European Commission (1997) it is very likely that the percentage of people who expects that the prices will "fall slightly" is negatively related to the percentage of consumers replying that prices will "increase more rapidly", while it is positively related to the percentage of the other answers (i.e.: the prices will "be stable", "increase at a slower rate" or "increase at the same rate").
It is well known (see, for instance, Morrison, 1990 ) that a matrix such H admits as first eigenvector
where z* is a vector whose elements are 1 or -1. It implies that each coefficient β j in [17] equals σ j or σ j . Thus the quantification of the results of a qualitative survey derived from the latent variable approach looks like a "generalised" balance of various percentages of answers, where the more volatile is the time series of percentages, the larger is its weight. This quantification collapses to the traditional balance (apart from the sign, that is undetermined) as σ 1 σ 3 , that is all but unrealistic.
Without any loss of generality, one can fix to 1 the element of z* associated to the most favourable answer (e.g.: "It will increase very much"), so that the percentages of "optimistic" answers have positive weights, while the others enter the quantified index with negative coefficients, fully in accordance with intuition.
The main advantage of the "latent factor" approach is that it does not require any "extraneous" information about x, other that the time series of the percentages of answers.
Secondly, it follows directly from the typical covariance structure of those time series. Furthermore, the latter approach can be straightforwardly extended in the case of more than 3 possible answer, contrary to the probabilistic method. As in the regression procedure, the percentage of non-response can be treated as any other time series of percentages. Finally, the "latent factor" approach could be useful both in preliminary analysis of quantified indicators and in econometric models, as a "parsimonious" alternative to the regression method.
Conclusive remarks
Qualitative surveys provide researchers and analysts with timely and reliable information about many economic phenomena. Various methodologies have been developed in order to transform the results of such surveys in standard quantitative indicators, possibly to be integrated in the usual analytical frameworks. (1997) , who pointed out the sharp inefficiency of balance statistic. Smith and McAleer (1995) , working out Australian data, noticed that dynamic regression models are generally superior. In analysing data from surveys on Italian consumers and entrepreneurs, also D'Elia (1991 D'Elia ( , 1993 recommended the use of dynamic regression models, but found also that various methods tend to produce very similar results, as far as the general dynamics of the resulting indicators is concerned, since the time series of the percentage of answers falling in each category are usually highly correlated. First of all, this fact suggests that what quantification technique is adopted is not so crucial, at least in preliminary analysis. Secondly, in case, it is profitable to follow the "latent factor" approach, that exploits exactly the particular covariance structure of the results. However, when the quantified indicators must be included as explanatory variables in standard econometric models, the regression approach seems to be the most suitable and practicable (and natural) one.
Also, the latent factor method can be used as a profitable alternative to the complete regression approach, when multicollinearity and degrees of freedom of estimates become severe constraints. • The results depend only on the observed percentages of answers and, only to a minor extent, to the assumptions on the probability distribution of the variables and on the thresholds assumed by respondents.
• The time series of results may be very volatile if some special combinations of answers occur.
• Other information on x is completely neglected, even when it is available.
• The treatment of polychotomous questions may be uneasy.
Regression
• Respondents attach to each qualitative answer also a reference value of x.
• Reference values can be estimated by using regression models.
• It is very general, regardless to the wording of questions and the number of admitted answers.
• Integration in standard econometric models is straightforward.
• A reference quantitative time series is needed.
• Estimation can be flawed by multicollinearity and numerical convergence problems.
Latent factor
• A single common "latent factor" drives each percentage of answers.
• It is very general.
• In principle, no extraneous information is needed. However, they can be exploited as well.
• The same quantified indicator may be used both in preliminary analysis and in econometric modelling.
• Very short time series of answers cannot be treated.
