Abstract. We study the structure of parabolic inductions of a pro-p-Iwahori Hecke algebra. In particular, we give a classification of irreducible modulo p representations of pro-p-Iwahori Hecke algebra in terms of supersingular representations. Since supersingular representations are classified by Ollivier and Vigneras, it completes the classification of irreducible modulo p representations.
Introduction
Let G be the group of F -valued points of a connected reductive group over a p-adic field F and K ′ its open compact subgroup. Then K ′ -biinvariant functions with compact support on G forms an algebra via the convolution product. We call this algebra the Hecke algebra. When we investigate the representation theory of G over a characteristic zero field, this algebra has an important role. One of the most important case is when K ′ is an Iwahori subgroup. In this case, the category of representations of the Hecke algebra is a block of the category of smooth representations of G.
We are interested in the representations of G over a characteristic p field. In this setting, it is natural to consider a pro-p-Iwahori subgroup since any non-zero representations of G over a characteristic p field has a non-zero vector fixed by a pro-p-Iwahori subgroup. The corresponding Hecke algebra is called a pro-p-Iwahori Hecke algebra and the structure of this algebra is studied by Vigneras [Viga] . This structure theorem is used in [AHHV] in which we gave a classification of irreducible admissible modulo p representations of G in terms of supersingular representations.
Another motivation to consider pro-p-Iwahori Hecke algebra is to study Galois representations. It is conjectured by Vigneras [Vig05] and proved by Ollivier [Oll10] that there is the "numerical modulo p Langlands correspondence" between modulo p Galois representations and modulo p representations of a pro-p-Iwahori Hecke algebra of GL n . It asserts that the number of n-dimensional modulo p Galois representations and the number of n-dimensional modulo p supersingular representations of a pro-p-Iwahori Hecke algebra of GL n coincide with each other. Recently, Große-Klönne [GK] constructed a functor from the category of modulo p representations of a pro-p-Iwahori Hecke algebra of GL n to the category of modulo p Galois representations which gives a realization of the numerical modulo p Langlands correspondence.
In this paper, we study the representations, especially parabolic inductions of a pro-p-Iwahori Hecke algebra. Our main theorem is the classification of the irreducible finite-dimensional modulo p representations of a pro-p-Iwahori Hecke algebra in terms of supersingular representations. The supersingular representations are classified by Ollivier [Oll12] (split case) and Vigneras [Vigc] (general).
We state our main result. Let C be an algebraically closed field of characteristic p. We consider H⊗C-modules. Here, modules always are right modules if otherwise stated. Fix a pro-p-Iwahori subgroup of G and let H be the corresponding Hecke algebra with coefficients in C. Let P be a parabolic subgroup, M its Levi subgroup and H M its pro-p-Iwahori Hecke algebra. Then for a representation σ of H M , the parabolic induction I P (σ) is defined (Definition 4.7).
The statement of the main theorem is almost the same as the group case [Abe13, AHHV] . To state it, fix a minimal parabolic subgroup B and its Levi subgroup Z. Then we have a root system Φ and the set of simple roots Π. For α ∈ Π, let G ′ α be the group generated by the root subgroups of G corresponding to ±α and put Z • P is a parabolic subgroup with Levi subgroup M .
• σ is a supersingular representation of M .
• Q is a parabolic subgroup such that P ⊂ Q ⊂ P (σ).
For such a pair, we define an H-module I(P, σ, Q) as follows. Let M (σ) ⊃ Z be the Levi subgroup of P (σ). We can prove that there is an "extension" e(σ) of σ to H M(σ) (Proposition 4.15). Then for each Q ′ ⊃ Q, we have an embedding I Q ′ (e(σ)) ֒→ I Q (e(σ)). Now let I(P, Q, σ) = I Q (e(σ))/ Q ′ Q I Q ′ (e(σ)).
Then the main theorem of this paper is the following.
Theorem 1.1. The corresponding (P, σ, Q) → I(P, σ, Q) gives a bijection between such triples and isomorphism classes of irreducible finite-dimensional representations of H.
The study is based on the structure theory of pro-p-Iwahori Hecke algebras by Vigneras [Viga] . Let I(1) be a pro-p-Iwahori subgroup. Fix a maximal split torus and denote (the group of F -valued points of) it by S. Then Z is the centralizer of S in G. Put W (1) = N G (S)/(Z ∩ I(1)). Then we have the Bruhat decomposition W (1) = I(1)\G/I(1). Hence there is a basis of H which is indexed by W (1). The basis is called the Iwahori-Matsumoto basis. Similar to the affine Hecke algebra, this basis satisfies the braid relations and quadratic relations. Like the affine Hecke algebra, we have another basis {E( w) | w ∈ W (1)}, called Bernstein basis. Put Λ(1) = Z/(Z ∩ I(1)) ⊂ W (1). Then A = λ∈Λ(1) CE(λ) is a subalgebra. In general, A is not commutative. However, it is almost commutative and the study of representations of A is not so difficult.
The basic tactics to study the representations is via the restriction to A. Hence it is important to know about irreducible representations of A. The important invariant of an irreducible representation X of A is its support supp X defined by supp X = {λ ∈ Λ(1) | XE(λ) = 0}. Then we can prove that it is the closure of a facet (Lemma 3.5). More precisely, the following holds. Let X * (S) be the group of cocharacters of S and set V = X * (S) ⊗ R. Then the finite group W acts on V as a reflection group. Hence we have a notion of facet in V . We also have a group homomorphism ν : Λ(1) → V . Consider the following homomorphism. Let Θ be a subset of Π and put Λ Θ (1) = {λ ∈ Λ(1) | ν(λ), α = 0 (α ∈ Θ)}. For w ∈ W and fix its (nice) representative n w ∈ W (1). Then define wχ Θ : A → C[Λ Θ (1)] by wχ Θ (E(λ)) = E(n −1 w λn w ) (w(ν(λ)) is dominant), 0 (otherwise).
Then we can prove that any irreducible representation factors through wχ Θ for some w and Θ. For the proof of our main theorem, we study the modules wχ Θ ⊗ A H. We study these modules in Section 3 by constructing intertwining operators. Let s ∈ W be the simple reflection and assume that sw > w. Then we construct a homomorphism wχ Θ ⊗ A H → swχ Θ ⊗ A H (Proposition 3.1) which is always injective (Proposition 3.10). Moreover, often it is isomorphism. In fact, if we put Π w = {α ∈ Π | w(α) > 0}, then Π w = Π sw implies that wχ Θ ⊗ A H → swχ Θ ⊗ A H is an isomorphism (Theorem 3.11). Moreover, we have w 1 χ Θ ⊗ A H ≃ w 2 χ Θ ⊗ A H if Π w1 = Π w2 . If Π w = Π sw , wχ Θ ⊗ A H → swχ Θ ⊗ A H is not an isomorphism. We can construct an intertwining operator swχ Θ ⊗ A H → wχ Θ ⊗ A H in opposite direction and calculate the compositions.
In Section 4, we give a definition and fundamental properties of parabolic inductions. One of the most important properties to prove our main theorem is the structure of a parabolic induction as an A-module (Proposition 4.20). For example, if P is a minimal parabolic subgroup and P (σ) = P , then we can prove I P (σ) = w∈W wX for some irreducible representation X of A. In this case, using results in Section 3, we can prove that for any w, w ′ ∈ W , we have wX ⊗ A H ≃ w ′ X ⊗ A H. Hence if π is a submodule of I P (σ) and contains wX for some w ∈ W , then π contains wX for any w ∈ W . Therefore we get π = I P (σ), so I P (σ) = I(P, σ, P ) is irreducible. This is a part of our main theorem. Using such arguments, we prove our main theorem in Section 4.
We have nothing about the relations between the representations of the group in this paper. We hope to address this question in a future work.
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Notation and Preliminaries
2.1. Notation. We will use the slightly different notation from the introduction. Our main reference is [Viga] .
Let F be a non-archimedean local field, O its ring of integers, κ its residue field and p the characteristic of κ. Let G be a connected reductive group over F . As usual, the group of its valued points is denoted by G(F ). Fix a maximal split torus S of G and a minimal parabolic subgroup B which contains S. Then the centralizer Z of S in G is a Levi subgroup of B. Let U be the unipotent radical of B, B = ZU the opposite parabolic subgroup of B. Take a special point from the apartment attached to S and let K be the special parahoric subgroup corresponding to this point. Then there is a connected reductive group G κ over κ and the surjective homomorphism
The Hecke algebra attached to (G(F ), I(1)) is called a pro-p-Iwahori Hecke algebra. We study the modules of this algebra. However, we will not use this algebra directly due to a technical reason. (See the argument in the proof of Lemma 2.13.) Insted of this algebra, we use another algebra defined by generators and relations which will be introduced later. Under a suitable specialization, the algebra becomes the pro-p-Iwahori Hecke algebra.
The torus S gives a root datum (X * (S), Φ, X * (S),Φ) and B gives a positive system Φ + ⊂ Φ. These data also define an affine root system Φ aff and its positive system Φ + aff . Let W = N G(F ) (S(F ))/Z(F ) be the finite Weyl group and
Then V is identified with the apartment corresponding to S and W acts on V as an affine transformations. In particular, Z(F ) acts on V as a translation. Hence we have a group homomorphism ν : Z(F ) → V . It is characterized by α(ν(z)) = val(α(z)) for α ∈ X * (S) and z ∈ S(F ).
Remark 2.1. In [Viga] , this homomorphism is denoted by v and ν is used for −v.
Hence the conventions about positive and negative are interchanged. Since we take I(1) (not I(1) which is the inverse image of U κ ), we can use results in [Viga] without modifications.
The kernel of this homomorphism is Z(F ) ∩ K where K is the maximal compact subgroup attached to our fixed special point. Hence ν factors through Z(F ) → Λ. The induced homomorphism Λ → V is denoted by the same letter ν. Since we have a positive system Φ + , we have the set of simple reflections S aff ⊂ W . Let W aff be the group generated by S aff . Then there exists a reduced root datum Σ ⊂ V * = Hom R (V, R) such that W aff is the group generated by the reflections with respect to {v ∈ V | α(v) + k = 0} where α ∈ Σ and k ∈ Z. Since we fixed a positive system Φ + ⊂ Φ, this determines a posisitve system Σ + ⊂ Σ. Let ∆ ⊂ Σ + be the set of simple roots. There is a natural bijection between ∆ and the set of simple roots in Φ + . (The set of simple roots in Φ + is denoted by Π in Section 1. We will never use Π.) More precisely, for α ∈ ∆, there exists a real number r > 0 such that rα is a simple root for Φ + . There is a bijection between Σ and the set of reduced roots Φ red in Φ. We also have a bijection between Σ aff = Σ × Z and Φ red aff preserving the positive system. Here the positive system Σ + aff of Σ aff is defined by Σ
s α ∈ W ) be the corresponding reflection. An element in v ∈ V is called dominant (resp. anti-dominant) if for any α ∈ Σ + , v, α ≥ 0 (resp. v, α < 0). We call v regular if v, α = 0 for any α ∈ Σ.
For α ∈ Σ, there is the corresponding reduced root in Φ. Hence we have the root subgroup U α ⊂ G. Let G ′ α be the group generated by U α (F ) and U −α (F ). We also denote this group by G ′ s where s = s α . Notice that it is not the group of Fvalued points of an algebraic subgroup in general. Set Z 
Notice that we have an embedding W ֒→ W since we fixed a special point and
. Then we have a bijection W (1) ≃ I(1)\G(F )/I(1). Hence the pro-p-Iwahori Hecke algebra H(G(F ), I(1)) has a basis parameterized by W (1). There is a surjective homomorphism W (1) → W . The kernel is isomorphic to Z κ . We will regard Z κ as a subgroup of W (1). The kernel of W (1) → W is Z(F )/(Z(F ) ∩ I(1)) and it is denoted by Λ(1). Then composition Λ(1) → Λ ν − → V is also denoted by ν. We call λ ∈ Λ(1) dominant (resp. antidominant, regular) if ν(λ) is dominant (resp. anti-dominant, regular).
For s ∈ S aff , let q s be the indeterminants such that if s and s ′ are conjugate to each other, then q s = q s ′ . Let Z[q s | s ∈ S aff / ∼] be the polynomial algebra with these indeterminants here ∼ means the equivalence relation defined via the conjugation by W . It will be denoted by Z[q s ] for short. Via a reduced expression, we extend s → q s to W ∋ w → q w ∈ s∈S aff /∼ q Z ≥0 s . By W (1) → W we have q w for any w ∈ W (1). Since Z κ ⊂ W (1) is a normal subgroup, the adjoint action of [Viga, 4.3] defined an algebra over Z[q s ]. Under the specialization q s → #(I(1)sI(1)/I(1)) and a suitable choice of c s (which will be explained later), this algebra becomes H(G(F ), I(1)). Let H be the scalar extension of this algebra to Z[q 1/2 s ]. This is the main object of this paper. As a Z[q
To describe the multiplication in H, we fix a representative n s of s ∈ S aff in W (1) as follows. Consider the apartment attached to S. Then the elements in the apartment fixed by s is a hyperplane. Take a facet F contained in this hyperplane whose codimension in V is one and consider the parahoric subgroup K F attached to this facet. Then we take n s from the group generated by K F ∩ U (F ) and K F ∩ U (F ). Moreover, we can (and do) take n s such that {n s } s∈S satisfies the braid relations [Tit66] . (See also [Viga, Proposition 3.4 ].) Hence we define n w for w ∈ W via a reduced expression of w. Define ℓ : W (1) → Z ≥0 by the composition
The multiplication in H is defined as follows [Viga, 4.3] .
• the braid relations: T w1 T w2 = T w1 w2 if ℓ( w 1 ) + ℓ( w 2 ) = ℓ( w 1 w 2 ).
• the quadratic relation:
It is also the group generated by U (F ) and U (F ). Then W aff is the image of
(This group is different from the group denoted by W aff (1) in [Viga] .) This is a normal subgroup of W (1). Put
. This is the image of G ′ ∩ Z(F ). We introduce the Bruhat order on W (1) as follows. Let w 1 , w 2 ∈ W (1) and denote its image in W by w 1 , w 2 . Then w 1 < w 2 if and only if w 1 < w 2 and w 1 ∈ w 2 W aff (1). Here the order in W is the usual order. Then we have T w1 T w2 ∈ v1≤ w1, v2≤ w2, v≤ v1 v2 Z[q
2.2. Properties of W aff (1). The subgroup W aff (1) has the similar properties to W aff . The first property is the Bruhat decomposition.
Lemma 2.3. For s = s α ∈ S, we have an exact sequence
Then we have z ∈ K where K is the maximal compact subgroup corresponding to our fixed special point. Let w G be the Kottwitz map. Since w G is trivial on U α (F ) and
We have the generators of W aff (1). Using this lemma, we get the following property on Λ ′ (1).
Proof. Let Λ ′ (1) 0 be the subgroup generated by s∈S Λ ′ s (1). We prove that this subgroup is stable under the action of n w for w ∈ W . It is sufficient to prove that n s λn −1 s ∈ Λ ′ s (1)λ for λ ∈ Λ(1) and s ∈ S. Let z ∈ Z(F ) be a representative of λ. We have n s zn
. Hence by the above lemma, any element in W aff (1) has the form λn s1 · · · n s l where λ ∈ Λ ′ (1) 0 and s i ∈ S. Take the minimal i such that
Therefore, we can take λ and s 1 , . . . , s l such that s 1 · · · s l is a reduced expression. Hence λn s1 · · · n s l = λn s1···s l . It is in Λ(1) if and only if Let ∆ ′ ⊂ Σ be a set of positive roots corresponding to a positive system of Σ. Vigneras [Viga] 
Remark 2.6. In fact, Vigneras defined a basis {E o ( w) | w ∈ W (1)} for any orientation o. For any set of simple roots ∆ ′ , we can attache a spherical orientation o ∆ ′ and one can consider a basis (
For w ∈ W (1), put w(∆ ′ ) = w(∆ ′ ) for the set of simple roots ∆ ′ attached to a positive system where w ∈ W is the image of w in W . 
In this paper, we use E −∆ ( w) mainly. Set E( w) = E −∆ ( w). Using the above properties, we have the following description of E( w). (One can regard this description as a definition of E( w).) Take anti-dominant λ 1 , λ 2 ∈ Λ(1) and w ∈ W such that w = λ 1 λ −1 2 n w . Then we have
2.4. Bernstein relations. Let α ∈ Σ aff be an affine root. Consider the apartment attached to S and take a facet F of codimension one in V contained in the hyperplane on which α is null. Let K F be the parahoric subgroup attached to F . Then it defines a connected reductive subgroup over κ. Let G F ,κ be the group of κ-valued points of this reductive group,
. Define Z α,κ as the intersection of Z κ with the group generated by U F ,κ and U F ,κ .
Lemma 2.9. The subgroup Z α,κ ⊂ Z κ does not depend on a choice of F .
Proof. Let α ∈ Φ red be a root corresponding to α, U α,κ (resp. U α,κ ) the image of
Hence Z α,κ is the intersection of Z κ with the group generated by U α,κ and U α,κ . Set
For s ∈ S aff , take a simple affine root α such that s = s α . We define
and define H with these elements. Put n s (λ) = n s λn Lemma 2.10.
These elements satisfy the following. We have c s,0 = c s and there exists a s,±1 ∈ Z such that a s,±1 ≡ −(#Z (α,k),κ ) −1 (mod p) and c s,k is given by
We have µ ns (0) = 1, ν(µ ns (k)) = kα and n −1
(2.1)
By (2.1), we have
Hence if −n = λ, α < 0, then
In (2.2) and (2.3), we may replace λ s with n −1
and, if −n = ν(λ), α < 0, then
for w ∈ W (1), we can check that c s,k given in the lemma via
satisfies the conditions of the lemma. Next assume that ν(Λ(1)), α = 2Z. Let s ′ be a reflection corresponding to the highest root in the component of Σ containing s, α ′ the highest root and
By the condition, in W , we have s w( α ′ ) = sλ s = s (α,1) Hence we have w( α ′ ) = (α, 1). Therefore c s,1 = c ′ satisfy the condition in the lemma. By the similar argument using [Viga, Theorem 5.37], we have that
s is also a lift of s ∈ S in W (1), we have the Bernstein relations for n 
The same argument implies, if ν(λ), α < 0, we have
We get the lemma.
The following lemma is useful for calculations in H.
equality holds if and only if
The elements appeared in the Bernstein relations (e.g. λµ ns (−k)) satisfies the condition of µ in this lemma.
Since v(α) ∈ Σ + , we have v(α), ρ ≥ 1. Hence we have ℓ(λ) ≥ ℓ(µ) + 2k. Assume k = 0. By the above argument, if the equality holds, then n v (λ) is dominant and v(α) is simple. Conversely, assume that there exists v ∈ W such that n v (λ)
Hence n v (µ) is dominant. By the above argument, the equality holds.
One application of the above lemma and the Bernstein relations is the following "the simple Bernstein relations at q = 0". Let C be an algebraic closed field of characteristic p and regard it as a Z[q 1/2 s ]-algebra by q s → 0. Then H ⊗ C is isomorphic to the Hecke algebra for (G(F ), I(1)) with coefficients in C.
Proof. If ν(λ), α > 0, by the Bernstein relations,
The lemma follows from the following claim in this case.
Proof of Claim. In the above equation, the left hand side is in H. The images of by ν of (n s (λ)µ ns (k)) k are distinct by Lemma 2.10. Recall that {E(w)} w∈ W (1) is
. By the above lemma, the right hand side is grater than or equal to 2k. Hence if k = 0, there exists s such that n s > 0. The claim follows.
The same argument implies the lemma if ν(λ), α < 0.
If ν(λ), α = 0, we have T ns θ(λ) = θ(n s (λ))T ns . We have a slightly more general properties.
Lemma 2.14.
Hence we have
This is an equality in λ ′ ∈Λ(1) Zθ(λ ′ ). We have
Hence projecting the both sides of (2.
, we get the first statement of the lemma. Putting k = 0, we have c s θ(λ) = θ(n s (λ))c s . Hence the second statement follows.
These formulas are very simple. However, it is too simple even for studying representations over C. So we often use the original Bernstein relations (Lemma 2.10). For specializing q s → 0, Lemma 2.12 and an argument in the proof of Lemma 2.13 is useful and it will be used later.
Finally, we prove the following lemma which will be used later.
Lemma 2.15. Let α ∈ ∆ and put s = s α . The groups Z (α,0),κ and
Proof. Replacing G with the algebraic group generated by U α and U −α , we may assume that G has a semisimple F -rank 1. Put s 0 = s (α,0) , s 1 = s (α,−1) . Then we have S aff = {s 0 , s 1 } and the map s 0 → n s0 , s 1 → n s1 extends to the map W aff → G ′ such that the braid relations hold. (In this case, a reduced expression of any element in W aff is unique.) We denote this map by w → n w . Let Z 0 (resp. Z 1 ) be the inverse image of Z (α,0),κ (resp. Z (α,−1),κ ) in Z(F ) ∩ K and H 0 the group generated by Z 0 and Z 1 . Put H = w∈ W aff I(1)n w H 0 I(1). Then the Bruhat decomposition asserts
. By relations between the Iwahori-Matsumoto basis (braid relations and quadratic relations), w∈H CT w ⊂ H ⊗ C is a subalgebra where we regard C as a Z[q
. By the definition of the convolution product, the coefficient of T w1 w2 in T w1 T w2 is non-zero. Hence H is a subgroup.
′ is a character. Let h 1 , h 2 ∈ w∈ W aff n w H 0 and t 1 , t 2 ∈ Z(F )∩K∩G ′ .
Then t 1 normalizes I(1) and h 2 normalizes Z(F ) ∩ K ∩ G ′ . Hence
We may assume h 2 = n si where i = 0 or 1. We prove t
Let F be a facet which we used when we defined Z α,κ . Then we have a finite group G F ,κ . Let U α,κ and U α,κ be as in the proof of Lemma 2.9 and let G ′ si,κ be the subgroup of G F ,κ generated by these groups. Let t
′ is a character. Since any character of G ′ is trivial, ψ ′ is a trivial character. Hence ψ is trivial.
Intertwining operators
3.1. Construction of intertwining operators. Let C be an algebraic field of characteristic p and regard it as a Z[q
In the rest of this paper, we investigate the representations of H⊗C. All modules (or representations) in this paper are right modules. Let λ 1 , λ 2 ∈ Λ(1). Then we have E(λ 1 )E(λ 2 ) = q
w (λ)) is an algebra homomorphism. Let Λ + (1) be the set of dominant elements in Λ(1) and C[Λ + (1)] = λ∈Λ + (1) Cτ λ the monoid algebra of
) is E(λ 1 λ 2 ) or 0 and it is not zero if and only if ℓ(λ 1 λ 2 ) = ℓ(λ 1 ) + ℓ(λ 2 ). By the length formula, we have ℓ(λ 1 λ 2 ) = ℓ(λ 1 ) + ℓ(λ 2 ) if and only if ν(λ 1 ), ν(λ 2 ) are in the same closed chamber. Therefore we get
is an algebra homomorphism. We also consider it as A → C[Λ + (1)]. For w ∈ W , ring R and χ : A → R, we define wχ : A → R by (wχ)(E(λ)) = χ(E(n −1 w (λ))). We will prove that the action of A ⊗ C on its finite-dimensional irreducible representation factors through w χ for some w ∈ W (Lemma 3.5). This is a motivation to consider this homomorphism. We construct intertwining operators between {w χ ⊗ A H} w∈W . When G = GL n , it is constructed by Ollivier [Oll10, 5D1] .
Proposition 3.1. Let w ∈ W and s ∈ S such that sw > w. Then
gives a homomorphism w χ ⊗ A H → sw χ ⊗ A H.
Proof. We prove 1 ⊗ (T ns − c s )E(λ) = (w χ)(E(λ)) ⊗ (T ns − c s ) ∈ sw χ ⊗ A H for λ ∈ Λ(1). Take a simple root α such that s = s α . If ν(λ), α = 0, then by Lemma 2.14, we have 1 ⊗ (T ns − c s )E(λ) = 1 ⊗ E(n s (λ))(T ns − c s ) = (sw χ)(E(n s (λ))) ⊗ (T ns − c s ). Since sw > w, we have n sw = n s n w . Therefore we get (sw χ)(E(n s (λ))) = χ(E(n
s n s (λ))) = (w χ)(E(λ)). We get the lemma in this case.
Finally, assume that α, ν(λ) < 0. Then
w (λ) is not dominant. Hence (w χ)(E(λ)) = 0. Therefore it is sufficient to prove that 1 ⊗ (T ns − c s )E(λ) = 0. By Lemma 2.13, we have
The homomorphism obtained in the above lemma is denoted by Φ sw,w : w χ ⊗ A H → sw χ⊗ A H. In general, if ℓ(w 1 ) = ℓ(w 1 w −1 2 )+ℓ(w 2 ), we have a homomorphism Φ w1,w2 :
To construct the intertwining operator of inverse direction, we need a notation. For α ∈ ∆, s = s α and λ ∈ Λ(1) such that ν(λ), α > 0, define d(s, λ) = 1 (n w1 (λ) is dominant and w 1 (α) is simple for some w 1 ∈ W ), 0 (otherwise).
Proof. By the length formula and the assumption ν(λ), α > 0, we have
Hence E(λn
. By the Bernstein relation, we have
Hence we have q
The lemma follows from Lemma 2.12 and an argument in the proof Lemma 2.13. Proposition 3.3. Let α ∈ ∆, s = s α and w ∈ W such that sw > w. Take λ from the center of Λ(1) such that w −1 (λ) is dominant and ν(λ), α ≥ 2. Then
gives a homomorphism sw χ ⊗ A H → w χ ⊗ A H.
We get the lemma in this case.
Next assume that ν(µ), α > 0. Then (sw)
is not dominant. Hence we have (sw χ)(E(µ)) = 0. The right hand side of (3.1) is zero.
By the Bernstein relation, we have
Since λ is in the center of Λ(1), we have
We calculate the second term of the right hand side of (3.2). We have (3.3) q
and, by the argument in the proof of Lemma 2.13, it is zero in
We have µ ns (−1) −1 · c s,1 = c s,−1 . By Lemma 3.2, the both sides of (3.3) is
We get (3.1) in this case. Finally assume that ν(µ), α < 0. We have
We have
by Lemma 3.2. We get
On the other hand, we have
Since w −1 (α), w −1 (µ) < 0 and w −1 (α) > 0, w −1 (µ) is not dominant. Hence w χ(E(µ)) = 0. Therefore, the left hand side of (3.1) is
We get the proposition. 
Then the compositions of homomorphisms in Proposition 3.1 and Proposition 3.3 is given by the multiplication of
Proof. Put d = d(s, λ) and Φ = Φ sw,w . Let Ψ : sw χ ⊗ A H → w χ ⊗ A H be the homomorphisms defined in Proposition 3.3. Then we have
By the proof of Lemma 3.2, we have E(λn −1
. Therefore
Since ν(λ), α = ν(λ 1 ), α + ν(λ 2 ), α ≥ 4, ν(λµ n 
Next we calculate 
First we have
It is zero since ℓ(λ)−ℓ(n s (λ)µ ns (k)) > 0 by Lemma 2.12. Hence, using Lemma 2.11 and Lemma 3.2, we have
By the length formula, we have ℓ(λn From these calculations, we have
This homomorphism factors through χ. Let W Θ be the group generated by {s α | α ∈ Θ}. If w ∈ W Θ , then (n w χ Θ )(E(λ)) = n −1 w (χ Θ (E(λ))) where the automorphism n −1
w (λ) . Hence every properties for wχ Θ can be obtained from that of χ Θ . Therefore, we always assume w(Θ) ⊂ Σ + . The motivation to consider χ Θ is the following lemma. For an A ⊗ C-module X, set supp X = {λ ∈ Λ(1) | E(λ) = 0 on X}.
Proposition 3.5. Let X be a finite-dimensional irreducible representation of A over C. Then it factors through wχ Θ for some w ∈ W and Θ ⊂ ∆.
Proof. The statement is equivalent to
• ν(supp X) is the closure of a facet of V with respect to Σ.
• If λ ∈ supp X, then E(λ) is invertible on X. Since E(µ) is invertible for any element in µ ∈ Ker ν, we have ν(λ) ∈ ν(supp X) if and only if λ ∈ supp X.
First we prove that ν(supp X) is a subset of a closed Weyl chamber. Take λ ∈ supp X and set Y = {µ ∈ Λ(1) | ν(µ) is in the same closed chamber of ν(λ)}.
Hence ν(supp X) is contained in a closed chamber.
Replacing X with wX for some w ∈ W , we may assume that supp X ⊂ Λ + (1). For each α ∈ ∆, take λ α from the center of Λ(1) which satisfies ν(λ α ), β = 0 for β ∈ ∆ \ {α} and ν(λ α ), α > 0. Set Θ = {α ∈ ∆ | λ α / ∈ supp X}. We prove supp X = Λ + Θ (1). Take λ ∈ Λ + (1). There exists n, n α ∈ Z ≥0 such that ∆, ν(λ
. Then E(µ) is invertible and we have E(λ)
, namely ν(λ), α = 0 for some α ∈ Θ, then n α = 0 for such α ∈ Θ. Hence E(λ) n = 0 since E(λ α ) = 0 for α ∈ Θ. Take x ∈ X such that xE(λ) = 0. Let µ ∈ Λ(1). Then xE(µ)E(λ) = xE(λ)E(λ −1 µλ) = 0. Hence {x ∈ X | xE(λ) = 0} is A-stable. Therefore, E(λ) = 0 on X.
Since λ α is in the center of Λ(1), E(λ α ) is in the center of A. Hence E(λ α ) is scalar on X. In particular, for α / ∈ Θ, E(λ α ) is invertible. Since E(λ)
By the above lemma, supp X = n w (Λ + Θ (1)) for some w ∈ W and Θ ⊂ ∆. We have supp X = n w (Λ + Θ (1)) if and only if the action of A on X factors through wχ Θ . The first property of wχ Θ ⊗ A H is the following freeness property. We use the following easy lemma. 
We prove that it is an isomorphism. It is injective since the above homomorphism is injective and C[Λ Θ (1)] is a ring of fractions. Take 
For λ ∈ Λ(1) and v ∈ W , put
Since E(λ)E(µn v ) ∈ CE(λµn v ) for λ, µ ∈ Λ(1) and v ∈ W , we have
Applying the above lemma to µ∈ΛΘ(1) σ µλ,v , we get the proposition.
Next, we prove the injectivity of the intertwining operator obtained in Proposition 3.1. We remark the following easy lemma.
Proof. Let E be such element and F = µ∈ΛΘ(1) c µ τ µ ∈ C[Λ Θ (1)]. Assume that F = 0 and put l = max{ ν(µ), α | c µ = 0}. Then EF ∈ ν(µ),α =l c µ τ λµ + ν(µ),α < ν(λ),α +l Cτ µ . Hence EF = 0.
We apply this lemma to the term appearing in Proposition 3.4. So if we can take a suitable λ, then it prove that the intertwining operator obtained in Proposition 3.1 is injective. To take λ, we use the following lemma.
Lemma 3.9. Let w ∈ W and α ∈ ∆ such that s α w > w. If
Proof. By the condition,
This is a contradiction. Proof. Take α ∈ ∆ such that s = s α . By the above lemma, w −1 (α) ∈ ZΘ. Hence we can take λ 1 from the center of Λ(1) such that n −1
1 satisfies the condition of Proposition 3.3 and 3.4. Hence we have a homomorphism swχ Θ ⊗ A → wχ Θ ⊗ A H and the composition with Φ sw,w is given in Proposition 3.4. By Proposition 3.6 and Lemma 3.8, the composition is injective. Hence Φ sw,w is injective.
We have Θ ⊂ ∆ w if and only if w(Θ) ⊂ Σ + . We prove the following theorem.
We need lemmas to prove the theorem.
Lemma 3.12. Let w ∈ W and λ ∈ Λ such that for any α ∈ Σ + , if w(α) < 0, then ν(λ), α > 0. Then we have T 
Hence we have q nw (λ) = q λ = q λn Proof. There exists α ∈ ∆ such that s α ww −1 Remark 3.14. From this lemma,
Proof of Theorem 3.11. We may assume w ′ = w ∆ w ∆w . We have the homomorphism Φ w∆w∆ w ,w : wχ Θ ⊗ A H → w ∆ w ∆w χ Θ ⊗ A H. This is injective by Proposition 3.10. We prove that Φ w∆w∆ w ,w is surjective. Put l = ℓ(w ∆ w ∆w w −1 ). By Lemma 3.13, there exists α 1 , . . . , α l such that
Set s i = s αi . By the definition, Φ w∆w∆ w ,w (1 ⊗ 1) = 1 ⊗ T * ns 1 ···s l .
Claim. We have 1 ⊗ T * ns 1 ···s l−1
It is sufficient to prove that Φ w∆,w∆w∆ w (1 ⊗ T * ns 1 ···s l−1
T nw ) = 0 by Proposition 3.10. Put s = s l . Then Φ w∆,w∆w∆ w (1 ⊗ T * ns 1 ···s l−1
We have T * n w ∆ w −1 s = E w∆w −1 s(−∆) (n w∆w −1 s ) and T nw = E −∆ (n w ). Therefore we have T * n w ∆ w −1 s
We get the claim. By the claim, 1 ⊗ T * ns 1 ···s l−1
By induction on l, we get 1 ⊗ T * ns 1 ···s l T nw = 1 ⊗ T ns 1 ···s l w = 1 ⊗ T nw ∆ w ∆w .
Hence 1 ⊗ T nw ∆ w ∆w ∈ Im Φ w∆w∆ w ,w . Let λ ∈ Λ(1) such that ν(λ), α = 0 for all α ∈ ∆ w and ν(λ), α > 0 for all α ∈ ∆ \ ∆ w . Since Θ ⊂ ∆ w , we have λ ∈ Λ + Θ (1). Hence χ Θ (E(λ)) = τ λ is invertible. Assume that α ∈ Σ + satisfies w ∆ w ∆w (α) < 0. Then α ∈ Σ + \ Z ≥0 ∆ w .
Therefore ν(λ), α > 0. Hence λ satisfies the condition of Lemma 3.12. Therefore T
λ ⊗ E(n w∆w∆ w (λ)) = 1 ⊗ 1 is in Im Φ w∆w∆ w ,w . Since 1 ⊗ 1 generates w ∆ w ∆w χ Θ ⊗ A H, Φ w∆w∆ w ,w is surjective.
Corollary 3.15. Let Θ ⊂ ∆ be a subset and X an irreducible C[Λ Θ (1)]-module. We regard X as an irreducible A-module via χ Θ . Set
Proof. We may assume that there exists α ∈ ∆ w such that ∆ w ′ = ∆ w ∐ {α}. By Theorem 3.11, we may assume w = w ∆ w ∆w and w ′ = ws α . Put s = s α , α ′ = w(α) ∈ ∆ and s ′ = s α ′ . By the assumption, we have α / ∈ Θ. Hence we can take a dominant λ 1 ∈ Λ Θ (1) from the center of Λ(1) such that ν(λ 1 ), α > 0. Put λ = λ 2 1 . Then n w (λ) satisfies the conditions of Proposition 3.4 for w and s ′ . Hence we have a homomorphism
Let ϕ : X → X be this homomorphism. We prove that it is an isomorphism.
By the condition, α / ∈ ∆(X). Hence Θ,α = 0 or
Assume that Θ,α = 0. Then
Assume that there exists t ∈ Λ ′ s (1)∩Z κ such that τ t is not identity on X. Namely,
is prime to p, we have a decomposition X = χκ X χκ where χ κ runs a character of Λ ′ s (1) ∩ Z κ . Then the trivial character does not appear in X. Therefore, by Lemma 2.15, c s c s,−1 is zero on X. Hence τ λ − τ λµn s (−1) c s c s,−1 = τ λ on X, which is invertible.
Finally, assume that Θ,α = 0 and
Since ϕ is an homomorphism between irreducible modules, it is an isomorphism.
Classification theorem
4.1. pro-p-Iwahori Hecke algebra of a Levi subgroup. Let M be a Levi subgroup of a standarad parabolic subgroup P such that Z ⊂ M . The algebra H for M is denoted by H M . This is an algebra over Z[q 
. By the definition, for λ ∈ Λ(1) and w ∈ W M , λn w ∈ W M (1) is M -positive (resp. M -negative) if and only if ν(λ), α ≤ 0 (resp. ν(λ), α ≥ 0) for any α ∈ Σ + \ Σ + M . In particular, for w 1 , w 2 ∈ W M and w ∈ W M (1), w is M -positive (resp. M -negative) if and only if n w1 wn w2 is M -positive (resp. M -negative). The product of M -positive (resp. M -negative) elements is M -positive (resp. M -negative).
Proof. If w ∈ Λ(1), then it is [Oll12, Fact ii]. In general, let λ ∈ Λ(1) and w ∈ W M such that w = λn w . We prove the lemma by induction on ℓ M (w)
Lemma 4.2. For any set of simple roots
v , this follows from Lemma 4.1.
We have the Bernstein basis {E( w) | w ∈ W (1)}. We need another basis {E − ( w) | w ∈ W (1)} defined by
. By the definition, for w ∈ W and λ, λ 1 ∈ Λ(1), we have
nw λλ1 E − (n w λλ 1 ). In particular, if ℓ(n w λ) + ℓ(λ 1 ) = ℓ(n w λλ 1 ), then we have E − (n w λ)E(λ 1 ) = E(n w λλ 1 ).
We want to construct an embedding H ± M ֒→ H. To do this, we have to relate {q s | s ∈ S aff / ∼} with {q M ,s | s ∈ S M ,aff / ∼}. For α ∈ Σ aff , take a simple affine root β ∈ W α from the W -orbit through α and put q( α) = q s β . Then it does not depend on β. For a finite subset A ⊂ Σ aff , put q(A) = α∈A q( α). Proof. The proof of Corollary 3.31 and Proposition 3.28 in [Viga] is applicable.
We have the following relation between q s and q M ,s .
for w ∈ W (1). Hence it is sufficient to prove that
Since
Therefore,
, we get the lemma if w 1 , w 2 are Mpositive. Since q w −1 = q w and q M , w −1 = q M , w . the lemma holds if w 1 , w 2 are M -negative.
We define a Z[q
By induction on ℓ M ( w 2 ), we may assume ℓ M ( w 2 ) = 0 or w 2 = n s for s ∈ S M ,aff . If ℓ M ( w 2 ) = 0, or w 2 = n s and w 1 n s > w 1 , then
. We have ℓ( w 1 ) + ℓ( w 2 ) − ℓ( w 1 w 2 ) = 0 by Lemma 4.4. Therefore T w1 T w2 = T w1 w2 . We have j
If w 2 = n s and w 1 n s < w 1 , then we have
Therefore, ℓ(n s ) = 1. Namely, s ∈ S aff . Therefore, by the definition of q M ,s , we have q M ,s = q s . We also have ℓ( 
In other words, we have j
. Hence for M -negative λ ∈ Λ(1) and w ∈ W M , we have
by Lemma 4.4. The similar argument implies j
Remark 4.6. If σ is an H M -module, then the structure of σ is determined by its restriction to H + M . To prove it, let λ + 0 ∈ Λ(1) be an M -positive element such that it is in the center of W M (1) and α, λ 
Here, H − M acts on H by the multiplication from the right through j
This is a complete representative of W/W M .
Lemma 4.8. Let λ ∈ Λ(1), w 1 ∈ W M and w 2 ∈ W M . Assume that λ is Mnegative. Then ℓ(n w1w2 λ) = ℓ(n w1 ) + ℓ(n w2 λ).
Proof. By the length formula, we have
We have ℓ(w 1 w 2 ) = ℓ(w 1 ) + ℓ(w 2 ). Hence for α ∈ Σ + , (w 1 w 2 )(α) < 0 implies w 2 (α) < 0 or α = w −1 2 (β) for some β ∈ Σ + such that w 1 (β) < 0. Since w 1 (β) < 0, Proof. We may replace ϕ → ϕ(T nw ) with ϕ → ϕ(T * nw ). Take λ − 0 ∈ Λ(1) as in Remark 4.6. Then ϕ is extended to HE(λ
Then by the Bernstein relation and the definition of
−1 . Let w ∈ W M and λ ∈ Λ(1) such that λ is M -negative. Then by Lemma 4.8 and the definition of E − (n w λ), we have T * nv E − (n w λ) = E − (n vw λ). Hence ϕ 0 is injective. Therefore ϕ is injective.
We prove surjectivity. Let w ∈ W and λ ∈ Λ(1). Take n ∈ Z ≥0 such that
Remark 4.10. Let v ∈ W M , ϕ ∈ vσ ⊂ I P (σ) and λ ∈ Λ(1). From the proof of the above lemma, if w / ∈ vW M then ϕ(E − (n w λ)) = 0. In particular, if w ∈ {v 0 ∈ W M | v 0 < v}W M then ϕ(E − (n w λ)) = 0. We remark that if w is in this set and w 1 ≤ w, then w 1 is also in this set.
We can describe the A-module structure of I P (σ) using the above decomposition. • σ = σ A as vector spaces.
•
Proof. We prove (ϕE(λ))(T nw ) = ϕ(T nw )σ A (E(n −1 w (λ))) by induction on ℓ(w).
Assume that λ is not M -negative. Take λ 
. Assume that w = 1 and take s ∈ S such that sw < w. Since {β ∈ Σ + | sw(β) < 0} ⊂ {β ∈ Σ + | w(β) < 0}, sw ∈ W M . Since w(−w −1 (α)) = −α < 0 and
Proof. We may assume w = 1. Let λ ∈ Λ(1) such that ν(λ), ∆ M = 0 and ν(λ), α > 0 for any
4.3. Another description of parabolic induction. We give a realization of parabolic induction via a tensor product. First we find a module of a pro-p-Iwahori Hecke algebra of a Levi subgroup (which is not M in general) in I P (σ).
In particular, if σ is irreducible and an H-submodule π of I P (σ) has a non-zero intersection with w ∆ w ∆M σ, then π contains w ∆ w ∆M σ.
Proof. Let λ ∈ Λ(1), w ∈ W M and ϕ ∈ w ∆ w ∆M σ. Put λ 1 = n w∆w∆ M (λ) and
. By the definition, we have n w1 n w∆w∆ M = n w∆w∆ M n w . Hence n w∆w∆ M n −1
Hence it is zero if ℓ(w) + ℓ(v) > ℓ(wv). Assume that ℓ(w)
Since v ∈ W M and y ∈ W M , we have ℓ(yv −1 ) = ℓ(y) + ℓ(v). Hence the left hand side of (4.1) is
Similarly, the right hand side of (4.1) is
We get ℓ(y) = 0. Hence wv = w ∆ w ∆M . Therefore we have T *
For the proof, let I be the two-sided ideal of H ⊗ C generated by
(1)}. Then Proposition 4.15 follows from
We prove it. We need a lemma.
Lemma 4.16.
(
Proof. We prove (1). Since ℓ w1 ( w 1 ) = 0, ℓ M 1 ( w 1 w 2 ) = ℓ M 1 ( w 2 ). By the assumption, Hence
The statement (2) is clear. For (3), we may assume w = n s for s ∈ S aff,2 or w = t for t ∈ Λ ′ M 2
(1) ∩ Z κ . Then T * ns = T ns − c s ∈ 1 + I and T * t = T t ∈ 1 + I.. We prove (4). Take anti-dominant elements λ 1 , λ 2 ∈ Λ(1) such that λ = λ −1 1 λ 2 and ν(λ 2 ), ∆ 2 = 0. Then ℓ M 2 (λ 2 ) = 0. Take v 1 ∈ W M 2 ,aff (1) and v 2 ∈ W (1) such that λ
we may assume a = v 1 and b = v 2 λ 2 n w . By (1), we have ℓ(λ
Take c 1 , c 2 , c 3 as above. Since
by (1). Therefore,
We prove (5). It is sufficient to prove that the ideal generated by {T ns | s ∈ S aff,2 } is equal to ℓM 2 ( w)>0 CT w . Let I ′ be a such ideal. Then I ′ ⊃ ℓM 2 ( w)>0 CT w is obvious. For the reverse inclusion, we prove that ℓM 2 ( w)>0 CT w is an ideal. Let w ∈ W (1) such that ℓ M2 ( w) > 0 and v ∈ W (1). We prove T w T v ∈ ℓM 2 ( w ′ )>0 CT w ′ . We may assume v = n s for s ∈ S aff . If wn s > w, then T w T ns = T wns and ℓ M2 ( wn s ) = ℓ M2 ( w) + ℓ M 2 (n s ) > ℓ M 2 ( w) > 0. If wn s < w, then T w T ns = T w c s .
Proof of Proposition 4.15. We prove
is surjective and the kernel is J ∩ (H
First we prove that the homomorphism is surjective. Let w ∈ W (1). We prove T w is in the image. If ℓ M 2 ( w) > 0, then T w ∈ I. Hence we have nothing to prove. Assume that ℓ M 2 ( w) = 0. Since T w ∈ E( w) + v< w CE( v), it is sufficient to prove that E( w) is in the image. Take λ ∈ Λ(1), w 1 ∈ W M 1 and w 2 ∈ W M 2 such that w = λn w1 n w2 . Then we have E( w) = q 1/2 λnw 1 nw 2 q −1/2 λnw 1 q −1/2 nw 2 E(λn w1 )T nw 2 .
By the assumption, we have ℓ M 2 (λn w1 n w2 ) = 0. We have ℓ M 1 (n w2 ) = 0. Hence by the above lemma (1), we have ℓ(λn w1 ) = ℓ(λn w1 n w2 ) + ℓ(n −1 w2 ) = ℓ(λn w1 n w2 ) + ℓ(n w2 ). Therefore we have q λnw 1 = q λnw 1 nw 2 q nw 2 . Hence we get E( w) = q Proof. Notice that Λ ∆ (1) = Λ + ∆ (1). Recall that supp X = Λ ∆ (1) if and only if the action of A on X factors through χ ∆ . Since J π is H-stable, the equivalence between (1) and (2) is clear. Obviously, (3) implies (4).
Let X be an irreducible A-submodule of π. We prove J X = 0 if and only if supp X = Λ ∆ (1). Let Θ ⊂ ∆ and w ∈ W such that the action of A on X factors through wχ Θ . By the length formula, ℓ(λ) = 0 if and only if ν(λ), α = 0 for any α ∈ Σ + . Hence if ℓ(λ) > 0, then χ ∆ (E(λ)) = 0. Therefore, if Θ = ∆, then J X = 0. Assume that Θ = ∆. Then there exists λ in the center of Λ(1) such that wχ Θ (E(λ)) = 0 and ℓ(λ) > 0. Since λ is in the center, the adjoint orbit O through λ is {n w (λ) | w ∈ W/ Stab W (ν(λ))}. If v ∈ W does not stabilize ν(λ), then wχ Θ (E(n v (λ))) = 0. Hence wχ Θ (z O ) = wχ Θ (E(λ)) which is invertible. Therefore J X = 0.
We assume that π is supersingular. Let X be an irreducible A-submodule. Then J X ⊂ J π = 0. Hence we have supp X = Λ ∆ (1). Assume that there exists an irreducible A-submodule X such that supp X = Λ ∆ (1). Then J X = 0. Hence {x ∈ π | J x = 0} = 0. Since the left hand side is H-stable, {x ∈ π | J x = 0} = π. Therefore J π = 0. The main theorem of this paper is the following. Hence any irreducible H-modules appear in X ⊗ A H where X is an irreducible Amodule such that supp X = Λ + Θ (1) for a Θ ⊂ ∆. If Θ = ∆, then π is supersingular. So we have nothing to prove. We assume that Θ = ∆. Let P ′ = M ′ N ′ (resp. P = M N ) be the parabolic subgroup corresponding to Θ (resp. −w ∆ (Θ)). twisting by n w∆w∆ M .) We may assume σ is irreducible. By inductive hypothesis, σ is a subquotient of I P 0 ∩M (σ 0 ) where P 0 = M 0 N 0 ⊂ P is a parabolic subgroup of G and σ 0 is a supersingular H M 0 -module. Hence π is a subquotient of I P 0 (σ 0 ).
Finally, we prove that I(P , σ, Q) ≃ I(P ′ , σ, Q ′ ) implies P = P ′ , Q = Q ′ and σ ≃ σ ′ . Let M (resp. M ′ ) be the Levi subgroup of P (resp. P ′ ). Let X be an irreducible A-submodule of I(P , σ, Q). By Lemma 4.20 and Lemma 4.21, supp X = n w (Λ Therefore ∆(σ) = ∆(σ ′ ) and Q = Q ′ . We have w ∆ w ∆M σ ⊂ I(P , σ, Q). For w = w ∆ w ∆M , take λ ∈ Λ(1) as in Corollary 4.12. Then the subspace w ∆ w ∆M σ ⊂ I(P , σ, Q) is characterized by {x ∈ I(P , σ, Q) | xE(λ) = 0}. Hence an isomorphism between I(P , σ, Q) → I(P , σ ′ , Q ′ ) gives a morphism w ∆ w ∆M σ → w ∆ w ∆M σ ′ . By Proposition 4.13, we have a non-zero homomorphism σ → σ ′ as H − M -modules. Hence σ ≃ σ ′ .
