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Abstract
Virtual reality training applications are becoming more widespread as hardware costs for
head-mounted displays (HMDs) and tracking technology decrease, enabling a wide variety of interaction techniques beyond the mouse and keyboard. Advancements in VR hardware yield higher
levels of interaction fidelity or the objective degree of exactness with which real-world interactions
can be reproduced in an interactive system. Despite the growing use of virtual reality simulations
for training, few prior investigations have examined the constituent components of fidelity and how
they affect performance and learning in the context of a real-world skills training applications. With
tracking and HMD technology reaching a wider audience, it is important to empirically evaluate the
benefits and downsides associated with utilizing such technology.
Using our scaffolded virtual metrology training simulation as a testbed for exploring issues
related to interaction fidelity, we have created a bimanual interaction metaphor that allows users
to select and manipulate objects with 6 degrees-of-freedom using both hands simultaneously. The
simulation guides the user step-by-step on the process of taking precise measurements using calipers
and micrometers. Our initial work examined the effects of simplifying interaction by constraining the
number of degrees-of-freedom on measures including user performance, cognitive and psychomotor
learning outcomes, presence, and perceived workload. Results indicate that the training application
was beneficial in teaching basic metrology concepts and simplifying the interaction metaphor resulted
in similar user performance in most metrics.
Our following experiment examined the effects of presentation method including a HMD
with co-located end-effectors compared to a large-screen, immersive display with dislocated endeffectors on user performance and learning outcomes. In addition, physics fidelity was examined by
either enabling or disabling gravity to determine usability improvements. Results indicate that the
HMD condition was preferable to the immersive display in nearly all metrics while the no-gravity
ii

condition resulted in users adopting strategies that were not advantageous for task performance.
Combined results from each study were used to create a set of general guidelines for user interface
developers in highly immersive virtual environments.
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Chapter 1

Introduction
Technological progress has accelerated in recent years to the point where immersive virtual
reality (VR) devices are finding their way into the average home. Consumer level head-mounted
displays (HMDs) such as the Oculus Rift [83] necessitate new interaction paradigms beyond the
gamepad or mouse and keyboard. Users can interact with the virtual experience utilizing their
body movements as an input device, inducing a sense of presence or “being there” where the user
considers the environments as places visited rather than images seen [96]. When VR simulations
are used as a learning tool, research has shown that increasing the sense presence improves learning
outcomes [72, 91]. Increasing interaction fidelity, the objective degree of exactness with which realworld interactions can be reproduced in an interactive system [70], can lead to an increase in the
sense of presence and improved usability [69]. Researchers generally assume that as interaction
fidelity increases, the effectiveness, usability, and learning outcomes increase as well because the
mode of interaction is similar to how one would interact in a real world context. However, some
recent research shows that medium fidelity interaction metaphors may perform worse than high or
low fidelity metaphors [81, 69]. Thus, further research is warranted on the effects of varying levels
of interaction fidelity on the efficacy of virtual simulations for training.
A primary concern for VR researchers is determining how much development time to allocate
towards creating higher fidelity simulations. In general, as fidelity increases so does the cost of development, time spent creating, and potential for large-scale setbacks that could result in terminating
the project. Therefore, developers need to make educated decisions that are supported by empirical
evidence on how much time to allocate towards increasing the fidelity of a simulation. However,
1

interaction fidelity is difficult to study objectively. It is composed of several components that need
to be studied independent of the other components. In this work, we use McMahan’s Framework for
Interaction Fidelity Analysis (FIFA) [69] as a way to objectively study various levels of interaction
fidelity and how important those factors are in the effectiveness, usability, and pedagogical benefits
for a VR training simulation.
The benefits of virtual reality have been observed in many domains including: engineering
education [9, 63, 1] healthcare [113, 100], scientific visualization [103], and rehabilitation [58, 30, 21,
23]. Virtual training enables a wealth of advantages including motor skill training [50], randomly
generating unique learning scenarios at runtime, adaptive difficulty via scaffolding [88, 36], repeatability, immediate feedback, and training at any time. It also reduces the need for physical machines
to train on, reducing the cost of maintenance and provides a safe environment to learn [44]. With
so few constraints on what is possible in a VR simulation, it is often difficult for designers to make
the correct decisions on when to use certain interaction techniques.
3D User Interface (UI) research generally focuses on objectively determining methods of
interaction that are beneficial in terms of speed, accuracy, and usability. However, relatively few
studies examine “production level” [22] training applications that are at the state of maturity where
they are being used by the general public. Research in direct object manipulation tends to use
abstract tasks to examine objective user performance, preference and usability [87]. While the
results could potentially be generalizable, there exists a need to validate those results by performing
controlled studies on production level VR applications. Many questions still remain as to what
the best methods for designing interfaces that enable effective virtual interaction with the goal
of improving cognitive and motor learning outcomes. This work extends a production level VR
simulation this is already in use to examine issues related to increasing interaction fidelity.
Two-handed or bimanual interaction in virtual reality has been studied for over 20 years
and several researchers have discovered significant advantages, namely improved user performance
[57, 25, 32], but due to hardware costs and few widely available and successful implementations,
bimanual interaction metaphors are generally not in widespread use. Nevertheless, consumer level
hardware is starting to reach a mainstream audience. Devices that enable full 6 degrees-of-freedom
(6-DOF) interaction at a fraction of the cost from before are becoming more common [8]. Bimanual
interaction adds a significant layer of complexity to the development and testing of simulations,
but with the added benefit of mimicking reality better than a traditional mouse and keyboard and
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allowing tasks to be completed in parallel as opposed to sequentially. With training simulations
utilizing two hands becoming more widespread, it is important to understand the implications and
potential pitfalls for using such devices and interaction techniques.
Immersive VR has the advantage of teaching motor skills over using a mouse and keyboard
in a Desktop VR simulation. Users can interact with virtual objects similarly to how they would in
the real world using bimanual 6-DOF input devices. Mouse and keyboard VR simulations tend to
focus solely on the cognitive aspect of a training task and neglect the motor aspect. Additionally,
the transference of training is perhaps the most important factor contributing to the success of a
virtual training simulation. The validity of a simulation is questionable if it is not demonstrated to
result in real-world cognitive gains. Motor skill transference has repeatedly been demonstrated in
laparoscopic simulations that teach surgeons how to skillfully maneuver an instrument to the correct
incision point [78, 45, 104]. However, haptic devices such as the Phantom Omni are often employed
in the laparoscopic simulations but are still prohibitively expensive for average consumers and have
not seen widespread adoption. Furthermore, there has been little research outside of the healthcare
domain that demonstrates motor skill transference to the real-world task. Consequently, the goal of
this research is to study the benefits and drawbacks of using commercial-off-the-shelf VR hardware
for teaching both cognitive and motor skills outside of the healthcare domain, focusing instead on
engineering education to expand the breadth of knowledge on virtual training.
There is an increasing demand for highly a skilled workforce, with two-year technical and
community colleges filling the role of quickly training potential employees. However, the rate of
training has not kept up with the demands from industry. Therefore, online training modules that
support distance learning have been proposed. Ample evidence has shown that engineering education
complemented with simulation or 3D visualization improves knowledge retention and acquisition
speed [91, 75, 99]. In collaboration with Clemson University Center for Workforce Development
(CUCWD), we have developed a set of virtual training modules designed to teach technical college
students various tasks related to the automotive and aviation fields [40]. We have worked closely
with instructors to develop online modules that are designed to supplement class material and
to eventually free up valuable lab time on more advanced topics. In this research, we have used
the metrology simulations as a testbed for studying the effects of interaction and display fidelity on
learning outcomes. We implemented a bimanual, 6-DOF interaction metaphor to determine if higher
interaction fidelity improves both cognitive and psychomotor learning outcomes, user performance,
3

usability, presence, and perceived workload. Results from the following user studies will aid future
developers in crafting high fidelity interaction metaphors using two-handed input devices.
The dissertation is organized as follows: Chapter 2 details related work and focuses on interaction fidelity, bimanual interfaces, and psychomotor learning outcomes. Chapter 3 details how
the original web-based metrology unit was enhanced with a bimanual interaction metaphor. Chapter 4 describes our first experiment comparing the degrees-of-freedom afforded by two interaction
metaphors. Chapter 5 details enhancements of the simulation by incorporating an HMD and describes our second experiment. We combine conditions from both experiments in an overall analysis
in Chapter 6. Finally, Chapter 7 summarizes all of our findings and propose future directions for
research.

4

Chapter 2

Related Work
2.1

Interaction Metaphors
Designing 3D interaction techniques afford more opportunities and increased challenges

compared to traditional 2D mouse-based techniques [15]. The benefits include allowing the user to
perform natural gestures and actions similar to how they would perform the same actions in the real
world. However, these actions are often physically demanding due to performing actions in mid-air
and without haptic feedback [68, 4]. A key challenge for researchers is finding the right balance
between usability, performance, and effort that the user exerts to accomplish a task.
Object selection is generally the initial task that users must master in order to perform
interactions in immersive virtual environments. Selection can be classified into two main techniques:
the virtual hand and the virtual pointer [85]. The virtual hand technique maps directly to the user’s
hands, enabling direct, natural manipulation of 3D objects. Virtual pointer techniques often employ
raycasting to select objects that are far away from the user and usually require less physical effort
compared to the virtual hand [27, 15]. Yet interaction problems exist for virtual pointer metaphors.
Object selection at a distance using a raycast makes arbitrary rotations of the object difficult,
particularly for objects that are far away from the user since small rotations result in larger distances
travelled. Mine et al. attempted to mitigate the problem by implementing an object centered
interaction paradigm where rotations of the user’s hand directly map to the virtual object rotation
while also employing a raycasting technique to select objects out of reach [73]. Object occlusion is
a common issue, making it difficult to select targets that overlap [38]. Elmqvist et al. proposed
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a taxonomy of occlusion management that categorizes multiple methods for overcoming occlusion
including volumetric probes, projection distorters, virtual x-ray and multiple view techniques, finding
that one technique is not suitable for all cases [38].
In order for users to effectively interact with immersive virtual environments, interaction
techniques and metaphors must be implemented that are intuitive, efficient, and appropriate for the
given task [18]. To aid designers in choosing the correct metaphor, Bowman et al. developed a
taxonomy for object manipulation techniques that decomposed interaction tasks into subtasks [19].
For instance, an object selection technique could be broken down into 3 subtasks including indication
of an object through pointing or touching, indication that the user selected an object via button
press, gesture, etc., and feedback to let the user know she successfully selected the object. Similarly,
the subtasks for object manipulation include attaching the object to an anchor point such as the
hand, setting the position and orientation via multiple mappings and displaying visual, and haptic
or audio feedback to the user. Lastly, the release task can be decomposed into the event that triggers
a release action and indicates where the object’s final location will be displayed. Breaking down the
tasks in a systematic way enables researchers to objectively study different aspects of interaction
with fewer confounds.
Virtual interaction spaces can be categorized into the motor space and visual space [4]. The
motor space refers to the physical volume where users can reach to interact with virtual objects.
The visual space is defined as the visual representation of the virtual environment that the user
perceives. Virtual hand techniques often couple the visual and motor spaces (sometimes referred to
as a 1:1 Control/Display or C/D ratio [28, 4]) allowing for a natural interaction metaphor, while
mouse-based interaction requires the user to perform a mental rotation and translation between the
motor and visual spaces. Evidence suggests that users generally perform better when the visual and
motor spaces are superimposed or co-located [110]. When virtual techniques are decoupled, the user
loses proprioceptive feedback and the visual feedback becomes critical to task performance, requiring
the user to continuously gaze at the selection mechanism [97]. Furthermore, the control space can
be defined as the virtual area where users can control objects, even if the area falls outside of the
user’s motor space. Methods such as the Go-Go technique expand the control space outside of the
motor space to permit object selection beyond the users physical reach [86], however this results in
visual/motor mismatch.
Mine et al. described some of the advantages of keeping object manipulation within the
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motor space [74]. First, it takes advantage of the user’s proprioception, allowing the user to sense
where virtual objects are relative to their physical movements. Motor space manipulation also
allows direct 1:1 position and orientation mapping between the user’s physical movements and the
virtual feedback. Due to the proximity of the interaction, stereoscopic and head-motion parallax
cues become more important for distance estimation and manipulation tasks.
Visuo-motor co-location refers to the matching of the visual display elements to the haptic
or input devices used to interact with a virtual simulation. Several studies have demonstrated
an increase in motor task performance when visuo-motor co-location was employed. For example,
Swapp et al. found that co-location between the visual and haptic cues significantly improved
task performance in terms of accuracy and speed in their object selection and manipulation tasks
[101]. Furthermore, Fu et al. recommended a co-located configuration over a non-collocated setup,
particularly when end-point error was of concern [42]. Conversely, Teather et al. found little
evidence of task improvement when the visual and haptic modalities were co-located, suggesting
that the users were able to adapt to the disjointed condition in their object manipulation task
[102]. However, several studies have provided evidence of adaptation to misaligned end-effectors in
near-field tasks. Groen et al. suggested that since misalignments between the virtual and physical
hand failed to decrease user performance, users adapted to the misalignment by adjusting their
eye-hand coordination after immersion in an HMD [47]. Additionally, Altenhoff et al. provided
evidence of significant improvement in depth estimation for a near-field reaching task after the user
performed a calibration phase, indicating that misperceptions within a virtual environment could
correct themselves once the user had an opportunity to experience the consequences of their actions
[3]. Ebrahimi et al. showed that visuo-motor synchrony and presentation can affect the characteristic
of physical reach motions during 3D interactions in virtual worlds [37]. Although users could adapt
to the absence of proper visuo-motor feedback over time on depth judgments towards a target via
reaching, the physical reach characteristics of velocity, acceleration, path length, and trajectory were
different in the presence of visuo-motor congruent feedback versus the lack of feedback. These results
suggest that visuo-motor mismatch can affect task performance and psychomotor skills acquisition
in virtual reality simulation-based training.
A clutching mechanism refers to the ability to decouple the motor and control spaces,
allowing the user to relocate the control space manually in order to aid object selection. Thus if an
object was out of reach within their motor space, a user could initiate a clutching action to move
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the control space within range of the desired object. However, clutching could increase cognitive
load and fatigue, resulting in decreased user performance [54].
Similar in concept to clutching is enabling or disabling gravity. When a user drops an object
in free space without the influence of gravity, they would be able to relocate their hands and grasp
the object from a more advantageous spot without having to reinitiate a grasping action. Few prior
studies have examined the effect of gravity, one example being Slater et al. examining the effects
of gravity on the users sense of presence [95]. However, the authors found no significant differences
between the gravity and no-gravity condition on the sense of presence despite the laws of physics
being violated. This suggests that users may adapt to non-physical properties of virtual simulations.
Hinckley notes a common dilemma with regards to virtual object manipulation: one wants
virtual objects to violate reality so that one can do things that are not possible to do in the real world,
yet one also wants virtual objects to adhere to reality so that the human operator can understand
what to do [53]. Designing interfaces should be based on familiar actions to reduce learning time,
which results in users not being required to learn how to interact with the simulation in addition to
the training material. Hence, a virtual interaction metaphor that mimics reality could be classified
as literal or natural [98] with the advantage of being familiar to the user beforehand. On the other
hand, magic techniques such as the HOMER technique combine raycast selection with virtual handbased manipulation so that users can manipulate objects out of reach [17]. In this case, a balance
has been struck between natural and magic object manipulation that fully utilizes the advantages
of interaction in virtual reality.

2.2

Bimanual Interaction
Almost every physical task that humans partake in involves both hands either directly or

indirectly. For instance, handwriting was thought to be a unimanual task, but Guiard showed that
writing was 20 percent faster when the participants were able to use their non-dominant hand to manipulate the page [48]. Researchers have suggested that using two hands in parallel could improve
the efficiency of task performance rather than performing steps sequentially [25]. Hinckley et al.
found that two-handed inputs not only improve efficiency, they also make spatial input comprehensible to the user since it grounds the user in the interaction space, leading to less disorientation [54].
The researchers also note that novice users were able to operate the two-handed interface effectively
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within minutes [55], reinforcing previous work by Buxton [25] that users can transfer everyday skills
for manipulating tools with two hands to the operation of a computer, with little or no training.
Guiard proposed the Kinematic Chain (KC) Model [48] to systematically classify motor
actions using two hands. The basic principles include the non-dominant hand setting a dynamic
frame of reference for the dominant hand to make fine motor adjustments [56]. An example is
threading a needle. If one is holding the needle in the non-dominant hand, the dynamic frame of
reference aids the dominant hand in making fine motor adjustments. Both hands are performing
asymmetric actions where gross movements from the non-dominant hand inform the fine movements
of the dominant hand. Another principle says that the non-dominant hand initiates the action. VR
researchers in bimanual interaction regularly cite Guiard’s theoretical work to aid in the design of
their simulations [7, 32, 57, 107].
In order to objectively study bimanual interaction techniques in immersive virtual environments, Ulinski developed a taxonomy for classifying two-handed selection techniques for volumetric data [108]. Tasks can either be symmetric or asymmetric, indicating whether both hands
are performing the same action or not [48]. Tasks can be further subdivided into synchronous or
asynchronous, meaning the task is performed at the same time by both hands. Results indicate that
symmetric-synchronous bimanual selection techniques had the best accuracy, shortest completion
times, and the least amount of cognitive fatigue for data visualization and manipulation [108].
Previous research has demonstrated some of the benefits of using a bimanual interaction
metaphor. Gribnau et al. compared single vs. two-handed input for an abstract assembly task and
found that after some amount of training, the two-handed condition performed significantly faster
than the single-handed metaphor [46]. Likewise, Schultheis et al. found that their two-handed input
metaphor outperformed both mouse based and unimanual wand-based interaction metaphors for a
3D construction task [93]. Balakrishnan et al. showed that as long as the task remains asymmetric,
temporal benefits can be demonstrated [7], which reinforces Guiards KC model. Leganchuck et al.
found that as their bimanual task became more cognitively demanding, and performance over the
unimaual method became more pronounced [65]. Murayma et al. implemented the SPIDAR-G&G
bimanual interaction technique and demonstrated shorter completions times over the unimanual
6-DOF metaphor [79]. Boussemart et al. introduced a framework for untethered bimanual gesture
selection of 3D widgets [14]. Latulipe et al. developed the symSpline, a bimanual technique for
manipulating Bezier splines [64]. The researchers found that symmetric manipulation where both
9

hands are performing actions in the same frame of reference were preferable to the asymmetric
method. Based on the previous work, bimanual methods generally outperform unimanual methods
in near-field object manipulation tasks requiring high amounts of precision.

2.3

The Framework for Interaction Fidelity Analysis
Systematically categorizing different levels of interaction and display fidelity is important

for researchers to adopt in order to perform controlled studies and isolate the most important
contributors to task performance. Bowman et al. [20] described a list of components that are
important factors for display fidelity including:
• Stereoscopy: receiving different images per eye to perceive depth
• Field-of-view (FOV): the size of the visual field that the user can see instantaneously
• Field-of-regard (FOR): the total size of the visual field afforded by the display device
• Display resolution: total number of pixels displayed on the screen
• Display size: physical dimensions of the screen
• Refresh rate: how often the display draws provided rendered data
• Frame rate: how often rendered data is provided to the display
Likewise, previous research has attempted to systematize components of interaction fidelity.
Card et al. derived components such as the physical properties of position, movement, force, and
delta force about the linear axis, and the rotary axis properties including the angle, delta angle,
torque, and delta torque [26]. Froehlich et al. added to the list by including different methods of
controlling multiple degrees of freedom simultaneously by using isotonic, elastic, or isometric sensors
[41]. McMahan also suggested components such as positional and rotational accuracy, device location relative to the user, form factor, and button mappings [69]. However, McMahan found several
problems with this approach to systematizing interaction fidelity. Unlike Bowman’s display fidelity
taxonomy, where an increase in any component (e.g. display size necessarily resulting in higher
display fidelity), resulted in higher display fidelity, an increase in any one interaction component
does not necessarily result in higher interaction fidelity. For example, form factor is not a quantity,
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therefore increasing it is meaningless and does not lead to higher interaction fidelity. Additionally,
the proposed list of interaction components cannot be used to describe the difference between two
gestures. To illustrate, McMahan used the example of flicking the wrist in Wii Sports being interpreted as a high-fidelity gesture by the system since the Wii Remote only used accelerometers
to approximate user movement. Therefore, it is difficult for researchers to generalize their findings
when performing controlled evaluations of interaction fidelity across widely disparate domains. This
problem led McMahan to develop the Framework for Interaction Fidelity Analysis (FIFA) [69], where
interaction fidelity is systematically defined by categorizing different aspects and components in order to objectively analyze independent levels of interaction fidelity without the need for researchers
to make subjective decisions on what level of fidelity a given interaction technique attains.
In FIFA, interaction fidelity is the objective degree of exactness with which real-world interactions can be reproduced in an interactive system. Three main components of interaction fidelity
include biomechanical symmetry, control symmetry and system appropriateness. Biomechanical
symmetry relates to how comparable body movements are between a virtual and real task. It is subdivided into kinematics, kinetics, and anthropometry. Kinematic symmetry is the objective degree
of exactness with which a real-world body motion for a task (regardless of its causing forces) can
be reproduced through interaction to successfully complete a task. Objective measures of kinematic
symmetry include the position, orientation, linear and angular velocity, and linear and angular acceleration. Kinetic symmetry refers to the forces that cause the body to move. For example, jogging in
place would be considered to have lower kinetic symmetry compared to real jogging due to the forces
involved. Anthropometric symmetry deals with the exactness with which body segments involved
in the real-world task matches the body segments in a virtual task.
Control symmetry is the amount of correspondence between the control provided by an
interaction technique and the control possible in the real world. Control symmetry can be subdivided
into dimensional symmetry, transfer function symmetry, and termination symmetry. Dimensional
symmetry relates to how many axes of control are provided in the interaction technique as compared
to the real world. Two characteristics of dimensional symmetry are the number of control dimensions
(degrees-of-freedom) and integration (the simultaneous control of each degree of freedom). Transfer
function symmetry is related to the C/D ratio due to it being a mapping function between realworld actions and virtual input/output. Termination symmetry describes how an action is stopped
or terminated. After reanalyzing previous work using FIFA, McMahan found that higher levels of
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control symmetry had the greatest positive effect on user performance. In Experiment 1, we use
FIFA to systematically categorize the interaction fidelity aspects that we are interested in examining,
namely, the dimensional symmetry aspect. Experiment 2 explores the transfer function symmetry
aspect of interaction fidelity.
Factors that fall under the System Appropriateness category include: Input accuracy: how
close the reading is to the true value. Input precision: related to how consistent the readings are.
Latency: the temporal delay between input and feedback. Form factor: the shape and size of an
input device.
McMahan notes that previous research generally does not evaluate both interaction and
display fidelity in a controlled manner that avoids confounding the two [69]. Few studies address
tasks beyond simple view control tasks, hence there is a need for investigations on more complex
tasks that users may encounter in an actual virtual reality training simulation. The FIFA framework
is designed to address the issue of researchers systematically addressing each aspect of interaction
and display fidelity independently to obtain results that can be analyzed accurately. Nabiyouni et
al. used FIFA to categorize different aspects of their locomotion interfaces, namely the Virtusphere,
a large, omnidirectional walking mechanism, gamepad, and real walking [81]. The authors provide
a nuanced discussion of the effects of interaction fidelity in the context of FIFA and show that
moderate fidelity techniques (in this case, the Virtusphere), may perform worse than high fidelity
and well-designed low fidelity techniques.
In further research on the effects of degrees-of-freedom on object manipulation, Bowman
found that reducing the number of degrees-of-freedom significantly reduced the time to complete a
selection and manipulation task [19]. In addition, higher accuracy tasks had a greater effect on time
to complete in their 6-DOF condition compared to their 2-DOF condition. The higher accuracy tasks
required the user to manipulate a virtual object into a smaller area compared to the low accuracy
task. The amount of accuracy made little difference on time to complete for the 2-DOF condition;
however accuracy had a significant effect for the 6-DOF task, suggesting that higher degrees of
freedom affects performance to a greater extent for tasks requiring high amounts of accuracy.

12

2.4

Display Evaluation
Display fidelity and modality are important factors to consider when evaluating the ef-

fectiveness of VR simulations. Fish tank VR is a common display modality that incorporates a
stereoscopic image of a three dimensional scene using perspective projection coupled to the head
position of the observer [111]. Demiralp et al. examined the effects of a visual search task using a
fish tank VR display metaphor versus a CAVE and found that the fish tank metaphor was faster
and more accurate than the CAVE [35]. Their task was defined as looking-in where the user views
and manipulates a virtual world from the outside in, and interacts with a virtual object that are
smaller than his/ her body. In contrast, a looking-out task such as a navigating a building, shares
the users frame of reference and view the virtual world from the inside looking out. The researchers
also found that stereoscopy was a more significant factor than head-tracking when participants used
a 6-DOF hand-held device for their looking-in task. These results are similar to results found by
Ragan et al. who found that stereoscopy and head-tracking showed a significant improvement in a
small-scale spatial orientation task [89]. Arsenault et al. argued that for tasks requiring the ability
to look around objects, head tracking would be a significant depth cue for users [5]. Additionally,
the researchers found that stereoscopy was the most important factor for task performance in their
object tapping task.
Several previous studies have found a noticeable effect on user performance in highly immersive VR technology on tasks involving precise and careful inspection [92, 89] . Schuchardt et
al. showed that higher levels of immersion including head-tracking, stereoscopy and using all 4
screens of a CAVE improved user performance in visualizing complex underground cave data over
the low-immersion condition [92].

2.5

Virtual Training and Transfer of Knowledge
Demonstrating that knowledge gained in a virtual training simulation transfers to the real

world is a top priority for validating the use of virtual simulation for training. Shute et al. described
the rise of intelligent tutoring systems, detailing the past, present and future potential of immersive
learning environments [94]. The authors describe the benefits of VR learning that include the
potential to teach higher level cognitive skills that are difficult to acquire through didactic or passive
lecture-style delivery of facts. Further advantages of VR education include immediate, personalized
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feedback [39], improved student motivation [77], and potential for active learning.
Assembly tasks have been a well-researched area in virtual reality training. Boud et al.
found that assembly tasks can be taught in VR simulations, however haptic feedback was important
for efficient object manipulation [13]. Gutierrez et al. developed IMA-VR in order to teach both
cognitive and psychomotor skills related to industrial assembly [50]. Murray et al. described an
assembly and maintenance training tool [80].

2.6

Psychomotor Skills Learning
Psychomotor skills involve complex interactions between the perceptual (visual, auditory,

or tactile) and the motor output of manual work [29]. Initial demonstration, practice and feedback
are important aspects of teaching psychomotor skills [84]. Psychomotor skills assessment in virtual
reality has been evaluated in several laparoscopic surgery simulators that address the requirement
for surgeons to be precise with their incisions [43]. The researchers found that not only was the
virtual training simulation beneficial for properly teaching the laparoscopic procedure, it could also
be utilized to assess the aptitude of the surgeons and could distinguish between expert users and
novice users. By studying how expert users interacted with the system, strategies could be developed and employed to improve learning outcomes for novice users. Lehmann et al. demonstrated
that psychomotor skills acquired in their virtual endoscopic surgery trainer (VEST) system were
transferrable to physical reality [66]. However, few controlled studies have examined the effects of
virtual training on psychomotor skills acquisition outside of the healthcare domain.

2.7

Metrology Education
According to educators and practicing professionals, the demand for manufacturing skills

and knowledge exceeds the education supply in the engineering fields as of 2013 [59] with metrology
being a foundation for many domains [52, 112]. Metrology is the science of measurement and involves
precision tools such as calipers and micrometers. Online, virtual metrology simulations have been
investigated by Al-Zahrani and have been determined to be a valuable asset for metrology training
[2]. Their group developed simplified Java applets training users on how to read Vernier calipers and
micrometers. The simulation was minimally interactive, only allowing the user to slide the Vernier
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scale and the instruments drawn on the screen were highly abstracted. Our simulation builds
on the concept, incorporating real-time physics, bimanual interaction, and a scaffolded learning
environment. Similarly, Korczynski et al. developed a successful virtual laboratory consisting of
Java applets where students could learn about metrology and quality assurance topics [62].
Our collaborators at partnering technical colleges indicated that they wanted virtual reality
simulations to offload simple concepts such as learning how to take precise measurements using
calipers and micrometers to VR instead of spending valuable lab time. They especially wanted a
hands-on experience due to the potential for extending education to many different areas. However,
a mouse and keyboard metaphor does not replicate how a person would interact with physical objects
in the real world. Therefore, we have developed an innovative VR training simulation to meet the
needs of our collaborators and advance the field of 3D user interface research. We have modified our
metrology simulation to be a testbed for studying the effects of interaction fidelity on cognitive and
psychomotor learning outcomes and will detail our findings in the following chapters.
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Chapter 3

Initial Virtual Metrology Training
Simulation
In this chapter, we describe the iterative design and development of the virtual metrology
training simulation testbed.

3.1

Iterative Development
The virtual metrology training simulation has undergone three major revisions since its

inception. Version 1 was web-based and users interacted with the virtual objects via a keyboard and
mouse. Movement was constrained to the XY plane of the screen and the instruments could not be
rotated. The Razer Hydra was released soon after the initial web version which allowed a two-handed
interaction metaphor at a consumer level price point. Version 2 incorporated the Hydra while trying
to mimic the web-based version as closely as possible in order to minimize confounds for a potential
future study. Based on formative evaluations and feedback from stakeholders, we developed Version
3, which incorporated the Oculus Rift head-mounted display. Utilizing the Oculus allowed the virtual
end-effectors to be co-located with users’ physical hands, improving the biomechanical and control
symmetry of the interaction technique over the large-screen display metaphor.
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3.2

Version 1: Web-based Metrology Modules
The initial version of the virtual metrology simulation began as a web-based application

where the user interacted with the virtual objects via a mouse and keyboard (see Figure 3.1).
The trainee’s goal was to move calipers or micrometers to the correct position to take precise
measurements. The user could select the fixed part of the calipers or the frame of the micrometers
to move the whole instrument, or select the Vernier slide or micrometer thimble to clamp the tool
around the measurement object. The simulation guided the user step-by-step through the process
of taking a precise measurement using calipers and micrometers and provided immediate feedback
when they supplied incorrect measurements outside of a certain tolerance range. The concept of
a tolerance range is similar to how technicians evaluate measurements in a workplace setting. If a
measurement falls outside of the tolerance range, the part would be considered “out of spec” and
not safe for use. The virtual simulation benefited from the concept of a tolerance range due to the
limitations and accuracy of the physics calculations.
Graphical icons at the top of the screen allowed the user to zoom into the Vernier scale for
a closer look and they could use the built-in calculator to make conversions between the metric and
imperial measurement systems. The current instruction was displayed at the bottom of the screen for
the Introduction, Guided Practice and Exercise phases, which will be described in the next section.
When the user completed the current instruction, the “Next” button would highlight, indicating
that the user could advance to the next step. Users could navigate to any phase they wanted to by
clicking on the tabs at the top of the screen, or they could click on the home icon to go to a different
module. Version 1 has been deployed to our educational platform called EducateWorkforce.com. To
date, more than 2,000 students across the US have used the virtual simulations.
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Figure 3.1: Version 1: Web-based Metrology Modules

3.3

Version 2: Bimanual Interaction Metaphor
There is both a cognitive and motor aspect to learning how to properly use calipers and

micrometers and using a mouse may not properly teach the motor aspect. It also requires two hands
to teach the motor aspect since technicians generally use both hands to manipulate and stabilize their
instruments. Therefore, we implemented a bimanual interaction metaphor using the Razer Hydra
in Version 2 of the virtual metrology training simulation where users could select and manipulate
objects using both hands concurrently. We based the design of the interaction metaphors on a
formative evaluation using technical college instructors and pilot data. Furthermore, simplifying
the interaction metaphor could potentially lead to improved usability and research has shown that
dimensional symmetry or number of degrees-of-freedom afforded by the simulation has an impact
on user performance [19]. As a result, we have implemented two modes of interaction with varying
levels of dimensional symmetry. One mode allows full 6-DOF interaction where users have complete
control over the position and orientation of the virtual objects while the 3-DOF mode constrains the
movement to the XY plane of the screen with one axis of rotation about the Z axis similar to how
18

the web-based version enables interaction. We conducted a user study on the benefits of simplifying
interaction in this way and is detailed in the following chapter.

3.4

User Experience
The virtual precision metrology training simulation comprised of seven instrument modules

including an outside, inside, and depth micrometer, the outside, inside, and depth functions of
Vernier calipers, and a ruler. We employed a scaffolded learning approach in our virtual metrology
training application by dividing the modules into sub-sections consisting of an Introduction, Guided
Practice and Open Exercise phase. The progression between each phase promotes independent
learning as the trainee gradually becomes acquainted with the material.

3.4.1

Training Phase
The first training experience was designed to ease the user into selecting and manipulating

objects spatially using the two controllers. The user was tasked with picking up and dropping a ball
into a basket which forced the user to move the selection spheres along the +Z axis towards the screen
to pick up the ball and pull it closer on the -Z axis in order to clear the top of the basket: in essence,
demonstrating that the metaphor allowed for full 6-DOF interaction. In the 3-DOF condition, users
had to drag the ball to the bottom of the basket (due to the lack of gravity) in order to move onto
the next step. The training experience also allowed the user to become acclimated with the headtracked fish tank VR experience. Participants then completed the Introduction, Guided Practice and
Exercise phases of the ruler module which demonstrated the general flow of the following modules.
The ruler module was not included in the final analysis.

3.4.2

Introduction Phase
The Introduction Phase assumed no prior knowledge on the concept of using precision

metrology instruments and consisted of a series of textual slides describing each instrument in detail,
the names of the constituent parts, how to interact with each instrument, how to read and interpret
the measurement, and how the buttons on the controller mapped to certain actions, e.g. turning
the lockscrew, magnifying the reading, etc. Improvements were made to the Introduction Phase and
will be highlighted in Section 5.
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Figure 3.2: Introduction phase describing the instrument and interaction

3.4.3

Guided Practice Phase
In the Guided Practice phase, the user was interactively directed step-by-step through the

process of taking a precise measurement of an abstract object (see Figure 3.4). The instructions
were exactly the same for both the 6-DOF and 3-DOF conditions. Each step was read out loud via
text-to-speech by the simulation and also included the spoken text on the top bar of the screen. The
participant used both hands to naturally interact with the virtual objects to accomplish each step
and the simulation automatically proceeded to the next step when the current step was successfully
completed. A step was determined to be complete based on collision triggers or button press events.
The general steps for each instrument included calibration by checking to see if both zero marks
line up on the Vernier and main scales, manipulating the instrument and object into the correct
position, clamping the measurement by initiating the lock screw function, magnifying the view
and then inputting their measurement (see Figure 3.3). The simulation first showed where on the
instrument and the measurement object to align either the caliper jaws or the micrometer anvil. It
also showed how to open the caliper jaws or micrometer spindle by pressing the thumbstick while
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the instrument was selected. The next step was to use the lockscrew to lock the measurement in
place by pressing one of the face buttons on the Hydra. If the user submitted an incorrect answer,
they were asked to try again. Their answer was considered correct if it fell within a tolerance of
±1mm from the ground truth.

Figure 3.3: Steps taken to properly measure an object

Figure 3.4: Guided Practice Phase that takes the participant step-by-step through the process of
taking a precise measurement
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3.4.4

Open Exercise Phase
In order to ascertain how much the participant learned from the previous phases, the last

phase consisted of an open exercise (see Figure 3.5). Users were not provided with step-by-step
guidance and were tasked with repeating what they previously learned in the guided practice by
measuring real-world objects including gears, bearings and valves, as opposed to simplified abstract
objects. For each module, the user was tasked with taking two measurements and if the user’s
input fell outside the tolerance range, they were asked to try again and the number of attempts was
incremented by one.

Figure 3.5: Exercise Phase where participants do not receive guidance on how to take the
measurement

3.5

Apparatus
The virtual environment was displayed on an 80 inch (1824x1026 resolution) stereoscopic

display using Nvidia 3D Vision active shutter glasses [82] updating at 120Hz (see Figure 3.6). Users
were seated approximately 2 meters from the screen and the field-of-view was approximately 53◦ .
Large-screen displays have been shown to improve cognitive function potentially due to the expanded
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field-of-view commanding more visual attention over smaller displays [105, 106]. The 3D models were
created in Blender [11] and rendered using the Unity game engine [109]. In order to implement head
tracking, we attached an Ascension Flock of Birds [6] tracking sensor to the stereoscopic glasses
to provide motion parallax cues for a fish tank VR display metaphor in the 6-DOF condition. We
used Kooima’s algorithm for perspective correction [61]. The Flock of Birds was replaced by the
Microsoft Kinect [71] for the 3-DOF condition due to logistical issues with lab space. This could
introduce a confound, however prior to the study, we carefully calibrated the depth and motion
parallax parameters by taping a physical wooden 10x10x10 cm wireframe cube to the center of the
screen. We then modeled a virtual cube of the same dimensions, rendered it to be co-located with
the physical cube situated in front of the display, and then eliminated any registration errors for both
the Flock of Birds and the Kinect. An internal review of the registration between the physical and
virtual cubes between both tracking devices revealed no difference in head tracking. The simulations
ran on a PC (Core i7-920 2.6 GHz, Windows 10 64-bit) with an Nvidia GeForce GTX 970 GPU.

Figure 3.6: A participant interacting with the virtual objects in Version 2

The Razer Hydra (see Figure 3.7a) [90] was used for bimanual, 6-DOF interaction from
Version 2 onwards. The Hydra is a consumer level electromagnetic tracker with positional accuracy
down to 1mm and with angular accuracy down to 1 degree. It is one of the first commercial
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electromagnetic trackers designed to reach a wide audience and gamers specifically. The Oculus
Rift Development Kit 2 (see Figure 3.7b) [83] was used in Version 3 of the simulation to potentially
mitigate the visuo-motor offset experienced in the fish tank VR experience from Version 2. The
display includes a resolution of 960x1080 per eye, 75Hz refresh rate and 100◦ field-of-view.

(b) The Oculus Rift DK2 Head-Mounted
Display

(a) The Razer Hydra electromagntic tracking
device

Figure 3.7: VR hardware used to interact with the simulations

In order to generate a stereoscopic image, we used the Nvidia 3D Vision Pro kit which
included active stereo glasses that communicated with the emitter via radio frequencies. The Nvidia
API was used to set the inter-pupillary distance stereo parameter in Version 2 and was replaced by
setting the IPD directly using DirectX11 native stereoscopic APIs in Version 3.

3.6

Software
All modules were developed using the Unity3D game engine. The engine includes functions

for handling physics, generating user interfaces, and rendering 3D models. Boo, a programming
language based on Python, was used for the first and second versions of the application. The scripts
were written in C# for Version 3 due to Unity phasing out Boo. Blender was used for modeling
the objects, UV unwrapping the meshes, creating animations, and applying textures. We used the
Sixense Razer Hydra DLL from the Unity Asset Store for communication between the Hydra and
Unity and modified it to integrate with our event manager. We also used the Kinect Natural User
Interface plugin from the Asset Store to interface with the Kinect. We wrote a wrapper between the
Flock of Birds API and Unity for communication between the two.
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3.7

Implementation
In this section, we will describe how the virtual interaction metaphor was implemented and

the design choices that we considered.

3.7.1

Object Selection
Object selection was implemented by using a sphere as a 3D mouse cursor (see Figure 3.8).

The selector sphere would highlight when the bounding volume intersected the collider bounds of an
object, indicating to the user that she could pick up the object. The user could then pull the trigger
located on the back of the controller to select an object. The trigger closely maps to a grasping
gesture that a user would make if they were performing the same action in the real world.
Due to the event-based nature of Unity’s physics engine, we used a stack data structure to
handle selection. Collision enter events pushed the potential selection onto the stack and collision
exit events popped the object off the stack if the collision exit function returned a reference to the
current object selection. This allowed the system to recognize the latest object that the user had
selected and could account for any events that may have removed the current selection.

Figure 3.8: Selector sphere in relation to the Hydra controller

3.7.2

Object Manipulation
According to Bowman, a natural mapping between the physical hand and the virtual end-

effectors may not be ideal for most virtual environments due to objects potentially being out of reach
or too large to manipulate effectively [16]. Thus, we have designed our environment to ensure that
all virtual objects are within arm’s reach. In Version 3, if an object moved outside of arm’s reach,
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the user could press the thumbstick in to reset the position of the instrument and measurement
object. The virtual objects were relatively large with respect to the field-of-view in order to resolve
the Vernier scale better, but they did not occlude any portion of the virtual environment that was
critical for task completion.

Figure 3.9: The two coordinate vectors show the difference in position of the calipers and the
actual hand. Force and torque needed for the two vectors to converge is discussed below

Once the user selected an object by pulling the trigger on the Hydra, she could maneuver the
object to the correct position for taking a precise measurement. She could then use the thumbstick
to open or close the calipers or micrometers. The thumbstick was chosen due to the similar mapping
between how the user would open the calipers jaws in the real world compared to the virtual
interaction metaphor. When an instrument hit the table or the measurement object, a metallic
sound played. A start vector for position and orientation was cached to determine the offset between
the object’s center and the grasping point. As the user moved their hands in 3D space (6-DOF), a
certain amount of force and torque was applied about the offset to match the position and orientation
of the current selection sphere coordinates.
In Figure 3.9, the top left vector is the current selection sphere position and orientation and
the bottom right vector is the start position where the user initially picked up the calipers. We defined
a force and a torque multiplier with min and max parameters that changed based on whether there
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was a collision occurring between the objects. The fM (force multiplier) and tM (torque multiplier)
would smoothly interpolate between the min and max parameters when a collision occurred. These
scaling variables were added to the equations to account for general physics instability upon object
collision and help users make fine adjustments. They also prevented visual interpenetration between
objects similar to the Burns et al. method [24]. With improvements to the physics engine in Version
3 of the simulation, these variables were no longer necessary.
While no collisions were occurring, fM and tM were set high in order to quickly move the
object to where the user had the selection sphere and give the appearance of a 1:1 mapping. When a
collision did occur, both multipliers smoothly interpolated to their minimum values over a duration
of one second. Both min values were set relatively close to zero in order to be able to move the
object around despite a collision taking place. This resulted in the perception of a subtle magnetic
effect. Kitamura et al. demonstrated a magnetic metaphor for a block building task that resulted in
improved completion times, however their method rigidly snaps objects to pre-determined positions
while our method results in relatively small object motions [60]. The closer we set the min values
to zero, the higher the magnetic effect or “stickiness” value. Setting the min values relatively high
would cause the objects to slide against each other, and would make the interaction experience
cumbersome and difficult in the act of taking a precise measurement. In a formative evaluation with
a focus group of users, we tested many different combinations of parameters including drag and
angular drag settings, simulated mass, and physics engine settings such as clock speed, minimum
collider penetration, and friction coefficients, and finally settled on the current parameters.
The amount of force was scaled based on the distance between the two vectors as shown in
Figure 3.10. tpos and opos are the position vectors of the selection sphere and the object respectively.
tF is the total force after scaling the product of the position and directional vectors by fM.

→
−
a = tpos − opos

tF = â· k a k ·f M
Figure 3.10: Equation for calculating the amount of force needed to push one object to the target
position

Similarly, the amount of torque was scaled based on the angular value between the object’s
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rotation quaternion and the selection sphere’s quaternion. We used the physics equation T=I α (the
rotational analogue of Newton’s Second Law) where T = torque, I = the 3x3 inertia tensor and
α = the amount of angular acceleration required. We scaled the calculated torque by the current
torqueMultipler to find the torque needed to rotate the object to the destination.

3.7.3

Physics Considerations
Implementing an accurate physics model was challenging, particularly since the user had

6 spatial degrees-of-freedom using both hands simultaneously. We tried multiple ways of handling
physical interaction between the objects. Our first attempt was to parent the selected object to the
user’s hand. When we parented an object to another object, the child object’s position would be
updated in the main Unity loop which varies based on the frame rate. Physics calculations take
place in the FixedUpdate() callback function which executes at a constant rate. In our case, we set
the physics update rate to 100Hz. Since collisions were being calculated in the physics loop and
position was being set in the update loop, parenting the object caused significant instability.
We also tried to model the instruments as two rigidbodies connected by joints. For example,
the fixed main scale of the calipers was attached via a configurable joint to the Vernier slide. Each
rigidbody was assigned to a physics layer that did not send collision events when the colliders would
overlap. When an object collided with one of the rigidbodies on the instrument, the other rigidbody
would not react properly to the original collision, leading to unrealistic movements.
The solution was to use animations to implement sliding the Vernier scale. The advantages
include knowing exactly where the current reading was based on the normalized time of the animation. It also made both the fixed and Vernier parts appear as one rigidbody to the physics engine,
meaning collisions that occurred on one part affected the whole object. The disadvantage was that
when the user moved the Vernier slide, the animation would override the physics calculations because animations were set in the main loop, and the slide would penetrate the objects. We solved
the problem by disallowing the animation to proceed if there was a collision event passed in the
previous frame. We used invisible triggers to determine where the collision was taking place. This
allowed us to stop the animation if a collision event occurred, and allowed the calipers to open if
the user pressed the thumbstick in the opposite direction of the collision.
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3.7.4

After-Action Review Tool
All participant data were saved as XML files at the end of the simulation. We developed

an after-action review tool to track the strategies used by participants in each condition (see Figure
3.11). It was also used for data verification and comparing movements in real time. The tool allowed
us to go back and determine strategies that participants employ. For instance, we hypothesized
that in the 3-DOF condition, participants would abandon using two hands in favor of freezing the
measurement object in place and taking a measurement using one hand. This would effectively turn
a bimanual task into a unimanual task and would result in the loss of the benefits of synchronous
bimanual interaction.

Figure 3.11: After-action review tool

3.7.5

Graphical User Interface Design
Designing 3D user interfaces brings about a new set of challenges when using devices beyond

the basic keyboard and mouse. How does one input text during a simulation without keyboard
support? It was also difficult to see the small tick marks on the instruments even though they were
presented on an 80” high definition TV. In Version 2, we implemented a magnifier glass that used a
camera parented to the Vernier slide of the calipers and micrometers (see Figure 3.12). Users would
also need to press a button to pull up the numberpad to input their measurements. They would
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need to hover their selector sphere over a number then pull the trigger to make a selection. The
magnifier could be left open so the user did not have to memorize what their measurement was.
The instructions were in a text box hovering at the top of the screen and were also read out loud
via text-to-speech.

Figure 3.12: Measurement input using a numberpad and a magnifier glass in Version 2
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Chapter 4

The Role of Dimensional
Symmetry
In this chapter, we highlight the results from our first paper publication using the virtual
metrology training simulations [10]. In the context of McMahan’s FIFA framework [69], we examined
dimensional symmetry, the degrees of freedom afforded by the simulation compared to the degreesof-freedom afforded in the real world, and how it affected user’s performance and their ability to
transfer what they learned in the virtual environment to the real world. While enabling full 6DOF interaction may be more physically accurate, participants may have usability issues and could
potentially increase cognitive load thus decreasing the effectiveness of the simulation. In addition,
Bowman found that reducing the DOF from 6-DOF to 2-DOF resulted in significantly improved
task completion times [19].

4.1
4.1.1

Study Description
Participants
A total of 24 participants completed the usability study, of whom 8 were female and 16 were

male. Their ages ranged from 18 to 35 with an average of 24. All participants except for 2 reported
their right hand as being the dominant hand. In the 6-DOF condition, 4 participants reported prior
usage of calipers with a reported mastery of 2.75 out of 5, and 3 participants reported prior usage of
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the micrometers with an average mastery score of 2.33 out of 5. In the 3-DOF condition, 9 reported
prior usage of calipers with an average mastery of 2.55, and 6 had used micrometers before and
rated their mastery at 2.33. In order to ensure that innate spatial abilities did not bias the results,
the Guilford-Zimmerman Spatial Orientation Survey (see Appendix D) [49] was administered. A
paired t-test revealed no significant differences in spatial ability between users in both conditions.

4.1.2

Methodology

1. Participants would first read the informed consent and filled out an online demographics survey. The participant was then administered the Guilford-Zimmerman [49] spatial abilities
questionnaire.
2. The participant took the pre-cognitive assessment questionnaire (see Appendix E) to determine
their prior knowledge of calipers and micrometers.
3. The participant’s inter-pupillary distance was measured and used to set the appropriate stereoscopic view in the simulation. They would be seated in front of a mirror and would rest their
head on a chin support. Then they would close one eye and mark where their pupil was on the
mirror and repeat for the other eye. After that, the experimenter would measure the distance
between both marks to obtain the inter-pupillary distance.
4. As shown in Figure 3.6, the user was seated in front of a large-screen display and the interpupillary distance and participant ID were entered into the simulation.
5. The participant was then introduced to the controllers and given a training task in order to
become acclimatized to the movement, selection and manipulation features.
6. Participants interactively experienced 7 modules in the 3D simulation, one for each instrument
in this order: Ruler, Outside Calipers (OC), Inside Calipers (IC), Depth Calipers (DC), Outside Micrometers (OM), Inside Micrometers (IM), and Depth Micrometers (DM) (see Figure
4.2). Each module was divided into 3 phases consisting of an Introduction, Guided practice
and Exercise phase as described in Section 3.
7. Upon completing the simulation, the participant filled out a post-cognitive questionnaire (see
Appendix F where the questions were similar but not identical to the pre-cognitive assessment
questionnaire.
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8. The participant then completed the Post-Study System Usability Questionnaire (PSSUQ) [67],
Presence Survey [114], and the NASA TLX [51] (Appendix G, H, I).
9. Lastly, the participant completed a psychomotor assessment (see Figure 4.1 and Appendix
J) in which they had to use the metrology devices learned in the VR simulation to perform
real-world measurements.

Figure 4.1: A participant completing the real-world psychomotor skills assessment
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Figure 4.2: All virtual instruments and objects

4.1.3

3-DOF Condition
In the 3-DOF condition, the measurement instruments and objects were constrained to

the XY plane of the virtual workbench (see Figure 4.3). Users could rotate the objects about
the Z-axis that pointed into the screen. Rotation about the Z axis was chosen due to the camera
perspective looking down on the workbench head on. Rotation about the other axes did not afford
any maneuverability advantages. Gravity was not enabled in this condition since objects could not
translate in the Z direction. Simplifying the interaction metaphor by minimizing the degrees-offreedom could potentially lead to improved usability and accuracy, however it does not have a high
amount of biomechanical or control symmetry compared to a full 6-DOF interaction metaphor. The
study was designed to provide empirical evidence of the efficacy of reducing interaction fidelity in
relation to psychomotor and cognitive learning outcomes, usability, presence, and workload. The
3-DOF condition was designed to closely mimic the mouse and keyboard interaction metaphor in
Version 1 for potential future studies.
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Figure 4.3: 3-DOF condition where movement is constrained on the XY plane

4.1.4

6-DOF Condition
The 6-DOF condition allowed the user to position and orient the virtual objects in however

way they felt was best for taking a precise measurement (see Figure 4.4). The 6-DOF condition has
a higher amount of biomechanical and control symmetry compared to the 3-DOF condition similar
to how users have full position and orientation freedom in the real world. One potential issue with
the 6-DOF condition was picking up objects from the correct spot. If the user grabbed the object
and later realized they could not twist their wrist in the right position, they had to drop the object
and grab it from a different spot. Gravity was enabled for this condition, but the gravity vector
was pointed into the screen which could have caused confusion for participants. That is why for
Version 3 and Experiment 2, we re-oriented the camera to face up with the gravity vector pointing
down relative the user and implemented a gravity and no-gravity condition to evaluate any usability
improvements.
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Figure 4.4: 6-DOF condition allowed for full control of the instrument and measurement objects

4.2
4.2.1

Measures
Cognition Questionnaires
We analyzed the differences in participants’ scores between a pre and post cognition ques-

tionnaire across each of the five levels of Bloom’s Taxonomy [12], namely Knowledge, Comprehension,
Application, Synthesis and Evaluation (see Appendix E and F). Bloom’s Taxonomy is used by educators to design and evaluate educational material. Lower levels such as Knowledge relate to the
transference of facts to the learner but do not require higher order thinking. Higher levels indicate a
mastery of a subject and meaningful personal development. Each question in the cognition questionnaires were assigned a level as determined by subject matter experts from our partnering technical
colleges. An example question from the pre-cognition questionnaire asked the user to identify an
inside micrometer from an image and in the post-cognition questionnaire, the user was shown a
depth micrometer and asked to identify what instrument was pictured. Both questions fell into
the Knowledge level of Bloom’s taxonomy. An Evaluation level question asked the user to read a
measurement and determine if it met a specification requirement. We examined the pre and post
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cognition scores in each of the different levels of Bloom’s Taxonomy as a within-subjects repeated
measure.

4.2.2

Real-World Psychomotor Skills Assessment
The psychomotor skill based assessment tasked the participants with taking real-world mea-

surements of similar objects modeled in the virtual environment (see Figure 4.1 and Appendix J).
Percentage correct was calculated the same way the virtual environment determined correctness by
comparing the user input to the ground truth. If the user supplied a measurement that was within
a ±1mm tolerance range, the measurement was considered correct. During the psychomotor assessment, users could choose whichever instrument they felt was the most appropriate for the given task.
For instance, one of the tasks was to measure the inside depth of a valve. The depth micrometer
would have been inappropriate to use because the stem could not reach all the way into the valve.
In that case, the depth function of the calipers would have been the most appropriate instrument
to use. Similar to the Exercise phase in VR, participants were also graded on whether or not they
calibrated the instrument and used the lockscrew during each measurement.
Table 4.1: Skill based assessment tasks
Task #

Measurement Object

Appropriate Instrument

1

Outside rim of the bearing

OC (Outside Calipers)

2

Depth of the bearing

DM (Depth Micrometers)

3

Thickness of the gear

OM(Outside Micrometers)

4

Inside rim of the gear

IM (Inside Micrometers

5

Depth of the valve

DC (Depth Calipers)

6

Inside rim of the valve

DC (Depth Calipers)

7

Inner ring of the bearing

OC (Outside Calipers)

Tasks in the psychomotor assessment were categorized according to Dave’s Psychomotor
Taxonomy [34] (see Figure 4.5). Simple measurements were grouped into the Precision level of the
taxonomy which states that the user is able to execute the learned skill reliably, independent of help.
Tasks 1 through 5 (see Table 4.1) only asked the participant to take one simple measurement on a
gear, a valve or a bearing and were grouped into the Precision level. More advanced questions asked
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the user to apply what they learned to a unique scenario and were categorized into the Articulation
level of the taxonomy. During Task 7 for instance, the participant was asked to take 4 measurements
of the inner ring of a bearing and report whether it met the correct specification. They needed to
adapt to the non-standard objective and comprehend that the correct way to answer the question
was to consider if the difference between the maximum and minimum measurement fell within the
specified tolerance range. Task 6 was similar and both were grouped into Articulation.

Figure 4.5: Dave’s Psychomotor Taxonomy

4.2.3

Virtual Manipulation Performance Variables
In the Exercise phase of the virtual simulation, we recorded how well the participant was

able to maneuver the object and instrument into place to take a proper measurement as well as how
accurate their reading of the Vernier scale was. The bounding volumes of the colliders around the
edge of the objects provided a ground truth for the correct answer. For instance, if the bounding
volumes for the caliper jaws and the gear were perfectly aligned, the user would read exactly the
right measurement produced by the simulation on the Vernier scale. However, small differences in
angle and position could skew the results. Therefore we set a tolerance of the measurement to ±1mm
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from the ground truth before the simulation allowed the participant to advance to the next step. If
the user entered a measurement that was outside the tolerance range, the simulation asked the user
to try again and the number of attempts was incremented by one.
We calculated the physical difference by taking the absolute difference of the ground truth by
the current measurement on the calipers or micrometers at the time of submitting the answer. The
physical difference was a measure of the motor aspect of the participant’s psychomotor ability. The
simulation also recorded the actual reading of the Vernier scale on the calipers and the thimble on
the micrometers at the time of submitting a measurement. Therefore, we could measure the reading
difference as the absolute difference between the user input and the instrument readings to gauge
if participants were learning how to read the Vernier scale properly independent of motor ability.
The user answer difference was the absolute difference between the ground truth and what the user
supplied as an answer. It was a measure of both how well the user maneuvered the instrument to
take a good measurement as well as how well they were able to read and interpret the Vernier scale.
In addition, time to complete each exercise was recorded.

4.2.4

Subjective Response Questionnaires
Participants reported their perceived workload, presence and system usability on the NASA-

TLX, Presence, and Post-Study System Usability Questionnaire (PSSUQ) respectively. In the
NASA-TLX perceived workload questionnaire, participants rated each of the categories including
mental demand, physical demand, temporal demand, performance, effort and frustration on a 20point scale and was then asked to make pair-wise comparisons between each category (see Appendix
I). The final score per category was weighted based on the initial rating multiplied by the pair-wise
count. Participants were asked to respond on a Likert scale regarding their impressions of their interaction in the VR system for both the Presence and PSSUQ questionnaires. A total of 22 questions
were asked on the PSSUQ that spanned topics ranging from usability, usefulness, task performance,
interest, satisfaction, frustration, enjoyment and information presentation (see Appendix G). The
Presence questionnaire contained 29 questions focusing on the participant’s subjective feeling about
the virtual simulation (see Appendix H).
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4.3
4.3.1

Results
Cognition Scores
A 2 × 2 mixed model repeated measures ANOVA was performed on the mean scores of each

of the levels of Bloom’s taxonomy including Knowledge, Comprehension, Application, Synthesis, and
Evaluation, with a significance level of α=0.05. The within-subjects effects were the mean pre and
post scores, and the between-subjects effects were the levels of dimensional symmetry represented
by the 3-DOF and 6-DOF conditions (see Table 4.2 and Figure 4.6). Interaction effects were also
tested between the interaction metaphors and the pre- and post- test sessions. All levels of Bloom’s
Taxonomy revealed a significant main effect of session (pre and post scores), however no significant
differences were observed between conditions or session by condition.

Figure 4.6: Overall pre/ post scores categorized by Bloom’s Taxonomy
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Table 4.2: Shows the significant effects between the pre and post tests by each level of Bloom’s
Taxonomy
Level
Knowledge

Effect
Pre(M=53.26%) <

F Statistic

p

F(1, 21)=16.56

0.001

F(1,21)=39.669

0.001

F(1,21)=25.35

0.001

F(1,21)=10.8

0.003

F(1,21)=75.44

0.001

Post(M=76.08%)
Comprehension

Pre(M=30.43%) <
Post(M=76.82%)

Application

Pre(M=66.67%) <
Post(M=95.65%)

Synthesis

Pre(M=36.95%) <
Post(M=73.91%)

Evaluation

Pre(M=36.96%) <
Post(M=93.48%)

4.3.2

RW Psychomotor Assessment Results
After participants learned how to use the precision metrology instruments in the 3-DOF

and 6-DOF interaction conditions, participants performed a real-world workbench test in which
participants were asked to perform a series of seven precision measurements of various objects where
a variety of instruments were provided to them. This test was administered as a means to evaluate
how the different interaction conditions (3-DOF vs. 6-DOF) affected the transfer of knowledge and
experience to precision measurement tasks to the real-world. Experimenters scored the participants’
performance with respect to the choice of instruments, time to complete, and correct completion of
the measurement steps for a specific instrument. An ANOVA analysis did not reveal a significant
main effect of condition, or a significant main effect of mean scores with respect to procedure recall,
proper choice of instrument, and time to complete in the psychomotor skill based assessment.
In order to compare the psychomotor performance of participants in the real-world skills
assessment task by 6-DOF and 3-DOF interaction fidelity conditions, we performed a 2 × 2 ANOVA
analysis on the user reported measurements and answers to the tasks in Table 4.1. The withinsubjects variable was the scores categorized by the two applicable levels of psychomotor learning
based on Dave’s taxonomy, and the between subjects variable was the interaction condition. We
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found a significant interaction effect, F(1, 21) = 4.9 with a p = 0.047 on the measurement accuracy
and answers provided in the psychomotor assessment. Participants who experienced VR training in
the 3-DOF condition scored significantly lower in Precision component (M = 53.64%, SD = 32.02) as
compared to the Articulation component (M = 69.09%, SD = 24.27) of the real-world psychomotor
assessment test. Whereas, participants who experienced VR training in the 6-DOF condition scored
significantly higher in the Precision component (M = 68.33%, SD = 26.57) as compared to the
Articulation component (M = 53.33%, SD = 17.75) of the real-world psychomotor assessment test
(see Figure 4.7).

Figure 4.7: Line graph showing the interaction effect between 3-DOF and 6-DOF interaction
fidelity conditions and mean scores on Precision and Articulation categories of Dave’s Psychomotor
assessment taxonomy
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4.4

Objective Performance Variables in VR
We empirically compared the results of the participants’ performance in the Exercise phase

during the VR training experience between the 3-DOF and 6-DOF conditions. Analysis was conducted on performance variables including the number of attempts, the physical difference and the
reading difference. A t-test revealed a significant effect on the physical difference between the 3-DOF
(M = 0.024, SD = 0.0275) and the 6-DOF (M = 0.0346, SD = 0.0327) with t(276) = -2.991, p =
0.003 (see Figure 4.8). However, no significant effects were found on the number of attempts, user
answer difference, and reading difference.

Figure 4.8: Significant difference between the 6-DOF and 3-DOF conditions by the physical
difference (error bars represent 95% CI)

The simulation recorded the time to complete each instrument module for both the Guided
Practice and Exercise phases. Time to complete in the Guided Practice phase in the depth caliper
module revealed a significant difference between the 6-DOF (M = 145s, SD = 74.5) and 3-DOF
condition (M = 233.8s, SD = 105.6) with p = 0.04 (see Figure 4.9). Furthermore, there was a
significant difference between the 6-DOF (M = 401s, SD = 208.7) and the 3-DOF condition (M =
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197.5, SD = 104.2) with a p = 0.006 for the Exercise phase of the inside caliper module (see Figure
4.10). No significant differences for time to complete were observed in any other phase or module.

Figure 4.9: Guided Practice time to complete by instrument module (error bars represent 95% CI)

Figure 4.10: Exercise time to complete by instrument module (error bars represent 95% CI)

The distance the participant moved their dominant and non-dominant hands were recorded
in order to determine if Guiard’s bimanual principles were upheld with respect to the spatial temporal
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frame of reference set by the non-dominant hand. A t-test between conditions revealed significant
differences on cumulative dominant hand distance in the outside caliper (6-DOF M = 15.5m >
3-DOF M = 5.34m, p = 0.0019), inside caliper (6-DOF M = 30.7m > 3-DOF M = 8.67m, p =
0.015), depth caliper (6-DOF M = 17.8m > 3-DOF M = 7.5m, p = 0.04), and inside micrometer
(6-DOF M = 11.1m > 3-DOF M = 5.3m, p = 0.016) Exercise phases. In addition, cumulative
distance covered by the non-dominant hand was significantly different in the inside caliper exercise
phase (6-DOF M = 31.1m > 3-DOF M = 10.71m, p = 0.037). The total distance covered by the
virtual instruments and objects were significantly higher in the 6-DOF condition as compared to the
3-DOF condition, but they are not reported as these results were clearly attributed to the absence
of 1 degree of freedom of motion in the 3-DOF condition.

4.4.1

Subjective User Responses
Participants rated the usability of the simulation on a Likert scale from 1 being the least

favorable to 5 being the most favorable. In all categories, participants rated their experience above
a 3 on average. An independent samples t-test was performed to evaluate the effects of interaction
condition on the subjective ratings on each of the categories in the PSSUQ. The analysis revealed that
participants in the 6-DOF condition (M = 2.91, SD = 1.24) rated their VR interaction significantly
lower than participants in the 3-DOF condition (M = 4.05, SD = 0.83) with respect to “efficiently
completing their mission using the system” t(21) = -2.68 and p = 0.014. This implies that they
found the 6-DOF interaction fidelity somewhat cumbersome to interact with as compared to the
3-DOF interaction condition in effectively completing the precision measurement pedagogical tasks
in the VR simulation.
An independent samples t-test was conducted to examine the significant effect of condition
on the responses on the Presence questionnaire. The analysis did not reveal any significant difference
in the sense of presence measures by condition. Also, an independent samples t-test was conducted
to examine the significant effect of condition on the responses to the various dimensions of the
NASA-TLX workload assessment. The analysis likewise did not reveal any significant effects of the
interaction condition on the cognitive and physical load of the participant.
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4.5

Discussion
We found that in all the levels of cognition based on Bloom’s taxonomy, participants scored

significantly higher in the post-test questionnaire than in the pre-test questionnaire, in both the
3-DOF and 6-DOF conditions. But, we did not find a significant effect of condition, revealing
that the reduced degrees of freedom did not adversely affect the learning outcomes with respect to
basic cognition on each of the levels of Bloom’s taxonomy. Therefore, the VR simulation employing
bimanual interaction seems to be effective in teaching all levels of cognitive functions pertaining
to Bloom’s Taxonomy in the precision metrology domain. While we expect users to improve their
cognitive scores, it is important to establish statistical significance between the scores to determine
cognitive improvement and it was encouraging that improvement was shown across all levels of
Bloom’s taxonomy for both metaphors including the higher categories which are traditionally more
difficult to teach.
Interestingly, participants who used the 6-DOF interaction metaphor scored significantly
higher on Precision level tasks as compared to Articulation tasks. The Precision level tasks on the
psychomotor assessment were about taking proper measurements by maneuvering the instruments
into the correct position and the Articulation tasks focused on applying knowledge gained to new
situations. The Precision means suggest that the truer-to-life 6-DOF metaphor more accurately
taught the motor aspect to users as compared to a simplified 3-DOF metaphor. However, the 6-DOF
Articulation means were significantly lower than the 3-DOF. The Articulation means indicate that
the cognitive side of the psychomotor skills were not properly addressed for the 6-DOF participants.
This could be due to cognitive overload but results from the NASA-TLX did not reveal a significantly
different amount of perceived workload between both conditions.
Only one significant difference was found in all three of the subjective user responses. Participants in the 6-DOF condition felt they could not complete their task effectively compared to
3-DOF which could be a result of a steeper learning curve for interacting in 6-DOF. This result
indicates that higher degrees of freedom may overburden the user and can cause the user to feel like
they were not completing their task effectively. There was a risk in that the 6-DOF condition may
have caused a significantly higher amount of frustration compared to 3-DOF but it turns out this
was not the case according the results of the TLX.
The significant effect of the physical difference observed in the VR exercises indicates that
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participants in the 3-DOF condition were able to manipulate the instrument into a better position for
taking measurements as compared to the 6-DOF condition. VR simulations employing fewer degrees
of freedom may find that reducing the number of DOF improves user performance but potentially at
the expense of psychomotor skills transference as indicated by the psychomotor assessment results.
We did observe a significantly faster completion time for the 6-DOF condition in the Guided Practice
phase of the depth caliper module, however there was a significantly slower time for the 6-DOF
condition in the Exercise phase of the inside caliper module. These contradictory results coupled
with all of the other non-significant results with regard to task completion time makes it difficult
to definitively conclude that one interaction metaphor was more efficient compared to the other.
The significant results pertaining to distance the dominant hand travelled indicates that Guiard’s
bimanual interaction principles were upheld in the 6-DOF condition with respect to setting a frame
of reference with the non-dominant hand and making precise movements with the dominant hand.
Users in the 3-DOF condition generally adopted a unimanual approach after first manipulating the
measurement object into place, however this did not have a significant impact on performance in
terms of time to complete or accuracy except for the physical difference but could be due to the
fewer degrees of freedom required to take a measurement.

4.6

Lessons Learned
One potential issue with the 6-DOF condition was that participants seemed to be unwilling

to maneuver objects in the Z direction (the axis pointing towards the screen) and were not taking
full advantage of the interaction space. When they picked up an object, they would hover close to
the virtual workbench and not pull the objects closer to them. When they had to rotate the object,
the instrument would collide with the workbench which could increase time to complete and affect
system usability. The 3-DOF condition did not suffer from this problem because objects could not be
rotated to collide with the workbench. We hypothesize that the problem may be due to the camera
perspective. The overhead perspective was initially chosen to imitate the Web-based modules so
that future studies could directly compare the mouse and keyboard interaction metaphor to the
Hydra metaphor. However, since participants were not taking advantage of the full interaction area,
we wanted to see if we could change their behavior in the next iteration of the application.
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Chapter 5

Evaluating Presentation Method
and Physics Fidelity
By incorporating the lessons learned from the previous study, we have developed Version 3
of the bimanual metrology training simulation. Participants may now view the virtual environment
in the Oculus Rift HMD or in a fish tank virtual perspective similar to the 6-DOF condition in
Experiment 1, but now featuring a rotated camera perspective (see Figure 5.1) with the gravity
vector pointing down relative to the user. The physics fidelity was modified by enabling or disabling
gravity to see if any improvements to usability could be observed. When gravity is disabled, users
can release the trigger to clutch or freeze the object in mid-air, then reorient their hands to grasp
the object from a more advantageous spot. Here we will describe the latest simulation enhancements
and a user study to determine the usability and pedagogical benefits.

48

Figure 5.1: Version 3 of the simulation with a new camera perspective

5.1

Version 3 Enhancements
We have made several significant improvements to the display fidelity and system usability

in Version 3. Using native DirectX 11 stereoscopic APIs, real time shadows were implemented for
both conditions. In Version 2, the workbench texture was visually noisy to aid the participant in
depth estimation, mainly due to shadows not working properly before native DirectX 11. Physicallybased materials that react more accurately to light replaced the diffuse shaders from the previous
version. In addition to the selector sphere, a transparent Hydra controller was added to help the
participant determine their hand position and orientation relative to the selector sphere.
Physics fidelity was significantly improved in part due to the upgrade to PhysX 3.3 in Unity
5. Mesh colliders replaced primitive colliders that permitted a tighter bounding volume around the
virtual objects. Instability from physics collisions was also greatly diminished, reducing the need
for a “stickiness factor,” so we removed the fM and tM scaling variables from our physics equations
from Section 4.
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5.2

User Interface Enhancements
Screen-space graphical user interface elements would not be as effective in an HMD so we

had to redesign how we displayed information to the user. In Version 3, the current instruction
was displayed on a projector in front of the user and was easily visible for both the HMD and
IMD (Immersive Display) conditions. We added highlights on the Vernier calipers and micrometers
to indicate where the participant should look to take a precise measurement. During the Guided
Practice Phase, participants could pick up the calipers or micrometers and slide the Vernier slide
or rotate the thimble and see their current measurement update in real time (see Figure 5.2). The
previous Introduction phase had pictures of where the user should place the caliper jaws on the
object to take a measurement. This step was made interactive in Version 3 and had the participant
move the instrument into the correct place before proceeding to the next step.

Figure 5.2: Highlights and projector information show the participant how to read the current
measurement

After implementing the HMD condition, we determined that using the input methods from
Version 2 (see Figure 3.12) was not appropriate for inputting numbers in the HMD. Radial menus
have been shown to improve task completion time and user preference in 3D user interfaces [33, 31].
Therefore, we used a radial menu that faced the camera at all times and would be enabled by pushing
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one of the face buttons on the Hydra. The user would then point the thumbstick to the number
they wanted and pulled the trigger to select it. The projector in front of the user updated based
on their input (see Figure 5.3). The radial menu was attached to the user’s hand, taking advantage
of what Mine et al. described as Physical Mnemonics or storing menus and widgets relative to the
user’s body [74].

Figure 5.3: Radial menu for inputting the measurement

5.3

End-Effector Co-location
In Version 3 of the simulation, we decided to use the Oculus Rift DK2 and compare it to

the original large-screen stereoscopic display. When the user was in the immersive display condition
(IMD), they were looking at the screen with their hands in their peripheral vision (see Figure 5.4a).
In other words, their end-effectors were not co-located with their physical hands. When performing
these tasks in the real world, their visual attention would be directed down towards their hands. The
HMD afforded the ability to look down directly at the user’s hands when using the simulation. This
would reduce the sensory motor mismatch between what the user is visually attending to versus what
their hands were doing (see Figure 5.4b). However, Teather et al. found no significant difference in
participants’ abilities to maneuver a 3D object in a co-located vs disjointed manner, suggesting that
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participants could quickly adapt to the offset in a 3D spatial task [102].

Figure 5.4: a)Visual attention is directed away from the user’s end-effectors (red and green dots) in
the immersive display (IMD) condition thus resulting in a visuo-motor transfer function. b) Visual
attention is directed toward the co-located end-effectors in the head-mounted display (HMD)
condition

5.4

Physics Fidelity with Respect to the Presence of Gravity
While reviewing participant strategies from Experiment 1, some participants had difficulty

grabbing the virtual objects from the correct position the first time they picked up an object. Oftentimes they would maneuver an object and realize it was not in a good place to take a measurement,
so they would drop the object and pick it up from a different position or orientation. This strategy could add a significant amount of time to complete the task and also could potentially add to
user frustration. Therefore, we implemented a version of the simulation where we could change the
physics fidelity by turning gravity off so that participants would be able to grab the object from a
different position without having to pick it up off of the table. McMahan defined simulation fidelity
as the objective degree of exactness with which real-world physics and characteristics are reproduced
in a simulation, but did not detail each component so we consider enabling or disabling gravity as a
simulation or physics fidelity factor [69]. Disadvantages of the no-gravity condition include losing the
frame of reference that the non-dominant hand provides according to Guiard’s bimanual principles
[48] if the participant adopts a unimanual strategy. The virtual world would also not mimic the real
world and could have adverse effects on motor skill training.
Hinckley describes a clutching or freezing mechanism that is similar to our no-gravity con52

dition [56]. In their study, users could clutch the visualization in place, however they observed
that when clutching occurred, the frame of reference supplied by the non-dominant was no longer
useful and participants became confused when they tried to use their non-dominant hand to aid the
dominant hand in the fine-motor task, reducing their accuracy. Our proposed study differs in that
participants may or may not choose to drop the measurement object in place and they may adhere
to using both hands simultaneously.

5.5

Study Description
In order to examine the effects of presentation method and the presence of gravity on

usability and learning outcomes, we have designed a 2 × 2 study with gravity either enabled or
disabled, and an HMD versus a head-tracked, stereoscopic immersive display (IMD). The HMD
allows for natural head movements that mimic how one would take measurements in the real world
compared to the IMD condition. However, users generally do not have experience with an HMD
which could result in worse performance and perceived usability. Disabling gravity could aid in object
manipulation and result in improved usability, but this may have an effect on how users accomplish
the task and could result in worse performance if the user adopts a unimanual because they will be
losing the dynamic frame of reference set by the dominant hand during object manipulation. We
observed this behavior in the pilot studies and we predict participants will also adopt a unimanual
approach in the no-gravity condition. These issues led to our research questions and hypotheses.

5.5.1

Research Questions

1. How does the presentation method in terms of using an HMD or immersive display affect both
cognitive and psychomotor learning outcomes?
2. How does presentation method affect user performance and preference?
3. Does enabling or disabling gravity aid the learning process or affect user performance and
manipulation strategies?
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5.5.2

Hypotheses

1. Participants will score significantly lower in usability and performance metrics in the IMD
condition compared to the HMD condition
2. Participants in the no-gravity condition will score significantly lower in usability and performance metrics
3. Psychomotor learning outcomes will be significantly lower in the no-gravity condition

5.5.3

Methodology
The study design was similar to Experiment 1. We replaced the Guilford-Zimmerman

(GZ) test with the Cube Comparison Test (see Appendix C) due to the Cube Test representing
three-dimensional mental rotation better than the GZ test. Inter-pupillary distance (IPD) will now
be measured using the Oculus Rift IPD tool as opposed to using a mirror in Experiment 1. IPD
measurements will be more consistent with this method because it does not rely on the experimenter
taking the measurement. Instead of two open exercise trials per instrument, we have changed to it
five trials with the first two containing the Vernier scale highlight for one extra layer of scaffolding
before taking a measurement with no additional help provided.
We have added two new training scenarios in addition to the ball dropping in the basket
task. In order to assist the participant in getting comfortable with utilizing all of the interaction
space, a wood block test was designed where the goal was to pick up and drop a triangle, cube,
and a cylinder into a block with the correspondent shapes cut out. In addition, we implemented a
rail path where participants needed to select and move a torus to the end of a rail, which promoted
both position and orientation manipulation skills. Both of these training scenarios generally took
less than two minutes to complete.

5.6

Measures
The measures for this experiment followed closely with the previous measures. Participants

were administered a pre and post cognition questionnaire immediately before and after exposure in
the VR environment. Questions were developed by subject matter experts and were categorized into
five levels of Bloom’s Taxonomy [12] including Knowledge, Comprehension, Application, Synthesis
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and Evaluation. Questions in the pre-test were similar, but not exactly the same as the post-test.
For example, a pre-test Knowledge level question asked the user to identify an inside micrometer
and the post-test asked the user to identify a depth micrometer from an image.
Time to complete was recorded for each of the 5 trials in the Exercise phases as well as
the Guided Practice phases. Additionally, the number of physical contacts between the virtual
instrument and the measurement object were recorded to analyze how many times the objects
collided. The simulation did not allow the user to advance to the next step until they supplied an
answer that was within a ±1mm range from the ground truth. When the user supplied a correct
answer, the simulation recorded the user’s answer and the reading that the measurement instrument
displayed at the time of submission. Otherwise, the number of attempts was incremented and
the user was asked to try again. The absolute value of the difference between the reading on the
instrument minus the ground truth was defined as the Physical Difference. It was a function of
the user’s ability to maneuver the virtual object to the correct position and was a measure of the
user’s motor skill. A Physical Difference measure of 0cm would indicate that the user clamped the
measurement instrument perfectly. The Reading Difference was defined as the absolute value of the
difference between what the user supplied as an answer minus what the instrument displayed at the
time of submission irrespective of the ground truth. The User Answer Difference was a combination
of both the cognitive and motor skill of the user and was measured by taking the absolute value of
the ground truth minus the answer supplied by the user.
In order to evaluate skill transference to the real world, a psychomotor assessment was
administered at the end of the experiment. Participants were asked to take real-world measurements
using the same metrology instruments from the simulation. They were video recorded and time to
complete was measured by a reviewer. After interacting with the virtual environment, subjective
usability, perceived workload, and presence were measured with the PSSUQ [67], NASA-TLX [51],
and the Witmer et al. Presence Questionnaire Ver. 3.0 [114]. The NASA-TLX first asked the user
to rate their perception of workload on a 20-point scale in categories including Mental Demand,
Physical Demand, Temporal Demand, Performance, Effort, and Frustration. Next, participants
made pair-wise comparisons between each factor. The final weighted score was the sum of the pairwise counts for each factor multiplied by the normalized scale. Questions on the Presence Survey
were rated on a 7-point scale and were categorized into factors including Involvement, Sensory
Fidelity, Adaptation/Immersion, and Interface Quality (see Appendix H to see how each question was
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categorized). The PSSUQ usability questions were measured on a 5-point scale and were classified
into System Usability, Information Quality, and Interaction Quality (see Appendix G).

5.7

Participants
Forty-one volunteers (7 female, 34 male) were counted in the analysis (see Table 5.1). One

participant was dropped due to technical issues. Participants were recruited from computing and
engineering classes and were monetarily compensated. Ages ranged from 18 to 38 with a mean
of 23.1. We asked participants to volunteer only if they had little to no prior usage with calipers
and micrometers. The demographics questionnaire asked about prior usage with calipers and micrometers and participants were asked to rate their mastery on a 5-point scale if they had used the
instruments before. Seventeen participants (with reported mastery level M = 2.4, SD = 1.3) stated
prior use of calipers and most commented that it had been several years since they had used the
instrument. Five participants (reported mastery M = 2.8, SD = 1.1) stated prior use of the outside,
inside, and depth micrometers.
Table 5.1: Shows the experimental design and number of participants per condition
Presentation Method

5.8
5.8.1

HMD

IMD

Physics

Gravity

10

11

Fidelity

No Gravity

10

10

Quantitative Analysis
Cognition Scores
A 2 × 2 × 2 mixed model repeated measures ANOVA was performed on the mean scores of

each of the levels of Bloom’s taxonomy including Knowledge, Comprehension, Application, Synthesis,
and Evaluation, with a significance level of α=0.05. The within-subjects effects were the mean pre
and post test score results, and the between-subjects effects were the levels of presentation method
(IMD vs. HMD) and simulation fidelity (gravity vs. no-gravity) on each dependent variable scores.
Interaction effects were also tested between the interaction condition and the pre- and post- test
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sessions using Bonferroni adjusted alpha method, and in the pairwise comparisons of levels of the
between-subjects variables were compared using Tukey HSD method. Mauchly’s test of sphericity
was used to ensure that error variance in the groups of samples were equivalent. The following
sections document the observed effects:
Knowledge level: The mixed model ANOVA revealed a significant main effect of session
in that overall, participants in the post-test session (M = 70.83%, SD=23.85) scored significantly
higher with respect to knowledge level questions as compared to the pre-test session (M = 45.23%,
SD=24.37), F(1, 38) = 62.65, p < 0.001, ηp2 = 0.62.
Comprehension level: The mixed model ANOVA revealed a significant main effect of session
in that overall, participants in the post-test session (M = 71.03%, SD = 20.51) scored significantly
higher with respect to comprehension level questions as compared to the pre-test session (M =
27.38%, SD = 27.99), F(1, 38) = 74.35, p < 0.001, ηp2 = 0.66.
Application level: The mixed model ANOVA revealed a significant main effect of session
in that overall, participants in the post-test session (M = 66.39%, SD = 26.55) scored significantly
higher with respect to application level questions as compared to the pre-test session (M = 19.94%,
SD = 21.39), F(1, 38) = 104.248, p < 0.001, ηp2 = 0.73.
Synthesis level: Here too, the mixed model ANOVA revealed a significant main effect of
session in that overall, participants in the post-test session (M = 73.81%, SD = 18.27) scored
significantly higher with respect to synthesis level questions as compared to the pre-test session (M
= 34.22%, SD = 25.46), F(1, 38) = 94.89, p < 0.001, ηp2 = 0.71.
Evaluation level: Similar to the other levels, the mixed model ANOVA analysis revealed a
significant main effect of session in that overall, participants in the post-test session (M = 94.44%,
SD = 12.57) scored significantly higher with respect to evaluation level questions as compared to
the pre-test session (M = 34.52%, SD = 32.59), F(1, 38) = 113.215, p < 0.001, ηp2 = 0.75.
We found that in all the levels of cognition based on Bloom’s Taxonomy, participants scored
significantly higher in the post-test session than in the pre-test session, attesting to the fact that the
simulation based training was effective overall in educating the users in precision metrology concepts
in all cognitive domains. However, we did not find a significant main effect of simulation fidelity or
presentation method or multi-way interactions in our analysis. Figure 5.5 shows the pre and post
cognition scores separated into levels of Bloom’s Taxonomy.
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Figure 5.5: Overall pre and post cognition scores categorized by Bloom’s Taxonomy (error bars
represent 95% CI)

5.8.2

Psychomotor Skills Assessment
We conducted a 2 × 2 ANOVA on the scores of the participants in the real-world psy-

chomotor assessment test, categorized by Dave’s Psychomotor Taxonomy [34] levels of Precision
and Articulation similar to Experiment 1. The ANOVA analysis did not reveal a significant main
or interaction effect on levels of presentation method or simulation fidelity (see Figures 5.6a and
5.6b). Time to complete was measured by reviewing the video of the user taking the real world
measurements. However, no significant differences were found.
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(a) Psychomotor level questions by presentation
method (error bars represent 95% CI)

(b) Psychomotor level questions by the presence or
absence of gravity (error bars represent 95% CI)

Figure 5.6: Real-world psychomotor assessment

5.8.3

NASA-TLX Workload Assessment Results
We conducted a 2 × 2 Multivariate Analysis of Variance (MANOVA) on the weighted average

scores of NASA-TLX Workload Assessment in the dimensions of Mental Demand, Physical Demand,
Temporal Demand, Performance, Effort, and Frustration (see Figure 5.7). The independent factors
were presentation method (HMD vs. IMD) and simulation fidelity (gravity vs. no-gravity). The
MANOVA analysis revealed a significant main effect of presentation method on the weighted average
of mental workload scores, F(1, 41) = 8.68, p = 0.006, ηp2 = 0.19. Participants in the HMD condition
(M = 254, SD = 122.34) rated significantly higher mental workload than participants in the IMD
condition (M = 136, SD = 128.30). The MANOVA analysis also revealed a significant main effect
of presentation method on the weighted average of perceived performance scores, F(1, 41) = 5.53, p
= 0.024, ηp2 = 0.13. Participants in the HMD condition (M = 292, SD = 99.46) rated significantly
higher performance than participants in the IMD condition (M = 195, SD = 158.63). Finally,
the MANOVA analysis revealed a significant main effect of presentation method on the weighted
average of frustration scores, F(1, 41) = 11.70, p = 0.002, ηp2 = 0.24. Interestingly participants in
the IMD condition (M = 163.81, SD = 130.39) rated significantly higher frustration workload than
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participants in the HMD condition (M = 43, SD = 84.47).

Figure 5.7: Significant results from the NASA-TLX Workload assessment by presentation method
(error bars represent 95% CI)

5.8.4

Presence Results
We conducted a 2 × 2 independent samples ANOVA on the presence dimensions of mean In-

volvement, Sensory Fidelity, Adaptation/Immersion and Interface Quality scores. The independent
factors were presentation method (IMD vs. HMD) and simulation fidelity (gravity vs. no-gravity).
The ANOVA analysis revealed a significant main effect of simulation fidelity, F(1, 41) = 5.63, p =
0.023, ηp2 = 0.132 (see Figure 5.8). Participants in the no-gravity condition (M = 5.69, SD = 0.75)
rated the mean sensory fidelity scores significantly higher than participants in the gravity condition
(M = 5.0, SD = 1.06). The ANOVA analysis did not reveal any significant main or interaction
effects in the mean Involvement, Adaptation/Immersion and Interface Quality scores.

60

Figure 5.8: Significant result from Sensory Fidelity factor in the Presence Questionnaire (error bars
represent 95% CI)

5.8.5

System Usability Results
We conducted a 2 × 2 multi-factorial ANOVA on the PSSUQ scores of participants by

dimensions of System Usefulness, Information Quality, and Interface Quality. The independent
between-subjects factors were presentation method (HMD vs. IMD) and simulation fidelity (gravity
vs. no-gravity). With regards to System Usefulness, the ANOVA analysis revealed a significant main
effect of presentation method, F(1, 41) = 3.350, p = 0.004, ηp2 = 0.205 (see Figure 5.9). Participants
in the HMD condition (M = 4.24, SD=0.48) rated the system usefulness significantly higher than
participants in the IMD condition (M = 3.67, SD = 0.65), p = 0.004. With regards to Information
Quality and Interface Quality, the ANOVA analysis did not reveal any significant differences.
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Figure 5.9: Significant difference in perceived system usefulness by presentation method (error bars
represent 95% CI)

5.9

Performance Variables
Task performance variables in virtual reality interactions during spatial interaction for psy-

chomotor skills training in precision metrology were extracted. The psychomotor variables extracted
were time to complete (TTC) of each task within a module, overall accuracy of measurements via
user answer difference, physical accuracy of measurement via physical difference, ability to interpret
the Vernier scale via the reading difference, number of attempts in completing the task, and number
of collisions during task performance. Each of the variables were treated with a 2 × 2 ANOVA,
where the between-subjects factors were simulation fidelity (gravity or no-gravity) and presentation
method (IMD or HMD). Post-hoc analyses were completed using Tukey HSD method.

5.9.1

Time to Complete
Mean time to complete overall across all the modules in the simulation based training were

extracted and were treated with the 2 × 2 ANOVA analysis. The ANOVA analysis revealed a main
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effect of presentation method on mean TTC scores, F(1, 41) = 11.262, p = 0.002, ηp2 = 0.23, and
a presentation method by simulation fidelity interaction F(1, 41) = 4.136, p = 0.049, ηp2 = 0.10.
Pairwise comparisons revealed that participants in the IMD condition took significantly longer to
complete the task when gravity was disabled (M = 103.6s, SD = 38.74) as compared to when gravity
was enabled (M = 73.32s, SD = 12.34), p = 0.029 (see Figure 5.10).

Figure 5.10: Interaction graph showing mean time-to-complete in presentation method and
simulation fidelity

5.9.2

Reading Difference
The mean reading difference was a measure of the user’s ability to read and interpret the

Vernier scale, irrespective of the ground truth. The 2 × 2 ANOVA analysis revealed a significant
main effect of presentation method on the overall mean reading difference scores, F(1, 41) = 4.71, p
= 0.036, ηp2 = 0.11. The overall mean reading difference was significantly higher in IMD condition
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(M = 0.033cm, SD = 0.018) as compared to the HMD condition (M = 0.023cm, SD = 0.012), p =
0.036. However, no significant effects were found for the physical difference or user answer difference
performance metrics.

Figure 5.11: Significant reading difference by presentation method (error bars represent 95% CI)

5.9.3

Number of Attempts
We compared the overall mean number of attempts taken by participants during the pre-

cision metrology tasks in the VR simulation via a 2 × 2 ANOVA. The ANOVA analysis revealed
a significant main effect of presentation method on the overall mean number of attempts, F(1, 41)
= 5.76, p = 0.022, ηp2 = 0.135. Overall, the mean number of attempts of participants in the IMD
condition (M = 1.66, SD = 0.42) was significantly higher than participants in the HMD condition
(M = 1.40, SD = 0.22), p = 0.022.
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Figure 5.12: Significant difference in the number of attempts by presentation method (error bars
represent 95% CI)

5.9.4

Number of Collisions
We compared the overall mean number of collisions during spatial interaction by participants

while performing the precision metrology tasks in the VR simulation via a 2 × 2 ANOVA. The
ANOVA analysis revealed a significant main effect of presentation method on the overall mean
number of collisions, F(1, 41) = 9.98, p = 0.003, ηp2 = 0.213. Overall, the mean number of collisions
during spatial interactions in the VR simulation were significantly higher in the IMD condition (M
= 334, SD = 121) as compared to the HMD condition (M = 196.55, SD = 149.35), p = 0.022.

5.9.5

Dominant and Non-Dominant Hand Distance
In order to study the distance covered by the dominant and non-dominant hand per task

in the simulation, and if it differed by levels of presentation method and simulation fidelity, we
conducted a 2 × 2 × 2 mixed model ANOVA analysis. The between subject variables were presentation method (HMD vs. IMD) and simulation fidelity (gravity vs. no-gravity), and the paired or
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related measures variable was the total distance covered by the dominant and non-dominant hand
per task during the simulation. Pairwise post-hoc Tukey HSD analysis revealed that in the absence
of gravity (M = 4.71m, SD = 4.01) the dominant hand covered a significantly larger distance than
in the presence of gravity (M = 3.71m, SD = 3.05), p < 0.001 (see Figure 5.13).

Figure 5.13: Distance covered by the dominant and non-dominant hand by the presence or absence
of gravity

5.10

Qualitative Analysis
The After-Action Review tool was used to analyze participant behavior as they progressed

through the training simulation. During the initial training module, participants generally interacted
with only one hand and took measurements without picking up or positioning the other object at an
advantageous orientation. But they quickly switched to using both hands either simultaneously or
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switching between them as they interacted with different objects in the scene. Although instructions
were provided on how to interact with the instrument using the controllers, some participants tried
to interact with movable parts of the instrument like the slide or the lock-screw using the other hand
as one would in real life. This was only observed in the first module. While taking measurements,
few participants used the 3D cursor to point at divisions on the scale to calculate the reading,
analogous to using fingers in real life.
When gravity was present, most participants used both hands simultaneously to record their
measurements. In the HMD condition, when participants found it difficult to align the object and the
instrument together, they placed the object on the table in a stable fashion and took measurements
using just one hand. This behavior was not observed in the IMD condition. An explanation for this
could be that a top down view was possible in the HMD condition, making it easy to perform the
above mentioned sequence of actions which the IMD condition did not afford.
In the absence of gravity, few participants used both hands simultaneously. Most used one
hand at a time to move objects around and record measurements, thus employing a unimanual
strategy. The majority of the participants switched to using just their dominant hand early on
in the simulation to place objects at an advantageous position and measure them. Some switched
hands depending on the object’s position in the scene. Comparing the behavior between the different
display conditions, participants positioned the instrument close to the camera (representative of their
head position in the scene) and looked down for a better look in the HMD condition. Whereas, in
the IMD condition, the participant moved the instrument as close as possible to them and leaned in
towards the screen for a zoomed in view of the instrument.
Participants were asked for comments and suggestions via word of mouth during breaks and
at the end of the experiment. Most participants reported that the task was fun and engaging and
they preferred learning about instruments via the simulation. Some mentioned that the repetition of
instructions on how to read the scale and use the instruments in each subsequent phase helped them
while filling out post-surveys and in the psychomotor assessment. Conversely, a few participants were
too engrossed in the simulation and failed to pay attention to the instructions resulting in a disadvantage in the post simulation cognition and psychomotor tests. Some participants who experienced
the IMD condition mentioned it strained their eyes and was difficult to record measurements.
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5.11

Discussion
Cognition questions in all levels of Bloom’s Taxonomy revealed significant improvements

from the pre to the post tests, however no significant differences were detected between the presentation method and simulation fidelity independent variables. These results were expected, nevertheless demonstrating the pedagogical benefits of the simulation is a critical step in determining
the usefulness of a virtual training application. Encouragingly, improvements in the higher levels of
Bloom’s Taxonomy demonstrated that the VR simulation can be effective for higher-order cognitive
skills.
Participants rated the Performance and Mental Demand factors significantly higher in the
HMD condition compared to the IMD condition in the NASA-TLX Workload Assessment. The Performance factor indicates how well users thought they completed the task and the Mental Demand
score indicated the amount of attention they had to dedicate to the simulation. The significant Mental Demand scores can probably be attributed to users being completely immersed in the simulation,
forcing them to fully concentrate on the task. HMD users also felt they were significantly more successful at accomplishing their task as compared to the IMD users due to their higher performance
rating, suggesting that the HMD was easier to use than the IMD. HMD users reported significantly
lower Frustration scores compared to the IMD condition. This was reinforced by statements from
the users who said the HMD was easy and fun to use while some participants in the IMD condition
stated they had difficulty adapting to the interaction metaphor.
Results from the subjective user questionnaires generally supported our first hypothesis
in that users had a difficult time adjusting to the visuo-motor offset, which in turn resulted in
frustration in the IMD condition, while metrics such as satisfaction, ease of use, and effectiveness
were favored in the HMD condition despite this being the first time many participants used a headmounted display. Performance variables such as the reading difference, number of attempts and
number of collisions indicate that users had more difficulty interpreting the Vernier scale in the IMD
condition. Incorrectly reading the Vernier scale forced the user to repeat their measurement and
also significantly increased the number of contacts between the virtual objects since they usually
had to re-measure the object.
The Sensory Fidelity factor of the Presence questionnaire revealed a significant main effect of
gravity with participants rating the no-gravity condition better than the gravity condition. Questions
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in the Sensory Fidelity category involved the ability to examine objects closely. One key advantage of
disabling gravity was that participants could bring the instrument close to their viewpoint and release
it, allowing them to concentrate on interpreting the Vernier scale instead of having to continuously
hold the instrument in addition to reading the scale. Furthermore, as the participant brought the
instrument closer to them, their hands started to cross the boundary of the electromagnetic range of
the Hydra, resulting in jitter. This was not a problem in the no-gravity condition since the user could
simply freeze the object in place and move their head in closer for a better look in both presentation
methods.
The majority of participants in the no-gravity condition adopted a unimanual approach to
taking a measurement, in effect losing the dynamic frame of reference set by the non-dominant hand
as described by Guiard [48]. The distance covered by the dominant hand was significantly higher
than the non-dominant hand in the no-gravity condition, indicating that their dominant hand was
doing most of the work. This strategy was also observed in the After-Action Review tool. The time
to complete metric was significantly higher for participants in the IMD conditions without gravity,
indicating that the addition of the visuo-motor offset coupled with manipulating objects sequentially
instead of in parallel had a significant negative effect on user performance, in turn lending support to
our second hypothesis. However, in the real-world psychomotor assessment, we found no significant
difference between presentation method or simulation fidelity on user scores. This could be due to a
number of factors including the fact that the task was not designed to be overly difficult for novice
users and several participants had prior knowledge of how to use calipers. Results from the study
were generally in line with the findings by McMahan et al. whereby higher fidelity simulations were
preferable to mid-fidelity simulations if the end goal was to train a real-world task [69].

5.12

Limitations
Ideally, we would only recruit participants that have no experience with mechanical calipers

or micrometers. However, it was difficult to find participants with no experience with those tools.
We asked for their self-reported mastery of using calipers and micrometers in the demographics
questionnaire and turned away any participants who said they had a lot of recent experience using
calipers and micrometers. Our target audience was first-year technical college students, but due to
our apparatus not being mobile, we recruited participants from Clemson in the Computer Science,
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Engineering and Psychology departments.
The presentation method between the HMD and IMD conditions contains several more
differences beyond just the visuo-motor offset. First, the HMD allows the user to rotate their head
while the IMD’s fish tank metaphor only allowed for position changes. Additionally, the user could
physically move in for a closer look in the HMD condition more than the IMD afforded. The field-ofview was about 45◦ less in the IMD compared to the HMD. Additionally, the field-of-regard was 360◦
while the IMD FOR was around 50◦ . However, field-of-regard may have a low impact on performance
due to the measurement task always being in front of the user and not requiring any navigation. The
HMD’s update rate was 75Hz and the IMD was 120Hz (60Hz per eye). The resolution of the IMD
was 1920x1080 and the resolution for the HMD was 960x1080 per eye (1920x1080 total). Each of
these factors could have contributed to differences in performance. However, these factors probably
have a small impact on usability compared to the visuo-motor offset problem inherent in the IMD
condition, but this will require future work to properly evaluate each factor.
The primary limitation for widespread adoption of this training simulation is the availability of the hardware for technical college students. While the prices for HMDs and tracking systems
have dropped significantly in recent years, it is still an investment that instructors and administrators would need to make. Therefore, running controlled studies like those outlined here that show
evidence of improved learning outcomes is essential for widespread adoption of VR training applications. The web-based Version 1 of the simulation is already in use across multiple technical colleges
due to the fact that many institutions have already made investments in computer equipment. If we
can show evidence of improved learning outcomes, tracking and HMD technology use may become
more wide spread in educational institutions.
The metrology training application may be difficult to generalize to a wide variety of applications due to the specific nature of the simulation. However, Fred Brooks stressed the importance
of performing controlled studies on production level simulations that are at the level of maturity
to reach a wide audience [22]. Haptics is another area of interest to explore. The only way users
know when a collision has occurred is through vision and auditory cues, but they receive no tactile
feedback. This may have significant implications for a training application with the goal of teaching
motor skills. However, current hardware for haptics integration is prohibitively expensive, has a
small interaction area, and generally can only apply forces to a single point. The pen interface for
the Phantom Omni does not closely mimic how one would pick up calipers to take a measurement.
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In contrast, the form factor of the Hydra controller affords a grasping action that closely mimics
how someone would pick up the calipers in the real world.
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Chapter 6

Overall Analysis
In this chapter, we combine each independent variable from both experiments to examine
broader trends in the context of interaction fidelity. In order to categorize each independent variable
by interaction fidelity, we used FIFA to draw conclusions on how each condition compares to the
other conditions. Each condition was rated on a continuum from low to high interaction fidelity.
Since interaction fidelity is a multidimensional construct, we take into account each component and
rate them based on the data from our previous work.

6.1

Independent Variables
In order to systematically evaluate interaction fidelity, we categorized each condition from

both experiments based on constructs in McMahan’s Framework for Interaction Fidelity [69]. See
Table 6.1 for an analysis of each condition’s level of fidelity. 3-DOF and 6-DOF were both from
Experiment 1 and were regarded as having lower levels of interaction fidelity due to the lower
degrees-of-freedom afforded in the 3-DOF condition. The forward camera in the IMD conditions
were considered to have higher levels of interaction fidelity compared to the 3-DOF and 6-DOF
conditions due to the fact that the gravity vector was pointing down in the same reference frame as
the user instead of it pointing directly into the screen for Experiment 1 conditions. Additionally, the
physics fidelity was greatly improved in the Experiment 2 conditions due to the improvements in the
Unity physics engine. IMD-NG (Immersive Display-No Gravity) and IMD-G (Immersive DisplayGravity) conditions from Experiment 2 were considered medium fidelity conditions since results from
72

Experiment 2 generally revealed that Transfer Function Symmetry was a more significant contributor
to usability and performance compared to the Gravity and No-Gravity conditions. Finally, HMD-NG
(Head-Mounted Display-No Gravity) and HMD-G (Head-Mounted Display-Gravity) were considered
the highest level of interaction fidelity compared to all other experimental conditions because there
was no visuo-motor offset while using the HMD. Conditions that did not contain gravity were
considered to have lower levels of interaction fidelity due to the lower physical correspondence to
the real world. Graphs in all following sections are ordered based on the level of interaction fidelity
attained. Conditions are sorted from lowest to highest fidelity (3-DOF, 6-DOF, IMD-NG, IMD-G,
HMD-NG, HMD-G).
There are several notable differences between the first and second experiments that could
potentially confound the results. Participants in 3-DOF and 6-DOF had two trials per Exercise
Phase resulting in less practice with the virtual simulation compared to the other four conditions
in Experiment 2 (see Table 6.1). There were two additional tutorial scenes in Experiment 2 as well
although they were short and took less than two minutes to complete. The first experiment was
designed to eventually compare the web-based version to the bimanual version of the metrology unit
and both had a viewport directly above the workbench looking down at the instruments. Therefore,
the camera view was orthogonal to the workbench for both the 3-DOF and 6-DOF, which meant the
gravity vector pointed into the screen along the Z axis and could result in disorientation or confusion.
Gravity was inherently not a factor in the 3-DOF condition since users could only slide the virtual
instruments along the X and Y axis of the workbench. Also, the first experiment had a magnifier
glass that was visible along with the numberpad so users only needed to concentrate on reading and
interpreting the Vernier scale rather than reading the scale, memorizing the measurement, and using
the radial menu to input their measurements. The magnifier may have improved visibility of the
scale as well. However, both experiments used the same instruments, same size of the instruments,
same measures (TTC, physical difference, reading difference, attempts), same order of appearance,
similar instruction text and speech, and the same questionnaires except for the replacement of the
Guilford-Zimmerman Test with the Cube Comparison Test.
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Table 6.1: FIFA Analysis of all experimental conditions
3-DOF

6-DOF

IMD-NG

IMD-G

HMD-NG

HMD-G

x+y+z+

x+y+z+

x+y+z+

x+y+z+

x+y+z+

Dimensional Symmetry

x + y + rZ

rX + rY + rZ

rX + rY + rZ

rX + rY + rZ

rX + rY + rZ

rX + rY + rZ

Transfer Function Symmetry

hand to screen

hand to screen

hand to screen

hand to screen

hand to hand

hand to hand

Gravity

No

Yes

No

Yes

No

Yes

Camera View

Overhead

Overhead

Forward

Forward

Egocentric

Egocentric

Participants

12

12

11

10

10

10

Exercise Trials

2

2

5

5

5

5

Numpad

Full screen

Full screen

Connected to hand

Connected to hand

Connected to hand

Connected to hand

6.2
6.2.1

Combined Analysis
Time to Complete
Time to complete was measured from the beginning to the end of each trial in the Exercise

phase in each experimental condition. Time to complete is both a measure of how efficiently and
accurately a user was able to take a measurement. If a user supplied incorrect measurements, their
time to complete necessarily increased. A potential limitation with this analysis is that participants
in the 3-DOF and 6-DOF condition received less practice since there were only 2 trials per module
in the Exercise phase compared to 5 trials per module in the second experiment. Trends in the
data suggest that as interaction fidelity increases, users were able to complete their tasks faster than
lower interaction fidelity conditions.
A one-way ANOVA was performed on the mean time to complete values between each
condition F(5, 1511) = 34.368, p < 0.001, ηp2 = 0.102. Significant main effects of time to complete
were observed on multiple pairwise comparisons (see Table 6.2 and Figure 6.1). All post-hoc, pairwise
comparisons in the following sections use Tukey-HSD for analysis.
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Figure 6.1: Overall mean time to complete by module (error bars represent 95% CI)

Table 6.2: P-values for each of the significant pairwise comparisons
Pairwise Comparison

p-value

HMD-NG < 3-DOF

<0.001

HMD-G < 3-DOF

<0.001

IMD-G < 3-DOF

<0.001

HMD-NG < 6-DOF

<0.001

IMD-NG < 6-DOF

0.001

HMD-G < 6-DOF

<0.001

IMD-G < 6-DOF

<0.001

HMD-NG < IMD-NG

<0.001

IMD-G < IMD-NG

0.002

HMD-G < IMD-NG

<0.001

HMD-NG < IMD-G

0.01
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Figure 6.2 breaks down each time to complete measure by instrument module in the order
that participants completed the experiment. Wide variations in the 3-DOF and 6-DOF conditions
could possibly be attributed to fewer Exercise phase trials. Time to complete was generally trending
downward for all conditions except for the 3-DOF condition (see Figure 6.2).

Figure 6.2: Mean time to complete categorized by instrument module in the order that
participants experienced each module

6.2.2

Physical Difference
The physical difference was calculated by taking the absolute value of the difference between

the ground truth defined by the bounding volumes of the measurement object (e.g. bearing, gear,
etc.) minus the reading on the instrument at the time of submitting the answer. The physical
difference was a measure of how accurate users were able to maneuver the virtual objects to take
the measurement and was a measure of their motor abilities. A value closer to 0cm means a more
accurate physical measurement. A one-way ANOVA was performed on the physical difference for
all conditions F(5, 1511) = 5.325, p < 0.001, ηp2 = 0.017. Refer to Table 6.3 for significant pairwise
comparisons. Trends in the data suggest that lower and higher levels of interaction fidelity resulted
in better performance compared to mid-fidelity conditions (see Figure 6.3).

76

Table 6.3: P-values for all significant effects for the Physical Difference
Pairwise Comparison

p-value

3-DOF < HMD-G

0.02

3-DOF < IMD-NG

0.001

3-DOF < IMD-G

<0.001

HMD-G < IMD-G

0.019

Figure 6.3: Physical difference by condition (error bars represent 95% CI)

6.2.3

Reading Difference
Similar to the physical difference, the reading difference was the absolute value of the differ-

ence between what the user supplied as an answer by the reading on the instrument at the time of
submitting the measurement. In other words, this was independent from how well the user physically
took the measurement as compared to how well they were able to read and interpret the Vernier
scale. A potential confound in these data is that participants in the 3-DOF and 6-DOF conditions
from Experiment 1 did have a magnifier helper when the numberpad was enabled (see Figure 6.4).
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The magnifier was disabled in Experiment 2 because screen-space graphic user elements were not
possible in the HMD. A one-way ANOVA was performed on the reading difference for all conditions
F(5, 1511) = 6.513, p < 0.001, ηp2 = 0.21. Like trends in the physical difference data, medium
interaction fidelity generally performed worse than lower and high levels of interaction fidelity.
Table 6.4: P-values for all significant effects for the Reading Difference
Pairwise Comparison
3-DOF < IMD-G

p-value
0.001

HMD-NG < IMD-G

<0.001

6-DOF < IMD-G

<0.001

HMD-G < IMD-G

0.013

Figure 6.4: Reading difference by condition (error bars represent 95% CI)

6.2.4

User Answer Difference
The user answer difference was the absolute difference between what the user supplied as

an answer compared to the ground truth. It essentially was a measure of both how well the user
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was able to maneuver the virtual objects for taking an accurate measurement combined with how
well the user was able to read and interpret the Vernier scale. One-way ANOVA test revealed one
significant difference between 3-DOF (M = 0.0318, SD = 0.0262) and HMD-NG (M = 0.041, SD =
0.0279) with F(5, 1511) = 2.353, p = 0.039, ηp2 = 0.008 (see Figure 6.5). The pairwise comparison
between the two conditions revealed a p-value = 0.013. Factors that may have influenced these data
include the reduced degrees-of-freedom allowing for easier manipulation and the magnifier to see the
measurement easier compared to conditions in Experiment 2.

Figure 6.5: User answer difference by condition (error bars represent 95% CI)

6.2.5

Attempts
If the user supplied an answer that was ±1mm from the ground truth, the number of

attempts was incremented and tracked for each trial in the Exercise phases. The number of attempts
was a measure of how well users were able to complete their tasks without making mistakes. A oneway ANOVA test between all conditions revealed 3 significant differences F(5, 1511) = 6.787, p <
0.001, ηp2 = 0.022. Refer to Table 6.5 for significant effects. Again, trends in the data suggest the
low and high-fidelity conditions resulted in better performance.

79

Table 6.5: P-values for all significant effects for number of attempts
Pairwise Comparison

p-value

HMD-NG < IMD-G

0.001

HMD-G < IMD-NG

0.002

HMD-G < IMD-G

<0.001

Figure 6.6: Overall number of attempts by condition (error bars represent 95% CI)

6.2.6

Pre/ Post Cognition Questionnaires
Participants were given a pre and post cognition questionnaire immediately before and after

the VR simulation. Each of the questions were categorized into 5 levels of Bloom’s Taxonomy
including Knowledge, Comprehension, Application, Synthesis, and Evaluation. In order to control
for prior experience with calipers and micrometers, we analyzed the difference between the post-test
score by the pre-test score. VR simulations have been identified as being particularly useful for
teaching higher levels of Bloom’s Taxonomy [9] and the data from the combined output from all
conditions supports this notion.
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A one-way ANOVA was conducted per level of Bloom’s Taxonomy by each condition and
revealed one significant difference in the Application level between the 3-DOF (M = 19.4%, SD =
26) compared to IMD-NG (M = 59.1%, SD = 22.4). F(5, 59) = 3.098, p = 0.015, ηp2 = 0.208. See
Figure 6.8 for a breakdown of each level by condition.

Figure 6.7: Overall difference between pre and post cognition questionnaires by levels of Bloom’s
Taxonomy (error bars represent 95% CI)
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Figure 6.8: Difference between pre and post cognition questionnaires by experimental condition

6.2.7

Psychomotor Assessment
The final assessment in each condition tasked the user with taking real world measurements

using each of the instruments featured in the VR simulation. Questions were categorized into two
levels of Dave’s Psychomotor Taxonomy, namely Precision and Articulation. When analyzed by all
conditions, no significant effects were found (see Figure 6.9a, 6.9b). Time to complete was derived
from reviewing the videos of the participants taking the measurements, however, no significant effects
were found.
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(a) Overall Precision level of Dave’s Psychomotor
Taxonomy (error bars represent 95% CI)

(b) Overall Articulation level of Dave’s Psychomotor
Taxonomy (error bars represent 95% CI)

Figure 6.9: Real-world psychomotor assessment

6.2.8

Post-Study System Usability Questionnaire
Subjective user response to the simulation was measured using the Post-Study System Us-

ability Questionnaire (PSSUQ). Each question was categorized into four factors, namely System
Usability (SYSUSE), Interface Quality (INTERQUAL), and Information Quality (INFOQUAL).
Refer to Appendix G to see how each question was categorized. A one-way ANOVA analysis performed on all factors revealed no significant differences between conditions (see Figures 6.10a, 6.10b,
6.11).
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(a) Overall System Usability from PSSUQ (error bars
represent 95% CI)

(b) Overall Interface Quality from PSSUQ (error
bars represent 95% CI)

Figure 6.10: Post-Survey Usability Questionnaire Factors

Figure 6.11: Overall Information Quality from PSSUQ (error bars represent 95% CI)
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6.2.9

Presence Questionnaire
We used the Presence questionnaire by Witmer et al. [114] to study the perceived psycholog-

ical state of feeling immersed mediated by an environment that engages the user’s senses, attention,
and active involvement. Each question was categorized into factors including Involvement, Sensory
Fidelity, Adaptation/ Immersion, and Interface Quality. A one-way ANOVA analysis performed on
all factors revealed no significant difference between the conditions (see Figures 6.12a, 6.12b, 6.13a,
6.13b).

(a) Overall Involvement factor from Presence (error
bars represent 95% CI)

(b) Overall Sensory Fidelity factor from Presence
(error bars represent 95% CI)

Figure 6.12: Presence Questionnaire Factors
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(a) Overall Adaptation factor from Presence (error
bars represent 95% CI)

(b) Overall Interface Quality from Presence (error
bars represent 95% CI)

Figure 6.13: Presence Questionnaire Factors

6.2.10

NASA-TLX Workload Assessment
The NASA-TLX workload assessment was used to determine the amount of perceived work

towards task completion. Participants first rated their perceived workload on a scale from 1-21 by
each factor in Table 6.6 multiplied by the number of pairwise counts from part two of the questionnaire (see Appendix I) to calculate the weighted score. A one-way ANOVA was performed on each
weighted score in each factor, however, no significant effects were detected. All factors are included
in Figures 6.14a, 6.14b, 6.15a, 6.15b,6.16a, 6.16b. In Experiment 2, we found significant effects
in the Mental Demand, Performance, and Frustration factors when we looked at the presentation
method with gravity combined. However, no significant effects were found on any of the pairwise
comparisons between each factor.
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Table 6.6: Factor description of each subscale in the NASA-TLX Workload Assessment
Factor

Description

Mental Demand

How mentally demanding was the task?

Physical Demand

How physically demanding was the task?

Temporal Demand

How hurried or rushed was the pace of the task?

Performance

How successful were you in accomplishing what you were asked to do?

Effort

How hard did you have to work to accomplish your level of performance?

Frustration

How insecure, discouraged, irritated, stressed and annoyed were you?

(a) Mental Demand weighted score from TLX (error
bars represent 95% CI)

(b) Physical Demand weighted score from TLX
(error bars represent 95% CI)

Figure 6.14: NASA-TLX Factors
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(a) Temporal weighted score from TLX (error bars
represent 95% CI)

(b) Performance weighted score from TLX (error
bars represent 95% CI)

Figure 6.15: NASA-TLX Factors

(a) Effort weighted score from TLX (error bars
represent 95% CI)

(b) Frustration weighted score from TLX (error bars
represent 95% CI)

Figure 6.16: NASA-TLX Factors

6.3

Discussion
Based on the combined analysis of all independent conditions, trends in the data suggest that

medium fidelity interaction metaphors generally perform worse than low and high fidelity interaction.
This is in line with what McMahan found after reanalyzing prior studies in the context of FIFA [69].
Nabiyouni et al. also found similar trends when analyzing their walking metaphor using FIFA
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[81]. These trends seem to resemble Mori’s Uncanny Valley graph [76]. In it, as human likeness
with regards to robots or computer graphics increases, affinity towards the human representation
increases. However, there is a point at which affinity drastically decreases while human likeness
increases. After a while, likeness and affinity equalize and extrapolate in a linear fashion. This trend
line seems to mirror the interaction fidelity continuum in our experiments. If we replace human
likeness on the X axis with interaction fidelity and replace affinity on the Y axis with usability or
effectiveness, we see a similar trend in our results. However, due to the confounds between the first
and second experiment, it is difficult to say for certain that this trend will hold.
The trend did not hold for the time to complete measures, but could be attributed to the
fewer exercise trails per condition that the user experienced. We also did not see the same trend
line in any of the system usability, presence, psychomotor skills, or perceived workload metrics.
This trend only applied to accuracy and performance metrics related to the motor skill ability with
the physical difference metric, their reading and cognition of the Vernier via the reading difference
metric, and number of attempts. It will require a careful, large-scale meta-analysis of many varying
levels of interaction fidelity to see if this is the case for interaction fidelity in general, but this
work adds to the growing body of evidence suggesting that avoiding medium-fidelity interaction is
preferable to employing high or well-designed low fidelity interaction metaphors.

6.4

General Guidelines

Here we will present some general guidelines for VR developers based on the data and lessons learned.
• Avoid compromising on fidelity. Aim for either a well-designed low-fidelity simulation or a
highly accurate high-fidelity simulation
• Carefully determine what the most important aspects of a simulation are and decide if higher
fidelity interactions will add benefit
• Realize that employing techniques such as disabling gravity could result in users adopting
strategies that negatively affect performance
• Use FIFA to systematically evaluate virtual interaction fidelity
• VR has been shown to improve learning outcomes on higher levels of Bloom’s taxonomy. When
used in conjunction with normal curriculum, learning benefits and retention will likely improve
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Chapter 7

Conclusions and Future Work
7.1

Summary
The goal of this work was to examine the effects of varying levels of interaction fidelity on

task performance and assess the pedagogical and usability benefits. We used our virtual metrology
training simulation as a testbed to study these effects in an immersive VR training task. Our first
experiment examined the effects of simplifying the interaction metaphor by constraining the number
of degrees-of-freedom and found mixed results on the usability and performance outcomes. However,
cognitive benefits were clearly shown throughout all levels of Bloom’s taxonomy.
Our second experiment revealed several benefits to using an HMD over an immersive display
including ease of use, efficiency, and improved accuracy. This could be attributed to the visuo-motor
offset between the user’s hands and the visual representation on the screen inherent in an immersive
display. In an HMD, the user’s hands are co-located to the position that they are in the real world,
allowing for proprioceptive feedback and not requiring mental translations or rotations. Additionally,
users in the HMD rated the system significantly more useful and less frustrating as compared to the
IMD condition despite it being the first time many had used an HMD. By disabling the effects of
gravity, users adopted a unimanual strategy for task completion that resulted in worse performance
in terms of time to complete. Like the first experiment, cognitive benefits were clearly shown in all
levels of Bloom’s taxonomy, especially in the higher levels.
A combined analysis of both experiments show trends that suggest low and high interaction
fidelity seem to outperform mid-fidelity metaphors, in line with recent interaction fidelity research
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[81, 69]. This has significant implications for the widespread adoption of virtual training in general.
Developers will have to carefully consider if employing a medium fidelity interaction metaphor will
be beneficial for their application.

7.2

Contributions

The contributions of this work are as follows:
• Building on an application that is already in widespread use, we have contributed a bimanual
virtual metrology training simulation that provides a scaffolded learning approach for teaching
technical college students how to take precise measurements using calipers and micrometers.
• Experiment 1 has shown that the training simulation is effective for teaching all levels of
Bloom’s Taxonomy[10], and simplifying the interaction by reducing the number of degrees-offreedom had a mixed impact on user performance, preference, and learning outcomes.
• Experiment 2 examined the effects of presentation method and physics fidelity on usability
and pedagogical benefits and found that using the HMD resulted in better user performance
in terms of accuracy and time to complete, as well as subjective metrics such as higher system
usability ratings and less frustration compared to the IMD condition. Additionally, users
adopted a unimanual strategy for task completion which resulted in higher time to complete
measures when gravity was disabled.
• We analyzed overall trends in the data and found that the mid-fidelity metaphors resulted in
worse user performance in some cases compared to the low and high-fidelity metaphors.

7.3

Future Work
Results from the presented studies suggest a rich area for future research. A meta-analysis

of many different training simulations would need to be conducted to determine if the trend holds for
mid-fidelity interaction metaphors performing worse than low and high fidelity metaphors. Careful
user studies that evaluate individual components of fidelity are essential for determining what factors
are most important in the success of a particular interaction metaphor, and future work will examine
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each component individually as well as overall. We will also examine other training domains including
welding and machine assembly utilizing bimanual interaction.
Lower interaction fidelity devices such as the mouse and keyboard are important to evaluate
compared to higher fidelity bimanual interfaces. The vast majority of everyday users will have access
to a keyboard and mouse, making it important to determine whether using them is as effective as
bimanual interfaces. However, a high number of confounds exist when comparing between a mouse
and a 3D user interface making it difficult to confirm if one is more effective than the other. Using
taxonomies such as FIFA will help systematically analyze each of the components necessary for
effective user interaction.
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Appendix A

Informed Consent Form
Information about Being in a Research Study
Clemson University

An Investigation on the effects of bimanual interaction in virtual reality on learning
outcomes
Description of the Study and Your Part in It
You are invited to participate in a research study conducted by Dr. Sabarish Babu and Jeffrey
Bertrand. This research project is funded by the NSF Advanced Technical Education program to
investigate the use of digital learning integrated with interactive virtual reality systems to educate
aviation and automotive students at partnering technical colleges in South Carolina. In this study
we will be evaluating the effects of the role of digital learning, and specifically the use of visualization
tools, to improve learning outcomes. In addition, this study will evaluate constructs such as easeof-use, technology acceptance and perception of learning associated with digital learning. There
is limited research related to the use of simulation technology in teaching key skills necessary for
manufacturing and maintenance in the aviation and automotive industry. The digital learning
environment technology is a simulation with virtual characters and entities like a serious game,
which users can learn technical skills such as precision measurements for inspection and maintenance,
electrical circuitry and team building skills. We believe that this interactive virtual reality simulation
could be a good method for this purpose and potentially replace or complement the currently used
methods of education in cognitive and psychomotor skills for the aviation and automotive industry.
The researchers will be happy to answer any questions for you. Your participation will involve:
1. Providing on demographics and previous experience
2. The completion of a technology acceptance survey
3. The completion of instruction on a specific topic
4. The submission of a written cognitive and psychomotor assessment
5. The completion of a user satisfaction and work load survey.
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The amount of time of your participation will be approximately 120 minutes or less.
Risks and Discomforts There are no known major risks associated with this research. Resting
periods will be provided. If you experience any discomfort, you may discontinue participation at
any time without penalty. Another minor risk is that your assigned name may become connected
to your responses.
Incentives You will be paid a $5 gift card for your participation in the study. It will be disseminated
upon completion of the study.
Possible Benefits The benefits of this research are that you will be able to experience participation
in a research study and have the opportunity to interact with virtual entities and characters in a
computer generated environment. You will also be given the opportunity to be a part of a study
that will help contribute to the broader questions of the use of virtual reality to educate users in
critical technical skills in aviation and automotive manufacturing and inspection. The results of this
research may have an impact on how people use interactive virtual environments for education.
Protection of Privacy and Confidentiality We will not collect any identifying information in
our online survey. The usability data provided in the online survey will be printed out and will be
stored safely in a locked cabinet for at least three years. Usability response data will reside online
on a secure website or on any of the workstations. We will take every precaution to print the data
and store it in a locked cabinet. Performance data will be logged and analyzed via log files and will
not contain any personally identifiable information. We will have audio and/or video recording of
a skills-based assessment that will focus mostly on recording the participants hands in an effort to
analyze their manual task performance. Data for audio/video will be stored on a secure server on
the Clemson campus. Video data may be may be used in experiment data analysis, presentations
and conferences and we will ensure that all participant identification is excluded. All digital and
physical data will be destroyed after a period of three years. We will do everything we can to protect
your privacy and confidentiality. We will not tell anybody outside of the research team that you
were in this study or what information we collected about you in particular.
Choosing to Be in the Study You do not have to be in this study. You may choose not to take
part and you may choose to stop taking part at any time. You will not be punished in any way if
you decide not to be in the study or to stop taking part in the study. Participant Inclusion
• Must be 18 years or older
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• Must have 20/20 vision or corrected vision (excluding glasses)
• Must use English as first language and/or able to communicate in English well
• Must have full use of hearing or corrected hearing with use of hearing aid in at least one ear
Contact Information If you have any questions or concerns about this study or if any problems
arise, please contact (Dr. Sabarish Babu) at Clemson University at 864.656.5089. If you have any
questions or concerns about your rights in this research study, please contact the Clemson University
Office of Research Compliance (ORC) at 864-656-6460 or irb@clemson.edu. If you are outside of the
Upstate South Carolina area, please use the ORCs toll-free number, 866-297-3071.
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Appendix B

General Questionnaire

Demographics
1. Participant number:
2. Your age:
3. Your gender:
4. Your race:
5. Your ethnicity:
6. What degree(s) are you currently seeking?
Previous Experience
7. Have you ever used a machinists or metric scale? Yes or No
8. If you answered yes, what do you consider is your level of mastery? (low mastery) 1 2 3 4 5
(high mastery)
9. Have you ever used a Vernier caliper? Yes or No
10. If you answered yes, what do you consider is your level of mastery? (low mastery) 1 2 3 4 5
(high mastery)
11. Have you ever used an inside, outside or depth micrometer? Yes or No
12. If you answered yes, what do you consider is your level of mastery? (low mastery) 1 2 3 4 5
(high mastery)
13. Have you ever used a bevel gauge before? Yes or No
14. If you answered yes, what do you consider is your level of mastery? (low mastery) 1 2 3 4 5
(high mastery)
15. Have you ever taken an online course? Yes or No
16. Have you ever taken utilized a digital tool that mimics a workshop or laboratory setting? Yes
or No
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17. If you answered yes, what was your level of satisfaction while utilizing this digital tool?
(strongly disagree) 1 2 3 4 5 (strongly agree)
Other
18. How many hours a week do you use a computer?
• 0-10
• 10-20
• 20-30
• 30-40
• 40+
19. How many hours a week do you play video games?
• 0-10
• 10-20
• 20-30
• 30-40
• 40+
20. What video game genres do you prefer?
• Puzzle/ Casual
• First-Person Action/ Adventure
• Third-Person Action/ Adventure
• RPG
• Strategy
21. Do you experience difficulty understanding soft or whispered speech? Yes No Sometimes
22. Do you have normal vision (20/20) either naturally or by the use of corrective lenses? Yes or
No
23. Do you experience difficulty with motor functions? Yes No Sometimes
24. Are you right handed or left handed? Left-handed or Right-handed
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Appendix C

Cube Comparison Test
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Appendix D

Guilford-Zimmerman Spatial Orientation Task
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Appendix E

Pre-Cognitive Assessment
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Appendix F

Post-Cognitive Assessment
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Appendix G

Post-Study System Usability Questionnaire

Participant #:
Instructions: Please rate the usability of the system. Try to respond to every item.
1. Overall, I am satisfied with how easy it is to use this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
2. It was simple to use this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
3. I can effectively complete my mission using this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
4. I am able to complete my mission quickly using this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
5. I am able to efficiently complete my mission using this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
6. I feel comfortable using this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
7. It was easy to learn to use this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
8. I believe I became productive quickly using this system. [SYSUSE]
(strongly disagree) 1 2 3 4 5 (strongly agree)
9. The system gives error messages that clearly tell me how to fix problems. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
10. Whenever I make a mistake using this system, I recover easily and quickly. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
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11. The information (help, on-screen messages, tool-tips, etc.) provided is clear. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
12. It is easy to find the information I need. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
13. The information provided for the system is easy to understand. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
14. The information is effective in helping me complete the tasks and scenarios. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
15. The organization of information on the system screens is clear. [INFOQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
16. The interface of this system is pleasant. [INTERQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
17. I like using the interface of this system. [INTERQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
18. This system has all the functions and capabilities I expect it to have. [INTERQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
19. Overall, I am satisfied with this system. [INTERQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
20. I am confident about the results I produced. [INTERQUAL]
(strongly disagree) 1 2 3 4 5 (strongly agree)
Based on: Lewis, J. R. (1995) IBM Computer Usability Satisfaction Questionnaires: Psychometric
Evaluation and Instructions for Use. International Journal of Human-Computer Interaction 7:1,
57-78.
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Appendix H

Presence Questionnaire
An investigation of usability testing methodologies
Presence Questionnaire (Witmer et al., 2005)

Characterize your experience in the environment, by marking an ”X” in the appropriate box of the
7-point scale, in accordance with the question content and descriptive labels. Please consider the
entire scale when making your responses, as the intermediate levels may apply. Answer the questions
independently in the order that they appear. Do not skip questions or return to a previous question
to change your answer. Answer in relation to when you were in the usability test session.
1. How much were you able to control events? [Involvement]
(Not at all) 1 2 3 4 5 6 7 (Completely)
2. How responsive was the environment to actions that you initiated (or performed)? [Involvement]
(Not responsive) 1 2 3 4 5 6 7 (Completely responsive)
3. How natural did your interactions with the environment seem? [Involvement]
(Extremely artificial) 1 2 3 4 5 6 7 (Completely natural)
4. How much did the visual aspects of the environment involve you?[Involvement]
(Not at all) 1 2 3 4 5 6 7 (Completely)
5. How much did the auditory aspects of the environment involve you? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Completely)
6. How natural was the mechanism which controlled movement through the environment? [Involvement]
(Extremely artificial) 1 2 3 4 5 6 7 (Completely natural)
7. How compelling was your sense of objects moving through space? [Involvement]
(Not at all) 1 2 3 4 5 6 7 (Very compelling)
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8. How much did your experiences in the simulation seem consistent with your real world experiences? [Involvement]
(Not consistent) 1 2 3 4 5 6 7 (Very consistent)
9. Were you able to anticipate what would happen next in response to the actions that you
performed? [Adaptation/ Immersion]
(Not at all) 1 2 3 4 5 6 7 (Completely)
10. How completely were you able to actively survey or search the environment using vision?
[Involvement]
(Not at all) 1 2 3 4 5 6 7 (Completely)
11. How well could you identify sounds? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Completely)
12. How well could you localize sounds? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Completely)
13. How well could you actively survey or search the simulation using touch? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Completely)
14. How compelling was your sense of moving around inside the simulation? [Involvement]
(Not compelling) 1 2 3 4 5 6 7 (Very compelling)
15. How closely were you able to examine objects? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Very closely)
16. How well could you examine objects from multiple viewpoints? [Sensor Fidelity]
(Not at all) 1 2 3 4 5 6 7 (Extensively)
17. How well could you move or manipulate objects in the simulation? [Involvement]
(Not at all) 1 2 3 4 5 6 7 (Extensively)
18. How involved were you in the simulation experience? [Involvement]
(Not at all) 1 2 3 4 5 6 7 (Completely engrossed)
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19. How much delay did you experience between your actions and expected outcomes? [Interface
Quality]
(No delays) 1 2 3 4 5 6 7 (Long delays)
20. How quickly did you adjust to the simulation experience? [Adaptation/ Immersion]
(Not at all) 1 2 3 4 5 6 7 (Less than a minute)
21. How proficient in moving and interacting with the simulation did you feel at the end of the
experience? [Adaptation/ Immersion]
(Not proficient) 1 2 3 4 5 6 7 (Very proficient)
22. How much did the visual display quality interfere or distract you from performing assigned
tasks or required activities? [Interface Quality]
(Not at all) 1 2 3 4 5 6 7 (Prevented task performance)
23. How much did the control devices interfere with the performance of assigned tasks or with
other activities? [Interface Quality]
(Not at all) 1 2 3 4 5 6 7 (Interfered greatly)
24. How well could you concentrate on the assigned tasks or required activities rather than on the
mechanisms used to perform those tasks or activities? [Adaptation/ Immersion]
(Not at all) 1 2 3 4 5 6 7 (Extensively)
25. How completely were your senses engaged in this experience? [Adaptation/ Immersion]
(Not engaged) 1 2 3 4 5 6 7 (Completely engaged)
26. How easy was it to identify objects through physical interaction; like touching an object,
walking over a surface, or bumping into a wall or object? [Involvement]
(Impossible) 1 2 3 4 5 6 7 (Very easy)
27. Were there moments during the simulation experience when you felt completely focused on
the task or environment? [Adaptation/ Immersion]
(None) 1 2 3 4 5 6 7 (Frequently)
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28. How easily did you adjust to the control devices used to interact with the simulation? [Adaptation/ Immersion]
(Difficult) 1 2 3 4 5 6 7 (Very easy)
29. Was the information provided through different senses in the simulation (e.g., vision, hearing,
touch) consistent? [Adaptation/ Immersion]
(Not consistent) 1 2 3 4 5 6 7 (Very consistent)
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Appendix I

NASA Task Load Index (TLX)

Task Questionnaire Part 1
Click on each scale at the point that best indicates your experience of the task
Mental Demand: How mentally demanding was the task?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Physical Demand: How physically demanding was the task?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Temporal Demand: How hurried or rushed was the pace of the task?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Performance: How successful were you in accomplishing what you were asked to do?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Effort: How hard did you have to work to accomplish your level of performance?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Frustration: How insecure, discouraged, irritated, stressed and annoyed were you?
(Low) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (High)
Task Questionnaire Part 2
On each of the following 15 screens, click on the scale title that represents the more important
contributor to workload for the task.
Click on the factor that represents the more important contribution to workload for the task.
Frustration or Mental Demand
Click on the factor that represents the more important contribution to workload for the task.
Temporal Demand or Frustration
Click on the factor that represents the more important contribution to workload for the task.
Effort or Performance
Click on the factor that represents the more important contribution to workload for the task.
Temporal Demand or Mental Demand
Click on the factor that represents the more important contribution to workload for the task.
Temporal Demand or Effort
Click on the factor that represents the more important contribution to workload for the task.
Mental Demand or Physical Demand
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Click on the factor that represents the more important contribution to workload for the task.
Effort or Physical Demand
Click on the factor that represents the more important contribution to workload for the task.
Mental Demand or Effort
Click on the factor that represents the more important contribution to workload for the task.
Physical Demand Frustration
Click on the factor that represents the more important contribution to workload for the task.
Performance or Frustration
Click on the factor that represents the more important contribution to workload for the task.
Physical Demand or Performance
Click on the factor that represents the more important contribution to workload for the task.
Performance or Temporal Demand
Click on the factor that represents the more important contribution to workload for the task.
Performance or Mental Demand
Click on the factor that represents the more important contribution to workload for the task.
Physical Demand or Temporal Demand
Click on the factor that represents the more important contribution to workload for the task.
Frustration or Effort
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Appendix J

Skill-Based Performance Assessment
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[101] David Swapp, Vijay Pawar, and Céline Loscos. Interaction with co-located haptic feedback in
virtual reality. Virtual Reality, 10(1):24–30, 2006.

138

[102] Robert J. Teather, Robert S. Allison, and Wolfgang Stuerzlinger. Evaluating visual/motor colocation in fish-tank virtual reality. In 2009 IEEE Toronto International Conference Science
and Technology for Humanity (TIC-STH), number October 2009, pages 624–629. IEEE, 2009.
[103] Timothy B. Terriberry, David F. Cox, and Doug A. Bowman. A tool for the interactive
3D visualization of electronic structure in molecules and solids. Computers & Chemistry,
26(4):313–319, 2002.
[104] J. Torkington, S. G. T. Smith, B. I. Rees, and A. Darzi. Skill transfer from virtual reality to
a real laparoscopic task. Surgical Endoscopy, 15(10):1076–1079, 2001.
[105] F. Tyndiuk, V. Lespinet-Najib, G. Thomas, and C. Schlick. Impact of large displays on virtual
reality task performance. In Proceedings of the 3rd international conference on Computer
graphics, virtual reality, visualisation and interaction in Africa - AFRIGRAPH ’04, page 61,
New York, New York, USA, 2004. ACM Press.
[106] F. Tyndiuk, G. Thomas, V. Lespinet-Najib, and C. Schlick. Cognitive comparison of 3D
interaction in front of large vs. small displays. In Proceedings of the ACM symposium on
Virtual reality software and technology - VRST ’05, page 117, New York, New York, USA,
2005. ACM Press.
[107] Amy Ulinski, Catherine Zanbaka, Zachary Wartell, Paula Goolkasian, and Larry Hodges. Two
Handed Selection Techniques for Volumetric Data. In 2007 IEEE Symposium on 3D User
Interfaces, pages 107–114. IEEE, 2007.
[108] Amy Catherine Ulinski. Taxonomy and Experimental Evaluation of Two-Handed Selection
Techniques for Volumetric Data. Doctoral dissertation, University of North Carolina at Charlotte, 2008.
[109] Unity. https://unity3d.com/, 2016.
[110] Yanqing Wang and Christine L. Mackenzie. Effects of Orientation Disparity Between Haptic
and Graphic Displays of Objects in Virtual Environments. INTERACT, 99:1–10, 1999.
[111] Colin Ware, Kevin Arthur, and Kellogg S. Booth. Fish tank virtual reality. In Proceedings of
the SIGCHI conference on Human factors in computing systems - CHI ’93, pages 37–42, New
York, New York, USA, 1993. ACM Press.
[112] A. Weckenmann, P. Kraemer, and J. Hoffmann. Manufacturing Metrology State of the Art
and Prospects. Proceedings of the 9th International Symposium on Measurement and Quality
Control, 2007.
[113] M. S. Wilson, A. Middlebrook, C. Sutton, R. Stone, and R. F. McCloy. MIST VR: a virtual
reality trainer for laparoscopic surgery assesses performance. Annals of the Royal College of
Surgeons of England, 79(6):403–4, 1997.
[114] Bob G. Witmer and Michael J. Singer. Measuring Presence in Virtual Environments: A
Presence Questionnaire. Presence: Teleoperators and Virtual Environments, 7(3):225–240,
1998.

139

