Abstract. We propose a new bargaining solution for interdependent bilateral negotiations, which we call the recursive Nash-in-Nash bargaining solution. The main difference of this bargaining framework with the standard Nash-in-Nash is in the treatment of the disagreement point, which we assume is the bargaining payoffs given that all other negotiations happen with recognition of this disagreement. This bargaining framework is mostly motivated by the observations that renegotiations and contingent contracts are not captured by the standard Nash-in-Nash and that the predictions of standard Nash-in-Nash are counter-intuitive in some simple examples. We show that under some assumptions, the recursive Nash-in-Nash bargaining solution is the same as the Shapley value or the more general Myerson value for the corresponding cooperative game.
I. Introduction
The Nash bargaining model (Nash (1950) ) has been widely used as a framework for analyzing markets involving bargaining in a wide range of applications.
2 For example, courts have relied on it to predict merger effects on competition, such as in FTC v. ProMedica; 3 the Federal Communications
Commission applied a Nash bargaining model in the analysis of the Comcast and NBC Universal merger (FCC 2011) ; in the determination of royalty rates and terms for sound recordings by satellite radio before the Copyright Royalty Judges, economic experts of both the copyright user (Sirius XM) and the copyright owner (SoundExchange) used the Nash bargaining solution to analyze music royalty rates (Willig (2016) and Farrell (2017) ).
Nash's seminal paper considers a two-person game, but many economic problems involve multiple interdependent pairs of bilateral bargaining, such as buyer-seller networks and wage negotiations between a firm and its individual workers. One commonly used extension of the Nash bargaining solution to the problem of bilateral bargaining between multiple pairs is the "Nash equilibrium in 1 Xiaowei Yu is a senior economist at Bates White, LLC; Keith Waehrer is a partner at Bates White, LLC. This paper has benefitted from discussions with Richard McLean and Robin Lee. Any errors are our own. The views expressed in this paper are solely those of the authors and do not necessarily reflect the opinions of Bates White or its clients.
Nash bargains", or "Nash-in-Nash" bargaining (Collard-Wexler, Gowrisankaran, and Lee (2018) ). It was first proposed by Horn and Wolinsky (1988) to study horizontal mergers given a buyer-seller network and has been applied in various economic environments (see, for example, Crawford and Yurukoglu (2012) , Gowrisankaran, Nevo, and Town (2015) , Ho and Lee (2017) , and Crawford, Lee, Whinston and Yurukoglu (2018) ).
The Nash-in-Nash framework has also been used in numerous practical applications. The implication of a merger between two competing hospital systems on the prices that the hospitals negotiate with insurance companies is often analyzed using a Nash-in-Nash bargaining model. 4 In a proceeding before the US Copyright Royalty Board, a Nash-in-Nash bargaining model was used to illustrate the effects to music services such as Sirius XM to induce competition between copyright owners by changing the frequency that music is played in response to differences in royalty rates. 5 These models are increasingly becoming an important tool for applications involving markets where prices are determined through bargaining.
The Nash-in-Nash bargaining solution is defined as the set of bilateral bargaining outcomes that are consistent with all of the other bilateral bargaining outcomes assuming that in the case of a bilateral disagreement (out of equilibrium) all of the other bargaining outcomes remain at the proposed equilibrium levels. That is, each agent believes that all of the other pairs of bargaining outcomes remain as predicted by the equilibrium even if there is an out of equilibrium breakdown in bargaining among one pair of agents. This may be a good approximation of some real world bargaining outcomes in certain situations, but in other situations, agreements of interdependent bargaining pairs may change if the negotiation of one pair breaks down unexpectedly. We propose another extension of the Nash bargaining solution to the multiple bilateral bargaining problems to treat these situations, which we call "recursive Nash-in-Nash" bargaining solution. 6 The recursive Nash-in-Nash bargaining solution is similar to the standard Nash-in-Nash in that each bargaining pair's payoffs are their Nash bargaining solution assuming that all other negotiating pairs reach agreements and that they all split surplus bilaterally according to the Nash bargaining solutions. The difference is in the disagreement payoffs. In the recursive Nash-in-Nash framework, a bargaining pair's disagreement payoffs are determined assuming that all other bargaining pairs' agreements are negotiated expecting that disagreement has been reached by this bargaining pair.
The recursive Nash-in-Nash bargaining solution is likely a better description of outcomes than the standard Nash-in-Nash outcome in certain applications. For example, consider a manufacturer who is bargaining with two retailers. Suppose the manufacturer has the same fixed cost whether it reaches agreements with one or two retailers and the total surplus increases in the number of agreements. In Nash-in-Nash, the retailers' payoffs do not depend on the size of the fixed cost. That is, the fixed cost is not shared between the manufacturer and the retailers. This is because in Nash-in-Nash, the manufacturer gets the same payment from the other retailer and incurs the same fixed cost if it does not reach an agreement with one retailer. However, realizing that it cannot reach agreement with one retailer, the manufacturer may seek to renegotiate the payment from the other retailer to help cover the fixed cost or alternatively the manufacturer might negotiate contingent contracts. As shone in Example 1 below, the supplier's fixed cost affect the price negotiated with the retailers in the recursive Nash-in-Nash bargaining framework but not in the standard Nash-in-Nash framework.
Predictions relating to the covering of fixed costs can be important in some regulatory contexts where regulators are legislatively directed to set a price that would prevail in some hypothetically competitive market. The authors' analysis of Sirius XM's hypothetical bargaining with copyright owners and whether that resulted in the copyright owners in some sense sharing the cost of Sirius XM's satellites was the original motivation for this research.
7 Raskovich (2003) has a similar example regarding how fixed costs are shared between a supplier and multiple buyers. His model setup has two stages: after a simultaneous bilateral bargaining stage, the supplier can declare bankruptcy and does not implement any contract if the payments it received in the first stage is not enough to cover its total costs. This assumption makes the out of equilibrium disagreement involving "pivotal buyers" similar to the recursive Nash-in-Nash in the sense that disagreement causes a change in the outcome in the other bilateral negotiations while disagreement with non-pivotal buyers is similar to the standard Nash-in-Nash model as it does not affect other negotiated outcomes. Consequently, the supplier's fixed costs are shared only with "pivotal buyers," in contrast with the recursive Nash-in-Nash where the supplier's fixed costs would be shared with all buyers and with the standard Nash-in-Nash where they would not be shared with any buyer.
Consider another example involving a manufacturer who is bargaining with two suppliers with complementary inputs such that if there is agreement with only one supplier there are no gains from trade, but there are gains if the manufacturer is able to complete agreements with both suppliers because it needs the inputs from both of them to produce. In such a situation, the manufacturer might seek to make agreement with each supplier contingent on agreement by the other supplier. Such contingent contracts would be inconsistent with the standard Nash-in-Nash solution. This is illustrated in Example 2 below.
The third motivating example considers a firm negotiating wages with two workers. This example shows that whether revenues are collected by the workers or by the firm affects the standard Nash-inNash payoffs but not the recursive Nash-in-Nash payoffs. Therefore, in situations where which negotiating party collects the revenue does not matter as long as the total values created by bargaining groups are the same, the recursive Nash-in-Nash may be a better framework than the standard Nashin-Nash.
After defining the recursive Nash-in-Nash bargaining solution, we show that it is the same as the Shapley value of a corresponding game in characteristic function form if there are no externalities across different bargaining groups (externalities within the same bargaining groups are allowed).
Moreover the recursive Nash-in-Nash bargaining solution is the same as the Myerson value of a corresponding game in partition function form (Myerson (1977b) ) if there are externalities across different groups of bargaining agents. 8 These results have the potential to simplify the quantification of outcomes using these models for applied work.
Literature has recognized that different outside options should be applied in different real world environments and that the Nash-in-Nash bargaining solution may not describe the surplus division in some real-world settings satisfactorily. Horn and Wolinsky (1988) mention that a proper specification of the outside options is not an obvious matter. In the setting where one supplier bargains with two producers who needs the inputs of the supplier to produce, they note that the disagreement point of the negotiation between the supplier and a producer can be either that the other producer operate at the anticipated equilibrium level or at the monopoly level. In the setting of "narrow network" health insurance plans, Ho and Lee (2018) define a "Nash-in-Nash with Threat of Replacement" bargaining solution, where at the disagreement point, an insurer can trade with a hospital not in its equilibrium network. As discussed above, Raskovich (2003) proposes a two-stage game with bankruptcy contingency to study contracting problems in markets with high fixed costs and in particular, the FCC's horizontal ownership limits on cable system operators. Collard-Wexler, Gowrisankaran and Lee (2018) Myerson (1977b) since the value derived in Myerson (1977a) can be written as the Shapley value of a corresponding game whereas the value derived in Myerson (1977b) generally cannot.
buyer-seller network. Our framework is most similar to Stole and Zwiebel (1996) 's "stable outcome profiles of bargaining," which they use to study intra-firm wage bargaining and show that the payoffs are the same as the Shapley value. In their model, all negotiations involve the firm, which is needed to create gains from trade. The recursive Nash-in-Nash can be viewed as a generalization of their stable outcome profiles to settings with multiple buyers and sellers and settings with externalities across bargaining groups.
The standard Nash-in-Nash bargaining solution is usually different from the Shapley value. However, as we show in this paper, the recursive Nash-in-Nash bargaining solution is the same as the Shapley value or the more general Myerson value of a corresponding cooperative game under some assumptions. This result is related to the observations made in Myerson (1977a) , Jackson and Wolinsky (1996) and Navarro (2007) that the unique allocation rule that satisfies the "component balance" condition (the value generated by a group is allocated within the group) and the "fairness" condition (Eq. 6 in Myerson (1977a) ) is the Shapley value or the more general Myerson value. The recursive definition of our bargaining solution makes the equal split of bargaining surplus condition the same as the fairness condition in these allocation rules, which leads to the equivalence between the recursive Nash-in-Nash solution and the Shapley value and the Myerson value. In addition to the recursive nature of our bargaining solution definition, a difference between the recursive Nash-inNash bargaining solution and these allocation rules is individual rationality. That is, everyone's gains from trade from a bargaining agreement needs to be non-negative. Our proof of the uniqueness of the bargaining solution is also different from the methods of proofs used in these papers. Stole and Zweibel (1996) , Navarro and Perea (2013), Bruegemann, Gautier, and Menzio (2016) , de Fontenay and Gans (2014) construct extensive form bargaining games such that the equilibrium payoffs are the same as the Shapley value or the more general Myerson value. In Stole and Zweibel (1996) , Navarro and Perea (2013), and Bruegemann, Gautier, and Menzio (2016) , if bargaining breaks down between one pair of negotiating agents, all other bargaining pairs renegotiate assuming that this pair has reached disagreement. In de Fontenay and Gans (2014) , agents do not renegotiate, instead they negotiate over contracts contingent on the agreements of other negotiating pairs. The recursive Nash-in-Nash bargaining solution can be viewed as a reduced form version of these extensive form bargaining games.
The paper is organized as follows. Section 2 provides three motivating examples of the recursive Nash-in-Nash. Section 3 has the model and the definition of the recursive Nash-in-Nash bargaining solution. Section 4 shows the equivalence between recursive Nash-in-Nash bargaining solution and the Shapley value and the Myerson value under certain conditions. Section 5 discusses potential applications. All the proofs are in the Appendix.
II. Motivating Examples

II.A. Example 1
A manufacturer negotiates with two symmetric retailers 1 and 2. Assume they all have equal bargaining power in the sense that each bargaining pair splits the gains from trade equally. The manufacturer incurs the same fixed cost as long as any agreement is reached and has no marginal cost. If both agreements are reached, each retailer gets revenue . If only one agreement is reached, the retailer with the agreement gets revenue ′ and the other retailer gets no revenue. Assume 2 > ′ > and that retailers have no cost other than the payments to the manufacturer.
Assume that the manufacturer reaches agreements with both retailers and let 1 and 2 be the payments from retailers 1 and 2 to the manufacturer, respectively. In the Nash-in-Nash framework, 1 and 2 satisfy the following equal split of surplus conditions:
The left hand side of the above equations is the manufacturer's gains from trade and the right hand side of the above equations is retailer 1's and 2's gains from trade, respectively. Solving these two equations give 1 = 2 = /2. Therefore, the Nash-in-Nash bargaining solution in this example is that each retailer pays the manufacturer /2, keeps half of its revenue /2 and the manufacturer gets − . Note that the retailers' profits and payments do not depend on . Note that this is qualitatively different from the bargaining outcome when there were only one retailer, where the Nash bargaining solution predicts that the retailer and the manufacturer split the total gains from trade ′ + and thus the retailer shares the manufacturer's fixed cost.
The disagreement point of a bilateral negotiation in the Nash-in-Nash framework assumes that all other bilateral agreements remain the same as if this bilateral agreement is reached. Therefore, the manufacturer's disagreement payoff when bargaining with retailer is − . That is, if the manufacturer and retailer do not reach an agreement, the manufacturer still gets the same payment from retailer and incurs the same fixed cost . Therefore, the bilateral gains from trade between the manufacturer and retailer in the Nash-in-Nash framework is simply the revenue of retailer . It does not depend on the fixed cost and retailer 's payment. The disagreement point assumption of the Nash-in-Nash framework leads to the prediction that fixed costs in cases like this are not shared if the manufacturer supplies more than one retailer.
In contrast, in the recursive Nash-in-Nash bargaining framework defined in the next section, the disagreement point of the bargaining between the manufacturer and retailer assumes that the other negotiation happens expecting the disagreement of this negotiation. That is, if bargaining breaks down between the manufacturer and retailer , they get the payoffs the same as what would occur under the Nash bargaining solution assuming there is no agreement with retailer and agreement can only be reached between the manufacturer and retailer . Therefore, the manufacturer's disagreement payoff is ( ′ − )/2 and a retailer's disagreement payoff is 0.
With these different disagreement payoffs, an equal split of the surplus implies
Again the left hand side of the above equations is the manufacturer's gains from trade and the right hand side of the above equations is retailer 1's and 2's gains from trade, respectively.
Solving these two equations gives 1 = 2 = (2 + ′ + )/6. Therefore, the recursive Nash-inNash bargaining payoffs are − = (4 − ′ − )/6 for each retailer and 1 + 2 − = (2 + ′ − 2 )/3 for the manufacturer. Different from the Nash-in-Nash solution, the retailers' payoffs depend on the fixed cost . That is, in the recursive Nash-in-Nash framework, fixed costs in cases like this are shared. Moreover, different from the Nash-in-Nash solution, the recursive Nash-in-Nash payoffs here depend on a retailer's revenue when the other retailer does not reach an agreement, which seems to better reflect a retailer's marginal contribution. This feature is similar to the observation made in Stole and Zwiebel (1996) where the firm's equilibrium profit and the employees' wages depend on both the marginal and infra-marginal outputs. It is easy to check that the recursive Nash-in-Nash payoffs in this example are the same as the Shapley values whereas the Nash-in-Nash payoffs are not.
II.B. Example 2
A manufacturer needs inputs from two suppliers (1 and 2) to produce. If the manufacturer has only inputs from one supplier, its revenue is zero. If it has both inputs, its revenue is > 0. Suppose the suppliers have no costs and do not have revenues other than the payments from the manufacturer.
Suppose the manufacturer reaches agreements with both suppliers and let 1 and 2 be the payment from the manufacturer to supplier 1 and 2, respectively. In Nash-in Nash, if the manufacturer disagrees with supplier , it still pays to supplier although its revenue is zero. Therefore, in the Nash-in-Nash framework, 1 and 2 satisfy the following equations:
which are the equal surplus split conditions for the bargaining between the manufacturer and supplier 1 and supplier 2, respectively. The left hand side of the above equations is the manufacturer's gains from trade and the right hand side of the above equations is supplier 1's and 2's gains from trade, respectively.
Solving these two equations gives 1 = 2 = /2. Therefore, the Nash-in-Nash bargaining solution in this example is that each supplier gets /2 whereas the manufacturer gets zero profit. Here all the agents are assumed to have equal bargaining power and the manufacturer makes positive contribution to the joint surplus, but in the Nash-in-Nash solution of this example the manufacture gets zero profit. Moreover, note that if the manufacture only needs one suppliers' inputs to produce revenue , then the Nash bargaining solution predicts a strictly positive payoff, /2. Therefore, as in Example 1, the Nash-in-Nash solution may not be a good extension of the Nash bargaining solution in some multilateral situations.
In the recursive Nash-in-Nash bargaining framework, if bargaining breaks down between the manufacturer and one of the suppliers, they get the payoffs the same as what would occur under the Nash bargaining solution assuming there is no agreement between them and bargaining only happens between the manufacturer and the other supplier, which are zero in this example since the total surplus is zero with only one supplier. The recursive Nash-in-Nash payments satisfy the following equations:
which again are the equal surplus split conditions for the bargaining between the manufacturer and supplier 1 and supplier 2, respectively.
Solving these two equations gives 1 = 2 = /3. Therefore, the recursive Nash-in-Nash solution in this example gives the manufacturer a strictly positive payoff, /3. Again, the recursive Nash-inNash payoffs is the same as the Shapley values in this example.
II.C. Example 3
A firm negotiates wages with two symmetric workers (1 and 2). If the firm hires only one worker, the worker collects revenue ′. If the firm hires both workers, then each of them collects revenue . Assume 2 > ′ and there are no costs. Note that this example is the same as Example 1 if = 0.
Therefore, the recursive Nash-in-Nash payoffs for the firm and each worker are (2 + ′ )/3 and (4 − ′)/6, respectively and the standard Nash-in-Nash payoffs for the firm and each worker are and /2, respectively. Now suppose that the workers do not directly collect any revenue and that the firm collects revenue ′ if it hires one worker and 2 if it hires both workers. It is easy to show that the recursive Nash-inNash payoffs remain the same as above, but the standard Nash-in-Nash payoffs for the firm and each worker becomes ′ and − ′ /2, respectively.
This example illustrates that the recursive Nash-in-Nash bargaining solution does not depend on which agent directly collects the revenue but the standard Nash-in-Nash does.
III. Definition of the Recursive Nash-in-Nash Bargaining Solution
Let = {1, . . . , } denote the set of agents and let denote the set of agent pairs who bargain with each other, where is an undirected network such that if agents ∈ and ∈ negotiate with each other, then the unordered pair is in . The pairwise negotiations are over lump-sum transfers.
Following Collard-Wexler, Gowrisankaran, and Lee (2018), we assume that each agent's profits without transfers (called "gross profits" henceforth) do not depend on the transfers negotiated without him but they can depend on whether agreements are reached in those negotiations. As in CollardWexler, Gowrisankaran, and Lee (2018), we take gross profits at all the subsets of bilateral negotiations in as primitives of the game. Let : { ′ | ′ ⊆ } → | | be the gross profit function. It is a vector-valued function whose th entry ( ′) is agent 's gross profit if the set of agreements reached is ′ ⊆ . In practice, agents often negotiate over "actions" that affect their gross profits, such as how much investment to make and the characteristics of the goods being traded. ( ′) can be viewed as the gross profits when all the agreements in ′ include bilaterally efficient actions. We abstract away from how the actions are determined and focus on the surplus division.
The following notations mostly follow Jackson (2010) and Navarro (2007) . A network in this game is a set of bilateral negotiations. We use \ to indicate the subnetwork of a network such that it is identical to except that ∈ is removed. We use | • | to denote the size of a set. For example, | | denotes the number of negotiating pairs in .
A path in a network between agents and is a sequence of agents 1 , … , such that +1 ∈ for each ∈ {1, … , − 1}, with 1 = and = , and such that each agent in the sequence 1 , … , is distinct. and are connected in a network if there is a path between them in . is connected in if ∃ ∈ such that and are connected in . A network is connected if there is a path between any two agents of the network.
A subset ⊆ is called a coalition. A coalition is a component of in if: (1) any two agents in are connected in , (2) any two agents such that only one of them is in are not connected. A component in our setting is a bargaining group. Agents in different bargaining groups do not bargain with each other and all of an agent's bargaining partners are in the same bargaining group as this agent. Let be the set of 's components in . Note that is a partition of . The component balance condition says that the total payoff of a bargaining group is the sum of its members' gross profits. That is, there are no net transfers across different bargaining groups. The fairness condition says that every pair of negotiating agents splits the gains from trade equally. The individual rationality condition says that each agent's payoff in an agreement is at least as high as his disagreement payoff. When | | = 1, the recursive Nash-in-Nash solution is the same as the Nash bargaining solution.
Definition. Given a set of agents , a set of bilateral negotiations and a gross profit function : { ′ | ′ ⊆ } → | | , the recursive Nash-in-Nash bargaining solution is a vector of payoffs
The recursive Nash-in-Nash is defined recursively and the disagreement payoffs \ and \ in the fairness and individual rationality conditions are the recursive Nash-in-Nash bargaining payoffs when is removed from the set of negotiations in assuming all the other contracts are "renegotiated" without this pair's agreement. This is the key difference between recursive Nash-in-Nash and Nash-in-Nash, where \ and \ in the fairness and individual rationality conditions would be replaced by 's and 's payoffs assuming all the other contracts remain the same as if and have reached an agreement.
The recursive Nash-in-Nash bargaining solution can be solved by "backward" induction starting from one pair of negotiating agents in and increasing the number of negotiating agent pairs one by one. First, solve for ′ ∈ | | for all ′ ⊆ with | ′| = 1. For the only pair of negotiating agents, their payoffs are the same as their Nash bargaining payoffs, and for the other agents, their payoffs are the same as their gross profits given ′ by the component balance condition. Then we can solve for the bargaining solution for all ′ ⊆ with | ′| = 2 using the previous bargaining solutions as disagreement payoffs. Similarly, after solving for ′ for all ′ ⊆ with | ′| = − 1, one can solve for the bargaining solutions for all ′ ⊆ with | ′| = until ′ = .
Consider the example shown in Figure 1 for an illustration of the "backward" induction. There are two pairs of negotiations in : 1 and 3, and 2 and 3. If 1 and 3 disagree, then the set of negotiations becomes 1 and if 2 and 3 disagree, the set of negotiations becomes 2 . One can first solve the recursive Nash-in-Nash bargaining solutions for the negotiation sets 1 ( 1 , = 1, 2, 3) and 2 ( 2 , = 1, 2, 3). Then the recursive Nash-in-Nash solution for the negotiations in ( , = 1,2,3)
can be solved using the solutions for 1 and 2 as disagreement payoffs in the fairness and individual rationality conditions. For example, the disagreement payoffs for the negotiation between 1 and 3 in are 1 \13 = 1 1 and 3 \13 = 3 1 . 
IV. The Recursive Nash-in-Nash Bargaining Solution, Shapley Value and Myerson Value
In this section, we show that under certain assumptions the recursive Nash-in-Nash bargaining solution is the same as the Shapely value or the more general Myerson value (defined in Myerson (1977b) ) for the corresponding cooperative game. As we will see in Proposition 1, which links the recursive Nash-in-Nash to the Shapley value, the value of a coalition for the corresponding game in characteristic function form is the coalition's total gross profit assuming that only the subset of negotiations within this coalition reach agreements; and as we will see in Proposition 2, which links the recursive Nash-in-Nash to the Myerson value, the value of a coalition given a partition of all the agents into coalitions is the sum of this coalition's total gross profit assuming only the subset of negotiations within the coalitions specified by the partition reach agreements.
Define the restriction of a network to a coalition as | = { ∈ : ∈ and ∈ }. This assumption is used in Proposition 1 but not in Proposition 2. It says that any agent's gross profit only depends on the set of agreements made in his bargaining group. In other words, the agreements made in other bargaining groups do not have externalities on him. For example, in Figure 1 , this assumption implies that 1 ( 1 ) = 1 ( 3 ) and 2 ( 2 ) = 2 ( 3 ). Jackson and Wolinsky (1996) and Navarro and Perea (2013) use similar assumptions. In addition, games with a "veto" player (such that any bargaining groups without this player do not have gains from trade) such as the intra-firm wage bargaining game studied in Stole and Zwiebel (1996) satisfy this assumption.
This assumption says that for any subset of agreements, the agents' total gross profit is weakly higher with these agreements than with one less agreement. For example, in Figure 1 , this assumption implies that the three agents' total gross profit given is weakly higher than that given 1 or 2 , which in turn is weakly higher than that given 3 . This assumption is used in Proposition 1 to guarantee positive gains from trade.
Proposition 1. Given a set of agents , a set of bilateral negotiations and a gross profit function : { ′ | ′ ⊆ } → | | that satisfies Assumptions 1 and 2, the recursive Nash-in-Nash bargaining solution exists and it is the same as the Shapley values of the cooperative game ( , ) in characteristic function form, where
The cooperative game ( , ) can be interpreted as follows. We want to allocate to each agent in the total value of the grand coalition, which is the total gross profit of all agents when all the agreements in are reached, i.e. ( ) = ∑ ( ) ∈ . The value of each coalition is the total gross profit of its members when only the subset of agreements within , | , is reached. Proposition 1 says that the Shapely values of this game are the same as the recursive Nash-in-Nash bargaining solution given Assumptions 1 and 2.
In some real world situations, Assumption 1 is not satisfied and the recursive Nash-in-Nash is not the same as the Shapley value. Consider the following example adapted from Myerson (1977b) . Assume the set of negotiations is 1 in Figure 1 . It has only one subset, 3 = ∅. If 1 ( 1 ) ≠ 1 ( 3 ), then Assumption 1 is not satisfied. This may happen when agents 1 and 2 are competing retailers and agent 3 is a supplier, and the agreement between retailer 2 and the supplier has negative externality on retailer 1. The recursive Nash-in-Nash bargaining solution given 1 is different from the Shapley values for the corresponding game ({1,2,3}, 1 ). This can be seen by comparing agent 1's payoffs. In the recursive Nash-in-Nash bargaining solution, agent 1's payoff is simply 1 ( 1 ) by the component balance condition, whereas 1's Shapley value depends on both 1 ( 1 ) and 1 ( 3 ) since it is the average of 1's marginal contributions over all possible orders by which the agents arrive at a hypothetical market.
9
In these situations with externalities across bargaining groups, the recursive Nash-in-Nash bargaining solution is the same as the more general Myerson value for a corresponding game in partition function form if the Myerson values satisfy the individual rationality condition. The following definitions largely follow those in Myerson (1977b) .
Given a set of agents , let be the set of partitions of and let be the set of embedded coalitions, that is the set of coalitions together with specifications as to how the other agents are assigned.
10 Formally:
A game in partition function form is defined as a vector ∈ The example in Myerson 1977b also considers other definitions of 1 since the value of coalition {1} depends on whether 2 and 3 form a coalition. The Shapley values of these other games do not satisfy the component balance condition either.
10 For example, if = {1,2,3}, then for , = {{{1}, {2}, {3}}, {{1,2}, {3}}, {{1}, {2,3}}, {{1,3}, {2}}, {{1,2,3}}}
11 For the example in the previous footnote, ={({1}, {{1}, {2}, {3}}), ({2}, {{1}, {2}, {3}}), ({3}, {{1}, {2}, {3}}), ({1,2}, {{1,2}, {3}}), ({3}, {{1,2}, {3}}), ({1}, {{1}, {2,3}}), ({2,3}, {{1}, {2,3}}), ({1,3}, {{1,3}, {2}}), ({2}, {{1,3}, {2}}), ({1,2,3}, {{1,2,3}})}.
as the Myerson values of the corresponding cooperative game in partition function form
, where
Similar to the game ( , ), the cooperative game can be interpreted as follows. We want to allocate to each agent in the total value of the grand coalition, which is the total gross profit of all agents when all the agreements in are reached, i.e. ,{ } = ∑ ( ) ∈ . The value of a coalition given partition is the total gross profit of its members when only the subset of agreements "divided" by , | , is reached. Proposition 2 says that the Myerson values of this game are the same as the recursive Nash-in-Nash bargaining solution it exists.
Since the Myerson value was proposed as a solution to cooperative games, it does not necessarily satisfy the individual rationality condition typically assumed for bargaining solutions. The numeric example below shows a parameter range of the primitives where the Myerson values satisfy individual rationality condition in the definition of the recursive Nash-in-Nash solution and a parameter range where they do not. In the latter case, the recursive Nash-in-Nash solution does not exist given the set of negotiations , suggesting that is not the set of equilibrium agreements. As in in Collard-Wexler, Gowrisankaran and Lee (2018) and in most of the applied work using Nash-inNash, we have assumed the set of negotiations is exogenous. If recursive Nash-in-Nash is an appropriate framework for a specific bargaining problem and is the observed set of agreements, then presumably the recursive Nash-in-Nash solution will exist.
Consider a set of bilateral negotiations between two manufacturers and two retailers as depicted by network in Figure 2 : manufacturer 1 negotiates with both retailer 2 and retailer 4 and manufacturer 3 only negotiates with retailer 4. 1 , … 7 are subsets of . Every player's gross profit for each set of agreements is shown in the parenthesis: the gross profits of the manufacturers are zero in all cases; the gross profit of a retailer is 0 if it does not reach agreements with any manufacturer; when there is only one agreement ( 4 , 5 and 6 ), the gross profit of the retailer with agreement is 1; when there is more than one agreement, the retailers' gross profits may be higher or lower than 1 ( , 1 , 2 and 3 ). In particular, the agreement between 3 and 4 may exert externality on 1 and 2 if player 2's gross profit in Player 2's Myerson value for game is (8 − 1)/32. If 0 ≤ < 1/8, then player 2's Myerson value is negative and thus does not satisfy the individual rationality condition in recursive Nash-inNash (since 2's payoff is zero if it does not reach an agreement with 1) although the monotonicity assumption is satisfied. In this case, the recursive Nash-in-Nash solution for negotiation set does not exist since players 1 and 2 are better off if they do not trade given the agreements between 1 and 4, and 3 and 4.
12 If 
V. Potential Applications
In this section, we consider some potential applications of the recursive Nash-in-Nash bargaining solution in regulation and litigation settings.
The recursive Nash-in-Nash bargaining solution is likely better suited in markets where trading partners renegotiate when the negotiation of a pair unexpectedly breaks down or contracts are contingent on whether trades happen in other negotiations. For example, if a virtual MVPD entrant 12 Literature has recognized that the Myerson value sometimes gives unintuitive results. For example, De Clippel and Serrano (2008) points out that the Myerson value does not satisfy a monotonicity in marginal contributions. The following example is the second partition function in their Example 6 using our notations. = {1,2,3}. ,{ } = {1},{{1},{2},{3}} = 1, , = 0 for all other ( , ) ∈ . The Myerson values of this game is (0,1/2,1/2). Agent 1's Myerson value is counterintuitive because it creates strictly positive value in some partitions and zero in the rest, so one would expect its Myerson value to be strictly positive. 
) cannot launch its service without content with some major programmers, it may condition its payments to a programmer on successful negotiations with all the necessary programmers. Similarly, if an insurer cannot launch a new health insurance plan profitably without two popular hospitals, it may renegotiate with one of them if the other negotiation unexpectedly breaks down instead of launching the plan.
Using the appropriate bargaining solution is not merely a theoretical issue; instead, it can affect conclusions regarding to whether a horizontal or vertical merger is anticompetitive or procompetitive. Antitrust agencies often weigh the potential harm and benefits of a merger.
13 Recursive Nash-in-Nash and standard Nash-in-Nash would generally predict different harm. Consider the example in Nevo (2014). A distributor negotiates with two symmetric providers. The distributor's profit is $120 if its bundle includes both providers, $100 if its bundle includes only one provider. Both standard Nash-inNash and recursive Nash-in-Nash solutions predict that the distributor payment is $60 after the merger since both bargaining solutions are the same as Nash bargaining solution when there is only one negotiation. However, Nash-in-Nash predicts that the merger increases the distributor's total payments by $40 whereas the payment increase predicted by the recursive Nash-in-Nash is only a third of that. Assuming that the merger specific efficiencies is $30, then Nash-in-Nash would predict that the merger is harmful whereas recursive Nash-in-Nash would predict the opposite.
In addition to merger reviews, recursive Nash-in-Nash can also be applied in some regulatory contexts where regulators are legislatively directed to set a price that would prevail in some hypothetically competitive market. As shown in Example 1, recursive Nash-in-Nash and Nash-inNash may have very different predictions on how fixed costs are shared. If empirical evidence of fixed-cost sharing is more consistent with recursive Nash-in-Nash instead of Nash-in-Nash in some markets, then recursive Nash-in-Nash is probably the more natural framework to use in these settings.
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where Δ ≡ −Δ for any ∈ with > .
There may be other paths from to , but if exists then − are the same regardless the path used for the above calculation.
If exists, then it is the solution to the following set of linear equations:
This is because Eq. (A1) can be derived from Eq. (A4) for any in and Eq. (A4) can be derived from Eq. (A1) for any = 1, … , − 1.
Eqs. (A2) and (A4) can be written in matrix form as
where is a vector with components such that = , +1 for = 1, … , − 1 and = , for = ; = { , } , ∈ is an -by-matrix such that all components are zero except that , = 1, , +1 = −1 for = 1, . . . , − 1 and , = 1 for = 1, . . . , . Proof. Take an arbitrary ′ ⊆ , ∈ ′ , ∈ . Firstly, we will show that ℎ ( ′ ) = ℎ ( ′| ).
Consider 's marginal contribution in game ( , ′ ). When adding to a coalition, the gross profits of the agents in other bargaining groups do not change and the gross profits of the agents in 's bargaining group change in the same way as if the game is ( , ′| ) by Assumption 1. Similarly, in game ( , ′| ), when adding to a coalition, the gross profits of the agents in other bargaining groups do not change by Assumption 1. Therefore, 's marginal contribution to any coalition is the same in ( , ′ ) and ( , ′| ). Hence, 's Shapely value in these two games are the same.
Secondly, we will show that ∑ ℎ Proof. Take an arbitrary ′ ⊆ and ∈ ′. Let be the bargaining group that is in given ′.
Firstly, note that a coalition's total gross profit is the same in games ( , ′ ) and ( , ′\ ) if the coalition does not include both and . This is because the only difference between the two games is whether agreement is possible and a coalition without both does not allow to reach an agreement.
Secondly, the total gross profit of a coalition with both and in ( , ′ ) is weakly larger than in ( , ′\ ). This is because the total gross profit of all agents in is weakly larger given agreements ′| than given agreements ′ \ | by Assumption 2 and the total gross profit for agents not in coalition is the same given agreements ′| and ( ′ \ )| by Assumption 1.
Given these two observations, 's marginal contribution to any coalition is weakly larger in ( ,  ′ ) than in ( , ′\ ). Therefore, its Shapely value is also weakly larger in ( , ′ ) than in ( , ′\ ).
The same arguments can be used to show ℎ ( ′ ) ≥ ℎ ( ′\ ). ∎ Proof of Proposition 1. Proof by induction.
First, we will show that ∀ 1 ⊆ with | 1 | = 1, the recursive Nash-in-Nash bargaining solution given , 1 and is the same as the Shapley values for the cooperative game ( , 1 ).
Let the negotiating pair in 1 be and . Solving the two equations defined by the component balance and fairness conditions, we get 1 = (∅) + ( ( 1 ) 
