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Abstract
This research is motivated by the need for face recognition in uncontrolled environments. In other words, we are
interested in face recognition arrangements whereby the users do not need to interact with the recognition technology.
The contribution of this paper is to perform a range of recognition experiments on face image data as people casually
enter a building, without any instructions about expression. Speciﬁcally, we capture four images per session in rapid
succession (all within 20ms). The four images are synchronised to diﬀerent light sources to enable photometric stereo
processing to estimate albedo images, surface normals and depth maps. Additional capture sessions then take place
over periods of many weeks. Our recognition experiments are on each of the three modalities as well as a fusion
technique for the albedo and depth. Using a variety of photometric stereo methods, surface integration methods (to
recover depth) and recognition algorithms such as principal component analysis and nonnegative matrix factorisation,
we acquire a maximum recognition rate of 86% for 96 subjects.
Keywords: 3D face recognition, photometric stereo
1. Introduction
In recent years, face recognition [1] has undergone two major developments. First, a few basic systems have
become commercialised. These are typically 2D systems that require close co-operation with the users and assume
ﬁxed pose, expression and lighting. Second, and partly in an attempt to relax these assumptions, researchers have
began incorporating 3D information into the recognition process [2]. This paper aims to assist in both of these
developments by presenting 3D face recognition experiments in uncontrolled conditions.
The paper applies a range of existing face recognition algorithms to data captured using a photometric stereo (PS)
[3] device placed at the entrance of a busy workplace. The device that we adopted [4] captures four images of each
subject per session and reconstructs the 3D geometry of their face using several diﬀerent algorithms. The device works
by detecting the presence of an individual with an ultrasound switch and using this to trigger a high speed (200fps)
camera to acquire the raw images. The camera is hardware connected to four diﬀerent ﬂashgun light sources, which
are positioned around an archway, through which the subjects pass as they enter their oﬃces. The physical location of
the device meant that we were able to test the algorithms on more challenging situations than the current commercial
systems allow. This is because the data for the experiments were captured as subjects “casually” pass through the
archway rather than having to make a speciﬁc eﬀort to co-operate with the system. This arrangement accurately
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simulates one of the ultimate goals for access-control face recognition, where there is no interaction required between
the subjects and the technology.
A comparative study of 3D face recognition/veriﬁcation methods was recently published in [5], where the authors
implemented a large inventory of 3D recognition methods and tested them on various representations of facial ge-
ometry (i.e. depth images, curves and normal ﬁelds). Moreover, the authors applied various fusion strategies to the
results of 3D face recognition methods. A recent study on the fusion of information of intensity and depth images
was presented in [6]. In that paper the authors demonstrated that: 1) the recognition results of intensity and depth
images are approximately the same, 2) fusion of intensity and depth information produce considerably better results
than using only one modality (i.e, only intensity images or only depth maps).
The experiments in this paper are based on each of the albedo images (2D), the recovered 3D depth and normal
images [2],[5]. In summary, the contributions of this paper are 1) it demonstrates how diﬀerent methods in the pipeline
of PS aﬀect the recognition rate, and 2) it veriﬁes that a similar conclusion to [6] can be drawn for the modalities
derived from PS methods. We applied three diﬀerent PS methods in order to compute the normal ﬁeld and the albedo
image and ﬁve diﬀerent integration methods that compute the height map from the normal ﬁeld.
2. Photometric Stereo and Surface Reconstruction
All of our experiments are performed on PS data acquired using the capture device described in [4]. This section
of the paper summarises the standard PS method [7, §5.4], which we implemented using both three and four sources.
We used an implementation of the PS method of Woodham [3] and have mainly concentrated on a four-source version
of the technique, although we have also compared our results with those of methods using three sources.
Standard PS involves imaging an object using three or more light source directions and assumes that the surface
reﬂectance follows Lambert’s law. The following matrix equation is then constructed from the captured greyscale
images using Lambert’s law for each pixel x = [x, y]:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I1 (x)
I2 (x)
...
IN (x)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = ρ (x)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
LT1
LT2
...
LTN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦n (x) (1)
where Ii(x) is the ith measured pixel brightness, Li is the ith light source vector, N is the number of light sources,
ρ(x) is the reﬂectance albedo and n(x) is the unit surface normal. The light source positions are calculated once by
measuring the highlights on a specular sphere. The albedos and surface normal components can then be calculated
by solving (1) using these known light source vectors and the measured intensity values. In addition to this basic PS
method, we also applied the PS method proposed in [8] that aims to address the negative impacts of shadows and
specularities.
We next describe the problem of reconstructing a surface (x, f (x)) from the surface normals estimated from PS.
The normals can be expressed in terms of surface gradients using
n˜(x) =
1√
1 +
(
∂ f
∂x
)2
+
(
∂ f
∂y
)2
(
−∂ f
∂x
,−∂ f
∂y
, 1
)T
(2)
Let the computed value of the unit normal at some point x be n(x) = [a(x), b(x), c(x)], as calculated by (1). We can
then say that
∂ f
∂x
=
a(x)
c(x)
∂ f
∂y
=
b(x)
c(x)
. (3)
Here, we also perform another check on the data set. Let the images P(x) = [ a(x)c(x) ] and Q(x) = [
b(x)
c(x) ]. If the surface
is integrable, we can say that
∂2 f
∂x∂y
=
∂2 f
∂y∂x
(4)
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and, therefore
A(x) ≡ ∂ (P(x))
∂y
− ∂ (Q(x))
∂x
(5)
must be close to zero at each point x.
Assuming that the partial derivatives satisfy condition (5), we can reconstruct the surface up to some constant error
in depth. The partial derivatives give the change in surface height with a small step in either the x or the y direction.
This means that we can get the surface by summing these changes in height along some path. In particular, we have
f (x) =
∮
C
(
∂ f
∂x
,
∂ f
∂y
)
· dl + c (6)
where C is a curve starting at some ﬁxed point and ending at x, dl is the inﬁnitesimal element along the curve and
c is a constant of integration, which represents the unknown height of the surface at the starting point. Choosing the
correct integration path and enforcing condition (4) is not a trivial task. In our experiments we applied the surface
reconstructions proposed in [9, 10, 11, 12, 13].
3. Face recognition using Albedo and Depth Images
Using the methods outlined in the previous section, we have at our disposal a range of modalities in which to apply
recognition algorithms: raw images, albedo images, surface normals and depth maps. In this section we outline a range
of methods used for feature extraction from albedo and depth images for face recognition. We have chosen to apply a
family of methods that aim at extracting features using linear projections (also referred to as subspace methods). This
family includes, for example, Principal Component Analysis (PCA) and Nonnegative Matrix Factorization (NMF). In
our experiments, NMF [14] produced the best recognition result. In subspace methods such as NMF, the facial images
are lexicographically scanned in order to form feature vectors.
Let m be the number of samples in the image database U = {u1,u2, ..,um} where ui ∈ <n is a database image.
A linear transformation of the original n-dimensional space onto a subspace with m dimensions (m << n) is a matrix
WT ∈ <m×n. The new feature vectors yk ∈ <m are given by:
yk =WT (uk − u¯), k ∈ {1, 2, . . . ,m} (7)
where u¯ ∈ <n is the mean image of all samples. Classiﬁcation is performed using a simple distance measure and a
nearest neighbour classiﬁer using the normalized correlation.
In this paper we also adopt a speciﬁc method for recognition that uses the orientation of the normals, as this is
particularly well suited to our available data. The method is simple to implement and is based on a novel representation
of faces, the so-called NormalFaces. Using P and Q calculated using PS from image u we proceed to compute
Φ(x) = atan
Q(x)
P(x)
(8)
which is an image that contains the normal orientations. The orientations are measured in the interval [− π2 , π2 ]. For
two normal images Φ1(x) and Φ2(x) we then use the following dissimilarity measure:
d(Φ1(x),Φ2(x)) = 1 − 1mnπ
mn∑
i=1
|Φ1(xi) −Φ2(xi)|. (9)
This measure is then used to extract features using pseudo-Euclidean embedding as described in [15] and classiﬁcation
is performed using the normalized correlation in the new space.
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4. Recognition Experiments
Our experiments are performed on subjects’ face images that have been captured with more than a week’s interval
for 126 people. For the majority of images (90 people in total) the interval was greater than one month. The database
contains 96 persons with three or more images per person. For the experiments presented here, we tested using three
scenarios: (a) using a single training image, (b) using two training images, and (c) using a multi-modal approach. For
the second scenario, the testing image for all 96 subjects was the same one used for the ﬁrst scenario. This realization
was implemented in order to test whether or not recognition using two samples of the same modality is better than
fusing information across diﬀerent modalities. The ﬁrst of these scenarios is a particularly challenging experimental
procedure, especially since most of the training and testing images display a diﬀerent facial expression.
4.1. Face recognition from Albedo Images
Four source, three source and ray trace-based PS methods were employed for albedo computation. These methods
are abbreviated as 4L-PS, 3L-PS and RAY-PS, respectively. The recognition rates using one albedo image for training
and one for testing for all the tested PS methods are shown in Figure 1(a). As it can be seen, the recognition rate is
aﬀected by the PS method applied and noticeably better recognition performance is achieved by PS methods that use
all four illuminants. The best recognition rate was 78%.
For the case of the two sample experiment we used a decision fusion strategy similar to [16]. That is, we combined
the match scores for each person across the two samples of 2D albedo images and ranked the subjects based on the
combined scores. Scores from each modality are linearly normalized to the range of [0, 100] before combining. We
explored various conﬁdence-weighted versions of the sum, product and minimum rules. Among the fusion rules that
we tested, the sum rule provided the best performance overall. The recognition rates for the two sample experiments
are shown in Figure 1(b). As it can be seen, the use of more than two samples increases the recognition performance.
Moreover, the methods which use all four illuminants achieved better recognition rates than those using only three.
The best recognition rate was 85%.
4.2. Face recognition from Depth and NormalFace Images
We applied ﬁve diﬀerent methods for surface reconstruction from the normal ﬁeld. For the reconstruction methods
we use the following abbreviations: 1) ‘at’ for the method in [12], which enforces condition (4) with a linear system
of equations over the image, 2) dctFC for the DCT Frankot-Chellappa method [11], 3) FC for the original Frank-
Chellappa method [9], 4) ‘ls’ for the least square solution of the Poison equation [17] and 5) ‘me’ for the reconstruction
based on M-estimator [13]. The recognition rates for the one sample experiment and for all reconstruction and
PS methods are plotted in Figure 1(c). The best recognition result obtained was 74%. As it can be seen, PS and
reconstruction methods greatly aﬀect the recognition performance. More precisely, four source PS methods always
achieve better recognition results. Moreover, the depth maps that were produced by dctFC constantly outperformed
the performance of the depth maps produced by all other reconstruction methods.
Experiments using two samples for training and one sample for testing were conducted in a similar manner. The
results of these experiments are shown in Figure 1(d). The best recognition result was 86%. Finally, the results of the
experiments using NormalFace for all tested PS methods are shown in Figures 1(e) and 1(f) for one sample and two
sample recognition, respectively.
4.3. Fusion 2D and 3D
Multimodal decision fusion is performed by combining the match scores for each person across the modalities
of 2D albedo and depth image and ranking the subjects based on the combined scores in a similar manner as in the
two sample experiments. The sum rule provided the best performance. We performed fusion only on depth images
derived from the DCT-FC method. Fusion of intensity and geometry information was conducted only on the subset
of persons that have more than 2 samples available in order to be directly comparable with the single modality two
sample experiments. The recognition results from multimodal fusion using various PS methods are summarized in
Figure 2. The best recognition result was 85%. A summary of the best recognition results for the various modalities
and multimodal fusion is given in Table 1.
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Figure 1: Experiments using, (a) one albedo image for training and one for testing; (b) two albedo images for training and one for testing; (c) one
depth image for training and one for testing; (d) two depth images for training and one for testing; (e) one NormalFace for training and one for
testing; (f) two NormalFaces for training and one for testing
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Figure 2: Multimodal fusion results for recognition.
5. Conclusions
In this paper, we presented face recognition results based on PS data captured in a real life commercial setting. We
presented experiments which demonstrate how diﬀerent methods in the pipeline of PS aﬀect the recognition perfor-
mance and concluded that four-source PS methods produce facial samples (albedo, normals) that achieve constantly
high performance regardless of the reconstruction method applied. However, we also showed that the reconstruction
methods greatly aﬀect the recognition rates.
This paper also veriﬁed most of the ﬁndings of [16]. Speciﬁcally, in most cases, the best recognition results
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Table 1: A summary of the best percentage of recognition for all the conducted experiments across diﬀerent modalities.
One Sample Two Samples Modality Fusion
Albedo Depth Normal Albedo Depth Normal Albedo + Depth
78 74 78 85 86 86 85
of recovered albedo, normals and the reconstructed depth maps achieve approximately the same results, while in
some cases the recovered albedo produces better results. The fusion of albedo and reconstructed surfaces produce
signiﬁcantly better results than using only the albedo or the depth images. Fusion of two albedo images in the same
way that we fused the results of albedo and depth map gave approximately the same recognition results. The best
recognition rate that we obtained was approximately 86%.
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