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El agua es un elemento esencial para la vida. Aunque es la molécula
más abundante en nuestro planeta existiendo en fases vapor, líquido y sólido,
su diagrama de fases continúa siendo objeto de estudio debido a su comple-
jidad: por ejemplo, el agua en fase sólida llega a existir hasta en 18 fases
cristalinas.[6] Hasta ahora, se han llevado a cabo muchos estudios para re-
solver los desafíos que plantea el agua, como la supuesta existencia de una
transición líquido-líquido [12, 17, 24, 25], la transición vítrea [7, 9, 19, 22] o
la nucleación de hielo [10, 13, 18].
El agua congela a 0◦ (273 K) en condiciones normales de presión, sin
embargo, es posible tener agua líquida metaestable subenfriada hasta -40◦C
(∼ 233 K). Cuando la temperatura es sucientemente baja, la transición
líquido-sólido tiene lugar, es decir, las moléculas de agua se organizan en
pequeños embriones de hielo mediante un mecanismo denominado nuclea-
ción. Para que la nucleación ocurra, el líquido metaestable debe superar una
barrera de energía libre y transformarse en la fase termodinámicamente más
estable, el sólido, que en este caso también se conoce como hielo.
En agua pura, la nucleación homogénea, (sin paredes ni impurezas) es
un evento raro debido al hecho que no he dado de conocer ni donde ni cuando
va a aparecer el embrion de hielo) y, tiene lugar a temperaturas muy bajas
(hasta 40◦ bajo cero). Por otro lado, la presencia de impurezas o paredes
(nucleación heterogénea) disminuye la barrera de energía libre, facilitando la
aparición del núcleo cristalino. En la primera parte de esta tesis doctoral se
estudiará la nucleación homogénea de hielo en agua subenfriada intentando
entender el efecto de un campo eléctrico externo en la nucleación de la fase
sólida.
Debido a sus posibles aplicaciones industriales y biológicas [3, 14, 15],
1
1. Resumen
el agua connada se ha convertido en un tema central en las últimas décadas
[1]. Sin embargo, a diferencia del agua bulk, no existe un diagrama de fases
bien denido que describa el agua connada debido al hecho que para cada
tipo de connamiento tendriamos que calcular un diagrama de fases distinto
[21].
En los últimos años se han realizado un gran número de trabajos cientí-
cos acerca de las estructuras de agua que se forman en nanoconnamiento así
como de las propiedades dinámicas del agua en estas condiciones.[1] Aunque
los estudios mencionados intentan explicar el comportamiento del agua en un
amplio rango de sistemas connados, existen discrepancias entre ellos. Estas
diferencias se deben principalmente a la dicultad de llevar a cabo medidas
experimentales a escala nanométrica que conrmen o refuten los cálculos y
las predicciones teóricas. Por este motivo, existen pocos trabajos experimen-
tales que estudian el agua en nanoconnamiento [8, 11]. Con esto presente,
la simulación molecular ha demostrado ser una herramienta muy útil para el
estudio del agua en estas condiciones. Sin embargo, hay discrepancias en la
literatura también en los resultados obtenidos mediante simulación. Existen
factores relevantes y a tener muy en cuenta como el modelo de agua utili-
zado, la interacción pared-agua o las condicioines termodinámicas como la
densidad del sistema, las cuales afectan a los resultados obtenidos. A partir
de este punto, esta tesis pretende ser un marco de referencia para futuros
trabajos analizando un amplio espectro de connamientos y teniendo el agua
como sistema de referencia, ya sea agua pura o disoluciones salinas.
Introducir sal (iones) en agua genera un nuevo escenario. El agua salada
constituye el 71% de la supercie de la Tierra y debido a su relevancia
para la vida, se han llevado a cabo numerosos estudios para comprender sus
propiedades en distintas condiciones [2, 5, 20, 23].
Con el n de comparar con medidas experimentales y estudios previos
[16] en la ultima parte de esta tesis , se han calculado funciones respues-
ta como la capacidad caloríca a presión y volumen constante (Cp) y (CV
respectivamente), la compresibilidad isoterma (κT ) y la velocidad del sonido
para el agua con concentraciones de NaCl [4] 0.7m and 1.2m.
1.2. Objetivos
Al inicio de este trabajo predoctoral, los objetivos marcados fueron los
siguientes:
1. Estudio del efecto del campo eléctrico en la nucleación de hielo. Para tal
efecto, se ha utilizado la técnica de Seeding para estimar la energía
2
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interfacial (γ), la barrera de energía libre (∆G) así como la tasa de
nucleación (J).
2. Investigar el comportamiento del agua connada. Se analizaron la es-
tructura y la dinámica del agua connada en sistemas planos y en el
interior de nanotubos, ambos hidrofóbicos. En particular se calcularon
propiedades como el perll de densidad, los enlaces de hidrógeno, la
viscosidad y el coeciente de difusión.
3. Comprender el comportamiento del agua en sistemas ultra-connados.
Preparamos cinco sistemas nanométricos para estudiar el comporta-
miento del agua en estas condiciones. En este caso, el agua nunca re-
cupera la estructura de bulk y presenta propiedades inusuales. En este
proyecto, hemos estudiado las mismas propiedades que en el trabajo
anterior (objetivo 2) y también exploramos el efecto de curvatura en
los resultados calculados.
4. Cálculo de las propiedades respuesta y sus anomalías de agua salada
utilizando el modelo Madrid para simular sal en agua. Con el n de
comparar con los experimentos del Prof.Caupin (Univ.Lion), se han
calculado la capacidad caloríca a volumen (CV ) y presión (Cp) cons-
tantes, la compresibilidad isoterma (κT ) y la velocidad del sonido (c).
1.3. Resultados
Basadas en los objetivos mencionados anteriormente, se discutirán los
principales resultados obtenidos:
1. Estudio de la nucleación de hielo bajo campos eléctricos
En este trabajo se ha estudiado la inuencia de campos eléctricos en la
nucleación homogénea de hielo. Mediante este estudio se ha demostrado
que la fase estable de hielo en condiciones normales (hielo Ih) no crece
bajo campos eléctricos. Esta fase se ve impedida requiriendo un mayor
subenfriamiento para que el crecimiento de esta fase tenga lugar. En los
modelos de agua utilizados en este trabajo, TIP4P/2005 y TIP4P/Ice,
los campos eléctricos débiles (hasta 0.1 V/nm) a penas tienen inuen-
cia en el comportamiento del agua. A medida que el valor del campo
aumenta, el tiempo de respuesta del sistema disminuye y éste tiende a
polarizarse. El trabajo se ha realizado con un valor de campo eléctrico
de E = 0.3 V/nm. Bajo estas condiciones, la nucleación de hielo Ih se
3
1. Resumen
produce a un supercooling muy alto, produciéndose un efecto competi-
tivo entre la temperatura y el campo eléctrico. A supercooling bajos y
en presencia de E = 0.3 V/nm, la fase estable es un hielo ferroeléctrico
denominado hielo Icf . En el estudio de nucleación llevado a cabo en esta
tesis mediante la técnica de Seeding se ha demostrado que la barrera
de energía libre y la tasa de nucleación equivalen a las obtenidas para
la nucleación del hielo Ih en ausencia de campo [26].
2. Estudio de dinámica molecular de agua TIP4P/2005 nanocon-
nada en sistemas hidrofóbicos
En este trabajo se han estudiado las propiedades dinámicas y estructu-
rales del agua en nanoconnamiento. Se prepararon cinco sistemas de
estudio. En dos de ellos se connó el agua entre dos láminas rígidas e
hidrofóbicas, los tres sistemas restantes consistían en nanotubos hidro-
fóbicos de quiralidades: (20,20), (35,35) y (52,52). Los análisis revelaron
que la hidrofobicidad inuye notablemente en los perles de densidad
del sistema mientras que los cálculos demostraron que la curvatura pa-
rece tener un papel relevante tanto en la estructura como en la difusión
del agua. Por último, se demostró que la estimación de la viscosidad
mediante la expresión de Green-Kubo no es correcta en nanoconna-
miento y en su lugar, se propone la aproximación de Stokes-Einstein
[27].
3. Propiedades estructurales y dinámicas del agua en sistemas
ultraconnados
En este trabajo se aumentó notablemente el nivel de connamiento
con respecto al estudio anterior. En este caso, el sistema de mayor ta-
maño tiene una distancia entre las paredes de 1.35 nm y el de menor
0.75 nm. Mediante este estudio se ha demostrado que la curvatura sí
inuye en la difusión del agua, disminuyéndola cuando las moléculas
forman estructuras en los nanotubos pero contribuyendo positivamente
cuando el agua tiene estructura de bulk. Además se ha demostrado que
la ecuación de Stokes-Einstein también puede ser válida para sistemas
subcontinuos, es decir, aquellos en los que se ha perdido el comporta-
miento de bulk. Por último, se observó que a niveles muy elevados de
connamiento el sistema tiende a cristalizar.
4. Cálculo de las anomalías en las propiedades respuesta en agua
salada
En este trabajo se calculó la velocidad del sonido en una disolución de
sal en agua 1.2 M para comparar con los resultados experimentales del
4
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grupo del Prof.Caupin de la Univ. de Lyon. Además se estimaron los
extremos en las capacidades calorícas a volumen y presión constantes
(CV y Cp respectivamente) así como en la compresibilidad isoterma
(κT ). Mediante este estudio no solamente se han corroborado las me-
didas experimentales de la velocidad del sonido sino que también se ha
validado el modelo de sal en agua [4] para disoluciones en condiciones
extremas de presión y temperatura.
1.4. Conclusiones
El principal objetivo de este trabajo ha sido estudiar algunas propie-
dades físicas del agua. En la primera parte de la tesis se presenta el estudio
de la nucleación de hielo bajo campos eléctricos. Mediante este estudio se ha
calculado la termodinámica implicada en la formación del embrión de la fase
estable, el polimorfo de hielo más estable, así como el comportamiento de la
fase bulk metaestable (objetivo 1).
En la segunda parte, se ha estudiado el agua nanoconnada en sistemas
hidrofóbicos. Esta segunda parte, dividida a su vez en dos trabajos diferentes,
describe la estructura y la dinámica del agua connada entre placas rígidas
e hidrofóbicas y nanotubos, ambos de grafeno (objetivo 2).
Se ha reportado en un amplio rango de temperaturas los perles de
densidad, el número de enlaces de hidrógeno, el coeciente de difusión y la
viscosidad de cada sistema. Además, mediante estos estudios se ha demos-
trado que la aproximación de Green-Kubo para el cálculo de la viscosidad
no funciona para sistemas connados mientras que la ecuación de Stokes-
Einstein responde correctamente a la relación con la difusión y a la recupera-
ción del valor de viscosidad en el caso límite (cuando no hay connamiento).
Por último, se ha demostrado cómo el connamiento extremo afecta a la pér-
dida de la estructura de bulk, así como a la difusión del agua. Además se
ha observado que la expresión de Stokes-Einstein también es utilizable para
estos sistemas hasta llegar a los casos de connamiento extremo donde el
agua intenta formar láminas perfectas (objetivo 3).
En la última parte de esta tesis se ha trabajado con agua salada uti-
lizando para ello un nuevo force-eld para disoluciones de cloruro sódico en
agua TIP4P/2005 [4]. Se han calculado los extremos en propiedades de res-
puesta como la capacidad caloríca a volumen y a presión constantes (CV
y Cp respectivamente) o la compresibilidad isoterma (κT ). Mediante este
trabajo se ha corroborado el modelo para las soluciones salidas al mostrar
concordancia con las medidas experimentales de la velocidad del sonido a
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Water is essential for life. Even though it is the most abundant molecule
in our planet existing in vapour-liquid and solid phases, its ice-liquid phase
diagram has not been fully understood yet because of its complexity: for
example, water in solid phase can present 18 crystalline forms. [6]. So far,
many studies have been developed in order to shed light on the water issues,
such as liquid-liquid transition, [12, 17, 24, 25] glass transition [7, 9, 19, 22]
or ice nucleation [10, 13, 18].
Bulk water freezes at 0◦ (273 K) at normal conditions of pressure, howe-
ver, in theory, it is possible to prepare metastable super cooled liquid water
down to -40◦C (∼ 233 K). Once temperature is low enough, a liquid-solid
phase transition takes place: water molecules organise in small ice embryos
via a mechanism named "nucleation". In order for nucleation to take place,
the metastable liquid has to overcome a free-energy barrier to phase trans-
form into the thermodynamically stable ice phase.
In pure water, homogeneous (with no impurities or walls) ice nucleation
happens at very low temperatures (about -40◦) and it is a rare event. On the
other side, the presence of impuritieys or walls (heterogeneous nucleation)
decreases the nucleation free-energy barrier, thus facilitating the appearance
of crystal nuclei. The rst part of this thesis will deal with homogenous
ice nucleation from bulk water. We will try to comprehend the eect of an
external electric eld on the nucleating solid phase.
Because of its potential applications in industry and biology [3, 14, 15],
water under connement has become a topic of great interest during last
decades [1]. However, unlike bulk, it does not exist a well dened phase
diagram which describes conned water, because of each connement would
require a particular phase diagram.[21]
During last years, several scientic works have been carried out focused
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on the water structures formed under nano-connement and the dynamic
properties [1]. Even though the studies mentioned try to explain correctly
the water behavior in a wide range of conned systems, there are discrepan-
cies between them. These dierences are brought about mainly due to the
hardness to develope experimental measurements at nanoscale that conrm
or reject the calculations as well as the theoretical predictions . Because of
this fact, there exist only a few works that study water in nanoconnement
[8, 11].
With this in mind, the molecular simulation has become a very useful
tool to comprehend water nature under these conditions. However, as it was
mentioned before, there are discrepancies in the literature concerning to the
simulation results. The water model used, water-surface interaction or the
thermodynamic conditions, like the density of the system, have an eect on
the results obtained. From this point, this thesis pretends to be a benchmark
for future works analysing a wide espectrum of connement sizes.
Introducing salt (ions) in water generates a new landscape. Salty water
composes 71% of the earth surface and due to its relevance for life, seve-
ral studies have been carried out to understand its properties at dierent
conditions [2, 5, 20, 23].
With the aim of comparing to experimental measurements and previous
studies [16], at the end of this thesis, heat capacity at constant pressure (Cp)
and volume (CV ), isothermal compressibility (κT ) and sound velocity were
computed for water with NaCl [4] at concentrations 0.7m and 1.2m.
2.2. Objectives
When we started this predoctoral work the objectives were the follo-
wing:
1. To study the eect of Electric elds on ice nucleation. For that purpose,
we have used the Seeding technique to estimate interfacial energy (γ),
energy barrier height (∆G) as well as the nucleation rate (J).
2. To investigate water behavior under connement. Structure and dyna-
mics of water conned in 2D systems and inside nanotubes was analy-
sed. Properties such as density prole, Hydrogen bonds, viscosity and
diusion coecient were computed. In all of them water behaves like
bulk at the centre of the structure.
3. To understand the behavior of water in ultra-conned systems, we
study ve nano-sized systems. In all cases, water never recovers bulk
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structure and presents unusual properties. In this project, we studied
the same features as in the previous work (objective 2) and explore the
curvature eect on the computed results.
4. Calculation of anomalies in the response functions in salty water where
NaCl is simulated by means of the Madrid model. We computed the
heat capacity at constant volume(CV ) and pressure (Cp), the isothermal
compressibility (κT ) and the speed of sound (c), and compare the latest
with the experimental results obtained in the group of Prof. Caupin at
the University of Lyon.
2.3. Results
Based on the objectives mentioned before, we will now discuss the main
results obtained for each aim.
1. Study of nucleation under electric elds In this work we studied
the inuence of electric elds in the homogeneous ice nucleation. In
this study it has been shown that the stable phase of ice at normal
conditions (ice Ih) does not nucleate under electric elds. This pha-
se is hindered by requiring a higher supercooling so that the growth
of this phase takes place. With the water models used in this work,
TIP4P/2005 and TIP4P/Ice, weak electric elds (up to 0.1 V/nm) do
not aect to the water behavior. As the value of the eld increases, the
response time of the system decreases and it tends to polarize. This
work has been carried out with an electric eld value E = 0.3 V/nm.
Under these conditions, the nucleation of ice Ih occurs at a very high
supercooling, producing a competitive eect between the temperature
and the electric eld.
At low supercooling and with E = 0.3 V/nm, the stable phase is a
ferroelectric ice called ice Icf . During the nucleation study carried out
in this thesis by means of the Seeding  technique, it has been shown
that the energy barrier and the nucleation rate are similar to those
obtained for the nucleation of the ice Ih without eld.
2. Molecular dynamics study of nanoconned TIP4P/2005water
In this work we have studied the dynamic and structural properties of
conned water. Five systems were studied. In two of them water was
conned between two rigid sheets, the three remaining systems con-
sisted of nanotubes whose chiralities are: (20,20), (35,35) and (52,52).
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Our results revealed that hydrophobicity has a signicant inuence on
the density proles of the system, while the calculations showed that
the curvature seems to have a relevant role both in the structure and in
the water diusion. Finally, it was shown that the viscosity estimation
by means of the Green-Kubo expression is not correct and instead, the
Stokes-Einstein approximation is proposed.
3. Dynamic and structural properties of ultra-conned water
In this project, the connement was signicantly increased with respect
to our previous study. In this case, we considered the largest system
with a wall-to-wall distance of 1.35 nm and the smallest one with 0.75
nm. We demonstrate that the curvature on the conning surface aects
the water diusion, decreasing it when the molecules form structures
in the nanotubes but contributing positively when the water is cha-
racterised by a bulk structure (as demonstrated before for the (20,20)
nanotube ). In addition, we show that the Stokes-Einstein equation can
also be used in subcontinuous systems. Finally, we observed that for
very tight connement (very narrow systems) water tends to crystallize,
forming layers of one molecule size.
4. Study of anomalies in the response properties of salty water
In this work we demonstrated through experiments and corroborated
by simulation the minimum in the speed of sound in a solution of salt
in water 1.2 M. In addition, the maxima of the heat capacities were
estimated at constant volume and pressure (CV and Cp respectively)
as well as the isothermal compressibility (κT ). This study not only
allowed to understand the experimental measurements of the speed of
sound but also validated the Madrid model for salt solutions in water
TIP4P/2005 under extreme conditions of pressure and temperature.
2.4. Conclusions
The main objective of this work was to study and to understand the
water behaviour at dierent conditions. In the rst part of this thesis the
study of the ice nucleation under electric elds is presented. Through this
study the thermodynamics involved in the formation of the embryo of the
stable phase, the more stable polymorph of ice as well as the behavior of the
metastable bulk phase were computed (objective 1).
In the second part, conned water was studied. This second part, di-
vided in two dierent works, describes the structure and the dynamics of
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conned water between rigid and hydrophobic plates of graphene and inside
nanotubes (objective 2).
Then, it has been demonstrated how extreme connement induces the
loss of the bulk structure slowing down water diusion. We observed that
the Stokes-Einstein's equation can be also applied to compute the viscosity
of these systems until the extreme cases, where water tends to form per-
fect layers (objective 3). In both works, density proles, hydrogen bonds,
diusion coecient and the viscosity of each system were reported for a wi-
de range of temperatures. Furthermore, in these projects it was shown that
the Green-Kubo approximation to estimate the viscosity does not work for
conned systems while the Stokes-Einstein equation correctly responds to
the relationship with the diusion, recovering the viscosity value in the limit
case, where water is not conned.
In the last part of this thesis we have worked with salty water using a
new force-eld for solutions of sodium chloride. The results obtained expe-
rimentally in the group of Prof.Caupin at the University of Lyon have been
compared to those computed by simulations. In this process the maxima
of the response properties like heat capacity at constant volume and pres-
sure (CV and Cp respectively) or the isothermal compressibility (κT ) were
computed.
Through this work, the force-eld has been corroborated by showing
a good agreement with the experimental measurements of sound velocity at
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En este capítulo se explicará el fundamento teórico necesario para com-
prender el trabajo llevado a cabo durante esta tesis. Se comenzará con algunas
descripciones de las herramientas utilizadas durante el estudio realizado, ini-
cialmente se describirá la simulación por dinámica molecular, más adelante
se describirán las características generales del modelo de agua y de algunas
de sus estructuras cristalinas, el método de Seeding [39], una breve denición
de la Teoría Clásica de Nucleación así como la denición de propiedades de
transporte como el coeciente de difusión (D) o la viscosidad (η). Por últi-
mo se explicarán las propiedades de respuesta como la capacidad caloríca a
volumen constante o la compresibilidad isoterma κT .
3.1. Dinámica molecular
El método de dinámica molecular mostró su capacidad predictiva desde
los comienzos de la simulación computacional y fue en la década de los 70
cuando pudo ser aplicada con éxito en la descripción de sistemas biofísicos
y bioquímicos [13, 24]. La Dinámica molecular es una técnica de simula-
ción molecular que permite describir un sistema microscópico para calcular
propiedades macroscópicas. Las moléculas obedecen las ecuaciones de mo-
vimiento de la Mecánica Clásica que se resolverán utilizando un algoritmo
como el algoritmo de Verlet [48] o el leapfrog [19] como se verá más ade-
lante. Mediante Dinámica molecular se puede simular el equilibrio entre dos
fases y calcular propiedades de transporte así como estudiar sistemas fuera
del equilibrio. Otra de las ventajas de este método es que los cálculos de las
simulaciones se pueden paralelizar en varios procesadores, de tal manera que
se optimiza mucho el tiempo de cálculo pudiendo abordar sistemas cada vez
más complejos y más cercanos a los sistemas reales.
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Figura 3.1: Condiciones de contorno periódicas. Se replica la celda central ocho
veces (en dos dimensiones). Las moléculas pueden entrar y salir de cada caja a
traves de cada una de las cuatro fronteras.
3.1.1. Simulación de las propiedades de Bulk: Condicio-
nes periódicas de contorno
Existen técnicas que toda simulación molecular utiliza para estudiar y
describir correctamente un sistema innito (o de bulk). Una de éstas es aplicar
las condiciones de contorno periódico que se basa en replicar un sistema en
las direcciones del espacio del mismo, es decir generan ocho réplicas en un
sistema 2D y 26 réplicas en un 3D. De esta manera se genera un sistema
innito que elimina los problemas de tamaño que se encontrarían en un
sistema descrito por el número de partículas que puede asumir la simulación
molecular.
Las condiciones periódicas de contorno son la herramienta que permiten
replicar un sistema en las tres direcciones del espacio n veces. A continua-
ción se describe la implantación de las condiciones de contorno periódicas:
cuando una partícula abandona el sistema por un extremo de la caja de
simulación, otra molécula en las mismas condiciones aparece por la pared
opuesta manteniendo el número de partículas constante. Existe una perio-
dicidad innita y constante a lo largo de todo el sistema. Es necesario que
las interacciones entre las partículas sean más cortas que la mitad del lado
de la caja de simulación para evitar que se generen correlaciones entre una




3.1.2. Resolución de las ecuaciones de Newton: algorit-
mo de Verlet
Una vez denidas las condiciones de contorno periódicas se resuelven
las ecuaciones de Newton de la mecánica clásica hasta que las propiedades del
sistema no cambien con el tiempo, es decir, que el sistema está en equilibrio.
El tiempo de equilibrado del sistema depende de las condiciones termodiná-
micas, por ejemplo de la presión y la temperatura a la que se encuentre. Las
posiciones moleculares se ajustan de modo secuencial mediante el empleo de
las ecuaciones del movimiento de Newton. Para simular mediante dinámica
molecular se han desarrollado muchos códigos rigurosos y ables, en este caso
se utiliza el programa Gromacs [18] que utiliza el algoritmo de Verlet para la
integración de las ecuaciones de Newton que describen el movimiento mole-
cular y el cálculo de algunas propiedades. Para una posición y una velocidad
inicial de cada partícula (ri y vi respectivamente), resolviendo las ecuaciones
de Newton se obtiene una nueva posición r y una nueva velocidad v para
cada paso de tiempo simulado. Las moléculas se mueven en función del po-
tencial (V) entre pares de moléculas (cada molécula y el resto de moléculas
del entorno). Esta interacción genera una fuerza F :
Fi(t) = mi~ai(t) = −∇Vi (3.1)
Donde i es el índice de la partícula y ∇ es la derivada para las tres
componentes del espacio. Por lo tanto, la aceleración de una partícula i se






El algoritmo de Verlet [48] está basado en un desarrollo en series de Taylor
del vector posición en función del tiempo.




~r(t− δt) = ~r − ~v(t)δ(t) + 1
2
~a(t)(δt)2 (3.4)
Para calcular la posición de una partícula en el siguiente paso de tiempo
t + δt se suman las dos expresiones anteriores:
~r(t+ δt) = 2~r(t)− ~r(t− δt) + ~a(t)(δt)2 (3.5)
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3.1.3. Cálculo de fuerzas
En dinámica molecular, el cálculo de las interacciones de cada molécula
con las moléculas vecinas ocupa la mayor cantidad de recursos computacio-
nales. Dado que estas fuerzas son calculadas a cada paso de tiempo y para
todas las moléculas, se requiere utilizar aproximaciones para minimizar el
coste computacional que eso conlleva. La primera aproximación que se aplica
en simulación molecular se denomina aproximación de imagen mínima [16],
la cual, se basa en que las interacciones moleculares suceden entre las imáge-
nes más próximas. Anteriormente se han explicado las condiciones periódicas
de contorno mediante las cuales una partícula podía salir por el extremo de
la caja mientras que una imagen de la misma podía entrar por el extremo
opuesto. Con esta aproximación se limita la interacción de las partículas con
la imagen más cercana de sus vecinas. La segunda aproximación que se utili-
za en simulación molecular para reducir el coste computacional se denomina




Figura 3.2: Radio de la lista de vecinos representada por una circunferencia
en líneas discontinuas (nList) y radio del cut o del potencial utilizado (cir-
cunferencia interior de línea continua). Las partículas han sido representadas
dependiendo de si están dentro (rojo) o fuera (azul) de la lista de vecinos de
Verlet.
Dado que sería inasumible el cálculo de las fuerzas de una partícula
con todas las del sistema a lo largo de toda la simulación, se utiliza este
criterio como sesgo para discriminar la interacción con aquellas moléculas
más alejadas.
Para cada molécula se hace una lista con las molúlas vecinas más cer-
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canas al alcance (cut-o) del potencial. Esta lista se debe ir actualizando a
lo largo de la simulación debido a que las moléculas cambian continuamente
de vecinas. Normalmente se da un rango más amplio que el límite del cut-o
para no tener que actualizar la lista a cada frame/paso de tiempo.
3.1.4. Potencial de Lennard-Jones
El Potencial de Lennard-Jones es un potencial de corto alcance que des-
cribe la energía de interacción entre dos partículas en función de la distancia
entre ambas. En la función de la gura 3.3 se observa un pozo de potencial
(ε) que corresponde a la distancia interatómica más estable, en la cual la
energía de interacción es mínima. La energía en función de la distancia entre
dos partículas se describe analíticamente con la siguiente ecuación:











Donde σ es el diámetro de una partícula en el que la energía es cero.
Este potencial está basado en dos tendencias: una repulsión entre partículas a




)12 la componente repulsiva y el segundo término (σij
rij
)6 la componente
atractiva. Para poder calcular la energía total, se debe calcular el sumatorio
de todas las energías de interacción entre pares moleculares:
Figura 3.3: Potencial de Lennard-Jones (U) con la distancia(r) interatómica. A
una determinada distancia la energía de interacción es mínima (ε). A partir de este
punto, un aumento de la distancia, así como una disminución de la misma, provoca
una disminución en la atracción entre partículas. El potencial se trunca a una rcut
a partir de la cual el potencial vale 0.
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Dado que la energía de interacción entre moléculas depende de la dis-
tancia entre las mismas, es necesario jar una distancia límite (rcut) a partir
de la cual la energía de interacción no es signicativa. Este procedimiento se
denomina truncamiento de potencial y es imprescindible para disminuir el
coste computacional. Los cálculos de las interacciones Lennard-Jones esca-
lan como N2, siendo N el número de moleculas del sistema. En esta tesis se
considera que rcut ≈ 3σ, no obstante, este valor puede variar en función de la
precisión que se busque en los cálculos y del tiempo de simulación disponible.
Sin embargo, rcut debe ser menor que la mitad de un lado de la caja de simu-
lación (rcut <L/2 siendo L el lado de la caja). De esta manera se garantiza
que las partículas del sistema no interaccionen con réplicas de sí mismas.
Para evitar errores debidos al truncamiento de potencial, se aplican
las denominadas correcciones de largo alcance que permiten calcular la
energía que se desprecia en el truncamiento de potencial, es decir, la energía







Donde N es el número de partículas en la caja de simulación, ρ es la
densidad del sistema que se dene como N/Vtotal siendo Vtotal el volumen
total, U(r) es el potencial de interacción y g(r) es la función de distribución







3.1.5. Sumas de Ewald
La interacción Coulómbica tiende a 0 como r−1 y en este caso truncar
el potencial no sería la mejor opción porque como se ha mencionado ante-
riormente, son interacciones de más largo alcance que las dimensiones nitas
de la caja de simulación. En este caso por tanto, se deben evaluar las interac-
ciones de largo alcance, ya que en el caso de las coulómbicas si son relevantes
afectando a la energía del sistema. Bajo esta premisa se aplica el método
denominado Sumas de Ewald que también reduce el coste computacional.
Se requiere tratar matemáticamente el potencial de interacción entre cargas


















Figura 3.4: Distribución de carga en el espacio real y recíproco respecto al sistema
original utilizadas en el método de sumas de Ewald.[16]
Donde N es el número de cargas contenidas en la caja de simulación y
qi y qj son dichas cargas, ε0 es la permitividad del vacío y rij es la distancia
entre las partículas i y j. Aunque en esta expresión se está considerando la
interacción de una partícula consigo misma, dicha interacción será eliminada
posteriormente. En su modelo matemático (ecuación 3.9) se convierte la su-
ma en dos series, cada una de las cuales converge mucho más rápidamente,











La primera suma, realizada en el espacio real, equivale físicamente a ro-
dear cada carga puntual por una distribución neutralizante de cargas de igual
magnitud y signo contrario. Esta distribución es típicamente una gaussiana.
Este término converge rápidamente y es responsable de las interacciones de
corto alcance. El segundo término compensa la distribución neutralizante del
primer término, mediante una distribución de cargas de signo opuesto a las
del espacio real. Esta suma se realiza en el espacio recíproco y también con-
verge mucho más rápidamente que la suma original. Se trata de una serie
que varía muy suavemente con la distancia, por lo que puede aplicarse su
transformada de Fourier mediante un número de vectores recíprocos. En la
Figura 3.4 se esquematizan las dos distribuciones de carga utilizadas en el
método de sumas de Ewald.






























El primer término corresponde a la contribución real, el segundo es la
contribución del espacio recíproco y el tercero es el self term que se dene
como la energía de interacción de la carga con su gaussiana. Donde qi y qj son
las cargas de las partículas i y j respectivamente, erfc es la función de error
complementaria, ε0 es la permitividad del vacío, G es el vector del espacio
recíproco de la red de cajas de simulación replicadas, Vc es el volumen de
la caja de simulación y g es un parámetro de apantallamiento ajustable que
indica la anchura de la curva gaussiana.
3.1.6. Modelos de Simulación de Agua
Para la simulación de agua existen varios modelos que representan las
interacciones entre partículas y que se diferencian entre sí debido a la distri-
bución de cargas y la asignación del Oxígeno como centro Lennard-Jones. En
la primera parte de esta tesis se ha utilizado el modelo TIP4P/Ice [1] para el
estudio de los efectos de campos eléctricos en la nucleación de hielo. Siendo
el TIP4P/Ice una variante del TIP4P/2005 [2], es actualmente uno de los
mejores modelos para la simulación de las fases sólidas del agua. La parte
restante de la tesis estará focalizada en el estudio del agua en fase líquida,
por eso se ha utilizado el modelo TIP4P/2005 que reproduce feacientemente
las propiedades termodinámicas del agua [2]. Estos dos potenciales de agua
pertenecen a la gran familia de modelos basados en la topología molecular
de TIP4P [2], que son modelos de cuatro sitios, rígidos y no polarizables.
Cuadro 3.1: Parámetros de los modelos TIP4P/2005 [2] y TIP4P/Ice [1]. Donde
ε/k(K) es la energía que corresponde al pozo de potencial (k es la constante de
Boltzmann), σ indica a qué distancia el potencial de Lennard-Jones se hace cero
para cada modelo (tamaño del centro de Lennard-Jones), qH(e) es la carga sobre
el Hidrógeno, dOM es la distancia desde el Oxígeno hasta el punto M (centro de
la carga negativa) y Tm es la temperatura de fusión calculada para cada modelo
[1, 2]. Además entre paréntesis se incluyen las unidades siendo (K) Kelvin, (Å)
Angstrom y (e) la carga del electrón.
Modelo ε/k (K) σ (Å) qH (e) dOM (Å) dOH (Å) Tm (K)
TIP4P/2005 93.2 3.1589 0.5564 0.1546 0.9572 252.1
TIP4P/Ice 106.1 3.1668 0.5897 0.1577 0.9572 272.2
El modelo TIP4P/2005 es un modelo rígido y no polarizable que consi-
dera tres cargas puntuales (que representan las cargas de Oxígeno e Hidróge-
nos) y un centro Lennard-Jones situado en el átomo de Oxígeno. Las cargas
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positivas se sitúan en los dos átomos de Hidrógeno y la carga negativa se
sitúa en la bisectriz del ángulo diedro H-O-H (Fig.3.5) .
Figura 3.5: Representación de los modelos TIP4P. El σ de Lennard-Jones está
representado en color verde con el Oxígeno en su centro. La carga del Oxígeno,
siendo el doble que la de cada uno de los Hidrógenos se encuentra situada en el
átomo dummy (M), representado en color negro en el centro de la bisectriz.


















Donde el primer término de la ecuación corresponde al potencial Lennard-
Jones: siendo ε la profundidad del pozo de potencial, rij la distancia entre las
partículas i y j y σ la distancia a la cual el potencial se hace cero. El segundo
término corresponde al potencial de Coulomb: siendo qa y qb las cargas de
los sitios cargados de las partículas i y j respectivamente.
Tanto el modelo TIP4P/2005 como el modelo TIP4P/Ice describen el
comportamiento del agua y permiten calcular cualquier propiedad termodi-
námica. El TIP4P/Ice presenta parámetros distintos a los del TIP4P/2005
(reejados en la tabla 3.1), estas diferencias son las que permiten obtener
un diagrama de fases de agua (sólido-líquido) en el cual la fase más estable
de hielo a presión atmosférica y por debajo de 273 K sea el hielo Ih, tal
y como sucede en la naturaleza. Son estas características las que hacen del
TIP4P/Ice la mejor opción para el estudio de las fases sólidas de agua. Como
el TIP4P/2005, este modelo queda denido por un potencial de Lennard-
Jones (corto alcance) y por un potencial de tipo Coulómbico (interacciones
de largo alcance). Ambos modelos pueden ser utilizados para calcular el dia-
grama de fases del agua. Los diagramas de fase resultan ligeramente diferentes
por la variación de los parámetros descritos anteriormente, como se ilustra
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en la gura 3.1.6 que también presenta el diagrama de fases del agua para
cada modelo así como el diagrama de fases obtenido experimentalmente.
a)
b)
Figura 3.6: Diagramas de fases sólido-líquido del agua. En el eje de ordenadas se
representa la Presión en bares y en el eje de abscisas se representa la temperatura en
grados Kelvin. Las fases sólidas están indicadas con números romanos. a) La línea
continua corresponde a la línea de coexistencia sólido-líquido dada por el modelo
TIP4P/2005 [5]. b) La línea roja continua corresponde a la línea de coexistencia
sólido-líquido dada por el modelo TIP4P/2005 y la línea de asteriscos corresponde
al diagrama obtenido experimentalmente.[2]
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3.1.7. Enlace de Hidrógeno en el agua
Dos moléculas se enlazan cuando, al interaccionar, la energía total dis-
minuye con respecto a la que tenían antes de enlazarse. Este criterio se cumple
independientemente de la naturaleza del enlace.
La energía de interacción depende de la distancia entre las partículas,
la cual, disminuye conforme la distancia se va reduciendo hasta llegar a una
posición de equilibrio (distancia de enlace). Para poder discernir en simula-
ción si ambas partículas están o no enlazadas, es necesario establecer una
distancia de corte o un cut-o. Este cut-o, denido por una energía UHB,
es el umbral mediante el cual se podrá diferenciar entre dos moleculas enla-
zadas y dos sin enlazar. Por lo tanto, si U(i,j) representa la energía para las
moléculas i y j en una conguración dada, se utiliza [44]:
U(i,j) ≤ UHB (i,j enlazadas)
U(i,j) ≥ UHB (i,j no enlazadas)
Dentro de una molécula de agua, el enlace de Hidrógeno se describe como un
enlace de tipo covalente. Mientras que si consideramos dos moléculas de agua
cercanas entre sí, el átomo de Oxígeno de una molécula aporta un exceso de
carga negativa y el átomo de Hidrógeno de la otra aporta defecto de carga








Figura 3.7: Representación de las distancias y los ángulos que se tienen en cuenta
en los enlaces de Hidrógeno. En líneas discontinuas de color azul se representa
la distancia Hidrógeno y el Oxígeno de la molécula siguiente. Donde R dene la
distancia entre los Oxígenos, β es el ángulo formado por el vector R y el vector
O1-H1. El vector r dene la distancia H1-O2, el ángulo θ está denido por r y por
el vector O1-H1 y por último el ángulo α se dene como 180-θ.
Además del componente energético, el enlace de Hidrógeno en el agua
viene denido por una componente geométrica que tiene en cuenta la orienta-
ción (así como la distancia) de las dos moléculas que intervienen en el proceso
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[15, 36]. En la gura 3.7-a se representa la distancia O-H en el dímero de agua
en la que se evalúa la energía de interacción entre las dos moléculas de agua.
A menudo, en simulación se requieren cálculos tipo ab-initio para estimar
esta distancia de mínima energía.
En la gura 3.7-b (extraída de la referencia [27]), se exponen los cuatro
criterios utilizados hasta hoy para la denición del enlace de Hidrógeno: 1-
Considerar la distancia Oxígeno-Oxígeno (R) y el ángulo β [29, 34, 50], 2-
Considerar la distancia Oxígeno-Oxígeno (R) el ángulo θ [41, 43, 45], 3-La
distancia HidrógenoOxígeno (r) el ángulo β [32, 34, 35, 37] y por último la
distancia HidrógenoOxígeno (r) y el ángulo θ [28, 34]. En la referencia [27],
citada anteriormente donde realizan este análisis se reeja la complejidad
de jar un único criterio para denir el enlace de Hidrógeno así como las
discrepancias entre ambos criterios siendo unos más restrictivos que otros.
Teniendo en cuenta las posibilidades mencionadas a la hora de elegir
un criterio para la denicion del enlace de Hidrgógeno en el agua, en esta
tesis se ha escogido el método estándar desarrollado por Luzar y Chandler
[36] utilizando la distancia O-O (R) y el ángulo β (criterio número 1).
3.1.8. Momento dipolar del agua
Debido al exceso de carga negativa en el átomo de Oxígeno y al defecto
de carga en los átomos de Hidrógeno, la molécula de agua presenta momento
dipolar. Esta diferencia de densidad carga permite que la molécula de agua
interaccione con campos eléctricos. Como se estudiará más adelante en el
capítulo 4, la interacción con campos eléctricos externos puede inuir en el
comportamiento del agua, por lo que resulta pertinente comprender el origen
del momento dipolar del agua que causa dicha interacción.
El momento dipolar de una molécula está determinado por la distribu-
ción de carga en la nube electrónica de cada uno de sus átomos. Debido a
las diferentes electronegatividades que presenta cada elemento, así como el
número de electrones presentes en sus capas más externas, los electrones en
una molécula se organizarán en nubes de carga que quedarán distribuidas de
tal manera que se minimice la energía. Cuando una molécula está formada
por átomos distribuidos de forma simétrica, la nube de carga se distribuye de
manera equitativa haciendo que el momento dipolar neto de la molécula sea
cero. En el caso de la molécula de agua, como se ha explicado anteriormente,
el Oxígeno presenta un exceso de carga negativa mientras que los Hidrógenos
presentan un defecto de la misma. El hecho de que la molécula de agua esté
formada por dos tipos de átomos diferentes así como que la molécula no sea
lineal (perteneciente al grupo puntual C2v) hace que el momento dipolar neto











Figura 3.8: Representación esquemática de la molécula de agua para el cálculo
del momento dipolar. Las contribuciones parciales del momento dipolar se tienen
en cuenta con la mitad del ángulo HOH. Las echas discontinuas representan la
mayor electronegatividad del Oxígeno respecto a los Hidrógenos.
El momento dipolar se dene como:
~µ = q · ~r (3.12)
siendo q la carga y r la distancia entre ambas partículas. Conociendo
que el momento dipolar del enlace O-H es µOH = 1.5 D. Se puede calcular el
momento dipolar total de la molécula de agua mediante trigonometría:





Teniendo en cuenta que las componentes del momento dipolar O-H1 y
O-H2 a lo largo del eje x se anulan, se obtiene:
~µH2O = 2(1,5)cos(52,225)
~µH2O ≈ 1,85 D
En el caso de los modelos TIP4P/Ice y TIP4P/2005 utilizados en esta
tesis el momento dipolar es diferente al calculado para el agua experimental.
Debido al desplazamiento de la carga negativa del Oxígeno hasta situarla en
la bisectriz en el átomo Dummy (ver gura 3.5), las distancias entre cargas
dieren de las del agua real y en consecuencia, el momento dipolar varía. Sien-




3.1.9. Modelo de agua y NaCl : Modelo Madrid
En la última parte de la tesis se ha estudiado el agua salada. Actual-
mente en simulación molecular existen pocos modelos de agua con iones que
reproduzcan feacientemente el comportamiento experimental de las disolu-
ciones salinas. En la mayoría de los estudios previos se elige un modelo para
reproducir el comportamiento de los iones que luego se adaptará a un modelo
de agua pura. Los modelos OPLS [22] y Joung-Cheatham [23] han sido, hasta
el día de hoy, dos de los potenciales más utilizados para la simulación de io-
nes. Aunque el modelo OPLS ha demostrado ser muy versátil para multitud
de sistemas, para el cloruro sódico en agua presenta un límite de solubilidad
muy bajo (1-2 m) en comparación con los datos experimentales (6-2 m). El
modelo Joung-Cheatham sin embargo, ha demostrado ser una buena opción
para la simulación de este tipo de disoluciones, por lo cual se utilizará en esta
tesis. Durante el año 2017 Benavides y colaboradores [11] desarrollaron un
modelo de agua TIP4P/2005 con sal (NaCl) que reproducía adecuadamente
propiedades obtenidas experimentalmente como la temperatura de máximo
de densidad o el límite de solubilidad. La principal característica de este mo-
delo radica en que las cargas de los iones han sido escaladas. Los parámetros
de interacción se presentan en la tabla 3.2.[11]
Cuadro 3.2: Parámetros de interacción del modelo Madrid. [11]









qNa+ = -qCl+ 0.85
qH = -qM/2 0.5564
Por esta razón en nuestro estudio hemos decidido utilizar también el




Para poder comprender lo que se ha estudiado en la primera parte
de esta tesis es preciso denir en qué consiste el proceso de nucleación. La
nucleación es el mecanismo a través del cual se desarrolla una transición
de fase de primer orden. Una transición de primer orden ocurre cuando la
primera derivada de la energía libre respecto a una variable termodinámica
es discontinua. Las transiciones líquido-sólido, líquido-vapor y sólido-vapor
son transiciones de primer orden, porque para que ocurran implica que se
produzca un cambio discontinuo en la densidad ρ proporcional a la derivada
primera de la energía libre.
Para que tenga lugar el proceso de nucleación es necesario superar una
barrera de energía libre ∆Gc correspondiente a un tamaño crítico del cluster
de la fase termodinámicamente estable. Es decir, la fase metaestable, en este
caso el agua subenfriada, tiende a convertirse en la fase estable. Para ello se
forman pequeños núcleos de esta nueva fase estable (en este caso hielo), que
al superar un determinado tamaño (crítico) iniciarán la transformación de





Figura 3.9: Representación de la variación de la energía libre (∆G) en función
del radio del cluster (R). La energía libre aumenta conforme lo hace el tamaño del
cluster desde la fase termodinámicamente metaestable A hasta alcanzar el radio
del cluster crítico a partir del cual comienza a formarse la fase termodinámicamente
estable B.
La altura de la barrera de energía libre (∆Gc) condiciona el evento de
la nucleación. Asimismo de ella dependerá en gran medida el valor de la tasa
de nucleación, que se dene como el tiempo que tarda en aparecer un núcleo
crítico por unidad de tiempo y de volumen. Cuanto mayor sea el valor de
∆G más baja será la tasa de nucleación ya que menos núcleos se formarán
35
3. Fundamento teórico
por el impedimento energético.
En la naturaleza existen dos tipos de nucleación: nucleación homogénea
(Fig.3.10-a) y nucleación heterogénea (Fig.3.10-b). La nucleación homogénea,
ocurre únicamente por uctuaciones espontáneas de la densidad en el sistema.
Durante este proceso, una de las uctuaciones provoca que un núcleo de la
fase estable sea capaz de superar la barrera de energía (núcleo crítico). La
nucleación heterogénea, sin embargo, ocurre cuando la transición de fase es
asistida por paredes o impurezas dentro del sistema. Estos factores externos
hacen que la barrera de energía disminuya lo cual facilita la nucleación y la
formación del cluster crítico para que posteriormente crezca la fase estable.
Los procesos de nucleación ocurren en la naturaleza teniendo en cuen-
ta las condiciones del sistema que generará la nueva fase. De esta forma se
pueden encontrar dos tipos de procesos de nucleación: (I) la nucleación homo-
génea, donde el sistema está exclusivamente compuesto por un componente
en una estado metaestable que evolucionará en la fase estable. (II) la nuce-
lación heterogénea, donde el componente constituyente del sistema está en
presencia de otro componente (impureza) que genera un cambio en la ba-
rrera y tasa de nucleacion. Un claro ejemplo es la nucleación homogénea de
hielo tiene lugar en las nubes estratosféricas, en las cuales se forman núcleos
de pequeño tamaño que permiten que este tipo de fenómeno tenga lugar.
Al tener pequeños clusters o núcleos, hay menos probabilidad de que haya
a) b)
Figura 3.10: Representación del proceso de nucleación homogénea (a) provoca-
da por uctuaciones de la densidad del sistema y heterogénea (b), facilitada por
contacto con paredes o impurezas.
impurezas en el medio, lo cual permite que se de la nucleación homogénea.
Por otra parte, la nucleación heterogénea, es el tipo de nucleación más habi-
tual. Tiene lugar, ya sea en la formación de hielo en medios comunes como
en los casquetes polares así como en las nubes de feldespato del Sáhara. No
obstante, es preciso estudiar la nucleación homogénea en primer lugar por-
que, además de ser un proceso más sencillo que la nucleación heterogénea,




La barrera de energía libre que se ha de superar para que tenga lugar
la nucleación homogénea es superior que la barrera energética requerida para
la nucleación heterogénea (Fig. 3.11). Este hecho es el responsable de que la
nucleación heterogénea sea el proceso más común en la naturaleza (ya que
requiere un menor aporte energético) pero no es el único proceso que puede
darse. No obstante, la nucleación homogénea es objeto de estudio hoy en día
porque podría ser el mecanismo dominante para las transiciones de fase en
determinadas situaciones reales como las explosiones que tienen lugar cuando
un líquido enfriado entra en contacto con un líquido mucho más caliente o la









Figura 3.11: Representación de la energía libre ∆G en función del radio del cluster
en los procesos de nucleación homogénea (color azul) y la nucleación heterogénea
(color rojo). La altura máxima de la barrera ∆G para un radio crítico Rcritico en
el caso de la nucleación homogénea (∆GHomogenea) es mayor que en el caso de la
nucleación heterogénea (∆GHeterogenea).
3.2.1. Teoría Clásica de Nucleación
La teoría más utilizada para describir la nucleación es la Teoría Clásica
de Nucleación o Classical Nucleation Theory (CNT). Esta teoría es común-
mente empleada para predecir la tasa de nucleación y estimar la altura de la
barrera de nucleación. La teoría fue formulada por Volmer y Weber [49] en
1926, aplicando la formulación de Gibbs sobre el trabajo reversible de la for-
mación de un embrión de la nueva fase termodinámicamente estable dentro
de la fase metaestable. De esta forma se puede calcular la tasa de nuclea-
ción y ponerla en relación con la formación del núcleo crítico. Esta teoría fue
modicada por Farkas [14], Becker y Döring [10] en cuyo trabajo se propone
la utilización de la distribución del estado estacionario en sustitución de la
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distribución de núcleos en equilibrio. Además estos autores obtuvieron, al
utilizar este tipo de distribución, una ecuación donde se dene la tasa de
nucleación independiente del número de partículas. Utilizando este sistema,
Zeldovich [51] en 1943 hizo grandes aportaciones a la CNT, pero no se aplicó
en materia condensada hasta el trabajo de Turnbull y Fischer [47]. La CNT
se basa en la aproximación capilar, en la que pequeñas porciones de la nueva
fase se tratan como si representaran regiones macroscópicas del espacio. De
acuerdo con esta teoría, la barrera energética (∆G) de nucleación del clus-
ter de la fase B (estable) respecto a la fase A (metaestable), se calcula por
medio de unas suposiciones a priori de la forma geométrica del cluster en
crecimiento (habitualmente esférico), propiedades de volumen de la fase B y
su incompresibilidad. Por lo tanto, para un cluster esférico, se dene su área
(A) supercial, su volumen (VB) y su densidad ρB:
A = 4πR2 ; VB =
4
3




Donde R es el radio del cluster crítico y NB el número de moléculas
del cluster crítico. La expresión para el cálculo de ∆G será:
∆G = γ4πR2 − 4
3
πR3ρB|∆µ| (3.14)
Siendo ρB es la densidad de la fase sólida, γ la energía libre interfacial
entre las fases A y B y |∆µ| la diferencia de potencial entre las dos fases.
∆G está caracterizada por un término de supercie que corresponde al coste
energético (positivo) para crear la nueva supercie de la fase B y la energía
libre ganada por el sistema (negativo) cuando el cluster de la fase B está
creciendo. Como se indicó anteriormente, ∆G crece hasta un máximo radio
crítico (Rc) que es necesario superar para que se produca el crecimiento del
cluster. Este cluster se dene como aquel núcleo que tiene una probabilidad





Donde γ∞ es la energía interfacial que se dene como la tensión su-
percial de una esfera de radio innito. Con la suposición de la geometría
esférica del cluster y conociendo la densidad, se puede calcular también cual












Cuando se conoce ∆Gc , se puede utilizar la siguiente expresión (basada
en la CNT) para calcular la tasa de nucleación que se dene como el número
de clusters críticos que pueden aparecer por unidad de tiempo y de volumen
[7].
J = Zf+ρsexp(−∆Gc/κBT ) (3.18)
Donde κB es la constante de Boltzmann y f+ es la velocidad con la que
se adhieren las moléculas de la fase estable al cluster. El factor de Zeldovich




El factor de Zeldovich se puede obtener desde los cálculos de Nc y ∆µ. Si-
guiendo la referencia [7] para calcular f+ como la velocidad con la que las





Para obtener la tasa de nucleación se utilizan conjuntamente las expresiones
de la CNT con simulaciones de los clusters críticos. Para ello, se llevan a
cabo 10 simulaciones a la temperatura a la cual el cluster es crítico (Tc
calculada previamente) con diferente número de semilla. El número de semilla
es la velocidad inicial de las moléculas del sistema. Las velocidades siguen
una distribución gaussiana y al cambiar el número de semilla, se utilizan
diferentes velocidades por lo que estas obedecerán distintas distribuciones
gaussianas. Esto se hace para evitar que las trayectorias (las simulaciones)
sean idénticas y así poder tener un estudio estocástico de las propiedades del
sistema. Recientemente se ha calculado la tasa de nucleación de los clatratos
utilizando la metodología aquí descrita [25]. La validez de esta aproximación
radica en la validez de la CNT para estimar correctamente la barrera de la
energía libre a partir de las medidas del tamaño del cluster crítico.
Para casos en los que el tamaño de cluster impide estimar el attach-
ment rate (f+) mediante la ecuación 3.20 debido al coste computacional que
suponen las simulaciones de sistemas grandes, se recurre a la ecuación 3.21
que permite estimar el attachment rate a partir del coeciente de difusión de








Donde D es el coeciente de difusión del agua subenfriada a esa tempe-
ratura, Nc es el número de moléculas en el cluster crítico y λ es la distancia
recorrida por una molécula en un tiempo λ2/D que es del orden de un diá-
metro molecular (≈ σ).
3.2.2. Aproximación a la nucleación por medio de la
simulación molecular
En la primera parte de esta tesis se ha utilizado dinámica molecular para
calcular las propiedades termodinámicas de un sistema concreto. Especíca-
mente, se ha utilizado la Dinámica molecular junto al método denominado
Seeding para el estudio de la nucleación. El Seeding consiste en introducir
un cluster cristalino del sistema de estudio (en el caso de esta tesis hielo) en
el interior de una caja de agua líquida subenfriada a una temperatura deter-
minada. El objetivo de este método es observar cómo evoluciona el cluster
con el tiempo en las condiciones jadas para establecer a qué temperatura el
cluster es crítico. En la práctica, se recorta un cluster de hielo con la forma
y el tamaño deseados de una caja de simulación y se inserta dicho cluster
en otra caja de agua. No obstante, dicha inserción debe llevarse a cabo con
cuidado, teniendo en cuenta que hay que eliminar las moléculas de agua
de la caja que se encuentran en el espacio que va a ocupar el cluster. Una
vez insertado el cluster en la caja de agua, se tiene una región de vacío que
separará las moléculas de sólido y de líquido. El proceso mediante el cual se
ocupa la región de vacío se denomina equilibrado y consiste en correr una
simulación corta de Dinámica molecular dejando las moléculas del cluster
jas (frozen) mientras que las moléculas de la fase líquida se mueven. Esta
es la primera etapa de la simulación de hielo en agua en la que juega un
papel crucial el parámetro de orden. El parámetro de orden es una función
matemática que se utiliza para poder identicar cada molécula como líquida
o sólida.
Una vez equilibrada la conguración inicial, se procede a estimar la
temperatura a la que el cluster es crítico: esto quiere decir encontrar la tem-
peratura a la que el cluster ni crece ni se derrite. Para evaluar el tamaño
crítico del cluster, se sigue un enfoque similar al que propusieron Bai y Li
[9] en 2006 para calcular la energía interfacial sólido-líquido para un sistema
tipo Lennard-Jones. Los autores utilizaron un núcleo esférico dentro de un
líquido Lennard-Jones subenfriado y determinaron la temperatura a la cual
el sólido ni crecía ni fundía. Por lo tanto, es posible con este método deter-
minar la temperatura de fusión de un cluster insertado en su correspondiente
uido subenfriado, siendo equivalente a la determinación del tamaño crítico
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para una temperatura dada. Esta técnica puede considerarse como la exten-
sión de los fenómenos de nucleación de la técnica de la coexistencia directa,
desarrollada para determinar la temperatura de coexistencia entre dos fases
[30]. Un método similar fue aplicado por Pereira y colaboradores [38]. En el
trabajo citado se insertó un cilindro innito de hielo en agua y se determinó
la temperatura de fusión de dicho cilindro. El mismo método de Bai y Li se
ha utilizado para investigar la nucleación de clatratos [20, 25].
En este caso, se implementará esta metodología para estudiar un cluster
esférico tridimensional de hielo insertado en agua subenfriada. Esto se acerca
a la situación experimental en la cual el cluster inicial está totalmente inmerso
en agua líquida.
Para simular condiciones termodinámicas parecidas a las experimenta-
les, será necesario simular un cluster de hielo de gran tamaño. Sin embargo,
para evitar efectos de tamaño nito se debe sumergir dicho cluster en un sis-
tema con un número de moléculas casi veinte veces las moléculas del cluster.
Por ejemplo, para simular un cluster de 4000 moléculas de hielo, se necesita
simular un sistema de 80000 moléculas de agua. La metodología puede ser
entonces llevada a cabo de una manera muy sencilla y es particularmente
útil a un moderado subenfriamiento donde otras técnicas como el Umbrella
Sampling [6, 8], forward ux sampling [4] o transition path sampling [12]
pueden ser numéricamente demasiado caras. Una vez que se ha estimado el
tamaño del cluster crítico (Nc), mediante la Teoría Clásica de Nucleación
(CNT), asumiendo una geometría esférica del cluster se obtiene la energía










Donde Nc es el número de moléculas del cluster crítico, ρs es la densi-
dad del sólido y ∆µ es el incremento del potencial químico entre el líquido
metaestable y el sólido a la temperatura considerada. Esta expresión permite
obtener un valor de γ asociado a un tamaño de cluster determinado. Una vez
calculada γ, se puede obtener la altura de la barrera de nucleación (∆Gc)
utilizando la expresión 3.17.
Parámetro de orden
El parámetro de orden es la herramienta que permite diferenciar en
simulación un estado de agregación de otro; por ejemplo permite diferenciar
entre un líquido y un sólido. Existen muchos parámetros de orden, tantos
como aproximaciones se pueden a hacer a una estructura física. En esta
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tesis se aplicará el parámetro más utilizado en la descripción de estructuras
cristalinas de agua. La elección del valor del parámetro de orden está basada
en un algoritmo dependiente de los armónicos esféricos [33] (Ec. 3.23). De
esta forma, el parámetro de orden permite discriminar las moléculas de una
red cristalina (sólido) de las moléculas de líquido. En particular, el parámetro
de orden que se va a utilizar en esta tesis es el q6, el cual es función de los







Donde Nb es el número total de vecinos de la partícula i, rij es la
distancia entre la partícula i y cada uno de sus vecinos j y Y6m son los
armónicos esféricos de orden m. Para evaluar los vecinos de cada partícula
i, se utiliza como distancia umbral el primer mínimo (rn) de la función de
distribución radial (g(r)) Oxígeno-Oxágeno: si la partícula j se encuentra
a una distancia rij <rn , entonces j es un primer vecino de i, Nb(i) será
el número total de vecinos de la partícula i. De esta manera se calculan las
componentes q6m para 2l + 1 = 13 (siendo l=6) de cada partícula en función
de los armónicos esféricos Y6m y de las distancias de una molécula con sus
vecinas (rij). Una vez calculadas las componentes (q6m) para cada partícula,
se calcula el promedio de todas las componentes de las partículas vecinas de







Donde Pi son todas las moléculas vecinas a la molécula i e i misma.
Por último se halla el valor del módulo del vector promedio obtenido (q̄6(i))







El valor de q6m(i) depende del número de vecinos cercanos a la mo-
lécula i. En función de las posiciones de las moléculas y de los productos
escalares entre ellas, incluso el parámetro de orden es capaz de relacionar
e identicar las moléculas pertenecientes a una estructura fcc, bcc, hcp o
líquido. En función del módulo que tenga el vector promedio calculado, se
puede discernir entre un sólido o un líquido. Si el valor del módulo es alto,
el sistema se encuentra en estado sólido, en caso contrario, se tratará de un
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líquido. Esto se debe a que la contribución de los armónicos esféricos es ma-
yor si las partículas están ordenadas que si están distribuidas al azar (como
en el caso del líquido). Otra ventaja del parámetro de orden es que no tiene
un valor único, si no que tiene un valor determinado para cada estructura
cristalográca que tenga el sistema (Fig. 3.12).
Figura 3.12: Asignación del valor del parámetro de orden para distinguir las molé-
culas de sólido de las moléculas de líquido. Los símbolos azules corresponden a las
moléculas de líquido, los puntos rojos corresponden al hielo Ih y los puntos verdes
corresponden al hielo Ic. [39]
3.2.3. Integración Termodinámica
La integración termodinámica es una herramienta que permite calcu-
lar la diferencia de potencial químico entre dos fases (∆µ). Este factor es
indispensable en la técnica de Seeding para poder calcular la energía libre
interfacial líquido-sólido (γ) y la barrera de nucleación (∆Gc). ∆µ resulta













Donde H(T) es la entalpía total del sistema a una temperatura (T), G
es la energía libre de Gibbs y G/N es el potencial químico (µ) y κB es la




Partiendo de la denicin de G:
G = H − TS (3.27)
Donde H y S son la entalpía y la entropía del sistema respectivamente. Se







































Trabajando en condiciones isobaras p es constante, por lo tanto de la




























Se integra a ambos lados de la ecuación desde T1 hasta T2 y dividiendo
en ambos lados de la ecuación por NkB se obtiene la Ec. 3.26 que es la
expresión que se va a utilizar en el proceso de integración termodinámica
para calcular la diferencia entre el potencial químico del agua subenfriada y
el potencial químico del hielo.
Desde un punto de vista práctico, lo que se hace es simular por separado
agua a distintas temperaturas y hielo a distintas temperaturas y evaluar la
ecuación 3.26 Una vez se ha obtenido la expresión para la realización de
la integración termodinámica, para ello se ralizan n simulaciones a varias
temperaturas para una determinada presión (NpT) tanto para un sistema de
agua como para un sistema de hielo. Los resultados de las simulaciones se
ajustan a un polinomio de segundo grado dependiente de la temperatura:
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H(T) = a + bT + cT2
























































+ c (T2 − T1)
]
(3.34)
De esta manera se puede calcular la diferencia de potencial químico
(∆µ) entre las dos fases. Obtener el valor de ∆µ a la temperatura que hace
que el cluster sea crítico será necesario para poder calcular tanto γ como ∆G
según las ecuaciones 3.22 y 3.17.
3.3. Propiedades de transporte
En los objetivos 2 y 3 se presentan los estudios de agua en sistemas con-
nados.Actualmente se están llevando a cabo muchos esfuerzos para intentar
caracterizar y estudiar las propiedades del agua en este tipo de sistemas a
n de comprender el comportamiento del agua en estas condiciones. Como
se explicará en los capítulos 5 y 6, los sistemas nano-connados pueden te-
ner múltiples aplicaciones desde la desalinización del agua, o la entrega de
fármacos o como mecanismo para evitar la formación de hielo. Estas apli-
caciones son las que justican el estudio de las propiedades del agua, no
sólamente aquellas que determinan la estructura que adopta el agua en estos
nano-sistemas sino aquellas propiedades dinámicas como la viscosidad o la
difusión que permitirán construir un mapa completo del agua connada.
3.3.1. Viscosidad
La viscosidad [46] se dene como la resistencia que ejerce un uido a
uir. Cuando un uido se encuentra entre dos placas paralelas y tiramos
de ellas en direcciones opuestas aparece una fuerza que se denomina shear
force Fi. La frecuencia con la que estas placas son desplazadas se denomina






Figura 3.13: Representación de la variación de la velocidad de ujo en funcion





Ṗi = Fi − γpyix̂ (3.36)
Donde Fi es la shear force, γ es el parámetro conocido como shear rate,
mi es la masa y Pi es el momento de la molécula.
La descripción esquemática de este sistema dinámico corresponde a la
presencia de una velocidad de ujo: v(y) = γyx̂ mostrada en la gura 3.13.
El ujo a lo largo del eje x incrementa a medida que y aumenta. Estas
diferencias crean una anisotropía en el sistema. De tal manera, el momento
de las moléculas quedaría denido como:
Pi = Pi +miv(yi) (3.37)
La aplicación de la shearing force, crearía una asimetría en la presión
interna. Para explicar esta asimetría, necesitamos un análogo de la presión del
sistema que tenga en cuenta la dependencia con la dirección. Esta magnitud
se conoce como el tensor de presiones y puede ser denida análogamente a









+ ri · Fi
]
(3.38)
Donde en equilibrio la presión P = <p>. Donde V es el volumen del
sistema. Se puede escribir una estimación para el tensor de presión
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(pi · êα)(pi · êβ)
mi
+ (ri · êα)(Fi · êβ)
]
(3.39)
Donde êα es un vector unidad en la dirección α = x,y,z. Este tensor
de presiones (de nueve componentes) nos proporciona información sobre las
anisotropías espaciales denidas por las componentes de fuera de la diagonal
principal del tensor.
Mientras que en los sistemas de bulk la presión está denida por las
componentes de la diagonal principal debido a la isotropía, la aplicación
de la shear force de acuerdo al esquema descrito da un valor no-nulo de la
componente xy del tensor Pxy. De hecho, Pxy está relacionado con la velocidad














Donde 〈pxy(t)〉 es el promedio del tensor de presión en no equilibrio.
Para calcular 〈pxy(t)〉 utilizaremos la fórmula de respuesta lineal asumiendo
unas igualdades previas:
Fe(t) = 1 Ci = γyix̂ Di(x) = −γpyix̂





















(pi · ŷ)(pi · x̂)
mi
+ (ri · ŷ)(Fi · x̂)
]
= γV pxy
De acuerdo con la expresión de respuesta lineal:
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El término 〈...〉0 describe el promedio para γ = 0 a volumen constante.
Para una distribución canónica en equilibrio 〈pxy〉0 = 0. Por último, tomando







Donde V es el volumen del sistema, κB es la constante de Boltzmann
y T es la temperatura.
Esta expresión relaciona un coeciente de transporte como es en este ca-
so la viscosidad y la integral de una función de autocorrelación en equilibrio.
Esta relación se conoce como la ecuación de Green-Kubo. En este caso rela-
cionamos la viscosidad con la función de autocorrelación de la componente
xy del tensor de presiones.
En sistemas isotrópicos, como el agua íquida en bulk, la viscosidad
puede calcularse mediante la expresión de Green-Kubo [17, 26]:
En este trabajo, se ha calculado la viscosidad del agua connada en
distintas geometrías, utilizando para ello la ecuación 3.42. En esta expresión,
se requiere la utilización de las componentes no-diagonales del tensor de pre-
siones, en concreto aquellas perpendiculares a la dirección del connamiento.
Posteriormente se demostró que esta aproximación no es válida para sistemas
connados. En la sección 5, se ha desarrollado una expresión para el cálculo
de la viscosidad en sistemas connados, basada en la expresión de Stokes -





Donde κB es la constante de Boltzmann, T es la temperatura, D es el
coeciente de difusión y r es el radio de la molécula, aproximada a una esfera.
En esta nueva expresión, presentada en la sección 5, r se sustituye por
σh, que corresponde al diámetro hidrodinámico, denido como una esfera
perfecta que presentaría la misma fricción hidrodinámica que la molécula.
Finalmente, Simonnin y colaboradores [42] resolvieron esta ecuación para un
sistema connado entre placas paralelas teniendo en cuenta las contribuciones
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de imágenes hidrodinámicas situadas dentro de las placas. En esta expresión
















Cuando el sistema es muy grande y d tiende a innito, se recupera la
expresión 3.43 para bulk.
3.3.2. Coeciente de difusión
La denición utilizada en esta tesis de la difusión se ha extraído de
la referencia [16]. La difusión es el proceso mediante el cual un perl de
concentración inicialmente no uniforme (por ejemplo una gota de tinta en
agua) es suavizado en ausencia de un ujo. La difusión es causada por el
movimiento de las moléculas en el uido. La ley macroscópica que describe
la difusión es la ley de Fick que establece que el ujo j es proporcional al
gradiente negativo de la concentración de las especies:
j = −D∇c (3.45)
Donde D es el coeciente de difusión. Nos centraremos en el caso más
simple, donde las moléculas de las especies que difunden son identicas a las
del medio. Estas moléculas son etiquetadas para poder estudiar su difusión
pero de tal manera que esta etiqueta no afecta a la interacción con las otras




+∇ · j(r, t) = 0 (3.46)
Sustituyendo la ecuación 3.45 en la ecuación 3.46 se obtiene:
∂c(r, t)
∂t
−D∇2c(r, t) = 0 (3.47)
Podemos resolver la ecuación 3.47 con la condición de contorno:
c(r, 0) = δ(r) (3.48)













Donde d denota la dimensionalidad del sistema. En lo sucesivo, no ne-







Donde imponemos que: ∫
drc(r, t) = 1 (3.51)
Podemos obtener una ecuación para la evolución temporal de 〈r2(t)〉





r2c(r, t) = D
∫
drr2∇2c(r, t) (3.52)












dr∇ · (r2∇c(r, t))−D
∫





drr · ∇c(r, t)
= 0− 2D
∫
dr(∇ · rc(r, t)) + 2D
∫
dr(∇ · r)c(r, t)
= 2dD (3.54)
La ecuación 3.54 relaciona el coeciente de difusión D con el perl
de concentración. Esta relación fue obtenida por Einstein [3] y ha sido la
expresión utilizada en esta tesis para el cálculo del coeciente de difusión a






= 2dim× t (3.55)
Donde ri es la posición de la partícula i,dim son las dimensiones en
las que se evalúa el movimiento, en el caso de agua bulk, dim= 3.
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Teniendo en cuenta la relación de Einstein del coeciente de difusión
con la movilidad µ, la difusión en la dirección no connada (D||)se dene
como:
D|| = κBTµ|| (3.56)
Donde la ecuación de Stokes puede ser utilizada para denir el diámetro
hidrodinámico de las partículas σh. Cuando la distancia entre las paredes
(o el diámetro del tubo) es considerablemente mayor que el diámetro de las


















Donde z es la posición vertical de los shear planes comprendida entre
0 y d.







Después de un complejo procedimiento de cálculo explicado en las refe-

















Esta ecuación se ha utilizado en la sección 5 para calcular el coeciente
de difusión del agua connada en función de la distancia a las paredes (d).
3.4. Velocidad del sonido
En la última parte de esta tesis se ha trabajado con agua salada. Como
se explica en el objetivo número 4, se ha utilizado el modelo Madrid [11]
para llevar a cabo las simulaciones de agua con NaCl. Estos cálculos tienen
como objetivo estimar las posibles anomalías de las propiedades respuesta
que pueden aparecer en las condiciones simuladas. Además estos resultados
se compararán con medidas experimentales.
En el caso de las simulaciones, las propiedades respuesta se pueden
determinar directamente evaluando las uctuaciones a lo largo del tiempo de
la entalpía, la energía interna y el volumen que nos darán como resultado
las capacidades calorícas CV y Cp y la compresibilidad isoterma κT . Más
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adelante se verá cómo estas funciones respuesta se relacionan entre sí y dan
como resultado la velocidad del sonido (c).
A nivel experimental no se pueden determinar las propiedades respues-
ta que sí se pueden obtener mediante simulación molecular. Sin embargo,
experimentalmente se puede medir la velocidad del sonido (c) y mediante
las relaciones termodinámicas estimar las posibles causas de las anomalías
(máximos o mínimos) de c.
Un mínimo en la velocidad del sonido se relaciona con un máximo en las
funciones respuesta que la consituyen, siendo éstas las capacidades caloríca
a presión (Cp) y a volumen (CV ) constante y la compresibilidad isoterma









Donde ρ es la densidad del sistema. Cp es la capacidad caloríca a pre-





Donde H es la entalpía, κB la constante de Boltzmann y T la temperatura.






Donde U es la energía del sistema. La última función de respuesta que se
relaciona con la velocidad del sonido (c), es la compresibilidad isoterma, κT :
κT =
〈V 2〉 − 〈V 〉2
〈V 〉κBT
(3.63)
Donde V es el volumen del sistema.
La capacidad caloríca a volumen constante se calcula mediante simu-
laciones NVT y se evalúan las uctuaciones de la energía total a lo largo del
tiempo (ec. 3.62). Este tipo de análisis requieren largos tiempos de simula-
ción para reducir el error en los cálculos aumentando el coste computacional
conforme se trabaja a temperaturas más bajas. Por otro lado, la Cp y la κT
se calculan en el colectivo isobárico - isotérmico (ecuaciones 3.61 y 3.63 res-
pectivamente). En el primer caso se calculan las uctuaciones de la entalpía
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en función de la temperatura a lo largo del tiempo (ec. 3.61). En la com-
presibilidad isoterma se estudia la variación del volumen con respecto a la
presión (ec. 3.63). Estas dos propiedades requieren incluso mayores tiempos
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Tasas de nucleación y velocidad




Investigamos con simulaciones por ordenador el efecto de aplicar un
campo eléctrico en la transición de agua líquida a hielo. Utilizamos una com-
binación de técnicas de simulación para obtener las tasas de crecimiento de
cristal (coexistencia directa), tasas de nucleación (Seeding) y energías libres
interfaciales (Seeding y Mold Integration). Primero, consideramos que el hie-
lo Ih, es el polimorfo más estable en ausencia de campo. Su temperatura de
fusión normal, la velocidad de crecimiento del cristal y la velocidad de nu-
cleación (para un supercooling dado) disminuyen a medida que aumenta la
intensidad del campo. Luego, estudiamos el hielo cúbico polarizado, o hielo
Icf , la fase sólida más estable bajo un campo eléctrico fuerte. Su punto de
fusión normal aumenta con el campo y, para un subenfriamiento dado, bajo
el campo estudiado (0.3 V/nm) el hielo Icf nuclea y crece a una tasa similar a
la del hielo Ih en ausencia de campo. El efecto neto del campo sería entonces
que el hielo nuclea a mayores temperaturas, pero en forma de hielo Icf . La
principal conclusión de este trabajo es que los campos eléctricos razonables
(no lo sucientemente fuertes como para romper la molécula de agua) no son
relevantes en el contexto de la nucleación de hielo homogénea a 1 bar.
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4.2. Introducción
El efecto de un campo eléctrico aplicado sobre la estabilidad térmica y
las transiciones de fase del agua es aún hoy en día una cuestión de debate
[12, 13, 14], planteando preguntas como si el campo externo podría inducir la
aparición de nuevas fases de hielo, cómo podría verse afectada la temperatura
de fusión, o si el campo eléctrico podría alterar la nucleación del hielo o los
procesos de crecimiento de cristales.
La respuesta a las preguntas mencionadas anteriormente podría mejorar
nuestra comprensión de los aspectos microscópicos de la termodinámica y la
cinética de las transiciones de fase hielo-agua bajo fuertes campos eléctricos,
con posibles aplicaciones como los shortcuts en líneas de alta tensión [42],
procesamiento de alimentos, y crioconservación de células [54] y tejidos vivos
[36, 63].
Por un lado, los resultados experimentales publicados anteriormente
sugirieron que los campos eléctricos mejoran la autodifusión del agua en
entornos connados [10] y aumentan el supercooling [48, 61] afectando así
tanto a la nucleación del hielo como al crecimiento, ya sea favoreciéndolo [8]
o dicultándolo, dependiendo de la carga de la supercie [11].
Por otro lado, muchas simulaciones han investigado el efecto de campos
eléctricos muy elevados (desde 5 to 20 V/nm) mostrando que, mientras se
favorece la cristalización de hielo Ic [56, 57, 58], se disminuye el coeciente
de difusión, introduciendo cambios estructurales en el agua líquida [32, 33,
35, 39, 60].
En la referencia [2], los autores estudiaron numéricamente el efecto de
campos eléctricos moderados (0.15-0.3 V/nm, aún mayores que la fuerza
dieléctrica del agua real, 0.06-0.07 V/nm) [28] en el diagrama de fases hielo-
líquido, incrementando la estabilidad termodinámica de las fases con mayores
constantes dieléctricas.
Concretamente, predijeron que un campo de 0.3 V/nm desplazaba el
punto de fusión del hielo Ih hacia menores valores a bajas presiones. En el mis-
mo trabajo, los autores sugirieron que el hielo cúbico (Ic) podría ser más esta-
ble que el hielo Ih para un campo de 0.15 V/nm a 1 bar, dado que la estructura
del hielo Ic permitiría la saturación de la polarización (〈M〉/(N µeff ) = 1,
donde µeff es el momento dipolar efectivo del modelo, N el número total de
moléculas de hielo y 〈M〉 la polarización media).
Más tarde, Yan y Patey [66, 67] estudiaron la nucleación heterogénea
de hielo del modelo six-site [46] y del TIP4P/ICE [1] bajo campos eléctricos
moderadamente altos con valores de hasta 2.5 V/nm, aplicados en una estre-
cha región de (10-20 Å). Mostraron que estos campos eléctricos aceleraban la
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nucleación de hielo en las proximidades de esa región y reportaron no sólo el
proceso de nucleación de hielo para TIP4P/ICE a temperaturas tan elevadas
como el melting point, Tm = 270 K, si no que también el crecimiento de
una fase cúbica desordenada de dipolo (Ic) fuera de esa zona. En un trabajo
posterior, los mismos autores [65] mostraton que los campos eléctricos uni-
formes del orden de 1-2 V/nm incrementan el punto de fusión del modelo
six-site [46] y concluyeron que el agua polarizada podría ser subenfriada ba-
jo un campo eléctrico sin necesidad de bajar demasiado la temperatura y
así congelar en escalas de tiempo de simulación. También sugirieron que el
campo podría reducir la tensión supercial de la interfase hielo/agua pero no
proporcionaron ninguna evidencia.
El objetivo de nuestro trabajo es ofrecer un estudio exhaustivo y con-
cluyente sobre el efecto de un campo eléctrico constante sobre la temperatura
de coexistencia del agua y el hielo a presión ambiente, sobre la nucleación del
hielo y el crecimiento de cristales de dos polimorfos de hielo: hielo hexagonal
Ih, el polimorfo más estable en ausencia de campo a presión ambiental, y Icf
cúbico (la versión ferroeléctrica del hielo cúbico Ic), el polimorfo más estable
cuando se aplica un campo eléctrico intenso.
4.3. Detalles de simulación
A lo largo de nuestro estudio, simulamos agua a través de TIP4P/ICE
[1] por medio del paquete GROMACS de dinámica molecular [29] en el con-
junto NpT, donde la presión se ja en 1 bar. Con el n de mantener la presión
y la temperatura, utilizamos el barostato [49] de Parrinello-Rahman aniso-
trópico y el termostato [31, 47] de Nose-Hoover, respectivamente, ambos con
un tiempo de relajación de 1 ps. Se utiliza un algoritmo de leap-frog [30]
para la integración de las ecuaciones de movimiento, con un paso de tiem-
po de 2 fs. Las interacciones electrostáticas se calculan mediante la particle
mesh Ewald [23]. La parte real del potencial electrostático y la interacción de
Lennard-Jones son limitadas en 9Å, y las correcciones long-tail se agregan
a las interacciones de Lennard-Jones.
Para obtener la temperatura de fusión y la tasa de crecimiento del
hielo, tanto en ausencia como en presencia de un campo externo, utilizamos
el método de coexistencia directa [25, 40, 41]. En el método, una fase sólida
se pone en contacto con una fase líquida a varias temperaturas.
El punto de fusión se determina como la temperatura más alta a la cual
el cristal no se funde. En la Figura 4.1 se muestra una instantánea típica de
la caja de simulación durante una simulación de coexistencia directa, junto
con las orientaciones típicas del campo eléctrico (en azul) y los vectores de
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polarización (en naranja) utilizados en este trabajo.
Figura 4.1: Representación de la coexistencia directa de hielo Ih-líquido. La
dirección de crecimiento (x) es perpendicular al plano prismático secundario.
El campo eléctrico externo es aplicado en la dirección y, paralela a la interfaz
(echa azul). Cuando la fase de hielo se polariza, el correspondiente vector
de polarización (echa naranja) es paralelo al campo externo.
Para calcular la tasa de nucleación, empleamos la técnica de See-
ding [15, 16, 22, 55] que combina la Teoría de la Nucleación Clásica (CNT)
[5, 38, 59] con cálculos numéricos. Una vez que hemos equilibrado un cluster
de hielo esférico de un tamaño determinado (Nc) inmerso en agua sobreen-
friada, seguimos la evolución temporal del tamaño del cluster a diferentes
temperaturas para estimar la temperatura Tc a la que el cluster es crítico
(es decir, la temperatura comprendida entre la más alta en la que el cluster
crece y la más baja en la que se funde). Se debe tener cuidado al ajustar el
parámetro de orden utilizado para detectar el tamaño del cluster (es decir,
el número de moléculas de hielo) [43, 68]. Los detalles se proporcionan en el
apéndice A.
De acuerdo con la Teoría Clásica de Nucleación, el tamaño crítico del





donde ρs es la densidad del hielo, ∆µ la diferencia de potencial químico
entre el hielo y el agua, y γ la energía libre interfacial hielo-agua. Habiendo
calculado Nc, podemos evaluar la energía libre interfacial γ de un cluster
esférico de un tamaño determinado (es decir, a una temperatura por debajo
de la coexistencia) a través de la ecuación. 4.1 calculando ρs (a través de
simulaciones NpT) y ∆µ = µice − µwater (a través de la integración termodi-
námica de la ecuación de Gibbs-Helmholtz desde la temperatura de fusión a
Tc) [27]. Hay que tener en cuenta que en presencia de un campo externo, el
término del Hamiltoniano correspondiente a la interacción entre el campo y
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la polarización del sistema no se ha considerado al integrar la diferencia de
entalpía entre el sólido y el líquido para obtener ∆µ.
Conociendo la densidad numérica de clusters críticos, ρf exp (−∆Gc/kBT )
(donde ρf es la densidad del líquido y ∆Gc =
Nc|∆µ|
2
la altura de la barrera






f+ρf exp (−∆Gc/kBT ) (4.2)











es el attachment rate de las partículas al cluster crítico, D es el coeciente
de difusión del líquido y λ la distancia recorrida por una partícula hasta
adherirse a la supercie del cluster (λ es típicamente un diámetro molecular;
en este trabajo utilizamos λ = 4 Å, también utilizado anteriormente [16]).
Para el cálculo de la energía libre interfacial hielo-agua en coexistencia,
utilizamos el método de mold integración [17], basado en el cálculo del
trabajo reversible ∆G necesario para inducir la formación de una lámina de
cristal incrustada en agua líquida , relacionado con la energía libre interfacial
en coexistencia a través de ∆G = 2Aγ, donde 2A corresponde al área de las
dos interfaces cristalinas del molde. La formación de la lámina cristalina se
induce al activar una interacción atractiva entre las partículas de líquido y
los pozos de energía potencial, ubicados en las posiciones de equilibrio de los
átomos de oxígeno en el plano de interés de la red del hielo [17, 20].
En todos los casos relacionados con la fase de hielo con una polarización
permanente (Icf ), el campo eléctrico se aplicó en la dirección paralela al vector
de polarización. Al calcular la temperatura de fusión mediante simulaciones
de coexistencia directa, expusimos el plano prismático secundario al agua
líquida y orientamos el campo eléctrico paralelo a la interfaz (Figura 4.1).
Al calcular la velocidad de nucleación a través del método de See-
ding, la orientación relativa del campo eléctrico con respecto a la interfaz es
irrelevante, debido a la simetría esférica del cluster.
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4.4.1. Diagrama de fases del hielo Ih-agua y nucleación
de Ih
Basándonos en trabajos previos [2, 65, 66, 67], primero calculamos la
temperatura de fusión del hielo Ih, el polimorfo de hielo más estable a pre-
sión ambiente, bajo un campo eléctrico constante mediante simulaciones de
coexistencia directa [40, 41].












Figura 4.2: Temperaturas de fusión (Tm) del hielo Ih (en azul) y Ic/Icf (en
rojo) a 1 bar en función de la magnitud del campo aplicado E.
Como se muestra en la Fig.4.2 (línea azul), cuando E < 0,15 V/nm
la temperatura de fusión del hielo Ih sólo se ve ligeramente afectada por la
presencia del campo (dado que la energía térmica sigue siendo elevada con
respecto a la energía de las moléculas bajo el campo aplicado). Tan pronto
como E > 0,15 V/nm, Tm disminuye hasta E = 1,0 V/nm
Para campos mayores de 1.0 V/nm, la temperatura de coexistencia se
reduce tanto que establecer la temperatura de fusión por medio de la co-
existencia directa se vuelve computacionalmente demasiado costoso. Por lo
tanto, el campo eléctrico disminuye la temperatura de fusión, lo que diculta
el crecimiento de hielo Ih. Se espera esta caída de Tm, ya que la constante
dieléctrica del agua líquida es ligeramente más alta que la del hielo Ih en el
modelo TIP4P/ICE [3], y por lo tanto el agua se estabiliza bajo un fuerte
campo eléctrico. Hay que considerar que este no es el caso en el agua expe-
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rimental real, donde la constante dieléctrica del hielo Ih es ligeramente más
alta que la del agua líquida.
Para entender cómo un campo eléctrico aplicado afecta a la nucleación
del hielo Ih a partir de agua superenfriada, calculamos la tasa de nucleación
bajo un campo aplicado de 0.3 V/nm, correspondiente al valor más pequeño
en el que el efecto del campo en Tm es claramente detectable, y lo compa-
ramos con la tasa de hielo Ih sin ningún campo aplicado. Para calcular la
velocidad de nucleación del polimorfo de hielo deseado, utilizamos la técnica
de Seeding [15, 16, 22, 55].
Habiendo establecido la temperatura de fusión del hielo Ih para 0 V/nm
(270±1 K) y 0.3 V/nm (265.5±1 K, ver gura 4.2), calculamos el incremento
de potencial químico entre el líquido subenfriado y el hielo Ih usando la
integración termodinámica [27].
Como se muestra en la gura 4.3-a, los valores de ∆µ sin campo (en
negro) y con campo (en azul) son muy similares hasta un supercooling de
30 K. Por tanto, para un supercooling dado, el driving force para la nucleación
de hielo Ih no se ve afectado en presencia del campo eléctrico.
Después, preparamos una conguración inicial para los cálculos de See-
ding como se describe en la Ref. [21], y estimamos la temperatura a la cual
cada cluster de hielo inmerso es crítico. Se debe tener cuidado a la hora
de preparar la conguración en presencia de campo, dado que las moléculas
colindantes deben poder polarizarse y equilibrar correctamente.
La gura 4.3-b muestra los tamaños críticos del cluster Nc en función
del supercooling. Para un tamaño dado, los clusters de hielo Ih bajo 0.3 V/nm
(en azul) son críticos a mayores supercoolings que sin campo (en negro).
Haciendo uso de la ecuación 4.1, conociendo ∆µ, Nc y la densidad del
sólido calculamos la energía interfacial hielo-líquido (gura 4.3-c y tabla 4.1).
Para cada supercooling, γIh (E=0.0 V/nm) es menor que γIh (E=0.3 V/nm).
Lo mismo sucede en coexistencia, donde γ es calculada mediante la técnica de
Mold integration [17], promediando no solamente sobre los tres planos cris-
talográcos (prismático, prismático secundario y basal) sino también sobre
las tres orientaciones relativas del campo aplicado con respecto a la dirección
perpendicular del plano.
Habiendo estimado la barrera de energía libre, podemos calcular el at-





La ecuación 4.4 se ha utilizado para determinar el attachment rate para el
primer caso mostrado en la tabla 4.1. Posteriormente, utilizamos la ecuación
4.3 para el mismo caso para calcular λ ≈ 4. Fijando el valor de λ, y utilizando
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Figura 4.3: a) Diferencia de potencial químico (∆µ) entre el líquido y el hielo
Ih sin campo eléctrico (en negro), hielo Ih con el campo de 0.3 V/nm (en
azul) y hielo Icf con el mismo campo (en rojo), en función del supercooling
∆T = Tm− T . (b) Nc y (c) la energía interfacial en función del supercooling
para diferentes tipos de hielo y campos eléctricos (ver la leyenda). El mismo
código de colores se aplica para todas las guras. Las bandas de color indican
las barras de error.
los valores de D y Nc obtenidos en nuestras simulaciones (Nc(T ) en la ec.4.3
es obtenido mediante ajuste lineal a γ(T ) y ec. 4.1), calculamos f+ utilizan-
do la expresión 4.3 (tabla 4.1). Los resultados de los valores mencionados
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Ice N Nc ∆T ∆µ ρf γ ∆Gc D f+ log(J)
Ih 22712 588 36.75 0.137 0.954 24.1 89 0,1 · 10−10 2,2 · 1011 -1
Ih 76845 1964 26.1 0.103 0.966 27.1 213 0,39 · 10−10 1,7 · 1012 -54
Ih 76781 3160 22.5 0.093 0.970 28.5 302 0,57 · 10−10 3,6 · 1012 -93
Ih 182585 7348 18.0 0.076 0.975 31.8 611 0,89 · 10−10 6,0 · 1012 -227
Icf 17709 680 28.5 0.115 0.975 21.1 80 0,89 · 10−10 0,1 · 1013 3
Icf 63178 3420 18.5 0.078 0.986 24.7 262 0,2 · 10−9 0,7 · 1013 -75
Icf 123417 8410 13.5 0.058 0.991 25.0 469 0,29 · 10−9 1,9 · 1013 -165
Cuadro 4.1: Tamaño del sistema N , tamaño del cluster crítico Nc, supercoo-
ling ∆T (en K), diferencia de potencial químico entre hielo y agua ∆µ (en
kcal/mol), densidad del uido ρf (en g/cm3), energía libre interfacial líquido-
sólido γ (en mJ/m2), altura de la barrera de energía libre ∆Gc (en unidades
de kBT ), coeciente de difusión D (en m2s−1), attachment rate f+ (en s−1)
y logaritmo decimal de la tasa de nuclación J (en m−3s−1) para el hielo Ih a
0.3 V/nm (parte superior) y hielo Icf a 0.3 V/nm (parte inferior).
previamente para el hielo Ih sin campo fueron reportados en las referencias
[15, 22]. Para terminar, calculamos la tasa de nucleación mediante la ec. 4.2
(tabla 4.1 y gura 4.4).
Figura 4.4: Tasa de nucleación J en función del supercooling ∆T = (Tm−T )
para el hielo Ih sin campo aplicado (in black), con campo de 0.3 V/nm (en
azul) y hielo Icf aplicando el mismo campo eléctrico (en rojo).
Para el mismo supercooling, la tasa de nucleación de hielo Ih con un
campo externo de 0.3 V/nm (en azul) es siempre menor que la obtenida
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sin campo eléctrico (en negro). Por lo tanto, el campo eléctrico diculta la
nucleación de hielo Ih, dado que, en presencia de campo, se necesita un mayor
supercooling para obtener la misma tasa de nucleación. Dado que los valores
de ∆µ y f+ (o D) son similares a los calculados en ausencia de campo,
la nucleación de hielo Ih se diculta debido a un incremento en la energía
interfacial líquido-sólido γ cuando se aplica un campo eléctrico.
El aumento de γ se puede entender comparando la orientación que el
campo le impone a las moléculas de agua en el líquido con aquellas en el
sólido. En el hielo Ih, la polarización total es cero y la orientación de las
moléculas es esencialmente aleatoria. En ausencia de campo, las moléculas
del líquido también se orientan aleatoriamente. Sin embargo, cuando se apli-
ca un campo eléctrico fuerte, en escala de simulación, el cristal de hielo Ih
permanece no polarizado, mientras que las moléculas de agua en el líquido
alinean sus dipolos en la dirección del campo. Por lo que, la distribución
orientacional de los dipolos de hielo Ih y líquido son diferentes. Con esto en
mente, nuestra hipótesis es que la diferencia estructural entre el hielo Ih y el
agua polarizada produce un aumento brusco en la energía interfacial (γ, ver
gura 4.3-c) que limita la tasa de nucleación (J , ver gura 4.4).
Considerando los efectos del campo aplicado en el melting point, el cual
decae con el aumento del valor del campo, y la tasa de nucleación, la cual,
para un campo E = 0,3 V/nm y el mismo supercooling también decae varios
órdenes de magnitud, nuestras simulaciones muestran que el crecimiento de
hielo Ih es notablemente impedido por el campo.
4.4.2. Diagrama de fases del hielo Icf-agua y nucleación
de hielo Icf
Sin embargo, el hielo Ih no es la única fase que podría nuclear en agua
subenfriada a presión ambiente y con campos eléctricos. De hecho, hemos ob-
servado nucleación homogénea de una fase de hielo cúbica ferroeléctrica (Icf )
para campos eléctricos de E=1.5 V/nm utilizando el modelo TIP4P/ICE,
con el vector de polarización del hielo Icf totalmente alineado con la direc-
ción del campo (a 260 K, la nucleación ocurre espontáneamente en 2.5 ns,
ver la gura 4.5). Esta fase fue observada con el campo heterogéneamente
aplicado en las referencias [65, 66, 67].
Hemos calculado la temperatura de fusión del hielo Icf en función del
campo aplicado (línea roja en la gura 4.2). En nuestras simulaciones de
coexistencia directa, introducimos un bloque de hielo Icf (ferroeléctrico y
ordenado de protón) en un lado de la caja de simulación y agua líquida en
el otro. Determinamos la temperatura de fusión como la mayor temperatura
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Figura 4.5: Imágenes de una simulación de dinámica molecular de agua
TIP4P/ICE a 260 K bajo un campo eléctrico E=1.5 V/nm, mostrando la
nucleación homogenea de hielo Icf . Las imágenes corresponden a los tiempos
t = 0 (izquieda), t = 2,5 ns (centro) y un tiempo posterior cuando la caja de
simulación cristalizó completamente.
a la cual el sólido no se funde. Como se discute en el apéndice A, la línea de
melting asi obtenida corresponde al hielo Ic a E = 0, hielo Icf para E ≥ 0,3
V/nm y a hielo Ic parcialmente polarizado para 0 < E < 0,3 V/nm. Por esta
razón, etiquetamos la curva roja de melting en la gura 2 como Ic/Icf .
La pendiente positiva de la línea de Tm(E) para el hielo Icf se ha cal-
culado previamente en la referencia [65]. Aquí, comparamos por primera vez
las líneas Tm(E) para ambas fases, mostrando un comportamiento cualita-
tivamente diferente. La diferencia entre las líneas de melting aumenta mo-
notónicamente con el valor del campo, hasta una diferencia de casi 150 K a
E = 1,5 V/nm.
Este resultado revela que el hielo Icf es termodinámicamente más esta-
ble que el hielo Ih bajo fuertes campos eléctricos.
Habiendo establecido que el hielo Icf es termodinámicamente más es-
table que el hielo Ih bajo un gran campo eléctrico constante, también es
importante para investigar cómo y si un campo eléctrico aplicado afecta la
nucleación del hielo Icf en agua subenfriada. Para ese propósito, calculamos
la tasa de nucleación del hielo Icf bajo un campo aplicado de 0.3 V/nm, co-
rrespondiente al mismo valor del campo utilizado anteriormente en el estudio
de la nucleación del hielo Ih y también al valor más pequeño del campo en
el que la diferencia entre la Tm del hielo Ih y Icf es claramente detectable,
siendo la temperatura de fusión del hielo Icf a 0.3 V/nm 275 ± 1 K (ver la
gura 4.2).
Siguiendo la misma ruta que con el hielo Ih, primero calculamos la
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diferencia de potencial químico entre el líquido subenfriado y el hielo Icf . Los
valores de ∆µ para el hielo Icf con el campo (en rojo, ver gura 4.3-a) son
muy similares a los del hielo Ih sin campo (en negro) y con campo (en azul)
hasta un subenfriamiento de aproximadamente 30 K. Por lo tanto, para un
subenfriamiento dado, la driving force termodinámica para la nucleación del
hielo Ih y el hielo Icf no se ve afectada por la presencia del campo eléctrico.
A mayor supercooling, el valor absoluto de ∆µ para el hielo Icf bajo campo
es mayor que el del hielo Ih sin campo en más del 10%, aumentando la
driving force termodinámica para la nucleación de la primera con respecto a
la segunda.
A continuación, determinamos el tamaño del clúster crítico Nc como
una función de subenfriamiento del hielo Icf bajo un campo E = 0,3 V/nm,
que se muestra en la gura 4.3-b para compararlo con el hielo Ih. Dentro de
la incertidumbre de los resultados de la simulación, los clusters de hielo Icf
a 0.3 V/nm (rojo) son críticos a casi el mismo subenfriamiento que los de
hielo Ih sin campo (en negro). Si ahora calculamos la energía libre interfacial
del hielo Icf -agua como una función del subenfriamiento (gura 4.3-c y tabla
4.1), concluimos que, para cada subenfriamiento, γIh (E = 0.0 V/nm) es
bastante similar a γIcf (E = 0.3 V/nm), y ambos son menores que γIh (E =
0.3 V/nm). Los valores de Seeding de γIcf (puntos ∆ T> 0 en la Fig. 4.3-c)
son consistentes con los obtenidos por medio del método de Mold integration
(puntos ∆ T = 0 en la Fig. 4.3-c). Esta es una prueba sólida de consistencia
para nuestros cálculos de γ.
Para calcular el attachment rate y las tasas de nucleación del hielo
Icf bajo un campo eléctrico, mostrado en la tabla 4.1, hemos jado el valor
de λ ≈ 4 y utilizamos las ecuaciones 4.3 y 4.2. Finalmente, calculamos la
tasa de nucleación del hielo Icf con campo mediante la ecuación 4.2, con los
resultados mostrados en la tabla 4.1 y la Figura 4.4.
Hasta ahora se sabe que un campo eléctrico de 0.3 V/nm diculta la
nucleación del hielo a través del hielo Ih. Sin embargo, si uno considera Icf
en cambio, la curva de la tasa de nucleación no cambia dentro de la precisión
de nuestros cálculos (ver curvas en negro, Ih (E = 0 V/nm), y rojo, Icf (E
= 0.3 V/nm), Fig. 4.4). Por lo tanto, para un subenfriamiento dado, el hielo
Icf con campo nuclea a la misma velocidad que Ih sin campo.
De hecho, tanto la driving force de la nucleación, |∆µ|(∆T ), como la
fuerza de desaceleración, γ(∆T ), no cambian mucho de Ih (E = 0 V/nm)
a Icf (E = 0.3 V/nm) (ver las curvas negras y rojas en la Fig. 4.3-a y -c).
Por el contrario, cuando el hielo Ih se considera como la fase de nucleación
con campo, γ aumenta signicativamente (ver sección anterior). En ese caso,
argumentamos que el aumento de γ podría deberse a una desalineación de
orientación inducida en el campo entre las moléculas de agua que pertenecen
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al uido (polarizado) y las que pertenecen a la fase Ih del hielo (no polari-
zada). Sin embargo, tal desalineación no está presente cuando se considera
hielo Icf (polarizado) en lugar de hielo Ih.
En resumen, nuestros cálculos muestran que el hielo Ih sin un campo
nuclea tan rápido como el hielo Icf bajo un campo de 0.3 V/nm para un
subenfriamiento dado. Entonces, el campo aparentemente tendría un efec-
to insignicante en la velocidad con que los cristales de hielo nuclean. Sin
embargo, debido a que la temperatura de fusión es mayor con el campo, si
consideramos la temperatura absoluta en lugar del subenfriamiento, se alcan-
za una velocidad de nucleación dada a temperaturas mayores. Esto nos lleva
a la conclusión de que el campo eléctrico favorece la nucleación del hielo, en
forma de hielo Icf .
Se ha demostrado en el trabajo anterior [55] que no es posible observar
la nucleación homogénea del hielo Ih en ausencia de un campo en simulaciones
de fuerza bruta. La nucleación espontánea homogénea de hielo Icf observada
en nuestras simulaciones de agua bajo campos eléctricos de E = 1.5 V/nm
sugiere que, en campos mayores de 0.3 V/nm, la tasa de nucleación J de
hielo Icf debe ser signicativamente más alta que la del hielo Ih sin campo
para el mismo supercooling.
En el recuadro de la gura 4.4, se puede ver que, a alto supercooling,
la J de hielo Icf a 0.3 V/nm es mayor que la del hielo Ih sin campo y se
acerca al umbral que permitiría observar nucleación espontánea de hielo Icf
en simulaciones de dinámica molecular [55]. Nuestras simulaciones muestran
que este umbral se supera claramente con un campo de 1.5 V/nm a 260 K. En
esas condiciones, el subenfriamiento con respecto a la temperatura de fusión
del hielo Icf (Tm = 325 K) es de 65 K y el coeciente de difusión es todavía lo
sucientemente grande como para permitir la nucleación de clusters de hielo
Icf . Esto justica nuestra observación de la nucleación homogénea espontánea
de hielo Icf en agua líquida a 260 K bajo un campo de 1.5 V/nm. Para estimar
la tasa de nucleación a 1.5 V/nm de manera más precisa, se debería estudiar
la dependencia de la energía interfacial hielo Icf -agua γ y la diferencia de
potencial químico ∆µ entre el hielo Icf y el agua con el supercooling.
Somos conscientes de la existencia de una versión polarizada de hielo
Ih, Ihf (de hecho, esto se denota como hielo XI [44]). No consideramos dicha
estructura en nuestro estudio porque debe ser menos estable que el hielo Icf .
La mayor estabilidad de una fase ferroeléctrica Ic con respecto a una fase
ferroeléctrica de Ih se debe al hecho de que para hielo Icf es posible obtener
un valor de 〈M〉/(N µeff ) = 1 (es decir, saturación completa) mientras que
para Ihf el valor máximo es 〈M〉/(N µeff ) = 0,58 debido a las restricciones
geométricas de la red [2].
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4.4.3. Efecto del campo eléctrico en la tasa de creci-
miento de hielo
Para predecir la capacidad de formación de hielo, es necesario conocer
la velocidad de crecimiento de los cristales y la de nucleación.
Con ese propósito comparamos en esta sección la velocidad de creci-
miento de hielo Ih sin campo con la de hielo Ih y hielo Icf bajo campo de 0.3
V/nm. Realizamos simulaciones de coexistencia directa de agua-hielo (expo-
niendo el plano prismático secundario) a diferentes supercoolings y medimos
la tasa de crecimiento evaluando la velocidad de la caída de la energía po-
tencial en la región en la que se descompone linealmente durante el proceso
de cristalización (ver detalles en el apéndice A).










Ih  E=0.0 V/nm
Ih  E=0.3 V/nm
Icf E=0.3 V/nm
Figura 4.6: Tasa de crecimiento a 1 bar en función del supercooling de hielo
Ih a 0 V/nm (símbolos negros) y 0.3 V/nm (símbolos azules) y hielo Icf a 0.3
V/nm (símbolos rojos). Los melting points de cada fase son: 270 K (Ih, E=0
V/nm), 265.5 K (Ih, E=0.3 V/nm) and 275 K (Icf , E=0.3 V/nm).
Como se muestra en la gura 4.6, la tasa de crecimiento u del hielo
Ih sin campo aplicado es una función no monotónica de subenfriamiento y
muestra un máximo en ∆T entre 8 K y 12 K, de acuerdo con los resultados
publicados previamente por Espinosa y colaboradores [15] para TIP4P/ICE
y por Rozmanov y Kusalik [53] para TIP4P/2005. Debe tenerse en cuenta
que en este trabajo utilizamos un método mucho más simple para determi-
nar las tasas de crecimiento que el utilizado por Rozmanov y Kusalik [53].
Cuando se aplica un campo eléctrico, el crecimiento del hielo Ih se ralentiza
por un factor de dos, y el supercooling que corresponde al máximo en la tasa
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de crecimiento no se ve afectado por la presencia del campo. Nuestra hipó-
tesis es que el crecimiento de hielo Ih se ve obstaculizado porque el sólido Ih
no está polarizado y la alineación de las moléculas líquidas debido al campo
disminuye la velocidad a la que pueden incorporarse en el cristal en creci-
miento. Los resultados de la simulación para el modelo de agua TIP4P/2005
se presentan en la información de apoyo de acuerdo con los resultados para
TIP4P/ICE. Cuando se aplica un campo eléctrico, el hielo Icf crece más rá-
pido que el hielo Ih. La tasa de crecimiento u es también una función no
monotónica del supercooling, con un máximo de alrededor de ∆T = 15 K.
Los efectos del campo eléctrico sobre las tasas de crecimiento y de nucleación
son cualitativamente similares. El campo diculta el crecimiento de hielo Ih
mientras que favorece el de hielo Icf .
Nuestra hipótesis es que el campo eléctrico favorece la incorporación
de moléculas en la fase Icf de hielo porque alinea las moléculas líquidas en
la dirección que adoptan preferentemente en el sólido, que está polarizada
en la dirección del campo. Dentro de la precisión de nuestras simulaciones,
la tasa de crecimiento del hielo Ih sin campo y la del hielo Icf con campo
eléctrico de 0.3 V/nm son aproximadamente de la misma magnitud, pero la
tasa máxima de crecimiento del hielo Icf se produce a mayor supercooling
que para el hielo Icf . En términos de la temperatura absoluta, un campo
eléctrico fuerte favorece el crecimiento de hielo en forma de Icf . En cualquier
caso, el efecto cuantitativo del campo eléctrico sobre la tasa de crecimiento
se limita a un factor de 2, que es insignicante en comparación con el efecto
sobre la tasa de nucleación, de muchos órdenes de magnitud.
4.5. Discusión y Conclusiones
En este trabajo hemos explorado numéricamente el efecto de un campo
eléctrico en la nucleación homogénea de hielo , con el n de evaluar la posibi-
lidad de obstaculizar la nucleación de hielo para favorecer la crioconservación
(evitando la formación de cristales de hielo tanto intracelulares como extra-
celulares [24]). Aunque se ha demostrado que el mecanismo de congelación
más importante para la crioconservación es la nucleación de hielo heterogénea
[45, 62], para comprender completamente la nucleación de hielo heterogénea,
primero se debe desentrañar el mecanismo detrás de la nucleación de hielo
homogénea. La nucleación del hielo Ih, el polimorfo más estable (en ausencia
de un campo eléctrico) a presión ambiente, se ve obstaculizada cuando se
aplica un campo eléctrico debido al aumento de la energía libre interfacial
hielo-líquido. Sin embargo, es importante tener en cuenta que cuando se apli-
can campos eléctricos lo sucientemente grandes, el polimorfo más estable es
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una versión polarizada del hielo cúbico, Icf (en lugar de hielo Ih). Cuando se
estudia la nucleación del hielo Icf en un campo eléctrico dado, observamos
que su velocidad de nucleación es comparable a la del hielo Ih en el mismo
supercooling cuando no se aplica ningún campo. Sin embargo, dado que la
temperatura de fusión del hielo Icf es más alta que la del hielo Ih, el campo
favorece claramente la nucleación del hielo, en forma de hielo Icf .
Aunque nuestros resultados demuestran que los campos eléctricos razo-
nables (más pequeños que la ruptura dieléctrica del agua) no son relevantes
en el contexto de la nucleación de hielo homogénea a 1 bar, el campo eléctrico
aún podría ayudar a la crioconservación. La activación de un campo externo
en el agua sobreenfriada podría dar lugar a un gran aumento instantáneo
del supercooling con respecto al punto de fusión del hielo Icf , lo que induce
la nucleación homogénea de una gran cantidad de pequeños núcleos de hielo
Icf . En presencia del campo eléctrico, los cristales de hielo crecen más rápido
que el hielo Ih, dando como resultado un sólido de muchos pequeños crista-
les de hielo, que recientemente se demostró que no son perjudiciales para la
supervivencia de la célula [34]. Aún es necesario más trabajo para compren-
der el efecto de un campo eléctrico en la nucleación de hielo heterogénea del
agua. En la referencia [65], la congelación espontánea de hielo Icf se observó
a 40 K de supercooling para el modelo de agua six sites bajo fuertes campos
eléctricos, y se argumentó que el tamaño del núcleo crítico se determinó sólo
por el grado de supercooling y no por la magnitud del campo. Nuestras si-
mulaciones respaldan esa conclusión: el tamaño crítico del cluster, la energía
libre interfacial hielo-agua y la velocidad de nucleación del hielo Ih (cuando
no se aplica ningún campo) y los del hielo Icf bajo un campo de 0.3 V/nm no
se distinguen cuando se representan en función del supercooling. Los valores
más grandes del campo deben estudiarse para vericar si esta similitud en el
comportamiento del hielo Ih sin campo y hielo Icf con el campo como función
del supercooling aún se mantiene.
Nuestras simulaciones están de acuerdo con los resultados recientes so-
bre los efectos de sal y presión sobre la nucleación homogénea del hielo [19].
La presión, la sal y el campo eléctrico afectan a la nucleación del hielo al
cambiar la energía libre interfacial hielo-líquido. Cabe señalar que el valor
experimental de la constante dieléctrica del hielo Ih es mayor que el del agua
líquida (ocurre lo contrario en el modelo TIP4P/ICE). Por lo tanto, un cam-
po eléctrico grande, como los utilizados en el presente estudio, estabilizaría
la fase de hielo Ih con respecto al agua y aumentaría su punto de fusión. Sin
embargo, el hielo Icf todavía sería más estable porque tiene una polariza-
ción permanente muy alta. Todos los resultados presentados en este trabajo
se reeren a campos eléctricos de corriente continua. Para desentrañar si la
naturaleza del campo eléctrico (ya sea constante o alterno) podría afectar
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los resultados, en el apéndice A se comparan algunos casos con ambos tipos
de campos. Nuestros resultados preliminares muestran que, en el límite de
una frecuencia muy alta, la temperatura de fusión del hielo Ih es la misma
que si no se aplicara un campo externo, mientras que a una frecuencia muy
baja Tm es similar al caso de un campo eléctrico constante. Al cambiar la
frecuencia, es posible cambiar la temperatura de fusión continuamente entre
ambos límites. Si bien las magnitudes de campo estudiadas en este trabajo
son mayores que la ruptura dieléctrica experimental del agua líquida, nues-
tros hallazgos podrían allanar el camino para estudios adicionales sobre la
nucleación de hielo heterogénea que podrían ser relevantes como rutas de
congelación alternativas en la industria alimentaria o en la crioconservación
de células y órganos .
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Estudio de dinámica molecular de
agua TIP4P/2005 nanoconnada:
cómo el connamiento y la
temperatura afectan a la difusión
y a la viscosidad
5.1. Resumen
En las últimas décadas se ha dedicado un gran esfuerzo al estudio del
agua connada en geometrías hidrofóbicas a nanoescala (tubos o poros), de-
bido a las múltiples aplicaciones tecnológicas. de tales sistemas, que van desde
la administración de medicamentos hasta los dispositivos de desalinización
del agua. Según nuestro conocimiento, ni el enfoque numérico / teórico ni
el experimental han alcanzado hasta ahora una comprensión consensual de
las propiedades estructurales y de transporte del agua en estas condiciones.
En este trabajo, presentamos simulaciones de dinámica molecular de agua
TIP4P/2005 en diferentes nanoestructuras hidrofóbicas (entre placas parale-
las o nanotubos, con distintos niveles de hidrofobicidad) dentro de un amplio
rango de temperatura. Por un lado, el agua está más estructurada cerca de las
paredes hidrofóbicas, independientemente de las geometrías limitantes. Por
otro lado, mostramos que el efecto combinado del connamiento y la curvatu-
ra provoca un aumento del coeciente de difusión del agua en los nanotubos
hidrofóbicos. Finalmente, proponemos una relación de Stokes-Einstein enfo-
cada a obtener la viscosidad de la difusividad, cuyo resultado diere mucho
de la expresión de Green-Kubo que se ha utilizado en trabajos anteriores pa-
ra el cálculo de la viscosidad en sistemas de bulk. Discutimos las deciencias
de ambos enfoques, lo que podría explicar esta discrepancia.
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5.2. Introducción
El agua es esencial para la vida. Aunque está formada por moléculas
triatómicas simples, tiene un comportamiento inusual en comparación con
sustancias monocomponentes similares.[17] Exhibe muchas anomalías y se
ha dedicado mucho trabajo para comprender y describir su comportamiento.
Además, en connamiento, el agua exhibe un diagrama de fases diferente al
del agua bulk, donde las anomalías pueden ocurrir a diferentes condiciones
termodinámicas [62]. Cuando el connamiento alcanza la nanoescala, el agua
experimenta propiedades físicas novedosas, diferentes del agua bulk y esto,
hoy en día es objeto de estudio [2, 15, 49, 50, 76]. La investigación de agua
nano-connada se ha convertido en un gran interés debido a sus múltiples
aplicaciones de nano tecnología, como por ejemplo los canales celulares [38,
75, 83], entrega de fármacos [58, 64, 80, 89], sistemas para desalinizar agua
[13, 18, 19, 21, 28, 31, 43, 84] entre otros [7, 12, 28, 30, 32, 33, 86, 87, 88].
Debido a la pequeña escala, el estudio del agua en nanoconnamien-
to es experimentalmente muy complicado, como lo demuestran los pocos
trabajos experimentales sobre el tema. [51, 61, 62].Además, los resultados
experimentales son controvertidos [39]. Esta es la razón principal por la que
ha habido un mayor interés en usar enfoques teóricos o simulaciones mo-
leculares para comprender, por ejemplo, el efecto de variar los parámetros
geométricos que denen el nano connamiento y/o las condiciones termodi-
námicas [12, 16, 42, 52, 57, 65, 68, 69, 74].
Por lo tanto, la dinámica molecular (MD) es una herramienta muy im-
portante para estudiar el agua connada. Pero además se requiere un buen
force-eld para modelar las interacciones agua-agua y agua-pared. Para los
estudios de simulación de agua pura, se han propuesto muchos force-eld para
reproducir el complejo diagrama de fase del agua y sus anomalías;[71] entre
los que se puede enumerar: SPC,[10] TIP3P,[46] TIP4P,[46] AMOEBA,[70]
y TIP4P/2005,[1] este último es uno de los más robustos y precisos. Para
agua connada (entre paredes, poros o nanotubos) que utilizan modelos ato-
místicos rígidos, la mayoría de los trabajos de simulación se han realizado
utilizando modelos TIP3P o SPC/E y solo unos pocos han usado el modelo
TIP4P/2005. [4, 6, 9, 16, 29, 34, 36, 48, 53, 60, 63, 67, 79, 90]
Liu y Patey[60] realizaron un estudio de simulación de MD para el
transporte de agua en nanotubos de carbono (CNT) para conocer las tasas
de ujo (ow rates) con diferentes modelos de agua con un ujo de agua
impulsado por presión (condiciones de no equilibrio) a través de nanotubos
(8,8) y (9,9) donde utilizan tres modelos de agua diferentes (TIP3P, SPC/E
y TIP4P/2005). En un segundo artículo, los mismos autores consideraron
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tubos más pequeños y estudiaron la viscosidad de agua en la entrada del
nanotubo[59].
Entre los trabajos de simulación recientes en agua TIP4P/2005 con-
nada en condiciones de equilibrio, se puede mencionar el trabajo de Köhler
et al. [48] y Martí et al.[63] Ambos grupos consideraron este modelo ya sea
connado dentro de CNT o con paredes hidrofóbicas o hidrólas. Estudiaron
diferentes diámetros y se analizó su efecto sobre las propiedades estructura-
les o de transporte para algunas condiciones termodinámicas seleccionadas.
Debido a que Köhler et al. estudiaron CNTs de quiralidades (10,10), (16,16),
y (30,30), mientras que, Martí et al. CNT (5,5), (9,9) y (12,12) y los últi-
mos autores utilizaron diferentes modelos de interacción agua-carbono, no es
posible extraer una conclusión general de sus investigaciones. Por ejemplo,
Köhler et al. encontraron una gran inuencia de la densidad, del tamaño del
connamiento y de la interacción de la pared en la viscosidad. Martí et al.[63],
además de los nanotubos, consideraron dos láminas de grafeno separadas por
una distancia de 0.6 nm a 1.7 nm en agua TIP4P/2005 a T = 275 K y p
= 400 bar. Encontraron que la difusión del agua depende de la distancia de
las placas de una manera no monotónica. Arman que este comportamien-
to se debe a la estructuración del agua y la cristalización, mientras que la
distancia entre las placas disminuye. Como se puede observar, incluso para
este popular modelo de agua en connamiento, la información disponible es
limitada y lo mismo ocurre con los datos experimentales. Por lo tanto, en
este trabajo intentamos llenar este vacío y hemos elegido el modelo de agua
TIP4P/2005 connada entre paredes paralelas de carbono hidrofóbicas rígi-
das, separadas por una distancia de 1.6 nm y 5.6 nm, y dentro de los CNT
(20,20), (35,35) y (52,52). Este estudio se lleva a cabo utilizando simulaciones
de MD, destacando el efecto (si lo hay) de la hidrofobicidad de la supercie
y de la temperatura del sistema. Nuestro estudio pretende ser un punto de
referencia para trabajos futuros, explicando cuantitativamente la estructura
del agua en connamiento, su dinámica y el número de enlaces de hidrógeno
por molécula que se forman dentro de estas conguraciones. Además, en este
trabajo se presentan algunas medidas experimentales de RMN para predecir
el coeciente de difusión del agua en CNT y comparar con los datos experi-
mentales disponibles (apéndice B). El capítulo está organizado de la siguiente
manera: En la Sección 1, se analizan el modelo de agua TIP4P / 2005 y las
interacciones hidrofóbicas agua-carbono. En la Sección 2, presentamos los
detalles de simulación, así como los de las nanoestructuras que se deben con-
siderar e implementar en las simulaciones. En la Sección 3, se describen los
resultados de simulación para las propiedades estructurales (perles de densi-
dad y distribuciones de enlaces de hidrógeno) y las propiedades de transporte
(coeciente de difusión y viscosidad) para diferentes geometrías y tempera-
89
5. Estudio de dinámica molecular de agua TIP4P/2005 nanoconnada: cómo el
connamiento y la temperatura afectan a la difusión y a la viscosidad
turas. Finalmente, las principales conclusiones de este trabajo se presentan
en la sección 4. Este trabajo se complementa con tres apéndices. El apéndice
B describe un análisis de gota-supercie para mostrar cómo seleccionamos
la interacción agua-pared, posteriormente se deriva una relación de Stokes-
Einstein desarrollada para un líquido connado entre paredes paralelas . Al
nal del mismo apéndice se presenta nuestro intento experimental de medir
el coeciente de difusión del agua connada en CNT a través de RMN.
5.3. Sistemas y metodología
A lo largo de este trabajo, hemos llevado a cabo simulaciones NVT
utilizando el paquete de Dinámica Molecular GROMACS 2016.4, [41] para el
agua connada bajo dos geometrías: entre dos paredes paralelas de graphene
(W) y dentro de los nanotubos de carbono (CNT). Realizamos este estudio
para varias temperaturas en el rango de 243 K a 298 K. Establecemos el
paso de tiempo en 1 fs y simulamos cada temperatura durante al menos 40
ns, y para las temperaturas más bajas (243-253 K) hasta 60 ns. Para man-
tener la temperatura constante, usamos un termostato v-rescale [14] con un
tiempo de relajación establecido en 1 ps. Comprobamos que se obtuvieron
los mismos resultados mediante los termostatos de Berendsen o Nosé-Hoover.
Somos conscientes del hecho de que la termostatización de uidos conna-
dos es un tema muy delicado [8, 11, 55, 77], dado que no hay una manera
perfecta de termostatizar un líquido connado. Sin embargo, lo que hemos
utilizado en nuestro trabajo no es un enfoque poco común. Hemos comproba-
do diferentes tiempos de damping (1 ps es un tiempo de relajación largo) y
diferentes termostatos para asegurarnos de que el termostato elegido no afec-
te a nuestros resultados. Utilizamos el método de block average para estimar
las barras de error [40].
5.3.1. Seleccionando la hidrofobicidad del potencial de
interación
Las moléculas de agua han sido simuladas utilizando el modelo TIP4P/2005 [1].
Truncamos el potencial de Lennard-Jones (LJ) en 9.5 Å, añadiendo correc-
ciones estándar de largo alcance a la energía LJ, y considando las sumas de
Ewald (con la técnica PME) [27] para el cálculo de las fuerzas electrostáticas
de largo alcance, aplicando un corte de espacio real a 9.5 Å. La interacción
carbono-oxígeno (CO) se describe a través de σCO =
√
σCCσOO, donde σCC se
toma del force-eld OPLS-AA [47]. El valor de εCO establece la hidrofobici-
dad de la pared. En este trabajo, consideramos dos niveles de hidrofobicidad:
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qH = -qM/2 0.5564
H2O ángulo (grados)
6 H2O 104.52◦
Cuadro 5.1: Parámetros del TIP4P/2005. Un potencial de Lennard-Jones
dene las interacciones oxígeno-oxígeno, carbono-carbono (OPLS-AA) y
carbono-oxígeno (εhco y ε
sh
co ). La carga (qH y qM son las cargas de los hi-
drógenos y del átomo dummy respectivamente) y el ángulo de la molécula de
agua TIP4P/2005.
una interacción hidrofóbica agua-carbono [43, 48, 66, 82] correspondiente a
un ángulo de contacto de 96,5◦ y εhCO = 0.2703 kJ/mol como en la Ref.[48];
una interacción de agua y carbono con carbono superhidrofóbico (como en la
Ref. [7] utilizada por Algara y colaboradores) correspondiente a un ángulo de
contacto más alto, 132◦ y εshco = 0.0476 kJ/mol. Como se detalla en el apén-
dice B, los ángulos de contacto se estimaron simulando una (nano)gota de
agua sobre la lámina de grafeno. En la tabla 5.1, se reportan los parámetros
de los force-eld utilizados para el agua y el carbono.
5.3.2. Preparación del sistema
Inicialmente preparamos las geometrías generales llenas de moléculas
de agua como se muestra en la Fig. 5.1. Los átomos de carbono se colocan en
una red de grafeno con posiciones jas. Respecto a los nanotubos, los átomos
se colocan de acuerdo con la quiralidad especicada en cada caso, también
con posiciones jas (congeladas). Los parámetros de interacción de carbono-
carbono (ε y σ) se presentan en la tabla 5.1. Estos valores corresponden al
campo de fuerza OPLS-AA como se reporta en la referencia [47].
La geometría W consta de dos paredes paralelas de grafeno de 5.2 nm
x 5.2 nm, cada una compuesta por 1008 átomos de carbono (1 átomo de
espesor). Para poder aplicar condiciones de contorno periódicas en todas las
direcciones, el sistema, es decir, las paredes de agua y carbono, se encuentra
en el centro de la caja de simulación y se deja una región vacía entre las
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Figura 5.1: Representaciones de las nano-estructuras utilizadas en este tra-
bajo, las esferas color cyan representas los átomos de carbono, en el interior
se encuentran las moléculas de agua (rojo para los oxígenos y blanco para
los hidrógenos). Los sistemas connados entre las paredes de grafeno se eti-
quetan como W y los nanotubos como CNT. Ls números se reeren a
sistemas con una distancia de pared (W) o diámetro (CNT) diferente.
paredes paralelas y las réplicas periódicas del sistema (como se sugiere en la
Ref.[74]). Preparamos dos conguraciones: W-1, que contiene 1361 moléculas
de agua connadas entre paredes hidrofóbicas ubicadas a una distancia de
1.6 nm; y W-2 que contiene 5417 moléculas de agua connadas entre paredes
hidrofóbicas ubicadas a una distancia de 5.6 nm. La geometría CNT consis-
te en nanotubos hidrofóbicos cilíndricos de la siguiente quiralidad: (20,20)
(CNT-1), (35,35) (CNT-2) y (52,52) (CNT-3). Utilizamos el software Visual
Molecular Dynamics [44] para preparar cada nanotubo. Un CNT se centra
en la caja de simulación. Las condiciones de periodicidad se aplican en to-
das las direcciones, pero las interacciones entre el sistema y sus réplicas a lo
largo de X e Y se evitan mediante el uso de tamaños de caja de simulación
muy grandes, como muestran Zheng y colaboradores en la Ref. [90]. Los de-
talles numéricos de estas conguraciones se reportan en la Tabla 6.1. Para
establecer la densidad del agua connada, la calculamos como el número de
moléculas de agua divididas por el volumen en el que están contenidas, Nw/V
(V es el volumen entre las dos paredes o el volumen dentro del nanotubo).
En la sección de Resultados se propone método para estimar los volúmenes
de las dos geometrías.
5.3.3. Propiedades estudiadas
Con el n de dar una explicación molecular del comportamiento del
agua en nano-connamiento, primero calculamos el perl de densidad de las
moléculas de agua y el número promedio de enlaces de hidrógeno (HBs) por
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Cuadro 5.2: Parte superior: Detalles numéricos para el connamiento tipo W:
Número de átomos de carbono por pared (NC), distancia entre las paredes
(d), borde de la pared (correspondiente al límite de la caja de simulación,
LBox) y número de moléculas de agua (NW ). Parte inferior: Detalles para el
connamiento tipo CNT: quiralidad (n,m), número de átomos de carbono en
el nanotubo (NC), diámetro del nanotubo (d), longitud del nanotubo, (co-
rrespondiente al límite de la caja de simulación, LBox) y número de moléculas
de agua (NW ).
Sistema d(nm) LBox(nm) NC(por pared) Nw
W-1 2.0 5.1 1008 1361
W-2 6.1 5.2 1008 5417
Sistema (n,m) d(nm) LBox(nm) NC Nw
CNT-1 (20,20) 2.6 5.16 1680 640
CNT-2 (35,35) 4.7 5.15 2940 2242
CNT-3 (52,52) 7.0 6.20 5201 6407
molécula. El criterio de HB se basa en el número de enlaces de hidrógeno
del dador por molécula como en la Ref. [54], donde la distancia y el ángulo
de HB necesarios para unir dos moléculas de agua son d≈ 0.28 nm y ÔH=
109.4◦.
Posteriormente, calculamos la viscosidad del agua connada. En agua







dt 〈Pαβ(t)Pαβ(0)〉 , (5.1)
donde Pαβ son las componentes del tensor de presión.
Sin embargo, en un líquido connado, el sistema se vuelve heterogéneo
y, lo que es más importante, las uctuaciones térmicas del shear stress en
el equilibrio no solo se verán afectadas por la viscosidad del líquido, sino
también por la slip boundary condition en la pared; en consecuencia, la
fórmula de Green-Kubo proporciona solo una viscosidad efectiva cuyo signi-
cado físico no está claro. Por otro lado, puede ser interesante calcular ηGK
y compararla con otras mediciones posibles de viscosidad connada, como se
verá más adelante. Hay que considerar también que en sistemas connados,
el volumen V del líquido no está bien denido, con una incertidumbre rela-
cionada con ηGK , y que las componentes del tensor de presión Pαβ dependen
de la geometría del sistema. Por lo tanto, en un nanotubo, debemos distin-
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guir entre viscosidad axial (denida por los componentes axiales Pxy) de la
presión y viscosidad radial (denida por las componentes radiales Pxz y Pyz),
según lo propuesto por Köhler et al [48]. En este trabajo, hemos calculado
para los dos tipos diferentes de connamiento la viscosidad axial, integrando
la función de autocorrelación de las componentes axiales.
Otro enfoque para estimar la viscosidad se basa en calcular el coecien-
te de autodifusión y utilizar una relación de Stokes-Einstein para sistemas
connados.
El coeciente de difusión D|| en connamiento se puede calcular median-
te el desplazamiento cuadrático medio de las partículas a tiempos largos:
D|| =
〈|r(t0 + t)− r(t0)|2〉
2 dim × t
(5.2)
Donde dim depende de la geometría del sistema: siendo dim = 1 para CNT y
dim = 2 para placas paralelas. Los cálculos de la difusión a través de MD se
ven afectados por efectos de tamaño nito debido a las interacciones hidro-
dinámicas con imágenes periódicas de la caja de simulación [25, 78, 81, 85].
Existen correcciones analíticas tanto para cajas de simulación isotrópicas co-
mo anisotrópicas. Sin embargo, el caso de los sistemas connados es bastante
diferente y ha sido menos explorado. En el connamiento planar, asumiendo
una no-slip boundary condition en las paredes, Simonnin et al.[73] calcu-
laron analíticamente el efecto de la altura del líquido d y el tamaño de la
caja L en el coeciente de difusión. Aquí nos gustaría destacar que, mientras
que el efecto del tamaño nito L es puramente un límite de la simulación, la
altura de connamiento d tiene un efecto físico real. De hecho, la difusión se
ve afectada en las proximidades de las paredes. Se pueden encontrar descrip-
ciones analíticas para connamiento planar después del trabajo pionero de
Faxen [37]; en particular, se ha demostrado que el deslizamiento entre líquido
y el sólido inuye en la difusión cerca de las paredes. [45, 56, 72] Respecto
al efecto del tamaño L, la fórmula exacta derivada de Simonnin et al. [73]
puede aproximarse suponiendo que el coeciente de difusión de la partícula
es la suma de su coeciente de difusión intrínseco y el coeciente de difusión
del centro de masa (c.o.m), para el cual existen predicciones analíticas con
deslizamiento líquido-sólido . [23, 24] En la práctica, esto también signica
que eliminar el movimiento del c.o.m al calcular la media de desplazamiento
de la partícula, como hicimos en este trabajo, proporciona una buena es-
timación del coeciente de difusión intrínseco para un tamaño innito L.
Entonces solo queda el efecto físico del connamiento. Simonnin et al. deri-
varon una expresión para el coeciente de difusión paralelo promedio 〈D|||〉
en el caso non-slip, utilizando la relación de Einstein entre desplazamiento
y difusión [26]. Bajo esas condiciones, y para un connamiento planar mode-
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siendo η la viscosidad (supuestamente homogénea e isotrópica) y σh el
diámetro hidrodinámico efectivo de las partículas [22], que se puede calcular
a partir de cálculos de difusión y viscosidad de bulk (ver apéndice B). En
lo siguiente, nos referiremos a la ecuación (5.3) como la relación de Stokes-
Einstein para sistemas connados.
Con respecto a los CNT, ahora mismo, no existe una ecuación equiva-
lente a (5.3) para geometría cilíndrica. Como una aproximación, sugerimos
usar la misma ecuación, reemplazando la distancia entre paredes por el diá-
metro del tubo. La relación de Stokes-Einstein proporciona una estimación
















que compararemos con la estimación de Green-Kubo en la sección de resul-
tados.
Nótese que se sabe que la relación Stokes-Einstein se rompe en el agua
bulk superenfriada [22, 35], por lo que la estimación limitada de la viscosidad
de Stokes-Einstein se debe tomar con precaución a muy baja temperatura.
5.4. Resultados
En esta sección presentamos nuestros resultados sobre las propiedades
estructurales del agua (densidad y HBs) y transporte (viscosidad y difusión).
Estudiamos el efecto de la hidrofobicidad, de la curvatura de la nanoestruc-
tura (comparando el connamiento paralelo y cilíndrico) y de la temperatura
en las propiedades estructurales y de transporte.
5.4.1. Perles de densidad
Calculamos los perles de densidad del agua connada para cada siste-
ma a varias temperaturas para las interacciones hidrofóbicas y superhidrofó-
bicas. Como ya se observó, el perl de densidad del agua connada diere con
respecto al agua en bulk, debido a los efectos de curvatura y la interacción
agua-carbono. [20, 28]
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Figura 5.2: a) Representación de la pared hidrofóbica (εhco) (líneas verticales)
y del los perl de densidad del agua (curva roja) calculado desde el centro del
nanotubo CNT-2 a T = 298K. b) y c) son representaciones esquemáticas de
las orientaciones tanto de las placas paralelas (b) como de los nanotubos (c).
Por último, d indica el diámetro real, mientras que deff indica el diámetro
efectivo.
Como se muestra en la Fig. 5.2, al preparar un sistema hidrofóbico
CNT-2 que contiene agua líquida con una densidad de 1 g/cm−3, el perl de
densidad revela capas de agua, especialmente cerca de las paredes hidrofóbi-
cas. La hidrofobicidad de las paredes de connamiento repele las moléculas
de agua de la capa más cercana, reduciendo así el volumen de connamiento
total disponible para el agua, lo que conduce a una densidad efectiva que es
mayor que la nominal. Para calcular el volumen efectivo entre las paredes y en
los nanotubos, la distancia efectiva deff se dene como deff = d−σCO−2d0,
donde d es la distancia nominal de pared a pared.
Para estimar d0, primero calculamos el perl de densidad desde el centro
de la estructura (ya sea paredes paralelas o nanotubos) a la pared. Luego,
calculamos la distancia entre el valor de z (para connamientos planares) o el
valor de r (para estructuras cilíndricas) en la densidad más alta (d(ρ = max))
y z o r a densidad cero (d(ρ = 0), como se muestra en la Fig. 5.2). Finalmente
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Sistema d(nm) deff (nm) Veff (nm3) ρeff (g·cm−3)
W-1 εshco 2.00 1.50 38.8 1.1
W-2 εshco 6.10 5.60 151.4 1.1
W-1 εhco 2.00 1.50 38.9 1.0
W-2 εhco 6.10 5.60 151.4 1.1
CNT-1 εshco 2.60 1.97 15.73 1.2
CNT-2 εshco 4.74 4.05 66.24 1.0
CNT-3 εshco 7.04 6.28 192.04 1.0
CNT-1 εhco 2.60 2.02 16.02 1.2
CNT-2 εhco 4.74 4.20 71.23 0.9
CNT-3 εhco 7.04 6.36 196.97 1.0
Cuadro 5.3: Distancia nominal entre paredes/diámetro del nanotubo d y
sus valores efectivos deff , volumen efectivo Veff y densidad efectiva ρeff
(tomando el número de moléculas de agua para cada sistema de la tabla
6.1).







(|d(ρ = max)− d(ρ = 0)|) (5.5)
La distancia efectiva (deff ), el volumen (Veff ) y la densidad (ρeff ), para
todos los sistemas considerados en este trabajo se presentan en la tabla 5.3.
La gura 5.3 representa el perl de densidad obtenido para agua con-
nada entre placas (W-1 y W-2) en un amplio rango de temperatura, consi-
derando las paredes hidrofóbicas y superhidrofóbicas. Los paneles superiores
de la Fig. 5.3 son los resultados para el W-1 superhidrofóbico (Fig.5.3-a) y
para el hidrofóbico Fig.5.3-b.
En el caso superhidrofóbico, los primeros picos están más separados de
las paredes que en el hidrofóbico. Un comportamiento similar se ha observado
en la referencia [57, 63], donde los autores estudiaron un connamiento entre
paredes paralelas en una separación similar (1.7 nm). Los autores trabajan
con un sistema connado entre dos paredes separadas por una distancia de
1.7 nm donde la densidad aparente nunca se recupera en sistemas muy con-
nados. En el caso hidrofóbico, debido a la mayor interacción agua-pared, los
primeros picos aparecen más cerca de las paredes, alcanzando una densidad
máxima de ρ = 2,25 g/cm3, casi el doble del valor máximo alcanzado para
εshco . Este resultado implica que el agua está más estructurada cerca de la
pared en el sistema hidrofóbico que en el superhidrofóbico. Se observa un
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Figura 5.3: Perles de densidad para el agua connada en W-1 (paneles
superiores) and W-2 (paneles inferiores) a diferentes temperaturas (leyenda
mostrada en la gura a)). Los resultados para el sistema superhidrofóbico εshco
están en el lado izquierdo (a) y (c) mientras que los del sistema hidrofóbico
εhco están situados en el lado derecho (b) y (d).
efecto similar para el caso superhidrofóbico W-2 (ver Fig. 5.3).
Como se esperaba, en el centro de la caja de simulación, donde el efecto
de la interfaz desaparece, el sistema se comporta como en bulk y el perl de
densidad se asemeja al valor de densidad de bulk independientemente del
valor εCO utilizado.
La gura 5.4 presenta los perles de densidad obtenidos para el agua
connada en los nanotubos CNT-1, CNT-2 y CNT-3 en un amplio rango de
temperaturas, considerando las paredes hidrofóbicas y superhidrofóbicas.
Cuando la interacción es superhidrofóbica, el cambio de la geometría
de connamiento (de las paredes planas a los cilindros) no afecta lo que ya se
observó para las paredes planas: los picos del perl de densidad son más altos
en este último caso en el caso hidrofóbico que en el caso superhidrofóbico. Si
nos centramos en el sistema CNT-1, con la supercie hidrofóbica (Fig. 5.4-b),
la densidad del agua aumenta a medida que se aproxima a la supercie del
CNT, alcanzando una densidad máxima de ρ = 1.23 g/cm3 en r = 0.90 nm a
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Figura 5.4: Perles de densidad de agua connada en CNT-1 (paneles supe-
riores), CNT-2 (paneles centrales) y CNT-3 (paneles inferiores) a dierenets
temperaturas (la leyenda se muestra en la gura a). Los resultados para el
sistema superhidrofóbico εshco se presentan en el lado izquierdo (a, c y e) mien-
tras que los resultados obtenidos para el sistema hidrofóbico están en el lado
derecho εhco (b, d y f).
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la temperatura más alta (T = 298 K). Cuando se consideran las interacciones
superhidrofóbicas (Fig. 5.4-a), este pico es más bajo (ρ = 1.14 g/cm3 a r =
0.85 nm).
Curiosamente, el pico más alto del perl de densidad del CNT-1, aquel
con la curvatura más grande, presenta un hombro que está más cerca de los
átomos de carbono que el agua connada en cualquier otro sistema. Este
hombro, probablemente originado por la curvatura que induce una interac-
ción más estrecha entre el agua y el carbono, es la prueba de que la curvatura
obliga al agua a estructurarse cerca las paredes del nanotubo.
De manera similar, en el CNT-2 se puede detectar un desplazamiento
similar del máximo del perl de densidad: el máximo en el perl de densidad
alcanza un valor de ρ = 1.26 g/cm3 a r = 2.03 nm en el caso hidrofóbico
(Fig. 5.4-d) y de ρ = 1.03 g/cm3 a r = 1.86 nm en el caso superhidrofóbico
(Fig. 5.4-c). Además, en este último caso, el perl de densidad disminuye
ligeramente al aumentar la temperatura. También en el CNT-3 se puede
detectar un desplazamiento similar del máximo del perl de densidad: la
densidad alcanza un máximo en ρ = 1.24 g/cm3 y uctúa alrededor de este
valor independientemente de la interacción agua-carbono (ver Fig. 5.4-e y
Fig. 5.4-f). Como se puede observar en todos los casos considerados en las
Figs. 5.4 y 5.3, el efecto de la temperatura en los perles de densidad no
es muy notable. Como se esperaba, los perles de densidad obtenidos para
CNT-1 y CNT-2 concuerdan con los resultados reportados por Köhler et al.
[48] para CNT (16,16) (a una densidad de ρ1 = 0.93 g/cm3 y ρ2 = 1.12
g/cm3) y para CNT (30,30) (a una densidad de ρ3 = 0.95 g/cm3 y ρ4 = 1.15
g/cm3) utilizando TIP4P/2005 como modelo de agua.
5.5. Perles de enlaces de Hidrógeno
Para estudiar más a fondo la estructura molecular del agua connada,
analizamos cómo varía el número promedio de enlaces de hidrógeno (HBs)
de las moléculas de agua con respecto a la distancia desde la supercie. Una
molécula de agua puede ser dador y un aceptor de dos enlaces de hidrógeno.
De tal manera, elegimos uno de los dos roles posibles de cada molécula y
calculamos el número promedio de HBs usando este criterio: por lo tanto, el
número promedio de HB de una molécula en promedio es de 2.
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Figura 5.5: Número de enlaces de hidrógeno por molécula calculados pa-
ra agua connada entre placas paralelas : W-1 (paneles superiores) y W-2
(paneles inferiores). En el lado izquierdo (a y c) se muestran los casos super-
hidrofóbicos y en en lado derecho (b y d) las supercies hidrofóbicas.
Cuando el agua está connada, el número de HBs por molécula dis-
minuye, especialmente cerca de la supercie superhidrofóbica. La Fig. 5.5
muestra el número promedio de enlaces de hidrógeno para agua connada
entre dos paredes paralelas (a y b para W-1- y c y d para W-2) dentro de
un amplio rango de temperaturas. De manera similar, la Fig. 6 presenta la
propiedad análoga para un connamiento cilíndrico (a y b para CNT-1, c y d
para CNT-2 y e y f para CNT-3). Como en el agua bulk, en todos los sistemas
de la Fig. 5.5 y 5.6, observamos que el número de HBs disminuye a medida
que aumenta la temperatura, dado que un mayor la temperatura correspon-
de a una energía cinética más alta que conduce a una mayor ruptura de los
enlaces. Cerca de la pared, independientemente del tipo de connamiento, el
número de HBs disminuye hasta cero.
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Figura 5.6: Enlaces de Hidrógeno por molécula calculados para agua conna-
da en los nanotubos: CNT-1 (paneles superiores), CNT-2 (paneles centrales)
y CNT-3 (paneles inferiores). En el lado izquierdo (a, c y e) se presentan
los sistemas superhidrofóbicos y en el lado derecho (b, d and f) los sistemas
hidrofóbicos.
Centrándonos en el CNT-1, observamos un hombro (especialmente en
el caso hidrofóbico) en el número de HBs cerca de la supercie junto con
un número no cero de HBs dentro de la supercie: ambos son efectos de
la gran curvatura del sistema. Sin embargo, tanto para los sistemas CNT-
2 como para los sistemas CNT-3, el número de HBs es siempre alrededor
de 2, siendo ligeramente superior antes de acercarse a la supercie. En ese
102
5.6. Coeciente de difusión
momento, el número de HBs cae dramáticamente a cero, debido a la (super)
hidrofobicidad de las paredes. En las geometrías CNT-2 y CNT-3, los efectos
de curvatura son casi insignicantes, mientras que la contribución de bulk
(hacia el centro de los nanotubos) aumenta.
5.6. Coeciente de difusión
Habiendo estudiado las propiedades estructurales del agua connada,
calculamos sus propiedades de transporte para connamientos planos (W-1
y W-2) y para dos connamientos cilíndricos (CNT-1 y CNT-2). En este
último caso, no consideramos el CNT-3 ya que este sistema se comporta
como el W-2. Por lo tanto, se considera que el sistema CNT-2 es sucien-
te para sacar conclusiones sobre los nanotubos de gran diámetro. Primero
calculamos el coeciente de difusión D en un amplio rango de temperaturas
(243298 K) y para las diferentes hidrofobicidades de la supercie. Como se
discutió en la Sección 2, el efecto del tamaño nito de la caja de simulación
se trata simplemente calculando el desplazamiento cuadrático medio de las
partículas después de eliminar el movimiento del centro de masas; en siste-
mas connados, esto proporciona una estimación razonable del coeciente
de autodifusión intrínseco (es decir, en el límite de un tamaño de caja in-
nito). Por lo tanto, los coecientes de difusión presentados son los valores
puros medidos a partir del desplazamiento cuadrado medio. Los resultados
para el agua en connamiento plano (W-1 y W-2 y las dos hidrofobicidades
diferentes) se presentan en la Fig. 5.7-a, que muestra que el coeciente de
difusión del agua connada bajo paredes paralelas es independiente de la
distancia entre las paredes (W-1 o W-2), y es similar a la del agua bulk en
el mismo rango de temperaturas: a bajas temperaturas, el sistema presenta
una difusión más lenta. Además, la hidrofobicidad de la supercie no afecta
signicativamente al coeciente de difusión. En el mismo panel también in-
formamos del resultado de la Ref. [63] obtenido para agua TIP4P/2005 a un
mayor connamiento.
La discrepancia con respecto a nuestros resultados puede deberse al he-
cho de que el agua en la Ref. [63] está mucho más connada. Esto conduce
a una mayor estructuración del agua líquida que afecta fuertemente a sus
propiedades dinámicas. Los resultados obtenidos para los CNT se presentan
en la Fig.5.7-b Curiosamente, el coeciente de difusión se ve afectado por la
curvatura, que es mayor para las supercies (CNT-1 y CNT-2), y apenas se
ve afectado por la hidrofobicidad de la supercie. Al igual que en los con-
namientos de placas paralelas, el comportamiento del coeciente de difusión
con la temperatura es similar al del agua bulk. Cuando T ≤ 263 K, los valo-
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TIP3P d = 2nm Ref[42]
TIP3P d = 4 nm Ref[42]
SPC/E d = 2nm Ref[42]
SPC/E d = 4nm Ref[42]
DWNT Ref [31]
b)
Figura 5.7: Coeciente de difusión de agua connada a) Entre placas pa-
ralelas hidrofóbicas y superhidrofóbicas y b) en nanotubos hidrofóbicos y
superhidrofóbicos en función de la temperatura. El círculo verde vacío en
a) está referido a agua connada entre paredes paralelas (d = 1.4 nm) de
la Ref. [63]. El coeciente de difusión de bulk obtenido de la Ref. [22] está
representado por una línea negra. Los asteriscos y los rombos en el panel
b) representan la difusión de agua connada en nanotubos con un diámetro
comprendido entre 2 y 4 nm para los modelos TIP3P (morado) y SPC/E
(rojo) obtenidos de la Ref. [5]. Los símbolos naranja y verde muestran los
resultados a densidades de ρ = 0.95 g/cm3 y ρ = 1.15 g/cm3 (círculos y cua-
drados respectivamente) de agua connada en nanotubos con quiralidades
de (16,16) y (30,30) obtenidos de la Ref. [48].
res del coeciente de difusión se asemejan a los del bulk independientemente
de la curvatura de las geometrías y su hidrofobicidad. Por otro lado, a alta
temperatura, el coeciente de difusión del agua connada es mayor que el
valor correspondiente para el agua bulk. Centrándonos en T = 298 K, donde
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el efecto es más dramático, comparamos nuestros resultados con los resul-
tados de la literatura. Como ya se ha sugerido en la ref. [60], el coeciente
de difusión del agua connada se ve fuertemente afectado por el modelo de
agua, con TIP3P que da valores demasiado altos con respecto a SPC/E.[5]
Cuando se compara con agua connada TIP4P/2005 a una densidad similar
y para quiralidad similar (símbolos naranjas), obtenemos resultados en per-
fecto acuerdo con la literatura [48]. Por lo tanto, el agua difunde más rápido
cuando está connada en nanotubos hidrofóbicos con un diámetro efectivo
que varía desde 2 nm hasta aproximadamente 4 nm (CNT-1 y CNT-2, res-
pectivamente).
Para descubrir el origen microscópico de este comportamiento, evalua-
mos cómo varía el coeciente de difusión con la distancia desde la supercie.






































































Figura 5.8: Coeciente de difusión en función de la distancia entre las paredes
(z) o el radio (r) del nanotubo obtenidos para W-1 a T = 298K (panel a),
CNT-1 a T = 298K (panel b) y a T = 273K (panel c). La línea verde
representa la difusión reportada en la gura en la Fig. 5.7 a las mismas
condiciones y la línea negra es la difusión de bulk de la Ref. [22]. La línea
morada en el panel a representa el perl de difusión calculado mediante la
ecuación B.2.
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La gura 5.8 representa el coeciente de difusión de las moléculas de
agua connada: (a) entre paredes paralelas (W-1) a 298 K y dentro de un
nanotubo hidrofóbico (CNT-1) a 298 K (b) y a 273 K (c) . Las densidades
de agua connada en estos sistemas son similares, pero las curvaturas y las
estructuras son diferentes. Los datos para D se trazan a lo largo de la di-
rección xy para W-1 (Fig. 5.8-a) y la dirección z para CNT-1 (Fig. 5.8-b
y 5.8-c). Para el sistema de placas a 298 K (W-1, Fig. 5.8-a), observamos
que la difusión promedio, calculada con la ecuación 6.2 (línea verde) es prác-
ticamente la misma que para el agua bulk (línea negra continua). La gura
5.8-a también muestra la predicción de la hidrodinámica continua para la
difusividad local, ecuación (B.2). La forma de la curva teórica coincide con
los valores medidos, excepto cerca de las paredes, donde el incremento de la
difusividad es más bajo que las predicciones. Por un lado, esto podría ser
simplemente porque la ec. (B.2) se derivó para una distancia a las paredes
zσhh, por lo que estaría fuera de su rango de validez. Por otro lado, la gran
discrepancia cuantitativa podría deberse a efectos más allá del continuo, con-
cretamente relacionados con los grandes cambios en la estructura (enlaces de
hidrógeno) resaltados en las Secciones 3.1 y 3.2. Hay que tener en cuenta
que en la ec. (B.2), la viscosidad de Stokes-Einstein, ηSE, se utiliza, de modo





dado que D||(z) está sobreestimado por la expresión (B.2) cerca de las pa-
redes, también está ligeramente subestimado en la mitad del sistema, en ∼
3%. Este valor proporciona una estimación del error típico en la viscosidad
calculada por el método de Stokes-Einstein, donde se asume que la ecuación
(B.2) es válida en todas las partes del connamiento entre paredes. Como
se muestra en las Fig. 5.8-b y 5.8-c, la curvatura juega un papel importante
en la determinación de la difusión del agua, como se sugirió anteriormente
[3, 28]. Al considerar el efecto de la curvatura (CNT-1), observamos que la
difusión promedio es mayor que el valor para el agua bulk a 298 K (Fig.
5.8-b) y 273 K (Fig. 5.8-c).
5.6.1. Viscosidad
Ahora nos centramos en el cálculo de la viscosidad, que evaluamos a
través de dos rutas: la expresión de Green-Kubo, dada en la ec. (5.1) y la
expresión de Stokes-Einstein, dada por ec. (6.3) , derivada usando hidrodiná-
mica. Con respecto al enfoque de Green-Kubo, como se explica en la Sección
2, usamos solo algunos componentes del tensor de presión, dependiendo de
la geometría del connamiento. Por lo tanto, se debe tener cuidado al com-
parar con los resultados de la literatura obtenidos para el agua bulk, donde
se toman en cuenta todos los componentes del tensor de presión. Nos enfo-
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camos en el caso hidrofóbico, calculando la viscosidad de los sistemas planos
y los nanotubos en un amplio rango de temperaturas (243298 K). Nuestros
resultados se presentan en la Fig. 5.9-a para las placas hidrofóbicas y en la
Fig. 5.9-b para los nanotubos CNT-1 y CNT-2. Consistentemente con la difu-
sión, la viscosidad de Stokes-Einstein reportada en el panel a para un sistema
de placas muestra muy buena concordancia con los valores de bulk (línea ne-
gra continua) independientemente del tamaño del sistema (cuadrados azules
W-1 y cuadrados rojos W-2).
107
5. Estudio de dinámica molecular de agua TIP4P/2005 nanoconnada: cómo el
connamiento y la temperatura afectan a la difusión y a la viscosidad























































Figura 5.9: Viscosidad η en función de la temperatura para agua connada
entre placas (a) y en nanotubos (b). El color azul representa el sistema más
pequeño en cada caso (W-1 o CNT-1) y el color rojo representa W-2 o CNT-2.
La línea negra muestra los resultados reportados en la referencia [22] para el
bulk. Se comparán las estimaciones de Green-Kubo (rombos) y la de Stokes-
Einstein para sistemas connados (cuadrados y círculos).
Por otra parte, la viscosidad axial de Green-Kubo (rombos vacíos) de-
pende en gran medida del tamaño del sistema (estando el sistema más grande
W-2 más cercano a los valores de bulk que el W-1). Nótese que se han ob-
tenido resultados similares para la viscosidad utilizando la expresión de GK
en la Ref. [48] para una CNT de tamaño similar (misma densidad e hidrofo-
bicidad).
Se obtienen resultados similares para los nanotubos (panel b): ηSE siem-
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pre está muy próximo a los valores de bulk (línea negra continua) indepen-
dientemente del tamaño del sistema (círculos azules CNT-1 y círculos rojos
CNT-2) y la hidrofobicidad (εhco vacíos y ε
sh
co símbolos rellenos). Aparece una
pequeña discrepancia a bajas temperaturas, lo que podría estar relaciona-
do con el fallo de la relación Stokes-Einstein en el agua subenfriada. Por el
contrario, se detecta una clara dependencia del tamaño del sistema para la
viscosidad axial de Green-Kubo (rombos vacíos); para el sistema CNT-2 más
grande, los valores de viscosidad son más cercanos a los del bulk cuando se
comparan con los del CNT-1. Para concluir, aunque la viscosidad calculada
con la fórmula de Green-Kubo (aplicada para sistemas anisotrópicos y con-
nados) diere notablement de la del bulk, la viscosidad calculada con la
relación de Stokes-Einstein para sistemas connados no se ve afectada por el
connamiento, independientemente de su geometría.
5.7. Resumen y conclusiones
En este trabajo presentamos un profundo estudio del agua TIP4P/2005
connada en diferentes nanoestructuras hidrofóbicas para un amplio rango
de temperaturas. Mediante simulaciones de dinámica molecular, se obtuvie-
ron propiedades tales como los perles de densidad, el número de enlaces
de hidrógeno por molécula, el coeciente de difusión y la viscosidad. Al es-
tudiar los perles de densidad, llegamos a la conclusión de que la densidad
del agua se aproxima al valor de bulk en el centro del sistema, ya sea entre
placas o en el nanotubo, mientras que se observa agua más estructurada (pi-
cos más altos) cerca de las paredes. Detectamos las diferencias de los perles
de densidad en función de la hidrofobicidad considerada: el agua parece más
estructurada en los casos hidrofóbicos que en los superhidrofóbicos. Como
se esperaba, el número de enlaces de hidrógeno en el agua bulk se obtiene
en el centro del sistema entre paredes y en el nanotubo, mientras que cer-
ca de la supercie se observa una fuerte disminución hasta cero, dado que
esas moléculas tienen un número menor de vecinos de agua, formando así
menos enlaces. Curiosamente, en el sistema CNT-1, observamos un hombro
que atribuimos a los efectos de curvatura. Para estudiar la difusión, tratamos
los efectos del tamaño nito de la caja de simulación simplemente calculan-
do el desplazamiento cuadrático medio de las moléculas después de eliminar
el movimiento del centro de masa. Curiosamente, cuando está connada en
nanotubos de tamaño nanométrico, el agua tiende a difundir más rápido que
en el bulk (CNT-1 y CNT-2). Teniendo en cuenta que el CNT-1 tiene la ma-
yor curvatura, llegamos a la conclusión de que la curvatura es un parámetro
importante que se puede cambiar para producir un incremento de la difu-
109
5. Estudio de dinámica molecular de agua TIP4P/2005 nanoconnada: cómo el
connamiento y la temperatura afectan a la difusión y a la viscosidad
sión en agua connada. Demostramos que el connamiento del agua induce
una diferencia signicativa entre la difusión de las moléculas en el centro
de los sistemas y las moléculas cercanas a la pared, como se muestra en la
Fig. 5.8, concordando cualitativamente con la predicción hidrodinámica. La
discrepancia cuantitativa podría deberse a una aproximación en la deriva-
ción de la predicción analítica, o a efectos no continuos, consistentes con los
grandes cambios estructurales cerca de las paredes. Luego comparamos los
dos métodos para evaluar la viscosidad. Primero, usamos una expresión de
Green-Kubo (cuya aplicabilidad en sistemas heterogéneos connados no está
garantizada), considerando solo algunos componentes del tensor de presión
para calcular la viscosidad axial como se comenta en la Sección 2.3. Luego,
se deduce una relación de Stokes-Einstein connada, teniendo en cuenta la
inuencia de las paredes de connamiento [73].
La viscosidad también se puede estimar a través de esta relación de
Stokes-Einstein, aunque esta expresión podría fallar a bajas temperaturas,
de manera similar al bulk. Encontramos que las dos estimaciones dieren
drásticamente, ya que la de Stokes-Einstein se mantiene más cercana a la
viscosidad de bulk, y es más consistente con lo que observamos para la di-
fusión. Dado que ambos métodos tienen sus defectos, aquí solo nos gustaría
sugerir que medir la viscosidad en un sistema connado es un asunto delica-
do y que diferentes métodos pueden proporcionar resultados dramáticamente
diferentes, que pueden no estar fácilmente relacionados con la denición ex-
perimental y estándar de viscosidad. Para concluir, se debe tener cuidado al
calcular la viscosidad en sistemas connados no homogéneos y anisotrópicos.
En términos de difusión y viscosidad, no vemos ninguna prueba de una tran-
sición líquido-líquido, al menos dentro del rango de temperaturas elegido y
de la geometría del sistema. Cabe destacar que es necesario más trabajo pa-
ra denir las características del agua en condiciones de ultra-connamiento,
donde el agua podría sufrir transiciones estructurales y/o dinámicas.
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[48] H. M. Köhler, R. J. Bordin, da Silva B. L., and C. M. Barbosa. Break-
down of the stokes-einstein water transport through narrow hydrophobic
nanotubes. Physical Chemistry Chemical Physics, 19:1292112927, 2017.
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dinámicas del agua en condiciones
de ultra-connamiento
6.1. Resumen
En este trabajo hemos llevado a cabo simulaciones de dinámica molecu-
lar de agua TIP4P/2005 nano-connada entre placas paralelas e hidrofóbicas
así como en un nanotubo (10,10). Estudiamos las propiedades dinámicas
y estructurales de cada sistema. Analizando difusión, los enlaces de hidró-
geno, los perles de densidad y la viscosidad, proponemos una explicación al
comportamiento del agua en un connamiento extremo. Observamos cómo
la estructura y las propiedades del agua bulk desaparecen para dar lugar
a un ordenamiento de las moléculas de agua que, en ocasiones, produce la
cristalización.
6.2. Introducción
El estudio de las propiedades de transporte se ha convertido en un tema
de gran interés durante la última década debido a sus posibles aplicaciones
en canales celulares [17, 38, 41], entrega de fármacos [29, 33, 40, 44], y en la
industria para la desalinización de agua [9, 10, 11, 14, 42]. Sorprendentemen-
te, cuando está nano-connada, el agua presenta nuevas propiedades físicas
diferentes al agua bulk, las cuales aún no se han comprendido totalmente
[3, 24, 39].
Como se ha demostrado en el capítulo anterior, el agua nano-connada
es muy difícil de caracterizar experimentalmente[26, 30, 31], siendo la si-
mulación molecular y las aproximaciones teóricas las herramientas que más
se están empleando con este propósito [7, 20, 28, 34, 37]. Sin embargo aún
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queda mucho trabajo para que exista un consenso entre los cálculos numéri-
cos [5] y los experimentos [18] acerca del comportamiento del agua en estas
condiciones.
De igual manera que en el capítulo anterior donde se explicaron las
propiedades del agua connada en sistemas nanométricos, en este capítulo se
utilizará también el modelo de agua TIP4P/2005 desarrollado por Abascal
y Vega [2]. En este caso, los sistemas en los que se conna agua tendrán un
tamaño comprendido entre unos pocos Angstroms y 1.3 nm. Nuestro trabajo
tiene como objetivo explicar la estructura y las propiedades de transporte del
agua TIP4P/2005 en ultra-connamiento. A n de comprender el comporta-
miento del agua cuando el connamiento consiste en unos pocos diámetros
moleculares.
Como en el capítulo anterior, analizamos, mediante dinámica molecu-
lar, agua connada dentro de sistemas muy pequeños (connamientos 2D
y 1D) a diferentes temperaturas utilizando el modelo de agua TIP4P/2005
y el force-eld OPLS-AA [23] para simular las estructuras de carbono. El
enfoque principal de este trabajo es estudiar el efecto que tiene el conna-
miento (paredes paralelas rígidas de carbono hidrófobas y un nanotubo de
carbono) sobre la estructura y las propiedades de transporte del agua me-
diante simulaciones por ordenador. Observamos que, en estas nano-escalas,
aparecieron efectos como el ordenamiento del agua o un aumento inesperado
en la constante de difusión. Este trabajo, pretende arrojar algo de luz en
la comprensión del comportamiento del agua en connamientos extremos a
temperaturas bajas así como temperatura ambiente para ser útil en procesos
industriales o biológicos.
6.3. Detalles de simulación
En este trabajo, hemos realizado simulaciones NVT utilizando el pa-
quete de dinámica molecular GROMACS 2016.4 [19] de agua connada en
dos geometrías: entre dos placas paralelas hidrofóbico (W) y en un nanotubo
(CNT). Hemos estudiado el mismo rango de temperaturas que en el estudio
previo, desde 243 K hasta 298 K.
Fijamos el paso de tiempo en 1 fs y simulamos cada temperatura 50 ns.
Para mantener la temperatura constante, utilizamos el termostato v-rescale
[8] con un tiempo de relajación de 1 ps.
Las moléculas de agua se han simulado con el ya mencionado TIP4P/2005
[2], la interacción agua-pared es la misma que se utilizó en el capítulo ante-
rior, (εhco = 0.270 kJ/mol). Hemos truncado el potencial de Lennard-Jones
(LJ) a 9.5 Å, añadiendo las correcciones de largo alcance a 9.5 Å. Las in-
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teracciones electrostáticas se han simulado utilizando el método de Particle
Mesh Ewald (PME) con el corte en el espacio real a 9.5 Å.[13] La gura 6.1
muestra los sistemas (cuatro tipo W y uno tipo CNT) que se han utilizado






Figura 6.1: Representaciones de las nano-estructuras, hechas de átomos de
carbono (gris) con moléculas de agua connadas en su interior. a), b), c) y d)
muestran el connamiento planar con distancias de 0.75 nm (W-1), 0.90 nm
(W-2), 1.00 nm (W-3) y 1.35 nm (W-4) entre las paredes respectivamente.
La gura e): vista frontal y lateral del nanotubo (10,10) estudiado en este
trabajo. Este nanotubo tiene un diámetro de 1.35 nm y una longitud de
5.00 nm.
Hemos utilizado, como en el caso anterior, el programa Visual Molecular
Dynamics [21] para preparar cada uno de los sistemas mostrados en la gura
6.1. En el caso de las placas paralelas, a pesar de que las condiciones de
contorno periódicas se aplican en todas las direcciones, en las conguraciones
de las placas, la interacción entre el sistema y sus réplicas se permite a lo largo
de las direcciones X e Y, ya que las interacciones a lo largo de Z se evitan
trabajando con tamaños de caja de simulación muy grandes. Sin embargo,
en el caso del nanotubo, las interacciones a lo largo de la dirección Z están
permitidas, mientras que en X y en Y no.
Las dimensiones del sistema utilizadas en este trabajo y el número
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Sistema d (nm) LBox(nm) NC Nw
W-1 0.75 5 1008 273
W-2 0.90 5 1008 387
W-3 1.00 5 1008 391
W-4 1.35 5 1008 860
Sistema d (nm) LBox(nm) NC Nw (n,m)
CNT 1.35 5.22 840 141 (10,10)
Cuadro 6.1: Panel superior: Detalles para el connamiento tipo W: distancia
entre las placas d (nm), longitud de las placas (correspondiente al límite de
la caja de simulación LBox), número de átomos de carbono por pared NC , y
número de moléculas de agua Nw. Panel inferior: Detalles para el conna-
miento tipo CNT: diámetro del nanotubo d (nm),longitud (correspondiente
al tamaño de la caja de simulación) LBox , número de moléculas de agua
Nw, número de átomos de carbono del nanotubo NC y quiralidad (n,m).
de moléculas de agua connadas se recogen en la tabla 6.1. En el caso del
nanotubo, la geometría de la red de grafeno y del vector quiral determinan
los parámetros estructurales como el diámetro, la celda unidad o el número








n21 + n1n2 + n
2
2 (6.1)
Donde c (que depende de lo números enteros (n1 y n2)) es el vector quiral
y dene un tipo de nanotubo. Calculamos la densidad como el número de
moléculas dividido por el volumen en el que están connadas en Nw/V, (sien-
do V el volumen entre las dos paredes o en el interior del nanotubo). Este
volumen se ha calculado teniendo en cuenta la aproximación realizada en el
capítulo anterior donde se tenía en cuenta la distancia efectiva (deff ).
Una vez llevadas a cabo las simulaciones, evaluamos las características
del agua connada, como el perl de densidad, los enlaces de hidrógeno y el
coeciente de difusión.
Para dar una explicación molecular del comportamiento del agua en
connamiento, hemos analizado el número promedio de enlaces de hidrógeno
(HB) que se forman por molécula considerando la distancia del enlace de hi-
drógeno y el ángulo necesario para enlazar dos moléculas de agua d≈ 0.28 nm
y ÔH = 109,4◦ utilizados por Kumar y colaboradores [27]. Para calcular el
coeciente de difusión (D) para cada sistema estudiado seguimos la ecuación
6.2 para 1 y 2 dimensiones, donde D está relacionado con el desplazamiento




〈|r(t0 + t)− r(t0)|2〉
2dt
(6.2)
Donde d es 1 cuando el agua difunde en una dimensión (CNT) y 2 cuando
la difusión tiene lugar a lo largo de dos dimensiones (W).
6.4. Resultados
6.4.1. Perles de densidad
En la gura 6.2, se calculó el perl de densidad de cada sistema. Se
puede observar cómo, a este nivel de connamiento nunca se alcanza la es-
tructura de bulk.
En el panel a) se muestra el sistema más connado (W-1). Dos má-
ximos claros en la densidad muestran la disposición del agua en dos capas
ordenadas. Este fenómeno se observa también en la gura 6.2-b (W-2), donde
estos picos son más pronunciados alcanzando un valor máximo de 4 g/cm3.
En esta estructura (W-2), también se observa un mínimo en el centro de la
estructura de 0 g/cm3 lo que sugiere que las moléculas de agua tienen el
espacio perfecto para formar planos a bajas temperaturas (gura 6.2-b).
Aumentando simplemente 0.1 nm la distancia entre las paredes de la
gura 6.2-b (W-2) a la gura 6.2-c (W-3), los planos perfectos desaparecen y
el agua, aparentemente no está tan estructurada como en el caso del W-2 a
las temperaturas más bajas. Se puede observar cómo aparecen dos hombros
pequeños cerca del centro de la conguración.
En este caso, el agua está tratando de moverse y las moléculas pueden
difundir más. La estructura laminar se ha roto, pero las moléculas todavía
están formando enlaces de hidrógeno. En la gura 6.2-d se representa el
sistema W-4 (d = 1.35 nm), en el cual se observa cómo al aumentar la
distancia entre las paredes el sistema tiende a recuperar la densidad de bulk
en el centro de la estructura. Este efecto también se observó en la gura 6.2-e,
donde el agua está connada en el CNT.
Debido a la estructura cilíndrica, el agua no puede ordenarse en planos,
sino que se agrega formando nanotubos de agua y en en interior de éstos
cadenas. Esto da lugar a dos perles diferentes que corresponden al nanotubo
de agua externo (en contacto con la pared) y un hilo de agua interno ubicado
en el centro del tubo. Este fenómeno fue observado en trabajos anteriores
[15, 16, 25] en perfecto acuerdo con este estudio.
El connamiento obliga al agua a adoptar la conguración más cómoda.
Esto signica que aunque el efecto térmico haga que el agua se mueva, hay
125
















T = 243 K
T = 253 K
T = 263 K
T = 273 K
T = 285 K






























































Figura 6.2: Perles de densidad obtenidos para agua connada entre dos
placas paralelas rígidas e hidrofóbicas para W-1 (d = 0.75 nm) (a), W-2
(d = 0.90 nm) (b), W-3 (d = 1.00 nm) (c) y W-4 (d = 1.35 nm) (e). El perl
de densidad del agua en el nanotubo (d = 1.35 nm) se presenta en el panel-e.
un efecto competitivo entre la difusión y los enlaces de hidrógeno, los cuales
evitan que el agua uya.
6.4.2. Enlaces de Hidrógeno
También se estudiaron los enlaces de hidrógeno formados por molécula.
De manera similar, nunca se alcanzan las condiciones de bulk y los enlaces
de hidrógeno por molécula nunca alcanzan un valor de 1.8, como se puede
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Figura 6.3: Número de enlaces de hidrógeno por molécula calculados para
agua connada entre placas paralelas rígidas separadas d = 0.75 nm (W-1)
(a), d = 0.90 nm (W-2) (b) y d = 1.00 nm (W-3) (c) y d = 1.35 nm (W-4)
(d). El panel (e) muestra los enlaces de hidrógeno obtenidos para el agua
connada en el nanotubo (10,10) calculados desde el centro del mismo.
En la gura 6.3-a, el perl de enlaces de hidrógeno del sistema W-1 se
representó mostrando dos máximos correspondientes a cada capa de agua.
El mismo comportamiento se observó en la gura 6.3-b para el sistema W-2,
así como una fuerte disminución entre los dos máximos causada por la falta
de moléculas de agua en el centro de la estructura. En este caso hay tambien
un efecto muy claro con la temperatura: al bajar la temperatura, el número
de enlaces de hidrógeno disminuye en la parte central entre las láminas y
aumenta cerca de las paredes.
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En el sistema W-3 mostrado en el panel 6.3-c, los máximos también se
observan cerca de las paredes. En comparación con la gura anterior (panel-
b), la disminución en el número de enlaces de hidrógeno en el centro no es
tan pronunciada porque los planos perfectos se rompen y las moléculas de
agua pueden difundir entre ambas capas de agua.
Finalmente, el perl de enlaces de hidrógeno calculado para el agua
connada en los sistemas W-4 y CNT se muestran en las guras 6.3-d y 6.3-e
respectivamente. A pesar de que el grado de connamiento en ambos sistemas
es similar (d = 1.35 nm), el comportamiento es diferente. En la gura 6.3-
d, se observa cómo el sistema tiende a recuperar el número de enlaces de
hidrógeno del bulk en el centro de la estructura. Por otro lado, en el caso
del nanotubo (10,10), se puede apreciar que hay dos perles de enlaces de
hidrógeno diferentes, correspondientes a la cadena de agua interna (de 0 a
0.2 nm) y al nanotubo exterior formado por moléculas de agua (de 0.3 nm
a 0.4 nm). Nuestros resultados sugieren que hay dos perles diferentes de
enlaces de hidrógeno (como sucede con los perles de densidad) en función
del tipo de estructura formada. Es sorprendente que el número de enlaces de
hidrógeno formados sea menor que el observado en nanotubos más grandes,
aunque el agua en el CNT esté considerablemente más organizada. También
se observó que sólamente se forman 0.5 enlaces de hidrógeno como promedio
por molécula en la cadena interna (un hilo de una molécula), mientras que
en la capa de agua externa encontramos más de uno.
6.4.3. Coeciente de difusión
Siguiendo el mismo esquema que en el capítulo anterior, hemos calcu-
lado el coeciente de difusión para cada uno de los sistemas presentados en
la tabla 6.1.
En la gura 6.4 presentamos el coeciente de difusión calculado en el
rango de temperaturas 243 K - T298 K. Se observó cómo para el sistema W-1
(d = 0.75 nm), representado en cuadrados verdes, la difusión a lo largo de
los ejes donde no hay connamiento es casi cero para cualquier temperatura.
Este comportamiento concuerda con la gran estructuración que presentan
las moléculas de agua tanto en el perl de densidad como en los enlaces de
hidrógeno.
En el sistema W-2 (cuadrados rojos) a las temperaturas más bajas (243
K - 253 K), se observó el mismo comportamiento que el W-1 donde el agua
a penas difunde. A temperaturas superiores a 253 K presenta una difusión
menor que el bulk (línea negra).
Aumentando el tamaño sólamente 1 Å con respecto al W-2, estudiamos
el sistema W-3 (d = 1 nm), representado en cuadrados de color azul. Nuestros
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W-1 d = 0.75 nm
W-2 d = 0.90 nm
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CNT d = 1.35 nm
Figura 6.4: Coeciente de difusión del agua en el nanotubo (10,10) y con-
nada entre láminas paralelas con unas distancias pared-pared de 0.75 nm
(W-1,cuadrados verdes), 0.90 nm (W-2,cuadrados rojos), 1.00 nm (W-
3,cuadrados azules) y 1.35 nm (W-4cuadrados naranjas). La línea negra re-
presenta la difusión en bulk.
resultados indican que la difusión en este sistema es mayor que en el bulk para
cualquier temperatura. También vimos cómo en las guras 6.2 y 6.3 donde se
presentan los perles de densidad y de enlaces de hidrógeno, las diferencias
con respecto al sistema W-2 son notables a pesar de que el connamiento es
prácticamente igual. Es posible que este incremento anómalo de la difusión
para este sistema (W-3) con respecto a los sistemas anteriores, se deba a
que el sistema presenta un tamaño de connamiento óptimo en el cual el
agua disponga del espacio suciente para no formar láminas perfectamente
ordenadas (baja difusión) y el sistema tampoco se comportaría como el bulk.
Por último estudiamos la difusión en los sistemas W-4 (cuadrados na-
ranjas) y CNT (círculos morados). Ambos presentan un menor connamiento
que el sistema W-2, es decir, las distancia entre las paredes es mayor. En este
caso, al aumentar la distancia con respecto al sistema W-2 la difusión pierde
su crecimiento monotónico y se recupera, para el caso del W-4 los valores de
difusión de bulk. Esto concuerda con la aparición de las regiones de bulk en
el centro de los perles de densidad y de los enlaces de hidrógeno.
En el caso del CNT, a pesar de tener exactamente el mismo diámetro
que el sistema W-4 (d = 1.35 nm), la difusión es menor. La hipótesis que se
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ofrece con nuestros resultados es que la curvatura del nanotubo induce a las
moléculas de agua a formar un nanotubo de agua interno con una cadena de
moléculas de agua en el interior de éste. Para el caso del nanotubo, todas
sus moléculas están organizadas y la estructura de bulk nunca se recupera
provocando que la difusión sea menor que la observada en el sistema W-4. De
modo que la curvatura inuye negativamente en la difusión para este nivel
de connamiento.
6.5. Viscosidad
Para describir el comportamiento del agua connada en estos sistemas,
calculamos la viscosidad utilizando la ecuación de Stokes-Einstein desarro-
















Donde σh es el diámetro hidrodinámico [12] que depende de la tempe-
ratura, D|| es el coeciente de difusión a lo largo de la dirección no connada
(calculado en el apartado anterior) y d es la distancia entre las paredes o el
diámetro del nanotubo.
En la gura 6.5 se presenta la viscosidad calculada para agua connada
en estos sistemas. Se observó que la expresión de Stokes-Einstein se puede
utilizar para calcular la viscosidad en sistemas sub-continuos independiente-
mente de la geometría.
Para W-1 (d = 0.75 nm) y W-2 (d = 0.90 nm) la viscosidad diere
notablemente de la de bulk. Para ambos connamientos, las moléculas de
agua forman capas estructuradas entre las paredes de grafeno. En estos sis-
temas, la difusión es casi cero y los valores de viscosidad son casi un orden
de magnitud superiores a los de bulk a bajas temperaturas.
Con este análisis, también se observa que al aumentar 1 Å la distancia
entre las paredes desde W-2 (d = 0.90 nm) a W-3 (d = 1.00 nm), la viscosidad
disminuye por debajo de bulk. Uno podría pensar que este fenómeno es cau-
sado por la disminución del nivel de connamiento hasta que hay suciente
espacio para que las moléculas comiencen a difundir.
Aunque a bajas temperaturas las capas ordenadas también se forman,
a temperaturas más altas, las moléculas de agua intentan moverse rompiendo
y formando enlaces de hidrógeno.
Finalmente, también se calculó la viscosidad para los sistemas más am-
plios W-4 y CNT, lo que demuestra que, aunque el connamiento en am-
bos sistemas es similar, la viscosidad diere, como en el caso de la difusión
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Figura 6.5: Viscosidad calculada para agua connada en función de la tem-
peratura. La línea negra indica la viscosidad de bulk, las paredes paralelas se
representan con cuadrados y en círculos se representa la viscosidad del agua
dentro de un nanotubo de carbono. El sistema W-1 se presenta en verde,
W-2 se muestra en cuadrados rojos, W-3 se muestra en azul y los cuadrados
naranjas indican el sistema W-4.
(Fig. 6.4) bastante, probablemente debido a las diferentes conguraciones
que adopta el agua en tales geometrías. Mientras que en el CNT, el agua
difunde más lentamente que el bulk y la viscosidad es mayor, para W-4 se
observó que el coeciente de difusión y la viscosidad de bulk se recuperan.
Resumen y conclusiones
En este trabajo se ha estudiado el comportamiento del agua TIP4P/2005
en condiciones de connamiento extremo. Hemos utilizado paredes rígidas y
un CNT (10,10) para investigar el connamiento en 2-D y 1-D respectiva-
mente. Se calcularon los perles de densidad, los enlaces de hidrógeno, el co-
eciente de difusión y la viscosidad en un rango de temperaturas (T = 243 K
- T = 298 K) para dar un nuevo aporte al estudio del agua connada.
Con los datos obtenidos hasta ahora, las principales ideas extraídas de
este capítulo serían las siguientes: Para los sistemas más connados W-1 y
W-2 (d = 0.75 nm y d = 0.90 nm respectivamente) el agua se ordena en
láminas por encima del punto de fusión del modelo (T = 253 K) formando
estructuras casi perfectas. A medida que aumenta el volumen del sistema, las
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moléculas pueden difundir y los planos de hielo no se forman. Sin embargo,
se adopta otro tipo de estructuras tales como cilindros o cadenas de agua
(en CNT). Estas conguraciones también disminuyen la difusión. La mayor
difusión se logra cuando las moléculas de agua no están en el sistema W-3
(d = 1.00 nm). En este sistema, las moléculas intentan formar dos capas cerca
de las paredes y otra en el medio pero el espacio disponible no es suciente
para formar esta tercera capa.
En base a los resultados obtenidos, se deduce que cuando el conna-
miento es entre planos, se alcanza un pico máximo de difusión a d = 1 nm,
luego disminuye para alcanzar la difusión de bulk a d = 1.35 nm y el agua no
difunde más que el bulk cuando esta distancia es mayor como se demostró
en [1].
Sin embargo, cuando el agua está connada en un cilindro, difunde más
lentamente que el bulk en nanotubos estrechos, mientras que la difusión au-
menta dentro de nanotubos anchos (20,20) [1] superando la difusión del agua
bulk que se recupera en sistemas menos connados (35,35) [1]. Estos fenóme-
nos nos permiten concluir que el connamiento extremo favorece la formación
de capas de hielo en concordancia con estudios anteriores [6, 32, 43], la cur-
vatura desempeña un papel clave en la difusión del agua, dicultándola a
medida que aumenta el connamiento y el orden y hace que, en el mismo
nivel de connamiento, el agua difunda más rápidamente en el connamiento
cilíndrico que en el planar.
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Efecto de la sal en las anomalías
de agua a presión negativa
7.1. Resumen
Es bien sabido que el agua presenta propiedades anómalas a ciertas con-
diciones de presión y temperatura. En particular, en condiciones de subenfria-
miento y tensión, el agua pura muestra un comportamiento especial, presenta
anomalías, como un máximo en la compresibilidad adiabática o una depen-
dencia no monotónica de la velocidad del sonido con la densidad. En este tra-
bajo, estudiamos agua salada con experimentos y simulaciones moleculares.
El agua salada se ha simulado a 1,323 mol kg−1 utilizando dos modelos para
disoluciones salinas en combinación con el potencial de agua TIP4P/2005.
Estudiamos la inuencia de la concentración de sal en la termodinámica y las
funciones de respuesta en el agua, como las capacidades calorícas, la com-
presibilidad isotérmica y la velocidad del sonido, con la que se construye el
escenario termodinámico. Para demostrar la validez de nuestros resultados,
se comparan con experimentos a 1,323 mol kg−1.
Introducción
El agua es esencial para la vida; sin embargo, su diagrama de fases no
se ha comprendido completamente y por ello se ha convertido en un gran
desafío durante las últimas décadas. Aunque el agua pura parece simple,
está formada por una moléculas triatómica que presenta un comportamiento
complejo. Por ejemplo, exhibe una gran variedad de anomalías que no se
encuentran en sistemas mono-componentes similares y estas anomalías tienen
una gran inuencia en la complejidad de su diagrama de fase. Una de las
anomalías más conocidas es el hecho de que el agua se expande al congelarse,
cuando el agua se congela a 0◦C su volumen aumenta a presión atmosférica
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y es por eso que el hielo ota en el agua. Otra anomalía bien conocida es
que cuando se graca su densidad en función de la temperatura a presión
constante, aparece un máximo en la densidad. La temperatura a la que se
produce este máximo se denota comúnmente como TMD y, a presión normal,
la TMD es de alrededor de 4◦C [7]. Moviéndose a valores de temperatura más
bajos y a presiones más altas aparecen otras anomalías como los máximos y
mínimos en la compresibilidad isotérmica y la capacidades calorícas, hecho
que no se observa con otros compuestos [14, 27, 50, 57]. Además, existe un
debate en la literatura sobre la posible existencia de un segundo punto crítico
(LDL-HDL). La mayoría de estos hallazgos están respaldados por el trabajo
de simulación y no por medidas experimentales, debido a que el hielo es la fase
estable en esas condiciones, la nucleación del mismo podría evitar cualquier
posibilidad de medirlo [3, 23, 32, 40, 50]. Sin embargo, como ya se sabe, en la
Tierra es inusual encontrar agua pura, ya que el agua salada es la más común
presente en lagos y ríos, el medio biológico está compuesto por electrolitos,
en particular agua y NaCl. Además, desde el suero siológico hasta el agua
de mar, los organismos necesitan agua salada para existir. Este hecho, hace
que estudiar las soluciones salinas sea un tema de gran interés. Durante las
últimas décadas, se llevaron a cabo varios experimentos para caracterizar las
propiedades de la solución de NaCl [6, 8, 16, 18, 19, 20, 25, 26, 28, 29, 31,
33, 34, 35, 36, 37, 41, 44, 48, 49, 51, 52, 53, 60].
El desarrollo de force-elds precisos para soluciones acuosas de sal que
se utilizarán en estudios de simulación molecular también es un activo campo
de investigación [42, 55]. Con respecto a las soluciones de NaCl, ha habido
un incremento en el número de trabajos computacionales para entender la
termodinámica de estos sistemas [9, 10, 11, 12, 30, 47, 56, 58]. Uno de los
últimos force-elds desarrollados para agua + NaCl se denomina Modelo Ma-
drid presentado por Benavides et al. [4]. Este force-eld, cuyos parámetros
se muestran en la tabla 7.1, utiliza el modelo TIP4P/2005 [1] para simular el
agua y Lennard-Jones y cargas escaladas para simular los iones. Este modelo
atomístico ha demostrado un buen funcionamiento reproduciendo propieda-
des termodinámicas, de transporte y solubilidades para un amplio rango de
concentraciones.
Este trabajo es una contribución para comprender mejor el comporta-
miento termodinámico de las soluciones acuosas de NaCl con simulación y
procedimientos experimentales. Con respecto a las simulaciones, el objetivo
de este trabajo es vericar el rendimiento de los modelos Madrid [4] y Joung
Cheatham [28] en la reproducción de la velocidad experimental nueva y dis-
ponible del sonido y las funciones de respuesta relacionadas en condiciones
normales y condiciones termodinámicas extremas.
Este trabajo se organiza de la siguiente manera: en las secciones I y II
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se explican los procedimientos experimentales y de simulación. En la sección
I se comparan los resultados obtenidos para las capacidades calorícas, la
compresibilidad isoterma y la velocidad del sonido mediante simulación para
los modelos de Joung-Cheatam y Madrid a 1.323 mol/kg a lo largo de una
isócora. En la sección II se presentan las medidas experimentales de presión
y de la velocidad del sonido a lo largo de una pseudo-isócora y de la binodal
y se compara con datos bibliográcos de agua pura. Para los experimentos,
hemos seleccionado una inclusión de uidos en cuarzo que contiene sal y es
capaz de alcanzar una gran presión negativa. Esta muestra (muestra FI4), ya
se estudió en la referencia [13], en la que se presentó un método para utilizar
la espectroscopía Brillouin como palo-termómetro, pero solo por encima de
100 ◦C. Aquí hemos extendido las medidas a temperaturas más bajas y a
presión más negativa, para estudiar el efecto de la sal en las anomalías del
agua.
En la sección III, se discuten los resultados. En primer lugar se anali-
zan los resultados obtenidos mediante simulación utilizando los modelos de
Joung-Cheatham y el modelo Madrid. Posteriormente se comparan los re-
sultados experimentales con los resultados de simulación de una muestra de
solución acuosa de NaCl 1.323 m (sección-A). En particular, se comparará
la velocidad del sonido a lo largo de una pseudo-isócora y a lo largo de la
línea binodal. Luego se intenta dar una explicación termodiná al mínimo en-
contrado en la velocidad del sonido (sección-B). Por último, en la sección
IV, se presentan las principales conclusiones de este trabajo. En el apéndice
C se presentan los resultados de la simulación para dos concentraciones de
sal: 0.7 m y 1.323 m para averiguar el efecto de las concentraciones en tales
propiedades.
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7.2.1. Detalles de simulación
Se han llevado a cabo simulaciones de dinámica molecular utilizando
para ello el paquete GROMACS 2016.4 [22] de 91 iones de Na+ y Cl− y 3818
moléculas de agua, que corresponde a una molalidad de 1,323 mol kg−1.
El agua se simuló utilizando el modelo TIP4P/2005 [1] que consiste en
un término de Lennard-Jones y otro coulómbico, mientras que los iones de
NaCl se simularon utilizando dos modelos diferentes: Joung-Cheatham [28]
y Madrid [4]. Las interacciones agua-iones se reportan en la tabla 7.1.
Truncamos el potencial de Lennard-Jones (LJ) a 9.5 Åy añadimos las
correcciones de largo alcance y utilizamos las sumas de Ewald (con la técnica
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PME)[15] para los cálculos de las interacciones electrostáticas, con cut-o
del espacio real de 9.5 Å. Se aplicaron las condiciones periódicas de contorno
en todas las direcciones. Fijamos el paso de tiempo a 1 fs y simulamos ca-
da temperatura hasta 200 ns (las temperaturas más bajas requirieron más
tiempo llegando hasta 500 ns para las menores). Para mantener la tempera-
tura y la presión constantes, utilizamos un termostato Nose-Hoover [43] y un


















qNa+ = -qCl+ 0.85
qH = -qM/2 0.5564
Cuadro 7.1: Parámetros de interacción para los force-elds utilizados en este
trabajo: Joung-Cheatham-TIP4P/2005, y Modelo Madrid-TIP4P/2005
.
Hemos lanzado simulacionesNV T (dondeN es el número de partículas,






Donde U es la energía interna y kB es la constante de Boltzman. También
hemos llevado a cabo simulaciones NPT para calcular la capacidad caloríca
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〈V 2〉 − 〈V 〉2
〈V 〉 kBT
, (7.3)
Donde H es la entalpía. Finalmente, la velocidad del sonido c se obtuvo






Donde ρ es la densidad.
Hemos considerado dos caminos termodinámicos: isócoro y pseudo-
isócoro. Los resultados se reportan en las secciones 7.2.2 y 7.4.1, respecti-
vamente.
7.2.2. Comparación entre Joung-Cheatham y el modelo
Madrid
Primero comparamos la presión calculada a lo largo de la isócora a
ρ =996.5 kg/m3 para los dos modelos (Fig. 7.1). Los dos modelos dan resul-
tados similares, con el modelo Madrid dando una presión en torno a 30 MPa
mayor a la del modelo Joung-Cheatham. Ambas isócoras muestran un mí-
nimo, el cual corresponde al punto de máxima densidad de la solución. El
mínimo se alcanza a 268 y 263 K para el modelo Joung-Cheatham y Madrid
respectivamente. Los datos para cada extremo observado en las simulaciones
se dan en la tabla 7.2.
A continuación, comparamos otras propiedades termodinámicas para
los dos modelos. También comparamos los resultados del modelo de Madrid
con los del agua pura TIP4P/2005 en la misma trayectoria de temperatura-
presión como se muestra en la gura 7.1. Esto se ha hecho convenientemente
utilizando la ecuación de estado para el TIP4P/2005 presentada por Biddle et
al. en la Ref. [5]. Esta ecuación de estado es válida a presión negativa hasta
320 K.
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Pure water Ref [51]
Figura 7.1: Presión en función de la temperatura calculada a lo largo de la
isócora a ρ=996.5,kg/m3 para los potenciales de Joung-Cheatham (círculos
rojos) y Madrid (círculos azules) a 1.323 mol/kg.
Cuadro 7.2: Valores máximos/mínimos de las propiedades de respuesta cal-
culadas para los modelos Joung-Cheatham y Madrid. Estas propiedades (pri-
mera columna) presentan unos máximos/mínimos a las temperaturas y pre-
siones que se muestran en las columnas segunda y tercera respectivamente.
En la última columna, se muestra el valor de cada propiedad a las condiciones
indicadas.
Joung-Cheatham - TIP4P/2005
Propiedad T/K P/MPa Valor
min. P 260 -1515
max. CV 245 -1492 98.8 J mol−1,K−1
max. CP 250 -1496 96.3 J mol−1,K−1
max. κT 307 -1271 5.3·10−4 MPa−1
min. w 293 -1241 1390 m·s−1
Madrid - TIP4P/2005
Propiedad T/K P/MPa Valor
min. P 268 -1223
max. CV 245 -1183 99.5 J mol−1 K−1
max. CP 248 -1191 98.1 J mol−1 K−1
max. κT 308 -1004 5.4·10−4 MPa−1
min. w 308 -988 1363 m·s−1
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La gura 7.2 muestra la capacidad caloríca a volumen constante (panel
a) y a presión constante (panel b) para los dos modelos. Ambos resultados son
muy similares, mostrando, para los dos modelos, un máximo en CV y CP, a
temperaturas muy parecidas, con el valor máximo ligeramente superior para
el modelo Madrid.
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Figura 7.2: Capacidad caloríca a volumen constante (a) y a presión cons-
tante (b) calculada a lo largo de la isócora a ρ = 996.5 kg/m3 a una con-
centración de 1.323 mol/kg. Los resultados de Joung-Cheatham se muestran
con círculos rojos y el modelo de Madrid con círculos azules. El color naranja
muestra los valores para agua pura TIP4P/2005 a las mismas condiciones
de temperatura-presión a lo largo de la isócora calculada con la EOS de la
Ref. [24].
La gura 7.3 muestra la compresibilidad isoterma para los dos modelos.
Los resultados están de nuevo los resultados entre ambos modelos son muy
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Figura 7.3: Compresibilidad isoterma calculada para Joung-Cheatham (círcu-
los rojos) y para el modelo Madrid (círculos azules) a lo largo de la isócora
a ρ=996.5 kg/m3 a 1.323,mol/kg. La curva naranja muestra los valores para
agua pura TIP4P/2005 para las mismas condiciones de temperatura-presión.
parecidos. Los dos force-elds presentan un máximo suave en κT, a tempe-
raturas similares con un pico mayor para el modelo Madrid.















Figura 7.4: Velocidad del sonido calculada para la isócora a ρ=996.5 kg/m3
y 1.323 mol/kg para los modelos Joung-Cheatham (círculos rojos) y Ma-
drid (círculos azules). La curva naranja muestra los valores para agua pura
TIP4P/2005 en las mismas condiciones de presión-temperatura [24].
Finalmente calculamos la velocidad del sonido. Los resultados se mues-
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tran en la gura 7.4. Ambos modelos muestran un mínimo, más pronunciado
y desplazado a menores temperaturas en el caso del potencial de Joung-
Cheatham.
A partir de este análisis, llegamos a la conclusión de que los dos modelos
de NaCl producen resultados cualitativamente idénticos y cuantitativamente
cercanos. La diferencia más notable es la magnitud de la presión alcanzada
a lo largo de la isócora estudiada. Para el resto del capítulo, presentaremos
solo los resultados obtenidos con el modelo de Madrid.
7.3. Resultados experimentales
La muestra es una muestra natural de cuarzo de los Alpes franceses. Se
cortó perpendicular al eje c y se pulió en ambos lados, lo que resultó en un
bloque de 200 µm. El set-up experimental es el mismo que en las referencias
[13, 24, 45]. En resumen, la temperatura de la muestra se controla dentro de
0.1 ◦C con un microscopio Linkam THMS600. Comenzando desde un estado
donde hay una burbuja, al calentar la inclusión del líquido, la burbuja se
encoge hasta que la burbuja desaparece a la temperatura de homogeneiza-
ción Th. El enfriamiento de la inclusión del líquido lo lleva a una presión
negativa, hasta que la muestra cavita y aparece una nueva burbuja. En torno
a µW de un laser monomodo 532 nm (Verdi Coherent V6) se focalizan en
un punto de 1 µm en la inclusión estudiada, utilizando un objetivo de larga
distancia Mitutoyo Plan Apo x100. La luz retrodispersada se recoge a través
del mismo objetivo y ruta en un espectrómetro tándem Fabry-Pérot Brillouin
(JRS Scientic, TFP-1) con la entrada de 300 µm y salida de 450 µm. Los
espectros se graban hasta alcanzar en torno a 300 unidades en el pico de
Brillouin.
Figura 7.5: Muestra natural de la inclusión en cuarzo conteniendo una solu-
ción equivalente a 1,323 mol kg−1 NaCl molal.
Esta muestra natural contiene solutos iónicos desconocidos. Suponiendo
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la maor parte corresponde a NaCl, hemos estimado la molalidad de Raman
(1.25 +/- 0.05 M) y de Brillouin (1.20 +/- 0.03 M) [13]. Hay que tener
en cuenta que en el resultado de Brillouin se utilizó el índice de refracción
tabulado a una longitud de onda de 589 nm, mientras que el experimento
se realiza a una longitud de onda de 532 nm. En nuestros experimentos,
esta diferencia no fue signicativa, ya que se vericó al medir los espectros
de Brillouin en función de la temperatura y la molalidad de las soluciones
de NaCl contenidas en los capilares (Fig. 4b de Ref. [13]). Como el soluto
exacto presente en la muestra natural es desconocido, no intentamos repetir el
procedimiento en la longitud de onda correcta. En el trabajo futuro, cuando
se utilicen muestras sintéticas que contengan solo NaCl y agua, se requerirá
un análisis más preciso.
Así procedemos con el mismo enfoque que en la referencia [13]. Toma-
mos como aproximación de la solución natural una solución de NaCl 1,20 M
(concentración efectiva de NaCl de Brillouin). El índice de refracción es ne-
cesario para obtener la velocidad del sonido del desplazamiento de Brillouin.
Calculamos el índice de refracción n de la siguiente manera. Asumimos la
validez de la relación de Gladstone-Dale, n(T,m) = 1 + K(m) ρ(T,m) donde
ρ(T,m) es la densidad a temperatura T y a molalidad m. Calculamos la cons-
tante K(m=1.323) utilizando valores interpolados a 20 ◦C para la densidad
y el índice de refracción (a 589 nm) [21].
Para calcular n(T,m=1.323) a varias temperaturas, utilizamos la corre-
lación de las medidas de densidad para las disoluciones de NaCl en el rango
25200 ◦C, 06 mol·kg−1 y 0.1 a 68.5 MPa [2]. Por simplicidad tomamos
P=0.1 MPa cuando la burbuja está presente en la inclusión.
Los espectros de Brillouin se analizaron con el modelo viscoelástico,
convolucionada con la función de respuesta instrumental (ver Ref. [45] para
más detalles). Todos los ajustes son correctos con una chi2 reducida típica
en torno a 1 (a casi 1.7). Utilizamos una velocidad de sonido a frecuencia
innita c∞=3000 m/s, como se hizo para el agua pura.
El análisis da como resultado la velocidad del sonido a frecuencia 0
Hz, c0. Todos los resultados para c0 se multiplicaron por un factor corrector
común, 1.01029. El factor corrector se determinó de la relación entre el valor
esperado para agua pura [17, 59] y el valor de c0 obtenido para agua pura en
un capilar. Esto incluye posibles sesgos en la amplitud de exploración y en
la denición del ángulo de recolección. No se observaron variaciones signi-
cativas del factor corrector entre 20 y 60 ◦C, por lo tanto se utilizó el valor
promedio como un factor corrector constante. En el rango del experimento,
(c0/c∞)4 (2π ∆fB τ)2 << 1, donde ∆fB es el desplazamiento de la frecuencia
de Brillouin y τ el tiempo de relajación viscoelástico, la corrección para c0
simplemente equivale a multiplicar todos los resultados obtenidos de c0 por
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un factor constante 1.01029.
Para las inclusiones monofásicas, se llevó a cabo un primer análisis asu-
miendo que la densidad permanece constante, igual a ρ0 determinada por la
temperatura de homogeneización. Según la relación Gladstone-Dale, el índi-
ce de refracción también es constante. Depués se necesitan dos correcciones
para explicar el cambio en el volumen de la inclusión. El primero surge de la
expansión térmica del cuarzo, el segundo de su elasticidad. Una estimación
aproximada de la presión se obtiene extrapolando a presión negativa la co-
rrelación de AlGhafri et al. [2]. Esta correlación se desarrolló para presiones
en el rango 0.1 a 68.5 MPa, pero también da buenos resultados para presio-
nes muy negativas. A cada temperatura, la presión en la inclusión se estima
como la presión extrapolada a la cual la densidad sería igual a ρ0. Luego se
obtiene una nueva densidad que explica la expansión y el estiramiento del
cuarzo, utilizando:
ρnew = ρ0/(1+incremento relativo de volumen(T,P))
Cuadro 7.3: Densidad y temperatura de las medidas experimentales. También
se presentan los valores de presión calculados en el colectivo canónico (PNV T ).
T (K) ρ (kg/cm3) p (bar) pNV T (bar) T (K) ρ (kg/cm3) p (bar) pNV T (bar)
258.15 995.21 -1099 -1242 323.15 992.11 -961 -911
263.15 995.04 -1130 -1251 333.15 991.50 -865 -800
268.15 994.85 -1151 -1251 353.15 990.23 -630 -
273.15 994.65 -1164 -1246 373.15 988.89 -349 -271
278.15 994.44 -1170 -1235 383.15 988.19 -194 -124
283.15 994.22 -1168 -1218 388.15 987.84 -114 -
293.15 993.74 -1147 -1167 393.15 987.49 -32 28
303.15 993.23 -1104 -1096 398.15 987.13 51 105
313.15 992.68 -1042 -1011
La relación Gladstone-Dale proporciona el índice de refracción corres-
pondiente a esta densidad, que luego se usa para obtener el valor de c co-
rregido por efectos no isocóricos. Estas correcciones solo provocan cambios
menores en la velocidad del sonido (como máximo 2.5 m/s o 0.19% a -15◦C,
para comparar con nuestra incertidumbre de 0.4%). Se debe tener en cuenta
que, en trabajos anteriores sobre agua pura, la velocidad del sonido medida
en sí se utilizó para obtener una ecuación experimental de estado a presión
negativa y, por lo tanto, a la presión en la inclusión. El procedimiento se re-
pitió hasta que se logró la convergencia (que toma solo de 2 a 3 iteraciones).
En vista de los datos actuales limitados a una muestra, y en la corrección
moderada calculada, elegimos no utilizar el procedimiento iterativo y limi-
tar la corrección de densidad a la aproximación de primer orden presentada
anteriormente.
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7.3.1. Comparación entre agua pura y agua salada
En esta sección se presentan los resultados obtenidos con la muestra
salada natural y los comparamos con los obtenidos previamente con una
muestra de agua pura sintética [24].
La gura 7.6 muestra la presión a lo largo de la pseudo-isócora. En el
caso de la muestra salada, se trata de una estimación, basada en la extrapo-
lación de una ecuación de estado para soluciones de NaCl a presión positiva
(AlGhafri et al. [2]). Como se explicó en la sección 7.3, esta extrapolación
también se usó para calcular la corrección de la densidad de la muestra de-
bido a la dilatación de la matriz de cuarzo. Como esta es una corrección
relativamente pequeña, un cambio en la presión no debería afectar signi-
cativamente la densidad nal. Por el contrario, la propia presión, mostrada
en la gura 7.6, es más sensible a la extrapolación. Por lo tanto, los valores
de presión para la muestra salada deben tomarse con precaución. Por otro
lado, en el caso de la muestra de agua pura, la presión se calcula utilizando la
ecuación de estado experimental a presión negativa obtenida en la Ref. [24]
mediante integración termodinámica de un set de datos de la velocidad del
sonido a varias temperaturas y densidades. La presión es por lo tanto más
conable en el caso de agua pura. Para este trabajo, hemos tomado los datos
de una de las muestras estudiadas en la Ref. [24] que seleccionamos porque
su relación presión-temperatura era la más cercana a la estimada para la
presente muestra salada. Esto permite una comparación más directa entre el
agua pura y salada.
La gura 7.7 muestra la velocidad del sonido obtenida de las medidas de
Brillouin en las muestras de agua pura y salada. Cuando hay una burbuja en
la inclusión del uido, la muestra está en equilibrio líquido-vapor. La veloci-
dad del sonido medida en estas condiciones está en excelente acuerdo con los
valores esperados de las mediciones estándar para agua pura y salada. En el
caso de las muestras saladas, las mediciones de Brillouin incluso proporcionan
datos de velocidad del sonido más allá de los límites previamente disponibles:
concuerdan con la extrapolación de los datos de la literatura. La velocidad
del sonido en el equilibrio líquido-vapor aumenta con la concentración de sal.
Lo que equivale para NaCl 1,323 mol kg−1 a un cambio de temperatura de
casi 75 m s−1 por encima de los valores de agua pura. Volviendo a la com-
paración entre las pseudo-isocoras para las muestras puras y saladas, a alta
temperatura también son paralelas entre sí, con una desviación de 75 m s−1.
Por debajo de 300 K, el agua pura muestra un mínimo claro a 283 K, donde
el agua salada continua disminuyendo hasta 268 K. Luego, la velocidad del
sonido vuelve a aumentar ligeramente a las dos temperaturas más bajas, lo
que sugiere la existencia de un mínimo supercial, cambiado en −15 K con
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Figura 7.6: Presión en función de la temperatura en las muestras de agua pura
(círculos naranjas) y salada (cuadrados verdes). La presión para agua pura
se obtuvo de la EOS experimental a presión negativa (Holten et al. [24]). La
presión para la muestra de agua salada se calcula a partir de la extrapolación
de una EOS medida a presión positiva (AlGhafri et al. [2]).
respecto al mínimo en la pseudo-isócora para agua pura. Resulta que la ve-
locidad del sonido para las dos muestras es igual a la temperatura más baja.
Esto signica, sin embargo, una gran diferencia en su comportamiento: al
enfriarse, la velocidad del sonido de la muestra de agua pura eventualmente
excede el valor en equilibrio líquido-vapor, lo que indica un comportamien-
to de densidad no monotónica de la velocidad del sonido en agua pura (ver
Ref. [45], en particular la gura 4 y la gura 1 de la referencia [24]. Por otro
lado, la velocidad del sonido para la muestra salada siempre permanece por
debajo de los valores de equilibrio líquido-vapor en el rango de temperatura
estudiado.
7.4. Discusión
En esta sección se presentan los resultados de las capacidades calorícas
(CV , Cp), la compresibilidad isoterma (κT ) y la velocidad del sonido (c) para
agua salada.
En primer lugar, comparamos los resultados obtenidos para 1,323 mol kg−1
del modelo Madrid con las medidas experimentales a lo largo de la pseudo-
isócora (Tabla 7.3). Después, intentamos dar una explicación al origen en
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Extrap Millero binodal 1.2 M
Millero binodal 1.2 M
Salty water monophasic
IAPWS binodal pure water
Pure water monophasic
Figura 7.7: Velocidad del sonido medida para agua pura (círculos azules) y
salada (1,323 mol kg−1, círculos rojos) . Los símbolos vacíos se reeren a re-
sultados para el equilibrio líquido-vapor, mientras que los símbolos completos
hacen referencia a la pseudo-isócora. La curva discontinua muestra la veloci-
dad del sonido esperada a lo largo del equilibrio líquido-vapor, calculada con
la EOS IAPWS [17]. La curva sólida roja representa la velocidad del sonido
medida a presión ambiente para una disolución 1,323 mol kg−1 de NaCl en
agua [39]; por último las curvas rojas punteadas son extrapolaciones de estas
medidas más allá de las temperaturas a las cuales fueron tomadas.
el mínimo de la velocidad del sonido. Por último, en el apéndice C, evalua-
mos el efecto de la concentración en las propiedades de respuesta a lo largo
de una pseudo-isócora comparando dos concentraciones distintas: 0.7 M y
1,323 mol kg−1.
7.4.1. Comparación entre simulación y experimentos
En esta sección, se compararán las medidas experimentales con las si-
mulaciones del modelo Madrid a lo largo de una pseudo-isócora (Tab. 7.3)
at 1,323 mol kg−1). En las condiciones experimentales, calculamos la presión
frente a la temperatura presentada en la gura 7.8. Se puede apreciar que
para los experimentos, la presión muestra un mínimo a aproximadamente
273 K. A temperaturas más altas, como puede esperarse, los aumentos de
presión muestran una buena concordancia entre las simulaciones (círculos
azules) y los experimentos (cuadrados verdes). A temperaturas más bajas,
la presión también aumenta, mostrando una discrepancia más signicativa
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entre los cálculos y las medidas experimentales.















Figura 7.8: Presión en función de la temperatura en el rango 258.15 K -
398.15 K a lo largo de la pseudo-isócora obtenida para el modelo Madrid
(círculos azules) y para los experimentos (cuadrados verdes) a una concentra-
ción de sal 1,323 mol kg−1. La línea naranja representa el agua pura calculada
mediante la ecuación de estado de la referencia [5].
Posteriormente, comparamos la velocidad del sonido (c) con experimen-
tos a la misma concentración de sal (1,323 mol kg−1). El resultado calculado
con el modelo Madrid se muestra en la gura 7.9 (color azul), con las medidas
experimentales (color verde). Para ambos casos, en condiciones pseudoisóco-
ras, no se encuentra un mínimo en la velocidad del sonido, posiblemente
alcanzado a menores temperaturas. También se calculó la velocidad del soni-
do a lo largo de la binodal presentada en la misma gura 7.9. En este último
caso, se aprencian discrepancias notables entre los resultados experimentales
y los obtenidos por simulación molecular.
La velocidad del sonido a lo largo de la línea binodal (líquido-vapor)
también se presenta en la gura 7.9. Las medidas experimentales y el ajuste
se tomaron de la referencia [38]. Para reproducir estos datos, se utilizó el
modelo de Madrid para simular las mismas condiciones (1,323 mol kg−1). Se
observaron algunas discrepancias a las temperaturas (250 K - 343 K), sin
embargo hay acuerdo a temperaturas muy bajas (233 K - 243 K) y altas
(T = 398 K).
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Figura 7.9: Velocidad del sonido (c) en la pseudo-isócora a 1,323 mol kg−1
para el modelo Madrid (círculos azules) y experimentos (cuadrados verdes) a
la concentración de 1,323 mol kg−1. También se ha representado la velocidad
del sonido para la binodal representada en cuadrados blancos obtenida de la
Ref. [38].
7.4.2. Origen del mínimo en la velocidad del sonido
El mínimo en la velocidad del sonido, causado por los máximos en las
funciones respuesta, puede ser explicado mediante dos escenarios posibles: la
inuencia de la región espinodal o la presencia de un posible punto crítico. En
la gura 7.10-a se representa el mínimo de la velocidad del sonido obtenido
experimentalmente (color rojo) y mediante simulación para agua pura (color
negro). En la gura 7.10-b se representa lo mismo obtenido para la solución
de agua salada utilizando el modelo Madrid. En ambas guras se representa
también la TMD y la ecuación de estado.
Se observó cómo el mínimo de la velocidad del sonido obtenido experi-
mentalmente está situado a la izquierda de la TMD mientras que en el caso de
las simulaciones, el mínimo de c se sitúa a la derecha de la TMD. Este resul-
tado indica que las anomalías encontradas para el agua en estas condiciones
se deben a causas diferentes para el experimento y para las simulaciones. Es
decir, mientras que el mínimo en la velocidad del sonido obtenido experimen-
talmente parece justicarse con la posible existencia de un punto crítico, en
el caso de las simulaciones este mínimo sería debido a la línea espinodal.
Con este último resultado, se podría concluir que los cálculos realizados
utilizando el modelo TIP4P/2005, tanto para agua pura como con el modelo
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Figura 7.10: Representación del mínimo de la velocidad del sonido (símbo-
los), la línea de temperatura de máxima densidad y la ecuación de estado
(curvas azules) en la pseudo-isócora. En el panel a se muestran tanto las
líneas de TMD experimentales como las teóricas (curvas rojas y negras res-
pectivamente). En los mismos colores, se representan los mínimos de c como
círculos rojos para experimentos y un cuadro negro para las simulaciones de
TIP4P/2005. En el panel b, se representa la TMD (curva negra), la ecuación
de estado (curva azul) y el mínimo de c (representado con una echa roja)
calculados para agua salada 1.323 m (utilizando el modelo Madrid).
Madrid no coinciden con los resultados experimentales. En un trabajo muy
reciente [54], Singraber y colaboradores muestran las discrepancias entre los
potenciales clásicos para agua, los cálculos de DFT y los resultados experi-
mentales. Desde esta perspectiva, parece necesario un nuevo modelo de agua
que reproduzca los experimentos a presiones negativas.
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7.5. Conclusiones
En este proyecto se llevaron a cabo medidas experimentales y simula-
ciones moleculares para estimar la velocidad del sonido en agua salada. En
la primera sección del trabajo, se comparan los resultados obtenidos por si-
mulación entre el modelo Madrid y el modelo Joung-Cheatham calculados
en condiciones isócoras. Los resultados de ambos modelos son muy parejos
entre sí, aunque un poco desplazados, se observa un buen acuerdo tanto en
los máximos en las propiedades de respuesta y el mínimo en la velocidad del
sonido.
En el segundo apartado de este trabajo se presentaron los resultados
experimentales obtenidos mediante el método de Brilloin y se comparan los
resultados obtenidos para agua salada en este trabajo con los resultados para
agua pura de la bibliografía.
Posteriormente, se compararon las simulaciones (utilizando el mode-
lo Madrid) con las medidas experimentales a lo largo de la pseudo-isócora.
Se analizó una muestra 1,323 mol kg−1 mediante espectroscopía de Brillouin
siguiendo el mismo procedimiento reportado en la Ref [13]. Se calculó la
velocidad del sonido mediante la expresión 7.4 y se comparó con medidas
experimentales. Se observó una buena concordancia entre los experimentos
y las simulaciones en la velocidad del sonido, la cual no presenta ningún
mínimo en ambos casos.
Posteriormente se ofrece una explicación para los mínimos obtenidos
en la velocidad del sonido habiendo una notable discrepancia entre los datos
obtenidos por simulación y los resultados experimentales.
Por último, en el apéndice C, se evalúa el efecto de la concentración en
las funciones respuesta estudiadas comparando los resultados obtenidos para
simulaciones del modelo Madrid a 0.7 M con los obtenidos para 1.323 M. Con
este estudio se concluyó que la concentración produce un desplazamiento de
los máximos de las funciones respuesta a temperaturas más altas.
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El principal objetivo de este trabajo ha sido estudiar y comprender el
comportamiento del agua. En la primera parte de la tesis se presenta el estu-
dio de la nucleación de hielo bajo campos eléctricos. Mediante este estudio se
ha calculado la termodinámica implicada en la formación del embrión de la
fase estable, el polimorfo de hielo más estable, así como el comportamiento
de la fase bulk metaestable.
En la segunda parte, se ha estudiado el agua en connamiento. Esta
segunda parte, dividida a su vez en dos trabajos diferentes, describe la es-
tructura y la dinámica del agua connada entre placas rígidas e hidrofóbicas
y nanotubos, ambos de grafeno.
En estos trabajos se han reportado para un amplio rango de tempe-
raturas los perles de densidad, enlaces de hidrógeno, el coeciente de difu-
sión y la viscosidad de cada sistema. Además, mediante estos estudios se ha
demostrado que la aproximación de Green-Kubo para el cálculo de la vis-
cosidad no funciona para sistemas connados mientras que la ecuación de
Stokes-Einstein responde correctamente a la relación con la difusión y a la
recuperación del valor de viscosidad en el caso límite. Por último, se ha de-
mostrado cómo el connamiento extremo afecta a la pérdida de la estructura
de bulk, así como a la difusión del agua.
En la última parte de esta tesis se ha trabajado con agua salada uti-
lizando para ello un nuevo force-eld para disoluciones de cloruro sódico en
agua TIP4P/2005. En este proceso se han calculado los máximos en las pro-
piedades de respuesta como la capacidad caloríca a volumen y a presión
constantes (CV y Cp respectivamente) o la compresibilidad isoterma (κT ).
Mediante este trabajo se ha corroborado el modelo para las solucio-
nes salidas al mostrar concordancia con las medidas experimentales de la





Tasas de nucleación y velocidad
de crecimiento de cristal en la
transición líquido-sólido bajo
campos eléctricos
En el texto principal, hemos estudiado mediante simulaciones numé-
ricas el efecto de un campo eléctrico constante (DC) en la temperatura de
fusión, Tm, la nucleación y la tasa de crecimiento de los hielos Ih y Icf del
modelo de agua TIP4P/ICE, usando la coexistencia directa , el Mold In-
tegration y el método de Seeding. Aquí, presentamos los resultados de la
Tm de hielo Ih y Ic/Icf a partir de los cálculos de energía libre del modelo
TIP4P/2005, para vericar la consistencia de nuestros resultados y estudiar
la dependencia de la polarización del hielo Ic/Icf con respecto al campo apli-
cado. También se detallan los criterios elegidos para determinar la cantidad
de moléculas de agua en un cluster crítico de hielo, y estudiamos la Tm y
la tasa de crecimiento de hielo Ih utilizando el modelo de agua TIP4P/2005,
con el n de demostrar que los resultados presentados en el el texto principal
no dependen del modelo de agua utilizado. Además, explicamos en detalle el
método numérico utilizado para determinar las tasas de crecimiento. Final-
mente, estudiamos el efecto de aplicar un campo eléctrico dependiente del
tiempo (AC) en la temperatura de fusión del hielo Ih utilizando el modelo
TIP4P/ICE.
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A.1. Temperatura de fusión del hielo Ic/Icf ob-
tenida mediante la integración Gibbs-Duhem
con movimientos orientacionales en la fase
de hielo
Previamente [5], se ha demostrado que, en ausencia del campo, la fa-
se de hielo ordenada por protón Ih (hielo XI) tiene un punto de fusión de
aproximadamente 20-30K por debajo del punto de fusión del hielo Ih porque
carece de la contribución de Pauling a la energía libre. Lo mismo debería
ocurrir con el hielo Icf y, con campo eléctrico cero, debería tener una Tm
mucho más baja que el hielo Ic y Ih. Sin embargo, nuestras simulaciones de
coexistencia directa dan como resultado la misma Tm para los hielos Ic, Ih
y Icf , a campo eléctrico cero. De hecho, cualquier simulación de coexistencia
directa utilizando un polimorfo de hielo con ordenamiento de protón como
semilla cristalina tendrá punto de fusión del homólogo desordenado de pro-
tones. Por ejemplo, a partir de simulaciones de coexistencia directa a campo
cero de los hielos Icf , XI y IX, se obtendrá la temperatura de fusión de los
hielos Ic (este trabajo), hielo Ih y hielo III [5], respectivamente. En resumen,
para valores bajos del campo eléctrico, nuestras simulaciones de coexistencia
directa están obteniendo el punto de fusión del hielo Ic (aunque usamos una
semilla de hielo Icf ). Sin embargo, para dos campos muy grandes, la técni-
ca de coexistencia directa da el punto de fusión del hielo Icf , que es la fase
estable en estas condiciones.
Para determinar la temperatura de fusión del hielo Ic/Icf a valores bajos
de campo eléctrico, realizamos simulaciones de Gibbs-Duhem Monte Carlo de
coexistencia entre el hielo Ic/Icf y el agua líquida. En estas simulaciones, las
moléculas de agua en la fase de hielo pueden orientarse con el campo mientras
satisfagan las reglas de Bernal-Fowler en todo momento [4, 8, 11]. Estas
simulaciones se realizaron en un trabajo anterior [2] utilizando algoritmos
de bucle rotacional [12] para el modelo de agua TIP4P/2005. La curva de
coexistencia Ic/Icf -líquido obtenida con estas simulaciones se muestra en la
gura A.1. Dado que las temperaturas de fusión del modelo TIP4P/2005
(Tm0 = 250±1 K) y la del modelo TIP4P/ICE (Tm0 = 270±1 K) en ausencia
de campo son diferentes, representamos el cambio de temperatura de fusión
como una función del campo aplicado como ∆Tm(E) = Tm(E)− Tm0, donde
Tm(E) es la temperatura de fusión con el campo y Tm0 en ausencia del campo.
En la Fig. A.1, se muestra ∆Tm(E) en función del valor del campo eléctrico
para hielo Ih (símbolos azules) y hielo Ic/Icf (símbolos rojos) para el modelo
TIP4P/ICE a partir de simulaciones de coexistencia directa ( este trabajo)
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y para ice Ih (línea azul discontinua) y ice Ic/Icf (línea roja discontinua)
para el modelo TIP4P/2005 de la integración Gibbs-Duhem Monte Carlo.
Los valores de ∆Tm de hielo Ih y hielo Ic/Icf para ambos modelos obtenidos
por ambos métodos son similares en el rango de campos estudiados. Esto
nos da la seguridad de que las curvas de coexistencia de los hielos Ih y Ic/Icf
obtenidas por coexistencia directa y presentadas en el texto principal son
correctas.














Figura A.1: Desplazamiento de la temperatura de melting (∆Tm(E) =
Tm(E)−Tm0) del hielo Ih (símbolos azules) y del hielo Ic/Icf (símbolos rojos)
del modelo TIP4P/ICE en simulaciones de coexistencia directa. También se
presentan las del hielo Ih (líneas azules discontinuas) y hielo Ic/Icf ( líneas
rojas discontinuas) del modelo TIP4P/2005 en cálculos de energía libre de
Monte Carlo en función del campo eléctrico aplicado E. Todas las simulacio-
nes son a 1 bar. Las líneas verdes discontinuas indican el rango de los valores
experimentales reportados de la fuerza dieléctrica del agua (E=0.06 - 0.07
V/nm).[9]
A.2. Polarización del hielo Ic
En nuestras simulaciones de coexistencia directa, para campos mayores
de 0.3 V/nm, observamos una polarización muy alta en el hielo obtenido
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de la congelación del líquido en contacto con una semilla de hielo Icf , y
el punto de fusión obtenido fue siempre mayor que el obtenido utilizando
una semilla de hielo Ic (con desorden de protón y polarización cero en la
conguración inicial). Eso signica claramente que el hielo Icf es más estable
que los hielos Ic y Ih para campos mayores de 0.3 V/nm y es la fase estable a
T y la presión ambientes para estos valores del campo. Sin embargo cuando
utilizando campos más pequeños que 0.15 V/nm, encontramos que el hielo
que crece de la semilla de hielo Icf era hielo Ic (con desorden de protón y
solamente polarización parcial). Así, para valores bajos de campo, la técnica
de coexistencia directa permite obtener el punto de fusión del hielo Ic (más
bien el punto de fusión del hielo Icf ). Se ha demostrado en el trabajo anterior
[1] que, en ausencia del campo, las energías libres y los puntos de fusión de
los hielos Ic y Ih son prácticamente idénticos para los modelos TIP4P. Eso
explica la similitud de los puntos de fusión de los hielos Icf y Ih para valores
bajos del campo. Dentro de nuestra barra de error, la temperatura de fusión
del hielo Ih y del hielo Icf es la misma y se mantiene constante hasta E ≈ 0,15
V/nm .
Teóricamente, para el hielo Icf a 270 K, que es la temperatura de fu-
sión del hielo Ic en el modelo de agua TIP4P/ICE a 1 bar en ausencia de
campo eléctrico, se necesitaría un campo de al menos 0.6 V/nm para ali-
near todas las moléculas de agua del hielo Ic en la dirección del campo para
que la disminución de entalpía causada por la energía de polarización (en el
TIP4P/ICE, el dipolo molecular es 2.43 D) compense la pérdida de entropía
orientacional dada por la contribución de Pauling,RT ln(3/2). Sin embargo,
a medida que la magnitud del campo se aleja de cero, algunas de las orien-
taciones moleculares que son igualmente probables para el hielo Ic en E = 0
V/nm tendrán una penalización energética y la magnitud de la contribución
entrópica debería disminuir. Por lo tanto, uno esperaría que el valor del cam-
po eléctrico en el que las moléculas del hielo se alinean completamente con
el campo debe estar entre 0 y 0.6 V/nm. Con el n de aclarar por comple-
to cuál es el polimorfo de hielo Ic más estable para cada valor del campo, se
realizaron simulaciones de Monte Carlo de hielo Ic y hielo Icf (512 moléculas)
bajo un campo eléctrico externo a la temperatura de fusión correspondiente
obtenida por simulaciones de coexistencia directa, representada con una línea
roja en la Fig. A.1. Las simulaciones se llevan a cabo en el colectivo NpT,
utilizando el barostato Parrinello-Rahman. Las interacciones coulómicas se
calculan utilizando la técnica de suma de Ewald con conducting boundary
conditions. Tanto Lennard-Jones como la contribución al espacio real de las
interacciones de Coulom se truncan a 8.5 Å, y se agregan las correcciones
de largo alcance del potencial LJ. Con el n de muestrear de manera e-
ciente la reorientación de las moléculas de agua dentro del hielo desordenado
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de protón, se han implementado algoritmos de bucle rotacional. [12] En la
gura A.2, se muestra la polarización de equilibrio del hielo en función del
campo. Las simulaciones a partir de condiciones iniciales desordenadas de
protón (hielo Ic) y de condiciones totalmente alineadas (hielo Icf ) producen
las mismas estructuras de equilibrio y polarización, como se esperaba. Para
campos mayores a 0.3 V/nm, la polarización del hielo casi alcanza la satura-
ción total, lo que signica que la fase de hielo más estable para esos valores
de campo es Icf (la polarización de una fase de hielo cúbico totalmente orien-
tada es igual a ρµNA ≈ 0,25 Cm−2, donde ρ es la densidad del hielo Ic, µ es
el momento dipolar de la molécula de agua en el modelo TIP4P CE y NA
es la constante de Avogadro). Este resultado justica la elección de hielo Icf
en nuestro estudio de congelación y crecimiento de cristales de hielo a 0.3
V/nm, que se muestra en el texto principal.

















Figura A.2: Polarización del hielo Ic/Icf en función del valor del campo aplica-
do, de simulaciones de Monte Carlo en equilibrio para el modelo TIP4P/ICE
a la temperatura de coexistencia, para conguraciones iniciales de hielo Ic
(rojo) y hielo Icf (negro).
A.3. Estimación del número de moléculas en el
cluster
Como se muestra en la Ref.[7], para evaluar el número de partículas en
el cluster, las etiquetamos como líquidas o sólidas de acuerdo con un umbral
〈q6t〉 [10], sensible al orden local. El umbral 〈q6t〉 se elige para minimizar la
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probabilidad de etiquetado incorrecto de las moléculas, es decir, la probabili-
dad de etiquetar erróneamente partículas en el líquido bulk como sólido tiene
que ser la misma que la probabilidad de etiquetar erróneamente partículas
en el sólido como líquido. El umbral óptimo no solo cambia con la tempera-
tura, sino que también depende de la estructura cristalina en estudio, como
se muestra en la Fig. A.3.













Figura A.3: Valor del umbral del parámetro de orden 〈q6t〉 utilizado para
determinar el número de moléculas en un cluster de hielo en función de la
temperatura para los hielos Ih y Icf .
A.4. Cálculo de la tasa de crecimiento del clus-
ter
Para el cálculo de las tasas de crecimiento del cristal, realizamos si-
mulaciones de coexistencia directa a temperaturas por debajo de Tm(E) (la
temperatura de fusión depende del campo), de modo que podamos evaluar
la tasa de crecimiento en función del supercooling ∆T = Tm− T . Rozmanov
y colaboradores [13] introdujeron un enfoque muy detallado para calcular la
tasa de crecimiento, en el que la posición de la interfaz hielo-agua se deter-
mina cuidadosamente a cada paso del tiempo mediante la transformación de
Fourier del perl de densidad a lo largo de la dirección perpendicular a la
interfaz en crecimiento. Aquí, seguimos un enfoque mucho más simple, eva-
luando la cantidad de hielo y agua siguiendo la energía potencial total U del
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sistema en función del tiempo. Un ejemplo de la evolución de U con el tiempo
durante el crecimiento del cristal se muestra en la Fig. A.4.





























Figura A.4: Evolución temporal de la energía potencial durante una simu-
lación de coexistencia líquido-hielo en la cual la cristalización tiene lugar,
mostrando cuatro regímenes diferentes.
Después de un equilibrio inicial de algunas decenas de picosegundos
(durante el cual el sistema adapta su densidad y energía al E aplicado),
hay una región de decaimiento lineal correspondiente al crecimiento de hie-
lo Ih a una velocidad constante. A continuación, se observa una región de
decaimiento muy rápida, correspondiente a las etapas nales del crecimien-
to del cristal (cuando los dos frentes de crecimiento están muy cerca entre
sí a través de las condiciones periódicas), se observa en esa región, que las
pocas moléculas líquidas restantes están connadas entre los dos frentes de
crecimiento y tienden a formar parte del cristal mucho más rápidamente. Fi-
nalmente, la cristalización de la caja de simulación se completa y la energía
potencial es constante. Para el cálculo de la tasa de crecimiento del cluster,
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el procedimiento es el siguiente:
1. Desde la región de crecimiento lineal de U (ver la gura A.4, seleccio-
nando cualquier par de puntos (t0, U0) y (t, U(t)), el número total de






donde ∆Um(T,E) es el cambio de la energía de melting.
2. Para calcular ∆Um(T,E) = Uw(T,E)−UIh(T,E), lanzamos dos sets de
simulaciones separadas de agua pura (Uw(T,E)) y hielo Ih (UIh(T,E))
(eligiendo una conguración de hielo Ih con desorden de protón y po-
larización no permanente). La expresión para ∆Um(T,E) no incluye
la contribución de la interfaz a la energía potencial, que se puede des-
cartar de forma segura en nuestras simulaciones porque el número de
moléculas interfaciales permanece constante a lo largo de la simulación
(excepto en los pasos nales que no se consideran en nuestro cálculo de
la velocidad de crecimiento). Un enfoque similar para el cálculo de las
tasas de crecimiento de los cristales se ha propuesto recientemente, uti-
lizando el volumen molar de las diferentes fases en lugar de la energía
potencial [3].
3. Habiendo calculado nIh(t) y conociendo la densidad del hielo Ih ρIh(T,E)
a la misma T y E que en las simulaciones, calculamos el volumen de
hielo formado durante ∆t como VIh(t) =
nIh (t)·PMw
Na·ρIh (T,E)
, donde PMw es el
peso molecular del agua y Na es la constante de Avogadro.





donde 〈A(T,E)〉 es el área de supercie promedio del plano de hielo en
crecimiento (en el colectivo anisotrópico NpT donde se llevan a cabo
las simulaciones, las dimensiones de la caja uctúan) y el factor 2 se
utiliza para explicar los dos frentes de crecimiento opuestos.
5. Finalmente la tasa de crecimiento del cristal u se obtiene de la pendien-
te del LIh(t). En cuanto a la precisión, las fracciones iniciales y nales
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del 20% de la región de decaimiento lineal se descartan. Al tomar la
derivada de LIh(t), estamos eliminando efectivamente la energía inter-
facial, cuya contribución se supone que es constante y está presente
en todo momento en la región de descomposición lineal de la energía
potencial.
A.5. Tasa de crecimiento cristalino para el TIP4P/2005
Aquí mostramos tasas de crecimiento de cristal solo para hielo Ih. Pa-
ra cada magnitud y dirección del campo eléctrico, diferentes supercoolings
∆T = Tm(E)− T se han estudiado (desde ∆T=2 K hasta ∆T=16.5 K). Se
han lanzado diez simulaciones independientes de 20-40 ns para cada caso, lo
cual es suciente para lograr la cristalización completa del sistema y calcular
la tasa de crecimiento del cristal. La dirección de crecimiento es x, y el campo
eléctrico se ha aplicado a lo largo de las direcciones y y z, ambas paralelas a
la supercie en crecimiento (ver la gura 1 en el texto principal).
En la Fig. A.5 (paneles central y derecho) las tasas de crecimiento en los
campos aplicados paralelos a la supercie de crecimiento se muestran y com-
paran con las tasas en ausencia del campo (x es la dirección de crecimiento,
perpendicular al plano prismático secundario, y y y z son las direcciones a
lo largo de las cuales se aplica el campo eléctrico, perpendicular a los planos
basal y prismático, respectivamente.
Para el campo más bajo (E = 0.1 V/nm), las tasas de crecimiento son
casi indistinguibles de aquellas en ausencia de campo, porque el campo no es
lo sucientemente fuerte como para inducir alguna orientación a las moléculas
de agua y, por lo tanto, pueden incorporarse al cristal que crece tan fácilmente
como si no hubiera campo. Sin embargo, a valores mayores de campo, la tasa
de crecimiento disminuye de forma monótona, hasta un factor de tres con
respecto a la tasa sin campo y al mismo supercooling, independientemente
de la dirección del campo aplicado (prismático y basal), siempre que sea
paralelo a la supercie de crecimiento (secundaria prismática). La tasa de
crecimiento máxima se obtiene con el subenfriamiento entre 8 y 12 K en
ausencia de campo. Al aumentar los valores del campo aplicado, el máximo
se desplaza levemente a supercoolings menores.
Como se muestra en la gura A.1, la temperatura de fusión del hielo Ih
disminuye con el valor del campo eléctrico. Dado que las tasas de crecimiento
se analizan en función del supercooling con respecto a Tm(E), que depende
de E, el mismo supercooling para dos valores diferentes del campo eléctrico
no corresponde a la misma temperatura absoluta. Por ejemplo, un suben-
friamiento de ∆T = 12 K para un campo eléctrico de E = 0,1 V/nm, con
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Figura A.5: Panel de la izquierda: Tasa de crecimiento cristalino del hie-
lo Ih a lo largo del plano prismático secundario sin campo para el modelo
TIP4P/2005. Línea (datos de Rozmanov y Kusalik[14]) para el mismo plano,
los símbolos coloreados representan este trabajo. Paneles central y derecho:
Tasa de crecimiento frente a ∆T para campos eléctricos de distinta magni-
tud aplicados paralelamente al plano de crecimiento del cristal (ejes y y z
respectivamente), para el modelo TIP4P/2005. Los símbolos vacíos muestran
un caso (Ey = 0,3 V/nm) calculado con el modelo TIP4P/ICE.
una temperatura de fusión de 249±1 K, da como resultado una temperatura
absoluta de 237 K, mientras que el mismo supercooling para un campo de
E = 0,3 V/nm, que tiene Tm = 245 ± 1 K, corresponde a una temperatura
absoluta de 233 K. A temperaturas más bajas, la constante de autodifusión
de las moléculas de agua disminuye y, dado que las moléculas deben difundir
distancias más largas que su propio diámetro para alcanzar la interfaz de cre-
cimiento y convertirse en parte del cristal, estas diferencias de temperatura
afectan las tasas de crecimiento del hielo y pueden interferir con el efecto del
campo eléctrico.
Para eliminar el efecto de T y destacar el efecto del campo eléctrico,
calculamos la tasa de crecimiento de cristal normalizado u∗, reescalando las
tasas de crecimiento obtenidas en las simulaciones con la relación de los
coecientes de autodifusión de las moléculas de agua a T = 246 K sin campo
(el supercooling más bajo medido en ausencia de campo se toma como estado
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de referencia) y la temperatura absoluta correspondiente a un supercooling





Los coecientes de difusión se calculan en las simulaciones de agua
líquida.























Figura A.6: Dependencia de la tasa de crecimiento de cristal normalizada con
el supercooling y con el valor del campo eléctrico aplicado paralelamente a la
supercie de crecimiento en la dirección y (panel de la izquierda, prismático)
y la dirección z (panel derecho, basal).
En la Fig. A.6 se muestran los valores normalizados de la tasa de creci-
miento para campos eléctricos aplicados paralelamente a la interfaz en creci-
miento. La tasa de crecimiento crece de manera monótona con el supercooling
y disminuye con el aumento de E.
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Figura A.7: Probabilidad de fusión en función de T del TIP4P/ICE a dieren-
tes E. Las líneas son los ajustes de la ec. A.4 a los resultados de la simulación
obtenidos para campos eléctricos E=0 V/nm y E=0.3 V/nm, siendo el último
aplicado a las frecuencias indicadas en la leyenda.
A.6. Temperatura de melting del TIP4P/ICE
bajo un campo eléctrico dependiente del
tiempo
Hemos investigado el efecto de la frecuencia de campos eléctricos (0.3
V/nm) en la temperatura de fusión Tm del hielo Ih utilizando el modelo
TIP4P/ICE. La amplitud se ha elegido de modo que la polarización de equi-
librio alcanzada por el agua líquida a la temperatura de fusión sea aproxi-
madamente el 60% de la polarización máxima total que se lograría bajo un
campo eléctrico de amplitud innita (es decir, si todas las moléculas de agua
estuvieran completamente alineadas con el campo).
El rango de frecuencias ha sido elegido considerando la respuesta de-
pendiente del tiempo del agua líquida con campo estático de 0.3 V/nm. En
tales simulaciones, la polarización crece exponencialmente con respecto al
tiempo, con un tiempo de relajación característico de 94 ps. Por lo tanto, el
rango de frecuencia se ha elegido alrededor de ν0 = 1/100ns = 10GHz. Se
han estudiado valores de frecuencia de 1, 10 y 100 GHz.
Para la determinación de Tm, hemos seguido un método probabilístico
como en la Ref. [6]. Primero, para cada frecuencia, se elige un conjunto de
valores de T alrededor del valor esperado de Tm. Luego, para cada valor de
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T , se ejecutan diez simulaciones independientes de coexistencia directa, utili-
zando diferentes semillas de números aleatorios, durante el tiempo suciente
para asegurar la fusión completa o la cristalización de la caja de simulación.
Finalmente, la probabilidad de fusión se calcula en cada T como el número
de simulaciones que terminaron en agua líquida dividido por el número total
de simulaciones a cada temperatura, y el valor de Tm se determina a partir








Donde A es una medida del ancho de la región alrededor de la tempe-
ratura de fusión donde cualquier run puede fundir o cristalizar. Este método
es más preciso pero tiene un costo computacional mucho más alto que el
método utilizado para la determinación de Tm en el texto principal.
En la gura A.7, se muestran las probabilidades resultantes con los
ajustes de la ecuación A.4 (cuyos parámetros se reportan en la tabla A.1).
Cuadro A.1: Parámetros de la ec. A.4 para el TIP4P/ICE a 1 bar, bajo cam-
pos externos (continuos, DC) y alternos (AC) (estos a diferentes frecuencias).
El error en Tm es menor de 0.5 K.
Ey (V/nm) ν (GHz) Tm (K) A (K)
0 - 270 0.08
0.3 100 268.0 0.04
0.3 10 267.5 0.28
0.3 1 267.0 0.35
0.3 DC 265.5 0.35
Se observa un cambio de aproximadamente 4 K con respecto al sistema
sin ningún campo cuando se aplica un campo DC de 0.3 V/nm, de acuerdo
con la Fig. A.1. Los cambios en Tm observados con campos AC dependientes
del tiempo son menos pronunciados que para DC. Este comportamiento se
puede entender comparando las frecuencias de los campos AC aplicados con
el tiempo de relajación característico del agua líquida (≈ 100 ps). Por un lado,
un campo de AC mucho más lento que el inverso del tiempo de relajación del
dipolo molecular (∼ 10 GHz) permitiría a las moléculas de agua orientarse
y seguir sin problemas todos los cambios en el campo eléctrico. Por lo tanto,
para los campos de AC de frecuencias mucho menores que 1 GHz, se espera
que el cambio en Tm sea el mismo que el causado por un campo de DC de
la misma magnitud. Por otro lado, en un campo AC muy rápido (con una
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Figura A.8: Temperatura de melting del hielo Ih en función de la frecuencia
para el modelo TIP4P/ICE a E=0.3 V/nm. Los puntos de fusión bajo campos
eléctricos y en ausencia de campo (mostrado con símbolos vacíos) se han
asignado a las frecuencias 10−3 GHz y 106 GHz, respectivamente.
frecuencia mucho mayor que 100 GHz), las moléculas no tendrían tiempo
para seguir los cambios inducidos por el campo: por esta razón, se espera
que la temperatura de fusión sea la misma que si no hubiera campo eléctrico.
En la Fig. A.8, se muestran los valores de Tm en función de la frecuencia
de un campo eléctrico de amplitud de 0.3 V/nm. Por simplicidad, al punto de
fusión en un campo estático se le asignó una frecuencia articialmente baja de
10−3 GHz, mientras que al punto de fusión en ausencia de campo se le asignó
una frecuencia de 106 GHz. Los puntos resultantes se muestran en una línea
recta en una representación semi-logarítmica, y están bien ajustados por una
potencia baja con una dependencia de la frecuencia muy débil (exponente
8.1e-4). Curiosamente, cuando la frecuencia es aproximadamente igual al
inverso del tiempo característico de relajación dipolar (es decir, 92 ps), el
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Agua en connamiento: Métodos
numéricos y resultados
experimentales
En el texto principal del capítulo hemos calculado las propiedades es-
tructurales (los perles de densidad y el número de enlaces de hidrógeno) así
como las propiedades de transporte (viscosidad y coeciente de difusión). Es-
tos resultados se obtuvieron para dos tipos de interacción carbono-agua, un
tipo hidrofóbico y otro superhidrofóbico. En la primera parte de este apéndi-
ce mostramos cómo seleccionamos estas interacciones utilizando para ello las
referencias bibliográcas y comprobando el ángulo de contacto agua-pared.
En el siguiente apartado se explica con más detalle la ecuación utili-
zada para el cálculo de la difusión en sistemas connados dependiente de la
distancia a la pared B.2. Por último se muestran las medidas experimentales
llevadas a cabo mediante RMN para estimar la difusión de agua connada
en nanotubos de carbono.
B.1. Ángulo de contacto
Con el n de cuanticar la hidrofobicidad, calculamos el ángulo de con-
tacto de una gota de agua líquido ubicada en una supercie plana. Como en
un análisis experimental de gota [7], preparamos una gota líquida que contie-
ne 200 moléculas de agua y la ubicamos en la parte superior de una supercie
de carbono rígida y plana. Dependiendo de si la supercie es hidrofóbica (h)
o superhidrofóbica (sh), la supercie estará parcialmente húmeda como se
puede observar en la gura B.1-a o seca en la gura B.1-b.
A continuación, estimamos el ángulo de contacto entre la gota y la su-
percie. Después de haber equilibrado el sistema durante 2 ns, medimos el
ángulo de contacto proyectando en el plano X − Y las moléculas de agua y
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a) b)
Figura B.1: Representaciones de las gotas de líquido sobre una supercie
plana. Los átomos de carbono se presentan como esferas de color cyan y las
moléculas de agua en rojo y blanco (rojo para el oxígeno y blanco para el
hydrógeno). (a) Interacción hidrofóbica agua-pared usando εhco (b) interacción
super-hidrofóbica utilizando εshco . Los números indican los ángulos de contacto.
las coordenadas de los átomos de carbono: deniendo la línea formada por
las moléculas más externas en la gota en contacto con la supercie (una lí-
nea denida en el plano de los átomos de carbono), medimos el ángulo entre
ellas. Para tener más estadística, hemos utilizado las coordenadas de todas
las moléculas en 10 trayectorias independientes a la misma temperatura, pro-
mediando el resultado nal. Con este método, hemos estimado el ángulo de
contacto para el caso hidrofóbico siendo éste 96.5◦ que indica un ligero carác-
ter hidrofóbico de la supercie, de manera similar al utilizado por Hummer
et al.[4], Moskowitz et al.[11] y Köhler et al [6] (ε = 0.2703 kJ/mol).
En el sistema super-hidrofóbico, donde εshco is 0.047 kJ/mol, obtuvimos
un ángulo de contacto de ≈ 132◦, mucho mayor que 90◦.
B.2. Relación Stokes-Einstein para sistemas con-
nados
Aquí consideramos un líquido connado entre dos placas situadas a
una distancia d, asumiendo una condición de deslizamiento perfecto (libre de
estrés) en las paredes, y una viscosidad isotrópica y homogénea η. Obtenemos
una expresión para el coeciente de autodifusión promedio paralelo a las
paredes. Para ello, seguimos el enfoque descrito en la referencia [13], con la
única diferencia que nosotros consideramos paredes stress-free.
Denimos la posición z en función de las posiciones de las placas z = 0
y d. La difusión local D‖(z) se puede relacionar a lal desplazamiento local
µ‖(z) a través de la relación de Einstein [2]: D‖(z) = kBTµ‖(z). La movilidad
se puede calcular en el marco de la hidrodinámica continua. En bulk, la
predicción estándar de Stokes 1/µbulk‖ = 3πησh se puede utilizar para denir
el diámetro efectivo de las partículas σh, ver tabla B.2. En connamiento, el
desplazamiento se modica debido a la fricción con las paredes. Cuando la
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distancia a las paredes es grande comparada con el diámetro de la partícula













































La solución completa es bastante complicada, pero en poros anchos (d σh),
















En el texto principal, nos referiremos a esta expresión como la relación
de Stokes-Einstein, y la utilizaremos para calcular la viscosidad del líquido
a partir de su coeciente de difusión. En la práctica, usaremos la posición
efectiva de la pared como origen y la distancia efectiva de la pared por d
(sección 3.1 del texto principal)
B.3. Medidas experimentales de RMN
Para conrmar nuestros resultados de simulación, hemos intentado me-
dir el coeciente de difusión dentro de los nanotubos por medio de Resonancia
Magnética Nuclear, RMN, siguiendo el protocolo descrito en la ref.[9], que
utiliza RMN DOSY (Diussion Ordered SpectroscopY) para medir experi-
mentalmente el coeciente de difusión.
Preparamos una suspensión de nanotubos single walled en agua. La
suspensión se compone de 300 µl de agua destilada y 1 mg de nanotubos
single walled abiertos por ambos extremos (proporcionados por Ionic liquid
Technologies, O-SWCNT diámetro=1−2nm, longitud=1−3µm) en un tubo
de RMN de 5 mm. Para dispersar correctamente los nanotubos en agua,
sonicamos la suspensión durante 6 horas.
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Cuadro B.1: Difusión de bulk Dbulk, viscosidad de bulk ηbulk y diámetro
hidrodinámico efectivo σh = kBT/(3πηbulkDbulk) en función de la temperatura
para una densidad de 999,26 kg/m3. Datos extrapolados de la Ref. [1] (hemos
ajustado los datos con las leyes de Vogel-Tammann-Fulchern).
T (K) Dbulk (×10−9 m2/s) ηbulk (mPa s) σh (nm)
298 2.35 0.849 0.219
285 1.67 1.18 0.212
273 1.14 1.71 0.205
263 0.791 2.47 0.197
253 0.513 3.81 0.190
243 0.306 6.44 0.181
Figura B.2: Espectros 1H de la suspensión de CNTs-agua a 293 K (curva
negra), 278 K (curva roja), 263 K (azul oscuro) y 253 K (verde).
Después, insertamos la muestra en un tubo interior conteniendo CD3CN
necesario como patrón para las medidas de RMN. Estas medidas se realiza-
ron en un espectrómetro de protón 1H 1D NMR Bruker Advance 500 MHz
spectrometer with 16 scans a las temperaturas: 293 K, 278 K, 263 K y 253
K. Posteriormente, llevamos a cabo experimentos RMN NMR DOSY (Dif-
fusion Ordered SpectroscopY) a 500 MHz con el protocolo estándar Bruker
DOSY (stebpgp1s),recogiendo treinta y dos espectros 1D 1H con una du-
ración del gradiente de δ = 1 ms y un retardo de eco de ∆=100 ms. Los
espectros de RMN se muestran en la Fig. B.2. Como se esperaba, la señal
de agua se desplaza a la izquierda a bajas temperaturas. La la señal a 263
K muestra el ensanchamiento de la línea (como su señal en el experimento
DOSY), señal de que la muestra contiene una mezcla de agua bulk y congela-
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Figura B.3: Experimentos de DOSY RMN realizados a a 298 K (color rojo)
y 278 K (color azul) superpuestos, donde log(KD) = −8,85 (a 278 K) y
log(KD) = −8,59 (a 298 K).
da (log(KD) = −(9,02−9,14) es decir KD = (9,5∗10−10−7,2∗10−10) m2/s)
No se detectó señal a temperatura más baja de 253 K debido a la completa
cristalización de la muestra. Sorprendentemente, siempre se observa un pe-
queño pico a la derecha que atribuimos a una pequeña cantidad de agua en
el capilar de CD3CN.
Los resultados obtenidos del RMN DOSY se muestran en la gura B.3.
Como se indica en la Fig B.2, la suspensión es líquida a temperaturas
hasta 263K. Como se muestra en la tabla B.2, los valores obtenidos del co-
eciente de difusión a 298 K, 293 K y 278 K (log(KD)= -8.59, -8.64, -8.85,
respectivamente) son consistentes con los reportados en la literatura para
agua bulk.
T (K) D(cm2 s−1) D(cm2 s−1) Literatura
298 2.57 × 10−5 2.29 × 10−5 Ref.[3]
293 2.29 × 10−5 2.02 × 10−5 Ref.[3]
278 1.41 × 10−5 1.31 × 10−5 Ref.[10]
Cuadro B.2: Comparación entre los valores experimentales obtenidos y los
bibliográcos de difusión de agua bulk.
En la gura B.4 se presentan los resultados experimentales para agua
bulk junto con los resultados de simulación para agua en los nanotubos CNT-
1 y CNT-2 y con los resultados de la referencia [9].
A diferencia de este trabajo, Liu et al. [9] detectaron la señal de 1H
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Figura B.4: Coeciente de difusión de agua connada en CNT−1 y CNT−2
(símbolos rojos y azules). Los símbolos morados son resultados de nuestros
experimentos mientras que los narnajas son obtenidos de la referencia [9]. La
línea negra representa los valores esperados para agua bulk.
RMN a temperaturas por debajo de 263 K: Los autores atribuyeron esta
señal al agua en el interior de los nanotubos. Una posible diferencia entre
los dos experimentos es la cantidad de agua, la cual no sería suciente para
ser detectada con nuestras condiciones. Aunque el diámetro de los nanotubos
es similar en ambos experimentos (1 − 2 nm vs 2,3 nm en [9]) la longitud
de los mismos es menor en los nuestros (1 − 3 µm vs 12 − 18 µm en [9]).
Otra diferencia es que en nuestros experimentos hemos utilizado nanotubos
single-wall, mientras que los autores de [9] utilizaron multiple walled.
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Efecto de concentración en CV ,
Cp, κT y c evaluada en la
pseudo-isócora
Para comparar los resultados obtenidos mediante simulaciones molecu-
lares a diferentes concentraciones, seguimos la expresión 7.4 para estimar la
velocidad del sonido a lo largo de la pseudo-isócora.
En primer lugar calculamos la capacidad caloríca a volumen CV cons-
tante mostrada en la gura C.1-a a dos concentraciones: 0.7 M (línea naranja)
y a 1,323 mol kg−1 (línea azul). En esta gura, por encima de 273 K, ambos
sistemas (0.7 M y 1,323 mol kg−1) muestran el mismo comportamiento. A
menores temperaturas ambas funciones presentan una ligera diferencia. Se
observó un comportamiento similar también para Cp (Fig. C.1-b), donde la
capacidad caloríca a presión constante es cualitativamente igual.







































Figura C.1: Capacidad caloríca a volumen constante (panel-a) y presión
constante (panel-b) calculados a lo largo de la pseudo-isócora (ver tabla 7.3)
a concentraciones 0.7 M (cuadrados) y 1,323 mol kg−1 (círculos).
Calculamos la compresibilidad isoterma (Fig. C.2) para ambas concen-
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traciones. A baja concentración (0.7 M) κT no alcanza un máximo en el
rango de temperaturas estudiado pero se aprecia una tendencia a crecer a
menores temperaturas. A una concentración mayor (1,323 mol kg−1), la com-
presibilidad presenta un claro máximo. Se puede suponer que, a menores con-
centraciones este máximo se desplaza a menores temperaturas. Este análisis,
muestra que la concentración de sal afecta notablemente a la compresibilidad
isotérmica.


















Figura C.2: Compresibilidad isotérmica en función de la temperatura calcu-
lada para el modelo Madrid en condiciones pseudo-isócoras (ver tabla 7.3) a
concentraciones 0.7 M (cuadrados naranjas) y 1,323 mol kg−1 (círculos azu-
les).
Con los resultados de CV , Cp y κT obtenidos previamente, (guras C.1-
a, C.1-b y C.2 respectivamente), utilizamos la ecuación 7.4 para estimar la
velocidad del sonido c (mostrada en la gura C.3).
Aunque no hay una clara inuencia de la concentración en las capaci-
dades calorícas, κT es la propiedad más relevante a la hora de calcular la
velocidad del sonido como se demostró en la Ref. [1]. El desplazamiento del
máximo de κT a alta concentración de sal (1,323 mol kg−1), mostrado en la
gura C.2, puede causar un desplazamiento de c. En la gura C.3, se muestra
la velocidad del sonido calculada de 220 K a 373 K. Representamos la veloci-
dad del sonido calculada para una disolución de NaCl 0.7 M (línea naranja)
y para 1,323 mol kg−1 (línea azul). Observamos una clara discrepancia entre
ambos ajustes justicada por el desplazamiento de κT . A una alta concen-
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Figura C.3: Velocidad del sonido calculada desde T = 220 K a T = 373 K
en la pseudo-isócora (tabla 7.3) con el modelo Madrid a dos concentraciones
de sal: 0.7 M (cuadrados y línea naranja) y 1,323 mol kg−1 (círculos y línea
azul).
tración hay un mínimo de c a T = 283 K mientras que a 0.7 M no se aprecia
ningún mínimo, aparentemente alcanzado a menores temperaturas.
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