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Abstract The structural analysis, i.e., the investigation of the differential-algebraic
nature, of circuits containing simple elements, i.e., resistances, inductances and
capacitances is well established. However, nowadays circuits contain all sorts of
elements, e.g. behavioral models or partial differential equations stemming from
refined device modelling. This paper proposes the definition of generalized circuit
elements which may for example contain additional internal degrees of freedom,
such that those elements still behave structurally like resistances, inductances and
capacitances. Several complex examples demonstrate the relevance of those defi-
nitions.
1 Introduction
Circuits or electric networks are a common modeling technique to describe the
electrotechnical behavior of large systems. Their structural analysis, i.e., the inves-
tigation of the properties of the underlying differential-algebraic equations (DAEs),
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has a long tradition. For example Bill Gear studied in 1971 ‘the mixed differential
and algebraic equations of the type that commonly occur in the transient analysis
of large networks’ in [21]. At that time several competing formulations were used
in the circuit simulation community, for example the sparse tableau analysis (STA)
was popular. This changed with the introduction of the modified nodal analysis
(MNA) by Ho et. al in [26] and the subsequent development of the code SPICE
[33]. Nowadays all major circuit simulation tools are using some dialect of MNA,
e.g. the traditional formulation or the flux/charge oriented one [20]. The mathe-
matical structure has been very well understood in the case of simple elements,
i.e., resistances, inductances and capacitances as well as sources [25,19].
However, the complexity of element models has increased quickly. For exam-
ple, the semiconductor community develops various phenomenological and phys-
ical models, which are standardized e.g. in the BSIM (Berkeley Short-channel
IGFET Model) family, [40]. The development of mixed-mode device simulation has
become popular, which is mathematically speaking the coupling of DAEs with par-
tial differential equations (PDEs), e.g. [36,30,22,24]. Even earlier, low frequency
engineers have established field-circuit-coupling, i.e., the interconnection of finite el-
ement machine models with circuits, first based on loop analysis, later (modified)
nodal analysis e.g. [35,16].
Until now, the structural DAE analysis of circuits which are based on complex
(‘refined’) elements has mainly been carried out on a case by case basis, e.g. for el-
liptic semiconductor models in [1], parabolic-elliptic models of electrical machines
in [41,2,13] and hyperbolic models stemming from the full set of Maxwell’s equa-
tions in [4]. Based on the analysis made in [13], this contribution aims for a more
systematic analysis: we consider each element as an arbitrary (smooth) function of
voltages, currents, internal variables and their derivatives. Then, we formulate sets
of assumptions (‘generalized elements’) on these functions, e.g. which quantity is
derived or which DAE-index does the function have. Based on these assumptions
we proof a DAE index result that generalizes [19]. Not surprisingly, it turns out
that our generalized elements are natural generalizations of the classical elements,
i.e., resistances, inductances and capacitances. All results are formulated in the
context of electrical engineering but the presented approach is also of interest for
the analysis and simulation of other networks such as gas transport networks [28,
23,5] or power networks [31].
The paper is structured as follows: we start with a few basic mathematical
definitions and results in Section 2, then we give the definitions of our generalized
elements and some simple examples in Section 3. In Section 4 we discuss the
mathematical modeling of circuits by modified nodal analysis. Finally, 5 proves
the new DAE index results which are then applied to several very complex refined
models in Section 6.
2 Mathematical Prelimenaries
Let us collect some basic notations and definitions:
Definition 1 A function f : Rm → Rm is called strongly monotone if and only if
there is a constant c > 0 such that
∀ x, x¯ ∈ Rm : 〈f(x)− f(x¯), x− x¯〉 ≥ c‖x− x¯‖2.
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Lemma 1 Let M ∈ Rm×m be a matrix. Then, the linear function f(x) := Mx is
strongly monotone if and only if M is positive definite.
Proof If f(x) := Mx is strongly monotone we find a constant c > 0 such that for
all x ∈ Rm with x 6= 0
〈Mx, x〉 = 〈f(x)− f(0), x− 0〉 ≥ c‖x − 0‖ > 0,
that means M is positive definite. Next, we show the opposite direction. Let M be
positive definite. We split M into its symmetric and non-symmetric part
M =Ms +Mn, Ms =
1
2
(M +M⊤), Mn =
1
2
(M −M⊤).
Consequently, for all x ∈ Rm with x 6= 0,
〈Msx, x〉 = 〈Mx, x〉 > 0.
Since Ms is symmetric, we find a unitary matrix T and a diagonal matrix D such
that Ms = T
−1DT . We get that
0 < 〈Msx, x〉 = 〈T
−1
DTx, x〉 = 〈DTx,Tx〉 =
m∑
j=1
djjy
2
j with y := Tx.
Choosing the unit vectors y := ei, we find that dii > 0 for all i = 1, ..., m. Defining
c := mini=1,...,m dii, we see that for all x ∈ R
m
〈Mx,x〉 = 〈Msx, x〉 ≥
m∑
j=1
cy
2
j = c‖Tx‖
2 = c‖x‖2.
Finally, we obtain, for any x, x¯ ∈ Rm
〈f(x)− f(x¯), x− x¯〉 = 〈M(x− x¯), x− x¯〉 ≥ c‖x− x¯‖2.
⊓⊔
Definition 2 A function f : Rm × Rn → Rm is called strongly monotone with
respect to x if and only if there is a constant c > 0 such that
∀ y ∈ Rn ∀ x, x¯ ∈ Rm : 〈f(x, y)− f(x¯, y), x− x¯〉 ≥ c‖x − x¯‖2.
Remark 1 In case of variable matrix functionsM(y), the function f(x, y) :=M(y)x
might be not strongly monotone with respect to x even if M(y) is positive definite
for each y. For strong monotony, one has to ensure that the eigenvalues of the sym-
metric part of M(y) can be bounded from below by a constant c > 0 independent
of y.
Lemma 2 Let f = f(x, y) : Rm × Rn → Rm be strongly monotone with respect to x
and continuous. Then, there is a uniquely defined continuous function g : Rn → Rm
such that f(g(y), y) = 0 for all y ∈ Rn.
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Proof For fixed y ∈ Rn we define Fy : Rm → Rm by
Fy(x) := f(x, y) ∀x ∈ R
m
.
Since f is strongly monotone with respect to x, the function Fy is strongly mono-
tone. The Theorem of Browder-Minty, e.g. [44] and [34], provides a unique zy ∈ R
m
such that Fy(zy) = 0 and, hence, f(zy, y) = 0. We define g : R
n → Rm by
g(y) := zy.
Obviously, f(g(y), y) = 0 for all y ∈ Rn. It remains to show that g is continuous.
Let (yk) be a convergent series in R
n with yk → y∗ ∈ R
n for k → ∞. Since f is
strongly monotone with respect to x, there is a constant c > 0 such that
‖g(yk)− g(y∗)‖
2 ≤
1
c
〈f(g(yk), yk)− f(g(y∗), yk), g(yk)− g(y∗)〉
≤
1
c
‖f(g(yk), yk)− f(g(y∗), yk)‖ ‖g(yk)− g(y∗)‖
=
1
c
‖f(g(y∗), yk)‖ ‖g(yk)− g(y∗)‖
=
1
c
‖f(g(y∗), yk)− f(g(y∗), y∗)‖ ‖g(yk)− g(y∗)‖.
Since f is continuous, we may conclude that g(yk)→ g(y∗) for k →∞. ⊓⊔
Lemma 3 Let M ∈ Rm×k be a matrix and P ∈ Rk×k be a projector along ker M .
Additionally, let f = f(x, y) : Rm × Rn → Rm be strongly monotone with respect to
x and continuous as well as r : Rn → Rm be a continuous function. Then, there is a
continuous function g : Rn → Rk such that
M
⊤
f(Mz, y) + P⊤r(y) = 0 if and only if Pz = g(y). (1)
Proof In the degenerated case that M = 0 we have P = 0 and the zero function
g(y) ≡ 0 fulfills obviously the equivalence (1). Let be M 6= 0 for the further
considerations. We chose a a basis B of imP . For r := rankP , we form the full-
column rank matrix P˜ ∈ Rk×r as a matrix whose columns consist of all basis
vectors of B. By construction, kerMP˜ = {0} and, hence, the matrix (MP˜ )⊤MP˜
is non-singular. Next, we introduce a function F : Rr × Rn → Rr by
F (u, y) := (MP˜ )⊤f(MP˜u, y) + P˜⊤P⊤r(y).
Since f is continuous, also F is continuous. From the strong monotony of f with
respect to x we can also conclude the strong monotony of F with respect to u since
there is a constant c > 0 such that, for all y ∈ Rn and for all u, u¯ ∈ Rr,
〈F (u, y)− F (u¯, y), u− u¯〉 = 〈(MP˜ )⊤f(MP˜u, y)− (MP˜ )⊤f(MP˜ u¯, y), u− u¯〉
= 〈f(MP˜u, y)− f(MP˜u¯, y),MP˜u−MP˜ u¯〉
≥ c‖MP˜u−MP˜ u¯‖2
and
‖u− u¯‖ = ‖((MP˜ )⊤MP˜ )−1(MP˜ )⊤MP˜ (u− u¯)‖
≤ ‖((MP˜ )⊤MP˜ )−1(MP˜ )⊤‖ ‖MP˜ (u− u¯)‖
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which implies
〈F (u, y)− F (u¯, y), u− u¯〉 ≥
c
c1
‖u− u¯‖2
for c1 := ‖((MP˜ )
⊤MP˜ )−1(MP˜ )⊤‖2 > 0 since M is a non-zero matrix. From
Lemma 2 we know that there is a unique continuous function G : Rn → Rr such
that
F (G(y), y) = 0 ∀ y ∈ Rn.
It means that F (u, y) = 0 if and only if u = G(y). Next, we show that the function
g : Rn → Rk defined by
g(y) := P˜G(y)
satisfies the equivalence (1). First, we see that
P˜
⊤
M
⊤
f(Mg(y), y) + P˜⊤P⊤r(y) = F (G(y), y) = 0.
By construction of P˜ , we know that ker P˜⊤ = ker P⊤ and, therefore,
P
⊤
M
⊤
f(Mg(y), y) + P⊤P⊤r(y) = 0.
Since P is a projector along ker M , we see that M =MP and, hence,
M
⊤
f(Mg(y), y) + P⊤r(y) = 0.
From here, we can directly conclude the following direction of the equivalence
(1). If Pz = g(y) then M⊤f(Mz, y) + P⊤r(y) = 0. Finally, we show the opposite
direction. If M⊤f(Mz, y) + P⊤r(y) = 0 then we again exploit the monotony of f
in order to obtain
0 = 〈M⊤f(Mz, y) + P⊤r(y)−M⊤f(Mg(y), y)− P⊤r(y), z − g(y)〉
= 〈f(Mz, y)− f(Mg(y), y),Mz −Mg(y)〉 ≥ c‖Mz −Mg(y)‖,
that means M(z − g(y)) = 0. By assumption we have ker M = ker P and, hence,
P (z − g(y)) = 0. It follows Pz = Pg(y) = PP˜G(y) = P˜G(y) = g(y). ⊓⊔
Corollary 1 Let M ∈ Rk×m be a matrix and P ∈ Rk×k be a projector along ker M .
Additionally, let r : Rn → Rm be continuous. Then, there is a continuous function
g : Rn → Rk such that
M
⊤
Mz + P⊤r(y) = 0 if and only if Pz = g(y). (2)
Proof It follows directly from Lemma 3 using the function F : Rm × Rn → Rm
defined by
F (x, y) := x.
⊓⊔
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Following [8] we call a function x(t) the solution of a general nonlinear DAE
f(x′, x, t) = 0 (3)
on an interval I ⊂ R, if x is continuously differentiable on I and satisfies (3) for
all t ∈ I.
Assumption 1 We assume solvability of (3), see e.g. [8, Definition 2.2.1], and that
all functions involved are sufficiently smooth.
Definition 3 ([8]) The minimum number of times that all or part of (3) must be
differentiated with respect to t in order to determine x′ as a continuous function
of x, t, is the index of the DAE.
3 Generalized Circuit Elements
In this section we define new classes of generalized circuit elements motivated
by the classical ones, i.e., resistances, inductances and capacitances. The first
inductance-like element is based on the definition in [13]. The original version
was designed to represent a specific class of models but also to be minimally inva-
sive in the sense that the proofs in [19] could still be used. The following definition
is more general and a new proof of the corresponding index results is given in
Section 5.
Definition 4 We define an inductance-like element as one element described by
fL
(
d
dt
mL(xL, iL, vL, t), xL, iL, vL, t
)
= 0
where there is at most one differentiation ddt needed to obtain a model description
of the form
d
dt
xL = χL(
d
dt
vL, xL, iL, vL, t) (4)
d
dt
iL = gL(xL, iL, vL, t) (5)
We call it a strongly inductance-like element if, additionally, the function
FL(v
′
L, xL, iL, vL, t) := ∂xLgL(xL, iL, vL, t)χL(v
′
L, xL, iL, vL, t)
+ ∂vLgL(xL, iL, vL, t)v
′
L (6)
is continuous and strongly monotone with respect to v′L.
Proposition 1 Linear inductances defined as
vL − L
d
dt
iL = 0 ,
with L being positive definite, are strongly inductance-like elements.
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Proof By inverting L we obtain without the need of any differentiation a model
description as required in (5) in Definition 4. Furthermore, FL(vL
′) = L−1v′L is
strongly monotone with respect to v′L due to L
−1 being positive definite and by
using Lemma 1 in Definition 2. ⊓⊔
Proposition 2 Flux formulated inductances defined as
vL =
d
dt
ΦL ,
ΦL = φ(iL, t) ,
with ∂iLφ(iL, t) being positive definite, are strongly inductance-like elements.
Proof we chose xL = ΦL. Then, one time differentiation of the second equation
yields ddtxL = ∂iLφ(iL, t)
d
dt iL + ∂tφ(iL, t) and exploiting the positive definiteness we
write ddt iL as in (5) Definition 4, for
gL(iL, vL, t) := ∂iLφ(iL, t)
−1 d
dt
xL − ∂tφ(iL, t) = ∂iLφ(iL, t)
−1
vL − ∂tφ(iL, t) .
Consequently, FL(vL
′, iL, t) = ∂iLφ(iL, t)
−1v′L and FL(vL
′, iL, t) is strongly monotone
with respect to v′L. The latter follows again from ∂iLφ(iL, t)
−1 being positive definite
and by using Lemma 1 in Definition 2. ⊓⊔
A more complex application of an electromagnetic element complying with this
definition can be found in Section 6.1.
Definition 5 We define a capacitance-like element as one element described by
fC
(
d
dt
mC(xC, iC, vC, t), xC, iC, vC, t
)
= 0
where there is at most one differentiation ddt needed to obtain a model description
of the form
d
dt
xC = χC(
d
dt
iC, xC, iC, vC, t) (7)
d
dt
vC = gC(xC, iC, vC, t) (8)
We call it a strongly capacitance-like element if, additionally, the function
FC(i
′
C, xC, iC, vC, t) := ∂xCgC(xC, iC, vC, t)χC(i
′
C, xC, iC, vC, t)
+ ∂iCgC(xC, iC, vC, t)i
′
C (9)
is continuous and strongly monotone with respect to i′C.
Proposition 3 Linear capacitances defined as
C
d
dt
vC − iC = 0 ,
with C being positive definite, are strongly capacitance-like elements.
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Proof Analogous to the proof in Proposition 1, we exploit the fact that C is positive
definite and here, FC(iC
′) = C−1i′C is shown to be strongly monote with respect to
i′C by using by using Lemma 1 and Definition 2. ⊓⊔
Proposition 4 Charge formulated capacitances defined as
iC =
d
dt
qC ,
qC = q(vC, t) ,
with ∂vCq(vC, t) being positive definite, are strongly capacitance-like elements.
Proof There proof is analogous to the one of Proposition 2 by setting xC = qC and
FC(i′C, vC, t) = ∂tq(vC, t)
−1i′C. ⊓⊔
Definition 6 We define a resistance-like element as one element described by
fR
(
d
dt
mR(xR, iR, vR, t), xR, iR, vR, t
)
= 0
where there is at most one differentiation ddt needed to obtain a model description
of the form
d
dt
xR = χR(xR, iR, vR, t) (10)
d
dt
iR = gR(
d
dt
vR, xR, iR, vR, t) (11)
We call it a strongly resistance-like element if, additionally, the function
gR(v
′
R, xR, iR, vR, t) (12)
is continuous and strongly monotone with respect to v′R.
Proposition 5 Linear resistances defined as
vR −RiR = 0 ,
with R being positive definite, are strongly resistance-like elements.
Proof Here, the equation is differentiated once to obtain
d
dt
vR −R
d
dt
iR = 0.
Now, analogously to the proof in 1, we exploit the positive definiteness of R to
invert it and obtain a function gR(v
′
R) = R
−1v′R, which is strongly monote with
respect to v′R. ⊓⊔
Remark 2 Definitions 4-6 are made for one-port elements or multi-port elements
which are structurally identically for each port and do not change their structure,
e.g. depending on state, time (or frequency). However, in practice an inductance-
like device may turn into a capacitance-like device depending on its working point.
Also, a two-port element may simply consist of an inductance and a capacitance.
Those examples are not covered by our generalizations.
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4 Circuit Structures and Circuit Graph Describing Matrices
In this section we define the common ingredients for the analysis of circuits, see
e.g. [37,19].
Assumption 2 Let a connected circuit be given whose elements belong to the set of
capacitance-like devices, inductance-like devices, resistance-like devices, voltage sources
and current sources.
We consider the element related incidence matricesAC, AL, AR, AV and AI whose
entries aij are defined by
aij =

+1 if branch j directs from node i
−1 if branch j directs to node i
0 else
where the index i refers to a node (except the mass node) and the index j refers to
branches of capacitance-like devices (AC), inductance-like devices (AL), resistance-
like devices (AR), voltage sources (AV) and current sources (AI).
Remark 3 If Assumption 2 is fulfilled then the incidence matrix A of the circuit is
given by A = [ACALARAV AI] and has full row rank (see [9]).
Lemma 4 Let a connected circuit be given and AX be the incidence matrix of all
branches of type X. All other branches shall be collected in the incidence matrix AY
such that the incidence matrix of the circuit is given by A = [AXAY]. Then,
1. the circuit contains no loops of only X-type branches if and only if AX has full
column rank,
2. the circuit contains no cutsets of only X-type branches if and only if AY has full
row rank.
Proof The incidence matrix of a subset S of branches of a circuit is non-singular
if and only if S forms a spanning tree [9]. From this we can conclude the following
statements.
1. The circuit contains no loops of only X-type branches if and only if there is a
spanning tree containing all X-type branches. The latter condition is equivalent
to the condition that AX has full column rank.
2. The circuit contains no cutsets of only X-type branches if and only if there
is a spanning tree containing only Y-type branches. The latter condition is
equivalent to the condition that AY has full row rank.
⊓⊔
Corollary 2 Let Assumption 2 be fulfilled. Then,
1. the circuit contains no loops of only voltage sources if and only if AV has full column
rank,
2. the circuit contains no cutsets of only current sources if and only if [ACALAR AV]
has full row rank.
10 Cortes Garcia, Scho¨ps, Strohm, Tischendorf
Since loops of only voltage sources and cutsets of only current sources are
electrically forbidden, we suppose the following assumption to be fulfilled.
Assumption 3 The matrix AV has full column rank and the matrix [ACALAR AV] has
full row rank.
Definition 7 We call a loop of branches of a circuit a CV-loop if it contains
only capacitance-like devices and voltage sources. We call a cutset of branches of a
circuit an LI-cutset if it contains only inductance-like devices and current sources.
Corollary 3 Let Assumption 2 be fulfilled. Then,
1. the circuit contains no CV-loops if and only if [ACAV] has full column rank,
2. the circuit contains no LI-cutsets if and only if [ACARAV] has full row rank.
5 DAE Index for Circuits with Generalized Lumped Models
Let Assumption 2 and Assumption 3 be fulfilled. Following the idea of the modified
nodal analysis for circuits, we introduce the nodal potentials e and form the circuit
equations as
ACiC +ARiR +AViV +ALiL +AIiS = 0, (13a)
A
⊤
V e = vS, (13b)
fL
(
d
dt
mL(xL, iL, A
⊤
L e, t), xL, iL, A
⊤
L e, t
)
= 0, (13c)
fC
(
d
dt
mC(xC, iC, A
⊤
C e, t), xC, iC, A
⊤
C e, t
)
= 0, (13d)
fR
(
d
dt
mR(xR, iR, A
⊤
R e, t), xR, iR, A
⊤
R e, t
)
= 0 (13e)
with given source functions iS = iS(t) for current sources and vS = vS(t) for voltage
sources.
Remark 4 Please note that the currents iC and iR are variables of the system (13).
This is in contrast to the traditional modified nodal analysis which is only based on
simple lumped elements such that these variables can be eliminated by explicitly
solving (13e) and (13d) for the currents iC and iR, respectively.
Theorem 1 Let Assumption 2 be fulfilled. Furthermore, let all resistance-like devices
be strongly resistance-like devices. If the circuit has no CV-loops and no LI-cutsets then
the differentiation index of the system (13) is at most index 1.
Proof Let QCV be a projector onto ker [ACAV]
⊤ and PCV := I −QCV. It allows us to
split
e = PCVe+QCVe.
For the capacitance-like devices and the voltage sources we find after at most one
differentiation of the device equations (13d) and (13b) that
A
⊤
C
d
dt
e = gC(xC, iC, A
⊤
C e, t) and A
⊤
V
d
dt
e =
d
dt
vS. (14)
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It implies
[ACAV]
([
A⊤C
A⊤V
]
d
dt
e−
[
gC(xC, iC, A
⊤
C e, t)
d
dtvS
])
= 0.
Applying Corollary 1 for M := [ACAV]
⊤, P := PCV,
z :=
d
dt
e, y := (xC, iC, e, t), f(y) :=
[
gC(xC, iC, A
⊤
C e, t)
d
dtvS(t)
]
, r(y) := 0
we find a continuous function f1 such that
PCV
d
dt
e = f1(xC, iC, e, t). (15)
Next we exploit the nodal equations (13a). Multiplication by Q⊤CV and one differ-
entiation yields
Q
⊤
CV(AR
d
dt
iR +AL
d
dt
iL +AI
d
dt
iS) = 0. (16)
For the resistance-like and inductance-like devices we get after at most one differ-
entiation of the device equations (13e) and (13c) that
d
dt
iR = gR(
d
dt
A
⊤
R e, xR, iR, A
⊤
R e, t) = gR(A
⊤
RQCV
d
dt
e+A⊤RPCV
d
dt
e, xR, iR, A
⊤
R e, t) (17)
and
d
dt
iL = gL(xL, iL, A
⊤
L e, t). (18)
Together with (15) and (16) we obtain
Q
⊤
CV
(
ARgR(A
⊤
RQCV
d
dt
e+A⊤R f1(xC, iC, e, t), xR, iR, A
⊤
R e, t)
+ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS
)
= 0. (19)
We choose a projector PR−CV along ker A⊤RQCV. Then, multiplication of (19) by
P⊤R−CV yields
Q
⊤
CVARgR(A
⊤
RQCV
d
dt
e+A⊤R f1(xC, iC, e, t), xR, iR, A
⊤
R e, t)
+P⊤R−CVQ
⊤
CV(ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS) = 0. (20)
It allows us to apply Lemma 3 for
M := A⊤R QCV, P := PR−CV, z :=
d
dt
e, y := (xC, iC, xR, iR, xL, iL, e, t),
and
f(x, y) := gR(x+A
⊤
R f1(xC, iC, e, t), xR, iR, A
⊤
R e, t),
r(y) := Q⊤CV(ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS).
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Thus, we find a continuous function f2 such that
PR−CV
d
dt
e = f2(xC, iC, xR, iR, xL, iL, e, t). (21)
Since the circuit does not contain LI-cutsets, the matrix [ACARAV]
⊤ has full col-
umn rank (see Corollary 3). It implies for QR−CV := I − PR−CV that
ker QCV = ker A
⊤
RQCV = ker PR−CV = imQR−CV
and, therefore, QCV = QCVPR−CV. Consequently,
QCV
d
dt
e = QCVf2(xC, iC, xR, iR, xL, iL, e, t). (22)
Regarding (15), (22) and (17), we find continuous functions f3 and f4 such that
d
dt
e = f3(xC, iC, xR, iR, xL, iL, e, t) and
d
dt
iR = f4(xC, iC, xR, iR, xL, iL, e, t). (23)
Using again (13a), we get
[ACAV]
[
d
dt iC
d
dt iV
]
+AR
d
dt
iR +AL
d
dt
iL +AI
d
dt
iS = 0.
Together with (23) and (18) we have
[ACAV]
[
d
dt iC
d
dt iV
]
+ ARf4(xC, iC, xR, iR, xL, iL, e, t) +ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS = 0.
(24)
Since the circuit does not contain CV-loops, the matrix [ACAV] has full column
rank and, hence, ker [ACAV] = 0. Multiplying (24) by [ACAV]
⊤ allows us to apply
Corollary 1 for
M := [ACAV], P := I, z :=
[
d
dt iC
d
dt iV
]
, y := (xC, iC, xR, iR, xL, iL, e, t)
and
f(y) := ARf4(xC, iC, xR, iR, xL, iL, e, t) +ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS(t).
Consequently, we find a continuous function f5 such that[
d
dt iC
d
dt iV
]
= f5(xC, iC, xR, iR, xL, iL, e, t). (25)
Finally, we obtain from (4) and (23) that
d
dt
xL = χL(A
⊤
L f3(xC, iC, xR, iR, xL, iL, e, t), xL, iL, vL, t) (26)
and from (7) and (25) that
d
dt
xC = χC([I 0]f5(xC, iC, xR, iR, xL, iL, e, t), xC, iC, vC, t). (27)
Consequently, the equations (23), (18), (25) and (26), (27), (10) represent an ex-
plicit ordinary differential equation system. That means the differentiation index
of the circuit system (13) is at most 1. ⊓⊔
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Theorem 2 Let Assumption 2 and Assumption 3 be fulfilled. Furthermore, let all
resistance-like devices be strongly resistance-like devices. Additionally, let all inductance-
like devices belonging to LI-cutsets be strongly inductance-like devices and all capacitance-
like devices belonging to CV-loops be strongly capacitance-like devices. Then, the dif-
ferentiation index of the system (13) is at most index 2.
Proof First, we follow the proof of Theorem 1 and derive the equations (14)-(21).
Then, multiplication of (19) by Q⊤R−CV := I − P
⊤
R−CV yields
Q
⊤
R−CVQ
⊤
CV(ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS) = 0. (28)
Differentiating (28) once again, we obtain
Q
⊤
R−CVQ
⊤
CV
(
AL∂xLgL(xL, iL, A
⊤
L e, t)
d
dt
xL +AL∂iLgL(xL, iL, A
⊤
L e, t)
d
dt
iL
+AL∂vLgL(xL, iL, A
⊤
L e, t)
d
dt
A
⊤
L e+AL∂tgL(xL, iL, A
⊤
L e, t) +AI
d2
dt2
iS
)
= 0.
Next, we plug in (4) and (18). Hence,
Q
⊤
R−CVQ
⊤
CV
(
AL∂xLgL(xL, iL, A
⊤
L e, t)χL(
d
dt
A
⊤
L e, xL, iL, vL, t) +AL∂vLgL(xL, iL, A
⊤
L e, t)
d
dt
A
⊤
L e
+AL∂iLgL(xL, iL, A
⊤
L e, t)gL(xL, iL, A
⊤
L e, t) +AL∂tgL(xL, iL, A
⊤
L e, t) +AI
d2
dt2
iS
)
= 0.
Using (6), we see that
Q
⊤
R−CVQ
⊤
CV
(
ALFL(
d
dt
A
⊤
L e, xL, iL, A
⊤
L e, t) +AL∂tgL(xL, iL, A
⊤
L e, t)
+AL∂iLgL(xL, iL, A
⊤
L e, t)gL(xL, iL, A
⊤
L e, t) +AI
d2
dt2
iS
)
= 0. (29)
Regarding (21) and (15), we can split
d
dt
A
⊤
L e = A
⊤
LQCVQR−CV
d
dt
e+A⊤LQCVPR−CV
d
dt
e+A⊤L PCV
d
dt
e
= A⊤LQCVQR−CV
d
dt
e+A⊤LQCVf2(xC, iC, xR, iR, xL, iL, e, t) +A
⊤
L f1(xC, iC, e, t).
We choose a projector PLI− cut along kerA
⊤
L QCVQR−CV. Since the circuit does not
contain I-cutsets, the matrix [ACAR AVAL]⊤ has full column rank (see Corollary
2). It implies, for QLI− cut := I − PLI− cut, that
ker QCVQR−CV = ker A
⊤
LQCVQR−CV = ker PLI− cut = imQLI− cut
and, therefore, QCVQR−CV = QCVQR−CVPLI− cut as well as Q
⊤
R−CVQ
⊤
CV = P
⊤
LI− cutQ
⊤
R−CVQ
⊤
CV.
Consequently, we can apply Lemma 3 onto (29) with
M := A⊤L QCVQR−CV, P := PLI− cut, z :=
d
dt
e, y := (xC, iC, xR, iR, xL, iL, e, t),
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and
f(x, y) := FL(x+A
⊤
L QCVf2(xC, iC, xR, iR, xL, iL, e, t) +A
⊤
L f1(xC, iC, e, t), xL, iL, A
⊤
L e, t),
r(y) := Q⊤R−CVQ
⊤
CVAL∂iLgL(xL, iL, A
⊤
L e, t)gL(xL, iL, A
⊤
L e, t)
+Q⊤R−CVQ
⊤
CV
(
AL∂tgL(xL, iL, A
⊤
L e, t) +AI
d2
dt2
iS(t)
)
.
Thus, we find a continuous function f6 such that
PLI− cut
d
dt
e = f6(xC, iC, xR, iR, xL, iL, e, t). (30)
implying
QCVQR−CV
d
dt
e = QCVQR−CVf6(xC, iC, xR, iR, xL, iL, e, t). (31)
Regarding (21) and (15) again, we obtain
d
dt
e = f7(xC, iC, xR, iR, xL, iL, e, t) (32)
for
f7(xC, iC, xR, iR, xL, iL, e, t) := QCVQR−CVf6(xC, iC, xR, iR, xL, iL, e, t)
+QCVf2(xC, iC, xR, iR, xL, iL, e, t) + f1(xC, iC, e, t).
Regarding (17), we get a continuous function f7 such that
d
dt
iR = f7(xC, iC, xR, iR, xL, iL, e, t). (33)
Using again (13a), we get
[ACAV]
[
d
dt iC
d
dt iV
]
+AR
d
dt
iR +AL
d
dt
iL +AI
d
dt
iS = 0.
Together with (33) and (18) we have
[ACAV]
[
d
dt iC
d
dt iV
]
+ ARf7(xC, iC, xR, iR, xL, iL, e, t) +ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS = 0.
(34)
We choose a projector PCV − loop along ker [ACAV]. Multiplying (34) by [ACAV]
⊤ allows
us to apply Corollary 1 for
M := [ACAV], P := PCV − loop, z :=
[
d
dt iC
d
dt iV
]
, y := (xC, iC, xR, iR, xL, iL, e, t)
and
f(y) := ARf7(xC, iC, xR, iR, xL, iL, e, t) +ALgL(xL, iL, A
⊤
L e, t) +AI
d
dt
iS(t).
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Consequently, we find a continuous function f8 such that
PCV− loop
[
d
dt iC
d
dt iV
]
= f8(xC, iC, xR, iR, xL, iL, e, t). (35)
Rewriting (14) as equation system in column form and multiplication by Q⊤CV− loop
yields
Q
⊤
CV− loop
[
gC(xC, iC, A
⊤
C e, t)
d
dtvS
]
= 0.
Differentiating this equation and regarding (7), (32) as well as (9), we obtain
Q
⊤
CV− loop
[
d
dtgC(xC, iC, A
⊤
C e, t)
d2
dt2
vS
]
= 0 (36)
with
d
dt
gC(xC, iC, A
⊤
C e, t)
= ∂xCgC(xC, iC, A
⊤
C e, t)χC(
d
dt
iC, xC, iC, A
⊤
C e, t) + ∂iCgC(xC, iC, A
⊤
C e, t)
d
dt
iC
+ ∂vCgC(xC, iC, A
⊤
C e, t)A
⊤
C f7(xC, iC, xR, iR, xL, iL, e, t) + ∂tgC(xC, iC, A
⊤
C e, t)
= FC(
d
dt
iC, xC, iC, A
⊤
C e, t)
+ ∂vCgC(xC, iC, A
⊤
C e, t)A
⊤
C f7(xC, iC, xR, iR, xL, iL, e, t) + ∂tgC(xC, iC, A
⊤
C e, t).
Using (35), we can split
d
dt
iC =
[
I 0
] [ d
dt iC
d
dt iV
]
=
[
I 0
]
QCV− loop
[
d
dt iC
d
dt iV
]
+
[
I 0
]
PCV− loop
[
d
dt iC
d
dt iV
]
=
[
I 0
]
QCV − loop
[
d
dt iC
d
dt iV
]
+
[
I 0
]
f8(xC, iC, xR, iR, xL, iL, e, t).
Since the circuit has no V-loop, the matrix AV has full column rank, see Corollary
2. It implies
ker
[
I 0
]
QCV− loop = ker
[
I 0
AC AV
]
QCV− loop = kerQCV− loop.
Rewriting (36) as
Q
⊤
CV− loop
[
I
0
]
d
dt
gC(xC, iC, A
⊤
C e, t) +Q
⊤
CV− loop
[
0
I
]
d2
dt2
vS = 0.
allows us to apply Lemma 3 with
M :=
[
I 0
]
QCV− loop, P := QCV− loop, z :=
[
d
dt iC
d
dt iV
]
, y := (xC, iC, xR, iR, xL, iL, e, t)
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and
f(x, y) := FC(x+
[
I 0
]
f8(xC, iC, xR, iR, xL, iL, e, t), xC, iC, A
⊤
C e, t)
+ ∂vCgC(xC, iC, A
⊤
C e, t)A
⊤
C f7(xC, iC, xR, iR, xL, iL, e, t) + ∂tgC(xC, iC, A
⊤
C e, t),
r(y) :=
[
0
I
]
d2
dt2
vS(t).
It means that we find a continuous function f9 such that
QCV− loop
[
d
dt iC
d
dt iV
]
= f9(xC, iC, xR, iR, xL, iL, e, t).
Combining it with (35) we get[
d
dt iC
d
dt iV
]
= f8(xC, iC, xR, iR, xL, iL, e, t) + f9(xC, iC, xR, iR, xL, iL, e, t). (37)
Finally, we obtain from (4) and (32) that
d
dt
xL = χL(A
⊤
L f7(xC, iC, xR, iR, xL, iL, e, t), xL, iL, vL, t) (38)
and from (7) and (37) that
d
dt
xC = χC([I 0](f8 + f9)(xC, iC, xR, iR, xL, iL, e, t), xC, iC, vC, t). (39)
Consequently, the equations (32), (18), (37) and (38), (39), (10) represent an ex-
plicit ordinary differential equation system. That means the differentiation index
of the circuit system (13) is at most 2. ⊓⊔
Theorems 1 and 2 contain the results of [19] in the case of circuits that only
contain simple lumped elements in either traditional, i.e., Prop. 1, 5 and 3, or
flux/charge formulation, i.e. Prop. 2 and 4. Some minor differences arise due to
Remark 4, e.g., loops of capacitances lead to index-2 systems since the corre-
sponding current iC is not eliminated from the system (13). Similarly, results for
many refined models, for example when considering [41,2,13] as inductance-like
elements, are included in Theorems 1 and 2. The next section discusses a few
challenging examples.
6 Refined models
We present examples for refined models based on PDEs describing electromagnetic
fields, that are coupled to the circuit system of DAEs and can be categorized with
the generalized elements of Section 3.
All models appearing in this section arise from Maxwell’s equations [29,27].
Those can be written in differential form for a system at rest as
∇×E = −∂tB , (40a)
∇×H = ∂tD+ J , (40b)
∇ ·D = ρ , (40c)
∇ ·B = 0 , (40d)
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where E is the electric field strength, B the magnetic flux density, H the magnetic
field strength, D the electric flux density and J the electric current density. All
these quantities are vector fields Ω×I → R3 defined in a domain Ω ⊂ R3 and time
interval I ⊂ R. The electric charge density ρ is a scalar field Ω × I → R.
The field quantities are related to each other through the material equations
D = εE , Jc = σE , H = µB , (41)
where ε is the electric permittivity, σ the electric conductivity and µ the magnetic
permeability. They are rank-2 tensor fields Ω → R3×3. The current density in
(40b) can be divided into the conduction current density Jc of (41) and the source
current density Js
J = Jc + Js . (42)
The inverse of the material relations in (41) is defined through the electric resis-
tivity ρ : Ω → R3×3 and the magnetic reluctivity ν : Ω → R3×3 such that
E = ρJc , B = νH . (43)
Assumption 4 ([15]) We divide the space domain Ω into three disjoint subdomains
Ωc (the conducting domain), Ωs (the source domain) and Ω0 (the excitation-free do-
main) such that
– the material tensors ε, µ and ν are positive definite on the whole subdomain Ω.
– the material tensors ρ and σ are positive definite in Ωc and zero everywhere else.
– the source current density is only nonzero in Ωs.
In order to simulate Maxwell’s equations and its approximations, often poten-
tials are defined, that allow to rewrite the equations as systems of PDEs that can
be resolved. For the examples that are presented next, the magnetic vector poten-
tial A : Ω × I → R3 and the electric scalar potential φ : Ω × I → R are relevant.
They are defined such that
B = ∇×A and E = −∂tA−∇φ . (44)
Following the finite integration technique (FIT), originally introduced in 1977
by Thomas Weiland [43], the discrete version of (40) is obtained as Maxwell’s grid
equations [39]
Ce = −
d
dt
b C˜h =
d
dt
d+ j S˜d = q Sb = 0 , (45)
here C, C˜ = C⊤(see [39]) and S, S˜ are the discrete curl, dual curl, divergence and
dual divergence operators, respectively. The discrete field vectors e, b, h, d, j and q
are integrated quantities over points, edges, facets and volumes of two dual grids.
Also, the material relations (41) and (43) can be formulated through the material
matrices M⋆ as
d =Mεe jc =Mσe h =Mµb e =Mρjc b =Mνh . (46)
Analogous to the continuous case, discrete potentials can be defined, which lead
to the relation
b = Ca e = −
d
dt
a−GΦ¯ , (47)
where a and Φ¯ are the discrete magnetic vector potential and electric scalar po-
tential, respectively and G = −S˜⊤ (see [39]) is the discrete gradient operator.
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Assumption 5 The boundary of the domain Γ = ∂Ω is divided into three disjoint
sets Γneu,0, Γdir,0 and Γs, with
Γ = Γneu,0 ∪ Γdir,0 ∪ Γs .
Here, Γneu,0 and Γdir,0 are the parts where homogeneous Neumann and Dirichlet boundary
conditions are imposed and Γs where the field equation is excited.
In case of a device described by Maxwell’s equations and coupled to a circuit
through boundary conditions, Γs represents the area where the device is connected
to the surrounding network.
Assumption 6 We assume that at least the homogeneous Dirichlet boundary condi-
tions of Γdir,0 are already incorporated into the discrete operator matrices, such that the
gradient operator matrix G = −S˜⊤ has full column rank.
This is a standard assumption and has already been shown and used e.g. in [3,15].
Remark 5 Both material as well as operator matrices with similar properties are
also obtained with a finite element (FE) discretization of the partial differential
equations obtained from Maxwell’s equations, whenever appropriate basis and test
functions are used, that fulfil the discrete de Rham sequence [7,13]. Therefore, the
subsequent analysis of the discretized systems is also valid for FE discretizations.
6.1 Inductance-like element
In the following we give an example of an electromagnetic (EM) device, with its
formulation taken from [4], based upon full wave Maxwell’s equation, that fits the
form of a strong inductance-like element.
In the absence of source terms and Neumann boundary conditions, i.e.,
Ωs, Γneu,0 = ∅, one possibility to rewrite Maxwell’s equations in terms of potentials
is given by the following second order PDE system (see [3])
ε∇∂tφ+ ζ∇ [ξ∇ · (ζA)] = 0 in Ω , (48a)
∇× (ν∇×A) + ∂t [ε (∇φ+ ∂tA)] + σ (∇φ+ ∂tA) = 0 in Ω , (48b)
where ζ and ξ are artificial material tensors whose choice is discussed for example
in [12] and [10]. We refer to system (48) as the A−φ formulation which makes use
of a grad-type Lorenz gauge condition in order to avoid ambiguity of the potentials,
see [3] [12]. Let vL and iL be the time-dependent branch voltages and currents of
the element, respectively. With Assumption 5 given, we complete (48) with the
boundary conditions
∇×A = 0 in Γdir,0 , (49a)
φ = 0 in Γdir,0 , (49b)
φ = vL in Γs . (49c)
The branch currents iL shall comply with the model∫
Γs
∇× (ν∇×A) · dS = iL . (50)
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In order to apply the method of lines, we spatially discretize the system (48)
using e.g. the finite integration technique. Since most of the required matrices and
quantities were already introduced in this section’s preliminaries, we proceed with
the circuit coupling which is archived via the boundaries only (Ωs = ∅).
Given Assumption 6, the homogeneous Dirichlet boundaries (49a) and (49b)
are already incorporated into the discrete operator matrices, e.g. G or C˜. To incor-
porate the inhomogeneous Dirichlet boundary conditions, we split Φ¯ into Φs and
Φ, belonging to the degrees of freedom in Γs and the rest, as follows
Φ¯ = QsΦ+ PsΦs , (51)
with basis matrices Qs and Ps of full column rank. The boundary voltage excitation
(49c) is then obtained by setting Φs = ΛsvL with the element’s terminal to Γ
(j)
s ’s
degrees of freedom mapping
(Λs)ij =
{
1, if (Φs)i belongs to the j-th terminal Γ
(j)
s
0, otherwise.
Here, Γs = Γ
(1)
s ∪ . . . ∪ Γ
(k)
s , for a k-port device, where
Γ
i
s ∩ Γ
j
s = ∅, for i 6= j .
With the junction Ys = PsΛs the discrete gradient in (47) reads:
GΦ¯ = GQsΦ+GYsvL .
Remark 6 Note that, as the different terminals Γ (j)s are disjoint, per construction,
Λs, and therefore also Ys, have full column rank.
The spatially discretized version of (48) with incorporated boundary conditions
(49) is then given by
Q
⊤
s S˜MεGQs
d
dt
Φ+Q⊤s S˜MζGMξS˜Mζa = 0 , (52)
C˜MνCa+
d
dt
[Mε (GQsΦ+GYsvL + pi)] +Mσ
(
GQsΦ+GYsvL +
d
dt
a
)
= 0 , (53)
d
dt
a− pi = 0 , (54)
where pi is a discrete quasi-canonical momentum introduced in order to avoid
second order derivatives. The discretized current coupling model of (50) reads
iL =Y
⊤
s S˜C˜MνCa . (55)
For xL = (Φ, a, pi), we define the system matrices
M :=
Q⊤s S˜MεGQs 0 0MεGQs Mσ Mε
0 I 0
 , A :=
 0 Q⊤s S˜MζGMξS˜Mζ 0MσGQs C˜MνC 0
0 0 −I
 ,
N :=
 0MεGYs
0
 , B :=
 0MσGYs
0
 ,
F :=
[
0 Y ⊤s S˜C˜MνC 0
]
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from which we conclude the EM device’s element description
fL
(
d
dt
mL(xL, iL, vL, t), xL, iL, vL, t
)
:=
(
M ddtxL +AxL +BvL +N
d
dtvL
iL − FxL
)
= 0 . (56)
Proposition 6 Provided Assumptions 4, 5 and 6 are fulfilled and the absence of inner
sources and Neumann boundary conditions, the EM device, whose model is given by
the element description (56), is a strongly inductance-like element.
Proof The discrete gradient operator G and basis matrix Qs have full column rank
by Assumption 6 and construction (51). Further it is G = −S˜⊤ and together
with Mε being positive definite, as of Assumption 4, we deduce that the Laplace-
operator LQ := Q
⊤
s S˜MεGQs is non-singular. Hence, we find
M
−1 =
 L−1Q 0 00 0 I
−GQsL
−1
Q M
−1
ε −M
−1
ε Mσ
 .
Therefore, we can define the following matrices
A˜ :=M−1A =
 0 L−1Q H 00 0 −I
M−1ε MσGQs −GQsL
−1H +M−1ε C˜MνC M
−1
ε Mσ
 ,
B˜ :=M−1B =
 00
M−1ε MσGYs
 , N˜ :=M−1N =
 00
GYs

with H := Q⊤s S˜MζGMξS˜Mζ and deduce from (56) a description for
d
dtxL of the
form (4)
d
dt
xL = −A˜xL − B˜vL − N˜
d
dt
vL =: χL(
d
dt
vL, xL, iL, vL, t) . (57)
Next, we differentiate (56) once, in particular the second part, and insert the
expression for ddtxL from (57) yielding
d
dt
iL = F (−A˜xL − B˜vL − N˜
d
dt
vL) = −FA˜xL − FB˜vL =: gL(xL, iL, vL, t).
Thus, we found an expression of ddt iL fitting (5). Finally, we observe that
FL(v
′
L, xL, iL, vL, t) := ∂xLgL(xL, iL, vL, t)χL(v
′
L, xL, iL, vL, t)
+ ∂vLgL(xL, iL, vL, t)v
′
L
= FA˜A˜xL + FA˜B˜vL + FA˜N˜v
′
L − FB˜︸︷︷︸
=0
v
′
L
is continuous and strongly monotone with respect to v′L, see Lemma 1 using that
FA˜N˜ = −Y ⊤s S˜C˜MνCGYs = Y
⊤
s G
⊤C⊤MνCGYs is positive definite by construction.
We conclude that this model for an EM device fulfills the strongly inductance-like
property. ⊓⊔
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Remark 7 The fact that FM−1N vanishes, as obtained by elemental matrix opera-
tions, plays a key role in the EM device’s model fitting the inductance-like element
description.
For two different field approximations of Maxwell’s equations that result in
strongly inductance-like elements, see [13]. In contrast to our example, there the
strongly inductance-like element is given by the term ∂vLgL(xL, iL, vL, t)v
′
L in (6), like
in the case of classical and flux-formulated inductances.
6.2 Capacitance-like element
We consider the electroquasistatic field approximation of Maxwell’s equations [11,
15]. As in this approximation, the electric field E is rotation free, we can write it
in terms of only the electric scalar potential φ [15].
Given a time-dependent excitation vC, we can write the following boundary
value problem to describe an electroquasistatic field
∇ · σ∇φ+
d
dt
∇ · ε∇φ = 0 in Ω , (58a)
φ = 0 in Γdir,0 , (58b)
∂nφ = 0 in Γneu,0 , (58c)
φ = vC in Γs , (58d)
with n being the outer normal vector to Γneu,0. To couple the electroquasistatic
system (58) to a circuit, the extraction of a current is necessary, so as to obtain
an implicit voltage-to-current relation. For that we integrate the current density
(58a) over the boundary, where the connections to the circuit are located (Γs), i.e.∫
Γs
(
∇ · σ∇φ+
d
dt
∇ · ε∇φ
)
· dS = iC . (59)
We assume first a spatial discretization of the PDEs (58a) and (59) has been
applied, with only the boundary conditions
φ = 0 in Γdir,0 and ∂nφ = 0 in Γneu,0 . (60)
Analogously to the previous examples and given the homogeneous boundary con-
ditions of (60) are incorporated in the operator matrices, i.e., Assumption 6 holds,
the spatially discretized electroquasitatic field equation with circuit coupling equa-
tion is obtained as [15]
Q
⊤
s LσQsΦ+Q
⊤
s LεQs
d
dt
Φ+Q⊤s LσYsvC +Q
⊤
s LεYs
d
dt
vC = 0 , (61a)
Y
⊤
s LσQsΦ+ Y
⊤
s LεQs
d
dt
Φ+ Y ⊤s LσYsvC + Y
⊤
s LεYs
d
dt
vC = iC , (61b)
where Lσ = S˜MσS˜⊤ and Lε = S˜MεS˜⊤ are two Laplace matrices.
Proposition 7 For Qs and Ys, we have that
Qsx1 6= Ysx2, for x1, x2 6= 0 .
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Proof This property follows directly from the definition of both matrices. We have
Ysx2 = Psy2 and, by construction, the image of Ps are the discrete elements living
in Γs, while the image of Qs are the rest. Also, by construction, both matrices have
full column rank and thus a trivial kernel. ⊓⊔
Proposition 8 Provided Assumptions 4, 5 and 6 are fulfilled, then the semidiscrete
eletroquasistatic system of equations with circuit coupling equation (61) is a strongly
capacitance-like element.
Proof Due to Assumptions 6 and 4, and the fact that Qs has full column rank, we
start by rewriting (61a) as
d
dt
Φ = − (Q⊤s LεQs)
−1
Q
⊤
s LσQsΦ
− (Q⊤s LεQs)
−1
(
Q
⊤
s LεYs
d
dt
vC +Q
⊤
s LσYsvC
)
. (62)
Inserting this into (61b) yields
iC = Y
⊤
s
(
I − LεQs(Q
⊤
s LεQs)
−1
Q
⊤
s
)
LσQsΦ
+ Y ⊤s
(
I − LεQs(Q
⊤
s LεQs)
−1
Q
⊤
s
)
LσYsvC
+ Y ⊤s
(
Lε − LεQs(Q
⊤
s LεQs)
−1
Q
⊤
s Lε
)
Ys
d
dt
vC . (63)
Now we want to see that C = Y ⊤s
(
Lε − LεQs(Q⊤s LεQs)
−1Q⊤s Lε
)
Ys is positive
definite. For that, using again that Lε is symmetric positive definite (Assump-
tions 4 and 6) and thus its square root exists and is also symmetric positive
definite, we rewrite
C = Y ⊤s L
1
2
ε
(
I − L
1
2
ε Qs(Q
⊤
s LεQs)
−1
Q
⊤
s L
1
2
ε
)
L
1
2
ε Ys.
It can easily be seen that
(
I − L
1
2
ε Qs(Q
⊤
s LεQs)
−1Q⊤s L
1
2
ε
)
is a symmetric projector
and thus positive semidefinite. Therefore we have that C is positive semidefinite.
Let’s assume that there exists a vector x such that x⊤Cx = 0, then,(
I − L
1
2
ε Qs(Q
⊤
s LεQs)
−1
Q
⊤
s L
1
2
ε
)
L
1
2
ε Ysx = 0.
However, this implies that
L
1
2
ε Ysx = L
1
2
ε Qs(Q
⊤
s LεQs)
−1
Q
⊤
s LεYsx
and multiplying this by L
−
1
2
ε would yield Ysx = Qsy, with y = (Q
⊤
s LεQs)
−1Q⊤s LεYsx.
Due to Proposition 7 this, however, is only possible if Ysx = 0 and, as Ys has full
column rank (see Remark 6), x = 0. Therefore C has full rank and is positive
definite.
According to Definition 5, we need to show that ddtΦ can be written, with at
most one differentiation, as a function depending only on ddt iC, Φ, vC, iC and t
(see (7)). For that we invert C in (63) to obtain
d
dt
vC = gC(Φ, iC, vC) . (64)
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This can now be inserted into (62) to obtain a function
d
dt
Φ = χC(Φ, iC, vC) , (65)
without having required any differentiation of the original system.
Due to (64), we have already shown that we obtain a capacitance-like element.
Furthermore, as ∂iCgC(Φ, iC, vC) = C, is positive definite, using Lemma 1 and Defi-
nition 2, the system is shown to be strongly capacitance-like. ⊓⊔
6.3 Resistance-like element
The last refined model we study is the eddy current equation for the simulation
of magnets with superconducting coils. For that we consider a magnetoquasistatic
approximation of Maxwell’s equations [27] in terms of the A∗ formulation [18].
Here, the gauging freedom of the magnetoquasistatic setting allows to choose a
special magnetic vector potential A, such that the electric scalar potential φ van-
ishes from the PDE. The governing equation reads
∇× ντeq∇×
d
dt
A−∇× ν∇×A = Js .
The non-standard expression∇×ντeq∇× ddtA is an homogenization model account-
ing for the cable magnetization, that represents the eddy current effects of the
superconducting coils [17]. It contains the cable time constant τeq, which depends
on certain properties of the cable [42]. This formulation is coupled to a circuit in
order to simulate the superconducting magnet’s protection system of the LHC at
CERN [6,14]. For the boundary value problem we also set the boundary conditions
n×A = 0, on Γdir,0 and n× (ν∇×A) = 0, on Γneu,0 , (66)
where n is again the outer normal vector to the boundary Γ . Please note that
here, no boundary conditions where set on Γs, as for this example Γs = ∅.
In this case, as Γs = ∅, the circuit coupling is not performed through the
boundary but by a characteristic function (winding density function) [38], that
discributes the zero dimensional current iR on the two or three dimensional domain
of the PDE. For the excitation of the coil’s cross-section we define a χs : Ω → R
3,
such that
Js = χsiR .
This also allows to extract the voltage across the coil as
vR = −
∫
Ω
χs ·E dV .
Assumption 7 As the magnet is excited through the superconducting coils, we assume
that the domain, where the source current density is nonzero also corresponds to the
domain, where the cable time constant is positive, that is
sup τeq = supχs = Ωs .
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After spatial discretisation of the eddy current PDE with coupling equation,
we obtain the DAE
C
⊤
Mν,τeqC
d
dt
a+ C⊤MνCa = XiR (67a)
X
⊤ d
dt
a = vR , (67b)
where X is a vector, containing the discretisation of the winding density function.
We define the orthogonal projector Qτ onto kerC
⊤Mν,τeqC and its complementary
Pτ = I −Qτ .
Assumption 8 We assume that
– the curl matrix C and the discrete magnetic vector potential a are gauged and
contain homogeneous Dirichlet boundary conditions, such that C has full column
rank.
– there is no excitation outside of the coils, i.e., Q⊤τ X = 0.
The first part of the assumption is necessary, such that the DAE system (67) is
uniquely solvable. This is possible by for example using a tree-cotree gauge [32],
where the degrees of freedom of a belonging to a gradient field are eliminated. The
second part of the assumption is motivated by the fact that the source current
density has to be divergence-free, together with Assumption 7.
Proposition 9 Provided Assumptions 4, 7-8 are fulfilled, then the semidiscrete ho-
mogenized eddy current system of equations with circuit coupling equation (67) is a
strongly resistance-like element.
Proof We start by multiplying equation (67a) by Q⊤τ and P
⊤
τ and obtain
C
⊤
Mν,τeqC
d
dt
a+ P⊤τ C
⊤
MνCa = P
⊤
τ XiR (68a)
Q
⊤
τ C
⊤
MνCa = Q
⊤
τ XiR (68b)
From (68a) we obtain without the need of any differentiation
Pτ
d
dt
a = (C⊤Mν,τeqC +Q
⊤
τ Qτ )
−1(P⊤τ XiR − P
⊤
τ C
⊤
MνCa) . (69)
Differentiating (68b) once and using Assumption 8 we have
Qτ
d
dt
a = −(Q⊤τ C
⊤
MνCQτ + P
⊤
τ Pτ )
−1
Q
⊤
τ C
⊤
MνCPτ
d
dt
a (70)
Inserting (69) into (70) we obtain an ODE with the structure
d
dt
xR = χR(xR, iR) ,
where xR = Pτa+Qτa. Now we use Assumption 8 and insert (69) into the circuit
coupling equation to obtain
vR = X
⊤ d
dt
(Pτa+Qτa) = X
⊤ d
dt
Pτa
= X⊤Pτ (C
⊤
Mν,τeqC +Q
⊤
τ Qτ )
−1(P⊤τ XiR − P
⊤
τ C
⊤
MνCa) .
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To obtain this expression no differentiation was needed, thus if we differentiate it
once, according to Definition 6 and using Lemma 1 and Definition 2, we now only
need to show that G = ∂vR′gR(vR
′, xR, iR, vR, t), with
G
−1 = X⊤Pτ (C
⊤
Mν,τeqC +Q
⊤
τ Qτ )
−1
P
⊤
τ X ,
is positive definite to obtain that (67) is a strongly resistance-like element. This
follows immediately by the fact that Mν,τeq is positive semidefinite (Assump-
tions 4 and 7) and X has full column rank, as it is only a vector. ⊓⊔
7 Conclusions
This paper has demonstrated that even very complicated refined models with inter-
nal degrees of freedom can be characterized by generalizations of the basic circuit
elements, i.e., resistance, inductance and capacitance. This knowledge significantly
simplifies the structural analysis of future networks consisting of refined models.
Structural properties of the network, e.g. the differential algebraic index, can eas-
ily be deduced if the element is identified in terms of the proposed generalized
elements.
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