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PIVOTAL STRUCTURES OF THE DRINFELD CENTER
OF A FINITE TENSOR CATEGORY
KENICHI SHIMIZU
Abstract. We classify the pivotal structures of the Drinfeld center Z(C) of a
finite tensor category C. As a consequence, every pivotal structure of Z(C) can
be obtained from a pair (β, j) consisting of an invertible object β of C and an
isomorphism j : β ⊗ (−) ⊗ β∗ → (−)∗∗ of monoidal functors.
1. Introduction
Throughout this paper, we work over an algebraically closed field k of arbi-
trary characteristic. By a tensor category over k, we mean a k-linear abelian rigid
monoidal category satisfying natural conditions [EGNO15]. The rigidity means
that every object X in a tensor category has a well-behaved dual object X∗. Al-
though the dual object generalizes the contragradient representation in the group
representation theory, the ‘double dual’ object X∗∗ is no longer isomorphic to X
in general. The assignment X 7→ X∗∗ extends to a tensor autoequivalence on C.
A pivotal structure of a tensor category is an isomorphism idC → (−)
∗∗ of tensor
functors. Such an isomorphism does not exist in general, however, we often re-
quire a pivotal structure in some applications of tensor categories to, for example,
representation theory, low-dimensional topology, and conformal field theory. Thus
it is interesting and important to know when a tensor category admits a pivotal
structure.
A finite tensor category [EO04] is a tensor category satisfying a certain finiteness
condition. In this paper, we classify the pivotal structures of the Drinfeld center
of a finite tensor category. To state our main result, we introduce some notations:
Let C be a finite tensor category, and let Z(C) denote the Drinfeld center of C.
The definition of Z(C) will be recalled in Subsection 2.4, but here we note that an
object of Z(C) is a pair V = (V, σ) consisting of an object V ∈ C and a natural
isomorphism σ(X) : V ⊗X → X ⊗ V (X ∈ C).
We now denote by J the class of all pairs (β, j) consisting of an invertible object
β ∈ C and a monoidal natural transformation j : Iβ → (−)∗∗, where
Iβ(X) = β ⊗X ⊗ β∗ (X ∈ C)
Given elements β = (β, j) and β′ = (β′, j′) of J , we write β ∼ β′ if there exists
an isomorphism β → β′ in C compatible with the monoidal natural transformations
j and j′. Our main result is that the pivotal structures of Z(C) is in bijection with
the set J /∼. More precisely, we prove the following theorem:
Department of Mathematical Sciences, Shibaura Institute of Technology, 307
Fukasaku, Minuma-ku, Saitama-shi, Saitama 337-8570, Japan.
E-mail address: kshimizu@shibaura-it.ac.jp .
The author is supported by JSPS KAKENHI Grant Number 16K17568.
1
2 K. SHIMIZU
Theorem 1.1. For an element β = (β, j) ∈ J , we define the morphism
Φ(β)V : V→ V
∗∗ (V = (V, σ) ∈ Z(C))
by the composition
V
idV ⊗ coevβ
−−−−−−−−−−−→ V ⊗ β ⊗ β∗
σ(β)⊗idβ∗
−−−−−−−−−−→ β ⊗ V ⊗ β∗
jV
−−−−−→ V ∗∗,
where coevβ is the coevaluation (see Subsection 2.3 for our convention). The as-
signment β 7→ Φ(β) induces a bijection between the set J /∼ and the set of the
pivotal structures of Z(C).
The map β 7→ Φ(β) can be defined for arbitrary rigid monoidal categories, but it
doesn’t seem to be a bijection in general. Techniques of Hopf (co)monads, initiated
and organized in [BV07, BV12, BLV11], are essentially used to construct the inverse
of the map β 7→ Φ(β).
This paper is organized as follows: In Section 2, we collect some basic results on
monoidal categories from [ML98, EGNO15] and fix some notations used through-
out in this paper. In Section 3, we recall the notion of Hopf comonad and the
fundamental theorem for Hopf modules over a Hopf comonad. We then use it to
prove some technical lemmas on the ‘adjoint algebra’ in a finite tensor category C,
which naturally arise from a right adjoint of the forgetful functor Z(C)→ C.
In Section 4, we prove Theorem 1.1 in a more general form. For tensor au-
toequivalences F and G of C, we denote by J (F,G) the class of all pairs (β, j)
consisting of an invertible object β ∈ C and a monoidal natural transformation
j : IβF → G. There is an equivalence relation ∼ on J (F,G) defined in a similar
way as above. We establish a bijection between the set J (F,G)/∼ and the set of
monoidal natural transformations from F˜ to G˜, where F˜ and G˜ are braided tensor
autoequivalences of Z(C) induced by F and G, respectively (Theorem 4.1). Theo-
rem 1.1 is actually the special case where F = idC and G = (−)
∗∗. The detail of the
proof of Theorem 4.1 is too technical to explain here; see the outline of Section 4
given in §4.2.
In Section 5, we use Theorem 4.1 to show that the group Aut⊗(idZ(C)) of auto-
morphisms of the tensor functor idZ(C) is isomorphic to the group Inv(Z(C)) of the
isomorphism classes of invertible objects of Z(C) (Theorem 5.2). We also obtain an
exact sequence
1→ Aut⊗(idC)→ Inv(Z(C))→ Inv(C)→ Aut⊗(C)→ BrPic(C)
of groups involving the Brauer-Picard group (Theorem 5.4). This is a generalization
of a categorification of the Rosenberg-Zelinsky exact sequence for fusion categories
given in [GP17].
Acknowledgment. The author is supported by JSPS KAKENHI Grant Number
16K17568.
2. Preliminaries
2.1. Monoidal categories. A monoidal category [ML98, VII.1] is a category C
endowed with a functor ⊗ : C× C→ C (called the tensor product), an object 1 ∈ C
(called the unit object), and natural isomorphisms
(X ⊗ Y )⊗ Z ∼= X ⊗ (Y ⊗ Z) and 1⊗X ∼= X ∼= X ⊗ 1 (X,Y, Z ∈ C)
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satisfying the pentagon and the triangle axioms. If these natural isomorphisms are
identities, then C is said to be strict.
Let C and D be monoidal categories. A monoidal functor [ML98, XI.2] from C
to D is a functor F : C→ D endowed with a natural transformation
F2(X,Y ) : F (X)⊗ F (Y )→ F (X ⊗ Y ) (X,Y ∈ C)
and a morphism F0 : 1 → F (1) in C satisfying certain conditions. A monoidal
functor F is said to be strong if the structure morphisms F2 and F0 are invertible,
and said to be strict if F2 and F0 are identities.
Let F and G be monoidal functors from C to D. A monoidal natural transfor-
mation from F to G is a natural transformation ξ : F → G between underlying
functors satisfying ξ
1
◦ F0 = G0 and ξX⊗Y ◦ F2(X,Y ) = G2(X,Y ) ◦ (ξX ⊗ ξY ) for
all objects X,Y ∈ C. We denote by Nat⊗(F,G) the set of all monoidal natural
transformations from F to G (when C is essentially small).
A monoidal functor F : C → D is said to be a monoidal equivalence if there is
a monoidal functor F : D → C such that FF ∼= idC and FF ∼= idD as monoidal
functors. It is well-known that a strong monoidal functor is a monoidal equivalence
if and only if its underlying functor is an equivalence.
Two monoidal categories are said to be monoidally equivalent if there exists a
monoidal equivalence between them. The Mac Lane coherence theorem states that
every monoidal category is monoidally equivalent to a strict one. For simplicity, we
assume that all monoidal categories are strict.
2.2. Module categories. Let C be a monoidal category. A left C-module category
is a category M endowed with a functor = : C ×M → M (called the action) and
natural isomorphisms (X ⊗ Y ) = M ∼= X = (Y = M) and 1 = M ∼= M satisfying
the axioms similar to those of monoidal categories. A left C-module functor is a
functor between left C-module categories preserving the actions. The notions of
a right module category and functors between them are defined analogously. See
[EGNO15, Chapter 7] for the precise definitions.
Let M be a left C-module category. If A is an algebra in C (= a monoid in C
[ML98, VII.3]), then the endofunctor T := A = (−) is a monad on M. We denote
by AM the category of T -modules (= the Eilenberg-Moore category of T ) and refer
to an object of AM as a left A-module in M. The category NA of right A-modules
in a right C-module category N is defined in a similar way.
2.3. Rigidity. Let C be a monoidal category, let L and R be objects of C, and let
ε : L⊗R→ 1 and η : 1→ R⊗L be morphisms in C. We say that (L, ε, η) is a left
dual object of R and (R, ε, η) is a right dual object of L if the equations
(ε⊗ idL) ◦ (idL⊗η) = idL and (idR⊗ε) ◦ (η ⊗ idR) = idR
hold. If this is the case, the morphisms ε and η are called the evaluation and the
coevaluation, respectively. We say that the monoidal category C is rigid if every
object of C has a left dual object and a right dual object.
Now we suppose that C is rigid. We denote by (X∗, evX , coevX) the left dual
object of X ∈ C. It is known that the assignment X 7→ X∗ extends to a monoidal
equivalence from Cop to Crev, where Crev is the monoidal category obtained from C
by reversing the order of the tensor product. For simplicity, we assume that (−)∗
is a strict monoidal functor; see [Shi15, Lemma 5.4] for a discussion.
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We often use the graphical calculus to represent morphisms in a rigid monoidal
category; see, e.g., [Kas95]. Our convention is that a morphism goes from the top
to the bottom of the diagram. The evaluation and the coevaluation are expressed,
respectively, as follows:
evX =
X∗ X
and coevX =
X X∗
2.4. The Drinfeld center. Let C be a rigid monoidal category. The Drinfeld
center of C is the category Z(C) defined as follows: An object of this category is a
pair (V, σV ) consisting of an object V ∈ C and a natural transformation
σV (X) : V ⊗X → X ⊗ V (X ∈ C),
called the half-braiding, such that the equations
(2.1) σV (1) = idV and σV (X ⊗ Y ) = (idX ⊗σV (Y ))(σV (X)⊗ idY )
hold for all X,Y ∈ C. If V = (V, σV ) and W = (W,σW ) are objects of Z(C), then
a morphism from V to W is a morphism f : V →W in C satisfying
σV (X) ◦ (f ⊗ idX) = (idX ⊗f) ◦ σW (X)
for all objects X ∈ C.
Thanks to the rigidity of C, a half-braiding is automatically invertible. Indeed,
if (V, σV ) is an object of Z(C), the inverse of σV is given by
σV (X)
−1 = (ev′X ⊗ idV ⊗ idX)(idX ⊗σV (
∗X)⊗ idX)(idX ⊗ idV ⊗ coev
′
X)
for X ∈ C, where (∗X, ev′X , coev
′
X) is a right dual object of X . In particular, since
(X, evX , coevX) is a right dual object of X
∗, we have
(2.2) σV (X
∗)−1 = (evX ⊗ idV ⊗ idX)(idX ⊗σV (X)⊗ idX)(idX ⊗ idV ⊗ coevX)
for X ∈ C. If we represent σV (X) and its inverse by
σV (X) =
V X
X V
and σV (X)
−1 =
X V
V X
(X ∈ C),
respectively, then the equations (2.1) and (2.2) are seen as follows:
V X⊗Y
X⊗Y V
(2.1)
=
V X Y
Y VX
X∗ V
V X∗
(2.2)
=
X∗
X∗ V
V
Given two objects V = (V, σV ) and W = (W,σW ) of Z(C), their tensor product
is defined by V ⊗W = (V ⊗W,σV⊗W ), where σV⊗W is given by
σV⊗W (X) =
V W X
X V W
(X ∈ C).
The category Z(C) is in fact a braided rigid monoidal category with respect to this
tensor product. See [EGNO15, Section 7.13] for details. For later use, we recall that
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a description of a left dual object. Given V = (V, σV ) ∈ Z(C), we define V
∗ ∈ Z(C)
by V = (V ∗, σV ∗), where the half-braiding σV ∗ is given by
(2.3) σV ∗(X) =
V ∗
V ∗ X
X
for X ∈ C. Then the triple (V∗, evV , coevV ) is a left dual object of V.
Remark 2.1. By (2.2) and (2.3), we have σV ∗(X
∗) = σV (X)
∗. In particular, the
half-braiding σV ∗∗ of V
∗∗ satisfies σV ∗∗(X
∗∗) = σV (X)
∗∗ for all X ∈ C.
2.5. Duality transformation. Let C and D be rigid monoidal categories, and let
F : C → D be a strong monoidal functor. If X ∈ C is an object, then F (X∗) is a
left dual object of F (X) with the evaluation and the coevaluation given by
(2.4) eX = F
−1
0 ◦F (evX) ◦F2(X
∗, X) and cX = F2(X,X
∗)−1 ◦F (coevX) ◦F0,
respectively. The duality transformation [NS07, Section 1] of F is the natural
isomorphism γFX : F (X
∗)→ F (X)∗ determined by either of the equations
eX = evF (X) ◦(γ
F
X ⊗ idF (X)) or coevF (X) = (idF (X)⊗γ
F
X) ◦ cX(2.5)
for all X ∈ C. We note that the assignments X 7→ F (X∗) and X 7→ F (X)∗ are
strong monoidal functors from Cop to Drev. The duality transformation γF is in
fact an isomorphism of monoidal functors [NS07].
Let G : C → D be another strong monoidal functor. The following well-known
lemma is obtained by interpreting [JS93, Proposition 7.1] in our notation.
Lemma 2.2. Every monoidal natural transformation j : F → G is invertible with
the inverse determined by the following equation:
(j−1X )
∗ ◦ γFX = γ
G
X ◦ jX∗ (X ∈ C).
2.6. Invertible objects. Let C be a rigid monoidal category, and let β ∈ C be an
object. Then the endofunctor Iβ := β ⊗ (−)⊗ β∗ on C is a monoidal functor with
Ig0 = coevβ and I
β
2 (X,Y ) = idβ ⊗ idX ⊗ evβ ⊗ idY ⊗ idβ∗ (X,Y ∈ C).
An object β ∈ C is said to be invertible if evβ and coevβ are isomorphisms. If β
is invertible, then Iβ is a strong monoidal functor. For later use, we compute the
duality transformation of this strong monoidal functor:
Lemma 2.3. Let β ∈ C be an invertible object. Then the duality transformation of
the strong monoidal functor Iβ is given by
Iβ(X∗) = β ⊗X∗ ⊗ β∗
c⊗id⊗ id
−−−−−−−−−→ β∗∗ ⊗X∗ ⊗ β∗ = Iβ(X)∗ (X ∈ C),
where c : β → β∗∗ is the isomorphism determined by either of
evβ∗ ◦(c⊗ idβ∗) = coev
−1
β or coevβ∗ = (idβ∗ ⊗c) ◦ ev
−1
β .
Proof. The morphism eX defined by (2.4) with F = I
β is given by
eX = coev
−1
β ◦(idβ ⊗ evX ⊗ idβ∗) ◦ (idβ ⊗ idX∗ ⊗ evβ ⊗ idX ⊗ idβ∗)
= evβ∗ ◦(c⊗ idβ∗) ◦ (idβ ⊗ evβ⊗X ⊗ idβ∗)
= evβ⊗X⊗β∗ ◦(c⊗ idX∗ ⊗ idβ∗ ⊗ idβ ⊗ idX ⊗ idβ∗).
Thus, by (2.5), the duality transformation of Iβ is given as stated. 
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2.7. Finite tensor categories. Throughout this paper, we work over an alge-
braically closed field k of arbitrary characteristic. By an algebra over k, we always
mean an associative and unital algebra over k. Given an algebra A over k, we de-
note by A-mod the category of finite-dimensional left A-modules. A finite abelian
category over k is a k-linear category that is k-linearly equivalent to A-mod for
some finite-dimensional algebra A over k.
A finite tensor category over k [EO04, EGNO15] is a rigid monoidal category C
such that C is a finite abelian category over k, the tensor product of C is k-linear
in each variable, and the unit object 1 ∈ C is a simple object. By a tensor functor,
we mean a k-linear exact strong monoidal functor between finite tensor categories.
A morphism of tensor functors is just a monoidal natural transformation.
Let C be a finite tensor category over k. We remark some non-trivial facts on
invertible objects of C. First, an invertible object of C is a simple object. Hence
the isomorphism classes of invertible objects of C is finite. Second, an object V ∈ C
is invertible if and only if there exists an object W ∈ C such that V ⊗W ∼= 1; see,
e.g., [EGNO15, Chapter 4].
2.8. End. Let A and C be categories, and let H : Aop × A → C be a functor. A
dinatural transformation from an object E ∈ C to H is a family
{π(X) ∈ HomC(E,H(X,X))}X∈A
of morphisms in C that is dinatural in the sense that the equation
H(f, idY ) ◦ π(Y ) = H(idX , f) ◦ π(X)
holds for all morphisms f : X → Y in A. An end of the functor H is a pair (E, π)
consisting of an object E ∈ C and a dinatural transformation π from E to H that
is ‘universal’ among such pairs. The universal property implies that, if it exists, an
end of H is unique up to unique isomorphism. We denote by
∫
X∈A
H(X,X) the
end of H ; see [ML98, IX] for more detail.
Now let B be another category, and let R : A → B and T : Bop × A → C be
functors. Suppose that R admits a left adjoint L : B → A with unit η : idB → RL
and counit ε : LR→ idA. Suppose, moreover, that the end
ER :=
∫
X∈A
T (R(X), X)
exists. Let π(X) : ER → T (R(X), X) be the universal dinatural transformation of
the end ER. We define a morphism π
′(Y ) by
π′(Y ) :=
(
ER
π(L(Y ))
−−−−−−−−−→ T (RL(Y ), L(Y ))
T (ηY ,idL(Y ))
−−−−−−−−−−−−→ T (Y, L(Y ))
)
for Y ∈ C. Then (ER, π
′) is an end of the functor (Y1, Y2) 7→ T (Y1, L(Y2)) (the dual
of [BV12, Lemma 3.9]). We may write this fact as follows:
(2.6)
∫
X∈A
T (R(X), X) ∼=
∫
Y ∈B
T (Y, L(Y )).
The following formula, which is obtained by (2.6), is useful:
Lemma 2.4. Let H : Aop×A→ V be a functor. Suppose that an end of H exists.
Then, for every autoequivalence G of A, we have
(2.7)
∫
X∈A
H(X,X) ∼=
∫
X∈A
H(G(X), G(X)),
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meaning that the end in the right-hand side exists and canonically isomorphic to
the end of H.
Proof. Let G be a quasi-inverse of G. Since G ⊣ G, we have∫
X∈A
H(X,X) ∼=
∫
X∈A
H(GG(X), X) ∼=
∫
X∈A
H(G(X), G(X))
by equation (2.6) with T = H(G(−),−). 
Let E be the end of H , and let π(X) : E → H(X,X) be the universal dinatural
transformation of the end E. Given an autoequivalence G of A, we set πG(X) =
π(G(X)) and HG(X,Y ) = H(G(X), G(Y )) for X,Y ∈ C. By the construction of
the canonical isomorphism (2.7), we see that (E, πG) is an end of HG. We will
use this consequence in the following way: Given an object E′ ∈ C and a dinatural
transformation ξ : E′ → HG, there exists a unique morphism f : E′ → E such that
ξ(X) = πG(X) ◦ f for all objects X ∈ A.
3. The central Hopf comonad
3.1. Hopf comonads. Let C be a monoidal category. A monoidal comonad on C
is a comonad T = (T, δ, ε) on C such that the endofunctor T : C→ C is a monoidal
functor and the comultiplication δ : T → TT and the counit ε : T → idC of T are
monoidal natural transformations.
Let T be a monoidal comonad on C. A T -comodule is a pair (V, ρ) consisting of
an object V of C and a morphism ρ : V → T (V ) such that the equations
(3.1) δV ◦ ρ = T (ρ) ◦ ρ and εV ◦ ρ = idV
hold. We denote by CT the category of T -comodules (= the Eilenberg-Moore cat-
egory of the comonad T ). The category CT is in fact a monoidal category with
respect to the tensor product given by
(3.2) (M,ρM )⊗ (N, ρN ) = (M ⊗N, T2(M,N) ◦ (ρM ⊗ ρN ))
for (M,ρM ), (N, ρN ) ∈ C
T . The unit object of CT is 1T := (1, T0).
A Hopf comonad on C (cf. [BLV11]) is a monoidal comonad T on C such that
the morphisms T2(X,T (Y )) ◦ (idT (X)⊗δY ) and T2(T (X), Y ) ◦ (δX ⊗ idT (Y )) are
invertible for all objects X,Y ∈ C. Since a Hopf comonad on C is just a Hopf monad
on Cop in the sense of [BLV11], results on Hopf monads established in [BV07, BV12,
BLV11] can be translated into results on Hopf comonads. For example, under the
assumption that C is rigid, it follows from [BV07, Theorem 3.8] that a monoidal
comonad T on C is a Hopf comonad if and only if CT is rigid.
3.2. Hopf modules. Let C be a finite tensor category, and let T be a k-linear
exact Hopf comonad on C with comultiplication δ and counit ε. Then the category
CT is also a finite tensor category such that the forgetful functor
(3.3) U : CT → C, (V, ρ) 7→ V
preserves and reflects exact sequences. The free T -comodule functor
(3.4) R : C→ CT , V 7→ (T (V ), δV )
is right adjoint to U with unit η : idCT → RU and counit ǫ : UR→ idC given by
(3.5) ηM = ρM (M = (M,ρM ) ∈ C
T ) and ǫV = εV (V ∈ C).
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By the definition of the tensor product of CT , the functor U is strict monoidal. The
functor R is a k-linear exact monoidal functor with the same monoidal structure
as T (i.e., R0 = T0 and R2 = T2), and the adjunction U ⊣ R is a monoidal
adjunction in the sense that the unit and the counit of U ⊣ R are monoidal natural
transformations.
The left Hopf operator H(ℓ) and the right Hopf operator H(r) of the monoidal
adjunction U ⊣ R are the natural transformations defined by
H
(ℓ)
X,M := R2(X,U(M)) ◦ (idR(X)⊗ρM ) : R(X)⊗M→ R(X ⊗M) and
H
(r)
M,X := R2(U(M), X) ◦ (ρM ⊗ idR(X)) :M⊗R(X)→ R(M ⊗X),
respectively, for X ∈ C and M = (M,ρM ) ∈ C
T (cf. [BLV11, Subsection 2.8]).
Since T is a Hopf comonad, the Hopf operators H(ℓ) and H(r) are invertible [BLV11,
Theorem 2.15]. We note the following identities:
Lemma 3.1. For all M = (M,ρM ), N = (N, ρN ) ∈ C
T and X ∈ C, we have:
H
(ℓ)
X,M⊗N = H
(ℓ)
X⊗M,N ◦ (H
(ℓ)
X,M ⊗ idN),(3.6)
H
(r)
M⊗N,X = H
(r)
M,N⊗X ◦ (idM⊗H
(r)
N,X),(3.7)
H
(ℓ)
X,1T
= idR(X) = H
(r)
1
T ,X
,(3.8)
R(εX) ◦H
(ℓ)
1,R(X) = R2(1, X), R(εX) ◦H
(r)
R(X),1 = R2(X,1).(3.9)
Proof. We prove (3.6). By the definition of H(ℓ), we compute:
H
(ℓ)
X,M⊗N = T2(X,M ⊗N) ◦ (idT (X)⊗T2(X,Y )(ρM ⊗ ρN ))
= T2(X ⊗M,N) ◦ (T2(X,M)⊗ idT (N)) ◦ (idT (X)⊗ρM ⊗ ρN )
= H
(ℓ)
X⊗M,N ◦ (H
(ℓ)
X,M ⊗ idN).
Equation (3.7) is proved in a similar way. Equation (3.8) follows directly from the
definition of monoidal functors. Equation (3.9) follows from the naturality of R
and the definition of comodules. 
The object A := R(1) is an algebra in CT with multiplication m := R2(1,1)
and unit u := R0. We define the category C
T
T of right Hopf modules over T to be
the category of right A-modules in CT . By (3.6)–(3.9), the pair (A, σˆ), where
(3.10) σˆ(M) = (H
(r)
M,1)
−1 ◦H
(ℓ)
1,M : A⊗M→M⊗A (M ∈ C
T ),
is a commutative algebra in Z(CT ) [BLV11, Theorem 6.6]. Thus a right Hopf module
(M, µ :M⊗A→M) in CT can be regarded as an A-bimodule by defining the left
action µ′ of A on M by µ′ = µ ◦ σˆ(M).
The category CTT is a monoidal category as a monoidal full subcategory of the
category of A-bimodules in CT . We consider the functor
(3.11) H : C → CTT , V 7→ (R(V ), R2(V,1)).
The functor H is a monoidal functor with the structure morphisms defined as fol-
lows: The morphismH0 is given by H0 = idA. To define the natural transformation
H2, we first note that the equation
R2(1, V ) ◦ σˆ(R(V )) = R2(V,1) (V ∈ C)
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holds by (3.9) (cf. [BLV11, Theorem 6.6]). The left-hand side is just the left action
of A on H(V ). Thus, for V,W ∈ C, the tensor product of H(V ) and H(W ) over
A is given by the coequalizer diagram
H(V )⊗A⊗H(W )
R2(V,1)⊗idR(W )
idR(V )⊗R2(1,W )
H(V )⊗H(W )
qV,W
H(V )⊗A H(W ).
By the universal property, we define H2(V,W ) : H(V )⊗A H(W )→ H(V ⊗W ) to
be the unique morphism satisfying
H2(V,W ) ◦ qV,W = R2(V,W ).
By interpreting [BLV11, Section 6] in our context, we have the following fundamen-
tal theorem for Hopf modules:
Lemma 3.2. If T is conservative, then the monoidal functor H : C → CTT defined
in the above is an equivalence of k-linear monoidal categories.
Here, a functor is said to be conservative if it reflects isomorphisms. We note
that an exact functor between abelian categories is conservative if and only if it is
faithful [Shi14, Lemma 5.7].
3.3. Hopf bimodules. We keep the notation as in Subsection 3.2 and assume
moreover that the Hopf comonad T is conservative. We define the category TC
T
T of
Hopf bimodules over T to be the category of A-bimodules in CT .
Since the forgetful functor U : CT → C is strict monoidal, the category C is a left
CT -module category by M=V = U(M)⊗V (M ∈ CT , V ∈ C). Lemma 3.1 implies
that the functors R : C→ CT and H : C→ CTT are C
T -module functors by the right
Hopf operator H(r). Now let B be an algebra in CT . Since H is an equivalence of
CT -module categories by Lemma 3.2, it induces a category equivalence
H : BC→ B(C
T
T ) = B(C
T )A (:= the category of B-A-bimodules in C
T ).
If B = A, then BC is the category of T (1)-modules in C and B(C
T )A is the cate-
gory of Hopf bimodules over T . Thus we have obtained the following fundamental
theorem for Hopf bimodules over a Hopf comonad:
Lemma 3.3. The functor H induces an equivalence T (1)C ≈ TC
T
T of categories.
3.4. The central Hopf comonad. Let C be a finite tensor category. Then there
is a k-linear faithful exact comonad Z on C whose category of comodules can be
identified with the Drinfeld center of C. The Hopf comonad Z, which is called the
central Hopf comonad in [Shi17], helps us to analyze the Drinfeld center.
We recall the definition of Z. For V ∈ C, we define Z(V ) to be the end
Z(V ) =
∫
X∈C
X ⊗ V ⊗X∗,
which indeed exists by the argument of [KL01, Section 5]. We denote by
(3.12) πV (X) : Z(V )→ X ⊗ V ⊗X
∗ (X ∈ C)
the universal dinatural transformation of the end Z(V ). By the parameter theorem
for ends [ML98, IX.7], the assignment V 7→ Z(V ) extends to an endofunctor on C
in such a way that πV (X) is natural in the variable V .
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The functor Z has a structure of a monoidal comonad given as follows: By using
the universal property of the end, the monoidal structure
Z0 : 1→ Z(1) and Z2(V,W ) : Z(V )⊗ Z(W )→ Z(V ⊗W )
for V,W ∈ C are defined to be the unique morphisms such that the equations
πV⊗W (X) ◦ Z2(V,W ) = (idX⊗V ⊗ evX ⊗ idW⊗X∗) ◦ (πV (X)⊗ πW (X)),(3.13)
π
1
(X) ◦ Z0 = coevX(3.14)
hold for all X ∈ C. To define the comultiplication of Z, we note that the tensor
product of C is continuous in each variable. Thus, by the Fubini theorem for ends
[ML98, IX.8], the object ZZ(V ) is the end
ZZ(V ) =
∫
X,Y ∈C
X ⊗ Y ⊗ V ⊗ Y ∗ ⊗X∗
with the universal dinatural transformation given by
(3.15) π
(2)
V (X,Y ) := (idX ⊗πV (Y )⊗ idX∗) ◦ πZ(V )(X)
for X,Y ∈ C. By the universal property, we define δV : Z(V ) → ZZ(V ) to be the
unique morphism such that the equation
(3.16) π
(2)
V (X,Y ) ◦ δV = πV (X ⊗ Y )
holds for all X,Y ∈ C. Finally, we define εV : Z(V )→ V for V ∈ C by
(3.17) εV = πV (1).
The category CZ of Z-comodules can be identified with Z(C) as follows: By the
rigidity of C and basic properties of ends, we have isomorphisms
(3.18)
HomC(V, Z(V )) ∼=
∫
X∈C
HomC(V,X ⊗ V ⊗X
∗)
∼=
∫
X∈C
HomC(V ⊗X,X ⊗ V )
∼= Nat(V ⊗ (−), (−)⊗ V )
for V ∈ C. Let ρ : V → Z(V ) be a morphism in C, and let σ : V ⊗ (−)→ (−)⊗ V
be the natural transformation corresponding to ρ via (3.18). Explicitly,
(3.19) σ(X) = (idX ⊗ idV ⊗ evX) ◦ (πV (X)ρ⊗ idX) (X ∈ C).
One can prove that the pair (V, ρ) is a Z-comodule if and only if the pair (V, σ) is an
object of Z(C). Hence we obtain a one-to-one correspondence between Obj(Z(C))
and Obj(CZ), which, in fact, gives rise to an isomorphism Z(C) ∼= CZ of monoidal
categories (cf. [DS07, BV12]).
Since Z(C) is rigid, so is CZ , and hence Z is a Hopf comonad. Now we define
the functors U , R and H by (3.3), (3.4) and (3.11) with T = Z, respectively. By
the results of [Shi14] on the adjunction U ⊣ R, we see that Z is k-linear, exact and
faithful. Thus, by the fundamental theorem for Hopf modules (Lemma 3.2), the
functor H : C → CZZ is an equivalence of monoidal categories. By Lemma 3.3, we
also have an equivalence AC ≈ ZC
Z
Z , where A = Z(1).
Remark 3.4. The monoidal structure of CZZ is defined by using the natural isomor-
phism σˆ given by (3.10). In terms not of the central Hopf comonad, but of the
half-braiding, the natural isomorphism σˆ is given as follows:
(3.20) σˆ(M) = σM (Z(1))
−1 (M = (M,σM ) ∈ Z(C)).
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By the definition of σˆ, equation (3.20) is equivalent to
(3.21) H
(ℓ)
1,M ◦ σM (Z(1)) = H
(r)
M,1.
We verify (3.21) instead of (3.20). Let ρM : M → Z(M) be the coaction of Z on
M corresponding to the half-braiding σM . By (3.19), we have
πM (X) ◦ ρM = (σM (X)⊗ idX∗) ◦ (idM ⊗ coevX)
for all X ∈ C. Thus we compute
πM (X) ◦H
(ℓ)
1,M = πM (X) ◦ Z2(1,M) ◦ (idZ(1)⊗ρM )
= (idX ⊗ evX ⊗ idM ⊗ idX∗) ◦ (π1(X)⊗ πM (X)ρM )
= (idX ⊗ evX ⊗ idM ⊗ idX∗)
◦ (π
1
(X)⊗ σM (X)⊗ idX∗) ◦ (idZ(1)⊗ idM ⊗ coevX),
πM (X) ◦H
(r)
M,1 = πM (X) ◦ Z2(M,1) ◦ (ρM ⊗ idZ(1))
= (idX ⊗ idM ⊗ evX ⊗ idX∗) ◦ (πM (X)ρM ⊗ π1(X))
= (idX ⊗ idM ⊗ evX ⊗ idX∗)
◦ (σM (X)⊗ idX∗ ⊗π1(X)) ◦ (idM ⊗ coevX ⊗ idZ(1))
by (3.13) and (3.19). Now (3.21) is proved by the universal property of Z(M) and
the following graphical calculus:
πM (X) ◦H
(r)
M,1 =
M
X M X∗
π
1
(X)
Z(1)
=
M
X M X∗
π
1
(X)
Z(1)
=
M Z(1)
π
1
(X)
X M X∗
= πM (X) ◦H
(ℓ)
1,M ◦ σM (Z(1)).
It is well-known that the algebra A := R(1) is a commutative algebra in Z(C);
see, e.g., [DMNO13, Lemma 3.5]. This fact can be proved by (3.20) and a general
result on Hopf comonad as follows: Let c and cˆ be the braiding of Z(C) and Z(Z(C)),
respectively. We write A = (A, σA) ∈ Z(C). By the theory of Hopf comonads, we
see that Aˆ := (A, σˆ) is a commutative algebra in Z(Z(C)). Thus, by (3.20),
m ◦ cA,A = m ◦ σA(A) = m ◦ σˆ(A)
−1 = m ◦ cˆ−1
Aˆ,Aˆ
= m.
3.5. The adjoint algebra. Keep the notations as in Subsection 3.4. We call the
algebra A := U(A) the adjoint algebra of C as it generalizes the adjoint representa-
tion of a Hopf algebra (see [Shi17]). We give some useful results about the algebras
A ∈ C and A ∈ Z(C).
For an object V ∈ C, we define
(3.22) aV = (idV ⊗ evV ) ◦ (π1(V )⊗ idV ) : A⊗ V → V.
Then the pair (V, aV ) is a left A-module in C (see [Shi17]), and thus we call aV the
canonical action of A on V . This notion is used to establish the following category
equivalence:
Lemma 3.5. The functor defined by
(3.23) C⊠ C→ AC, V ⊠W 7→ (V ⊗W, aV ⊗ idW )
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is an equivalence of categories.
Proof. It is known that the coend L =
∫X∈C
X ⊗X∗ has a canonical structure of
a coalgebra in C. As explained in [Shi17], the algebra A is dual to the coalgebra
L. The category of L-comodules in C has been studied by Lyubashenko in [Lyu99].
This lemma is proved by rephrasing [Lyu99, Corollary 2.7.2]. 
Remark 3.6. This lemma can also be proved by using basic results on exact mod-
ule categories established in [EO04]. We regard C as a left Z(C)-module category
through the forgetful functor U : Z(C) → C. Then, since C ≈ Z(C)A as left Z(C)-
module categories, we have equivalences
AZ(C)A ≈ (the category of k-linear Z(C)-module functors C→ C) ≈ C⊠ C
of categories [EO04]. Since CA ≈ ZC
Z
Z = AZ(C)A by the fundamental theorem of
Hopf bimodules, we have CA ≈ C⊠ C. The resulting equivalence is in fact given as
stated in the above lemma.
Given an invertible object β ∈ C, we define the character of β by
(3.24) chβ := coev
−1
β ◦π1(β) ∈ HomC(A,1)
(cf. [Shi17]). By the dinaturality of π
1
: A → X ⊗X∗, we see that the character
of β depends only on the isomorphism class of β. Moreover, the following lemma
shows that the character of an invertible object is multiplicative:
Lemma 3.7. chβ : A→ 1 is a morphism of algebras in C.
Proof. An object of the form X ⊗ X∗ for some X ∈ C is an algebra in C with
multiplication idX ⊗ evX ⊗ idX∗ and unit coevX . It is easy to see that π1(X) and
coevX are morphisms of algebras in C. Thus chβ is a morphism of algebras in C as
the composition of such morphisms. 
For two algebras P and Q in C, we denote by AlgC(P,Q) the set of algebra
morphisms from P to Q. We also denote by Inv(C) the set of isomorphism classes
of invertible objects of C. By the above argument, we obtain the map
(3.25) ch : Inv(C)→ AlgC(A,1), [β] 7→ chβ.
Lemma 3.8. This map is bijective.
Proof. We first prove that the map (3.25) is surjective. Let χ : A → 1 be a
morphism of algebras in C. Since 1 ∈ C has no proper subobject, (1, χ) is a simple
object of AC. By the representation theory of finite-dimensional algebras, a simple
object of C⊠C is of the form V ⊠W for some simple objects V and W of C. Thus,
by Lemma 3.5, there are simple objects V and W of C such that
(1, χ) ∼= (V ⊗W, aV ⊗ idW )
as left A-modules. In particular, V ⊗W ∼= 1. Thus we may assume that β := V
is an invertible object and W = β∗. Since HomC(1, β ⊗ β
∗) is the one-dimensional
vector space spanned by coevβ , we see that
coevβ : (1, χ)→ (β ⊗ β
∗, aβ ⊗ idβ∗)
must be a morphism of left A-modules. This means that the equation
coevβ ◦χ = (aβ ⊗ idβ∗) ◦ (idA⊗ coevβ)
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holds. Therefore χ = chβ . This proves the surjectivity. For the later discussion, we
also note that the above argument shows that (1, chβ) corresponds to β ⊠ β
∗ via
the equivalence AC ≈ C⊠ C given in Lemma 3.5
Now we check the injectivity of (3.25). Let α and β be invertible objects of C
such that chα = chβ . Then (1, chα) = (1, chβ) as left A-modules. By Lemma 3.5
and the above argument, we have α⊠ α∗ ∼= β ⊠ β∗ in C⊠ C. Since
HomC⊠C(α⊠ α
∗, β ⊠ β∗) ∼= HomC(α, β) ⊗k HomC(α
∗, β∗),
we have α ∼= β. Hence the map (3.25) is injective. 
The vector space CF(C) := HomC(A,1) is called the space of class functions in
[Shi17] as it generalizes the space of class functions on a finite group. This is an
algebra over k with respect to the convolution product
f ⋆ g = f ◦ Z(g) ◦ δ
1
(f, g ∈ CF(C)),
and the adjunction isomorphism
CF(C)→ HomZ(C)(A,A), f 7→ f˜ := Z(f) ◦ δ1
is in fact an isomorphism of algebras over k [Shi17].
Lemma 3.9. The above map restricts to the bijection
AlgC(A,1)→ AlgZ(C)(A,A), f 7→ f˜ .
Proof. We recall that A is an algebra with multiplication m = Z2(1,1) and unit
u = Z0. Let f : A → 1 be a morphism in C, and let f˜ be the morphism in Z(C)
defined in the above. If f is a morphism of algebras in C, then we have
m ◦ (f˜ ⊗ f˜) = Z2(1,1) ◦ (Z(f)⊗ Z(f)) ◦ (δ1 ⊗ δ1)
= Z(f ⊗ f) ◦ Z2(Z(1), Z(1)) ◦ (δ1 ⊗ δ1)
= Z(f ◦m) ◦ Z2(Z(1), Z(1)) ◦ (δ1 ⊗ δ1)
= Z(f) ◦ Z(Z2(1,1)) ◦ Z2(Z(1), Z(1)) ◦ (δ1 ⊗ δ1)
= Z(f) ◦ δ
1⊗1 ◦ Z2(1,1) = f˜ ◦m.
Here, the second equality follows from the naturality of Z2, the third equality from
that f is a morphism of algebras, and the fifth from the fact that δ is a monoidal
natural transformation. We also have
f˜ ◦ u = Z(f) ◦ δ
1
◦ Z0 = Z(f) ◦ Z(Z0) ◦ Z0 = Z(f ◦ u) ◦ u = Z(id1) ◦ u = u.
Thus f˜ is a morphism of algebras in Z(C). If, conversely, f˜ is a morphism of algebras
in Z(C), then we have
f ◦m = ε
1
◦ f˜ ◦m = ε
1
◦m ◦ (f˜ ⊗ f˜) = (ε
1
⊗ ε
1
) ◦ (f˜ ⊗ f˜) = f ⊗ f,
f ◦ u = ε
1
◦ f˜ ◦ u = ε
1
◦ u = ε
1
◦ Z0 = Z0 = u.
Thus f is a morphism of algebras. In summary, f is a morphism of algebras in C if
and only if f˜ is a morphism of algebras in Z(C). The proof is completed. 
The following lemma is one of key observations for the proof of the main result
of this paper.
Lemma 3.10. We have a bijective map
Inv(C)→ AlgZ(C)(A,A), [β] 7→ Z(chβ) ◦ δ1.
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Proof. Compose the bijections obtained by Lemmas 3.8 and 3.9. 
Remark 3.11. The sets Inv(C) and AlgZ(C)(A,A) are monoids with respect to the
tensor product and the composition of morphisms, respectively. One can check that
the set AlgC(A,1) is a submonoid of CF(C). In this section, we have obtained the
following two bijections:
Inv(C)
Lemma 3.8
−−−−−−−−−−→ AlgC(A,1)
Lemma 3.9
−−−−−−−−−−→ AlgZ(C)(A,A).
These bijections are in fact isomorphisms of monoids. Since Inv(C) is in fact a group
(with the inverse given by [β]−1 = [β∗]), the monoids AlgC(A,1) and AlgZ(C)(A,A)
are also groups.
4. Pivotal structures of the Drinfeld center
4.1. Main result. Let C be a finite tensor category, and let Aut⊗(C) be the cate-
gory of tensor autoequivalences of C. Given F ∈ Aut⊗(C), we denote by
F˜ : Z(C)→ Z(C)
the braided tensor autoequivalence induced by F . If we write F˜ (V) = (F (V ), σFV )
for V = (V, σV ) ∈ Z(C), then the half-braiding σ
F
V : F (V ) ⊗ (−) → (−)⊗ F (V ) is
determined by the property that the equation
(4.1) F2(X,V ) ◦ σ
F
V (F (X)) = F (σ(X)) ◦ F2(V,X)
holds for all objects X ∈ C. The monoidal structure of F˜ is same as F .
Let J (F,G) be the class of all pairs (β, j) consisting of an invertible object β ∈ C
and a monoidal natural transformation j ∈ Nat⊗(I
βF,G). Given two elements
β = (β, j) and β′ = (β′, j′) of J (F,G), we write β ∼ β′ if there exists an
isomorphism c : β → β′ in C such that the equation
(4.2) j′X = jX ◦ (c
−1 ⊗ idF (X)⊗c
∗)
holds for all objects X ∈ C. It is easy to see that ∼ is an equivalence relation on
the class J (F,G). We set J(F,G) = J (F,G)/∼. Now we are ready to state the
main result of this section as follows:
Theorem 4.1. Given an element β = (β, j) of J (F,G), we define
(4.3) Φ(β)V : F˜ (V)→ G˜(V) (V ∈ Z(C))
to be the composition
(4.4) F (V )
id⊗ coevβ
−−−−−−−−→ F (V )⊗ β ⊗ β∗
σFV (β)⊗id−−−−−−−→ β ⊗ F (V )⊗ β∗
jV
−−−→ G(V )
for V = (V, σV ) ∈ Z(C) with F˜ (V) = (F (V ), σ
F
V ). Then the map
(4.5) ΦF,G : J(F,G) → Nat⊗(F˜ , G˜), [β] 7→ Φ(β)
is a well-defined bijection.
If G = (−)∗∗ is the double dual functor on C, then G˜ is precisely the double dual
functor on Z(C) by Remark 2.1. Thus we obtain Theorem 1.1 as the special case
where F = idC and G = (−)
∗∗. More applications of this theorem will be given in
Section 5. The rest of this section is devoted to prove Theorem 4.1.
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Notation. Till the end of this section, we fix a finite tensor category C. We identify
Z(C) with the category CZ of comodules over the central Hopf comonad Z, and then
define U and R by (3.3) and (3.4) with T = Z, respectively. The symbols
πV (X) : Z(V )→ X ⊗ V ⊗X
∗, δV : Z(V )→ ZZ(V ), εV : Z(V )→ V,
Z2(V,W ) : Z(V )⊗ Z(W )→ Z(V ⊗W ) and Z0 : 1→ Z(1)
have the same meaning as in Section 3; see (3.12)–(3.17). We denote by η : idZ(C) →
RU the unit of the adjunction U ⊣ R given by (3.5) with T = Z.
4.2. Outline of this section. This section is outlined as follows: In §4.3, we
express the equivalence G˜ induced by G ∈ Aut⊗(C) in terms of the central Hopf
comonad. In §4.4, we show that the map ΦF,G is well-defined, that is, Φ(β) defined
by (4.4) is a monoidal natural transformation depending only on the equivalence
class of β. In §4.5, we explain that it is enough to consider the case where F = idC
to prove Theorem 4.1. Some technical lemmas are prepared in §4.6. Now, in view
of the discussion of §4.5, we fix a tensor autoequivalence G on C and consider the
map ΦG := ΦidC,G. In §4.7, we construct the map ΨG : Nat(idZ(C), G˜)→ J(idC, G)
by Hopf comonadic techniques introduced in Section 3. We then show that ΨGΦG
and ΦGΨG are the identity maps in Subsections 4.8 and 4.9, respectively, by using
some technical lemmas given in §4.6.
4.3. Comonadic description of G˜. Let G be a tensor autoequivalence of C. We
first describe the braided tensor autoequivalence G˜ on Z(C) in terms of the central
Hopf comonad Z. We recall that there is the natural transformation
γGX : G(X
∗)→ G(X)∗ (X ∈ C),
which we call the duality transformation (see Section 2). For an integer n ≥ 2 and
objects X1, . . . , Xn ∈ C, we denote by
Gn(X1, . . . , Xn) : G(X1)⊗ · · · ⊗G(Xn)→ G(X1 ⊗ · · · ⊗Xn)
the morphism constructed by an iterative use of G2. We fix an object V ∈ C. Then,
by Lemma 2.4, we can define a morphism ξGV : GZ(V ) → ZG(V ) in C to be the
unique morphism such that the diagram
GZ(V )
ξGV
G(πV (X))
G(X ⊗ V ⊗X∗)
G′3(V,X)
ZG(V )
πG(V )(G(X))
G(X)⊗G(V )⊗G(X)∗
commutes for all X ∈ C, where
(4.6) G′3(V,X) := (idG(X)⊗ idG(V )⊗γ
F
X) ◦G3(X,V,X
∗)−1.
Since the morphisms G(πV (X)), πG(V )(G(X)) and G
′
3(V,X) are natural in the
variable V , the morphism ξGV is also natural in V . Since G
′
3(V,X) is invertible, we
see that ξG is in fact a natural isomorphism.
Lemma 4.2. If we regard the autoequivalence G˜ : Z(C) → Z(C) as an autoequiva-
lence on the category CZ of Z-comodules, then it is expressed by
G˜(V) = (G(V ), ξGV G(ρV ))
for all Z-comodules V = (V, ρV ) ∈ C
Z .
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Proof. Let V = (V, ρ) be a Z-comodule, and let
σV (X) : V ⊗X → V ⊗X and σ
′
V (X) : G(V )⊗X → X ⊗G(V ) (X ∈ C)
be the natural transformations corresponding to ρV and ρ
′
V := ξ
G
V G(ρV ), respec-
tively, via the bijection (3.18). This lemma is equivalent to that the equation
(4.7) G2(X,V ) ◦ σ
′
V (G(X)) = G(σV (X)) ◦G2(V,X)
holds for all X ∈ C. We compute:
G2(X,V ) ◦ σ
′
V (G(X)) ◦G2(V,X)
−1
= (G2(X,V )⊗ evG(X)) ◦ ((πG(V )(G(X)) ◦ ρ
′)⊗ idG(X)) ◦G2(V,X)
−1
= (G2(X,V )⊗ evG(X)) ◦ (idG(X)⊗ idG(V )⊗γX ⊗ idG(X))
◦ (G3(X,V,X
∗)−1 ⊗ idG(X)) ◦ (G(πV (X) ◦ ρ)⊗ idG(X)) ◦G2(V,X)
−1
= (G2(X,V )⊗G
−1
0 G(evX)) ◦ (idG(X)⊗ idG(V )⊗G2(X
∗, X))
◦G4(X,V,X
∗, V )−1 ◦G((πV (X) ◦ ρ))⊗ idG(X))
= G((idX ⊗ idV ⊗ evX) ◦ ((πV (X) ◦ ρ)⊗ idX)) = G(σV (X)).
Here, the first equality follows from the definition of σ′V , the second from the
definition of G′3, the third from the definition of γ
G, the fourth from the definition
of a monoidal functor, and the last from the definition of σV . Hence (4.7) follows.
The proof is done. 
4.4. Well-definedness of Φ. We show that the map (4.5) is well-defined, that is,
the natural isomorphism Φ(β) of Theorem 4.1 is a monoidal natural transformation
depending only on the equivalence class of β ∈ J (F,G).
Let β be an invertible object of C. We consider the braided tensor autoequiva-
lence of Z(C) induced by Iβ . For an object V = (V, σV ) ∈ Z(C), we define
(4.8) χβ
V
= (σV (β) ⊗ idβ∗) ◦ (idV ⊗ coevβ).
Lemma 4.3. χβ is a monoidal natural transformation from idZ(C) to I˜β.
Proof. Let V = (V, σV ) ∈ Z(C) be an object. For all X ∈ C, we have
V β X β∗
β X V β∗
=
V β X β∗
β X V β∗
and hence the diagram
V ⊗Xβ
σV (X
β)
χ
β
V
⊗id
V β ⊗Xβ
I
β
2 (V,X)
(V ⊗X)β
id⊗σV (X)⊗id
Xβ ⊗ V
id⊗χβ
V
Xβ ⊗ V β
I
β
2 (X,V )
(X ⊗ V )β
commutes. Thus, by (4.1), we have χβ
V
∈ HomZ(C)(V, I˜β(V)).
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By the definition of morphisms in Z(C), it is easy to see that the morphism χβ
V
is natural in V ∈ Z(C). To complete the proof, we show that χβ is monoidal. It is
easy to see that χβ(1,id) = I
β
0 . We also have
Iβ2 (V,W ) ◦ (χ
β
V
⊗ χβ
W
) =
V W
β V β∗W
=
V W
W β∗β V
= χβ
V⊗W
for all objects V,W ∈ Z(C). Therefore χβ ∈ Nat⊗(idZ(C), I˜β). 
The category Aut⊗(C) is a strict monoidal category with the tensor product given
by the composition. The category Autbr⊗ (Z(C)) of braided tensor autoequivalences
of Z(C) is also a strict monoidal category in the same way. The assignment F 7→ F˜
is in fact a strict monoidal functor
˜ : Aut⊗(C)→ Autbr⊗ (Z(C)), F 7→ F˜
in a natural way. Now let F,G ∈ Aut⊗(C) and β = (β, j) ∈ J (F,G). Then the
natural transformation Φ(β) of Theorem 4.1 is written as the composition
(4.9) Φ(β) =
(
F˜
id
−−−−−→ idZ(C) ◦F˜
χβ
−−−−−→ I˜β ◦ F˜
id
−−−−−→ I˜βF
j˜
−−−−→ G˜
)
.
Hence Φ(β) : F˜ → G˜ is a monoidal natural transformation as a composition of
monoidal natural transformations.
Finally, we show that Φ(β) ∈ Nat⊗(F˜ , G˜) depends only on the equivalence class
of β ∈ J (F,G). This can be proved directly, but the computation will be easier
if we notice the following two lemmas: Let β be an invertible object of C. If we
identify Z(C) with CZ , then:
Lemma 4.4. For a Z-comodule V = (V, ρV ) ∈ C
Z , we have
χβ
V
= πV (β) ◦ ρV .
Proof. This lemma is graphically proved as follows:
χβ
V
=
V
β∗β V
(3.19)
=
V
πV (β)
ρV
β V
β
β∗
= πV (β) ◦ ρV . 
Lemma 4.5. For β = (β, j) ∈ J (F,G) and V = (V, ρV ) ∈ CZ , we have
Φ(β)V = χ
β
V ◦ πV (β) ◦ ξ
F
V ◦ F (ρV ),
where ξF : FZ → ZF is the natural isomorphism introduced in Subsection 4.3.
Proof. This follows from equation (4.9) and Lemma 4.4. 
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Let β = (β, j) and β′ = (β′, j′) be elements of J (F,G) such that β ∼ β′. By
the definition of ∼, there is an isomorphism c : β → β′ in C satisfying (4.2). We
prove Φ(β) = Φ(β′) as follows: For all objects V ∈ Z(C), we have
Φ(β′)V = j
′
V ◦ πV (β
′) ◦ ξFV ◦ F (ρV ) (by Lemma 4.5)
= jX ◦ (c
−1 ⊗ idF (X)⊗c
∗) ◦ πV (β
′) ◦ ξFV ◦ F (ρV )
= jX ◦ πV (β) ◦ ξ
F
V ◦ F (ρV ) (by the dinaturality of πV )
= Φ(β)V,
where ρV is the Z-coaction associated to the half-braiding of V.
4.5. Reduction to the case where F is the identity. We explain that it is
sufficient to prove Theorem 4.1 in the case where F = idC. We first note that
N : Aut⊗(C)
op ×Aut⊗(C)→ Set, (F,G) 7→ Nat⊗(F˜ , G˜)
is a functor in an obvious way. We also note that
J : Aut⊗(C)
op ×Aut⊗(C)→ Set, (F,G) 7→ J(F,G)
is a functor. Indeed, if ξ : F ′ → F and ζ : G→ G′ are morphisms in Aut⊗(C), then
there is the map
J(ξ, ζ) : J(F,G) → J(F ′, G′), [(β, j)] 7→ [(β, ζ(−)j(−)I
β(ξ(−)))]
The equation J(ξ, ζ) ◦ J(ξ′, ζ′) = J(ξ′ξ, ζζ′) holds for all morphisms ξ, ξ′, ζ and ζ′
in Aut⊗(C) whenever ξ
′ξ and ζζ′ are defined.
Lemma 4.6. The map [β] 7→ Φ(β) is a natural transformation from J to N .
Proof. For an element β = (β, j) ∈ J (F,G), an object V = (V, σV ) ∈ Z(C) and
morphisms ξ : F ′ → F and ζ : G→ G′ in Aut⊗(C), we have
Φ(J(ξ, ζ)(β))V =
F ′(V )
ξV
jV
ζV
G′(V )
β
=
F ′(V )
ξV
jV
ζV
G′(V )
= ζ˜V ◦ Φ(β)V ◦ ξ˜V,
where the second equality follows since ξV ∈ HomZ(C)(F˜ ′(V), F˜ (V)). The proof is
done. 
Now let F , G and H be objects of Aut⊗(C). There are maps
J(F,G)→ J(FH,GH), [(β, j)] 7→ [(β, jH(−))],(4.10)
N(F,G)→ N(FH,GH), ξ 7→ ξ
H˜(−).(4.11)
Since H is a tensor autoequivalence, both these maps are bijective. Moreover, these
maps are compatible with Φ in the following sense:
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Lemma 4.7. Let F , G and H be as above. The following diagram commutes :
J(F,G)
ΦF,G
(4.10)
J(FH,GH)
ΦFH,GH
N(F,G)
(4.11)
N(FH,GH)
Proof. The proof is immediate from the definition of Φ. 
Let F and G be as above, and let F be a quasi-inverse of F . Then F is also a
tensor autoequivalence of C such that FF ∼= idC ∼= FF as monoidal functors. We
choose an isomorphism η : idC → FF of monoidal functors. Then, by Lemmas 4.6
and 4.7, we have the following commutative diagram:
J(F,G)
ΦF,G
(4.10) with H = F
J(FF ,GF )
Φ
FF,GF
J(η,id)
J(idC, GF )
Φid
C
,GF
N(F,G)
(4.11) with H = F
N(FF ,GF )
N(η,id)
N(idC, GF )
Since horizontal arrows in this diagram are bijections, we see that ΦF,G is bijective
if and only if ΦidC,GF is bijective. Thus, to prove Theorem 4.1, it is enough to
consider the case where F = idC.
4.6. Technical lemmas. We now prepare several technical lemmas to prove The-
orem 4.1. We fix a tensor autoequivalence G of C. We have introduced a natural
isomorphism ξG : GZ → ZG in Subsection 4.3.
Lemma 4.8. ξG is an isomorphism of monoidal functors from G˜R to RG.
Proof. For any functors E : C→ C and F : Z(C)→ Z(C), the map
Nat(UF,EU)→ Nat(FR,RE); θ 7→ RE(ε(−))R(θR(−))ηFR(−)
is bijective. Since U ⊣ R is a monoidal adjunction, this restricts to the bijection
(4.12) Nat⊗(UF,EU)→ Nat⊗(FR,RE)
when both E and F are monoidal functors.
Now we consider the case where E = G and F = G˜. Then, since UG˜ = GU as
monoidal functors, the identity natural transformation idGU lives in the source of
the map (4.12). Let ξ′ be the monoidal natural transformation corresponding to
idGU via (4.12). By Lemma 4.5 and the definition of R, we have
G˜R(V ) = (GZ(V ), ξGZ(V )G(δV ))
for all V ∈ C. Thus ξ′V for V ∈ C is computed as follows:
ξ′V = ZG(εV ) ◦ ξ
G
Z(V ) ◦G(δV ) = ξ
G
V ◦GZ(εV ) ◦G(δV ) = ξ
G
V ◦G(idZ(V )) = ξ
G
V .
Here, the first equality follows from the definition of ξ′, the second from the natu-
rality of ξ, and the third from the axiom of a comonad. Since ξ′ belongs to the set
Nat⊗(G˜R,RG), so does ξ
G. 
Let β ∈ C be an invertible object. We remark:
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Lemma 4.9. For all objects V,X ∈ C, we have
(idβ ⊗πV (X)⊗ idβ∗) ◦ χ
β
R(V ) = πV (β ⊗X).
Proof. Since R(V ) = (Z(V ), δV ), we compute
(idβ ⊗πV (X)⊗ idβ∗) ◦ χ
β
R(V ) = (idβ ⊗πV (X)⊗ idβ∗) ◦ πZ(V )(β) ◦ δV
= πV (β ⊗X)
for all V,X ∈ C. Here, the first and the second equalities follow from Lemma 4.4
and equation (3.16), respectively. 
The following identity will be useful:
Lemma 4.10. For V,X ∈ C and β = (β, j) ∈ J (idC, G), we have
(4.13) G(πV (X)) ◦ Φ(β)R(V ) = jX⊗V⊗X∗ ◦ πV (β ⊗X).
Proof. By Lemmas 4.5 and 4.9, we have
G(πV (X)) ◦ Φ(β)R(V ) = G(πV (X)) ◦ jV ◦ πZ(V )(β) ◦ δV
= jX⊗V⊗X∗ ◦ (idβ ⊗πV (X)⊗ idβ∗) ◦ πZ(V )(β) ◦ δV
= jX⊗V⊗X∗ ◦ πV (β ⊗X). 
Let β ∈ C be an invertible object. We note that (−)⊗β : C→ C is an autoequiv-
alence of C. Thus, by Lemma 2.4, we can define a morphism ζβV : ZI
β(V )→ Z(V )
in C for V ∈ C to be the unique morphism in C such that the diagram
Z(V β)
π
V β
(X)
ζ
β
V
X ⊗ V β ⊗X∗
Z(V )
πV (X⊗β)
X ⊗ β ⊗ V ⊗ (X ⊗ β)∗
commutes for all X ∈ C. It is routine to check that ζβV is an isomorphism in C and
natural in the variable V .
Lemma 4.11. ζβ ∈ Nat⊗(RI
β, R).
Proof. By abuse of notation, we write ξβ = ξF if F = Iβ . Then the diagram
Z(V )
πV (β⊗X)
(	 by Lemma 4.9)χβ
R(V )
β ⊗X ⊗ V ⊗ (β ⊗X)∗
Z(V )β
(πV (X))
β
ξ
β
V
(	 by the definition of ξβ)
β ⊗X ⊗ V ⊗X∗ ⊗ β
idβ ⊗ idX ⊗ ev
−1
β
⊗ idV ⊗ coevβ∗ ⊗ idX∗ ⊗ idβ∗
Z(V β)
π
V β
(Xβ)
β ⊗X ⊗ β∗ ⊗ β ⊗ V ⊗ β∗ ⊗ β∗∗ ⊗X∗ ⊗ β∗
commutes for all V,X ∈ C (see Lemma 2.3 for the duality transformation of Iβ).
Thus, by the dinaturality of π and coevβ∗ = (evβ)
∗, we have
πV β (X
β) ◦ ξβV ◦ χ
β
R(V ) = πV (β ⊗X ⊗ β
∗ ⊗ β) = πV (X
β ⊗ β)
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for all V,X ∈ C. Since Iβ is an equivalence, we may replace Xβ in the above
equation with X and obtain the following equation:
πV β (X) ◦ ξ
β
V ◦ χ
β
R(V ) = πV (X ⊗ β).
By comparing this equation with the definition of ζβ , we have
(ζβ)−1 = ξβ(−) ◦ χ
β
R(−) ∈ Nat⊗(R,RI
β)
and hence ζβ ∈ Nat⊗(RI
β , R). 
4.7. Construction of the inverse. As we have discussed in Subsection 4.5, we
may assume F = idC to prove Theorem 4.1. Thus, till the end of this section, we
fix a tensor autoequivalence G of C. We introduce the following notation:
Notation. We fix a complete set {β1, . . . , βn} of representatives of isomorphism
classes of invertible objects of C. We define the sets JG and NG by
JG :=
n⊔
s=1
{(βs, j) | j ∈ Nat⊗(I
βs , G)} and NG := Nat⊗(idZ(C), G˜),
respectively, and define the map ΦG : JG → NG by β 7→ Φ(β).
The set J(idC, G) is identified with JG. To prove Theorem 4.1, it is sufficient
to show that the map ΦG is bijective. Now we construct the inverse of ΦG. Given
h ∈ NG, we associate an invertible object β ∈ {β1, . . . , βn} as follows: We consider
the composition
(4.14) A = R(1)
hR(1)
−−−−−−−→ G˜R(1)
ξG
1−−−−−→ RG(1)
R(G−10 )−−−−−−−−→ R(1) = A
of morphisms in Z(C). Since h is a monoidal natural transformation, and since so
is ξG by Lemma 4.8, the morphism (4.14) is a morphism of algebras in Z(C). Thus,
by Lemma 3.10, there exists a unique invertible object β ∈ {β1, . . . , βn} such that
the following two equivalent equations hold:
Z(G−10 ) ◦ ξ
F
1
◦ hR(1) = Z(chβ) ◦ δ1,(4.15)
ε
1
◦ Z(G−10 ) ◦ ξ
F
1
◦ hR(1) = chβ(4.16)
By using β defined in the above, we define φ : RIβ → RG by
φV : R(V
β)
ζ
β
V−−−−−→ R(V )
hR(V )
−−−−−−−→ F˜R(V )
ξGV−−−−−→ RG(V )
for V ∈ C. We recall that an object of the form R(W ) for some W ∈ C is a right
A-module (i.e., a right Hopf module over Z) by the action R2(1,W ).
Claim 4.12. φV is an isomorphism of Hopf modules.
Proof. We set pV = ξ
G
V ◦ hR(V ) and qV = ζ
β
V for V ∈ C. By Lemmas 4.8 and 4.11,
the natural transformations p : R→ RG and q : RIβ → R are monoidal. Thus the
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following diagram commutes:
R(V β)⊗A
id⊗R(coevβ)
qV ⊗q
′ (q′:=q
1
◦R(coevβ))
R(V β)⊗R(1β)
(RIβ)2
qV ⊗q1
R(V β)
qV
R(V )⊗A
pV ⊗p
′ (p′:=R(G−10 )◦p1)
R(V )⊗R(1)
R2
pV ⊗p1
R(V )
pV
RG(V )⊗A
id⊗R(G0)
RG(V )⊗RG(1)
(RG)2
RG(V )
By the definition of monoidal functors, the composite morphisms along the top row
and the bottom row are R2(V
β ,1) and R2(G(V ),1), respectively. Thus we get the
following commutative diagram:
R(V β)⊗A
φV ⊗p
′q′
R(V β)⊗R(1)
R2(V
β ,1)
R(V β)
φV
RG(V )⊗A RG(V )⊗R(1)
R2(G(V ),1)
RG(V )
To show that φV : R(V
β) → RG(V ) is an isomorphism of right Hopf modules, it
suffices to show that p′q′ is the identity. By the definition of β, we have
p′ = R(G−10 ) ◦ ξ
G
1
◦ hR(1)
(4.15)
= Z(chβ) ◦ δ1
(3.24)
= Z(coev−1β ) ◦ Z(π1(β)) ◦ δ1.
Hence we compute
π
1
(X) ◦ p′ ◦ q′ = π
1
(X) ◦ Z(coev−1β ) ◦ Z(π1(β)) ◦ δ1 ◦ ζ
β
1
◦ Z(coevβ)
= (idX ⊗ coev
−1
β ⊗ idX∗)
◦ (idX ⊗π1(β)⊗ idX∗) ◦ πZ(1)(X) ◦ δ1 ◦ ζ
β
1
◦ Z(coevβ)
= (idX ⊗ coev
−1
β ⊗ idX∗) ◦ π1(X ⊗ β) ◦ ζ
β
1
◦ Z(coevβ)
= (idX ⊗ coev
−1
β ⊗ idX∗) ◦ π1β (X) ◦ Z(coevβ)
= π
1
(X) ◦ Z(coev−1β ) ◦ Z(coevβ) = π1(X)
for X ∈ C. Here, the second and the fifth equalities follow from the naturality of
π(−)(X), the third from (3.16), and the fourth from the definition of ζ
β . By the
universal property of π
1
, we obtain p′q′ = idZ(1). The proof is done. 
By the fundamental theorem for Hopf modules (Lemma 3.2), there is a unique
morphism jV : V
β → G(V ) such that
(4.17) Z(jV ) = φV = ξ
G
V ◦ hR(V ) ◦ ζ
β
V .
The family j = {jV }V ∈C is in fact a natural isomorphism j : I
β → G, since φV is
invertible for all V ∈ C and natural in V ∈ C. Moreover, we have:
Claim 4.13. j ∈ Nat⊗(I
β , G).
Proof. Let H : C → Z(C)A be the monoidal equivalence given by Lemma 3.2. We
set F = Iβ for simplicity. As we have seen, φ : RF → RG is a monoidal natural
transformation such that φV is an isomorphism of Hopf modules for all V ∈ C.
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From this, we see that φ : HG→ HF is in fact a monoidal natural transformation.
Hence j : F → G is also a monoidal natural transformation. 
We now define the map ΨG : NG → JG by ΨG(h) = (β, j), where β and j are
constructed from h in the above. In the rest of this section, we prove that both
ΦGΨG and ΨGΦG are identity maps.
4.8. Computation of ΨGΦG. We prove that ΨGΦG is the identity map. Let
β = (β, j) be an element of JG, and set
h = ΦG(β) and (β
′, j′) = ΨG(h).
We first show β = β′. We recall that β and β′ belong to the set {β1, . . . , βn} of
representatives of isomorphism classes of invertible objects. Thus, by Lemma 3.8,
it is enough to prove:
Claim 4.14. chβ = chβ′ .
Proof. We first remark the following equation:
(4.18) G−10 ◦G(π1(1)) = π1(1) ◦ Z(G
−1
0 ) ◦ ξ
G
1
This follows from the following commutative diagram:
GZ(1)
(	 by the definition of ξG)ξG
1
G(π
1
(1))
G(1⊗ 1⊗ 1∗)
(4.6) with F = G
G(1)
G−10ZG(1)
(	 by the (di)naturality of π)Z(G−10 )
πG(1)(G(1))
G(1)⊗G(1) ⊗G(1)∗
G−10 ⊗G
−1
0 ⊗G
∗
0
Z(1)
π
1
(1)
1⊗ 1⊗ 1∗ 1,
Now the claim is proved as follows:
chβ′
(4.16)
= π
1
(1) ◦ Z(G−10 ) ◦ ξ
G
1
◦ hR(1)
(4.18)
= G−10 ◦G(π1(1)) ◦ Φ(β)R(1)
(4.13)
= G−10 ◦ j1⊗1⊗1∗ ◦ πV (β ⊗ 1) = coev
−1
β ◦π1(β ⊗ 1) = chβ .
Here, the fourth equality holds since j ∈ Nat⊗(I
β , G) and Iβ0 = coevβ . 
Claim 4.15. j = j′.
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Proof. We fix V,X ∈ C and consider the following commutative diagram:
Z(V β)
(	 by the definition of ζβ)ζβ
V
π
V β
(Xβ)
Xβ ⊗ V β ⊗ (Xβ)∗
Z(V )
(	 by the dinaturality of π)
πV (β⊗X⊗β
∗
⊗β)
β ⊗X ⊗ β∗ ⊗ β ⊗ V ⊗ β∗ ⊗ β∗∗ ⊗X∗ ⊗ β∗
id⊗ id⊗ evβ ⊗ id⊗ coevβ∗ ⊗ id⊗ id
Z(V )
(	 by Lemma 4.10)hR(V )
πV (β⊗X)
(X ⊗ V ⊗X∗)β
jX⊗V⊗X∗
FZ(V )
(	 by the definition of ξF )ξFV
G(πV (X))
G(X ⊗ V ⊗X∗)
(4.6) with F = G
ZG(V )
πG(V )(G(X))
G(X)⊗G(V )⊗G(X)∗.
By (4.17), the composition along the first column is Z(j′V ). By Lemma 2.2, the
composition along the second column is jX ⊗ jV ⊗ (j
−1
X )
∗. Thus we have
πG(V )(G(X)) ◦ Z(j
′
V ) = (jX ⊗ jV ⊗ (j
−1
X )
∗) ◦ πV β (X
β)
= (idG(X)⊗jV ⊗ idG(X)) ◦ πV β (G(X))
= πG(V )(G(X)) ◦ Z(jV ).
Since G : C → C is an equivalence, we have Z(jV ) = Z(j
′
V ) by the universal
property of πG(V ). Since Z is faithful, we have jV = j
′
V . 
Therefore ΨGΦG is the identity map.
4.9. Computation of ΦGΨG. Finally, we show that the composition ΦGΨG is the
identity map. We fix h ∈ NG and set
β = (β, j) = ΨG(h) and h
′ = ΦG(β).
Claim 4.16. hR(V ) = h
′
R(V ) for all objects V ∈ C.
Proof. We fix V ∈ C. Since G is an equivalence, we have
GZ(V ) =
∫
X∈C
G(X ⊗ V ⊗X∗)
with the universal dinatural transformation G(πV (−)). Thus, to prove this claim,
it is sufficient to show that the equation
G(πV (X)) ◦ hR(V ) = G(πV (X)) ◦ h
′
R(V )
holds for all objects X ∈ C. For simplicity, we set
pX := (jX ⊗ idβ) ◦ (idβ ⊗ idX ⊗ ev
−1
β )
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for X ∈ C. Then we have the the following commutative diagram:
Z(V )
(	 by the dinaturality of πV (X) in X)
πV (β⊗X)
β ⊗X ⊗ V ⊗X∗ ⊗ β∗
pX⊗idV ⊗(p
−1)∗
Z(V )
(	 by the definition of ζβ)(ζβ
V
)−1
πV (G(X)⊗β)
G(X)⊗ β ⊗ V ⊗ β∗ ⊗G(X)∗
Z(V β)
(	 by the naturality of πV (X) in V )Z(jV )
π
V β
(G(X))
G(X)⊗ β ⊗ V ⊗ β∗ ⊗G(X)∗
id⊗jV ⊗id
ZG(V )
(	 by the definition of ξF )(ξFV )
−1
πG(V )(G(X))
G(X)⊗G(V )⊗G(X)∗
(4.6) with F = G
FZ(V )
G(πV (X))
G(X ⊗ V ⊗X∗)
By Lemma 2.2, the composition along the right column is jX⊗V⊗X∗ . Thus, by the
above commutative diagram, we have
G(πV (X)) ◦ hR(V )
(4.17)
= G(πV (X)) ◦ (ξ
F
V )
−1 ◦ hR(V ) ◦ (ζ
β
V )
−1
= jX⊗V⊗X∗ ◦ πV (β ⊗X)
(4.13)
= G(πV (X)) ◦ h
′
R(V )
for all objects X ∈ C. The proof is done. 
Since every component of the unit of the adjunction U ⊣ R is a monomorphism,
every object X ∈ Z(C) fits into an exact sequence of the form 0 → X → R(V ) →
R(W ) in Z(C). Thus, by the above claim and the standard argument, we obtain
hX = h
′
X
for all objects X ∈ Z(C). Therefore ΦGΨG is the identity map. We have
completed the proof of Theorem 4.1.
5. Further applications and remarks
5.1. Functorial property of Φ. Let C be a finite tensor category. For tensor
autoequivalences F and G of C, we define J (F,G) and J(F,G) in the same way as
Section 4. The main result of Section 4 states that there is a well-defined bijection
ΦF,G : J (F,G) → Nat⊗(F˜ , G˜), [β] 7→ Φ(β).
Let H be another tensor autoequivalence of C. For α = (α, i) ∈ J (G,H) and
β = (β, j) ∈ J (F,G), we define their tensor product by α⊗β = (α⊗ β, h), where
(5.1) h =
(
Iα⊗βF
id
−−−−−→ IαIβF
Iα(j)
−−−−−−−→ IαG
i
−−−−→ H
)
.
It is easy to see that the following operation is well-defined:
(5.2) J(G,H)× J(F,G)→ J(F,H), ([α], [β]) 7→ [α⊗ β]
Lemma 5.1. For α = (α, i) ∈ J (G,H) and β = (β, j) ∈ J (F,G), we have
Φ(α⊗ β) = Φ(α) ◦ Φ(β).
26 K. SHIMIZU
Namely, the following diagram is commutative:
J(G,H)× J(F,G)
(5.2)
ΦG,H×ΦF,G
J(F,H)
ΦF,H
Nat⊗(G˜, H˜)×Nat⊗(F˜ , G˜)
composition
Nat⊗(F˜ , H˜).
Proof. For all V = (V, σV ) ∈ Z(C), we have
Φ(α)V ◦ Φ(β)V =
F (V )
Φ(β)V
iV
H(V )
Φ(α)V
=
F (V )
Φ(β)V
iV
H(V )
=
F (V )
jV
iV
H(V )
= Φ(α⊗ β)V.
Here, the second equality follows from that Φ(β)V is a morphism in Z(C), and the
others follow from the definition of Φ. The proof is done. 
For a finite tensor category B, we set Aut⊗(idB) := Nat⊗(idB, idB). Since B
is rigid, the set Aut⊗(idB) is in fact a group with respect to the composition (see
Subsection 2.2). We also denote by Inv(B) the group of isomorphism classes of
invertible objects of B. By using our main result, we obtain:
Theorem 5.2. Inv(Z(C)) ∼= Aut⊗(idZ(C)) as groups.
Proof. Let β = (β, σβ) ∈ Z(C) be an invertible object. We note that β ∈ C is an
invertible object. We define j ∈ Nat(Iβ , idC) by
jX =
(
β ⊗X ⊗ β∗
σβ(X)
−−−−−−−−→ X ⊗ β ⊗ β∗
idX ⊗ coev
−1
β
−−−−−−−−−−−−→ X
)
for X ∈ C. Then j is a monoidal natural transformation. To see this, we note
(5.3) coev−1β ⊗ idβ = (idβ ⊗ evβ)(coevβ ⊗ idβ)(coev
−1
β ⊗ idβ) = idβ ⊗ evβ .
Set c = coev−1β for simplicity. By graphical calculus, we compute
jX ⊗ jY =
β X
X
c
β∗ β Y
Y
c
β∗
=
β X
X
c
β∗ β Y
Y
c
β∗
(5.3)
=
β X
X
β∗ β Y
c
β∗
Y
= jX⊗Y ◦ I
β
2 (X,Y )
for all X,Y ∈ C. The equation j
1
◦ Iβ0 = id1 is trivial. Thus j ∈ Nat⊗(I
β , idC).
Let α and β be invertible objects of Z(C), and let i : Iα → idC and j : I
β → idC
be the monoidal natural transformations associated to α and β, respectively. Then
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the monoidal natural transformation h associated to α⊗ β is given by
hX =
α⊗β X
X
coev−1
α⊗β
β∗⊗α∗
=
β X
coev−1
β
β∗α
X
α∗
coev−1α
=
α β X β
∗
α∗
jX
iX
X
= (the right-hand side of (5.1)).
Namely, we obtain a map
(5.4) (the class of invertible objects of Z(C))→ J (idC, idC)
preserving the tensor product. Conversely, given an element (β, j) ∈ J (idC, idC),
we define a natural transformation σβ by
σβ(X) =
(
β ⊗X
idβ ⊗ idX ⊗ ev
−1
β
−−−−−−−−−−−−−−→ β ⊗X ⊗ β∗ ⊗ β
jX
−−−−−→ X ⊗ β
)
for X ∈ C. It is routine to check that (β, σβ) is an invertible object of Z(C) and
this construction gives an inverse of the map (5.4).
The map (5.4) induces a bijection Inv(Z(C)) ∼= J(idC, idC) preserving the tensor
product. By the above argument and Lemma 5.1, the composition
Inv(Z(C))
∼=
−−−−−→ J(idC, idC)
Φ
−−−−→ Aut⊗(idC)
is an isomorphism of groups. The proof is done. 
Remark 5.3. The isomorphism Inv(Z(C) ∼= Aut⊗(idZ(C)) of Theorem 5.2 is ex-
pressed as follows: Let β = (β, σβ) be an invertible object of Z(C), and let Ωβ be
the element of Aut⊗(idZ(C)) corresponding to [β]. If we denote the braiding of Z(C)
by c, then we have
Ωβ(V)⊗ idβ =
V
coev−1
β
V
β
β
(5.3)
=
V β
V β
= cβ,V ◦ cV,β
for all V = (V, σV ) ∈ Z(C). Namely, Ωβ is the monodromy [BKLT00, Lemma 2.4]
around the invertible object β.
5.2. Rosenberg-Zelinsky exact sequence. Given a finite tensor category B, we
denote by Aut⊗(B) the group of isomorphism classes of tensor autoequivalences of
B. If, in addition, B is braided, then we denote by Autbr⊗ (B) the group of braided
tensor autoequivalences of B.
Let C be a finite tensor category. The Brauer-Picard group BrPic(C) of C is the
group of equivalence classes of invertible C-bimodule categories [ENO10]. There is
a canonical isomorphism BrPic(C) ∼= Autbr⊗ (Z(C)) of groups [DN13], and thus we
identify them. By Theorem 4.1, we obtain the following theorem, which has been
known in the semisimple case (cf. a categorification of the Rosenberg-Zelinsky exact
sequence for fusion categories given in [GP17]).
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Theorem 5.4. For a finite tensor category C, there is an exact sequence
1→ Aut⊗(idC)
(i)
−→ Inv(Z(C))
(ii)
−−→ Inv(C)
(iii)
−−→ Aut⊗(C)
(iv)
−−→ BrPic(C).
Here, the group homomorphism (i) sends ξ ∈ G(C) to the isomorphism class of the
object (1, σξ) ∈ Z(C), where the half-braiding σξ is defined by
σξ(X) :=
(
1⊗X
id
−−−−−→ X
ξX
−−−−−→ X
id
−−−−−→ X ⊗ 1
)
for X ∈ C. The group homomorphism (ii) is given by
Inv(Z(C))→ Inv(C), [(β, σβ)] 7→ [β].
The group homomorphism (iii) is given by
Inv(C)→ Aut⊗(C), [β] 7→ [I
β].
The group homomorphism (iv) is given by
Aut⊗(C)→ BrPic(C) = Aut
br
⊗ (Z(C)), [F ] 7→ [F˜ ].
Proof. It is obvious that the group homomorphism (i) is injective. Since the image
of (i) consists of the isomorphism classes of objects of Z(C) of the form (1, σ) for
some σ, the sequence is exact at Inv(Z(C)). For an invertible object β ∈ C, the
tensor functor Iβ is isomorphic to idC if and only if (β, σ) ∈ Z(C) for some σ (see
the proof of Theorem 5.2). This implies the exactness at Inv(C). By Theorem 4.1,
[F ] ∈ Aut⊗(C) belongs to the kernel of (iv) if and only if F ∼= I
β for some invertible
object β ∈ C, that is, F belongs to the image of (iii). Thus the sequence is exact
at Aut⊗(C). The proof is done. 
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