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CHAPTER I 
1. INTRODUCTION 
1.1 General 
Nonparametric methods are now being used frequently for 
many different problems associated with testing statistical hypotheses. 
This popularity may be attributed to the expanded formal instruction) 
to the increasing appearance of nonparametric techniques in technical 
journals and books) and to the apparent desirable features of many 
nonparametric tests. Savage (24) has recently published an extensive 
bibliography on nonparametric statistics with close to three thousand 
entries. Nonparametric tests general l y require less stringent 
as sumptions and involve simpler calculations than corresponding 
parametric tests. However) the detailed properties of nonparametric 
tests are usually difficult to evaluate) and much remains to be learned 
about the behavior of these tests for many possible conditions. 
1.2 Definitions 
Several terms and the simpler concepts associated with testing 
hypotheses are defined in this section; the material has been 
summarized from Kendall and Stuart (10) in which an excellent 
presentation of the material is made. 
1 
Suppose a set of random variables x1, ••• ,Xn is given. The 
sample point (x1, ••• ,xn) determines a pointE in the sample space 
W in n-dimensions , with a distribution function P(E). If w is any 
2 
reg ion in W, it is possible to determine the probability that E falls 
in w, i.e. , P(EEw). Any hypothesis concerning the law P(E Ew) is a 
statistical hypothesis. A hypothesis which completely specifies the 
law is called simple, otherwise it is called composite. 
The following kind of argument is used in testing hypotheses. 
Assuming that the null hypothesis is true, we can, with as signed 
probability a, find a region w in the sample space W such that the 
0 
probability that E falls in W-w is (1- a ). The region W- w is called 
0 0 
the region of acceptance of the null hypothesis. The region w is 
0 
called the critical region, since we reject the null hypothesis if E 
falls in w • The probability that E fal ls in w when the null 
0 0 
hypothesis H is true is a . This probability is called the probability 
0 
of a t ype-one error, since we are rejecting the true hypothesis. The 
mathematical representation of this situation is P(EEw0 1H ) = a . It is 0 
a lso necessary to understand the behavior of the test when the 
hypothesis is not true. We desire to know with what probab ility E 
falls in w when the true situation dif fer s from the null hypothesis 
0 
H
0
, and is actually H1 • 
This probability is represented as 
and is called the power of the critical reg ion with respect tow (a ). 
0 
3 
Clearly, it is desirable, whenever possible, to select the 
critical region for a particular type-one error, and to select from 
among all tests, that test which maximizes power. It is not always 
possible, however , to construct tests which maximize power for all 
possible types of alternative hypotheses. 
1.3 The Two-Sample Problem 
A broad class of problems examined in the theory of testing 
hypotheses is the two- sample problem. Fraser (5) discusses this class 
in several sections of his book. Engler (3) has prepared an excellent 
summary of two-sample, nonparametric tests. She discusses in detail 
several two - sample, nonparametric tests. 
In the two-sample problem, two sets of random variables , each 
a sample from probability distributions F(t) and G(t), are examined. 
The problem is to test whether the two distributions are identical, 
i.e., the null hypothesis H states F(t) = G(t). 
0 
The null hypothesis can fail to be satisfied in many ways. 
Some examples are: F(t) and G(t) are of the same distribution t ype but 
differ in location, i.e., G(t) = F(t + m); F(t) and G( t) may differ 
in dispersion; F(t) and G( t) may differ both in mean and dispersion; 
or F(t) and G(t) may be assumed to satisfy some other mathematical 
relationship with each other. 
Special classical and nonparametric tests have been constructed 
to test the null hypothesis when particular alternatives are being 
investigated. Student's two- sample t test is the classical test 
for testing the hypothesis that the means of the two distributions 
differ. The Wilcoxon-Mann- Whitney test is a popular nonparametric 
test frequently used to test the same hypothesis. These tests are 
discussed in detail be l ow. 
1.4 Organization of the Material 
Chapter II describes Student's two-sample t test and the 
Wilcoxon-Mann-Whitney test. Student's two-sample t is defined, and 
4 
the assumptions underlying the test are given. The effects of 
non-normality and unequal variances are briefly stated. The historical 
background of the Wilcoxon-Mann- Whitney test is given, the statistic 
is defined, and several tables of the distribution are cited. The 
problems to be investigated in this dissertation are stated in 
Chapter III, and bases for judging results are established. The 
theoretical analysis is summarized and We therill's (31) analysis of 
a similar problem is presented. Exact power functions for the non-null 
case are calculated for the Mann-Whitney test for small sample sizes. 
In addition, the power functions for the non-null case are estimated 
by approximating the distributions by an Edgeworth series. The use 
of the Edgeworth series expansion is discussed, and the relationship 
of the moments of the distribution to the Edgeworth series is stated. 
The Monte Carlo method is also discussed in Chapter III; it is noted 
that disagreements exist concerning which experimental techniques 
may be called Monte Carlo. The methods and formul a s for calculating 
the moments required for the asymptotic approximations of the power 
functions are given in Chapter IV. Chapter V describes some 
special features of the Monte Carlo analysis. In Chapter VI, 
the results and comparisons of both types of analyses are discussed 
as are the conclusions. The Appendix contains the computer flow 
charts and an explanation of the method used for generating pseudo 
random normal numbers. 
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CHAPTER II 
2. STUDENT'S TWO-SAMPLE t TEST AND THE WILCOXON-MANN-WHITNEY TEST 
2.1 Student's Two-Sample t Test 
Student's two-sample t test is the popular parametric 
(classical) test used for testing differences between means. The 
test was first proposed by Gosset, writing under the name of 
"Student" (26) in 1908. The test >vas established to investigate 
differences in the means without a knowledge of the value of the 
population variances. 
The mathematical representation of Student's t is 
t (1) 
where s = N(O,l), i.e. , is normally distributed with zero mean 
and unit standard deviation, and ~ is distributed independently 
2 2 
as X jv, X being a chi square variable with v degrees of 
freedom. 
6 
7 
The numerator ~ ' and the denominator ~~ of Student's two-sample 
t are given by 
~X - Y2 - ~Ex - Ey2 ~ ) :2 2 ~ + ~ 
n 
m 
- 2 n - 2 ~ ~- - x) ~ (y j - ~ 
~1 ~ j=l 
2 + 2 
~ ~ 
X 
(m + n - 2) 
where x is based on a sample of m, y is based on a sample of n , and 
Ex and Ey denote the expected values of x and y . 
2 2 The distribution of t depends on the ratio c = ~ J~ . 
X y 
In deriving the frequency function of Student's t distribution, 
it is assumed that the x's andy's are independent samples from 
normal distributions F(t) and G(t) and that c is known. Gayen (6) 
has shown that Student's t distribution is more sensitive (non-robust) 
to variation in c from its assumed value (which is usually one) , than 
to departures from normality in F(t) and G(t). Thus , the true 
probabilities associated with the critica l region differ less from 
their nomi nal values when the underlying distributions differ slightly 
from the assumed normal distributions , than when the variances of the 
two distributions differ from their as sumed ratio. 
8 
When c = 17 formula (1), under the null hypothesis F(t) G (t) 7 
becomes 
t 
m - 2 
2: (x. - x) + 
i=l ~ 
n - 2 
2: (y . - y ) 
j=l J 
[ mn(m + n - 2) 
m+n 
The frequenc y function of t under the null hypothesis is 
h (t) 
v 
1 
J;;c 
v + 1 2 -
(1 + .!_) 2 
v 
J}z 
where v = (m + n - 2) is the number of degrees of freedom. The 
distribution of h (t) is well tabulated for v ~ 120. The normal 
v 
distribution is an adequate approximation to h (t) for v > 120 for 
v 
most cases. 
The distribution of t under the alternative hypothesis in 
which F(t) is the cumulative normal distribution with mean zero and 
standard deviation one, and G(t) is the cumulative normal 
distribution with mean 87 standard deviation one has been tabulated 
by Resnikoff and Liebermann (22). Recently Wetherill has approximated 
the power function for the case F normal (0,1) and G normal ( B,~). 
His results are discussed below. 
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2.2 The Wilcoxon-Mann-Whitney Test 
The Wilcoxon-Mann-Whitney test is one of the most popular 
nonparametric two-sample tests. This test, which has been the 
subject of extensive theoretical investigations, is usually used when 
the alternative hypothesis is H1: F (t) > G(t), the two distributions 
assumed continuous. This test has been derived by many people. 
Kruskal (12) has found that at least seven independent suggestions 
have been made for procedures i dentical or closely related to it. 
Assume an independent sample of size m has been obtained from 
F(t) , and an independent sample of size n has been obtained from 
G(t). The Mann-Whitney s tatistic U is defined as the number of 
pairs (X., Y.) for which (X. < Y.). (The effect of ties , which is 
~ J ~ J 
ignored in this dissertation, has been treated by Putter (21).) 
Let 
Then 
d .. :::: 1 
~J 
:::: 0 
m 
u :::: L 
i==l 
The Wilcoxon statistic 
n 
w :::: l: 
j==l 
if X. < Y . 
~ J 
if X. > Y . 
~ J 
n 
r d .. ~J 
j==l 
w is defined as 
r. 
J 
1/ 
r 1, ••• rn being the ranks of then observations from G(t) ordered 
among the (m + n) observations from F(t) and G(t). 
It can be shown that 
W ; n(n + 1) + U 
2 
10 
To test against the alternative hypothesis F(t) > G(t), reject 
H for l arge U (or large W). 
0 
The calculation of the exact distribution of U is cumbersome; 
however, several tables and recursion formulas exist in the 
literature. 
Let n (u, m, n) denote the cumulative distribution function of 
U under H • Then: 
0 
1. Mann and Whitney (14) have tabulated n to three decimal 
places for m ~ n ~ 8 and u ~ mn/2. 
2. Wilcoxon (33) has tabulated min (W, (m + n) (m + n + 1)/2 - W) 
for probabilities < .06, and for m = n 5 through 10. 
3. Owen (19) has published tables of the exact cumulative 
frequencies and the cumulative distribution for the 
two-sample Mann-Whitney test for m, n ~ 10. In addition, he 
has given critical values for probabilities .001, .005, 
.01, .025, .05, .10, 190, .95 , .975, .995 , and .999 for 
m, n < 20. 
11 
4. White (32) has tabulated the l ar gest va lue of u for 
which n (u ) m) n) ~ .005) .025 for m + n < 30. 
5. Auble (1) has published similar tables for m) n ~ 20 ) 
and significance levels a = .001 ) .005 ) .01 ) .02 ) .025 ) 
6. Fix and Hodges (4) have shown the connection between 
n (u ) m) n) and the partition function A (u ) m) n) J 
the number of ways to choose exactly m non-negative 
integral summands ) none greater than n ) whose sum do e s 
not exceed u. They have presented tables f rom which it 
is possible to calculate n (u) m) n) for u < 100 and 
min (m ) n) < 12. 
7. Savage (23) has presented some recursion formulas f rom 
which it is possible to calculate exact prob abilities 
of particular rank orders (usually for small sample 
sizes) from probabilities a ssociated with higher sample 
sizes. 
Mann and Whitney have shown that U is asymptotica lly normally 
distributed under the null hypothesis; thus 
[U- E (U) ] 
0 
D (U) 
0 
where E (U) and D (U) are the mean and standard deviation of U under 
0 0 
the null hypothesis. 
12 
Fix and Hodges have shown that the normal approximation is only 
fair at the tails for m = n = 12. They found that an Edgeworth 
approximation to order O(n- 2) gives accuracies to four decimal 
places for sample sizes n 2 12. 
Lehmann (13) has shown that U is asymptotically normally 
distributed when F(t) f G(t). Hodges and Lehmann (8) have shown that 
the asymptotic relative efficiency of the Wilcoxon-Mann-Whitney test 
relative to Student's t cannot fall below .864 when both are used as 
tests against shift (i.e. ) G(t) = F(t- e)). Wetherill has recently 
investigated its properties) and compared it with Student's t test 
when the underly ing distributions are normal with unequal variance) a 
case not considered by Hodges and Lehmann. Wetherill's results are 
discussed in Chapter VI ) paragraph 6.3.1. 
Van der Vaart (30) investigated the effect of unequal variance s 
on the probability of t ype-one error. He calculated the variances 
of the two distributions as a function of qJ where 
<~ 2 - ~ 2) 
q = ___ x ____ ~Y--
(~ 2 + ~ 2) 
X y 
-1 < q ~ 1 
and as a function of the sample size ratio. His results are discussed 
in Chapter VIJ paragraph 6.3.2. 
CHAPTER III 
3. DISCUSSION OF PROBLEMS AND METHODS OF SOLUTION 
3.1 Statement of the Problems 
The present paper considers the behavior of Student's two-
sample t test and the Wilcoxon-Mann-Whitney test under the 
alternative hypothesis H1J the mean of G(t) is larger than the mean 
of F(t). Thus) one-tailed tests are performed. The particular 
distributions considered are: F(t) is normal with mean zero ) 
standard deviation one) while G(t) is normal with mean e and standard 
deviation ~ . 
The problems investigated are: 
l. How do unequal variances affect the power functions 
and probabilities of t ype-one errors of Student's 
two-sample t test and the Wilcoxon-Mann-Whitney test ? 
2. How do the power functions calculated from the asymptotic 
analysis compare with those calculated by a Monte Carlo 
method? 
3. How do the power functions calculated from the asymptotic 
analysis compare with those calculated from Wetherill's 
formulas ? 
13 
4. How do the power functions for the Mann- Whitney test 
calculated for small s ample sizes from exact formulas 
compare with those calculated from the asymptotic 
formulas ? 
3.2 Bases for Conclusions 
Power functions for the Wilcoxon-Mann-Whitney and Student's 
two-sample t test are calculated from a theoretical analysis and 
14 
from a Monte Carlo analysis. The Mann-Whitney statistic is used in 
the theoretical analysis , while the Wilcoxon statistic is used in the 
Monte Carlo analysis since it is more easily calculated on a digital 
computer. The power functions depend on the sample sizes m and n , 
the mean e and standard deviation rr of G(t) , and the probability of 
a t ype-one error. Tables 1 and 2 lis t the particular values for the 
par ameters for which the power functions are calculated. 
The effects of unequal variances on the asymptotic power 
functions of Student's two-sample t and the Wilcoxon-Mann-Whitney 
test are determined by examining the columns of the matrices of 
power functions; the column elements in each matrix vary over the 
standard deviations , while the row elements vary over the means. 
Sample sizes , sample size ratios, and t ype-one errors are examined 
relative to the mean-standard deviation matrix. 
Table 2 also presents the values of the normal deviates 
associated with the t ype-one errors considered and the critical 
values Wand t of the Wilcoxon test and of Student's test used in the 
Monte Carlo analysis. 
1S 
TABLE 1 
VALUE OF SAMPLE SIZES, MEANS 7 STANDARD DEVIATIONS 7 AND 
REPLICATIONS USED IN ANALYSIS 
t 1 2 
F(t) = f oo 1 - 2 u du = rt e cp (u) du = <D ( t) ffi ' - oo 
1 2 
G(t) = ~~ 1 - 2 (u- 8) 1 ~~ u- 8 <D (t- 8) a-e du =- cp (-)du = J2; a- a- a- a-
Theta 0 .2S .so 1.00 l.SO 2.00 Sigma 
_,; 
\ ....., 
.so Thirty c a ses are obtained from the 
• 7 s 
1.00 ) combinations of the six means and 
l.SO 
2.00 five standard deviat ions of G(t). 
I 
Experimental 
Case Number 1 2 3 4 s 6 7 8 9 
Sample size 
m from F (t) 3 4 s 6 8 10 12 16 20 
Sample size 
n from G(t) s 4 3 10 8 6 20 16 12 
Monte Carlo 
replications 
R 4000 4000 4000 2000 2000 2000 1000 1000 1000 
m 
n 
a 
w 
z 
t 
a 
w 
z 
t 
a 
w 
z 
t 
1 
TABLE 2 
PROBABILITIES AND CRITICAL VALUES OF WILCOXON'S STATISTIC W, 
AND CORRESPONDING VALUES OF NORMAL DEVIATES 1 AND STUDENT'S t 
STATISTIC 
3 4 5 6 8 10 12 16 
5 4 3 10 8 6 20 16 
.01786 .01429 .01786 .01124 .01033 .01124 .01056 .01068 
30 26 21 106 90 72 389 325 
2.1001 2.1893 2.1001 2.2822 2.3142 2. 28 22 2.3058 2.3016 
-2.697 -2.969 -2.697 -2.567 -2.609 -2.567 -2.436 -2.431 
.07143 .05714 .07143 .05894 .05245 .05894 .04973 .05082 
28 24 19 100 84 66 373 308 
1.4652 1.5792 1.4652 1.5640 1.6211 1.5640 l. 647 5 l. 6370 
-1.686 -1.849 -1.686 -1.668 -1.736 -1.668 -1.701 -1.689 
.12500 .10000 .12500 .10989 .09744 .10989 .09798 .09814 
27 23 18 97 80 63 364 299 
1.1505 l. 2815 1.1505 1.2271 1.2963 1.2271 l. 2932 1.2922 
-1.27 5 -1.440 -1.27 5 -1.285 -1.363 -1.285 -1.323 -1.322 
16 
20 
12 
.01056 
257 
2.3058 
-2.436 
.04973 
241 
1.6475 
-1.701 
.09798 
232 
l. 2932 
- 1.323 
The values of the normal deviates, z, given in Table 2 are used in 
the asymptotic analysis for the power functions of Mann-Whitney 
test. The values (-z) are used in the derivation of the asymptotic 
power functions for Student's two-sample t test. 
I 
17 
Power function ratios are also calculated) the Wilcoxon-Mann-
Whitney power functions being divided by Student's two-sample t 
power functions. These ratios) tabulated in a manner identical to 
that used for the power functions) are examined to determine the 
effects of the parameters. 
Power functions are also calculated from Wetherill's formulas) 
and the ratios -- Wetherill's power functions divided by the 
asymptotic power functions -- are calculated. In addition) for 
m + m = 8) asymptotic power functions are compared with the exact 
power functions for the Mann-Whitney test. These power functions 
and ratios indicate the increased accuracy of the asymptotic 
formulas derived in this paper over Wetherill's formulas for 
approximating the power function of Student's two-sample t and the 
Mann-Whitney statistic. 
3.3 Wetherill's Asymptotic Analysis 
Wetherill used asymptotic approximations to estimate the power 
function of Mann-Whitney's test and Student ' s t test when the 
underlying distributions are normal with "slightly" unequal 
variances. He approximated the true distributions under the non-null 
conditions by normal distributions. He also approximated the 
integral representation of the mean and standard deviation by 
. . 0 ( -1) asymptot~c expans~ons to n • 
The probabilities on the left-hand side of formulas (2) and 
(3) are his representations of the power functions for the 
Mann-Whitney test and Student's t test) respectively. The right 
hand side is his solution. Formul as (4) and (5) are used to 
calculate z and z'. Wetherill defined t withy- x in the 
numerator. 
where 
> E0 (U) + Aa D0 (U) - E8 (U) J = 
D8 (U) 
E0 (t) + Aa D0 (t) - E8 (t) J = 
n8 (t) 
1 - <P Cz) 
1 - <P cz ·) 
18 
(2 ) 
(3) 
2 = Aa [ 1 ~ (~) (o--1) J- e -J~ :.0 [ 1 - t;1) (1 + 2 fJc:~))J. 
(4) 
2' = Aa[ 1 - c:~)(o-- 1) J- e lfjf [ 1 - (o--1) (~) J . (5) 
He showed that formulas (4) and (5) reduce to: 
Aa - e -J5i [ 1 - co-; 1) J "' z = (6) 
z ' = A a - e -jf [ 1 - co-; 1) J for m = n. (7) 
When the two power functions are equated) and n replaced by n7: in 
equation (7)) the relative efficiency is calculated as: 
n'': 3 
e = =-
n n 
19 
which is the value of the asymptotic efficiency under the assumption 
of equal variances derived by Pitman (14) and others. 
3.4 Theoretical Analysis 
An analytical method is derived for evaluating the power 
functions of Student's distribution and the Mann-Whitney distribution 
f or the non-null case for large (m + n). The approach used) 
somewhat different from We therill' s) is partially outlined by 
Witting (34). The power functions for U and tin the non-null case 
are approximated by terms of the Edgeworth expansion) the omitted 
terms being O[min (m) n)- 3/ 2] . A continuity correction i s used for 
the Mann-Whitney test. 
The Edgeworth series is an orthogonal expansion derived from 
the normal distribution. Terms of the Edgeworth ser ies are usually 
used to improve the normal approx imation to distribution functions 
of s tatistics which have limiting normal distributions. Let H(x) 
represent the dis tribution func tion of X for finite n) where X is 
a normalized variable. If H(x) is asymptotically normal ) one may 
write H(x) as 
H(x) ¢ (x) + E(x) 
where ¢ (x) is the normal distribution function and E(x) are t erms 
of the Edgeworth Series (the function E(x) being small for large n). 
The terms of E(x) are functions of the moments of H(x); terms of 
-v/2 
order n contain the moments ~3 through ~v + 2 • 
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Cramer (2) states it is usually not necessary in practice 
to go beyond the third and fourth moments, since terms containing 
these moments often give good approximation to most distributions. 
Values of the Edgeworth coefficients are given by Cramer and are 
listed so that terms within brackets are of the same order of 
magnitude. The three sets of Edgeworth coefficients: (1) (e2); 
(2) (e3, e5); (3) (e4, e6, e8); have orders of magnitude different 
from each other but equal within their respective brackets. Only 
the first three terms, e2' e3 and es are used below. These 
coefficients are functions of the first four moments of the 
distribution of H(x): 
1 I-L3 
e2 - - 3! 3 
0" 
1 I-L4 3) e3 ::: 4! (-4 
0" 
2 
10 I-L3 
es ::: 6! 6 
0" 
The moments for the Mann- Whitney distribution, derived by 
Sundrum (27, 28) as functions of probabilities of X, Y variables , 
are g iven in Chapter IV. These probabilities are converted to 
integrals and evaluated numerically; then the moments are calculated. 
The moments for Student's t distribution are derived by expanding 
-2 
the statistic tin a Taylor series to O[(m + n) ] and then 
calculating the expected values. 
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Exact power functions are calculated for the Mann-Whitney test for 
m + n = 8. The computing algorithm) described by Klotz (ll)J is 
presented in Chapter IV. 
3.5 Monte Carlo Analysis 
The advent of high-speed computing machines has popularized 
experimental analysis (or the Monte Carlo method) as a problem-
solving technique among mathematicians) engineers) and operations 
research personnel. Papers by Marshall (15) and Kahn (9) are superior 
to most of the many papers appearing in books and journals describing 
this technique and some of its refinement. Shubik (25) has presented 
a bibliography of articles on simulation. Several symposia have 
been held on this subject: Meyer (16) has edited papers presented 
at a symposium held at University of Florida in 1954. Statistical 
meetings are currently devoting entire sessions to the application 
of computers to statistical problems. 
An early definition of the Monte Carlo method is attributed to 
Dr. A.H. Householder) who described it as a device for s tudying an 
artificial stochastic model of a physical or mathematical process. 2 
Another definition) attributed to John Curtiss of IBMJ is: any 
procedure which involves the use of sampling devices based on 
probabilities to approximate the solution of mathematical or physica l 
2
symposium on Monte Carlo Methods) Edited by H.A. Meyer) 195 6 
John Wiley and SonsJ New York. 
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3 problems. Curtiss also notes that the novelty which the method 
possesses lies in its point of view. He states that the common 
procedure for statisticians has been to 11 proceed from a problem 
in probabilities, to a problem in functional equations whose 
solution is obtained by classical methods to furnish the answer to 
probability problems. In the Monte Carlo method, the situation is 
reversed. The probability problem, whose solution can always be 
approximated by repeated trials, is regarded as the tool for the 
numerical analysis of a functional equation11 • 
Those who disagree with Curtiss as to what may be regarded as 
an example of the Monte Carlo method believe that any proposed 
sampling method must utilize a sophisticated and efficient sampling 
process to qualify as a Monte Carlo method. 
There is agreement that the following are necessary steps in 
4 the Monte Carlo method: (1) define a model of the probability 
process to be sampled; (2) decide how to generate random variables 
from given probability distributions in an efficient way; and 
(3) select variance reducing techniques, i.e., ways of increasing 
the efficiency of the estimates obtained from the sampling process. 
As the speed of digital computers increases, the need for spending 
excessive time to obtain efficient methods for generating random 
variables and variance reducing techniques is diminished. 
3 Ibid, P. vii. 
4 Ibid - A.W. Marshall, 11An Introductory Note, 11 page 5. 
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Tukey ( 29) has discussed the general attitude of mathematical 
statisticians to using Monte Carlo methods . He expresses the belief 
that the Monte Carlo method has not been applied as actively as it 
might be to the solution of problems in mathematical s tati s tic s. 
In this dissertation, the terms Monte Carlo method, 
experimental method, and empirical method are u sed interchangeably. 
The power functions f or the Wilcoxon test and Student's 
two-sample t test are estimated by experimental methods using the 
IBM 70 90 computer. The IBM 7090 is a "large" e lectronic digital 
computer with a speed of about 150,000 operations per second. 
The details associated with the experimental analys is are presented 
in Chapter V. 
The mathematical repres entations of the power function of the 
Mann-Whi t ney test and Student's t wo - sample t test under the 
conditions described above are complicated. The calculations 
associated with the asymptotic analys is ar e quite l eng thy. The 
Monte Carlo analysis checks the calculations per f ormed for the 
asymptotic analysis, and provides an independent es timat e of the 
power functions and power f unction ratios of the two t es ts. 
CHAPTER IV 
4. THEORETICAL ANALYSIS 
4.1 General Asymptotic Solution 
We approximate probabilities of the type P[U ~ u] or P[ T ~ t] 
by Edgeworth series expansions: 
. 
= p(x) (8) 
P[T ~ t] 
. 
p 1 (x') (9) 
where x and x' must be appropriately chosen. Since the right hand 
side of (8) is in terms of standard variables, x and u are related by 
X = 
(u - ~ - E(U)) 
D(U) 
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(10) 
where we have used a continuity correction; x' and t are related 
by 
x' = 
The quantities 
e 2 (U) 
e3 (U) 
e 5 (U) 
(t - E(t)) 
D(t) 
l [ f.l 3 (u I e; 
- - 3! n3 <u le; 
l [ f.l 4 (u I e; 
= 4! n4 <u le; 
10 [ f.l3 2 (u I e; 
6! n6 <ul e; 
are Edgeworth coefficients; 
3 (3x - x ) cp (x ) 
m, n, o-) J 
m, n, cr) 
m, n, cr) 
- 3 J 
m, n, cr) 
m, n, cr) J 
m,n, cr) 
are derivatives of the normal density function cp (x); ¢ (x) is the 
normal cumulative distribution function; and D2 (U), f.l 3 (U) and 
f.l 4 (U) are the second, third, and fourth central moments of U for 
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(11) 
the non-null case. Similar formulas define terms associated with 
the power function for Student's two-sample t test. 
If H is true, the left hand sides of (8) and (9) equal a , 
0 
and we have 
P[U > u ] a 1 - [<D (x ) + e3o(U) ~ (3)(xo)] 
- 0 0 
p(x ) 
0 
P[T < t ] a = <D (x ') + e 0 (T) ~ ( 3 )(x ' ) 
- 0 0 3 0 
0 0 
where e3 (U), e 3 (T) are the Edgeworth coefficients calculated 
for e = 0, ~ = 1, and x and x' make the right hand sides of (12) 
0 0 
and (3) equal to a . 
To find values x and x' which satisfy fo rmulas (12) and (13), 
0 0 
Newton's method is applied. Two iterations are sufficient to 
obtain estimates of x and x' which, when substituted into the 
0 0 
right hand side of the equations, differ from a by less than 10- 4 • 
The values of the normal deviate z, which correspond to 
probabilities a , are used as the initial estimate for 
adjustment 61 to z for formula (12) is 
0 3 
e 3 (U) (3z - z ) 
0 2 4 [ 1 + e 3 (U)(3- 6z + z )] 
X • 0 
The 
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(12) 
(13) 
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Then 
x (l) (u) 
0 
z + ~\ (u) 
The second adjustment 5 2 to x 0 (l)(u) is 
and 
x (Z) (u) 
0 (14) 
Similar formulas are used to estimate x ' in formula (13). 
0 
We now substitute x and x ' into formul as (15) and (16) and 
0 0 
solve for u and t 0) the appropriate values of u and t for 0 
determining the critical region (as far as the above approximations 
are concerned); these are given by 
u 
0 
t 
0 
x(Z) D (U) + l + E (U) 
0 0 2 0 
X I (Z) D (T) 
0 0 
These values of u and t along with the means and standard 
0 0 
(15) 
(16) 
deviation of U and t for the non-nul l case) are now substituted into 
formu las (10) and (11) to obtain the proper values for x and x' to 
be used in f ormulas (8) and (9). 
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A summary of the steps in the calculation for the asymptotic 
power functions is now given. Similar steps are followed for 
calculating the power f unctions of Student's t. 
1. Calculate x( 2)(u) from formula (14) for a given (m,n, a ). 
0 
2. Calculate u from formula (15) for a g iven (m,n, a ). 
0 
3. Calculate x(u) from formula (10) using u
0
, E(U), D(U) 
for a given (m,n, e , ~, a). 
4. Calculate power function from formula (8) fo r a given 
(m,n, e , ~,a). 
The computer flow charts associated with the theoretical calculations 
of the power functions are contained in subroutine ASYMP in Figure 1 
of the Appendix. 
4.2 Derivation of Moments of Student's Two-Sample t 
Student's two-sample t statistic is represented by 
-J ~ (x i=l ~ - 2 - x) + t 
X -
n - 2 
L: (y. - y) 
j=l J 
[ mn(m + n -
m + n 
The formulas for calculating the first four moments of t for 
(17) 
the null case and the non-null case are derived below. These moments 
are required by the terms of the Edgeworth series improvement to the 
normal approximation of the power function. 
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Since h (t) the distribution of t under the null hypothesis H 
v 0 
is symmetric about zero, the odd moments, when they exist, are zero. 
The even moments ~2k, for 2k < v are given by: 
~2k 
k 1·3 ••• (2k-l)v 
(v-2) (v-4) •• • (v-2k) 
Therefore, the moments of h (t) under H , where v ; m + n - 2 are 
v 0 
E (t) 0 
0 
D 
2 (t) {m + n - 2) 
0 (m + n - 4) 
0 ~3 (t) 0 
2 
0 3 {m + n - 22 ~4 (t) (m + n- 4)(m + n - 6) 
The moments of t for the non-null case are obtained from a 
Taylor series expansion of the statistics on the right hand side of 
(17). The distributions of these statistics are: 
m 
L: (x. 
i;l ~ 
f (x) ; .Jm cp ( rm ~) 
.Jn 
;-
- 2 2 
x) is distributed as X with (m - 1) degrees of freedom, 
n - 2 2 2 
L: (y. - y) is distributed as ~ X with (n- 1) degrees of freedom, 
j;l J 
and all four functions are mutually independently distributed. 
Define 
Z = X -
m 
v = L: 
i=l 
M [ 
so that 
t 
y 
- 2 (x. - x) 
~ 
mn{m + n -
-~ MzV 
m + n 
+ 
22 
n 
- 2 
L: (yj - y) j=l 
~ 
J 
The moments of t are derived from the moments of z and V as 
functions of the moments of normal distributions and chi square 
distributions, respectively. 
Let y be normally distributed, i.e., g(y) l =-
(J 
30 
2 
assume S has a chi square distribution with r degrees of freedom. 
The moments of y and s2 are given by: 
E(y) = e 2 E(S ) = r 
D2(y) 2 D2 (S 2) 2r (J 
f.L3(y) 0 2 f.L 3 (S ) 8r 
f.L4(y) 30" 4 2 2 = f.L 4(S ) 48r + l2r 
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Since both z and V are sums of independent components) their 
moments are readily calculated to be: 
E (z) - - e 
2 1 + 
2 
D (z) = cr 
m n 
1J.3(z) = 0 
1-14 (z) 3 + 6cr
2 
+ 
3cr 4 
2 mn 2 
m n 
E (V) (m - 1) + (n - 1) 2 = cr 
D2 (V) = 2[ (m- 1) + (n- 1) cr4] 
I-13(V) 8[(m- 1) + (n- 1) cr6] 
1J.4(V) = 48 [ (m - 1) + (n - 1) cr8 J 
+ 24 (m- l)(n- 1) cr4 
The asymptotic representation of t is obtained by expanding 
- ~ 4 V in a Taylor Series about V = E (V)) keeping terms to [V - E (V) J ) 
and multiplying the result by Mz, i.e., 
- 1: 
t = MzV 2 Mz { 1 _1 
JE (V) 2 
5 
16 
[V - E(V)] 3 
[E(V)] 3 
[V - E(V)] + 1 
E(V) 8 
[V - E (V) ] 2 
[E (V)] 2 
35 
+ 128 
[V- E(V)] 4 
[E(V) ]4 } . 
The expected value of t, E(t), is given by 
E (t) = ME(z) { l + 3 D2{V2 5 
f.l.3(V) 
JE (V) 8 [ E (V)] 2 16 [E(V) ]3 
+ 
35 f.l.4(V) } 128 [E(V)] 4 
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To simplify the calculation of the moments of t, the following 
definitions are made: 
w = v - E(V), 
t = [ z - E (z)] r 1 w 3 [W
2
- D2{V2] 
1 l_ - 2 E(V) + 8 [ E (V)] 2 
3 4 
5 [W - f.J. 3 (V)] 
+ 
35 [W - f.1. 4 (V)] 
16 [E (V)] 3 128 
r 3 D2{V2 5 t 2 = [z - E(z)] l_ 1 + 8 [ E (V)] 2 16 
( 1 w + 1 
t3 = E(z) L - 2 E(V) 8 [W
2
- D2(V2] 
[ E (V)] 2 
[E(V)] 4 
f.l.3(V) 
+ 
[ E (V)] 3 
} 
35 
128 
5 
16 
3 [W - f.J. 3 (V)] 35 
+ 128 
4 [W - f.J.4(V)] 
[E(V)] 3 [E(V)] 4 
f.l.4(V) 
[E(V)] 4 } 
} . 
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Then; 
t - E (t) 
so that 
E[t - E(t)]k = 
k Table 3 contains the terms in the expansion of E(t1 + t 2 + t 3) 
which contribute to the moments of t. 
An 0 in the second column signifies that the expected value 
of that particular term is zero; e.g.; for D2(t); E(t1t 2) is zero 
2 2 3 
since E(W) = 0; E[W - D (V)] = 0; E[W = IJ.3 (V)] = 0 and 
E[W4 = 1J.4 (V)] = 0. These factors arise in the multiplication of 
t 1t 2• The terms E(t1t 3) and E(t 2t 3) are zero since E[ z - E(z)] = 0. 
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TABLE 3 
TERMS OF E(t1 + t 2 + t 3)k CONTRIBUTING TO THE MOMENTS OF 
STUDENT'S TWO -SAMPLE t 
D2(t) f-l3 (t) f-l4 (t) 
1=Present 1=Present 1=Present 
Term O=Absent Term O=Absent Term O=Absent 
E(t12) 1 E(t13) 0 E(t14) 1 
2 E(t 2 ) 1 E(t/) 0 E(t24) 1 
E (t3 2) 1 E(t/) 1 E(t34) 1 
2E (t1 t 2) 0 
2 3E(t1 t 2) 0 
3 4E (t1 t 2) 1 
2E(t1t 3) 0 
2 3E(t1 t 3) 1 
3 4E(t1 t 3) 0 
2E(t2t 3) 0 
2 3E(t1t 2 ) 0 
3 4E(t1t 2 ) 0 
2 3E(t2 t 3) 0 
3 4E(t2 t 3) 0 
2 3E(t1t 3 ) 0 
3 4E(t1t 3 ) 0 
2 3E(t2t 3 ) 0 
3 4E(t2t 3 ) 0 
6E(t1t 2t 3) 1 
2 2 6E(t1 t 2 ) 1 
2 2 6E(t1 t 3 ) 1 
2 2 6E(t2 t 3 ) 1 
2 12E(t1 t 2t 3) 0 
2 12E(t1t 2 t 3) 0 
2 12E(t1t 2t 3 ) 1 
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In listing the terms contributing to the moments, we temporarily 
ignore the denominator factors while n2, ~3 and ~4 represent D2 (V), 
~3 (V), and ~4 (V), respectively. 
The terms contributing to D2 (t) are 
t 
2 
= [z - E(z)] 2 2 ( l + 3 D2 _ 5 + 35 + 9 D4 4 8 ~3 64 ~4 64 ) 
2) 2 ) (-1 D2 3 2 9 9 4 E (tl = D (z + D ) 4 - 8 ~3 64 ~4 - 64 
2 2 +1 D2 5 35 9 4 
E (t2 ) D (z) ( l 4 - 8 ~3 + 64 ~4 + 64 D ) 
2 [E(z)] 
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The terms contributing to ~3 (t) ar e 
2 [ z - E (z) ] E (z) 
The terms contributing to ~4 (t) are 
4 
t = 1 
4 t = 
2 
4 
t = 3 
37 
9 2 2 2 5 3 6 2 2 ] + 64 (W - D ) + l6 W(W - f-1 3) + 32 W D 
2 2 [z - E(z)] 2 [E(z) ]2 (_L W4) t1 t3 = 16 
2 2 
t2 t3 = [z - E(z) ] 2 [E(z) ] 2 [ 1 W2 - 1 W(W2 4 8 D2) 
9 (W2 - D2)2 + 5 3 _§_ W2D2 J + 64 l6 W(W - f-1 3) + 32 
4 6 2 10 35 27 4 
E (t2 ) = f-14 (z) (1 + 4 D - S f-1 3 + 32 f-1 4 + 32 D ) 
2 2 2 2 12 6E(t1 t 3 ) = D (z) [E(z) ] (32 f-1 4) 
6E(t 2t 2) = D2(z) [E(z) ] 2 (~ D2- 18 II + 87 II + 2_ D4) 2 3 4 8 ~3 32 ~4 32 
3 8 
The collected results are: 
E (t) = M E (z) [ 1 + 1 D2 (V) - 2._ f-1. 3 (V) + __12 f-1. 4 (V) J 
[ E(V)] }z 8 [E(V)]2 16 [E(V) ] 3 128 [E(V) ]4 
(18) 
2 [ 1 D
2 (V) 
+ [E (z)] -
4 
- -
[E(V) ] 2 
9 n4 (V) 
64 [ E (V) ] 4 J } 
(19) 
4 
M3 ( 3 [ 1 f-1. 3 (V) 9 f-1. 4 (V) - D (V) J 
f-1.
3
( t ) = ~ [E(z) ] - -8 ( [E(V) ]3/2 l [E(V) ]3 + 32 [ E(V) ]4 ) 
2 [ 1 n2 (V) + 3E(z) D (Z) z - -
[ E (V) ] 2 
+ 
1 D
4 
(V) J } 
- 8 [E (V) ]4 
6E (z) n2 (z) [ 1 D
2 (V) 5 f-1. 3 (V) 
+ 4 [ E (V)] 2 8 [ E(V)] 3 
33 D
4
(V) J + 1 [ E( z )] 4 -
64 [ E (V) J 4 16 
(20) 
69 f-1.4 (V) 
64 [ E (V) ] 4 
f-1.4(V) 
[ E(V)] 4 } · 
(21) 
4.3 Moments of the Mann-Whitney Test 
The Mann-Whitney statistic U is de f ined in Chapter 3 as 
where 
u 
d .. 
~J 
m n 
i=l i= j 
1 
0 
d .. 
~J 
if X. < Y. 
~ J 
if X. > Y. 
~ J 
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when a sample of size m is obtained from F(t) and a sample of size n 
is obtained f rom G(t). 
The first four moments of U under the null hypothesis are given 
by: 
E (U) = ron 
0 2 
D 2 (U) mn~m +n + 12 
0 12 
0 
fl3 (U) 0 
o ron [ 2 2 2 2 J fl4 (U) = 240 (m + n + 1) S (m n +ron ) - 2(m + n ) + 3mn - 2(m + n) • 
Sundrum has shown that the first f our moments of the Mann-Whitney 
statistic in the general case may be written as functions of f ifteen 
probabilities; these representations are listed in Table 4 in addition 
to Sundrum ' s notation. 
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TABLE 4 
PROBABILITY REPRESENTATIONS USED TO DETERMINE THE MOMENTS OF 
THE MANN-WHITNEY STATISTIC 
Sundrum's Notation for 
Probability Representation Probabilities on left 
P(XY) p 
P(XXY) q 
P(XYY) r 
P(XXXY) s 
P(XYYY) t 
P(XYXY) u2 
P(XXYY) v 
P(XXXYY) wl 
P(XXYXY) w2 
P(XXYYY) xl 
P(XYXYY) x2 
P(XYXXY) y3 
P(XYYXY) 23 
P(XXXXY) a 
P(XYYYY) b 
v + l u = 4 u2 
wl + 
l 
w = 3 w2 
xl + l X = 3 x2 
w+ 
l y = 6 y3 
X+ l 2 = 6 23 
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These probabilities, being of interes t in themselves, are 
tabulated in Table 10 for the thirty (8 , ~) combinations. The 
means and standard deviations are tabulated in Table 11 for the 
thirty (8, ~) combinations and the sample sizes considered. The 
mathematical details and computer flow charts associated with the 
numerical integrations and calculations are given in the Appendix. 
Subroutine WILCO of Figure 1 contains the programming details of 
the mathematics. 
Sundrum's formulas for the moments of U are: 
E(U) = mnp (22) 
mn [ p + (m - 1) q + (n - 1) r - (m + n - 1) p2] (23) 
2 2 3 
m n (6p + 6u - 6pq - 6pr) 
3 3 3 3 + m n(2p + s - 3pq) + mn (2p + t - 3pr) 
+ mn(4p3 + 3p 2 + p + 6u + 2s + 2t - 6pq - 6pr - 3q - 3r) 
(24) 
4 2 2 2 3 3 2 2 ~4 (U) =3m n (q- p) + 6m n (q- p )(r- p) 
2 4( 2)2 4 ( 2 4sp - 3q2 - 6p4) + 3m n r - p + m n 12qp + a -
4 2 2 4 
+ mn (12rp + b - 4tp - 3r - 6p ) 
+ m3n 2 (42rp2 + 72qp 2 + 6qp + 12w + 12y - 42p4 - 18q2 
3 
- 18qr - 12sp - 48up - 6p ) 
+ m2n3 (42qp2 + 72rp 2 + 6rp + 12x + 12z - 42p4 - 18r 2 
3 
- 18qr - 12tp - 48up - 6p ) 
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+ m3n(36p4 + 18q2 + 12qr - 72qp 2 - 36rp 2 + 24sp - 6a + 48up 
- 12w - 12y + 12p3 - 18qp + 6s) 
3 4 2 72rp 2 36qp 2 + 24tp - 6b + 48up + mn (36p + 18r + 12qr - -
- 12x - 12z + 12p3 - 18rp + 6t) 
+ m
2
n
2 (105 p4 + 42p3 + 3p2 + 33q2 2 + 33r + 54qr 174qp 2 
2 
- 174rp - 42pq - 42pr + 36sp + 36tp + 192up 
- 36w - 36x - 36y - 36z + 6v + 36u) 
2 2 2 4 2 2 
+ m n(l32qp + 108rp - 66p - 33q - 36qr - 18r - 44sp 
- 24tp + lla - 144up + 36w + 24x + 36y + 24z 
3 2 
- 6v - 36p - 36u - 7p + 54pq + 36pr - 18s + 7q) 
2 2 2 4 2 2 + mn (132rp + 108qp - 66p - 33r - 36qr - 18q - 44tp 
- 24sp + llb - 144up + 36x + 24w + 36z + 24y 
- 6v - 36p3 - 36u - 7p 2 + 54pr + 36pq - 1St + 7r) 
+ mn(36p4 + 18q2 + 24qr + 18r 2 - 72qp 2 - 72rp 2 + 24sp + 24tp 
- 6a - 6b + 96up - 24w - 24x - 24y - 24z + 6v 
+ 24p3 + 36u + 7p 2 - 36pq - 36pr + 12s + 12t 
- 7q- 7r + p). 
(25) 
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4.4 Exact Mann-Whitney Probabilities 
Exact probabilities and the associated power functions are 
calculated for the non-null case for m + n = 8. A recursive scheme 
described by Klotz and credited to Professor J. L. Hodges, Jr. is 
used. The notation used below and the description of the algorithm 
follow Klotz. Since the recursive scheme requires the calculation 
of probabilities of X, Y orderings for sample sizes m + n < 8, these 
probabilities are printed as a by-product and are listed in Table 10. 
The power functions are obtained as the sum of the probabilities 
of those X, Y orderings which lie in the critical region. The 
probabilities of each of these orderings is obtained by integrating 
the joint density of the X, Y samples over that part of the (m + n) 
dimensional space defined by the ordering. Hodges has reduced the 
problem of integrating over the (m + n) dimensions to one of 
calculating (m + n) successive one-dimensional integrals by a 
recursive scheme. 
Let n denote a particular X, Y ordering whose probability has 
been already calculated. The recursive scheme generates the 
probability of the ordering n followed by an X or Y, i.e., nX or 
nY. Let A (u) = P [ all X' s andY's < u and in the order n] . If n 
n 
is the single ordering X or Y, 
Ax(u) = F(u), Ay(u) = G(u) 
and 
ArrX (u) (m + 1) J: A (v)f(v)dv 1( 
where m is the number of X's in rr . Similarly 
A (v)g(v)dv 
1( 
The desired probability of rrX or rrY is ArrX(oo ) or ArrY(oo ). 
The integrals for ArrX(oo ) and ArrY(oo ) are evaluated numerically 
using Simpson's rule. In order to accomplish this integration 
economically, the values of A (u) are stored as A (oo ) is being 
1( 1( 
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calculated. The recursive scheme starts with the simple calculations 
of F(u) and G(u). 
The integrals from -oo to oo are approximated over the finite 
range min [ - 5, -5~ + 8 ] to max [ 5, 5~ + 8 ] . This range is then 
subdivided into 100 equal subintervals, and the values of the functions 
are evaluated and stored at each point. 
CHAPTER V 
5. SPECIAL FEATURES OF THE MONTE CARLO ANALYSIS 
The Monte Carlo method described in this dissertation is 
programmed for the IBM 7090. Sets of random numbers from normal 
distributions are generated with means and standard deviations 
listed in Table 1. The Student's t statistic and the Wilcoxon W 
statistic are then computed and compared with critical values 
corresponding to type-one errors listed in Table 2. Power functions 
are calculated by recording the relative frequency with which the 
statistics fall in the critical regions. Careful thought was given 
to the selection of an efficient random number generator and a 
"variance reducing" sampling technique. 
The computer flow charts and a discussion of the details of 
the experimental analysis pro gram are presented in the Appendix. 
However, general comments of special interest associated with the 
experimental analysis are made below. 
1. Six different means and five standard deviations 
[30 ( 8 , ~) pairs] are examined. Nine pairs of sample 
sizes (m,n) are used, among which are three different 
(m,n) ratios. Exact t ype-one errors associated wi th 
the Wilcoxon test are used. The type-one errors selected 
are those "closest" to a = .01, .05, and .10. 
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2. The same set of random numbers is used to estimate the 
three power functions for all thirty ( 8 , ~) pairs 
associated with G(t) for each (m,n) pair. This is done 
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to reduce the variability between the estimates of the 
power functions for different means and standard 
deviations. Different sets of random numbers are 
generated for each (m,n) pair to obtain independent 
estimates for the effect of the sample-size ratio. 
Consider the case m = 5, n = 3, R = 4000. Four thousand 
sets of eight random normal deviates with mean zero, 
standard deviation one are generated and stored. The last 
three random numbers in each set are converted to random 
numbers with mean 8 and standard deviation ~ when the 
power functions for each ( 8 , ~) pair are calculated. 
3. The accuracy of the computer programs is checked by comparing 
results under the null hypothesis with known theoretical 
results) and under the non-null hypothesis ) 8 r 0) ~ r 1 
with the asymptotic and exact results. 
4. The method used to generate random normal deviates is 
given in the Appendix. 
5. The results of the experimental analysis are presented in 
Tables 5, 6 and 7. These tables) which also present the 
results from the asymptotic and exact analysis, are 
discussed in Chapter VI. 
CHAPTER VI 
6. DISCUSSION OF RESULTS AND CONCLUSIONS 
6.1 Summary of Data Tables 
Table 5 through 11 contain the formal computer outputs on which 
the discussion of the problems of the dissertation and conclusions 
are based. These tables appear below in the paragraphs in which they 
are first discussed. Tables 5, 6 and 7, which contain the principal 
results, appear in paragraph 6.2, and are discussed in paragraphs 6.2, 
6.3, and 6.4. Table 7A, which is presented to facilitate the 
examination of the experimental results, appears in paragraph 6.3. 
Tables 8 and 9 are discussed and appear in paragraph 6.4; and 
Tables 10 and 11 are discussed and appear in paragraph 6.5. Additional 
tables which are generated and printed by the computer but which are 
not presented in this dissertation are listed in paragraph 6.1.9. 
6.1.1 Table 5 
Table 5 contains the theoretical and experimental power 
functions for the Wilcoxon-Mann-Whitney test. The exact power 
functions appear in Table 5 as the theoretical power function for 
sample sizes m + n 8; the asymptotic approximations appear for 
m + n = 16 and m + n = 32. Table 5 is comprised of three pages which 
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present the results for a .05) and a .10 on different 
pages. The power functions for the thirty ( B J ~) pairs and nine 
sample-size pairs are presented to four decimal places in nine 
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(5 x 6) matrices. Since the experimental power functions are based 
on 4000 replications for m + n = 8) 2000 replications for m + n = 16) 
and 1000 replications for m + n = 32) the experimental power functions 
are calculated as the number of cases which fall in the critical 
regions divided by 4000) 2000) and lOOOJ respectively. 
6.1.2 Table 6 
Table 6) similar in format to Table 5) contains both the 
theoretical and experimental power functions for Student's two-sample t 
test. All of the theoretical power functions) however) are based on 
the asymptotic approximations derived in Chapter IV. 
6.1.3 Table 7 
The format for Table 7) similar to that of Tables 5 and 6) 
presents the ratio of power functions of the Wilcoxon-Mann-Whitney 
test and Student's two-sample t test. The numerator power functions 
are given in Table 5) while the denominator power functions are given 
in Table 6. It is felt that Table 7) when used with Tables 5 and 6) 
provides an adequate measure for determining the relative effectiveness 
of the two tests. 
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6.1.4 Table 7A 
Table 7A lists standard errors for binominal estimates 
based on the number of replications used in the Monte Carlo analysis. 
6.1.5 Table 8 
Table 8 lists ratios of power functions of the Mann-Whitney 
test for sample sizes m + n = 8 . The numerator power functions are 
estimated either from the asymptotic approximation derived in 
paragraph 4.3 (GLAZ), or from Wetherill's formulas (WETH). The 
denominator power functions are estimated from the exact formulas 
presented in Chapter IV, paragraph 4.4. 
6.1.6 Table 9 
The ratios of power functions for both the Mann-Whitney 
test and Student's two-sample t test are presented in Table 9. The 
numerator power functions are estimated from Wetherill's formulas 
and the denominator power functions are estimated from the asymptotic 
formulas derived in the dissertation. The format of Table 9 is 
similar to that of Tables 5, 6 and 7. 
6.1.7 Table 10 
Probabilities of X, Y orderings for the non-null cases, 
calculated as a by-product while determining the exact power functions 
for the Mann- Whitney test for m + n = 8, are listed in Table 10. 
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The results are contained in ten pages with the probabilities and 
X, Y orderings for three different ( 8 , ~) pairs presented on the 
same page. 
6.1.8 Table 11 
Table 11 presents the means and standard deviations of 
the Mann-Whitney statistic for the thirty ( 8 , ~) pairs and the nine 
(m,n) pairs investigated. Both the means and standard deviations 
are given to two decimal places. 
6.1.9 Other Tables Available 
Individual tables containing values of the variance, 
third and fourth moments, and second, third and fifth Edgeworth 
coefficients are calculated for the Mann-Whitney and Student's t 
statistics for all ( 8 , ~) and (m,n) pairs; however, these are not 
included in the dissertation. 
6.2 Comparison of the Wilcoxon-Mann-Whitney and Student's t 
Power Functions 
Tables 5 and 6 present the power functions for the Wilcoxon-
Mann-Whitney and Student's t tests, respectively, for both the 
theoretical and the experimental analysis. Table 7 presents the 
power function ratios for the two tests. The theoretical values for 
the Mann-Whitney tests for m + n = 8 are calculated from exact 
formulas; the theoretical values for the Mann-Whitney test for 
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m + n = 16 and 32 and for all the Student's t values are calculated 
from the asymptotic approximations. 
For sample sizes m + n = 8, the accuracy of the power functions 
of Student's t derived from the experimental analysis seem to be 
greater than that obtained from the asymptotic approximation. Thus, 
in examining the data for sample sizes m + n = 8, the conclusions 
affecting Student's t test are based on the experimental results 
alone. For sample sizes m + n 16 and 32, both the experimental 
and asymptotic results are used. 
The following observations are made: 
1. The probability of a type-one error (8 = 0) of Student's t 
test is more seriously affected by unequal variances than is the 
Wilcoxon-Mann-Whitney test for unequal sample sizes. For equal 
sample sizes, the probability of a type-one error for the Wilcoxon-
Mann-Whitney test is affected more than is the probability of a 
type-one error for Student's test. Also significantly affecting the 
probability of a type-one error is the sample-size ratio; the unequal 
sample sizes produce a large change than do equal sample sizes. It 
is these effects -- unequal sample sizes and unequal variances for 
e = 0 -- which produce excessively large or small ratios of 
probabilities of a type-one error. 
If the sample size is smaller for the population with the 
smaller variance, the probability of a type-one error is smaller 
than its nominal value. If the sample size is smaller for the 
population with the larger variance, the reverse is true, and the 
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probability of a type-one error is larger than it s nominal value. 
2. The power functions for both the Wilcoxon-Mann- Whitney 
test and Student's t test are sensitive to changes in ~ . The effect 
of ~ occurs for all positive values of e, for all sample sizes, and 
for the different sample-size ratios. For a fixed e, power functions 
for both tests generally decrease as ~ increases. However, for 
unequal sample sizes, the power functions do not always exhibit the 
monotonic decreasing property for small values of e. The 
unsystematic behavior occur s when G(t) is not uniformly less than 
F( t ) because of the interacting effects of e and ~ on the power 
functions. For those situations where the probability of a type-one 
error is less than the nominal value, i.e., (m < n and ~ > 1, or 
m > n, ~ < 1), the power functions for the Mann-Whitney test are 
larger than the power functions for Student's t for small e. 
Alternatively, when m < n and ~ < 1, or m > n and ~ > 1, the power 
functions for Student's t are larger. 
3. The minimum value for the ratio of power functions is 
observed most frequently for e = .S and e = 1.0. As e increases 
beyond 1.0, the power function ratios tend towards one. 
4. The behavior of the power functions and power-function ratios 
are consistent and similar for the three probabilities of type-one 
errors and the three sets of sample sizes. The power functions 
increase wi th increasing probability of a type-one error and with 
increasing sample size. 
TABLE 5 
POWER FUNCTIONS JF THE WILCOXON-MANN-WHITNEY TEST FOR NORMAL DISTRIBUTIO~S, U~EQUAL VARIANCES 
THEORETICAL POWER FUNCTIONS EXPERIME~TAL POWER FUNCTIONS 53 
THt:TA o. 0.2500 0.5000 1.0000 1.5000 2.oo::>a o .. 0.2§00 0.5000 1.0000 1.5000 2.0000 
N ALPHA S I GNJ A 
3 5 .0179 0.500 0.0349 0.0698 0.1256 0.3076 0.5475 0.7534 0.0397 0.0712 0.1260 o. 3155 0.5437 0.7667 
0. -,50 0.0231 0.0459 0.0833 0.2145 0.4145 0.6332 0.0267 0.0467 0.0782 0.2200 0.4070 0.6262 
1. aoo 0.0179 0.0342 0.0607 0.1561 0.3130 0.5083 0.0205 0.0355 0.0587 0.1562 0.3135 0.4977 
1. 500 O.C142 0.0247 0.0409 0.0969 0.1926 0. 327 0' 0.0155 0.0252 0. 039~ o. 0932 0.1902 o. 3205 
2.000 O.C137 0.0218 0.0335 0.0714 0.1343 0.2252 0.0155 0.0210 0.0307 0.0652 0.1310 0.2167 
4 4 .0143 0.500 0.0186 0.0425 0.0856 0.2482 0.4917 0.7286 0.0195 0.0415 0.0835 0.2350 0.4967 0.7355 
0.750 0.0150 0.0323 0.0628 0.1804 0.3757 ::>.6019 0.0150 0.0305 0.0592 0.1665 0.3730 o. 6030 
1.000 O.C143 0. 02 83 0.0520 0.1407 0.2931 0.4888 0.0147 0.0275 0.0517 0.1327 0.2847 0.4845 
L.500 0.0158 0.0210 0.0441 0.1021 0.1992 0.3337 0.0145 0.0265 0.0432 0.0985 0.1892 0.3300 
2.000 0.0186 0.0286 0.0425 0.0856 0.1537 0. 2 48 2 0.0182 0.0272 0.0415 0.0842 0.1490 0.2397 
5 3 .0179 0.500 0.0137 0.0335 o. 0714 0.2252 0.4699 ::>.7158 0.0107 0.0312 0.0717 0.2280 0.4670 0.7307 
0. 750 O.C149 0.0321 0.0626 0.1806 0.3768 0.6039 0.0140 0.0297 0.0590 0.1817 0.3750 0.6012 
1.000 0.0179 0.0342 0.0607 0.1561 0.3130 0.5083 0.0180 0.0312 0.0575 0.1575 0.3107 0.5055 
l. 500 0.0261 0.0417 0.0641 0.1340 0.2411 ::>.3798 0.0252 0.0415 0.0630 0.1352 0.2385 0.3802 
2.000 0.0349 0.0500 0.0698 0.1256 0.2055 0.3076 0.0350 0.0497 0.0682 0.1235 0.2002 0.3030 
) 
- . 
6 10 .0112 0.500 0.0205 0.0608 0.1435 0.4581 o. -(871 0.9576 0.0175 0.0570 0.1340 0.4485 0.7840 0.9545 
0. 750 0.0145 0.0431 0.1043 0.3662 0.7101 ::>.9366 0.0110 0.0435 0.1080 o. 3675 0.7350 0.9265 
1. 000 0.0112 0.0320 0.0762 0.2776 0.5991 0. 8 62 6 0.0100 0.0280 0.0855 0.2775 0.6045 0.8680 
1. 500 0.0086 0.0212 0.0461 0.1587 0.3769 0.6424 0.0085 0.0205 0.0485 0.1610 0.3590 0.6520 
2.000 O.G080 0.0170 o. 0331 0.1009 0.2358 0.4346 0.0070 0.0175 0.0325 0.1060 0.2305 o. 4335 
8 8 .0103 0.500 0.0127 0.0456 0.1244 0.4640 0. 82 3 1 0.9632 0.0105 0.0425 0.1350 0.4735 0.8285 o. 9690 
0.750 0.0108 0.0360 0.0954 0.3715 0.7377 o. 9 50 2 0.0095 0 .. 0350 0.0940 0.3790 0.7400 0.9470 
1.000 O.C103 0.0307 0.0759 0.2871 0.6211 0.8827 0.0095 0.0275 0.0740 0.2945 o. 6205 0.8835 
1. 500 O.C112 0.0263 0.0551 0.1782 0. 402 7 0.6S13 0.0100 0.0265 0.0515 0.1790 0.4135 0.6675 
2.000 0.0127 0.0249 0.0456 0.1244 0.2676 0.464::> 0.0120 0.0210 0.0460 0.1285 0.2765 0.4825 
10 6 .0112 0.500 0.0080 0.0331 0.1009 0.4346 0.8188 ::>.9664- 0.0095 0.0360 0.0930 0.4330 0.8170 0.9765 
0.750 0.0092 0.0315 0.0856 0 .. 3491 0.7199 0.94-58 0.0115 0.0285 0.0840 0.3415 0.7235 o. 9475 
1.000 0.0112 0.0320 0.0762 0.2776 0.5991 0.8626 0.0135 0.0325 0.0725 0.2685 0.6110 0.8625 
1.500 0.0161 0.0343 0.0660 0.1887 0.3978 0.6373 0.0200 0.0335 0.0595 0.1800 0.3865 0.6470 
2.000 0.0205 0.0364 o. 0608 0.1435 0.2799 :>.4581 0.0210 0.0330 0.0520 0.1335 0.2670 0.4530 
12 20 .0106 0. 500 0.0196 0.0910 0.2702 0.7906 0.9843 1. 0000 0.0130 0.0750 0.2730 0.7910 0.9800 1.0000 
0. 75 0 0.0137 0.0651 0.2051 0.7085 0.9719 0.9998 0.0090 0.0510 0.2090 o. 69 70 0.9670 0.9990 
1.000 0.0106 0.0477 0.1511 0.5948 0.9352 0.9970 0.0070 0.0390 o. 1450 0.5790 0.9310 0.9980 
l. 500 O.C081 0.0299 0.0864 0.3725 0.7606 0.9597 0.0040 0.0240 :>.0790 o. 3700 0.7490 0.9560 
2.000 O.C076 0.0226 0.0571 0.2312 0.5422 0.8251 0.0060 0.0230 0.0510 0.2420 0.5270 o. 82 40 
16 16 .0107 0.':>00 0.0132 0.0790 0.2715 0.8360 0.9933 1.000::> 0.0130 0.0710 0 .. 2720 0.8340 o. 9940 1.0000 
0. 750 O.G111 0.0614 0.2108 0.7489 0.9830 1.00::>0 0.0100 0.0550 0.2080 0.7380 0.9830 1.0000 
1.000 0 .0107 0.0504 0.1628 0.6305 0.9510 0.9986 0.0090 0.0420 0.1530 l 0.6320 0.9430 1. 0000 
1. 500 O.Cll6 0.0394 0.1060 0.4092 0.7828 0.9637 0 .. 0080 0.0300 0.1090 0 .. 4000 0.7840 o. 9570 
2.000 0.0132 0.0347 0.0790 0.2715 0.5753 0. 8 36 ::> 0.0060 0.0280 0.0710 0.2590 0.5740 0.8340 
20 12 .0106 0.500 0 .0076 0.0571 0.2312 0.8261 0.9944 1. 00)01 0.0100 0.0540 0.2300 0.8270 0.9950 1.0000 
0.750 O.C086 0.0507 0.1851 0.7213 0.9800 1. 00001 0.0090 0.0490 0.1760 0.7240 0.9840 0.9990 
1.000 0.0106 0.0477 0.1511 0.5948 0.9352 o. 997 0' 0.0100 0.0450 0.1540 0.5880 0.9270 0.9980 
1.500 0.0153 0.0455 0.1111 0.3886 0.7404- 0.9427 0.0150 0.0450 0.1110 0.4060 0.7280 0.9320 
2.000 0.0196 0.0448 0.0910 0.2702 0.5416 0.7906 0.0190 0.0480 o. 09 60 0.2880 0.5420 0.7690 
TABLE 5 ( CONT LNJEO) 
POWER FU~:TIONS OF THE WILCOXON-MANN-WHITNEY TEST FOR NORMAL DISTRIBUTIO~S, U~EQUAL VA~I~N:ES 
THEJRETICAL POWER FUNCTIONS EXPERIME~TAL POWER FU~CTIJNS 54 
THETA o. 0.2500 0.5000 1.0000 1. 5000 2.0000 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIG~A 
3 5 .0714 o. 500 0.0981 0.1743 0.2785 0.5381 0.7737 D. 9153. 0.1015 0.1802 0.2892 0.5415 0.7780 0.9150 
0.750 o.C824 0.1456 0.2343 0.4708 0.7133 0. 881 0' 0.0852 0.1485 0.2437 0.4725 0.7125 0.8837 
1.000 O.C714 0.1230 0.1958 0.3988 0.6310 0.8198 0.0737 0.1295 0.1957 0.4045 0.6250 o. 8177 
1.500 0.0596 0.0952 0.1441 0.2836 0.4644 0.6500 0.0605 0.0935 0.1460 o. 2875 0.4577 0.6455 
2.000 0.0543 0.0806 0.1153 0.2122 0.3429 :::>.4929 o. 05 32 0.0795 o. l125 0.2105 o., 3380 0.4875 
4 4 .0571 0. 500 O.C616 0.1240 0.2194 0.4870 o. 750 6 0.9107 0.0625 0.1265 0.2180 0.4827 0.7520 o. 9115 
0.1~0 0.0581 0.1113 0.1919 0.4270 0.6868 0.8724 0.0630 0.1162 0.1912 o. 42 62 0.6930 0.8775 
1. 000 0.0571 0.1025 0.1692 0.3654 0.6023 0.8026 0.0627 0.1045 0.1712 0.3630 0.6027 0.8102 
1. 500 0.0589 0.0933 o. 1403 0.2740 0.4482 :::>.6298 0.0607 0.0932 ::>.1427 0.2722 0.4485 0.6325 
2.000 o.C616 0.0889 0.1240 0.2194 0.3447 0. 4870' 0.0615 0.0900 0.1232 0.2195 0.3475 0.4850 
5 3 .0714 0.500 0.0543 O.l153 0.2122 0.4929 0.7673 0.9244 0.0545 0.1137 0.2117 0.4902 0.7712 o. 9290 
0. 750 0.0625 o. 1192 0.2042 0.4478 0.7088 0.8877 0.0592 0.1150 0.1975 0.4467 0.7120 0.8955 
1.000 0.0714 0.1230 0.1958 0.3988 0.6310 0.8198 0.0670 0.1215 0.1892 0.3945 0.6357 0.8225 
1. 500 0.0871 0.1291 0.1831 0.3246 0.4947 0.6627 0.0852 0.1262 0.1792 0.3262 0.4977 0.6667 
2.000 0.0981 0.1326 0.1743 0.2785 0.4041 0.5381 0.0952 0.1320 0.1725 0.2797 0.4025 0.5427 
l 
6 10 .0589 0.500 0.0804 0.1871 0.3530 0.7327 0. 9511 0.9944 0.0775 0.1845 0.3465 0.7445 0.9470 0.9945 
0.750 0.0672 0.1564 0.3004 0.6701 0.9230 0.9854 0.0665 0.1525 0.2925 0.6720 0.9230 0.9920 
1.000 0.0589 0.1323 0.2519 0.5887 0.8678 0.9733 0.0600 0.1270 0.2470 0.5720 0.8750 0.9790 
1.500 0.0513 0.1027 0.1835 0.4313 0.7085 0.9004 0.0455 0.1035 0.1700 0.4090 0.1025 0.9010 
2. 000 0.0492 0.0879 0.1454 0.3217 0.5507 0.7606 0.0440 0.0875 0.1385 0.3040 0.5395 0.7565 
B 8 .0524 0.500 0.0583 0.1583 0.3311 0.7493 0.9628 0.99A9 0. 05 75 0.1655 0.3245 0.7490 0. 9575 0.9955 
0.750 0.0536 0.1376 0.2834 0.6764 0.9344 0.9919- 0.0605 0.1420 0.2805 0.6795 0.9265 0.9925 
1.000 0.0524 0.1232 0.2425 0.5880 0.8736 I 0.9761 0.0515 0.1205 0.2440 0.5900 0.8680 0.9780 
1.500 0.0546 0.1070 0.1881 0.4322 0.7036 0.8943 0.0555 0.1010 0.1900 0.4320 0.7160 0.8850 
2.000 0.0583 0.0994 0.1583 0.3311 0.5491 0.7493 0.0575 0.0960 0.1585 0.3400 0.5520 0.7545 
10 6 .0589 0.500 O.C492 0.1454 0.3218 0.7606 0.9688 0.9997 0.0445 0.1280 0.3035 o. 7575 0.9665 0.9985 
0.750 0.0529 0.1369 0.2833 0.6790 0. 9366 0.9::l3J 0.0520 0.1215 0.2725 0.6800 0.9365 0.9950 
1.000 0.0589 . 0.1323 0.2519 0.5887 0.8678 0.9733 0.0570 0.1230 0.2450 0.5790 0.8685 0.9780 
1. 500 0.0710 0.1280 0.2105 0.4431 0.6940 0.8778 0.0670 0.1250 o. 2065 0.4385 0.6985 0.8860 
2.000 0.0804 0.1261 0.1871 0.3530 0.5512 0. 7 32 7 0.0780 0.1260 0.1860 0.3400 0.5470 0.7410 
12 20 .0497 0.500 0.0701 0.2313 0.5009 0.9281 0.9978 1.0J::>D 0.0610 0.2330 o. 5060 0.9190 0.9980 1.0000 
0.750 0.0574 0.1919 0.4340 0.8920 0.9950 1. 0000 0. 0 4 70 0. 1810 0.4300 0.8960 0.9960 1.0000 
1.000 0.0497 o. 1594 0.3644 0.8291 0.9871 1. 00001 0.0360 0.1500 0.3810 0.8220 0.9870 0.9990 
1.500 0.0429 0.1176 0.2559 0.6568 o. 9286 0.9935 0.0300 0.1100 0.2550 0.6460 0.9250 0.9960 
2.000 0.0412 0.0962 0.1918 0.4965 0.8020 0.9562 0.0340 0.0950 o. 19 30 0.4780 0.7890 o. 9500 
16 16 .0508 o. 500 0.0570 o. 2242 0.5243 0.9543 0.9996 1. 000 0' 0.0520 0.2190 0.5500 0.9520 1.0000 1.0000 
0.750 0.0520 0.1922 o. 4543 0.9182 0.9979 1. 000 0' 0.0450 o. 1860 0.4730 o. 9160 0.9990 1.0000 
1.000 0.0508 0.1674 0.3850 0.8532 0.9910 1.00)::> 0.0420 0.1630 0.4000 0.8550 0.9930 1.0000 
1.500 0.0531 0.1369 0.2830 0.6786 0.9335 0.9936 0.0480 0.1380 0.2830 0.6860 0.9280 0.9930 
2.000 0.0570 0.1212 0.2242 0.5243 0.8087 0.95!t3 0.0560 0.1190 0.2180 0.5370 0.8050 0.9510 
20 12 .0497 0.500 0.0412 0.1918 0.4965 0.9562 0.9998 l.OOJ:)' 0.0390 o. 1840 0.4980 0.9570 0.9990 1.0000 
0.750 0.0443 0.1727 0.4269 0.9088 0.9976 1.00::>0 0.0370 0.1670 0.4290 0.9050 0.9960 1.0000 
1. 000 0.0497 0.1594 0.3644 0.8291 0.'::1871 1.0000 0.0480 0.1630 0.3580 0.8220 0.9870 0.9990 
1. 5JG O.C610 0.1433 0.2790 0.6443 0.9070 0.9874 0.0670 o. 1430 0.2860 0.6340 0.9090 o. 9900 
2.000 0.0701 0.1347 0.2313 0.5009 0.7675 o.929r 0.0780 0.1370 0.2320 0.4990 0.7540 o. 92 00 
TABLE 5 ( CONT I.NUED) 
POW[R FU~CTIONS OF THE WILCOXON-MANN-Wd!TNEY TEST FOR NORMAL DISTRIBUTIO~S, U~EQUAL VARIAN:ES 
THEORETICAL POWER FUNCTIONS EXPERIME~TAL POWE~ FUNCTIO~S 55 
THET f\ o. 0.2500 0.5000 1.0000 1.5000 2.0000 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALP HI\ S I G~A 
3 5 • 1250 0.500 0.1414 0.2375 0.3597 0.6306 0.8407 0.9481 0.1427 0.2435 0.3730 0.6342 0.8432 0.9502 
0. 750 o. 132 6 0.2192 0.3308 0.5901 0.8102 0.9345 0.1335 0.2277 0.3402 0.5912 0.8110 0.9377 
1.000 0.1250 0.2007 0.2983 0.5342 0.7561 o. 9 02 01 0.1252 0.2070 0.3025 0.5382 0.7552 0.902'5 
1.500 0.1175 0.1751 0.2479 0.4293 0.6260 0.7Q28 0.1125 0.1775 0.2520 0.4292 0.6287 o. 7942 
2.000 o. 1166 0.1624 0.2184 0.3573 0.5172 0.6731. 0.1140 0.1625 0.2212 0.3562 0.5210 0.6817 
4 4 .1000 0.500 0.0994 0.1867 0.3083 0.6024 O.b382 0.9527 0.0987 0.1880 0.3077 o. 5995 0.8382 o. 9592 
0.750 0.1000 0.1787 0.2871 0.5581 0.7996 0.9353 0.1032 0.1790 0.2847 0.5590 0.8035 0.9422 
1.000 0.1000 0.1683 0.2605 0.4964 0.7310 0.8909 0.1032 0.1685 0.2605 0.4980 0.7332 0.8982 
1. 500 0.1000 0.1510 0.2165 0.3849 0.5762 0. 7 43 1 0.1010 0.1462 0.2155 0.3822 0.5750 0.7515 
2.000 0.0994 0.1385 0.1867 0.3083 0.4534 0.6024 0.1015 0.1377 o. 18 52 0.3087 0.4567 0.5997 
5 3 .1250 0.500 0.1166 0.2184 0.3573 0.6731 0.8937 0.9786 0.1147 0.2127 0.3595 0.6755 0.8947 o. 9800 
o. 750 0.1190 0.2068 0.3238 o. 6022 0.8332 0.9520 0.1185 0.1980 0.3212 0.6025 0.8402 0.9527 
1.000 0.1250 0.2007 o.? 983 0.5342 0.7561 0.9020 0.1175 0.1892 0.2940 0.5367 0.7587 0.9015 
1.500 0.1356 0.1926 0.2619 0.4283 0.6063 o. 7 616 0.1340 0.1860 0.2560 0.4257 0.6120 o. 7605 
2.000 0.1414 0.1858 0.2375 0.3597 0.4961 0.6306 0.1390 0.1835 0.2390 0.3580 0.4967 0.6330 
6 10 .1099 0. 500 0.1354 0.2808 0.4752 0.8297 0.9730 0.9997 0.1275 0.2710 0.4570 0.8325 0.9755 0.9990 
o. 750 0.1200 0.2482 0.4261 0.7851 0.9630 0.9975 0.1205 0.2425 0.4080 0.7810 0.9650 o. 9985 
1.000 0.1099 0.2200 0.3754 0.7211 0.9351 0.9887 0.1115 0.2215 0.3470 0.7200 0.9335 0.9930 
1. 500 0.1000 0.1814 0.2948 0.5794 0.8253 0.9547 0.1005 0.1780 0.2790 0.5650 0.8350 0.9580 
z.ooo 0.0972 0.1599 0.2442 0.4643 0.6942 0.8654 0.0920 0.1570 0.2290 0.4485 0.6865 0.8720 
8 8 .0974 0.500 0.1047 0.2483 0.4574 0.8465 0.9808 1. 0 00 31 0.1280 0.2805 0.5005 0.8690 0.9835 1.0000 
0.750 0.0988 0.2234 0.4075 0.7912 0.9686 0.999:l· 0.1225 0.2430 0.4505 0.8235 0.9700 0.9980 
1.000 0.0974 0.2040 0.3599 o. 7168 0.9367 0.9903 0.1215 0.2320 0.3955 o. 7600 0.9430 0.9925 
1. 500 0.1002 0.1796 0.2899 0.5677 0.8125 0.9484 0.1240 0.2125 0.3240 0.6045 0.8410 o. 952 0 
2.000 0.1047 0.1667 0.2483 0.4574 0.6769 0.8465 0.1205 0.1970 0.2935 0.5000 0.7180 o. 8635 
10 6 .1099 O.SJO 0.0972 0.2442 0.4643 0.8654 0. 986 2 1.0000 0.0960 0.2250 0.4505 0.8635 0.9855 0.9995 
0.750 0.1022 0.2301 0.4175 0.8010 0.9711 0.9993 0.0915 0.2145 0.3975 0.7965 0.9715 o. 9980 
1.000 0.1099 0.2200 0.3754 0.7211 0.9351 0.9837 0.1045 0.2140 0.3660 0.7230 0.9295 0.9940 
1.500 0.1245 0.2074 0.3160 0.5757 0.8026 0.9388 0.1215 0.2020 0.3070 0.5740 0.8055 0.9335 
2.000 0.1354 0.2003 0.2808 0.4752 0.6729 0.82~7 0.1330 0. 1915 0.2725 0.4600 0.6735 0.8325 
12 20 .0980 0.500 0.1234 0.3399 0.6288 0.9646 0.9996 1. 0000' 0.1100 0.3470 0.6390 0.9650 0.9990 1.0000 
0. 750 0.1079 0.2992 0.5726 0.9455 0.9986 1.0000 0.0970 o. 3110 0.5690 0.9470 0.9970 1.0000 
1. 000 0.0980 0.2618 0.5070 0.9079 0.9953 1.0000 0.0960 0.2650 o. 4970 0.9030 0.9970 1.0000 
1.500 O.C887 0.2079 0.3903 0.7850 0.9687 0.9981 0.0860 0.2030 0.4020 0.7720 0.9690 0.9990 
2.000 0.0863 0.1768 o. 3114 0.6469 0.8932 0.9824 0.0850 0.1740 0.3200 0.6320 0.8840 0.9830 
16 16 .0981 0.500 0.1060 0.3371 0.6568 0.9795 1.0000 1.0000 0.1020 0.3420 0.6700 0.9800 1.0000 1.0000 
0.750 0.0997 0.3007 0.5939 0.9608 0.9996 1.000::> 0.0910 0.3050 0.6110 0.9540 1.0000 1.0000 
1.000 0.0981 0.2693 0.5247 0.9218 0.9969 1.00001 0.1010 0.2780 0.5320 o. 9240 0.9970 1.0000 
1.500 0.1011 0.2264 0.4103 0.7933 0.9690 o. 9980' 0.0980 0.2230 0.4120 0.7950 0.9690 0.9980 
2.000 0.1060 0.2022 o. 33 71 0.6568 O.ti896 0.97~5 0.1040 0.2020 0.3310 0.6620 0.8890 0.9780 
20 12 .0980 o. 500 0.0863 0.3114 0.6469 0.9824 1.0000 1.0000 0.0810 0.3170 0.6510 0.9840 1.0000 1.0000 
0.750 O.C907 0.2839 0.5767 0.9579 0.9995 1. 00001 0.0930 0.2890 0.5680 0.9560 0.9990 1.0000 
1.000 O.C980 0.261A 0.5070 0.9079 0.9953 1. 0000' 0.1000 0.2680 0.5020 o. 90 50 0.9950 0.9990 
1.500 0.1124 0.2328 0.4027 0.7629 0.9538 0.9951' 0.1180 0.2360 0.4050 0.7500 0.9560 0.9960 
2.000 0.1234 0.2162 0.3399 0.628A 0.8565 0.9646; 0.1290 0.2140 0.3460 0.6200 0.8460 0.9660 
TABLE 6 
POWER FU~CTIONS OF STUDENT'S TWO-SAMPLE T TEST FOR NORMAL DISTRIBUTIONS, UNEQUAL VARIANCES 
THEORETICAL POWER FUNCTIONS EXPERIME~TAL POWER FUNCTIJ~S 56 
THET/1 o. 0.2500 0.5000 1.0000 1.5000 2.0000 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA 5 IG'-1 A 
3 5 .0179 0.500 0.0&52 o. 1345 0.2374 0.4268 0.5724 ::>.6891 0.0442 0.0827 0.1462 0.3567 0.6070 0.8135 
0.750 o.C269 0.0546 0.0997 0.2681 0.43713 0.5852 0.0302 0.0515 0.0937 0.2462 0.4695 0.6905 
1.000 0.(.179 0.0356 o. 0620 0.1732 o. 33 73 0.4849 0.0?.07 0.0365 0.0627 0.1667 0.3452 o. 55 75 
1. 500 0.(1142 0.0266 0.0435 0.1067 0.2279 0.3516 0.0152 0.0247 0.0410 0.0900 0.1822 0.3270 
2.000 0.0131 0.0231 0.0361 0.0781 0.1643 ::>.2724 0.0110 0.0200 0.0287 0.0607 0.1142 0.1915 
4 4 .0143 0.500 O.C242 0.0609 0.1307 0. 33 92 0.4960 0.6303 0.0190 0.0417 0.0845 0.2487 0.4935 0.7455 
0.750 O.C167 0.0376 0.0712 0.2239 0.3988 0.5471: 0.0152 0.0332 0.0662 0.1875 0.3935 0.6435 
1.000 0.0143 0.0301 0.0538 0.1573 0.3217 0.46~4 0.0137 0.0307 0.0537 0.1475 0.3102 0.5307 
1.500 0.0186 0.0337 0.0539 0.1313 0.2598 0.3781 0.0140 0.0287 0.0455 0.1017 0.2075 0.3517 
2.000 0.0242 0.0403 0.0609 0.1307 0.2381 0.3392 0.0165 0.0287 0.0432 o. 0842 0.1542 0.2497 
5 3 .0179 0.500 O.C131 0.0361 0.0781 0.2724 0.4449 0.5907 0.0087 0.0255 0.0587 0.2100 0.4475 0.7140 
0.750 0.0148 0.0340 0.0646 0.2085 0.3860 0.5366 0.0107 0.0272 0.0562 0.1855 0.3915 0.6420 
1.000 0.0179 0.0356 0.0620 0.1732 0.3373 0.484-8 0.0147 0.0310 0.0600 0.1712 0.3410 o. 5557 
1. 500 O.C335 0.0555 o. 08 55 0.1876 0.3172 ,0.4280 0.0260 0.0445 0.0692 0.1517 0.2720 0.4235 
2.000 0.0652 0.0958 0.1345 0.2374 0.3423 0.4269 0.0377 0.0562 0.0782 0.1422 0.2372 0.3430 
It 
" : 
6 10 .0112 0.500 0.0298 0.0818 0.1882 0.5285 0.8198 0.9682 0.0205 0.0825 0.1855 0.5605 0.8820 0.9890 
0.750 0.0170 0.0491 0.1170 0.4044 0.7395 0. 9405' 0.0130 0.0450 0.12 30 0.4115 0.7870 0.9640 
1.000 0.0112 0.0321 0.0762 0.2853 0.6037 0.8574 0.0100 0.0300 0.0790 0.2895 0.6360 0.8960 
1.500 0.0075 0.0188 0.0407 0.1429 0.3522 0.6008 0.0060 0.0190 0.0390 0.1445 0.3520 0.6340 
2.000 0.0063 0.0140 0.0276 0.0833 0.2065 0.3897 0.0055 0.0150 0.0255 0.0785 0.2030 0.3875 
8 8 .0103 0. "iO 0 0.0142 0.0488 0.1301 0.4714 0.8021 0.9693 0.0120 0.0440 0.1340 0.4915 0.8680 0.9860 
0.750 O.Gl12 0.0368 o. 0959 0.3782 0.72'l8 0.9412 0.0105 0.0375 0.1025 0.3945 0.7775 0.9615 
1.000 0.0103 0.0308 0.0753 0.2918 0.6191 0.8714 0.0100 0.0325 0.0775 0.3110 0.6580 0.9060 
1. 500 O.C119 0.0277 0.0565 0.1827 0.4101 0.6549 0.0095 0.0270 0.0555 0.1925 0.4215 0.7060 
2.000 0.0142 0. 02 76 0.0488 0.1301 0.2827 0.4714 0.0120 0.0195 0.0480 0.1285 0.2880 0.4935 
10 6 .0112 0.500 0.0063 0.0276 0.0833 0.3897 o. 7527 0.9553 0.0080 0.0260 0.0770 0.3985 0.8085 0.9790 
0.750 0.0082 0.0288 0.0779 0.3338 0.6885 0.9218 0.0110 0.0285 0.0780 0.3415 0.7395 0.9515 
1.000 O.C112 0.0321 0.0762 0.2853 0.6037 0.8574 0.0135 0.0310 :>. 0775 0.2915 0.6440 0.8945 
1. 500 o.c202 0.0419 0.0784 0.2214 0.4480 0.6782 0.0220 0.0365 0.0750 0.2220 0.4660 o. 7730 
2.000 O.C298 0. 05 09 0.0818 0.1882 0.3517 0.5285 0.0260 0.0440 0.0740 0.1800 0.3515 0.5615 
12 20 .0106 0.500 0.0254 0. 1160 0.3339 0.8624 1.0000 1.00)::> 0.0180 0.1130 0.3470 0.8790 0.9970 1.0000 
0.750 0.0158 0.0753 0.2345 0.7588 0.9862 1.0000 0.013) 0.0620 0.2470 0.7670 0.9880 0.9990 
1.000 o.C106 0.0488 0.1569 0.6163 0.9460 1. 00001 0.0050 0.0370 0.1500 0.6080 o. 9510 0.9CJ80 
1.500 0.0062 0.0243 0.0738 0.3478 0.7455 0.959~ 0.0030 0.0130 0.0680 0.3600 0.7510 0.9610 
2.000 0.0046 0.0151 0.0412 0.1904 0.4955 0.8004 0.0030 0.0070 0.0340 0.1840 0.5050 0.8080 
16 16 .0107 o. 500 0.0121 0.0774 0.2787 0.8589 1.0000 1. 0000' 0.0130 0.0760 0.2730 0.8640 0.9990 1.0000 
0.750 0.0110 0.0623 0.2180 0.7688 0.9908 1.0000 0.0100 0.0580 0.2100 0.7860 0.9930 1.0000 
1.000 0.0107 0.0515 0.1685 0.6501 0.9597 1.0000' 0.0080 0.0510 0.1620 0.6740 0.9530 1.0000 
1.500 0.0113 0.0393 0.1077 0.4249 0.8032 o. 9740' 0.0060 0.0320 o. 1040 0.4270 0.8110 0.9750 
2.000 0.0121 0.0332 0.0774 0.2787 0.5975 0.8589 0.0060 0.0260 0.0760 o. 2800 0.6130 0.8810 
2.0 12 .0106 0.500 0.0046 0.0412 0.1904 0.8004 0.9998 1.0000 0.0040 0.0400 0.1950 0.8050 0.9980 1.0000 
0. 75 0 0.0071 0.0449 0.1727 0.7144 0.9839 1.0000 0.0090 0.0390 0.1790 0.7330 0.9850 1.0000 
1.000 0.0106 0.0488 0.1569 0.6163 0.9460 1.00:30 0.0130 0.0420 0.1710 0.6210 0.9470 0.9990 
1. 500 0.0184 0.0547 0.1326 0.4463 0.7991 0.9678 0.0170 0.0520 0.1420 ' 0.4380 0.8010 0.9670 
2.000 O.C254 0.0577 0.1160 0.3339 0.6300 0.8524 0.0230 0. 05 70 0.1200 o. 3460 0.6320 0.8580 
TABLE 6 ( C 0 NT ·I NU E 0) 
POWER FJNCTIO~S JF STUDENT'S TWO-SA~PLE T TEST FOR NORMAL OISTRIBUTIO~S, U~EOUAL VARIA~:ES 
T;EORETICAL POWER FUNCTIONS EXPE~IMENTAL POWER FUNCTIO~S 57 
THETA o. 0.2500 0.5000 1.0000 1. 5000 2.0000 o. 0.2500 0.5000 1.0000 1. 5000 2.0000 
to~ N ALPrlA SIG-.,A 
3 5 .0714 0.500 0.1732 0.2805 0.3970 0.5792 0.7232 0.8134 0.1127 0.2065 0.3310 0.6060 0.8410 0.9620 
0. 750 O.C935 0.1668 0.2702 0.4865 0.6653 0.801~ 0.0857 0.1580 0.2582 0.5095 0.7625 o. 9210 
l. 000 0.0714 0.1254 0. 2049 0.4072 0.5908 o. 7439 0.0692 0.1247 0.2022 o. 4217 0.6560 0.8472 
l.SDO O.G616 0.1001 0.1549 0.3077 0.4575 0.5886, 0.0565 0.0905 0.1352 0.2840 0.4635 0.6590 
2.000 O.C602 0.0914 0.1333 0.2518 o. 3780 0.4864 0.0485 0.0725 0.1070 0.1995 0.3335 0.4972 
4 4 .0571 0.500 0.0866 0.1753 0.2995 0.5120 0.6807 0.7946 0.0655 0.1292 0.2335 0.5160 0.7950 0.9467 
0.750 0.0625 0.1221 0.2161 0.4379 0.6253 0.7733 0.0607 0.1165 0.1925 0.4387 o. 7185 0.9027 
1.000 0.0571 0.1042 0.1769 0.3765 0.5626 0.7204 0.0587 0.1025 0.1680 o. 3740 0.6262 0.8347 
l. 500 0.0677 0.1086 0.1658 0.3185 0.4618 0.5BS8 0.0625 0.0920 0.1405 0.2807 0.4652 0.6602 
2.000 0.0866 0.1254 0.1753 0.2995 0.4147 0. 512 0' 0.0657 0.0927 0.1257 o. 22 97 0.3575 o. 5112 
5 3 .0714 o. 500 0.0602 0.1333 0.2518 0.4864 0.6742 0.8D45 0.0502 0.1077 0.2040 0.4955 0.7872 0.9462 
0.750 O.C630 0.1231 0.2178 0.4434 0.6352 0.7849 0.0535 0.1140 0.2037 0.4460 0.7302 0.9080 
1. 000 0.0714 0.1254 0.2049 0.4072 0.5908 0.743=}· 0.0655 0.1212 0.2022 0.4150 0.6600 0.8535 
1.500 0.1099 0.1620 0.2291 0.3820 0.5F:i3 0. 6 320' 0.0927 0.1372 0.2015 0.3542 0.5437 0.7180 
2.000 0.1732 0.2231 0.2805 0.3970 0.4937 0.5792 0.1102 0.1537 0.2030 0.3177 0.4587 0.6150 
... 
6 10 .0589 o. 500 o.c952 0.2219 o. 4107 0.7740 0.9649 1. 0000' 0.0990 0.2130 0.3955 0.8065 0.9770 0.9995 
0.750 0.0730 0.1709 0.3289 0.7049 0.9379 1. oa:D' 0.0745 0.1670 0.3175 o. 7255 0.9475 0.9965 
1.000 0.0589 o. _1343 o. 25 97 0.6045 O.ts759 0.9878 0.0585 0.1325 0.2555 0.6140 0.8935 0.9880 
1.500 0.0451 0.0925 0.1701 0.4182 0.69":\0 0.8877' 0. 0440 0.0900 0.1615 0.3915 0.7105 o. 9140 
2.000 0.0395 0.0721 o. 1242 o. ?95 3 0.5213 0.7298 0.0380 0.0645 0.12 00 0.2830 0.5130 0.7635 
8 8 .0524 0.500 0.0575 0.1607 0.3451 0.7535 0.9675 1.0o::D 0.0540 0.1630 0.3310 0.7870 0.9735 0.9990 
0.750 0.0535 0.1395 0.2924 0.6880 0.9379 1.0000 0.0510 0.1460 0.2835 0.7115 0.9475 0.9940 
1.000 O.C525 0.1247 0.2492 0.6018 0.8794 :).9901 0.0490 0.1250 0.2515 0.6110 0.8940 0.9845 
1. 500 0.0545 0.1078 0.1922 0.4466 0.7134 0. 897 3 0.0505 0.1060 0.1950 0.4495 0.7415 o. 9120 
2.000 0.0575 0.0993 0.1607 0.3451 0.5629 0.7535 0.0525 0.0990 0.1635 0.3475 0.5750 0.7900 
10 6 .0589 0.500 0.0395 0.1242 0.2953 0.7298 0.9656 1.00:>0 0.0415 0.1120 0.2790 0.7575 0.9795 0.9995 
0.750 0.0483 0.1287 0.2756 0.6718 0.'1315 1. 0000, 0.0465 0.1150 0.2685 0.6945 0.9425 o. 9955 
1.000 0.0589 0.1343 0.?597 0.6045 0.8759 0.9878 0.0555 0.1220 0.2490 0.6140 0.8890 0.9880 
l. 500 0.0793 0.1433 0.2362 0.4875 o. 7335 0.9013 0.0755 0.1390 0.2310 0.4855 0.7505 0.9185 
2.000 0.0952 0.1494 0.2219 0.4107 0. 608 1 J.774D 0.0915 0.1470 0.2140 0.4100 o. 6175 0.8120 
12 20 .0497 o. 500 o.o8o4 0.2688 0.5676 0.9617 1.0000 0.9998 0.0650 0.2770 0.5670 0.9630 0.9990 1. 0000 
o. 750 0.0625 0.2110 o. 4 719 0.9187 0.9994 0.9999 0.0520 0.2050 0.4680 0.9290 0.9980 1.0000 
1. 000 0.0497 0.1634 0.3776 0.8469 0.9927 1. 00::>0' 0.0390 0.1520 o. 38 70 0.8490 0.9940 0.9990 
l. 500 0.0358 0.1044 0.2386 0.6487 0.9307 ::>.<}973 0.0290 0.0950 0.2270 0.6460 0.9260 0.9970 
2.000 0.0296 0.0751 0.1612 0.4653 0.7907 0.9584 0.0210 0.0100 0.1580 o. 4640 0.7910 0.9530 
16 16 .0508 0.500 0.0528 0.2251 0.5441 0.9697 1.0000 0.9997 0.0550 0.2160 0.5760 0.9750 1.0000 1.0000 
0. 750 0.0512 0.1963 0.4703 0.9318 1.0000 0.9998 0.0510 0.1850 0.4880 0.9250 1.0000 1.0000 
1.000 0.0508 0.1716 0.3986 0.8692 0.9956 1.0000 o. 0480 0.1680 0.4130 0.8720 0.9960 1.0000 
1. 500 O.C516 0.1375 0.2906 0.7007 0.9472 0.9987 0.0460 0.1390 0.2980 0.7010 0.9470 0.9980 
2.000 0.0528 0.1175 0.2251 0.5441 0.8344 0.9697 0.0460 0.1180 0.2290 0.5620 0.8400 0.9660 
20 12 .0497 0.500 0.0296 0.1612 0.4653 0.9584 1.0000 0.99~7 0.0310 0.1570 0.4760 0.9610 1.0000 1.0000 
0.750 O.C392 0.1629 0.4199 0.9129 0.9999 0.9998 0.0330 0.1690 0.4160 0.9180 0.9990 1.0000 
1.000 0.0497 0.1634 0.3776 0.8469 0.9927 1. 0000' 0.0450 0.1750 0.3770 0.8380 0.9940 1.0000 
1.500 0.0680 0. 1608 0.3122 0.6956 0.9361 0.9965 0.0690 0.1700 0.3200 0.6790 0.9300 0.9950 
2.000 0.0804 0.1563 0.2688 0.5676 0.8296 0.961T 0.0850 0.1640 0.2740 0.5520 0.8240 0.9560 
TABLE 6 (CONTINUED) 
POWER FU~CTIONS OF STUDENT'S TWO-SAMPLE T TEST FOR NORMAL DISTRIBUTIONS, UNEQUAL VARIANCES 
THEJRETICAL POWER FUNCTIONS EXPERIME~TAL POWER FU~CTIJ~S 58 
THETA o. 0.2500 0.5000 1.0000 1. 5000 . 2. 0000' o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIG"1A 
3 5 .1250 0.500 0.2371 0.3540 0.4680 0.6475 0.7805 ::>.8557 0.1762 0.2935 0.4417 0.7245 o. 9105 0.9845 
0.750 0.1527 0.2508 0.3709 0.5890 0.7603 :).8745 0.1447 0.2432 0.3750 0.6377 0.8567 0.9650 
1.000 0.1250 0.2046 0.3084 0.5250 0.7051 0.839S 0.1230 0.2067 0.3110 0.5512 0.7872 o. 92 55 
1.500 0.1115 0.1703 o. 24 71 0.4203 0.5717 0.7018 0.1050 0.1575 0.2310 0.4115 0.6212 0.8045 
2.000 0.1101 0.1573 0.2171 0.3571 0.4841 ::>.5949 0.0932 0.1320 o. 18 50 0.3212 0.4852 0.6602 
4 4 .1000 o. 500 0.1397 0.2524 0.3850 0.5969 0.7575 0.8518 0.1095 0.2050 0.3347 0.6550 0.8912 0.9832 
0.750 0. 107 4 0.1942 0.3125 0.5428 0.7274 0.8541 0.1047 0.1775 0.2965 o. 5842 0.8402 0.9582 
1.000 0.1000 0.1715 0.2704 0.4894 0.6754 0. 81B ::J' 0.1015 0.1655 0.2687 0.5122 0.7640 0.9180 
1.500 0.1146 0.1731 0.2489 0.4165 0.5605 0. 6853' 0.1012 0.1557 o. 22 65 0.4072 0.6015 0.7915 
2.000 0.1397 0.1907 0.2524 0. 3 850 0.4979 o. 5 96 9 0.1087 0.1467 0.2042 0.3322 0.4927 0.6555 
5 3 .1250 0.500 o. 1101 0.2171 o. 35 71 0.5949 o. 7733 0.8766 0.0930 0.1865 0.3267 0.6630 0.9000 0.9842 
0.750 0.1135 0.2038 0.3251 0.5601 0.7468 0.8711" 0.1080 0.1885 0.3202 0.6065 0.8520 0.9622 
1.000 0.1250 0.2046 0.3084 0.5250 0.7051 0.8396 0.1232 0.2012 0.3080 0.5590 0.7917 0.9285 
1.500 0.1717 0.2389 0.3182 0. 4 75 9 0.6075 0.7207 0.1470 0.2130 0.2930 0.4790 0.6722 o. 8275 
2.000 0.2371 0.2931 0.3540 0.4680 0.5623 0.6475 0.1722 0.2250 0.2850 0.4267 0.5885 o. 722 7 
~ 
6 10 • i::>99 0.500 0.1520 0.3184 0.5268 0.8594 0.9955 1.00C>C> 0.1485 0.3080 0.5305 0.8925 0.9920 1.0000 
0.750 0.1273 0.2665 0.4568 0.8134 0.9783 1. 0000' 0.125'> 0.2580 0.4435 0.8290 0.9775 1.0000 
1.000 0.1099 0.2245 o. 38 76 0.7374 0.9432 1. 0000' 0.1125 0.?150 0.3665 0.7505 o. 9530 0.9970 
1.500 0.0898 0.1688 0.2832 0.5731 O.ti205 0.9565 0.0880 0.1620 0.2725 0.5705 0.8450 0.9690 
2.000 0.0805 0.1384 0.2206 0.4445 0.6767 o. 8 53:) 0.0730 0.1355 0.2065 0.4300 0.6915 0.8765 
8 8 .0974 o. 500 0.1019 0.2533 0.4740 0.8541 0.9988 1. 0 00 0' 0.0980 0.2395 0.4720 0.8755 0.9910 1.0000 
0.750 O.C983 0.2280 0.4212 0.8042 0.9800 1. 0000' 0.1000 0.2175 0.4215 0.8175 0.9745 0.9990 
1.000 0.0974 0.2081 0.3716 0.7322 0.9444 1. ooo:r 0.0970 0.2080 0.3670 0.7445 0.9440 0.9935 
1.500 0.0991 0.1815 0.2980 0.5843 0.8243 :).9568 0.0955 0.1825 0.2990 0.5965 0.8380 o. 9610 
2.0!)0 0.1019 0.1663 0.2533 0.4740 0.6905 !).8541" 0.1000 0. 1705 0.2525 0.4685 0.7200 0.8715 
10 6 .1099 0. 500 O.C805 0.2206 0.4445 0.8530 1.0000 1.0000 0.0750 0.1990 0.4345 0.8685 0.9935 o. 9995 
0. 750 0.0949 0.2225 0.4149 0.8012 0 • 9 7 9 3 ; 1 • 0 0 0 0' 0.0875 0.2140 0.4115 o. 8170 0.9790 0.9995 
1.000 0.1099 0.2245 0.3876 0.7374 0.9432 1.0!):)0 0.1010 0.2150 D. 38 20 0.7520 0.9440 0.9955 
1.5!)0 0.1345 0.2260 0.3453 0.6156 0.15335 ::>. 9560' 0.130!) 0.2205 0.3425 0.6160 0.8505 0.9600 
2.000 0.1520 0.2264 o. 3184 0.5268 0.7165 0.8594 0.1510 0.2195 0.3125 0.5220 0.7345 o. 8870 
12 20 .0980 0.500 0.1353 0.3797 0.6869 0.9846 1.0000 0.99:;)6 0.1270 0.3750 0.6850 0.9840 0.9990 1.0000 
0.750 0. 1144 o. 3211 0.6080 0.9614 1.0000 !).9997 0 .. 106!) 0.3290 0.5990 0.9640 0.9990 1.0000 
1.000 O.C9BO 0.2681 0.5225 0.9206 0.9982 0.9998 0.0840 0.2700 0.5050 0.9310 0.9980 1.0000 
1. 500 O.C779 0.1932 0.3775 0.7864 0.9732 1.0000' 0.0730 0.1850 0.3770 0.7780 0.9770 0.9990 
2.000 0.0678 0.1503 0.2821 0.6326 0.8953 ! 0.9878 0.0620 0.1500 0.2700 0.6280 0.9000 0.9850 
I 
16 16 .0981 0. 500 0.0998 0.3424 0.6806 0.9901 1.0000 :).9997 0.095!) 0.3560 0.6930 0.9900 1.0000 1.0000 
0. 750 O.C985 0.3076 0.6121 0.9701 1.0000 0.9998 0.0900 0.3100 !).6360 0.9700 1.0000 1.0000 
1.000 0.0981 0.2758 0.5405 0.9332 0.9990 0.999B 0.0870 0.2760 0. 55 30 0.9340 1.0000 1.0000 
1.500 0.0988 0.2287 0.4219 0.8139 0.9784 1. 000 !)' 0.0940 0.2310 D. 42 50 0.8270 0.9740 1.0000 
2.000 0.0998 0.1991 0.3424 0.6806 0.9114 0.9901 0.1000 0.2010 0.3300 0.6890 0.9150 o. 9880 
20 12 .0980 0.500 O.C678 0.2821 0.6326 0.9878 1.0000 0.9997 0.0680 0.2890 0.6350 0.9890 1.0000 1.0000 
0. 750 O.C831 0.2755 0.5765 0.9631 t.uooo 0.99981 0.08C30 0.2800 0.5680 0.9630 0.9990 1.0000 
1.000 0.0980 0.2681 0.5225 0.9206 0.9982 o. 99981 0.1030 0.2740 0.5110 0.9210 0.9970 1.0000 
1. 500 0.1210 0.2533 0.4373 0.8031 0.9707 0.9995 0.130!) 0.2600 0.4310 0.7980 0.9670 0.9990 
2.000 0.1353 0.2406 0.3797 0.6869 0.9006 0.9845 0.1460 0.2460 0.3850 0.6720 0.8930 0.9820 
TABLE 7 
RATIO OF PDWE~ FUNCTIONS JF WILCJXJ~-MANN-WrliT~EY TEST AND STUDENT'S T TEST FOR NORMAL DISTRIBUTIONS, U~EQUAL VA~IANCES 
T~EO~ETIC~l POWER FUNCTION RATIO EXPERIMENTAL POWER FUNCTION RATIO 59 
THETA o. 0.2500 0.5000 1.0000 1.5000 2.oo::>::r o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIG\IA 
3 5 .0179 0.500 0.5357 0.5187 0.5291 o. 7206 0.9564 1.1077 0.8983 0.8610 0.8615 o. 88 44 0.8958 0.9425 
0. 750 0.8602 0.8403 0.8350 0.8004 0.9469 1.0821 0.8843 0.9078 0.8347 0.8934 0.8669 0.9070 
1.000 O.f1992 0.9587 0.9792 0.9011 0.9280 1. 0 48 5 0.9880 0.9726 0.9363 0.9370 0.9080 0.8928 
1. 500 1.0038 0.9291 0.9400 0.9087 0.8449 ::>.9300 1.0164 1.0202 0.9634 1.0361 1.0439 o. 9801 
z.ooo 1.C436 0.9423 0.9267 0.9141 0.8176 0.82&7 1.4091 1.0500 1.0696 1.0741 1.1466 1.1319 
4 4 .0143 0.500 0.7708 0.6973 0.6552 0.7318 0.9913 1.155~ 1.0263 0.9940 0.9882 0.9447 1.0066 0.9866 
0.750 0.9034 0.8596 0.8826 0.8059 0.9421 1.1DJ3 0. 98 36 0.9173 0.8943 0.8880 0.9479 0.9371 
1.000 0.9983 0.9401 0.9670 0.8944 0.9111 1.0414 1.0727 0.8943 0.9628 0.9000 0.9178 0.9129 
1. 500 0.8507 0.8035 0.8176 0.7774 0.7665 0.882& 1.0357 0.9217 0. 95 05 0.9681 0.9120 0.9382 
2.000 0.7708 0.7101 0.6973 0.6552 0.6454 o. 7318· 1.1061 0.9478 0.9595 1.0000 0.9660 0.9600 
5 3 .0179 0.500 1.0436 0.9267 0.9141 0.8267 1. 056 2 1.2116 1.2286 1.2255 1.2213 1.0857 1.0436 1. 0235 
0.750 1.C072 0.9433 0.9692 0.8662 0.9761 1.1253 1.3023 1. 0917 1.0489 o. 9798 0.9579 0.9365 
1.000 0.9992 0.9587 0.9792 0.9011 0.9280 1.0485 1.2203 1.0081 0.9583 0.9197 0.9113 0.9096 
1.500 0.7777 0.7526 0.7499 0.7140 0.7601 0.8874 0.9712 0.9326 0.9097 0.8913 0.8768 0.8979 
z.ooo 0.5357 o. 5225 
~I 
0.5187 o. 52 91 0.6003 J.7206 0.9272 0.8844 0.8722 0.8682 0.8440 0.8834 
6 10 .0112 o. 500 0.6897 0.7429 0.7625 0.8667 0.9600 0.9891 0.8537 0.6909 0.7224 0.8002 0.8889 o. 9651 
0. 750 0.8545 0.8782 0.8913 0.9056 0.9603 0.995~ 0.8462 0.9667 0.8780 0.8931 0.9339 0.9611 
1.000 0.9996 0.9968 1.0005 0.9731 0.99?3 1.0060 1.0000 0.9333 1.0823 0. 95 85 0.9505 o. 9688 
1.500 1.1566 1.1256 1.1309 1.1104 1.0701 1.0694 1.4167 1.0789 1.2436 1. 1142 1.0199 1.0284 
2.000 1.2778 1.2158 1.2017 1. 2106 1. 1417 1.1153 1.2727 1.1667 1.2745 1.3503 1.1355 1.1187 
8 8 .0103 0.500 0.8898 0.9332 0.9559 0.9843 1.0263 I 0.9937 0.8750 0.9659 1.0075 0.9634 0.9545 0.9828 
0. 750 0.96't8 0.9778 0.9948 0.9821 1.0107 1.0096 0.9048 0.9333 0.9171 0.9607 0.9518 0.9849 
1. 000 0.9994 0.9985 1.0076 0.9838 1.0033 1.0130 0.9500 0.8462 0.9548 0.9469 0.9430 0.9752 
1. 500 0.9393 0.9497 0.9752 0.9753 0.9819 1.0106 1.0526 0.9815 0. 92 79 0.9299 0.9810 0.9455 
2.000 0.8898 0.9025 0.9332 0.9559 0.9464 0.9843 1.0000 1.0769 0.9583 1.0000 ·o . 9601 0.9777 
10 6 .0112 0.500 1. 277 7 1.2016 1.2106 1.1153 1.0878 1.0116 1.1875 1.3846 1.2078 1.0866 1.0105 0.9974 
0.750 1. 1145 1.0935 1.0991 1.0458 1.0456 1.02&1 1.0455 1.0000 1.0769 1.0000 0.9784 o. 9958 
1.000 O.C1996 0.9968 1.0005 0.9731 0.9923 1.0050 1.0000 1.0484 0.9355 o. 9211 0.9488 0.9642 
1.500 0.7965 0.8199 0.8424 0.8524 0.8879 0.93~7 0.9091 0.9178 o. 7933 0.8108 0.8294 0.8949 
2.000 o.t897 0.7163 0.7429 0.7625 0.795 7 0.8667 0.8077 0.7500 0.7027 0.7417 0.7596 0.8068 
12 20 .0105 0.500 0.7715 0.7845 0.8094 0.9168 0.9843 1.0000 0.7222 0.6637 0.7867 0.8999 0.9829 1.0000 
0.750 0.8650 0.865 4 0.8749 0.9336 0.9855 0.9998 0.6923 0.8226 0.8462 0.9087 0.9787 1.0000 
1.000 1.COOO 0.9770 0.9628 0.9652 0.9886 0.9970 1.4000 1.0541 0.9667 0.9523 0.9790 1.0000 
1.500 1. 3160 1. 2325 1.1716 1.0709 1.0203 1.0008 1.3333 1.8462 1.1618 1.0278 0.9973 0.9948 
2.000 1.6476 1. 4949 1.3874 1.2145 1.0942 1.0321 2.0000 3.2857 1.5000 1.3152 1.0436 1.0198 
16 16 .0107 0. 500 1.C864 1.0199 0.9740 0.9734 0.9933 1.0000' 1.0000 0.9342 0.9963 0.9653 0.9950 1.0000 
0.750 1.0149 0.9854 0.9671 0.9741 0.9922 1.00:>:> 1.0000 0.9483 0.9905 0.9389 0.9899 1.0000 
1.000 1.0000 0.9785 0.9657 0.9700 0.9909 0.9985 1.125J 0.8235 [).9444 0.9377 0.9895 1.0000 
1. 500 1.G2Q6 1.0025 0.9840 0.9631 0.9745 0.9894 1.3333 0.9375 1.0481 0.9368 0.9667 0.9815 
2.000 1.0864 1. 04 76 1.Gl99 0.9740 0.9627 0.9734 1.0000 1. 07 69 0.9342 0.9250 0.9364 0.9467 
20 12 .0106 0.500 1. 64 75 1. 38 74 1.2145 1.0321 0.9946 i 1.00:>0 2.500::> 1.3500 1.1795 1.0273 0.9970 1.0000 
0.750 1.2071 1.1294 1.0719 1.0097 0. 9961 1 1. 0 0 J 01 1.000::> 1.2564 0.9832 0.9877 0.9990 0.9990 
1.000 t.cooo 0.9770 0.9628 0.9652 0.9886 o. 9970' 0.7692 1.0714 0.9006 0.9469 0.9789 0.9990 
1.500 0.8274 0.8306 0.8380 0.8707 0.9265 0.9741 0.8824 0.8654 0. 7817 0.9269 0.9089 0.9638 
2.000 0.7715 0.7765 0.7845 0.8094 0.8597 0.9168 0.8261 0.8421 0.8000 0.8324 0.8576 0.8963 
.... 
/ 
TABLE 7 !CONTI~UEDJ 
RATIO OF PO~ER FU~CTIONS JF WILCOXON-MANN-WHITNEY TEST AND STUDENT'S T TEST FOR NORMAL DISTRIBUTIO~S, UNE~UAL VARIANCES 
THEJRETICAL POWER FUNCTION RATIO EXPERIME~TAL POWER FU~CTIJ~ ~ATIO 60 
THETA o. 0.2500 0.5000 1.0000 1.5000 2.00001 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA S lG\1A 
3 5 .0714 0.500 0.5665 0.6212 0.7014 0.9289 1.0698 1.1253' 0.9002 0.8729 o. 87 39 0.8936 0.9251 o. 9511 
0.750 0.8810 0.8728 0.8670 0.9677 1.0720 1. 0 98 7• 0. 9942 0.9399 3.'l439 0.9274 0.9344 0.9596 
1.0JO 0.9999 0. 9813 0.9555 0.9794 1.0680 1.102 r 1.0650 1. 0 381 0.9679 0.9591 0.9527 0.9652 
1.500 0.9682 0.9513 0.9306 o. 9218 1. 0151 1.1)42 1.0708 1.0331 1.0795 1.0123 0.9876 o. 9795 
2.000 0.9005 0.8809 0.8648 0.8429 0.9071 1.0134 1.0979 1.0966 1.0514 1. 0551 1.0135 0.9804 
4 4 .0571 0.500 0.7107 0.7072 0.7325 0.9512 1.1026 1.14b0 o. 9542 0.9787 0.9336 0.9356 0.9459 0.9628 
0.750 0.9292 0.9121 0.8881 0.9749 1.0983 1.1281 1.0370 0.9979 0.9935 0.9715 0.9645 0.9720 
1.000 1.0001 0.9840 0.9569 0.9707 1.0706 1.1141 1.0681 1.0195 1.019~ 0.9706 0.9625 0.9706 
1.500 0.8700 0.8596 0.8463 0.8603 0.9705 1.0733' 0.9720 1.0136 1.0160 o. 9697 0.9640 o. 9580 
2.000 0.7107 0.7085 0.7072 0.7325 0.8311 0. 9 512· 0.9354 0.9704 0.9801 0.9554 0. 972 0 0.9487 
5 3 .0714 0. 500 0.9005 0.8648 0.8429 1.0134 1.1382 1. 14901 1. 0846 1.0557 1. 03 80 0.9894 0.9797 0.9818 
0. 750 0.9917 0.9684 0.9374 1.0098 1.1160 1.13J~ 1.1075 1.0088 0.9693 1.0017 o. 97 50 0.9862 
1.000 0.9999 0.9813 0.9555 0.9794 1. 06 8 0 1.1021" 1.0229 1.0021 0.9357 o. 9506 0.9633 o. 96 37 
1. 500 0.7925 0.7972 0.7991 0.8497 0.9600 1.04-86 0.9191 0.9199 0.8896 0.9210 0.9154 o. 92 86 
2.000 0.5665 0.5942 0.6212 0.7014 0.8184 · o.9Ztn· 0.8639 0.8585 0.8498 0.8804 0.8774 0.8825 
6 10 .0589 0.500 0.844-2 0.8433 0.8594 0.9467 0.9857 0.9944 0.7828 0.8662 0.8761 0.9231 0.9693 0.9950 
0.750 0.9207 0.9153 0.9134 0.9507 0.9841 ).9854- 0.8926 0.9132 0.9213 0.9263 0.9741 0.9955 
1.000 1.COOO 0.9852 0.9701 0.973A 0.9907 0.9853 1.0256 0.9585 0.9667 0.9316 0.9793 0.9909 
1.500 1.1374 1. 1106 1.0792 1.0314 1.0224- 1.0142 1.0341 1.1500 1.0526 1.0447 0.9887 o. 9858 
2.000 1.2452 1.2087 1.1706 1.0894 1.0563 1. 0422 1.1579 1.3566 1. 15 42 1.0742 1.0517 o. 9908 
8 8 .0524 0.500 1.0133 0.9847 0.9595 0.9944 0.9951 ::>. 9 98 9· 1.0648 1.0153 0.9804 0.9517 0.9836 0.9965 
0.750 !.COlO 0.9865 0.9692 0.9832 0.9963 0.9919, 1.1863 0.9726 0.9894 0.9550 0.9778 0.9985 
1.000 1.0000 0.9876 0.9728 0.9770 o. 993 4 0.985~ 1.0510 0.9640 0.9702 0.9656 0.9709 0.9934 
1.500 1.0027 0.9928 0.9786 0.9678 0.9862 0.9966 1.0990 0.9528 0.9744 o. 9611 0.9656 0.9704 
2.000 1.0133 1.0008 0.9847 0.9595 0.9754 J.994-!t 1.0952 0.9697 0.9694 0.9784 0.9600 0.9551 
10 6 .0589 o. 500 1.2451 1.1706 1.0894 1.0422 1.0033 0.9997 1. 0 72 3 1.1429 1.0878 1.0000 0.9867 0.9990 
0. 750 1.0955 1.0634 1.0278 l. 0107 1.0055 o. 9 93J1 1.1183 1.0565 1.0149 0.9791 0.9936 0.9995 
1.000 1.0000 0.9852 0.9701 0.9738 0.9907 0.9853 1.0270 1.0082 o. 98 39 0.9430 0.9769 0.9899 
1. 500 0.8946 0.8933 0.8912 0.9089 0.9461 0.9739· 0.8874 0.8993 0.8939 o. 9032 0.9307 0.9646 
2.000 0.8442 0.8443 0.8433 0.8594 0.9063 0.9467 0.8525 0.8571 0.8692 0.8293 0.8858 0.9126 
12 20 .0497 0.500 0.8713 0.8604 0.8825 0.9650 0.9978 1.0002 0.9385 0.8412 0.8924 0.9543 0.9990 1.0000 
0.750 o.g189 0.9099 0.9197 0.9708 0.9955 l.OOJ2 0.9038 0.8829 0.9188 o. 9645 0.9980 1.0000 
1.000 1.COOO 0.9755 0.9650 0.9790 0.9944 1. 0000' 0.9231 0.9868 0.9845 0.9682 0.9930 1.0000 
1. 500 1.1976 1.1271 1.0724 1.0125 0.9978 0.99S1 1.0345 1.1579 1.1233 1.0000 0.9989 0.9990 
2.000 1.3927 1.2801 1.1897 1.0672 1.0143 0.9977 1.6190 1.3571 1.2215 1.0302 o. 9975 0.9969 
16 16 .0508 0.500 1.0799 0.9960 0.9635 0.9841 0.9995 1.0003 0.9455 1.0139 0.9549 0.9764 1.0000 1.0000 
o. 750 1.0151 0.9790 0.9660 0.9854 0.9979 1.0002 0.8824 1.0054 0.9693 1 0.9903 0.9990 1.0000 
1.000 1.COOO 0.9755 0.9659 0.9815 0.9954 1. 0000' 0.8750 0.9702 0.9685 ; 0.9805 0.9970 1.0000 
1.500 1.0294 0.9954 0.9738 0.9685 0.9856 0.9950 1.0435 0.9928 0.9497 0.9786 0.9799 0.9950 
2.000 1.0799 1.0317 0.9960 0.9635 0.9692 0.9841 1.2174 1.0085 0.9520 0.9555 0.9583 o. 98 45 
20 12 .0497 o. 500 1.3927 1.1897 1. 06 72 0.9977 0.9998 1.0003 1.2581 1.1720 1.0462 0.9958 0.9990 1.0000 
0.750 1.13:10 1.0602 1. 0165 0.9955 0.9977 1.0002 1.1212 0.9882 1.0312 0.9858 0.9970 1.0000 
1. 000 1.0000 0.9755 0.9650 0.9790 0.9944 l.OJ:>J 1.0667 0.9314 0.9496 0.9809 0.9930 0.9990 
1.500 0.89R1 0.8911 0.8936 0.9262 0.9689 0.9909- 0.9710 0.8412 0.8938 0.9337 0.9774 0.9950 
2.000 0.8713 0.8620 0.8604 0.8825 0.9252 o. 965 0' 0.9176 0.8354 0.8467 0.9040 0.9150 0.9623 
TABLE 7 (CONTI~UED) 
RATIO OF POWER FUNCTIO~S JF WILCOXON-MANN-WHITNEY TEST AND STUDENT ' S T TEST FOR ~DRMAL DISTRIBUTIONS, UNEQUAL VARIANCES 
TrlEO~ETICAL POWER FUNCTION RATIO EXPERIMENTAL POWER FUNCTION RATIO 61 
THETA o. 0.2500 0.5000 1.0000 1.SOOO 2.00)0 o. 0. 2 500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA S I G"1A 
3 5 .1250 0. 500 0.5965 0.6710 0.7686 0.9739 1.0771 1. 1 OB 0' 0.8099 0.8296 0.8444 o. 8754 0.9261 0.9652 
0.750 0.8686 0.8741 0.8919 1.0019 1.0656 1.0686 0.9223 0.9363 0.9073 0.9271 0.9466 0.9718 
1.000 O.<j999 O.<j810 0.9671 1.0174 1.0722 1.0743 1.0183 1.0012 0.9727 0.9764 0.9594 0.9751 
1.500 1.0543 1.0286 1.0031 1.0214 1.0950 1.1297 1.0714 1.1270 1.0909 1. 04 31 1.0121 0.9873 
2.000 1.0591 1.0327 1.0059 1. 0003 1.0683 1.1315 1.2225 1.2311 1.1959 1.1089 1. 0737 1.0326 
4 4 .1000 0.500 0.7114 0.7395 0.8009 1.0092 1.1066 1. 118 5. 0.9018 0.9171 0.9193 0.9153 0.9405 0.9756 
0.750 0.9318 0.9203 0.9187 1.0282 1. 0992 1.0950 0.9857 1.0085 0.9604 0.9568 0.9563 0.9833 
1.000 O.S999 0.9814 0.9633 1.0144 1. 0823 1.0891 1. 0172 1. 0181 0.9693 0.9722 0.9598 o. 9785 
1.500 0.8727 0.8723 0.8698 0.9243 1.0281 1.0915 0.9975 0.9390 0.9514 0.9386 0.9559 0.9495 
2.000 0.7114 0.7264 0.7395 0.8009 0.9107 1.0092 0.9333 0.9387 0.9070 0.9293 0.9269 0.9150 
5 3 .1250 0.500 1.0591 1.0059 1.0003 1.1315 1.1557 1.1163 1.2339 1.1408 1.1002 1.0189 0.9942 0.9957 
0.750 1.0491 1.0147 0.9959 1.0751 1.1157 1.0929 1.0972 1. 0504 1.0031 0.9934 0.9862 0.9901 
1.000 0.9999 0.9810 o. 96 71 1.0174 1.0722 1.0743 0.9533 0.9404 0.9545 0.9602 0.9583 0.9709 
1.500 0.7895 0.8063 0.8229 0.9002 0.9980 1. 0 56 7 0.9116 0.8732 0.8737 0.8888 o. 9104 0.9190 
2.000 0.5965 0.6338 
l:l 
0.6710 0.7686 0.8823 0.9739 0.8070 0.8156 0.8386 0.8389 0.8441 0.8758 
6 10 .1099 o. 500 0.8907 0.8821 0.9021 0.9655 0.9774 0.9997 0.8586 0.8799 0.8615 0.9328 0.9834 0.9990 
0. 750 0.9430 0.9312 0.9328 0.9653 0.9844 0.9975 0.9602 0.9399 0.9200 0.9421 0.9872 0.9985 
1.000 1.0000 0.9798 0.9686 0.9779 0.9914 0.9BB7 0.9911 1.0302 0.9468 0.9594 0.9795 0.9960 
1.500 1.1133 1.0744 1.0409 1.0111 1.0058 0.9982 1. 1420 1.0988 1.0239 0.9904 0.9882 0.9886 
2.000 1.2075 1.1548 1.1069 1.0447 1.0259 1.0146 1.2603 1.1587 1. 1090 i 1. 0430 0.9928 0.9949 
8 8 .0974 o. 500 1.C278 0.9801 0.9649 0.9911 0.9819 1.00J::> 1.3061 1.1712 1.0604 0.9926 0.9924 1.0000 
0. 750 1.C056 0.9799 0.9675 0.9838 0.9884 0.99:}0 1.2250 1.1172 1.0688 1. 0073 0.9954 0.9990 
1.000 1.0000 0.9802 o. 9685 0.9791 0.9919 0.9903 1.2526 1.1154 1.0777 1.0208 0.9989 0.9990 
1. 500 1.0108 0.9897 o. 972 9 0.9715 0.9858 0.9911 1.2984 1.1644 1.0836 1.0134 1.0036 0.9906 
z.ooo 1.0278 l. 0024 0.9801 0.9649 0.9803 0.9911: 1.2050 1.1554 1.1624 1. 06 72 0.9972 0.9908 
10 6 .1099 0.500 1.2075 1.1069 1.0447 1.0146 0.9862 1.00:>::> 1.2800 1.1307 1.0368 l 0.9942 0.9919 1.0000 
0.750 1.0773 1.0342 1.0064 0.9997 0.9916 0.9993 1.0457 1.0023 0.9660 0.9749 0.9923 0.9985 
1.000 1.0000 0.9798 0.9686 0.9779 0.9914 0.9887 1.0347 0.9953 0.9581 0.9614 0.9846 0.9985 
1. 500 0.9254 0.9176 0.9150 0.9352 0.9630 o. 9820' 0.9346 0.9161 0.8964 0.9318 0.9471 0.9724 
2.000 0.8907 0.8846 0.8821 0.9021 0. 9391 0.9655 0.8808 0.8724 0.8720 0.8812 0.9170 0.9386 
12 20 .0980 o. 500 0.9121 0.8951 0.9154 0.9797 0.9996 1.0004 0.8661 0.9253 0.9328 o. 98 07 1.0000 1.0000 
0. 750 0.9433 0.9319 0.9417 0.9835 0.9986 1.0003 0.9151 0.9453 0.9499 0.9824 0.9980 1.0000 
1. 000 1.0000 0.9767 0.9702 0.9862 0.9971 1.00:>2 1.1429 0.9815 0.9842 0.9699 0.9990 1.0000 
1.500 1.1388 1.0766 1.0339 0.9983 0.9953 0.9981 1.1781 1.0973 1.0663 0.9923 0.9918 1.0000 
2.000 1.2727 1.1763 1.1040 1.0227 0.9976 0.9945 1.3710 1.1600 1.1852 I 1.oo64 0.9822 0.9980 
16 16 .0981 0. 500 1.0625 0.9845 0.9650 0.9892 1.0000 1.0003 1.0737 0.9607 0.9668 0.9899 1.0000 1.0000 
0.750 1.0120 0.9777 0.9703 0.9904 0.9996 1.0002 1.0111 0.9839 0.9607 0.9835 1.0000 1.0000 
1.000 1.0000 0.9765 0.9707 0.9877 0.9978 1.00J2 1.1609 1.0072 0.9620 0.9893 0.9970 1.0000 
1. 500 l.G233 0.9900 0.9726 0.9747 0.9905 0. 998 0' 1.0426 0.9654 0.9694 0.9613 0.9949 0.9980 
2.000 1.0625 1.0154 0.9845 0.9650 0.9760 0.9992 1.0400 1. 0050 1.0030 0.9608 0.9716 0.9899 
20 12 .0980 0.500 1.2727 1.1040 1. 02 2 7 0.9945 1.0000 1.0003 1.1912 1.0969 1.0252 0.9949 1.0000 1.0000 
0.750 1.0915 1.0304 1.0003 0.9947 0.9995 1 1.0002 1.0568 1.0321 1.0000 0.9927 1.0000 1. 0000 
1.000 1.COOO 0.9767 0.9702 0.9862 0.9971 1.0002 0.9709 0.9781 0.9824 0.9826 0.9980 0.9990 
1. 500 0.9292 0.9190 0.9208 0.9499 0.9825 0.9956 0.9077 0.9077 0.9397 0.9398 0.9886 0.9970 
l 2.000 0.9121 0.8984 0.8951 0.9154 0. 9511 0.9797 o. 88 36 0.8699 0.8987 0.9226 0.9474 0.9837 
6.3 Comparison of Asymptotic Power Functions with Experimental 
Power Functions 
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The power functions obtained from the asymptotic analysis agree 
closely with those derived from the experimental analysis. The 
differences between the power functions for Student's t form+ n 8 
are attributed primarily to the asymptotic approximation. Other 
differences between the theoretical power functions and the experimental 
power functions may be explained by the sampling fluctuations of the 
Monte Carlo analysis. Table 7A presents standard errors for binomial 
estimates for the sample sizes 1000, 2000, and 4000 and for selected 
values of p. 
An indication of the size of the error in the asymptotic 
approximation for the Mann-Whitney test is obtained by examining the 
columns headed GLAZ in Table 8. These columns contain the ratios 
of the power functions (Mann-Whitney test) for m + n = 8, the 
numerator computed from asymptotic formulas and the denominator 
from exact formulas. The agreement between the two power functions 
for this small sample size is excel lent for all values of t ype-one 
error, and for .75 < ~ < 1.5. For ex treme values of ~, the maximum 
error is about 17% for a ~ .01 and 7% for a ~ .10. The errors in the 
estimates of the power functions from the asymptotic equations are 
much smaller for m + n = 16 and 32. 
The accuracy obtained from the asymptotic approximation is greater 
than that from the Monte Carlo method. The Monte Carlo method would 
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require as many as 25,000 replications to obtain accuracies similar 
to those obtained from the asymptotic approximations. 
The digital computer calculated the asymptotic and exact power 
functions in less than five minutes. On the other hand, the computer 
required more than an hour to generate the random normal deviates, 
sort the samples, calculate the Wilcoxon and Student's statistic, 
and calculate the experimental power functions. Most of this time, 
however, was consumed in sorting the sample for the Wilcoxon statistic 
for m + n = 32. Before the computer programs were operational, a 
great deal more analytical and computer time was consumed in 
"debugging" the computer programs for the asymptotic analysis than 
for the Monte Carlo analysis. 
Thus, the decision as to which method of analysis is superior 
asymptotic or Monte Carlo -- depends on several factors, two primary 
ones being the amount of the analyst's time available, and the 
amount of computer time available. If sufficient computer time is 
available, a Monte Carlo analysis will provide answers more quickly 
and with less effort than is required by an asymptotic analysis which 
is followed by the computer programming usually required to obtain 
numerical results. Moreover, the accuracy of the Monte Carlo method 
is more readily calculated and is usually free from biases. However, 
the number of alternatives which may be considered is limited by the 
available computer time. If the analyst has sufficient time 
available, he can usually obtain asymptotic estimates which are quite 
accurate for moderate-to-large sample sizes , the accuracy corresponding 
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to several thousand replications of a Monte Carlo analysis. 
Moreover, since the computer time to process asymptotic results is 
usually much less, the analyst can investigate many more cases than 
is feasible with a Monte Carlo analysis. 
6.4 Comparison of Different Asymptotic Analyses 
The results obtained in this dissertation are compared with the 
results of two recent studies which are based on asymptotic analysis. 
It is found that some of the conclusions drawn in these papers do not 
completely agree with results obtained in the current study. 
6.4.1 Wetherill's Analysis 
Wetherill derived asymptotic power functions for the 
Mann-Whitney test and Student's t test by approximating the first two 
moments. His expansions are based on small values of e, and values 
of ~ close to one. He concluded the following from his analysis: 
1. For tests of location, when F(t) and G(t) are almost 
normal but differ in shape (~), the Mann- Whitney test is sometimes 
slightly better, and often very much worse than Student's t test in 
its sensitivity to such departures. 
2. For equal sample sizes, any change in the argument of 
the normal probability for the local power of the Mann-Wh~tney test 
is ~3/n = .9774 of the similar change for the t test. If the sample 
with the higher population mean has the lower variance, the power 
of the two tests is increased; any increase would be slightly less 
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for the Mann-Whitney test than for the t te s t. Similarly, if 
the sample with the higher population mean has the higher population 
variance, the power of the two tests is lowered and by a slightly 
smaller amount for the Mann-Whitney test than for the t test. When 
sample sizes are not equal, changes to local power are more 
complicated but there is little to choose between the t wo tests on 
robustness to differences in population variance, and the 
Mann-Whitney test is almost as sensitive to this as the t test. 
3. If the sample size s are equal, (m = n), a difference in 
population variance makes no first-order change to the variance of 
U. If the sample sizes are different, a difference in population 
variance makes a first-order contribution to variance of U. If the 
sample sizes are in a constant ratio , the importance of this t erm 
does not dimini sh wi th increasing sample size. 
4. A difference of population means makes no first-order 
contribution to the variance of U, and the second-order effect 
decreases it. 
Tables 8 and 9 permit comparison of power functions 
calculated from Wetherill's formulas with those calculated from the 
asymptotic formulas and experimental formulas: In Table 8, the 
Columns WETH contain ratios of power functions of the Mann-Whitney 
test form+ n = 8, the numerator estimated from Wetherill's 
f ormulas , and the denominator estimated from exact formulas. 
Examination of these ratios reveals maximum differences greater 
than fifty percent from the exact values f or a ~ .01. As the 
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probability of a type-one error increases, the accuracy of the 
. 
approximation improves and the maximum difference for a = .125 
is twenty-two percent. 
Table 9 presents the ratios of Wetherill's power 
functions divided by the asymptotic power functions. For sample 
sizes m + n = 16, the maximum deviation from 1 of the ratios for the 
Mann-Whitney test for a ~ .01 and a ~ .125 are forty percent and 
twenty-eight percent, respectively . For m + n = 32, the maximum 
deviations for a = .01 and a ~ .10 are forty-f ive and thirty percent, 
respectively. On the other hand, the ratios are close to 1 for small 
values of e, and IT near one, the (B, IT) region for which Wetherill's 
approximations are applicable. 
A comparison of the asymptotic and empirical power 
functions and variances derived in this dissertation with Wetherill's 
remarks reveals the following agreements and disagreement s with his 
conclusions: 
1. The power functions for the Mann-Whitney test are never 
very much worse than Student's t for unequal variances. 
2. For e = .25 , IT = 1, m + n = 32 , the local power of the 
Mann-Whitney test averages to .9766 based on asymptotic approximations 
and .9889 based on experimental results (for a ~ .10). These values 
agree very closely with .9774. Moreover, the changes in power 
functions as a function of IT occur as observed by Wetherill. 
However, for unequal sample sizes and e = 0, the Mann-Whitney test is 
less sensitive to changes in IT than is Student's t. 
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3. If the sample sizes are equal, a difference in 
population variance makes a significant change to the variance of U. 
This change is as great as the change observed for unequal samples. 
As Wetherill correctly observed, the relative importance of a sample-
size ratio does not diminish with increasing sample size. 
4. The variance of U decreases with increasing e, and is 
quite large for moderate-size values of e. Thus, while Wetherill's 
statement is correct for e close to zero, as e increases, the variance 
decreases by as much as a factor of nine for 8 = 2. 
6.4.2 Van der Vaart's Analysis 
Van der Vaart derived asymptotic approximations in a 
manner similar to that of Wetherill, by approximating the second moment 
with a Taylor series. He investigated the effect of unequal variances 
on the probability of a type- one error (i.e., 8 = o, ~ f 1), and 
concluded: 
1. For equal sample si zes, the probability of a type-one 
error of Student's t test is asymptotically unaffected by unequal 
variances, while that of the Mann-Whitney test is. 
2. For unequal sample sizes and ~ close to one, the 
probability of a type-one error is less affected for the Mann-Whitney 
test than for Student's t test. 
3. If ~ differs greatly from one, the probability of a 
type-one error for the Mann-Whitney test behaves worse than that for 
Student's t test for sample size ratios~ < m 
n < 2. 
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A comparison of the asymptotic and experimental results 
with Vander Vaart's conclusions reveals the following agreements and 
disagreements: 
1. For equal sample sizes, the probability of a type-one 
error for Student's t is less affected by unequal variances than is 
the probability of a type-one error for the Wilcoxon-Mann-Whitney 
test. Thus, the ratios of the probabilities of a type-one error for 
the Mann-Whitney test (power function for ~ = .s divided by the power 
function for ~ = 1) for m + n = 16 are 1.234, 1.122, and 1.081 for 
a = .01, .os, and .10, respectively. The corresponding ratios of 
the probabilities of a type-one error for Student's t are 1.131, 
1.039, and 1.017, respectively. 
2. For unequal sample sizes and all values of ~ examined, 
the probability of a type-one error is less affected for the 
Wilcoxon-Mann-Whitney test than for Student's t test. These 
relationships apply to all sample sizes considered. 
3. As indicated above, the probability of a type- one 
error for Student's t behaves worse than that for the Wilcoxon-Mann-
Whitney test for m/n ratios equal to .6 and 1.6 and all ~ considered 
(including the extreme cases of ~ equal .5 and 2). 
TABLE 8 
COMPARISO~ OF EXA:T PJWE~ FUNCTIONS OF WILCOXON TEST WITH GLAZER AND WETHERILL ASYMPTOTIC APPROXIMATIONS FOR M+N=8 
THE NUMERATOR !POWER FUNCTIONS ESTIMATED FROM ASYMPTOTIC FORMULAS, 
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TABLE CONTAINS RATIO QF POWER FUNCTIONS, 
AND THE DENJMINATOR POWER FUNCTIONS ESTIMATED FROK EXACT FJRMULAS 
I 
I 
M= 3, '\1= 5 · M= 4, '\1= <t M= 5, N= 3 
I 
ALPHA=.0179 ALPHA=.0714 ALPHA=.1250 ALPHA=.0143 IALPHA=.0571 ALPHA=.1000 ALPHA=.0179 ALPHA=.0714 ALPHA=.1250 
SIGMA. THETA GLAZ WETH GLAZ WETH GLAZ WETH GLAZ ~~ETH I GLAZ WETH GLAZ WETH GLAZ WETH GLAZ WETH GLAZ WETH 
: 
0.500 o. 0.851 0.723 0.954 0.879 1.061 1.004 0.903 0.767 11· 0 11 0 • 9 2 8 1.068 1.006 0.944 0.904 1.101 1.081 0.948 0.938 
0.250 0.853 0.851 0.955 0.954 1.050 1.050 0.906 0.928 1.003 1.013 1.052 1.059 0.946 1.065 1.075 1.131 0.956 0.985 
0.500 0.837 0.971 0.960 1.016 1.044 1.083 0.883 1.080 0.996 1.081 1.042 1.096 0.919 1.212 1.054 1.164 0.965 1.019 
1.000 0.829 1.150 0.980 1.088 1.028 1.102 0.856 1.298 1.003 1.148 1.027 1.116 0.883 1.401 1.036 1.174 0.977 1.045 
1.500 0.870 1.207 0.972 1.089 1.021 1.074 0.884 1.334 o·. 992 1.125 1.017 1.080 0.905 1.397 1.012 1.121 0.997 1.031 
2.000 0.909 L. 161 1.055 1.053 0.998 1.035 0.922 1.231 1".048 1.065 0.997 1.034 0.935 ·1.258 1.038 1.055 0.976 1.011 
0.750 o. 0.959 0.920 0.973 0.954 1.020 1.005 0.981 0.950 1.001 0.984 1.012 1.000 0.999 1.001 1.035 1.037 0.982 0.983 
0.250 0.961 1.050 0.972 1.009 1.016 1.039 0.987 1.110 0.995 1.050 1.005 1.041 1.002 1.158 1.023 1.088 0.984 1.021 
0.500 0.938 1.166 0.970 1.053 1.015 1.063 o. 962 1.257 J.987 1.101 1.002 1.070 0.975 1.298 1.011 1.125 0.987 1.048 
1.000 0.901 1.328 0.982 1.100 1.011 1.078 0.915 1.457 0.991 1.148 1.002 1.089 0.927 1.480 1.006 1.149 0.992 1.065 
1.500 0.909 1.361 0.982 1.094 1.003 1.061 0.917 1.482 0.990 1.127 0.996 1.067 0.926 1.490 0.997 1.117 0.994 1.047 
2.000 0.946 1.285 1.015 1.060 1. 02 5 1. 032 0.952 1.364 1.011 1.074 1.020 1.033 0.959 1.364 1.022 1.063 1.005 1.021 
1.000 o. 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
0.250 1.004 1.133 0.995 1.049 0.999 1.033 1.008 1.151 0.995 1.060 0.996 1.038 1.004 1.133 0.995 1.049 0.999 1.033 
0.500 0.983 1.255 0.988 1.088 1.000 1.056 0.988 1.289 0'. 987 1. 106 0.993 1.065 0.983 1.255 0.9881.088 1.000 1.056 
1.000 0.936 1.429 0.990 1.127 1.002 1.075 0.939 1.4-91 0.937 1.154 0.996 1.088 0.936 1.429 0.990 1.127 1.002 1.075 
1.500 0.923 1.479 0.992 1.119 0.995 1.064 0.923 1.548 01.992 1. 144 0.991 1.075 0.923 1.479 0.992 1.119 0.995 1.064 
2.000 0.946 1.412 0.990 1.082 1.019 1.038 0.945 1.467 :>.988 1.099 1.011 1.045 0.946 1.412 0.990 1.082 1.019 1.038 
1.500 o. 0.988 0.871 1.051 0.984 0.973 0.931 0.963 0.905 1.002 0.970 1.023 1.000 0.932 '0.970 0.965 0.990 1.029 1.048 
0.250 0.995 0.985 1.042 1.031 0.976 0.968 0.971 0.991 o·. 999 1. oo 1 1.017 1.015 0.937 1.007 0.965 0.990 1.026 1.036 
0.500 0.9~3 1.096 1.030 1.070 0.978 0.999 0.961 1.074 o. 992 1.029 1.013 1.028 0.927 1.043 0.964 0.993 1.023 1.028 
1.000 0.943 1.292 1.017 1.125 0.985 1.040 o. 925 1.220 0.988 1.072 1.010 1.047 0.897 1.107 0.970 1.002 1.022 1.019 
1.500 0.917 1.422 1.014 1.143 0.988 1.055 0.901 1.3?0 0.994 1.094 1.007 1.055 0.881 1.154 0.981 1.013 1.016 1.017 
2.000 0 .. 915 1.464 1.006 1.129 0.988 1.049 0.901 1.359 0'. 9 9 5 1 • 0 9 4 0.999 1.050 0.888 1.178 0.983 1.021 1.004 1.016 
2.000 o. 0.944 0.616 1.101 0.880 0.948 0.817 0.903 0.767 1.011 0.928 1.068 1.006 0.851 1.005 0.954 1.052 1.061 1.136 
0.250 0.951 0.678 1.089 0.906 0.952 0.841 0.910 0.765 1.008 0.898 1.060 0.966 0.856 0.911 0.955 0.956 1.055 1.033 
0.500 0.946 0.742 1.075 0.932 0.956 0.865 0.906 0.767 1.003 0.876 1.052 0.936 0.853 0.837 0.955 0.882 1.050 0.955 
1.000 0.919 0.872 1.054 0.980 0.965 0.908 0.883 0.783 0.996 0.853 1.042 0.900 0.!:337 0.736 0.960 0.783 1.044 0.851 
1.500 O.H94 0.995 1.043 1.019 0.974 0.945 0. 863 o. 810 J.998 0.852 1.036 0.889 0.827 0.678 0.970 0.732 1.039 0.797 
2.000 0.883 1.099 1.036 1.047 0.977 0.973 0.856 0.845 1.003 0.866 1.027 0.896 0.829 0.650 0.980 0.714 1.028 0.779 
TABLE 9 
CO~PARISJ~ OF WETHERILL'S ANALYSIS WITH THE ASYMPTOTIC ANALYSIS OF THE MANN-WHITNEY AND STUDENT ' S TWO-SAMPLE T TEST 
TABLE CO~TAINS RATIO OF PJWE~ FU~CTIONS, THE NUMERATOR POWER FJNCTIO~S ESTIMATED FRJM WETHERILL'S FO~MULAS, 71 
A~O THE DE~JMINATO~ POWER FUNCTIONS ESTIMATED FROM GLAZER'S ASYMPTOTIC FO~MULAS 
MANN-W~ITNEY TEST STUDENT ' S TWJ-SAMPLE T TEST 
THETA o. 0.2500 0.5000 1.0000 1. 5000 2. 000'0 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIG"'A 
3 5 .0179 0.500 0.8501 0.9976 1.1594 1.3876 1.3875 1.2768· 0.5066 0.5666 0.6435 0.9751 1.2687 1.3370 
0.750 0.9590 1.0923 1.2439 1.4740 1.4965 1.3574 0.909~ 1.0148 1.1154 1.1892 1. 3920 1.4486 
1.000 1.0000 1.1286 1.2767 1.5272 1.6020 1.4922 0.9994 1.1050 1.2649 1.3419 1.4278 1. 5233 
1.500 0.8814 0.9900 1.1152 1.3702 1.5509 1.6001 0.6400 0.6969 0.8142 0.9903 1.0701 1.2667 
2.000 0.6519 0.7128 0.7845 0.9490 1.1127 1.2441 0.3299 0.3439 o. 3878 0.4921 0.5473 0.6625 
4 4 .0143 0.500 0.8496 1.0246 1.2237 1.5158 1.50~7 1.3352 0.5910 0.6612 0.7338 0.9927 1.3670 1. 4452 
0.750 0.9676 1.1253 1.3066 1.5898 1. 6163 1. 4332 0.8578 0.9737 1.1477 1. 22 75 1.4499 1. 5347 
1.000 0.9997 1.1416 1.3053 1.5881 1.6765 1.5528 0.9984 1.1013 1.2859 1.3932 1.4702 1.5736 
l.500 0.9389 1.0201 1.1174 1.3190 1.4642 1.5082 0.7695 0.8074 0.9006 0.9866 1.0577 1.2506 
z.ooo 0.8496 0.8410 0.8474 0.8867 0.9385 0.9871 0.5910 0.5485 0.5448 0.5292 0.5440 o. 6461 
5 3 .0179 o. 500 0.9577 1.1261 1.3190 1.5870 1.5437 I 1.3455 0.6912 0.7715 0.9169 1.0494 1.4172 1. 5083 
0.750 1.0027 1.1553 1.3305 1.5969 1.6086 1.4231 0.8678 0.9761 1.1606 1.2397 1.4432 1.5376 
1.000 1.0000 1.1286 I.J 1.2767 1. 52 72 1.f>020 1.4922 0.99~4 1.1050 1.2649 1.3419 1. 42 78 1.5233 
1. 500 1.0406 1.0747 1.1253 1.2341 1. 30A8 1.3257 0.9866 0.9834 1.0041 l 0.9865 1. 05 68 1.2105 
2.000 1.1807 1.0636 0.9816 0.8785 0.8193 0.7846 0.8833 0.7726 0.6967 o. 6074 0.6149 0.6837 
6 10 .0112 0.500 0.8178 0.9653 1.0929 1.1873 1.1310 1.0343 0.7695 0.9477 1. 0543 1.17ll 1.1305 1. 0281 
0.750 0.9502 1.0615 1.1568 1.2135 1.1461 1.0387 0.(}544 1.0942 1.1960 1.2152 1.1498 1. 0442 
1.000 0.9999 1.1015 1.1909 1.2548 1.1868 1. 0823' 0.9995 1.1250 1.2396 1.2787 1.2144 1.1012 
1.500 0.8524 0.9479 1.0415 1.1768 1.2052 1.1601 0.6867 0.7889 0.9197 1.1200 1.1864 1.1965 
2.000 0.5876 0.6401 0.6977 0.8161 0."1154 0.9836 0.3453 0.3856 0.4461 0.6032 0.7253 0.8541 
8 8 .0103 0.500 0.8159 0.9710 1.1037 1.1880 1.1074 1. 0 32 9: 0.7260 0.9337 1.1038 1.2170 1.1526 1. 0279 
0.750 0.9597 1.0783 1.1765 1.2222 1.1352 1.032H 0.9259 1.0839 1.2223 1.2542 1.1724 1. 0471 
1.000 0.9998 1.1044 1.1940 1.2521 1.1777 1.0701 0.9993 1.1309 1.2532 1.2908 1.2172 1.0949 
1.500 0.9242 0.9779 1.0330 1.1116 1.1275 1.1:l53 0.86tH 0.9474 1.0424 1.1370 1.1568 1. 15 08 
2.000 0.8158 0.7711 0.7452 0.7286 0.7404 8.7748 0.7260 0.7056 0.7132 0.7254 0.7349 0.7990 
10 6 .0112 0.500 0.9185 1.0480 1.1573 1. 2 021 1.1040 i 1.0292 0.8174 0.9675 1.1689 1.2566 1.1870 1.0405 
0.750 0.9960 1. 1101 1.2053 1.2425 1.1445 1.0348 0.9324 1.0791 1.2315 1.2770 1.1980 1. 0632 
1. 000 0.9999 1.1015 1.1909 1.2548 1.1868 1.0823 0.99'J5 1.1250 1.2396 1.2787 1.2144 1.1012 
1. 500 1.0416 1.0408 1.0507 1.0681 1.0659 1.0585 1.1320 1.1479 1.1682 1.1420 1.1161 1.1017 
2.000 1.1955 0.9939 0.8572 o. 6958 0.6207 o.s:no 1.4600 1. 2382 1.0850 0.8617 0.7587 o. 7525 
12 20 .0106 0.500 0.8127 0.9608 1.0566 1.0684 l. 0111 1.0000 0.8603 0.9843 1.0414 1.0338 0.9979 1.0000 
0.750 0.9494 1.0323 1.0799 1.0665 1.0127 1.00::>0 0.9682 1.0477 1.0805 1. 05 13 1.0040 0.9999 
1.000 1.0001 1.0658 1.1028 1.0835 1. 022 5 1.0019 1.0001 1.0750 1.1122 1. 08 30 1. 0193 0.9992 
1.500 0.8456 0.9244 0.9896 1.0534 1.0447 1. 0133: 0.7698 0.8571 0.9388 1.0237 1. 0348 1.0098 
2.000 0.5740 0.6201 o. 6711 0.7771 0. B75 7 0.95::>7 0.4292 0.4668 0.5186 0.6350 0.7597 0.8818 
16 16 .0107 0.500 0.8100 0.9525 1.0422 1.0473 1.0047 1. o oo o• 0.8800 1.0089 1.0646 1.0378 0.9987 1.0000 
0.750 0.9583 1.0380 1.0795 1.0554 1.0080 1. oooo· 0.9725 1.0597 1.0948 1.0544 1.0025 1.0000 
1.000 0.9999 1. 0648 1.0991 1.0754 1.0173 i 1.0003 0.9999 1.0765 1. 1122 1.0781 1. 0148 0.9996 
l.SOO 0.9216 0.9468 0.9711 1.0009 1.0098 I 1.0038 0.9488 0.9745 0.9964 1.0085 1.0093 0.9998 
2.000 0.8100 0.7261 0.6790 0.6589 0.7120 0.8111 0.880) 0.7751 o. 7155 0.6725 o. 7171 0.8160 
20 12 .0106 0. 50(! 0.9047 0.9938 1.0467 1.0369 1. oo:n 1.0000 1.0310 1.0924 1.1177 ' 1.0513. 0.9976 1.0000 
0. 750 0.9932 1.0600 1.0923 1.0586 l. 0085 1. 00\))' 1. 0037 1.0830 1.1179 1.0683 1.0055 0.9999 
1.000 l. 0001 1.0658 1.1028 1.0835 1.0225 I 1.0:H9- 1.0001 1.0750 1.1122 1.0830 1.0193 0.9992 
1. 500 1.0419 0.9CJ86 0.9748 0.9597 0.9744 0.9897 1.1829 1.1135 1.0629 1.0002 0.9886 0.9917 
2.000 1.1963 0.9025 0.7293 0.5704 0.5477 o. 6 07 4 1.6510 1. 2 20 7 0.9656 1 0.7225 0.6747 o. 7274 
TABLE 9 (CONTINUED) 
CO~PARISDN OF WE THE~ILL'S ANALYSIS ~41TH THE ASYMPTOTIC ANALYSIS OF THE MANN-wHITNEY AND STUDENT'S TWO-SAM?LE T TEST 
TABLE Cu~TAINS RATIJ OF POWER FUNCTIO~IS, THE NUMERATOR POWER FUNCTIO~S ESTIMATED F~OM WETHERILL'S FO~MULAS, 72 
AND THE DE~JMINATOR POW~R FUNCTIONS ESTIMATED FROM GLAZER'S ASY~PTOT1C FO~MULAS 
MANN-WHITNEY TEST STJOENT 1 S TWO-SAMPLE T TEST 
THE TA o. 0.2500 0.5000 1.0000 1.5000 2. 00:> 01 o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIGMA 
3 5 .0714- 0.500 0.9217 0.9986 1. 0587 1.1107 1.1214 J.9978 0.5768 0.6796 0.8049 1.0955 1.2117 1.1994 
0 .750 O.<J799 1.0385 1. 08 51 1.1194 1. 1149 1.0445 0.9064 0.9524 0.9847 1.1292 1.2154 1.1817 
1.000 1. 0000 1.0549 1.1006 1.1.385 1.1283 1.0927 1. 0000 1.0430 1.0618 1.1342 1.2221 1.2080 
1.500 0.<)356 0.9891 1.0391 1.1066 1.1277 1.1226 0.8061 0.8522 0.8872 0.9623 1. ll 08 1.2197 
2.000 0.7996 0.8324 o. 8669 0.9296 0.9768 1.0099 0.5562 0.5783 0.6019 0. 65 38 0.7723 0.9300 
4 4 .0571 0.500 O.<J178 1.0103 1.0853 1.1439 1.1343 1. 0 1& 3' 0.6596 0.7284 0.8128 1.1226 1. 2607 1.2267 
0.750 0.9832 1.0559 1.1158 1.1585 1.1383 1.0621 0.9142 0.9726 1.0025 1.1524 1.2638 1.2226 
1.000 1.0001 1.0648 1.1206 1.1694 1.1535 1.1123 1.0001 1.0571 1. 08 33 1.1541 1.2552 1.2413 
1.500 O.<J677 1.0022 1.0367 1.0850 1.1006 1. 1003 0.8437 0.8697 0.8873 0.9482 1.0928 1.2034 
2.000 O.<J178 0.8907 0.8738 0.8568 0.8536 0.8633 0.6596 0.6410 0.6283 0.6397 0.7284 0.8486 
5 3 .0714 0.500 O.<J823 1.0516 1.1046 1.1329 1.1081 1.0165 0.8239 0.8648 0.9004 1.1497 1.2646 1.2109 
0.750 1.0018 1.0639 1.1128 1.1414 1.1201 1. 0 4J 3 0.9481 0.9979 1.0195 1. 15 14 1.2491 1.2056 
1.000 1.COOO 1.0549 i,J 1.1006 1.1385 1. 12A 3 1.0927 1.0000 1.0430 1.0618 1.1342 1.2221 1.2080 
1. 500 1.0258 1.0258 1.0297 1.0336 1. 032 6 1.03=13 0.9088 0.9112 0.9104 0.9599 1. 0708 1.1488 
2.000 1.1034 1.0008 0.9230 0.8160 0.7547 0.72~0 0.7846 0.7436 0.7124 0.7031 0.7519 0.8137 
6 10 .0589 0.500 0.9043 0.9873 1.0410 1.0672 1.0210 1.0043 0.8991 0.9631 1. 0 Q 6 7 I 1. 06 48 1.0169 0.9994 
0.750 O. 'H49 ·1.0235 1.0528 1.0596 1.0223 1.0103 0.9768 1.0210 1.0397 : 1.0536 1.0198 o. 9972 
1.000 O.Cj995 1.0403 1.0652 1.0679 1. 03 57 1.013=1 0.9995 1.0432 1. 06 16 1.0674 1.0389 1.0018 
1.500 0.9217 0.9691 1.0073 1.0465 l. 0487 1.0254 0.8702 0.9296 0.9722 1.0191 1.0475 1.0333 
2.000 0.7639 0.7934 0.8239 0.8810 0.9304 0.9691 0.6403 0.6770 0.7128 0.7728 0.8527 0.9308 
8 8 .0524 0.500 O.SOll 0.9868 1. 0411 1. 0602 1.0173 1.0005 0.9130 0.9931 1. 02 95 1. 07 53 1.0164 0.9996 
0.750 0.9801 1. 0321 1.0620 1.0618 1. 02 02 1.0054 0.9810 1.0390 1. 0601 \ 1. 0688 1.0239 0.9980 
1.000 1.0009 1.0450 1.0716 1.0723 1. 0359 1.0131 1.000~ 1.0514 1.0723 1.0760 1.0417 1.0012 
1.500 0.9612 0.9793 0.9955 1.0140 1.0208 1.0119 0.9638 0.9868 0.9983 1. 0116 1.0307 1. 0208 
2.000 0.9011 0.8478 o. 8133 0.7847 0.7982 0. 8415' 0.9130 0.8573 0.8159 0.7744 0.8026 0.8595 
10 6 .0589 0.500 0.9613 1.0136 1.0438 1.0453 1.0124 0.9999 0.9935 1.0507 1.0582 1.0728 1.0149 0.9C)96 
0.750 0.9980 1.0406 1.0634 1.0571 1.0174 1.0:>42 0.9990 1'. 0505 1.0661 1.0689 1. 02 54 0.9976 
1.000 0.9995 1.0403 1.0652 1.0679 1.0357 1.0139 0.9995 1.0432 1.0616 I 1.0674 1.0389 1.0018 
1.500 1.0240 1. 0031 0.C)902 0.9784 0.9847 0.9900 1.0789 1.0481 1.0206 " 0.9953 1.0023 1.0010 
2.000 1.1046 0.9482 0.8405 0.7186 0.6792 :>.6945 1.2649 1.0761 0.9419 0.7974 0.7673 0.7882 
12 20 .0497 0.500 0.8922 0.9879 1. 03 52 1.0216 1.0015 1.0000 0.929::> 0.9851 1.0099 1.0033 0.9997 1.0002 
0.750 0.9720 1.0138 1.0315 1.0178 1.0023 1.0000 0.9794 1.0102 1.0199 ' 1.0085 0.9990 1.0002 
1.000 1.COOO 1.0285 1.0388 1.0230 1.0040 0.9999 1.0000 1.0271 1.0341 i 1.0183 1.0004 0.9999 
1. 500 0.9122 0.9567 0.9886 1.0149 1.0086 1.0022 0.8911 0.9322 0.9615 I 0.9942 1.0005 0.9979 
2.000 0.7380 0.7676 0.8010 0.8729 0.9397 0.9811. 0.6665 0.6840 0.7096 J 0.7824 0.8781 0.9533 
16 16 .0508 0.500 0.8918 0.9799 1.0224 1.0117 1.0002 1.0000 0.9630 1.0027 1.0145 1. 0015 0.9999 1. 0003 
0.750 0.9771 1.0147 1.0285 1.0124 1.0008 l.ODJ:> 0.9919 1.0191 1.0242 1. 0075 0.9991 1. 0002 
1.000 O.<J999 1.0280 1.0372 1.0199 1. 0030 1.0030 0.9999 1.0270 1.0332 1.0161 0.9998 1.0000 
1.500 0.9566 0.9614 0.9685 0.9852 0.9958 1.0003 0.9847 0.9758 0.9710 0.9789 0.9912 0.9967 
2 . 000 0.8918 0.8106 0.7675 0.7617 0.8267 0.9118 0.9630 0.8482 o. 7829 ' o. 7569 0.8220 o. 9108 
.'·i o 12 .0497 0.500 0.9488 0.9897 1.0100 1.0055 1.0000 1. 0003 1 1.0780 1.0535 1.0264 1.0008 0.9998 1. 0003 
0 .750 0.9967 1.0221 1. 02 90 1.0113 1.0008 1.0000 1.0205 1.0361 1.0325 , 1.0096 0.9988 1.0002 
l. 000 1.0000 1.0285 1.0388 1.0230 1.0040 ' 0.9999 1.000D 1.0271 1.0341 1.0183 1.0004 o. 9C)99 
1.500 1.0245 0.9800 0.9561 0.9524 0.9757 0.9951 1.0995 1.0309 0.9880 0.9638 0.9791 0.9934 
2.000 1.1094 0.8862 0.7552 0.6507 0.6688 0.7518 1.34&& 1.0483 O. 8745 I O. 7354 0.7471 o. 82 50 
, 
TABLE 9 (CONTINUED) 
COMPARISO~ OF WETHE~ILL'S AN~LYSIS WITY THE ASYMPTOTIC ANALYSIS OF THE MAN~-WHITNEY AND STUDENT'S TWO-SAMPLE T TEST 
TABLE CJNTAINS RATIJ OF POWE~ FU~CTIONS, THE NUMERATOR POWER FUNCTIONS ESTIMATED F~OM WETHERILL'S FO~MULAS, 73 
A\JD THE OE'JJMIN~TOR POWER FUNCTIONS ESTIMATED FR0~1 GLAZER 1 S ASYMPTOTI-C FOR"1ULAS 
MANN-WHITNEY TEST STUDENT 1 S TWO-SA"1PLE T TEST 
THETA o. 0.2500 0.5000 1.0000 1.5000 2. 000 0' o. 0.2500 0.5000 1.0000 1.5000 2.0000 
M N ALPHA SIG"\A 
3 5 .1250 o. 500 o.g466 1.0000 1.0366 1. 0722 1.0525 1.0379 0.6623 0.7746 0.9044 1.1308 1.1837 1.1542 
0.750 o.g861 1. 0229 1.0473 1.0660 1.0577 1.0075 0.9196 0.9595 0.9997 1.1247 1.1556 1.1119 
1.000 0.9998 1.0335 1.0570 1.0732 1. 1)686 1.0lgJ 0.9997 1.0241 1.0398 1.1173 1.1584 1.1242 
1.500 0.9568 0.9923 1. 0217 1.0563 1. 06 7 8 1. 0 62 3 0.!3773 0.9090 0.9317 1.0179 1.1299 1.1741 
2.000 0.8621 0.8834 0.9044 0.9408 0.9699 0.9953 0.6829 0.7023 0.7195 0.7845 0.9060 1.0217 
4 4 .1000 0.500 0.9423 1.0069 1.0520 1.0864 1.0613 1. 037 r 0.7159 0.7946 0.8973 1.1502 1.2075 1.1598 
0.750 0.9884 1.0355 1.0680 1.0870 1.0719 1.0132 0.9315 0.9705 1.0032 1.1451 1.1897 1.1372 
1.000 1.0001 1.0419 1.0724 1.0927 1.0845 1.0332 l.OOO:::J 1.0304 1.0459 1.1296 1.1837 1.1480 
1. 500 o.g776 0.9978 1.0158 1.0375 1.0470 1.0514. 0.8727 0.8939 0. 9092 I o. 9908 1.1090 1.1666 
2.000 0.9423 0.9113 0.8892 0.8633 0.8580 0.8728 0.7159 0.7061 0.7001 0.7347 0.8287 o. 92 61 
I 
5 3 .1250 0.500 0.9900 1.0308. 1.0563 1.0698 1. 0340 1.036L 0.8880 0.9169 0.9693 ' 1.1641 1.1890 1.1285 
0.750 1.0015 1.03A4 1.0618 1. 0 731 1.0529 1.0165 0.9764 1.0024 1.0251 1.1442 1.1723 1.1182 
1.000 0.9998 1.0335 u1. 0570 1.0732 1.0686 1. 0190' 0.9997 1.0241 1.0398 1. 1173 1.1584 1. 12 42 
1.500 1.0175 1.0098 1.0045 0.9976 1.0009 1.0117 0.9144 0.9220 0.9301 0.9960 1.0822 1.1232 
2.000 1.0704 0.9791 0.9089 0.8146 o. 7674 0.7577 0.8186 0.7892 0.7690 0.7766 0.8236 0.8729 
6 10 .1099 0. 500 0.9352 0.9960 1.0311 1.0397 1.0138 0.9999 0.9307 0.9705 1.0067 1.0355 0.9957 0.9998 
0.750 0.9835 1.0146 1.0309 1.0320 1.0093 1.000~ 0.9819 1.0031 1.0149 1.0246 1.0003 0.9990 
1.000 1.0000 1.0247 1.0372 1.0360 1.0122 1.ooor 1.0000 1.0188 1.0265 1.0320 1.0107 0.9959 
1.500 0.9479 0.9796 1.0030 1.0252 1. 0232 1.0087 0.9318 0.9584 0.9757 1.0059 1.0193 1.0051 
2.000 0.8369 0.8561 0.8761 0.9152 0.9517 0.9771 0.7771 0.7881 0.8000 0.8395 0.9028 0.9524 
8 8 .0974 0.500 0.9307 0.9928 1.0279 1. 0328 1.0105 0.99~9 0.9565 0.9909 1.0158 . 1.0369 o. 9941 0.9999 
0.750 0.9ti57 1.0191 1. 03 55 1.0321 1.0090 1.0'JOJ 0.C)913 1.0157 1.0257 1.0319 1.0012 0.9993 
1.000 1.0000 1.0276 1.0415 1.0390 1.0131 1.0J53 1.0000 1.0231 1.0320 1.0369 1.0121 0.9966 
1.500 0.9727 0.9811 0.9884 0.9993 1.0050 1.0007 0.9832 0.9832 0.9813 0.9938 1.0068 0.9989 
2.000 0.9307 0.8781 0.8443 0.8194 0.8331 0.8798 0.9565 0.8882 0.8405 0.8090 0.8410 0.8889 
10 6 .1099 0.500 0.9758 1.0065 1.0221 1.0190 1.0064 o. 999~· 1.0404 1.0338 1.0267 1. 02 84 0.9925 0.9999 
0.750 0.9995 1.0235 1.0337 1.0267 1.0075 'J.9997 1.0135 1.0267 1.0291 1.0299 1.0007 0.9992 
1.0JO 1.COOO 1.0247 1.0372 1.0360 1.0122 1.0061 1.0000 1.0188 1. 0265 1.0320 1.0107 0.9959 
1.500 1.0169 0.9935 0.9785 0.9695 0.9786 0.9947 1.0515 1.0150 0.9893 0.9774 0.9863 0.9874 
2.000 1.0712 0.9368 0.8447 0.7464 0.7253 0.7506 l. 1756 1.0159 0.9068 0.8030 0.7914 0.8176 
12 20 .0980 0.500 0.92S3 0.9988 1.0284 1.0106 1.0002 
I 
1.0000 0.9531 0.987b 1.0038 0.9984 0.9999 1.0004 
0.750 0.9811 1. 0088 1.0189 1.0074 1.0005 1.0000 0.9848 1. 0011 1.0070 ! 1.0013 0.9995 1.0003 
1.000 0.9999 1.0169 1.0215 1.0096 1.0015 1. OOJ 'J1 0.9999 1.0124 1.0149 1.0057 0.9993 1.0002 
t.soo 0.9408 0.9715 0.9921 1.0073 1. 0030 1.0005 0.9355 0.9549 0.9696 o. 9911 0.9968 0.9986 
2.000 0.8175 0.8375 0.8616 0.9168 0.9650 0.9914 0.7811 0.7803 0.7921 0.8503 0.9262 0.9765 
' 
16 16 .0981 0.500 0.9258 0.9912 1.0175 1.0054 1.0000 1.0000 0.9837 0.9974 1.0033 1 0.9974 1.0000 1.0003 
0.750 0.9847 1.0088 1.0162 1.0048 1.0001 1.0000 0.9965 1.0069 1.0087 I 1.0005 0.9CJ97 1. 0002 
l. 000 1.0000 1.0170 1.0211 1.0084 1.0010 1.0000 1.0000 1.0126 1. 0149 1. 0048 0.9994 1.0002 
1.500 0.9707 0.9695 0.9726 0.9864 0.9963 0.9999 0.9934 0.9755 0.9682 0.9786 0.9921 0.9984 
2.000 0.9258 0.8503 0.8123 0.8157 0.8797 o. 94~)1 0.9837 0.8737 0.8155 o. 8060 0.8739 0.9471 
' 
ib 12 .0980 0.500 0.9664 0.9909 1.0031 1.0018 1.0000 1.00::>0 1.0739 1.0247 1.0022 0.9959 1.0000 1.0003 
0.750 0.9980 1.0111 1.0137 1.0035 1.0000 1.0000 1.0198 1.0168 1.0110 1.0004 0.9996 1.0002 
1.0DO 0.9999 1.0169 1.0215 1.0096 1.0015 1.0000 0.9999 1.0124 1.0149 1. 0057 0.9993 1. 0002 
1. 500 1.0166 0.9757 0.9558 0.9594 0.98?4 O.CJ976 1.0656 1.0043 0.9710 0.9634 0.9835 0.9963 
2.000 1. 0 73 5 0.8855 0.7774 0.7030 0.7386 0.8241 1.2276 0.9886 0.8534 0.7610 0.7949 0.8743 
74 
6.5 Miscellaneous Results 
Tables 10 and 11 present intermediate results of calculations 
which may be of interest to research workers. Table 10 contains 
probabilities of selected X, Y orderings for samples of m + n < 8, 
for the thirty ( 8 , ~) cases examined in the dissertation. These 
probabilities can be used to calculate and evaluate power functions 
for order statistics other than the Wilcoxon-Mann-Whitney test for 
small sample sizes. Table 11 contains the means and standard 
deviations for the Mann-Whitney test for the sample sizes and 
( 8 , ~) values considered. 
TABLE 10 I 
PROBABILITIES FOR SELECTED X,Y ORDERIN~S FOR THE ~ON-NULL CASE ( X=l, Y=2) 
I 
SIGMA THETA ~+N ORDER PROB .. ORDER PROB .. ORDER PROB. I ORDER PROB. ORDER PROS. 
I ORDER PROS. 75 
0.500 o. 2 11 1. 0000 0 o. 12 0.5000 21 0.5000 0 o. 0 o. 
3 111 1.0000 112 0.2820 121 0.4359 211 0.2820 122 0.3976 0 o. 
4 1111 1. 0000 1112 0.1731 1121 0.3269 1211 0.3269 2111 0.1731 0 o. 
1122 0.1796 1212 0.1407 1221 0.2952 0 o. 1222 0.3464 0 o. 
5 11111 1.0000 11112 0.1130 11121 0.2402 11211 0.2935 12111 0.2402 0 o. 
11122 0.0891 11212 0.0842 11221 0.1874 12121 0.1360 12112 0.0589 21112 0.0248 
11222 0.1364 12122 0.0919 12212 0.0984 0 o. 12222 0.3140 0 o. 
6 111112 0.0774 111121 o. 1780 111211 0.2446 112111 0.2446 111122 0.0475 111212 0.0500 
111221 0.1165 112121 0.1021 112112 0.0424 121112 0.0276 111222 0.0591 112122 0.0480 
121122 0.0302 112212 0.0541 112221 0.1298 121212 0 .. 0347 211122 0.0118 0 o. 
7 1111122 0.0268 1111212 0.0302 1111221 0.0732 1112112 0.0287 1112121 0.0715 1121112 0.0228 
1111222 0.0276 1112122 0.0249 1121122 0.0190 1112212 0.0292 1112221 0.0719 1121212 0.0226 
1211122 0.0114 0 o. 1112222 0.0440 1121222 0.0333 1122122 0.0325 1211222 0.0198 
1122212 0.0393 1212122 0.0197 2111222 0.0074 0 o. 0 o. 0 o. 
8 11111222 0.0137 11112122 0.0133 11112212 0.0160 11121122 0.0113 11112221 0.0403 11121212 0.0138 
1121112 2 0. 008 3 0 o. 11112222 0.0186 1 l 1212 2 2 0 • 0 1 5 7. 11122122 0.0159 11211222 0.0113 
11122212 0.0196 11212122 0.0116 12111222 0.0065 0 o. 11122222 0.0349 11212222 0.0253 
11221222 0.0233 12112222 0.0146 11222122 0.0244 12121222 0.0136 21112222 0.0053 0 o. 
t 
0.500 0.250 2 11 1.0000 .. 0 o. 12 0.5885 21 0.4115 0 o. I 0 o. 3 111 1.0000 112 0.3769 121 0.4231 211 0.2000 122 0.4887 0 o. 
4 1111 1.0000 1112 0.2565 1121 0.3613 1211 0.2734 2111 0.1089 0 o. 
1122 0.2620 1212 0.1687 1221 0.2847 0 o. 1222 0.4362 0 o. 
5 11ll1 1.0000 11112 0.1827 11121 0.2953 11211 0.2797 12111 0.1780 0 o. 
11122 0.1504 11212 0.1198 11221 0.2148 12121 0.1285 12112 0.0690 21112 0.0234 
11222 0.2091 12122 0.1188 12212 0.1145 0 o. 12222 0.4019 0 o. 
6 111112 0.1348 111121 0.2393 111211 0.2596 112111 0.2066 111122 0.0911 111212 0.0822 
111221 0.1549 112121 0.1146 112112 0.0589 121112 0.0317 111222 0.1076 112122 0.0755 
121122 0.0401 112212 0.0767 112221 0.1522 121212 0.0415 211122 0.0128 0 o. 
7 111112 2 0. 05 77 1111212 0. 05 6 5 1111221 0.1109 1112112 0.0460 1112121 0.0930 1121112 0.0309 
1111222 0.0586 1112 12 2 o. 046 5 1121122 0.0306 1112212 o.:)492 1112221 0.1003 1121212 0.0330 
1211122 0.0156 0 o. 1112222 0.::>844 1121222 0.0558 1122122 0.0502 I 1211222 0.0284 
1122212 0.0559 1212122 0.0260 2111222 0.0088 0 o. 0 o. 0 o. 
8 11111222 0.0335 11112122 0.0288 11112212 0.0315 11121122 0.0215 11112221 0.0656 11121212 0.0239 
11211122 0.0136 0 o. 11112222 0.::>425 11121222 0.:)317 11122122 0.0297 11211222 0.0200 
ll122212 0.0338 11212122 0.0190 12111222 0.0099 0 o. 11122222 0.0698 1 11212222 0.0445 
11221222 0.0380 12112222 0.0221 11222122 0.0375 12121222 0.0191 21112222 0.0067 0 o. 
0.500 0.500 2 11 1.0000 0 o. 12 0.6726 21 0.3274 0 o. 0 o. 
3 111 1.0000 112 0.4792 121 0.3870 211 0.1339 122 0.5803 0 o. 
4 1111 1.0000 1112 0.3560 1121 0.3695 1211 0.2110 2111 0.0635 0 o. 
1122 0.3593 1212 0.1863 1221 0.2557 0 o. 1222 0.5293 0 o. 
5 11111 1.0000 11112 0.2732 1ll21 0.3313 11211 0.2420 12111 0.1199 I 0 o. I 
11122 0.2336 11212 0.1534 11221 0.2236 12121 0.1085 12112 0.0719 I 21112 0.0195 
11222 0.2996 12122 0.1407 12212 0.1219 0 o. 12222 0.4951 I 0 o. 6 111112 0.2151 111121 0. 2 905 111211 0.2471 112111 0.1563 111122 0.1579 111212 0.1196 
111221 0.1832 112121 0.1124 112112 0.::>712 121112 0.0315 111222 0.1786 112122 0.1059 
121122 0.0468 112212 0.0967 112221 0.1604 121212 0.0435 211122 0.0122 0 o. 
7 1111122 0.1102 1111212 0.0919 1111221 0.1467 1112112 0.0632 1112121 0.1039 1121112 0.0356 
1111222 0.1110 1112122 0.0757 1121122 0.0424 1112212 0.0721 1112221 0.1227 1121212 0.0410 
1211122 0.0180 0 o. 1112222 0.1467 1121222 0.0830 1122122 0.0686 ' 1211222 0.0356 
1122212 0.0703 1212122 0.0298 2111222 0.0091 0 o. 0 o. 0 o. 
8 11111222 0.0714 11112122 0.0535 11112212 0.0528 11121122 0.0346 11112221 0.0918 ,11121212 0.0345 
11211122 0.0186 0 o. lllli222 0.0856 11121222 0.0557 11122122 0.0479 11211222 0.0302 
11122?12 0.0501 11212122 0.0263 12111222 0.0126 0 o. 11122222 0.1256 11212222 o. 0691 
11221222 0.0547 12112222 0.0291 11222122 0.0506 12121222 0.0233 21112222 0.0073 0 o. 
TABLE 10 (CONTINUED) 
I 
PRJBABILITICS FOR SELECTED X,Y ORJERIN~S FOR THE NJN-NJLL CASE (X=1, Y=2) 
SIGMA THETA M+ N ORDER PRJB. ORDER PROB. ORDER PROB. ORDER PROB. O~DER PROB. ORDER PROB • 76 
. 
0.500 1.000 2 11 1.0000 0 o. 12 0.8145 21 0.185'5 0 o. 0 o. 
3 1ll 1.0000 112 0.6788 121 0.2713 211 0.0499 122 0.7468 0 o. 
4 1111 1.0000 1112 0.5760 1121 0.3085 1211 0.0985 2111 0.0171 0 o. 
1122 0.5735 1212 0.1797 1221 0.1669 0 o. 1222 0.7059 0 o. 
5 11111 1.0000 11112 0.4958 11121 0.3206 11211 0.1360 12111 0.0406 0 o. 
11122 0.4503 11212 0.1866 11221 0.1829 12121 0.0551 12112 0.0553 21112 0.0094 
11222 0.5136 12122 0.1536 12212 0.106g 0 o. 12222 0.6770 0 o. 
6 111112 0.4319 111121 0.3195 111211 0.1625 112111 0.3642 111122 0.3601 111212 0.1782 
111221 0.1828 112121 0.0727 112112 O.J697 121112 0.0202 111222 0.3829 112122 0.1509 
121122 0.0440 112212 0.1101 112221 0.1311 121212 0.0323 211122 0.0074 0 o. 
7 1111122 0.2923 1111212 0.1638 1111221 0.1749 1112112 0.0763 1112121 0.0828 112ll12 0.0292 
1111222 0.2912 1112122 0.1366 1121122 0.3524 1112212 0.1J38 1112221 0.1263 1121212 0.0400 
1211122 0.0151 0 o. 1112222 0.3391 1121222 J.1310 1122122 0.0901 1211222 0.0379 
1122212 0.0780 1212122 0.0261 2111222 0.0064 0 o. 0 o. 0 o. 
8 11111222 0.2252 11112122 0.1194 11112212 0.0939 11121122 0.0544 11112221 0 . 1165 11121212 0.0431 
11211122 0.0206 0 o. 11112222 0.2482 11121222 o. 1140 11122122 0.0815 11211222 0.0433 
11122212 0.0718 11212122 0.0311 12111222 o.::n25 0 o. 11122222 0.3076 11212222 0.1176 
11221222 0.0789 12112222 0.0339 11222122 0.0640 12121222 0.0228 21112222 0.0057 0 o. 
0.500 1.500 2 11 1.0000 
-
0 o. 12 0. 910 1 21 0.0899 0 o. 0 o. 
3 111 1.0000 112 0.8346 121 0.1511 211 0.0143 122 0.8698 0 o. 
4 1111 1.0000 1112 0.7701 1121 0.1935 1211 0.0331 2111 0.0033 0 o. 
1122 0.7641 1212 0.1286 1221 0.0829 0 o. 1222 o. 8434 0 o. 
5 11111 1.0000 11112 0.7143 11121 0.2231 11211 0.0523 12111 0.0093 0 o. 
11122 0.6768 11212 0.1566 11221 0.1054 12121 0.0179 12112 0.0273 21112 0.002A 
11222 0.7194 12122 0.1219 12212 0.0676 0 o. 12222 0.8238 0 o. 
6 111112 0.6656 111121 0.2437 111211 0.0703 112111 0.0169 111122 0.6037 111212 0.1721 
111221 0.1203 112121 0.0281 112112 0.3409 121112 0.:>074 111222 0.6194 112122 0.1439 
121122 0.0255 112212 0.0830 112221 0.0731 121212 0.0144 211122 0.0027 0 o. 
7 111112 2 0. 541 7 1111212 0.1797 1111221 0.1298 1112112 0.0523 1112121 0.0372 1121112 0.0129 
1111222 0.5376 1112122 0.1535 1121122 0.0371 1112212 0.0916 1112221 0.0820 I 1121212 0.0217 
1211122 0.0069 0 o. 1112222 0.5787 1121222 0.1358 1122122 0.0766 I 1211222 0.0244 
1122212 0.0560 121212? 0.0135 2111222 0.0026 0 o. 0 o. 0 o. 
8 11111222 0.4699 1111212? 0.1557 11112212 0.0958 11121122 0.0459 11112221 0.0871 : 11121212 0.0278 
11211122 0.0115 0 o. 11112222 0.4q17 11121222 0.1416 11122122 0.0826 11211222 0.0346 
1112 2 212 0. 06 1 3 11212122 0.0198 12111222 0.0065 0 o. 11122222 0.5475 11212222 0.1298 
11221222 0.0728 12112222 0.0236 11222122 0.0';15 12121222 0.0130 21112222 0.0025 0 o. 
0.500 2.000 2 11 1.0000 0 o. 12 0.9632 21 0.0368 0 o. 0 o. 
3 111 1.0000 112 0.9295 121 0.0674 211 0.0031 122 0.9436 0 o. 
4 1111 1.0000 1112 0.8984 1121 0.0931 1211 0.0080 2111 0.0004 0 o. 
1122 0.8929 1212 0.0697 1221 0.0318 0 o. 1222 0.9299 0 o. 
5 11111 1.0000 11112 0.8697 11121 0.1149 11211 0. 0139 12111 0.0014 0 o. 
11122 0.8468 11212 0.0939 11221 0.0442 12121 0.0038 12112 0.0088 21112 0.0005 
11222 0.8676 12122 0.0721 12212 0.0317 0 o. 12222 0.9192 0 o. 
6 111112 0.8430 111121 0.1334 111211 0.0203 112111 0.0029 111122 0.8049 111212 0.1131 
111221 0.0547 112121 0.0066 112112 0.0148 121112 0.0016 111222 0.8117 112122 0.0955 
121122 0.0094 112212 0.0432 112221 0.0289 121212 0.0039 211122 0.0006 0 o. 
7 1111122 0.7665 1111212 0.1284 1111221 0.0636 1112112 0.0211 1112121 0.0097 1121112 0.0032 
1111222 0.7613 1112122 0.1133 1121122 0.015S 1112212 0.0526 1112221 0.0355 1121212 0.0068 
1211122 0.0017 0 o. 1112222 o. 7850 1121222 0.0964 1122122 0.0442 1211222 0.0098 
1122212 0.0273 1212122 0.0042 2111222 0.0006 0 o. 0 o. 0 o. 
8 11111222 0.7158 11112122 0.1267 11112212 0.0602 11121122 0.0218 11112221 0.0411 11121212 0.0097 
11211122 0.0034 0 o. 11112222 O. 728S 11121222 0.1130 11122122 0.0531 11211222 0.0160 
11122212 0.0331 11212122 0.0071 12111222 0.001B 0 o. 11122222 o. 7634 11212222 0.0969 
11221222 0.0450 12112222 0.0101 11222122 O.'J277 1 2121222 0.0044 21112222 0.0006 I 0 o. 
TABLE 10 (CONTINJED) 
I 
PROBABILITIES FOR SELECTED X,Y ORDERINGS FOR THE NON-NULL CASE (X=1, Y=2) 
SIGMA THETA M+'J ORDER PROB. ORDER PROB. OfWER PROB. I ORDER PROB. OROE;t PROB. ORDER PROB. 77 
. 
0.750 o. 2 11 1. 0000 0 o. 12 0.5000 21 0.5000 0 o. 0 o. 
3 111 1.0000 112 0.3086 121 0.3828 211 0.3086 122 0.3605 0 o. 
4 1111 1.0000 1112 0.2129 1121 0.2871 1211 0.2871 2111 0.2129 0 o. 
1122 0.1691 1212 0.1617 1221 0.2211 0 o. 1222 0.2908 0 o. 
5 11111 1.0000 11112 0.1574 11121 0.2220 11211 0.2412 12111 0.2220 0 o. 
11122 0.0922 11212 0.0955 11221 0.1352 12121 0.1224 12112 0.0859 21112 0.0600 
11222 0.1126 12122 0.1001 12212 0.1056 0 o. 12222 0.2478 0 o. 
6 111112 0.1220 111121 0.1770 111211 0.2010 112111 0.2010 111122 0.0555 111212 0.0600 
111221 0.0869 112121 0.0852 112112 0.:>'585 l 121112 0.0507 111222 0.0517 112122 0.0498 
121122 0.0429 112212 o. 0542 112221 0.0788 121212 0.0468 211122 0.0291 0 o. 
7 1111122 0.0358 1111212 0.0397 1111221 0.0586 1112112 0.0405 1112121 0.0600 1121112 0.0381 
1111222 0.0266 1112122 0.0267 1121122 0.0250 ll12212 0.0297 1112221 0.0439 1121212 0.0278 
1211122 0.0210 0 o. 1112l22 0.0332 1121222 0.0309 1122122 0.0313 l 1211222 0.0259 
1122212 0.0350 1212122 0.0264 2111222 0.0173 0 o. 0 o. 0 o. 
8 11111222 0.0149 11112122 0.0153 11112212 0.0173 11121122 0.0150 11112221 0.0259 11121212 0.0169 
11211122 0.0137 0 o. 11112222 0.0150 11121222 0.0146 ll122122 0.0151 11211222 0.0133 
11122212 0.0171 11212122 0.0138 12111222 0.0110 0 o. 11122222 0.0231 11212222 0.0211 
11221222 0.0207 12112222 0.0175 11222122 0.0215 12121222 0.0172 21112222 0.0115 I 0 o. 
" 0.750 0.250 2 11 1.0000 0 o. 12 0.5793 21 0.4207 0 o. I 0 o. 
3 111 1.0000 112 0.3922 121 0.3741 211 0.2337 122 0.4427 I 0 o. 4 1111 1.0000 1112 0.2892 1121 0.3091 1211 0.2521 2111 0.1496 0 o. 
1122 0.2395 1212 0.1922 1221 0.2144 0 o. 1222 0.3699 0 o. 
5 11111 1.0000 11112 0.2250 11121 0.2565 11211 0.2335 12111 0. 180 5 0 o. 
11122 0.1456 11212 0.1300 11221 0.1517 12121 0.1171 12112 0.0997 21112 0.0575 
11222 0.1707 12122 0.1309 12212 0.1220 0 o. 12222 0.3231 0 o. 
6 111112 0.1818 111121 0.2161 111211 0.2090 112111 0.1800 111122 0.0956 111212 0.0906 
111221 0.1091 112121 0.0936 112112 0.0773 121112 0.0579 111222 0.0900 112122 0.0767 
121122 0.0574 112212 0.0744 112221 0.0910 121212 0.0559 211122 0.0326 0 o. 
7 111112 2 0. 0664 1111212 0.0653 1111221 0.0806 1112112 0.0591 1112121 0.0733 1121112 0.0493 
1111222 0.0520 1112122 0.0469 1121122 0.0390 1112212 0.0468 1112221 0.0584 1121212 0.0391 
1211122 0.0288 0 o. 1112222 0.0621 1121222 0.0518 1122122 0.0479 1211222 0.0383 
1122212 0.0485 1212122 0.0355 2111222 0.0216 0 o. 0 o. l 0 o. 
8 11111222 0.0321 11112122 0.0300 11112212 0.0306 11121122 0.0265 11112221 0.0388 11121212 0.0271 
11211122 0.0217 0 o. 11112222 0.0323 11121222 0.0285 11122122 0.0271 111211222 0.0234 
11122212 0.0279 11212122 0.0223 12111222 0.0171 0 o. 11122222 0.0459 ' 11212222 0.0378 
11221222 0.0342 12112222 0.0277 11222122 0.::>330 :12121222 0.0251 21112222 0.0155 0 o. 
I 
0.750 0.500 2 11 1.0000 0 o. 12 0.6554 21 0.3446 0 o. 0 o. 
3 111 1. 0000 112 0.4807 121 0.3494 211 0.1699 122 0.5274 0 o. 
4 1111 1.0000 1112 0.3758 1121 0.3149 I 1211 0.2092 2111 0.1001 0 o. 
1122 o. 3226 1212 0.2139 1221 0.1956 0 o. 1222 0.4548 I 0 o. 
5 11111 1.0000 11112 0. 3 061 11121 0.2786 11211 0.2118 12111 0.1378 0 o. 
11122 0.2157 11212 0.1634 11221 0.1575 12121 0.1026 12112 0.1062 21112 0. 05 06 
11222 0.2444 12122 0.1590 12212 0.1307 I 0 o. 12222 0.4064 0 o. 
6 111112 0.2567 111121 0.2469 111211 0.20?7 r: 112111 0.1503 111122 0.1531 I 111212 0.1251 
111221 0.1252 112121 0.0930 112112 0.0926 121112 0.0598 111222 0.1455 I 112122 0.1078 121122 0.0696 112212 0.0929 112221 0.0960 1, 121212 0.0600 211122 0.0332 0 o. 
7 1111122 0.1135 1111212 0.0975 1111221 0.1005 1112112 0.0777 1112121 0.0803 1121112 0.0570 
1111222 0.0930 1112122 0.0742 1121122 0.0545 1112212 0.0661 1112221 0.0698 1121212 0.0486 
1211122 0.0351 0 o. 1112222 0.1071 1121222 0.0787 1122122 0.0661 1211222 0.0507 
1122212 0.0606 1212122 0.0426 2111222 0.0242 0 o. 0 o. 0 o. 
8 ll111222 0.0626 11112122 0.0524 11112212 0.0479 11121122 0.0413 11112221 0.0515 11121212 0.0378 
11211122 0.0303 0 o. 11112222 0.0628 !11121222 0.0497 11122122 0.0431 11211222 o. 0363 
11122212 0.0402 11212122 0.0315 12111222 0.0234 I o o. 11122222 0.0833 11212222 0.0610 
11221222 0.0507 12112222 0.0393 11222122 0.0452 12121222 0.0327 21112222 0.0187 0 o. 
TABLE 10 (CONTINUED) 
PROBABILITIES FOR SELECTED X,Y ORDERI~GS FOR THE ~0~-NULL CASE (X=1, Y=2) 
SIGMA THETA M+N ORDER PRJ B. ORDER PRJB. ORDER PROB. I ORDER PROB. ORDER PROB. ORDER PROB. 78 I 
I 
. 
0.750 1.000 2 11 1.0000 0 o. 12 0.7881 I 21 Q.2119 0 o. 0 o. 
lll 1.0000 112 0.6552 121 0.2659 I 211 0.::>789 122 0.6891 0 o. 3 
4 11111.0000 1112 0.5627 1121 0.2775 I 1211 0.1215 2111 o. 038 4 0 o. 
1122 0.5116 1212 0.2191 1221 0.1158 I 0 o. 1222 0.6265 0 o. 
5 1llll 1.0000 11112 0.4941 11121 0.2742 11211 0.1436 12111 0.0662 0 o. 
11122 0.3983 11212 0.2050 11221 0.1350 I 12121 0.:>605 12112 0.0933 21112 0.0304 
11222 0.4281 12122 0.1899 12212 0.1199 0 o. 12222 0.5817 0 o. 
6 111112 0.4410 111121 0.2655 111.211 0.154~ 112111 0.0847 111122 0.3205 111212 o. 1842 
111221 0.1269 112121 0.0679 112112 0.0998 121112 0.0473 111222 0.3095 112122 0.1644 
12ll22 0.0766 ll2212 0.1097 112.221 0.0819 I 121212 0.0505 211122 0.0254 0 o. 
7 111112 2 0. 2644 1111212 0.1637 1111221 0.1170 1112112 0.0983 1112121 0.0695 1121112 0.0551 
1111222 0.2329 1112122 0.1376 1121122 0.0761 1 1112212 o.o957 1112221 0.0733 1121212 0.0525 
1211122 0.0367 0 o. 1112222 0.2534 l 1121222 0.1374 1122122 0.0934 1211222 0.0651 
11?2212 0.0696 1212122 0.0438 2111222 0.3219 0 o. 0 o. 0 o. 
8 11111222 0.1806 11112122 0.1146 1111.2212 0.0824 11121122 0.0702 11112221 0.0644 11121212 0.0501 
1121112 2 0. 04 0 0 0 o. 11112222 0.1804 11121222 0.1087 11122122 0.0768 11211222 0.0610 
11122212 0.0585 11212122 0.0428 12111222 0.0298 0 o. 11122222 0.2145 11212222 0.1182 
11221222 0.0814 12112222 0.0567 11222122 0.3613 12121222 0.0387 21112222 0.0193 0 o. 
o. 750 t.5oo· 2 11 1.0000 
-
0 o. 12 0.884~ 21 0.1151 0 o. 0 o. 
3 111 1.0000 112 0.8004 121 0.1691 211 0.0305 122 0.8203 0 o. 
4 1111 1.0000 1112 0.7345 1121 0.1977 1211 J.0560 2111 0.0118 0 o. 
1122 o. 6952 1212 0.1758 1221 0.0744 0 o. 1222 0.7754 0 o. 
5 1ll11 1.0000 11112 0.6811 11121 0.2134 11211 0.0752 12111 0.0246 0 o. 
11122 0.6023 11212 0.1922 112?1 0.0863 12121 O.J251 12112 0.0590 21112 0.0131 
11222 0.6256 12122 0.1730 12.212 0.0826 0 o. 12222 0.7413 0 o. 
6 111112 0.6367 111121 0.2221 111211 0.0894 112111 0.0359 1 1112 2 0 • 5 30 4 111212 0.1956 
111221 0.0921 112121 0.0335 ll2112 0.0743 121112 0.0254 111222 0.5186 112122 0.1801 
121122 0.0579 112212 0.0910 112.221 0.0499 121212 0.:>281 211122 0.0132 0 o. 
7 1111122 0.4730 1111212 0.1929 1111221 0.0944 1112112 0.0835 1112121 0.0393 1121112 0.0350 
1111222 0.4386 1112122 0.1753 ll21122 0.0696 1112212 0.0926 1112221 0.0520 1121212 0.0356 
1211122 0.0245 0 o. ll12222 O.!t593 ll21222 0.1682 1122122 0.0901 1211222 0.0558 
1122212 0.0543 1212122 0.0289 2111222 0.0131 0 o. 0 o. : 0 o. 
.s 11111222 0.3768 11112122 0.1661 11112212 0.0909 11121122 0.0750 I 11112221 0.0521 11121212 0.0399 
11?11122 0.0323 0 o. 11112222 0.3757 11121222 0.1580 11122122 0.0884 11211222 0.0647 
11122212 0.0544 11212122 0.0352 12111222 0.0232 0 o. 11122222 0.4145 11212222 0.1576 
11221222 0.0876 12112222 o. 0536 11222122 0.0553 12121222 0.0289 21112222 0.0127 0 o. 
0 .750 2.000' 2 11 1. 0000 0 o. 12 0.9452 21 0.0548 0 o. 0 o. 
3 111 1.0000 112 0.9001 121 0.0901 211 0.0097 122 0.9096 0 o. 
4 1111 1.0000 1112 0.8619 1121 0.1147 1211 0.0205 2111 0.0029 0 o. 
1122 0.8374 1212 0.1121 1221 0.:)324 0 o. 1222 0.8829 0 o. 
5 11111 1.0000 11112 0.8287 11121 0.1326 11211 0.0305 12111 0.0070 0 o. 
11122 0.7776 11212 0.1373 11221 0.0419 12121 0.0074 12112 0.0272 21112 0.0041 
11222 0.7914 12122 0.1222 ll212 0.0434 0 o. 12222 0.8614 0 o. 
6 111112 0.7995 111121 0.1461 111211 0.0393 112111 0.0114 111122 0.7271 111212 0.1533 
111221 0.0489 112121 0.0112 112ll2 0.0389 121112 0.0094 111222 0.7174 112122 0.1454 
121122 0.0306 112212 0.0545 112221 0.0222 121212 0.0105 211122 0.0047 0 o. 
7 1111122 0.6835 1111212 0.1637 1111221 0.0542 1112112 0.0486 1112121 0.0147 1121112 0.0149 
1111222 0.6559 1ll2122 0.158~ 1121122 0.0427 1112212 0.:>619 1112221 0.0257 1121212 0.0154 
1211122 0.0107 0 o. 1112222 0.6708 1121222 0.1483 1122122 0.0612 1211222 0.0326 
1122212 0.0297 1212122 0.0124 2111222 0.0052 0 o. 0 o. 0 o. 
8 11111222 0.6039 11112122 0.1650 11112212 0.0669 11121122 0.0520 11112221 0.0282 11121212 0.0196 
11211122 0.0164 0 o. 11112222 0.6019 11121222 0.1580 11122122 0.0680 11211222 0.0444 
11122212 0.0336 11212122 0.0179 12111222 o.o1tc.. 0 o. 1112222? 0.6332 11212222 0.1489 
11221222 0.0651 12112222 o. 0338 11222122 0.0342 12121222 0.0138 21112222 0.0055 0 o. 
TABLE 10 (CONTINUED) 
PROBABILITIES FOR SELECTED X,Y ORDERINGS FOR THE ~0~-NULL CASE (X=1, Y=2) 
SIGMA THETA M+~ ORDER PROB. ORDER PROB. ORDER PROB. 
II 
ORDER PROB. ORDER PROB. JRDER PROB. 79 
1.000 o. 2 11 1.0000 0 o. 12 0.5000 21 o .• 5005 0 o. I 0 o. 
3 111 1.0000 112 0.3333 121 0.3333 211 0.3333 122 0.3333 0 o. 
4 1111 1. 0000 1112 0.2500 1121 0.2500 1211 0.2500 2111 0.2500 0 o. 
1122 0.1667 1212 0.1667 1221 0.1667 I 0 o. 1222 0.2500 0 o. 
5 11111 1.0000 11112 0.2000 11121 0.2000 11211 0.2000 12111 0.2000 0 o. 
11122 0.1000 11212 0.1000 11221 0.1000 I 12121 0.1000 12112 0.1000 21112 0.1000 
11222 0.1000 12122 0.1000 12212 0.1000 0 o. 12222 0.2000 0 o. 
6 111112 0. 166 7 111121 0.1667 111211 0.1667 112111 0.1667 111122 0.0667 111212 0.0667 
111221 0.0667 112121 0.0667 11211? 0.0667 121112 0.0667 111222 0.0500 112122 0.0500 
121122 0.0500 112212 0.0500 112221 0.0500 121212 0.0500 211122 0.0500 0 o. 
7 1111122 0.0476 1111212 0.0476 1111221 O.:J476 1 1112112 0.0476 1112121 0.0476 1121112 0.0476 
1111222 0.0286 1112122 0.0286 1121122 0.0286 . 1112212 0.0286 1112221 0.0286 1121212 0.0286 
1211122 0.0286 0 o. 1112222 0.0286 1121222 0.0286 1122122 0.0286 1211222 0.0286 
1122212 0.0286 1212122 0.0286 2111222 0.0286 0 o. 0 o. 0 o. 
8 11111222 0.0179 11112122 0.0179 11112212 0.0179 1 11121122 0.0179 11112221 0.0179 1 11121212 0.0179 
11211122 0.0179 0 o. 11112222 0.0143 11121222 0.0143 11122122 0.0143 11211222 0.0143 
11122212 0.0143 11212122 0.0143 12111222 0.0143 0 o. 11122222 0.0179 11212222 0.0179 
11221222 0.0179 12112222 0.0179 11222122 0.0179 12121222 o.:H79 21112222 0.0179 0 o. 
1.000 0.250 2 11 1.0000 " 0 o. 12 0.5702 21 0.4298 0 o. 0 o. 
3 111 1.0000 112 0.4063 121 0.3276 211 o. 2660 122 0.4063 0 o. 
4 1111 1.0000 1112 0.3184 1121 0.2640 1211 0.2275 2111 0.1902 0 o. 
1122 0.2276 1212 0.1950 1221 0.1625 0 o. 1222 0.3184 0 o. 
5 11111 1.0000 11112 0.2630 11121 0.2215 11211 0.1956 12111 0.1729 0 o. 
11122 0.1477 11212 0.1298 11221 0.1098 12121 0.0967 12112 0.1144 21112 0.0971 
11222 0.1477 12122 0.1298 12212 0.1144 0 o. 12222 0.2630 0 o. 
6 111112 0.2247 111121 0.1913 111211 0.1712 112111 0.1548 111122 0.1045 111212 0.0931 
111221 0.0796 112121 0.0717 112112 0.0840 121112 0.0752 111222 0.0822 112122 0.0739 
121122 0.0660 112212 0.0660 112221 0.0565 121212 0.0590 211122 0.0565 0 o. 
7 1111122 0.0783 1111212 0.0704 1111221 0.0606 1112112 0.0643 1112121 0.0553 1121112 0.0588 
1111222 0.0511 1112122 0.0465 1121122 0.)425 I 1112212 0.0419 1112221 0.0361 1121212 0.0382 
1211122 0.0383 0 o. 1112222 0.0511 1121222 0.0465 1122122 0.0425 1211222 0.0419 
1122212 0.0383 1212122 0.0382 2111222 0.0361 0 o. 0 o. 0 o. 
8 11111222 0.0342 11112122 0.0314 1111Z212 0.0285 11121122 0.0290 11112221 0.0247 11121212 0.0263 
11211122 0.0267 0 o. 11112222 0.0283 11121222 0.0261 11122122 0.0240 11211222 0.0240 
11122212 0.0218 11212122 0.0221 12111222 0.0218 I 0 o. 11122222 0.0342 11212222 0.0314 
11221222 0.0290 12112222 0.0285 11222122 0.0267 [12121222 0.0263 21112222 0.0247 0 o. 
I 
1.000 0.500 2 11 1.0000 0 o. 12 0.6382 21 0.3618 0 o. 0 o. 
3 111 1.0000 112 0.4826 121 0.3111 211 0.2063 122 0.4826 0 o. 
4 1111 l. 0000 1112 0. 3933 1121 0.2678 i 1211 0.1989 2111 0.1400 0 o. i' 
1122 0.2988 1212 0.2169 1221 o. 1507 I 0 o. 1222 0.3933 0 o. 
5 11111 1.0000 11112 o. 3345 11121 0.2351 
I 
11211 0.1829 12111 0.1432 0 o. 
11122 0.2081 11212 0.1587 11221 0.1133 12121 0.0874 12112 0.1229 21112 0.0887 
11222 0.2081 12122 0.1587 12212 0.1229 
I 
0 o. 12222 0.3345 0 o. 
6 111112 0.2925 111121 0.2100 111211 0.1678 112111 0.1371 111122 0.1555 111212 0.1219 
111221 0.0887 112121 0.0716 112112 0.0987 121112 0.0790 111222 0.1275 112122 0.1018 
121122 0.0808 112212 0.0808 112221 0.0593 121212 0.0640 211122 0.0593 0 o. 
7 1111122 0.1217 1111212 0.0972 1111221 0.0717 1112112 0.0807 1112121 0.0594 1121112 0.0673 
1111222 0.0854 1112122 0.0700 1121122 0.0580 1112212 0.0565 1112221 0.0420 I 1121212 0.0467 
1211122 0.0471 0 o. 1112222 0.0854 1121222 0.0700 1122122 0.0580 1211222 0.0565 
1122212 0.0471 1212122 0.0467 2111222 0.0420 0 o. 0 o. 0 o. 
8 11111222 0.0607 11112122 0.0507 11112212 0.0414 '11121122 0.0430 11112221 0.0311 111121212 0.0350 
11211122 0.0364 0 o. 11112222 O.:J520 1 1121222 0.:>437 11122122 0.0368 11211222 0.0368 
11122212 0.0302 11212122 0.0309 12111222 0.0302 0 o. 11122222 0.0607 11212222 0.0507 
11221222 0.0430 12112222 0.0414 11222122 0.0364 ;12121222 0.0350 21112222 0.0311 I 0 o. 
TABLE 10 (CONTINUED) 
I 
PRJ BABILITIES FOR SELECTED X,Y ORDERINGS FOR THE NON-NULL CASE (X=l, Y=2) 
I 
I SIGMA THETA M+N ORDER PROB. OR9ER PROB. ORDER PROB. I ORDER PRJB. ORDER PROB. ORDER PROB. 80 
1. 000 1. 000 2 11 l. 0000 0 o. 12 0.7602 21 ,o. 23'98 0 o. 0 o. 
3 111 1.0000 112 0.6337 121 0.2531 
I 
211 0.1132 122 0.6337 0 o. 
4 1111 1.0000 1112 0.5520 1121 0.2450 1211 0.1346 2111 0.0683 0 o. 
1122 0.4625 1212 0.2309 1221 0.1114 0 o. 1222 0.5520 0 o. 
5 11111 1.0000 11112 0.4937 11121 0.2333 11211 0.1400 12111 0.0862 0 o. 
11122 0.3624 11212 0.1995 11221 0.1009 12121 0.0584 12112 0.1176 2ll12 0.0621 
11222 0.3624 12122 0.1995 12212 0.1176 0 o. 12222 0.4937 0 o. 
6 111112 0. 4494 111121 0.2217 111211 0.1400 112111 0.0934 111122 0.2966 111212 0.1729 
111221 0.0903 112121 0.0571 112112 0.1110 121112 0.0708 111222 0.2602 112122 0.1573 
121122 0.0968 112212 0.0968 112221 0.0525 121212 0.0588 2 1112 2 0 • 0 52 5 0 o. 
7 1111122 0.2501 1111212 0.1515 1111221 0.0811 1112112 0.1022 1112121 0.0540 1121112 0.0705 
1111222 0.1977 1112122 0.1261 1121122 0.0844 1112212 0.0799 1112221 0.0443 1121212 0.0529 
1211122 0.0551 0 o. 1112222 0.1977 1121222 0.1261 1122122 0.0844 1211222 0.0799 
1122212 0.0551 1212122 0.0529 2111222 0.0443 0 o. 0 o. 0 o. 
8 11111222 0.1561 11112122 0.1033 11112212 0.0669 11121122 0.0725 11112221 0.0377 11121212 0.0465 
11211122 0.0512 0 o. 11112222 0.1407 11121222 0.0946 11122122 0.0651 11211222 0.0651 
11122212 0.0433 11212122 0.0444 12111222 0.0433 0 o. 11122222 0.1561 11212222 0.1033 
11221222 0.0725 12112222 0.0669 11222122 0.0512 12121222 0.0465 21112222 0.0377 0 o. 
1.000 1.500' 2 11 1.0000 0 o. 12 0.8556 21 0.1444 0 o. 0 o. 
3 111 1.0000 112 0.7658 121 0.1795 211 0.0547 122 0.7658 0 o. 
4 1111 1. 0000 1112 0.7019 1121 0.1918 1211 0.0774 2111 0.0288 0 o. 
ll22 o. 6307 1212 0.2026 1221 0.::>676 0 o. 1222 0.7019 0 o. 
5 11111 1.0000 11112 0.6-529 11121 0.1960 11211 0.0897 12111 0.0435 0 o. 
11122 0.5401 11212 0.2007 11221 0.0710 12121 0.0298 12112 0.0884 21112 0.0344 
11222 0.5401 12122 0.2007 12212 0.0884 0 o. 12222 0.6529 0 o. 
6 ·111112 0.6136 111121 0.1965 111211 0.0969 112111 0.0526 111122. 0.4743 111212 0.1924 
111221 0.0709 112121 0.0340 112112 0.0958 121112 0.0484 111222 0.4372 112122 0.1869 
121122 0.0869 112212 0.0869 112221 0.0349 121212 0.0391 211122 0.0349 0 o. 
7 1111122 0.4239 1111212 0.1826 1111221 0.0695 1112112 0.0978 1112121 0.0360 112ll12 0.0553 
1111222 0.3657 1112122 0.1701 1121122 0.0893 1112212 0.0823 1112221 0.0339 1121212 0.0420 
1211122 0.0464 0 o. 1112222 0.3657 1121222 0.1701 1122122 0.0893 1211222 0.0823 
1122212 0.0464 1212122 0.0420 2111222 0.0339 0 o. 0 o. 0 o. 
8 11111222 0.3130 11112122 0.1542 11112212 0.0769 1 1121122 o. 0869 11112221 0.0323 11121212 0.0423 
11211122 o. 0506 0 o. 11112222 0.2931 11121222 0.1479 11122122 0.0806 112112 2 2 0. 08 06 
11122212 0.0429 11212122 0.0430 12111222 0.0429 0 o. 11122222 0.3130 11212222 0.1542 
11221222 0.01369 12112222 0.0769 11222122 0.0505 12121222 0.0423 21112222 0.0323 0 o. 
1.000 2.000 2 11 1.0000 0 o. 12 0.9214 21 0.0786 0 o. 0 o. 
3 111 1.0000 112 0.8658 121 0.1112 211 0.0231 122 0.8658 0 o. 
4 1111 1.0000 1112 0.8228 1121 0.1289 1211 0.0378 2111 0.0105 0 o. 
1122 0.7749 1212 0.1479 1221 0.0338 0 o. 1222 0.8228 0 o. 
5 11111 1.0000 11112 o. 7878 11121 0.1398 11211 0.0481 12111 0.0184 0 o. 
11122 0.7072 11212 0.1635 11221 0.0398 12121 0.0117 12112 0.0526 ' 21112 0.0152 
11222 0.7072 12122 0.1635 12212 0.0526 0 o. 12222 0.7878 I 0 o • 
• 6 111112 0.7584 111121 0.1469 111211 O.J557 112111 O.J245 111122 0.6538 111212 0.1702 
1112 2 1 0. 04 3 4 112121 0.0151 112112 0.0641 121112 0.0255 111222 0.6236 I 112122 0.1737 
121122 0.0594 112212 0.0594 112221 0.0177 121212 0.0189 211122 0.0177 i 0 o. 
7 1111122 0.6101 1111212 0.1726 1111221 0.0457 ll12ll2 0.0715 1112121 0.0176 : 1121112 0.0328 
1111222 0.5594 111212 2 0. 17 48 1121122 0.0699 1112212 0.0626 1112221 0.0191 1121212 0.0235 
1211122 0.0286 0 o. 111L222 0.5594 1121222 0.1748 1122122 0.0699 1211222 0.0626 
1122212 0.0286 1212122 0.0235 2111222 0.0191 0 o. 0 o. 0 o. 
8 11111222 0.5083 11112122 0.1721 11112212 0.0639 11121122 0.0756 11112221 0.0199 11121212 0.0266 
11211122 0.0357 0 o. 11112222 0.4888 11121222 0.1709 11122122 0.0715 11211222 0.0715 
1112221? 0.0299 11212122 0.0284 12111222 0.0299 0 o. 11122222 0.5083 11212222 0.1721 
11221222 0.0756 12112222 0.0638 11222122 0.0357 12121222 0.0266 21112222 0.0199 0 o. 
l 
TABLE 10 (CONTINU.EDl I I 
PRJ BABILITIES FOR SELECTED X,Y ORDERING,S FOR THE NON-NJLL CASE (X=1, Y=2) 
i 
SI GMA THETA M+ N ORDER PROB. ORDER PROB. ORDER PROR. ORDER PROB. O~DER PQ.OB. ORDER PROB. 81 I 
1. 500 o. 2 11 1.000~ 0 o. 12 0.5000 21 .0.5000 0 o. 0 o. 
3 111 1.0000 112 0.3717 121 0.2566 211 0.3717 122 0.2998 I 0 o. I 
4 1111 1.0000 1112 0.3076 1121 0.1924 1211 0.1924 2111 ~.3076 0 o. 
1122 0.1715 1212 0.1570 1221 0.0996 0 o. 1222 0.1997 0 o. 
5 11111 1.0000 11112 0.2676 11121 0.1596 11211 0.1454 12111 0.1596 0 o. 
11122 0.1189 11212 0.0988 11221 0.0588 12121 0.0633 12112 o. 1051 I 21112 0.1733 i 11222 0.0905 12122 0.0927 12212 0.0784 l 0 o. 12222 0.1425 0 o. 
6 111112 0.2399 111121 0.1389 111211 0.1212 I 112111 0.1212 111122 0.0907 111212 0.0718 111221 0.0414 112121 0.0404 112112 0.0696 121112 0.0785 111222 0.0533 112122 0.0495 
121122 ~.0549 112212 0.0393 112221 0.0227 121212 0.0439 211122 0.0927 0 o. 
7 1111122 0.0731 1111212 0.0563 1111221 0.0317 1112112 0.~522 1112121 0.0296 1121112 0.0536 
1111222 0.0358 1112122 0.0317 1121122 0.~320 1112212 0.0244 1112221 0.0137 1121212 0.0247 
1211122 0.0369 0 o. 1112222 0.0265 1121222 0.0261 1122122 0.0233 1211222 0.0298 
1122212 0.0180 1212122 0.0267 2111222 0.0513 0 o. 0 o. 0 o. 
8 11111222 0.0261 11112122 0.0225 11112212 0.0169 11121122 0.0217 11112221 0.0093 11121212 0.0164 
11211122 0.0227 0 o. 11112222 0.0158 11121222 0.0149 11122122 0.0128 11211222 0.0154 
11122212 0.0097 11212122 0.0134 12111222 0.0181 0 o. 11122222 0.0142 11212222 0.0146 
11221222 0.0138 12112222 0.0170 11222122 0.0120 12121222 0.0162 21112222 0.0297 l 0 o. 
1.500 0.250 2 11 1.0000 0 o. 12 0.5551 21 0.4449 0 o. 0 o. 
3 111 1.0000 112 0.4281 121 0.2540 211 0.3179 122 0.3571 I 0 o. 
4 1111 1.0000 1112 0.3620 1121 0.1985 1211 0.1825 2111 0.2570 0 o. 
11.22 0.2192 1212 0.1780 1221 0.0979 0 o. 1222 0.2507 0 o. 
5 11111 1.0000 11112 0.3198 11121 0.1688 11211 0.1437 12111 0.1475 0 o. 
11122 0.1587 11212 0.1190 11221 0.0625 12121 0.0621 12112 0.1171 21112 0.1706 
11222 0.1255 12122 0.1162 12212 0.0878 0 o. 12222 0.1864 0 o. 
6 111112 0.2898 111121 0.1496 111211 0.1229 112111 0.1166 111122 0.1247 111212 0.0900 
111221 0.0461 112121 0.0422 112112 0.0819 121112 0.0865 111222 0.0787 I 112122 o. 0672 121122 0.0691 112212 o. 0484 112221 0.0247 121212 0.0502 211122 0.1035 0 o. 
7 1111122 0.1028 1111212 0.0726 1111221 0.0366 1112112 0.0637 1112121 0.0323 1121112 0.0622 
1111222 0.0554 1112122 0.0455 1121122 0.0432 1112212 0.0319 1112221 0.0160 1121212 0.0305 
1211122 0.0468 0 o. 1112222 0.0427 1121222 0.0391 1122122 0.0321 1. 1211222 o. 0416 
1122212 0.0226 1212122 0.0344 2111222 0.0636 0 o. 0 o. 0 o. 
H 11111222 0.0417 11112122 0.0335 11112212 0.0232 11121122 0.0307 11112221 0.0115 11121212 0.0213 
11211122 0.0307 0 o. 11112222 0.0270 11121222 0.0238 11122122 0.0191 1 11211222 0.0234 
11122212 0.0132 11212122 0.0188 12111222 0.0257 0 u. 11122222 0.0247 11212222 0.0237 
11.?21222 0.0210 12112222 0.0258 11222122 0.0168 ,12 121222 0.0229 21112222 0.0402 0 o. 
1.500 0.500 2 11 1.0000 0 o. 12 0.6092 21 0.3908 0 o. I 0 o. 3 111 1.0000 112 0.4861 121 0.2464 211 0.2676 122 0.4177 0 o. 
4 1111 1.0000 1112 0.4193 1121 0.2003 1211 0.1693 2111 0.2112 0 o. 
1122 0.2734 1212 0.1956 1221 0.0931 0 o. 1222 0.3076 0 o. 
5 11111 1. 0000 11112 0.3757 11121 0.1745 11211 0.1388 12111 0.1332 0 o. 
11122 0.2059 11212 0.1385 11221 O.J638 12121 0.0584 12112 0.1257 21112 0.1625 
11222 0.1688 12122 0.1401 12212 0.0942 0 o. 12222 0.2376 0 o. 
6 111112 0.3442 111121 0.1573 111211 0.1217 
I 
112111 0.1096 111122 0.1664 111212 0.1087 
111221 0.0493 112121 0.0423 112112 0.0927 121112 0.0918 111222 0.1122 112122 0.0873 
121122 0.0832 112212 0.0568 112221 0.0256 I 121212 0.0544 211122 0.1107 0 o. 
7 1111122 0.1403 1111212 0.0901 1111221 0.0404 1112112 0.0747 1112121 0.0337 1121112 0.0693 
1111222 0.0823 1112122 0.0622 1121122 0.0556 1112212 0.0397 1112221 0.0177 1121212 0.0356 
1211122 0.0564 0 o. 1112222 0.0659 1121222 0.0556 1122122 0.0419 1211222 0.0549 
11 2 2212 0.0267 1212122 0.0416 2111222 0.0748 0 o. 0 o. I 0 o. 
B 11111222 0.0641 11112122 0.0476 11112212 0.0301 11121122 0.0413 ll11222l 0.0133 !11121212 0.0262 
11211122 0.0393 0 o. 11112222 0.0441 11121222 0.0361 11122122 0.0267 111211222 0.0334 
11122212 0.0168 11212122 0.0248 12111222 0.0346 0 o. 11122222 0.0409 11212222 0.0364 
11221222 0.0298 121122.?2 0.0370 11222122 0.0220 1 2121222 0.0304 21112222 0.0513 0 o. 
TABLE 10 (CONTINU'EO) 
PRJBABILITIES FOR SELECTED X,Y DRDERIN~S FOR THE ~DN-NJLL CASE (X= 1, Y:: 2) 
SIGI-1A THETA M+N ORDER PRJB. ORJER PRDB. ORDER PROB. I ORDER PRDB. O~DER PROB. ORDER PROB. 82 
1. 500 1. 000 2 11 1.0000 0 o. 12 0.7104 I 21 ,0. 2 895 0 o. 0 o. I 
3 111 1. 0000 112 0.6014 121 0.2181 211 0.1805 122 0.5428 0 o. 
• • i'c• 4 1111 1. 0000 1112 0.5378 1121 0.1909 1211 0.1362 2111 0.1351 0 o. 
1122 o. 3972 1212 0.2151 1221 0.0762 0 o. 1222 0.4343 0 o. 
5 111111.0000 11112 0.4942 11121 0.1742 I 11211 0.1205 12111 0.1013 0 o. 11122 0.3209 11212 0.1693 11221 0.0596 12121 0.0459 12112 0.1303 21112 0.1341 
11222 0.2790 12122 0.1814 12212 0.0954 0 o. 12222 0.3587 0 o. 
I 
6 111112 0.4618 111121 0.1623 111211 0.1109 112111 0.0899 111122 0.2727 111212 0.1425 
111221 0.0501 112121 0.0373 112112 0.1061 121112 0.0922 111222 0.2054 112122 0.1296 
121122 0.1053 112212 0.0676 112221 0.0238 121212 0.0550 211122 0.1117 0 o. 
7 1111122 0.2391 1111212 0.1244 1111221 0.0437 1112112 0.0914 1112121 0.0321 1121112 0.0765 
1111222 0.1623 1112122 0.1013 1121122 0.0794 1112212 0.0526 1112221 0.0185 1121212 0.0413 
121lt22 0.0708 0 o. 1112222 0.1383 1121222 0.0970 1122122 0.0604 1211222 o. 0820 
1122212 0.0314 1212122 0.0511 2111222 0.0892 0 o. 0 o. 0 o. 
8 111ll222 0.1340 11112122 0.0832 11112212 0.0432 11121122 0.0643 11112221 0.0152 11121212 0.0334 
11211122 0.0552 0 o. 11112222 0.1021 11121222 0.0706 11122122 0.0438 112112 2 2 0. 05 7 6 
11122212 0.0227 11212122 0.0357 12111222 0.0525 0 o. 111 2 2 2 2 2 0 • 0 96 9 11212222 0.0728 
11221222 0.0503 12112222 0.0636 11222122 0.0311 12121222 0.0440 21112222 0.0706 0 o. 
1.500 1.500 2 11 1.0000 lt 0 o. 12 0.7973 21 0.2027 0 o. 0 o. 
3 111 1.0000 112 0.7083 121 0.1779 211 0.1137 122 0.6630 0 o. 
4 1111 1.0000 1112 0.6528 1121 0.1665 1211 0.1003 2111 0.0803 0 o. 
1122 o. 5309 1212 0.2096 1221 0.0545 0 o. 1222 0.5669 0 o. 
5 11111 1.0000 11112 0.6131 11121 0.1587 11211 0.0952 12111 0.0702 0 o. 
11122 0.4545 11212 0.1813 11221 0.0480 12121 u.o3o7 12112 0.1177 21112 0.0976 
11222 0.4136 12122 0.2026 12212 0.0819 0 o. 12222 0.4945 0 o. 
6 111112 0.5826 111121 0.1525 111211 0.0917 112111 0.0669 111122 0.4030 111212 0.1625 
111221 o. 0435 112121 0.0278 112112 0.1049 121112 0.0799 111222 0.3309 112122 0.1631 
121122 0.1119 112212 0.0668 112221 0.0182 121212 0.0454 211122 0.0956 0 o. 
7 1111122 D. 3652 1111212 0.1487 1111221 0.0402 1112112 0.0961 1112121 0.0257 1121112 0.0724 
1111222 0.2781 1112122 0.1383 1121122 0.0942 1112212 0.0572 1112221 0.0157 1121212 0.0387 
1211122 0.0737 0 o. 1112222 0.2492 1121222 0.1396 1122122 0.0702 1211222 0.1000 
1122212 0.0294 1212122 0.0499 2111222 0.0875 0 o. 0 o. 0 o. 
8 11111222 0.2411 11112122 0.1208 11112212 0.0504 11121122 0.0824 11112221 0.0139 11121212 0.0341 
11211122 0.0636 0 o. 11112222 0.1992 11121222 0.1123 11122122 0.0570 11211222 0.0798 
11122212 0.0240 11212122 0.0402 12111222 0.0637 0 o. 11122222 0.1926 11212222 0.1177 
11221222 0.0669 12112222 0.0872 11222122 0.0342 12121222 0.0494 21112222 0.0780 0 o. 
1.500 2.000 2 11 1.0000 0 o. 12 0.8664 21 0.1336 0 o. I 0 o. 
3 111 1.0000 112 0.7994 121 0.1339 211 0.0667 122 0.7677 0 o. 
4 1111 1.0000 1112 0.7550 1121 0.1333 1211 0.0675 2111 o. 0442 0 o. 
1122 0.6597 1212 0.1818 1221 0.0342 0 o. 1222 0.6911 0 o. 
5 11111 1.0000 11112 0.7220 11121 0.1321 11211 0.0685 12 1 11 0 • 0 44 4 0 o. 
11122 0.5917 11212 0.1709 11221 0.0333 12121 0.0175 12112 0.0930 I 21112 0.0628 
11222 0.5569 12122 0.1965 12212 0.0597 0 o. 12222 0.6295 0 o. 
6 lll112 0.6958 111121 0.1307 111211 0.0689 112111 0.0452 111122 0.5431 111212 0.1620 
111221 0.0323 112121 0.0175 112112 0.0901 121112 0. 0 601 111222 0.4763 112122 0.1754 
121122 0.1008 112212 0.0550 112221 0.0115 121212 0.0308 211122 0.0699 0 o. 
7 1111122 0.5059 1111212 0.1545 1111221 0.0314 1112112 0.0873 1112121 0.0173 1121112 0.0590 
1111222 0.4209 1112122 0.1596 1121122 0.0935 1112212 0.0512 1112221 0.0108 1121212 0.0294 
1211122 0 . 0640 0 o. 1112222 0.3914 1121222 0.1676 1 12 2 12 2 o • o 66 3 1 1 2 112 2 2 0 • 1 0 06 
1122212 0.0220 1212122 0.0390 2111222 0.0714 0 o. 0 o. 0 o. 
a 11111222 0.3798 11112122 0.1472 11ll2212 0.0480 11121122 0.0877 11112221 0.0103 1 11121212 0.0280 
1121112 2 0. 06 06 0 o. 11112222 0.3337 11121222 o. 1469 11122122 o. 0593 1 11211222 o. 0898 
ll122212 0.0200 11212122 0.0356 12111222 0.0627 0 o. 11122222 0.3270 11212222 0.1554 
11221222 0.0709 12112222 0.0967 11222122 0.)295 12121222 0.0433 21112222 0.0700 . 0 o. 
TABLE 10 (CONTIN:JEOl 
PROBABILITIES FOR SELECTED X,Y ORDERI~GS FOR THE ~J~-NULL CASE (X=1, Y=2l 
SIGMA THETA M+\1 ORDER PRJB. ORDER PROB. ORDER PROB. : 
I 
ORDER PROB. ORDER PROB. ORDER PROS. 83 
2.000 o. 2 11 1.0008 0 o. 12 0.5000 ~ 21 . 0.5000 0 o. 0 o. 
3 111 1.0000 112 0.3976 121 0.2048 211 0.3976 122 0.2820 I 0 o. 
4 1111 1.0000 1112 0.3464 1121 0.1536 1211 0.1536 2111 0.3464 l 0 o. 
1122 0.1796 1212 0.1407 1221 0.0641 0 o. 1222 0.1731 0 o. 
5 11111 0.9999 11112 o. 3140 11121 0.1296 11211 0.1129 12111 0.1296 0 o. 
11122 0.1364 11212 0.0919 11221 0.0377 12121 0.0415 12112 0.0984 21112 0.2295 
11222 0.0891 12122 0.0842 12212 0.0589 0 o. 12222 0.1130 0 o. 
6 111112 0.2910 111121 0. 1149 111211 0.0941 112111 0.0941 111122 0.1120 111212 0.0703 
111221 0.0273 112121 0.0260 112112 0.)655 121112 O.'J773 111222 0.0591 112122 0.0480 
121122 0.0541 112212 0.0302 112221 0.0118 121212 0.0347 211122 0.1298 0 o. 
1 tl11122 0.0961 1111212 0.0578 1111221 0.0217 1112112 0.0505 1112121 0 . 0193 1121112 0.0519 
111122 2 0. 0440 1112122 0.0333 1121122 0.0325 1112212 0.0198 1112221 0.0074 1121212 0.0197 
1211122 0.0393 0 o. 1112222 O.'J276 1121222 O.'J249 1122122 0.0190 1211222 0.0292 
1122212 0.0114 1212122 0.0226 2111222 0.0719 0 o. o o. I o o. 
8 11111222 0.0349 11112122 0.0253 11112212 o. 0146 11121122 0.0233 11112221 0.0053 I 11121212 0.0136 
ll211122 0.0244 0 o. 11112222 0.0186 11121222 0.0157 11122122 0.0113 11211222 0.0159 
11122212 0.0065 11212122 0.0116 12111222 0.0196 0 o. 11122222 0 . 0137 11212222 0.0133 
11221222 0.0113 12112222 0.0160 11222122 0.0083 12121222 0.0138 21112222 0.0403 0 o. 
2.000 0.250 2 11 1. 0000 11 0 o. 12 0.5445 21 0.4555 0 o. I 0 o. 
3 111 1.0000 112 o. 4428 121 0.2035 211 0.3537 122 0.3282 0 o. 
4 1111 1.0000 1112 0.3905 1121 0.1566 1211 0.1486 2111 0.3042 0 o. 
1122 0.2187 1212 0.1557 1221 0.0634 0 o. 1222 0 . 2125 0 o. 
5 11111 0.9999 11112 0.3570 11121 0.1341 11211 0.1121 12111 0.1234 0 o. 
11122 0.1704 11212 0.1057 11221 0.0392 12121 0.0409 12112 0.1074 21112 0.2273 
11222 o. 1170 12122 0.1018 12212 0.0647 0 o. 12222 0.1451 0 o. 
6 111112 0.3330 111121 0.1202 111211 0.0949 112111 0.0920 11112 2 0. 1 42 4 111212 0.0827 
111221 0.0293 112121 0.0267 112112 0.0739 121112 0.0837 111222 0.0807 11212 2 0. 0611 
121122 0.0653 112212 0.0353 112221 0.3125 121212 O.'J386 211122 0.1425 0 o. 
7 1111122 0.1238 1111212 0.0691 1111221 0.0238 1112112 0.0583 1112121 0.0204 1121112 0.0581 
1111222 0.0617 1112122 0.0437 1121122 0.0411 1112212 0.0241 1112221 0.0082 1121212 0.0230 
1211122 0.0476 0 o. 1112222 0.0408 1121222 0.0346 1122122 0.0246 1211222 0.0386 
1122212 0.0136 1212122 0.0279 2111222 0.0863 o a. 0 o. ' 0 o. 
8 11111222 0.0500 11112122 o. 0341 11112212 0.0183 11121122 0.0302 11112221 0.0061 11121212 0.0164 
11211122 0.0308 o. o.· 11112222 0.0285 11121222 0.0227 11122122 0.0154 11211222 0.0222 
11122212 0.0082 11212122 0.0152 12111222 0.0263 0 o. 11122222 0.0218 11212222 0.0199 
11221222 0.0159 12112222 0.0229 11222122 0.0108 12121222 0.0186 21112222 0.0524 0 o. 
2.000 0.500 2 11 1.0000 0 o. 12 0.5885 21 0.4115 0 o. ! 0 o. 
3 111 1.0000 112 0.4887 121 0.1996 211 0.3117 122 0.3769 0 o. 
4 1111 1. 0000 1112 0.4362 1121 0.1575 1211 0.1418 2111 0.2644 0 o. 
1122 0.2620 1212 0.1687 1221 0.0612 0 o. 1222 0.2565 0 o. 
5 11111 0.9999 11112 0.4019 11121 0.1369 11211 0.1097 12111 0.1160 0 o. 
11122 0.2091 11212 0.1188 11221 0.0398 12121 0.0394 12112 0.1145 21112 0.2208 
11222 0.1504 12122 0.1198 12212 0.0690 0 o. 12222 0.1827 0 o. 
6 111112 0.3771 111121 0.1239 111211 0.0943 112111 0.0886 111122 0.1776 I 111212 0.0951 
111221 0.0306 112121 0. 02 6 7 112112 0.0815 121112 0.0886 111222 0.1076 112122 0.0755 
121122 0.0767 112212 0.0401 112221 0.0128 121212 0.0415 211122 0.152 2 0 o. 
7 1111122 0.1564 1111212 0.0808 1111221 0.0253 1112112 0.0657 1112121 0.0209 1121112 0.0634 
1111222 0.0844 1112122 0.0558 1121122 0.0502 1112212 0.0284 1112221 o. 0088 1121212 0.0260 
1211122 0.0559 0 o. 1112222 0.0586 1121222 0.0465 1122122 0.0306 1211222 0.0492 
1122212 0.0156 1212122 0.0330 2111222 0.1003 0 o. o a. ~ o o. 
8 11111222 0.0698 11112122 0.0445 11112212 0.0221 11121122 0.0380 11112221 0.0067 11121212 0.0191 
11211122 0.0375 0 o. 11112222 0.0425 :11121222 0.0317 11122122 0.0200 11211222 0.0297 
11122212 0.0099 11212122 0.0190 12111222 0.0338 I 0 0. 1L122222 0.0335 1 11212222 0.0288 
11221222 0.0215 12112222 0.0315 11222122 O.'Jl36 12121222 0.0239 21112222 0.0656 0 o. 
TABLE 10 (CONTINUED) 
PROBABILITIES FOR SELECTED X,Y DROERI~GS FOR THE ~0~-NULL CASE (X= 1, Y=2) 
.; S I GM A THE. T A M + \J I 84 ORDER PROB. ORDER PROB. ORDER PROB. I ORDER PROB. ORDE~ PROB. ORDE~ PROB. I 
,. 
2 11 1.0000 0 o. 12 0.6726 21 0.3214 o o. I 0 o. : .2 .000 1.000 
3 111 1.0000 112 0.5803 121 0.1847 211 0.2350 122 0.4792 0 o. 
4 1111 1.0000 1112 0.5293 1121 0.1530 I 1211 0.1240 2111 0.1937 0 o. 
1122 0.3593 1212 0.1863 1221 0.0534 I 0 o. 1222 0.3560 0 o. 
5 11111 0.9999 11112 0.4951 11121 0.1368 11211 0.1008 12111 0.0982 0 o. 
11122 0.2997 11212 0.1407 11221 0.0381 12121 0.0338 12112 0.1219 21112 0.1966 
11222 0.2336 12122 0.1534 12212 0.0719 0 o. 12222 0.2732 0 o. 
6 111112 0. 46 9& 111121 0.1264 111211 0.0892 112111 0.0787 11112 2 0 • 2 62 5 111212 0.1177 
111221 0.0310 112121 0.0248 112112 0.0925 121112 o. 3926 111222 0.1786 112122 0.1059 
121122 0.0967 112212 o. 0468 112221 0.0122 121212 0.0435 211122 0.1604 0 o. 
' 7 1111122 0.2365 1111212 0.1032 1111221 0.0267 1112112 0.0777 1112121 0.0204 1121112 0.0703 ~ 1111222 0.1467 1112122 0.0830 1121122 0.0685 1112212 0.0356 1112221 0.0091 1121212 0.0298 
1211122 0.0703 0 o. 1112222 0.1110 1121222 0.0757 1122122 0.0424 1211222 0.0721 
1122212 0.0180 1212122 0.0410 2111222 0.1227 0 o. 0 o. 0 o. 
8 11111222 0.1256 11112122 0.0691 11112212 0.0291 11121122 0.0547 11 1 1 2 2 2 1 0 • 0 07 3 11121212 0.0233 
11211122 0.0506 0 o. 11112222 0.0856 11121222 0.0557 11122122 0 . 0302 11211222 0.0479 
11122212 0.0126 11212122 0.0263 12111~22 0.0501 0 o. 11122222 0.0714 11212222 0.0535 
11221222 0.0346 12112222 0.0528 11222122 0.:)185 12121222 0.0345 21112222 0.0918 I 0 o. 
-
2.000 1.500 2 11 1.0000 0 o. 12 o. 7488 21 0.2512 0 o. 0 o. 
3 Ll1 1.0000 112 0.6677 121 0.1622 211 0.1700 122 0 . 5820 0 o. 
4 1111 1.0000 1112 0.6208 1121 0.1407 1211 0.1027 2111 0.1358 I 0 o. 
1122 0.4657 1212 0'.1902 1221 0.0425 0 o. 1222 0.4653 0 o. 
5 11111 0.9999 11112 0.5885 11121 0.1293 11211 0.0875 12111 0.0786 I 0 o. 
11122 0.4036 11212 0.1532 11221 0.0331 12121 0.0261 12112 0.1190 I 21112 0.1622 
11222 0.3359 12122 0.1776 12212 0.0668 0 o. 12222 0.3802 0 o. 
6 111112 0.5641 111121 0.1218 111211 0.0797 112111 0.0661 111122 0.3631 111212 0.1334 
111221 0.0283 112121 0.0206 112112 0.0959 121112 0.0884 111222 0.2720 112122 0.1332 
121122 0.1089 112212 0.0482 112221 0.0102 121212 0.:1400 2 1112 2 0. 1 52 5 0 o. 
7 1111122 0.3340 1111212 0.1204 1111221 0.::>253 1112112 0.0838 1112121 0.0178 1121112 0.0711 
1111222 0.2326 1112122 0.1102 1121122 0.0832 1112212 0.0391 1112221 0.0082 1121212 0.0299 
1211122 0.0784 0 o. 1112222 0.1888 1121222 0.1083 1122122 0.0506 1211222 0.0923 
1122212 0.0179 1212122 0.0437 2111222 0.1323 0 o. 0 o. 0 o. 
8 11111222 0.2055 11112122 0.0954 11112212 0.0335 11121122 0.0697 11112221 0.0070 11121212 0.0247 
11211122 0.0604 0 o. 11112222 0.1537 11121222 0.0851 11122122 0.0390 11211222 0.0669 
11122212 0.0136 11212122 o. 0309 12111222 0.0643 0 o. 11122222 0.1343 11212222 0.0858 
11221222 0.0470 12112222 0.0758 11222122 0.0214 12121222 0.0420 21112222 0.1110 ! 0 o. 
2.000 2.000 2 11 1.0000 0 o. 12 0.8145 21 0.1855 o o. I 0 o. 
3 1111.0000 112 0.7468 121 0.1354 211 0.1179 122 0.6788 0 o. 
4 1111 1.0000 1112 0.7059 1121 0.1226 1211 0.0804 2111 0.0911 0 o. 
1122 0.5735 1212 0.1797 1221 0.0309 0 o. 1222 0.5760 0 o. 
5 11111 0.9999 11112 0.6770 11121 0.1156 11211 0.0717 12111 0.0595 0 o. 
11122 0.5136 11212 0.1536 11221 0.0261 12121 0.0182 12112 0.1068 21112 0.1242 
11222 0.4503 12122 0.1866 122:12 0.0553 0 o. 12222 0.4958 0 o. 
• 6 111112 0.6548 111121 0.1110 111211 0.0672 112111 0.0523 111122 0.4730 I 111212 0.1389 
111221 0.0234 112121 0.0154 112112 0.0911 121112 0.0773 111222 0.3829 112122 0.1509 
121122 0.1101 112212 0.0440 11Z22l 0.0074 121212 0.0323 211122 0.1311 0 o. 
7 1111122 0.4429 1111212 o. 1288 1111221 0.0217 1112112 0.0825 1112121 0.0139 1121112 0.0657 
1111222 0.3391 1112122 0.1310 1121122 0.0901 1112212 0.0379 1112221 0.0064 1121212 0.0261 
1211122 0.0780 0 o. 1112222 0.2912 1121222 0.1366 1122122 0.0524 1211222 0.1038 
1122212 0.0151 1212122 0.0400 2111222 0.1263 0 o. 0 o. 0 D. 
8 11111222 0.3076 11112122 0.1176 11112212 o. 0339 11121122 0.0789 11112221 0.0057 11121212 0.0228 
11211122 0.0640 0 o. 11112222 0.2482 11121222 0.1140 11122122 0.0433 11211222 0.0815 
11122?12 0.0125 11212122 0.0311 12111222 0.0718 0 o. 11122222 0.2252 11212222 0.1194 
11221222 0.0544 12112222 0.0939 11222122 0.0206 12121222 0.0431 21112222 0.1165 0 o. 
TABLE 11" 
# 
~EANS AND STANDARD DEVIATIONS OF THE MANN-WHITNEY TEST FOR THE NON-NULL CASE 85 
. 
' SAMPLE SIZE M= 3 N= 5 M= 4 \j= 4 M= 5 N= 3 M= 6 N=10 M= 8 N= 8 M=10 N= 6 M=12 N=20 M=16 N=l6 M=20 N=12 
SIGMA THETA MEAN S IG'-1A ~EAN SIGMA MEAN SI::1MA MEAN SIGMA MEAN SIGMA MEAN SIGMA MEA'l SIGMA MEAN SIGMA MEAN SIGMA 
y y u u u u u u u u u u u u u u u u u u 
0.500 o. 7.50 3.68 8.00 3.55 7.50 3.18 30.00 10.21 32.00 9.82 30.00 8.75 120.00 28.59 128.00 27.46 120.00 24.41 
0.250 8.83 3.62 9.42 3.49 8.83 3.12 35.31 10.03 37.66 9.64 35.31 6.59 141.23 28.07 150.65 26.95 141.23 23.95 
0.500 10.09 3.43 10.76 3.31 10.09 2.96 40.36 9.50 43 •. 05 9.13 40.36 8.12 161.43 26.58 172.20 25.49 161.43 22.63 
1.000 12.22 2.78 13.03 2.68 12.22 2.39 48.87 7.67 52.12 7.35 48.87 6.52 195.47 21.39 208.50 20.46 195.47 18.09 
1.500 13.65 1.98 14.56 1.90 13.65 1.69 54.61 5.40 58.25 5.16 54.61 4.55 218.43 15.00 233.00 14.29 218.43 12.55 
2.000 14.45 1.24 15.41 1.19 14.45 1.06 57.79 3.35 61.64 3.19 57.79 2.80 231.16 9.26 246.57 8.77 231.16 7.65 
0.750 o. 7. 50 3.48 8.00 3.48 7. 50 3.25 30.00 9.61 32.00 9.58 30.00 8.93 120.00 26.81 128.00 26.71 120.00 24.88 
0.250 8.69 3.43 9.27 3.43 8.69 3.20 34.76 9.46 37.07 9.43 34.76 8.80 139.02 26.40 148.29 26.30 139.02 24.49 
0.500 9.83 3.28 10.49 3.28 9.83 3.06 39.33 9.04 41.95 9.01 39.33 8.40 157.30 25.20 167.79 25.10 157.30 23.36 
1.000 11.82 2.76 12.61 2.75 11.82 2.57 47.29 7.54 5:>.44 7.51 47.29 6.98 189.15 20.96 201.76 20.83 189.15 19.35 
1.500 13.27 2.07 14. 16 2.06 13.27 1.92 53.10 5.60 56.64 5.56 53.10 5.16 212.38 15.48 226.54 15.33 212.38 14.19 
2.000 14.18 1.40 15.12 1.39 14.18 1.29 56.71 3. 72 60.49 3.69 56.71 3.41 226.85 10.20 241.97 10.06 226.85 9.27 
1.000 o. 7.50 3.35 8.00 3.46 7.50 3.35 30.00 9.22 32."00 9.52 30.00 9.22 120.00 25.69 128.00 26.53 120.00 25.69 
0.250 8.55 3.32 9.12 3.42 8.55 3.32 34.21 9. 11 36.49 9.41 34.21 9.11 136.84 25.37 145.96 26.21 136.84 25.37 
0.500 9.57 3.20 10.21 3.31 9.57 3.20 38.29 8.73 43.84 9.07 38.29 8.78 153.16 24.45 163.37 25.25 153.16 24.45 
1.000 11.40 2.78 12.16 2.88 11.40 2.78 45.61 7.60 48.66 7.85 45.61 7.60 182.46 21.09 194.62 21.79 182.46 21.09 
1.500 12.83 2.21 13.69 2.29 12.83 2.21 51.33 5.98 54.76 6.18 51.33 5.98 205.34 16.52 219.03 17.06 205.34 16.52 
2.000 13.82 1.61 14.74 1.67. 13.82 1.61 55.2 8 4.30 58.97 4.45 55.28 4.30 221.12 11.79 235.87 12.17 221.12 11.79 
1.500 o. 7.50 3.22 8.00 3.50 7. 50 3.54 30.00 8.85 32.00 9.63 30.00 9.78 120.00 24.66 128.00 26.88 120.00 27.32 
0.250 8. 33 .3.20 8.88 3.47 8.33 3.52 33.31 8.79 35 • .s 3 9.56 33.31 9.71 133.24 24.48 142.12 26.68 133.24 27.12 
0.500 9.14 3.13 9.75 3.40 9.14 3.44 36.55 8.60 38.99 9.36 36.55 9.50 146.22 23.93 155.97 26.09 146.22 26.53 
1.000 10.66 2.88 11.37 3.12 10.66 3.17 42.63 7.87 45.47 8.58 42.63 8.72 170.51 21.87 181.88 23.88 170.51 24.31 
1. 500 11.96 2.50 12.76 2.72 11.96 2.76 47.84 6.80 51.03 7.42 47.84 7.56 191.35 18.84 204.11 20.62 191.35 21.02 
2.000 13.00 2.06 13.86 2.24 13.00 2.28 51.98 5.55 55.45 6.08 51.98 6.20 207.93 15.32 221.79 16.82 207.93 17.19 
2.000 o. 7. 50 3.18 8.00 3.55 7.50 3.68 30.00 8.75 32.00 9.82 30.00 10.21 120.00 24.41 128.00 27.46 120.00 28.59 
0.250 8. 17 3.16 8. 71 3.54 8.17 3.67 32.67 8.71 34.85 9.78 32.67 10.17 130.68 24.29 139.39 27.33 130.68 28.46 
0.500 8.83 3.12 9.42 3.49 8.83 3.62 35.31 8.59 37.66 9.64 35.31 10.03 141.23 23.95 150.65 26.95 141.23 28.07 
1.000 10.09 2.96 10.76 3.31 10.09 3.43 40.36 8.12 43.05 9.13 40.36 9.50 161.43 22.63 172.20 25.49 161.43 26.58 
1.500 11.23 2.70 11.98 3.03 11.23 3.14 44.93 7.41 47.93 8.34 44.93 8.68 179.72 20.60 191.70 23.25 179.72 24.27 
2.000 12.22 2.39 13.03 2.68 12.22 2.78 48.ti7 6.52 52.:12 7.35 48.87 7.67 195.47 18.09 208.50 20.46 195.47 21.39 
APPENDIX 
Ca<PUTER FLO'-' Cl!AATS, NUMERICAL ,\.~AL~SIS, AND ~ISCEL!A.'EOUS 
DETAILS OF T:~E 11iEORETICAL A.~D MONTE CA.~LO AW<L~SIS 
1. Theoretical AnalyBis 
Figure 1 presen ts flow char~s of che computer prosram ~itten 
to evalu3te the equa t ions derived from the theoretical analysis . 
The computer program for the theoreti cal analysis contains 
t wo rnajor subr outines . The f i rst subr outine, WILC01 evaluates 
the probabi liti es of selected X, Y or der i ngs for sample sizes 
m + n 5 B. The second subroutineJ ASi~P, computes the monents, 
Edgeworth coefficients <l.l'ld po\.·er functions for the Mann·Whitz\e.)' 
test and Student ' s two·s~ple t test. The po~er functions are the 
theoretical powor functions derived in this paper, the exact pOwer 
func tions , and th~ po~er functions estimated by ~e~herill's 
!oretuLas. 
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IC-10,898 
MAIN THEORETICAL 
2 
3 
4 
- 5 
6 
FIG. I 
SUBROUTINE WILCO 
INITIALIZE ( 8, cr ) INDEX 
CALCULATE LIMITS AND INTERVAL 
FOR NUMERICAL INTEGRATION 
OF X ,Y PROBABILITIES 
CALCULATE ALL VALUES OF 
lp(XI),-} 'Pl 't.~B ), ~ (Xj) 
~~~) 
TO START RECURSIVE CALCULATIONS 
OF X, Y PROBABILITIES 
CALCULATE SPECIFIED X, Y PROBABILITIES 
BY HODGE'S METHOD 
CALCULATE EXACT POWER FUNCTIONS FOR 
MANN WHITNEY TEST FOR m -t n = B 
GENERAL COMPUTER FLOW CHARTS OF THEORETICAL 
ANALYSIS COMPUTATIONS 
2 
3 
4 
5 
SUBROUTINE ASYMP 
INITIALIZE ( m, n l INDEX 
CALCULATE FUNCTIONS OF ( m, n ) 
INITIALIZE ( 8, cr ) INDEX 
CALCULATE MOMENTS AND EDGEWORTH 
COEFFICIENTS FOR MANN-WHITNEY AND 
STUDENT'S I TEST 
I INITIALIZE FOR TYPE- ONE ERROR INDEX 
6 
CALCULATE ASYMPTOTIC POWER FUNCTIONSFROM 
THEORETICAL ANALYSIS AND WETHERILL$ FORM-
ULAS,S CALCULATE WETHERILL/GLAZER POWER 
FUNCTION RATIO 
10 
PRINT TABLE 9, II 
II 
CALCULATE ASYMPTOTIC I EXACT RATIOS FOR 
MANN-WHITNEY TEST FOR GLAZER AND WETH -
ERI LL POWER FUNCTIONS- REPLACE ASYMPTOTIC 
POWER FUNCTIONS WITH EXACT POWER FUNCTS 
12 
PRINT TABLE 
13 
WRITE ASYMPTOTIC POWER FUNCTIONS ONTAPE 
B4 FOR INPUT TO MONTE CARLO ANALYSIS 
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Hasting• ' approxi~:~ations (7) 3re used t o evaluate : (x) . These 
approxi~tions are : 
.; (x) • 
J ·~ • 
•here the error function erf(x) is defined as 
~rf(x) • L 
,r; 
and is calculated as 
erf (x) = l . r 
6 
i=O 
2 
e·u du 
for x > 0 . 
The constants a0 to a6 are given by Hastings . The maximum truncation 
·i 
error using these approx~ations is 3 x 10 • 
The fornrulas presented in tilis paper for the mot:'lenti, Edgeworth 
coefficienta, po-~r !unctions, and Wetherill's deriv#tions for 
S tudcnt 's t'•'O·San:.p l.e t test ~nd the Mann-W1litney tcs t ;:tre rc- arr ans,cd 
for conversion to co~putcr languase . This is done to reduce 
truncation errors introduced by the co~puter round- off process and to 
increase the computer processing ::.peed (by storins c:oo:non hctors 
and pcrfonllin& calculati.ons on poraceters only 1.:hen they changed 
votluea) . 
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2. Monte Carlo An~!yais 
Figure 2 cont a ins the flow char ts for the l-1onte Car l o analysis . 
The computer pro&ra:ns for the Monte C:tr lo 4.nalysis are also .,.Titten 
3& two main subrouti nes . The f!rst subr outine1 RAN'.D01 generates 
and store$ 288,000 random normal n~bers; eoch of the nine (re,n) 
pai rs requires J21 000 randoc nuobers . The cethod for gener atlng t he 
r~ndom numbers 11 dosc:ribcd below. Since the inter nal meoory 
capacity of the co=putcr (kno•u as core storage) is not lar ge enough 
to contain a lL of these nut1ber s Si oultaneous Ly, the random nurnb~rs 
are s tored on oagnet1c tape, and are read back into the co~puter by 
the second subroutine, EXPE.RS . Start and stop tlrr.es on magnetic tape 
Arc relatively slow compar ed to the tt=e requirtd for the actual 
transfer of data . Thotefore1 the r andom numbers a r e stored on the 
m48n0tic capo and read back into the computer :ne-MOr y in "blocks" 
to decre~se the cooputer operating ti~e . 
Severill -;..'¢rds arc used on the flow e:har ts in Fi.gur~ 2 -;..·hich 
r equire definitions . A replication is defined as the (m + n) 
pseudo normal random V4r1~bles which correspond to a s ingle sample . 
The (~ + n) random variables z1 are all X(01 1) , The first m 
variables are assigned to F(t) ~ the next n are assigned co G(t ) . 
The \!Uiables assigned to G(t) arc later converted LO norf!'.al 
and standotrd deviation t: . As each rep licat ion iS: 
1C - 10,899 
5 
6 
7 
MAIN MONTE CARL.O 
SUBROUTINE RANDO 
REWIND TAPES A8, B4, B5 
INITIALIZE ( m, n l INDEX 
CALCULATE FUNCTIONS OF ( m, n) 
INITIALIZE REGISTER FOR COUNT OF 
BLOCKS AND REPLICATIONS 
INITIALIZE COUNT OF REPLICATIONS 
WITHIN BLOCKS 
GENERATE m i' n RANDOM NORMAL 
VARIABLES Z = N (0,1 l 
CALCULATE 
R j = SET REPLICATION NO. 
- I m 
X • m ~ Z; 
I= I 
1 m+n T=;;-.~ Z; 
o=m+l 
m 2 m 
Vx =.~Z;-x~Z; 
t•t i= I 
m+n 2 ~n 
Vy = ~ Z; - y.~ Z; 
i=m+l o=mtl 
STORE RANDOM NOS. AND STATISTICS FOR 
TRANSFER TO MAGNETIC TAPE 
2 
3 
4 
6 
7 
8 
9 
SUBROUTINE EXPER 
REWIND TAPES AB,B4 AND 85 
INITIALIZE REGISTERS FOR CALCU-
LATING EXPERIMENTAL POWER FUNC-
TIONS 
INITIALIZE (m, n) INDEX 
CALCULATE FUNCTIONS OF (m,nl 
INITIALIZE COUNT OF BLOCKS OF RE-
PLICATIONS 
INITIALIZE COUNT OF REPLICATIONS 
WITHIN BLOCK . 
READ BLOCK OF REPLICATIONS FROM TAPE 
B5 
MOVE SET OF RANDOM NOS. TO WORKING 
STORAGE 
GENERATE TAGS FOR DISTINGUISHING m-x's 
FROM n-y's 
10 
II 
INITIALIZE (8 rr ) INDEX 
MOVE SET OF RANDOM NOS. AND TAGS TO 
SORT LOCATIONS 
12 
CONVERT n RANDOM NOS. FROM N(O,I)TO 
N(8 rr l 
13 
CALCULATE STUDENT'S TWO-SAMPLE t 
17 
19 
20 
UPDATE STUDENT'S t EXPERIMENTAL 
POWER FUNCTION 0.01 
UPDATE STUDENTS t EXPERIMENTAL 
POWER FUNCTION 0.05 
UPDATE STUDENTS t EXPERIMENTAL 
POWER FUNCTION 0.10 
SORT RANDOM SAMPLE a X, Y I DENT. 
21 
CALCULATE WILCOXON's RANK SUM W 
26 
UPDATE WILCOXON EXPERIMENTAL FUNCt 
0.05 
27 
UPDATE WILCOXON EXPERIMENTAL FUNCT. 
0 . 10 
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32 
READ THEORETICAL POWER FUNCTIONS FROM 
TAPE B 4 
33 
CALCULATE THEORETICAL AND EXPERIMENTAL 
POWER FUNCTION RATIOS 
34 
PRINT TABLES 5,6,7 
FIG. 2 
GENERAL COMPUTER FLOW CHARTS OF 
MONTE CARLO ANALYSIS COMPUTATIONS 
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generated, averagetl and '-'ar lations 
" + n 
are calculated f r om the samples for f(x} 3nd the standardiz~d C(y), 
and 3re then s tored , 
The nw:ber of replications per block varies •,.-i.th (:. .,. n): 
it is 100 for rn + n • 6 ; 50 for ~ + n • 16; and 25 for m + n = 32. 
Since 40001 2000, and 1000 rcpliC4tions are g~ner~ted for 
Q + n = 8, 16, and 32, re$peetively, 40 blocks and 800 rondo= 
n~bets per block nre generated for all (m, n) p~irs . 
l'he second subrouti1\c of Figure 2, EXPERS, describes the 
progracoing aJJociated with the calculation of the e~pirical po~er 
functions . The&e ar e obtnlned by caleulnting a Student's c~~- s~~ple 
t and ~ Wilcoxon's W statiitic from a single replica tion, comparing 
the statistics with their correspondin& critical values, and adding 
the Lnverse of the tot~ l nu~ber of r epllcatioos to tho approprlote 
power function collies if the $ t~tis tics fall in any of the critical 
regions . Three critical re&lons are checked for each test; 
. 
corresponding to approxL~ate type-one errors a = ,OL, Q ~ .051 anO 
• 
a = . 10 . Whenever o po~er fu~ction associated ~ith ~ • . 01 is 
tncreoentcd, the power function• for Q ~ . OS and 0 ~ . 10 are also 
. 
i ncrementCld t and the po•..tet function for Ct • . 10 J.s 81.so tncre:nented 
~henever the po•~r function for Ct • . OS is incrernenteC , 
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T~ble 2 conta ins the critica L values W (0) 1 and t (cr) as rnn :nn 
well as t ype-one err ors used for the tests . The sat::!plu fro:J the 
two distributions arc identified after ranking by establishing a 
second set of (m + n) variobles oi which the first rn variables 
equal ~croJ and the next n v~rlables equal one . These variables are 
moved onder t he control. of the random 8.1.mple sorting of m x •s and 
n y ' t . Any interchange of che x 1 y \•ariables causes a corrupondinS 
tnt erchonge in the (z~ro, one) variabLes . 7he rank suo w i a 
obtained by increasing the rank su..rn o nly "''hen a "one" is observed 
in the {zero1 one) set of variables . 
To explain the manner for generating random variables, it is 
necessar y to describe t he s tructure of an 1~ 7090 ~~rd . 
The t~t 7090 is • bin<lry oachine, i. <: . , i t operates int ernally 
on bi"~ry in(or~at !on, orson!•od in baste word longchs of 36 bits . 
I! the ~~rd contains nUQertc31 dota, one bit ts the stsn and 3$ bits 
reprcse,tt chc value . The bit structure of the IJn.t 7090 ~'<lrd is : 
~•ny pr occ4ures exi$t for gener3ting pseudo rand~ n~~bers . 
The word "pseudo" is used, s1uce in almos t aU of these ~ethods1 l hc 
untfor:n rtu,doo nu:~ber generate-d is u1ed to generate the next uniforca 
m.m:ber . theoretical tnvestisations hove shovn chat by properly 
selecting generators and ~ultiplica tion cons t anta , extremel y long 
cycles of different n~~ers cay be obtained ~hich satisfy ltatisttcnl 
tes ts of independence . 
In the procedure used in the Monte Car lo aHdysis1 uniform 
,, 
r andom nun:.bers ;~re obtained by multiplying the cons t ant S .. by a 
"generator . " When this h done, t wo 36-bic words ~re obtained; 
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the lo.,.·c.r-order 35 bits and st.sn ("'•hich is Bl'k'll)'8 positive) are used 
as t he r~ndoo untfor c n~ber; t his ~~rd is also saved co sener~ te 
the next unUor o nurnber , The i L\it1al valve of the generator iS any 
t· .. ·elve octal charocl..er nuober with ~ oodulus of one or five . 
The cooputer progra~ selected to generate th~ random nor~l 
numbers was developed by Muller (17), and is known as t he inverse 
=ethod . It operates in a table look-up fashion, makins use of 
Chebyshev polynominnle for interpolating . The prosrac can generate 
about '000 pseudo nor~ l rando~ deviates in a second . 
The poti t ive half of the normal distribution function is divided 
into s ixty•four intervals, each ·•1th nn arco of 1/128. A linen 
&pprox~tion is adequate for est~ting t he random notoal deviate 
t n the first f i f ty~ sevcn of t hese tntervals j a qu~dratic ~pproxlootion 
is used i n the next five; a quartic approximation is uted in the next 
and a rational approxieation is used for the last (t411) interv4l . 
The cons tants ossoci:l.t ed ·..-Hh eAch of the approxirnactona are scored i n 
meoory as indexed tablei . 
A uniform random number i s generated in the roDnner described 
pr eviously; thU ... "Or d iS than used to obtain three randOt'l sets of 
bits . The sign bit is discarded . Bit 1 i s uaed as a random binooial 
vari<lb l e to determine ~hethcr the r.1ndom normaL <!.eviate u posi ti·ve (0) 
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or negative (L) . Bi ts 2 through 7 form a number i (i = 0 to 6~) to 
deterr:~ine which probability and set of c:o-effictents to u1e in the 
approxtmat:on . 
Sits 8 through 35 arc used as a random uniform nutr.ber "'hich iS 
~ltiplted by l/128 and added to a probability to determine the 
prec i se v~lue for which the i nverse ia to be calculated for the 
linear c~se; ~nd !or the rat ional approxtoation . For the quadr3tic 
or ~uarttc approxim4t1on1 the uniforo randoo nuober is rando~ ly 
assis•ted a. posidve o r negative s ign, and 1s used to calcuh.te the 
desired probabilit y. 
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ABStRACT 
The two-sample problem is one of the i:portant problems ex~ined 
in t he theory of testi•lS hypotheses . SLated briefly, the problem is 
co test whether the distribution functions F(t) ~nd C(t) of t~~ 
rnndo= variables oay be considered identical . 
the type of test used dependl on the alttrnativ~ hypothesis 
considered . ~-~of the ~ott popular tWO·&~pla test$1 Student's t 
and the Wilcoxon-Mann-'krtlitney test, are used vith t he .tlternative 
hypothes i& that t he two distributions differ in the Location 
parameter . This alternative implies equal variances for the t~o 
distributions . 
ln thls dissertation, the properties of the t~~ tests ~~~ 
investigated for t~~ normal distributions with unequal v~riances , 
f(t) is ass ~~ed to have mean zero and standord deviation one, and 
C(t) 1& aseuced co have cean ~ ~) and standard deviation 
~( . 5 ~ o 52) . A S3mple of size m is ta~en fro~ F(t) and a sa~ple 
of size n from G(t) . Asymptotlc po~er functions are calculated from 
an Edge~~rch expantion using the first four comenta . rne results oi 
tllese calcu!n t ions are checked vith an experimental ana lysis based 
on 4000 repllcationa form+ n • 8; 2000 repl ica tions form+ n = 16; 
and 1000 rcpllcations for m + n • 32 . In addltion, exact po~cr 
!unctions are calculoted for the Mann- Whitney test fer m + n = 8 . 
All calcuL~riens are p~rformed en the IBM 7090 . The results are 
98 
compared · • .-ith the atytr.ptotic. and)•ses pcrfol'tl\ed by ~'ethcrill ane 
\'an dct V.1art fo r $L.,ilar problem• . 
!1\e following conclusions are dratm f roc the a~alysis : 
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1. n1e probability of a typ~·one error ( = 0) of Student's t 
is ~ore seriously ~ff~cted by unequal v~rlanees than 18 that o£ the 
\Jilcoxon•Manrt·l..nitney test . If the sample size Ls soaUer £or the 
popuhtion with the sntaller variance, the probability o{ a t )'PC•One 
error it smaller than its nominal volue . If the ~~mp le $ize ls 
smaller for t he population with the l011rger variance: the reverse is 
true, and the probability of 4 type- one error is larger than i tS 
n~inal value . ~~en c • n, the probabili ty of a t)ye·one error 
increases monoton ically t'S o deviacu froro 1, the incr ease for the 
Wtlcoxon-Hann-~'hltney test beins slightly larger than t h<'lt f<lr 
Student ' s t test . 
2 , The po ... "'r ftmetions for both tests ore sensitive to 
unequal \•ari.ances and di££erent aawple·Si~e rati-os . Tne pover · 
funct1on r atios (power of the Wilcoxon-Mann•Whitney test divided 
by the paver of Student's t test) are greater th~n one for $tk111 
' 
and m < n and~> l; and for o > n and u < 1. When o • n or ~ = 1, 
the ratios are only s lightly l ess than one . 
3 . The asymptotiC approxioations as-ree closely with tho 
experiment al results fo r m + n = 16 and m + n • 32 . For o + n • 8 1 
the asr=ptocte approxi~tion for the Mann-Whitney test agre~a 
closel y with the exact solution and wi th the exper~entd estimates, 
,..-hi le the asyeptotic approximation for: Student's c is pOorer chan 
that Cor t he cxper iwenta l estima tes . Ihe 48ymptotic approxioacions 
for Student' s t, ho~ever, ~gree mor e cLosel y wi th the experimental 
re&ultt than do t he estimotes obtained f rom •sy~pcotic formulas 
derived by '..l'etherill. 
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