Abstract. In this paper, we prove the L 2 -boundedness of multilinear Fourier multiplier operators with multipliers of limited smoothness. As a result, we can extend Calderón and Torchinsky's result in the linear theory to the multilinear case. The sharpness of our results is also discussed.
Introduction
The area of multilinear harmonic analysis originated in the fundamental work of Coifman and Meyer [3, 4, 5] . This area remained unexplored until about the late nineties when certain important advances were made in it. All these advances are too numerous to be included in this introduction; here we only mention the articles of Bényi and Torres [1] , Grafakos and Torres [11] , Kenig and Stein [14] , Lacey and Thiele [15] , Lerner, Ombrosi, Pérez, Torres and Trujillo-González [16] and Muscalu, Pipher, Tao and Thiele [18] . The results contained in the aforementioned and other known articles in the area concern the boundedness of multilinear operators whose kernels have an explicit form or satisfy some pointwise estimates (and their derivatives also satisfy analogous pointwise estimates). In contrast with these articles, here we consider the boundedness of multilinear Fourier multiplier operators whose multipliers have limited smoothness described in terms of a function space and not in a pointwise form.
We first recall the linear case. For the purposes of this article, the Fourier transform of a Schwartz function f on R n is defined by
and its inverse Fourier transform by
For m ∈ L ∞ (R n ), multiplication on the Fourier transform side by the function m gives rise to the (linear) Fourier multiplier operator T m defined by
for f ∈ S(R n ). The Mihlin multiplier theorem says that if m ∈ L ∞ (R n ) satisfies the differential estimates up to the order "[half of dimension]+1", The Hörmander multiplier theorem [12] states that if s > n/2 and m ∈ L ∞ (R n ) satisfies
then T m is bounded on L p (R n ) for all 1 < p < ∞, where Ψ is as in (1.2) with d = n and W s (R n ) is the (usual) Sobolev space (see Section 2 for the definition). The Hörmander multiplier theorem improves the Mihlin multiplier theorem since the condition (1.3) with n/2 < s < [n/2] + 1 is certainly weaker than (1.1). Furthermore, in the case p ≤ 1, Calderón and Torchinsky [2] proved that if m ∈ L ∞ (R n ) satisfies (1.3) with s > n(1/p − 1/2), then T m is bounded on the Hardy space H p (R n ). The case p = 1 is due to Fefferman and Stein [7] . We next consider the multilinear case. Let N be an integer strictly bigger than one. For m ∈ L ∞ (R N n ), the N -linear Fourier multiplier operator T m is defined by T m (f 1 , . . . , f N )(x) = 1 (2π) N n R N n e ix·(ξ1+···+ξ N ) m(ξ) f 1 (ξ 1 ) . . . f N (ξ N ) dξ for f 1 , . . . , f N ∈ S(R n ), where x ∈ R n , ξ = (ξ 1 , . . . , ξ N ) ∈ R n × · · · × R n and dξ = dξ 1 . . . dξ N . If F −1 m is an integrable function, then this can also be written as This representation of T m is often valid even when F −1 m is not an integrable function via a principal value integral interpretation. We set for all |α 1 |+· · ·+|α N | ≤ L, where L is a sufficiently large natural number, then T m is bounded from
. . , p N , p < ∞ satisfying 1/p 1 +· · ·+1/p N = 1/p. The L given in [4] is strictly greater than 2N n and this seems to be too large compared with the case of linear operators. It is natural to expect that we can take L = "[half of dimension]+1"= [N n/2] + 1. In fact, Tomita [21] recently proved that if m ∈ L ∞ (R N n ) satisfies sup j∈Z m j W s (R N n ) < ∞ with s > N n/2, then T m is bounded from L p1 (R n )×· · ·×L p N (R n ) to L p (R n ) for all 1 < p 1 , . . . , p N , p < ∞ satisfying 1/p 1 + · · · + 1/p N = 1/p. Grafakos and Si [10] gave similar result for the case p ≤ 1 by using the L r -based Sobolev space, 1 < r ≤ 2. One of our goals in this work is to improve the results of [10, 21] by replacing W s (R N n ) used in those papers by the Sobolev space of product type W (s1,...,s N ) (R N n ) defined in the next section. The following is the first main result, which plays an essential role in the proof of Theorem 1.2 below:
In the bilinear case, Theorem 1.1 with W (s1,s2) (R 2n ) replaced by W s (R 2n ) with s > n was proved by Grafakos and Si [10] . But it should be pointed out that there is a difference between N = 2 and N ≥ 3 and the argument of [10] cannot be applied to the case N ≥ 3. In the bilinear case, it follows from duality that the boundedness of
, where m * 2 is the multiplier of the dual operator with respect to the second variable (see Section 8) , and, by using m * 2 instead of m, we do not need to treat L ∞ . However, in the trilinear case, the boundedness of
, and we cannot remove L ∞ . This is the reason why we focus on the trilinear case in the argument of this paper, although our argument works for general N ≥ 2. Notice also that in the framework of Sobolev spaces of product type, we cannot use the duality argument (see Section 8) .
Using Theorem 1.1, we extend Calderón and Torchinsky's result [2] to the multilinear case. Grafakos and Kalton [9] proved the boundedness of multilinear Calderón-Zygmund operators on Hardy spaces, but note that the pointwise estimate for kernels is included in their definition. This means that Theorems 1.2 and 6.1 below do not follow from the result of [9] , since the kernels of the multipliers in our theorems do not have the pointwise estimate in general. The following is the second main result:
From Theorems 1.1 and 1.2, by interpolation, we can obtain the boundedness of multilinear Fourier multiplier operators,
For this, see Theorem 6.1 and Section 8. It should also be mentioned that Theorems 1.1 and 1.2 are used as key tools in the recent paper [17] to determine the minimal smoothness conditions for bilinear Fourier multipliers to assure the boundedness of the corresponding operators on products of Hardy spaces H p1 × H p2 to L p in the whole range 0 < p 1 , p 2 ≤ ∞. We shall also prove that the numbers n/2 and n(1/p − 1/2) in Theorems 1.1 and 1.2 are sharp; see Propositions 7.1 and 7.2.
Our paper is organized as follows. Sections 2 and 3 contain definitions and preliminary lemmas. In Sections 4 and 5, we prove Theorems 1.1 and 1.2 respectively. In Section 6, we use interpolation to obtain the boundedness from
In Section 7, the sharpness of the conditions of Theorems 1.1 and 1.2 is discussed. In Section 8, we comment on some results for the case p > 1.
Preliminaries
The set of all non-negative integers is denoted by N 0 . For 1 ≤ p ≤ ∞, p is the conjugate exponent of p, that is, 1/p + 1/p = 1. As usual, for a function ψ on R n and t > 0, we write ψ t (x) = t −n ψ(x/t). Throughout this paper, the letter C will denote a constant which may be different in each occasion but is independent of the essential variables.
The spaces S(R n ) and S (R n ) stand for the Schwartz space of all rapidly decreasing smooth functions on R n and of tempered distributions, respectively. The Fourier transform and inverse Fourier transform of Schwartz functions were defined in the previous section.
The
where ξ = (1 + |ξ| 2 ) 1/2 . We also use the Sobolev space of product type W (s1,...,s N ) (R N n ), (s 1 , . . . , s N ) ∈ R × · · · × R, which is defined by the norm
where s ∈ R and x = (
We recall the definition and some properties of Hardy spaces on R n (see [19, Chapter 3] ). Let 0 < p ≤ ∞, and let Φ ∈ S(R n ) be such that R n Φ(x) dx = 0. Then the Hardy space
It is known that H p (R n ) does not depend on the choice of the function Φ ([19, Chapter 3,
where |Q| is the Lebesgue measure of Q and [n(1/p − 1)] is the integer part of n(1/p − 1). It is known that every f ∈ H p (R n ) can be written as an infinite convergent sum
where {a i } is a collection of H p -atoms and {λ i } is a sequence of complex numbers with
Moreover,
where the infimum is taken over all representations of f ([19, Chapter 3, Theorem 2]). We denote by BM O(R n ) the space of all locally integrable functions f on R n that satisfy
where f Q is the average of f over Q and the supremum is taken over all cubes
where (Q) is the side length of Q. The infimum of the possible values of the constant C is called the Carleson constant of ν and is denoted by ν . We end this section by quoting the following facts which will be of use to us in the sequel:
Lemma 2.1. Let 2 ≤ q < ∞, r > 0 and s ≥ 0. Then there exists a constant C > 0 such that
Lemma 2.1 is a simple case of [8, Lemma A.1], but we shall give a proof for the reader's convenience in Appendix.
The proof of Proposition 2.2 is also given in the Appendix for the reader's convenience. Let N be a natural number, and let φ 0 be a C ∞ -function on [0, ∞) satisfying 
Lemmas
In this section, we prepare the lemmas that will be used in the proof of Theorem 1.1.
it is enough to prove
We recall the fact that if µ is a Carleson measure then (3.1)
where F * is the nontangential maximal function of F , which is defined by 
where
Thus it is sufficient to show that G * is integrable on R n . Note that G(y, t) = 0 for t > 2, and G(y, t) ≤ ζ L 1 for y ∈ R n and t ≤ 2. Moreover, since |y − z| ≥ |y|/2 for |y| ≥ 2 √ n and
, and consequently G * is integrable on R n . The proof is complete.
−(n+ ) with > 0, and let ψ ∈ S(R n ) be such that
Proof. The inequality (3.2) is well known and is easily proved by an application of Plancherel's theorem; see, e.g., [4, p.148] .
To prove (3.3), observe that Young's inequality gives
Integrating over 0 < t < ∞ and using (3.2), we obtain (3.3). To prove (3.4), observe that Hölder's inequality gives
Thus, by Lemma 3.1, the measure
. Hence, by (3.1), the left hand side of (3.4) is majorized by
But the integrand of the above integral is majorized by CM (|f | q )(z) 2/q with M denoting the HardyLittlewood maximal operator (see, e.g., [ 19, Chapter 1, Section 2.1] or [6, Chapter 2, Section 8.7]). Hence, since q < 2, the maximal theorem gives
Finally, since q > 1, Hölder's inequality gives
Hence (3.5) follows from (3.4). The proof of Lemma 3.2 is complete.
Using the idea given in [21] , we prove the following:
for all x ∈ R n and all t > 0.
Proof. By (1.4) and by Hölder's inequality,
, which, combined with the above inequality, implies the desired estimate. The proof is complete.
Lemma 3.4. Let s 1 , . . . , s N > n/2, and let Ψ ∈ S(R N n ) be such that supp Ψ is compact and does not contain the origin. Assume that
Proof. We may assume that supp Ψ ⊂ {1/2 j0 ≤ |ξ| ≤ 2 j0 } for some j 0 ∈ N. Given t > 0, take
Let Ψ ∈ S(R N n ) be as in (1.2) with d = N n, and note that supp
Since |∂ α ξ Φ(tξ)| ≤ C α |ξ| −|α| and supp Ψ does not contain the origin,
The proof is complete.
In this section, we prove Theorem 1.1:
Proof of Theorem 1.1. To provide clarity in the exposition, we give the proof in the case N = 3. The argument can be extended to the case N ≥ 2 with only trivial modifications. (As we have remarked in Section 1, the cases N = 2 and N = 3 contain certain differences.) We use the following notation: A 0 denotes the set of even functions ϕ ∈ S(R n ) for which supp ϕ is compact; A 1 denotes the set of even functions ψ ∈ S(R n ) for which supp ψ is a compact subset of R n \ {0}.
Let s 1 , s 2 , s 3 > n/2 and sup j∈Z m j W (s 1 ,s 2 ,s 3 ) < ∞ (see (1.5) for the definition of m j ). Set s = min{s 1 , s 2 , s 3 }. We simply write
We take a q such that max{1, n/s} < q < 2 (this is possible since n/s < 2) and we set ζ(x) = (1 + |x|) −sq . We decompose m as follows:
where Φ (i1,i2,i3) are the functions of (2.1) with N = 3. We shall prove the boundedness of the operator T m * for each m * = m (i1,i2,i3) . By symmetry of the situation, the multipliers m (0, 1) .
Observe that Lemma 3.4 implies the following: if G is a function of class S on R 3n which has a compact support away from the origin, then
We take a function ψ ∈ A 1 such that
Estimate for m (1, 0, 0) . To simplify notation we write m * = m (1,0,0) . By Lemma 2.3 (3),
Hence, if (ξ 1 , ξ 2 , ξ 3 ) ∈ supp (m * (ξ) ψ(tξ 1 )), then |ξ 1 + ξ 2 + ξ 3 | ≈ |ξ 1 | ≈ 1/t and |ξ 2 |, |ξ 3 | 1/t. Thus we can find functions ψ ∈ A 1 and ϕ ∈ A 0 such that ψ (t(ξ 1 + ξ 2 + ξ 3 )) ϕ(tξ 2 ) ϕ(tξ 3 ) = 1 on the support of m * (ξ) ψ(tξ 1 ). Notice that ψ and ϕ can be chosen independent of t. We then have
Since supp m (t) * is included in a compact subset independent of t and since max{1, n/s} < q < 2, Lemma 3.3 and the estimate (4.1) yield
Using (4.2), (4.3) and Schwarz's inequality, we obtain
. By Lemma 3.2 (3.3) and (3.2), the last quantity is majorized by
This implies the boundedness of T m * .
Estimate for m (0,1,0) . The argument is similar to that for m (1,0,0) . Here we write m * = m (0,1,0) . In this case, supp m * ⊂ {|ξ 1 |, |ξ 3 | ≤ |ξ 2 |/3}.
Hence, if (ξ 1 , ξ 2 , ξ 3 ) ∈ supp (m * (ξ) ψ(tξ 2 )), then |ξ 1 + ξ 2 + ξ 3 | ≈ |ξ 2 | ≈ 1/t and |ξ 1 |, |ξ 3 | 1/t. Hence we can find functions ψ ∈ A 1 and ϕ ∈ A 0 such that ψ (t(ξ 1 + ξ 2 + ξ 3 )) ϕ(tξ 1 ) ϕ(tξ 3 ) = 1 on the support of m * (ξ) ψ(tξ 2 ). Then
which gives
By Lemma 3.3 and (4.1),
. By Lemma 3.2 (3.4) and (3.2), the last quantity is majorized by
Estimate for m (1, 1, 0) . We simply write m * = m (1, 1, 0) . In this case,
Hence, if (ξ 1 , ξ 2 , ξ 3 ) ∈ supp (m * (ξ) ψ(tξ 1 )), then |ξ 1 | ≈ |ξ 2 | ≈ 1/t and |ξ 3 | 1/t. Thus we can take functions ψ ∈ A 1 and ϕ ∈ A 0 such that ϕ(t(ξ 1 + ξ 2 + ξ 3 )) ψ (tξ 2 ) 2 ϕ(tξ 3 ) = 1 on the support of m * (ξ) ψ(tξ 1 ). We then have
By Lemma 3.2 (3.3) and (3.5), the last quantity is majorized by
Estimate for m (0,1,1) . We simply write m * = m (0,1,1) . In this case,
Hence, if (ξ 1 , ξ 2 , ξ 3 ) ∈ supp (m * (ξ) ψ(tξ 2 )), then |ξ 1 | 1/t and |ξ 2 | ≈ |ξ 3 | ≈ 1/t. Hence we can take functions ψ ∈ A 1 and ϕ ∈ A 0 such that ϕ(t(ξ 1 + ξ 2 + ξ 3 )) ϕ(tξ 1 ) ψ (tξ 3 ) 2 = 1 on the support of m * (ξ) ψ(tξ 2 ). We then have
By Lemma 3.2 (3.4) and (3.5), the last quantity is majorized by
This implies the boundedness of T m * . The proof of Theorem 1.1 is complete.
The boundedness from H
In this section, we prove Theorem 1.2:
Proof of Theorem 1.2. We shall give the proof for the case N = 3. The general case N ≥ 2 can be proved in a similar way. Let 0 < p ≤ 1 and let s 1 , s 2 , s 3 , and m ∈ L ∞ (R 3n ) satisfy (1.6). We write
Without loss of generality, we may assume that s 1 satisfies
We first observe that the desired boundedness of T m follows from the estimate
for all f 1 satisfying, with some r > 0,
and for all f 2 , f 3 ∈ L ∞ (R n ). Indeed, since the norms · L p and · L ∞ are translation invariant and since the operator T m is also translation invariant in the sense that
Hence, applying the usual argument of proving H p → L p estimate, p ≤ 1, with the aid of the atomic decomposition to the linear operator
we obtain the desired estimate
(Notice that here we benefited from the particular combination of the exponents (p, ∞, ∞); the atomic decomposition could not be directly used to prove the H p1 → L p estimate if 1 ≥ p 1 > p.) In the rest of the proof, we assume that f 1 is a function satisfying (5.3) and
Then, by Hölder's inequality, we obtain
Thus, it is left to prove the estimate
To prove this, we take Ψ ∈ S(R 3n ) as in (1.2) with d = 3n and write
We decompose the function T m (f 1 , f 2 , f 3 ) as follows:
By the subadditivity of the p-th power of the L p -norm, p ≤ 1, and by Hölder's inequality, we have
where we have used the assumption s 1 > n(1/p − 1/2) to obtain the last inequality.
We shall estimate the function K j * (f
3 )(x, x, x) appearing at the last part of (5.5). Using the moment condition of f 1 , we have
On the other hand, we have the obvious estimate
We then estimate the L 2 -norm appearing at the last of (5.5). Note that if |x| ≥ 2 j+1 r, |y 1 | ≤ 2 j r and 0 ≤ t ≤ 1, then |x|/2 ≤ |x − ty 1 | ≤ 3|x|/2. Hence, since supp f
1 ⊂ {|y 1 | ≤ 2 j r}, the estimate (5.6) together with Minkowski's inequality for integrals yields
.
By (5.3) we have
Schwarz's inequality gives
, which implies
We shall see that the last quantity is majorized by CA. In fact, take a Ψ ∈ S(R 3n ) such that Ψ = 1 on {1/2 ≤ |ξ| ≤ 2}, and note that s 1 , s 2 , s 3 > n/2 and ξ s 2 ,s 3 ) ≤ CA. Now combining the above inequalities, we obtain the estimate
If we replace (5.6) by (5.7) in the above argument, then we obtain
Now using (5.5), (5.8) and (5.9), we obtain
where we have used (5.1). Thus we proved (5.4). The proof of Theorem 1.2 is complete.
The boundedness from H
In this section, using interpolation, we prove the following:
Proof. We give the proof for the case N = 3. The argument can be easily extended to the case N ≥ 2. We shall divide the proof into two steps.
Step
and
To do this, we construct a family of multilinear Fourier multipliers m z as follows:
where Φ ∈ S(R 3n ) satisfies Φ = 1 on {1/2 ≤ |ξ| ≤ 2} and supp Φ ⊂ {1/4 ≤ |ξ| ≤ 4}, and
Since m θ,j (ξ) = m j (ξ) and Φ = 1 on supp Ψ,
Then, it follows from the interpolation theorem for analytic families of operators ( [13, 20] ) that
Using supp Ψ ⊂ {1/2 ≤ |ξ| ≤ 2} and supp Φ(2
Recall that s 0,1 , s 0,2 , s 0,3 > n/2. Then, by Proposition 2.2 and a change of variables,
Hence, our assumption implies
Similarly we have
The estimate (6.1) now follows from (6.2)-(6.4).
Step 2. Let 0 < p ≤ 1 and > 0. By interchanging the role of p 1 and p 2 or p 3 , we have by Theorem 1.2
Then, it follows from Step 1 that (6.5) and (6.6) give
where p ≤ p 1 , p 2 ≤ ∞ and 1/p 1 + 1/p 2 = 1/p. Furthermore, (6.7) and (6.8) give
where p ≤ p 1 , p 2 , p 3 ≤ ∞ and 1/p 1 + 1/p 2 + 1/p 3 = 1/p. The proof of Theorem 6.1 is complete.
7. Sharpness of the conditions of Theorems 1.1 and 1.2
In this section, we consider the sharpness of Theorems 1.1 and 1.2.
Proposition 7.1. The estimate
Proof. We give the proof in the case N = 2. Generalization to N ≥ 3 will be obvious. We take functions ψ and ϕ such that
To prove the necessity of the condition s 2 ≥ n/2, we set, for sufficiently small > 0,
For this m, we have
where F −1 denotes the inverse Fourier transform on R n . To estimate the norm m j W (s 1 ,s 2 ) (R 2n ) ,
we choose the function Ψ ∈ S(R 2n ), which appeared in the definition of m j , so that we have
where α > 0 is a sufficiently small number. Then, for sufficiently small > 0, we have
Thus the inequality (7.1) for m of (7.2) is equivalent to
We have ψ W s 1 = C and
Hence (7.4) implies
We test (7.5) for f 1 (x) = ψ(x), f 2 (x) = 1. Then (the left hand side of (7.5) 
(the right hand side of (7.5)
Thus (7.5) holds only if s 2 ≥ n/2. To prove the necessity of the condition s 1 ≥ n/2, we set, for sufficiently small > 0,
By the same reason as above, we have
and the inequality (7.1) with m of (7.6) implies
We test (7.7) for
where we choose η • so that ψ(η • ) = 0. Then (the left hand side of (7.7)) = F
(the right hand side of (7.7)
Thus (7.7) holds only if s 1 ≥ n/2. Proposition 7.1 is proved.
Proposition 7.2. Let 0 < p ≤ 1. Then the estimate
Proof. We give the proof in the case N = 2. Generalization to N ≥ 3 will be obvious. The necessity of the condition s 2 ≥ n/2 can be proved in the same way as in the first part of the proof of Proposition 7.1.
To prove the necessity of the condition s 1 ≥ n(1/p − 1/2), we take the functions ψ and ϕ as in the proof of Proposition 7.1 and take a ζ
• ∈ R n such that |ζ • | = 1/10. We set
For sufficiently small ,
and hence (7. 3) holds again and we have
Thus the inequality (7.8) for m of (7.9) implies (7.10)
We test (7.10) for
where ψ and η • are chosen so that ψ ∈ S(R n ), supp ψ is a compact subset of R n \ {0},
Then (the left hand side of (7.10)
(the right hand side of (7.10)) = C −s1+n/2 ψ H p = C −s1+n/2 . Thus (7.10) holds only if s 1 ≥ n/p − n/2. Proposition 7.2 is proved.
Related results and comments
As a corollary of Theorems 1.1 and 1.2, we can also prove the boundedness of T m from L p1 × L p2 × L p3 to L p for 1 < p ≤ 2 and for m satisfying the product type estimate. (We have treated the case 0 < p ≤ 1 in Theorem 6.1). In fact, by Theorems 1.1 and 1.2, Appendix A We shall give proofs of Lemma 2.1 and Proposition 2.2.
Proof of Lemma 2.1. We only consider the case N = 3; the argument can be immediately extended to the case N ≥ 2. Suppose F ∈ W (s/q,s/q,s/q) (R 3n ) and supp F ⊂ {|x| ≤ r}, where x = (x 1 , x 2 , x 3 ) ∈ R n × R n × R n . Take a Φ ∈ S(R 3n ) such that Φ = 1 on {|x| ≤ r} and supp Φ ⊂ {|x| ≤ 2r}. Then F (x) = Φ(x)F (x). Hence, by Schwarz's inequality and Young's inequality, 
where F (i1,i2,i3) (ξ) = ξ 1 i1s1 ξ 2 i2s2 ξ 3 i3s3 | F (ξ)|,
It is not difficult to estimate F (1,1,1) * G (0,0,0) and F (0,0,0) * G (1,1,1) . In fact, since s 1 , s 2 , s 3 > n/2, by Young's inequality and Schwarz's inequality, we have and the similar estimate for F (0,0,0) * G (1,1,1) .
As an example of the remaining terms, let us consider F (1,0,1) * G (0,1,0) . By Minkowski's inequality for integrals and Young's inequality, 
. . .
. By Schwarz's inequality, 
