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1. INTRODUCTION 
This paper introduces a topological invariant for the stability analysis of 
steady state solutions of parabolic systems of the form 
u, = w,, + fb, u, u,) (O<x< 1) 
4x, 0) = uo(x) B,u=O, B,u=O. 
(1.1) 
Here, u E [w”, f: R'"+ ' 42” is C*, and D is a positive diagonal matrix. The 
boundary operators Bj take the form 
B,u = D’u(0, t) + N’u,(O, t) 
B,u=D’u(l, t)+N’u,(l, t), 
where Dj and Nj are diagonal matrices with diagonal entries a{ and a:, 
respectively, which satisfy 
(a{)* + (/?{)’ = 1 for l<i<n and j=o, 1. (1.2) 
Boundary operators with stronger coupling between components could 
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easily be considered, provided that they lead to a well posed problem for 
(1.1); however, our hypotheses are sufficiently general to include most of 
the standard boundary value problems arising in applications, such as the 
Dirichlet and Neumann problems. 
The global dynamics of (1.1) can be extremely complex. It is natural then 
to begin such an investigation with the steady state solutions u(x) of (l.l), 
which satisfy a simpler system of ODES, 
0 = Du" +f(x, u, u') 
+.4i(o) + /?pu;(o) = 0, (1 di<n) (1.3) 
cl~ui(l)+~;U:(l)=o. 
There is a progression of issues concerning solutions of (1.3), to wit: the 
existence of solutions, the existence of multiple solutions, the stability 
properties of solutions, and the exact multiplicity of solutions, together 
with the structure of their connecting orbits. There is an extensive literature 
for each of these issues except perhaps the last, which has so far proven to 
be intractible except for the scalar equation (k = 1). 
Roughly, the literature on these problems can be classified into two 
groups: the theory of small solutions, i.e., solutions in a neighborhood of 
some distinguished solution such as a rest point, and the theory of large 
solutions. The former case can effectively be studied with the techniques of 
local bifurcation theory and the implicit function theorem. This typically 
provides exact information about the multiplicity, stability, and connecting 
orbit structure of steady solutions which, however, is limited to some 
neighborhood of the distinguished solution (see, e.g., Chow and Hale [2]). 
The theory of large solutions can be further subdivided into two groups. 
One class of results is concerned with the case where all the entries of the 
diffusion matrix D are large relative to f: In this case the system frequently 
yields to an exact and simple characterization of its global dynamics (see, 
for example, Conway, Hoff, and Smoller [3]). A more delicate situation 
arises when some of the diffusion coefficients are small relative to J: This 
regime is characterized by the presence of solutions with strongly nonlinear 
behavior such as boundary and/or transition layers. The existence of 
layered solutions has been studied extensively from many viewpoints (see, 
for example, Fife [S], Nishiura [16], and Mimura, Tabata, and Hosono 
[lS]). The asymptotic stability of such solutions is more difficult. There is 
a recent collection of exciting results due to Nishiura and Fujii [18] and 
Nishiura and Mimura [17] for systems with n = 2 (two equations) in 
which analytical singular perturbation techniques (the SLEP method) are 
used to analyze the spectrum of the linearized operator L about a layered, 
steady solution. 
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It is well known that linearized stability implies nonlinear stability for 
equations of this type (see Henry [lo] ). The difficult aspect of this procedure 
is to determine the number and location of eigenvalues 2 of L which lie in 
the unstable half plane, Re A> 0. In this paper we lay the foundation for a 
new approach to counting eigenvalues in the unstable half plane. We define 
a topological invariant, called the stability index, which counts the number 
of eigenvalues inside a simple closed curve K not intersecting the spectrum 
itself. If K is chosen so that it includes the origin and a suitably large 
portion of the unstable half plane, then it can be shown that K contains all 
potentially unstable eigenvalues. Hence, if the stability index is zero for 
such a curve K, the underlying solution is stable. 
A similar invariant was introduced in a previous paper by Alexander, 
Gardner, and Jones for travelling wave solutions of reactiondiffusion 
systems (see [ 1 I), and the general outline of the principal arguments in the 
present context follows lines introduced in [l]. The new tools in either 
situation consist of (1) a certain complex vector bundle 6(K) over a real 
two sphere, and (2) an analytic function, D(n), of the eigenvalue parameter 
2 whose roots, counting order, coincide with the eigenvalues of L, counting 
algebraic multiplicity. The central theorem in either context asserts that the 
stability index, which is defined to be the first Chern number c,(&(K)) of 
I(K), equals the number of eigenvalues of L inside K. The intermediary 
linking these two numbers is the analytic function D(L). 
There are two aspects of this paper which are substantially different from 
the analogous issues appearing in [ 11. The first point is that the construction 
of B(K) for travelling waves is inappropriate for boundary value problems; 
the definition of d(K) is completely different in the present setting. A 
detailed construction is presented in Section 3. We will only remark here 
that the fibers of b(K) are determined by the linearized equations and in 
particular, they reflect the manner in which the n-plane representing the 
boundary conditions evolves over the interval 0 <x < 1 for II E K. Once the 
correct formulation for b(K) has been obtained, various conceptual and 
technical aspects of the proof of the main result are substantially simpler, 
since, in the present context, the spatial domain is finite. The second aspect 
in which the arguments presented here differ from those appearing in [ 1 ] 
concerns the principal property of the function D(n), which addresses the 
algebraic multiplicity of 1. This function, which is called the Evans function, 
was originally introduced by Evans in the stability analysis of travelling 
wave solutions of the linearized nerve imulse equations (see [4-7]), and 
subsequently generalized in [l] (see also Maginu [ 131). In this paper we 
give a different, direct proof of the main property of D(n) by giving an 
explicit characterization of the first nonvanishing derivative of D(n). This 
avoids the involved and somewhat awkward perturbation argument 
appearing in [ 11. 
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We are not giving an application in this paper and for such motivation 
the reader is referred to our travelling wave papers (see [ 11 and [9]). The 
goal here is rather to show how this theory works in the case of boundary 
value problems and to work out these new notions in a context in which 
they are perhaps more accessible. It is expected that these tools will prove 
to be of use in a diversity of applications and it is intended to pursue this 
line of inquiry in future publications. We shall therefore conclude this 
section with a somewhat more detailed account of the anticipated role that 
the theory presented here will play. 
In regard to our previous remarks, these tools should find particular 
importance in applications wherein the underlying solution is constructed 
by a singular perturbation procedure. In this setting it is frequently the case 
that a collection of eigenvalues coalesce in the singular limit, causing what 
Nishiura calls critical eigenvalues. If this happens at A = 0, the full stability 
of the solution will depend on the resolution of these eigenvalues. This 
situation typically occurs when the underlying solution has several transition 
layers (see, e.g., Jones [ 121 and Nishiura et al. [ 181). The main results to 
date on the stability of solutions of singularly perturbed boundary value 
problems are due to Nishiura and co-workers [17, IS]. Their analytic 
methods are very powerful and, in particular, they include good techniques 
for resolving critical eigenvalues. Their disadvantage is that they appear to 
be tied to systems of two equations. 
The tools presented here should be useful both in counting the number 
of critical eigenvalues inside a fixed curve K which contains A= 0 in its 
interior, and also in resolving the line structure of this portion of the 
spectrum. The explicit characterization of the first nonvanishing derivative 
of D(A) in Proposition 3.1 should clearly play a role in settling the latter 
question. In regard to the first question, the topological nature of the 
Chern number makes it especially useful in dealing with such singular 
limits. It can be used to derive the relevant reduced eigenvalue problems 
that predict the location and multiplicity of the eigenvalues of the full 
problem. In this setting, the underlying solution of (1.3) typically splits into 
distinct, slowly varying segments which are separated by rapid transition 
layers. The governing equations for the slow and fast regimes are much 
simpler than those for the full system, and this simplification is inherited by 
the linearized equations. The stability index provides a geometric vehicle 
for subsuming stability information derived in this manner from each 
“piece” into stability information about the entire solution. More precisely, 
the fast-slow structure of the equations is expressed on the level of the 
bundle as a Whitney sum decomposition, 
d(K)= 0 4(K), 
i=l 
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where each summand is directly related to certain fast or slow information 
about a particular “piece” of the underlying solution. The additive property 
of the first Chern number, 
i= 1 
then provides a powerful computational tool for determining the stability 
index. This program has already been illustrated for certain travelling wave 
problems: the doubly diffusive FitzHugh-Nagumo equations in [l], and 
diffusive predator-prey systems, which have been discussed in a companion 
paper by Gardner and Jones [9]. We anticipate additional applications of 
the stability index to boundary value problems; for the present, the interested 
reader is referred to [ 1 ] and [9] for illustrative examples. 
2. THE MAIN RESULT 
A. The Equations of Linearized Stability 
In addition to the hypotheses about (1.1) specified earlier, we shall 
assume the existence of a C* steady state solution U(x) of (1.3). The 
linearized operator L is obtained by formally looking for solutions of (1.1) 
of the form 
u(x, t) = U(x) + Ee”‘p(x) + O(E’); 
neglecting terms of order .s2, the equations satisfied by the perturbation 
p(x) E @” and the eigenvalue parameter L are 
Lp 2’ Dp” + a(x) p + b(x) p’ = Ap, (2.1) 
where a(x) = d, f (x, ii(x), U’(x)) and b(x) = dfu, (x, ii(x), U’(X)). This is 
more conveniently expressed as an equivalent first order system 
y’ = A(x, A.) Y, 
where Y = (p, q)’ E @2n, q = p’, and 
(2.2) 
‘4(x, 2) = 
0 I 
D-‘(AZ- a(x)) -D-lb(x) 1 ’ 
The boundary conditions for Y are 
Uppi + flpqj(O) =O 
a! Pi(1)+Bf4i(1)=0, 
(2.3 )O 
(2.3), 
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for 1~ i < n. Let U, (respectively U, ) denote the n-dimensional subspace of 
Czn of vectors Y satisfying (2.3), (respectively (2.3),). The boundary 
conditions can then be expressed as 
Y(O) E uo, Y(l)E ul. (2.4) 
The eigenvalues of L are those values of A for which there exists a 
solution Y(x, A) of (2.2) and (2.4). Formally, such a perturbation will grow 
if Re I >O and decay if Re 1 -K 0. It is well known from the theory of 
analytic semigroups that U(x) is asymptotically, exponentially stable if 
Re A < p for all eigenvalues I of L, for some /I < 0 (see Henry [lo]). More 
precisely, if u,,(x) is near ii(x) in H’(O, l), then the solution u(x, t) of (1.1) 
satisfies 
Iu(x, t) - U(x)1 < Cea’ 
for all x and for some C > 0. 
B. The Main Result 
There are two constructions, one of which is analytical, the other of 
which is geometric, that are the main focus of this paper. The former is the 
analytic function D(A), the Evans function, mentioned in the introduction, 
whose roots coincide with the eigenvalues of L. The geometric onstruction 
is a certain n-plane bundle b(K), where Kc C is a simple, closed curve 
which is disjoint from the spectrum of L. The base space B of b(K) is 
homeomorphic to S2 and is formed from the union of three sets, 
B=b,vb,vb,, (2.3) 
where bj= {j} x K ’ for j=O, 1 and K” is the interior of K, and 
6, = [0, l] x K. Thus B is a cylinder with caps glued on at either end. We 
refer to 6, and 6, as respectively the left cap and the right cap of B, and 
to b, as the sides of B. The fibers over b, are associated with the 
n-dimensional subspace of solutions of (2.2) which satisfy the boundary 
conditions at x = 0. The fibers over the caps are associated with the 
subspaces U, and U1 determining the boundary conditions at each end. 
The manner in which the fibers are formed consists of taking certain 
algebraic quotients of these subspaces; this is discussed in detail in the next 
section. 
The stability index is defined to be the first Chern number c,(b(K)). This 
invariant is an integer which is obtained from the first Chern class 
c,[b(K)] E H2(S2; Z) (see Milnor and Stasheff [14]) by evaluating it on 
the fundamental class [S’] of H2(S2; Z). Thus 
c,(b(K)) = <cIC@K)I, CS’I >. 
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The orientation on S* is chosen so that the Chern number of the canonical 
complex line bundle over S* = CP’ is + 1. 
Here is the main result of this paper. 
THEOREM. Suppose that Kc @ is a simple closed curve which is disjoint 
from the eigenvalues of L. Then the following three numbers are equal: 
(1) cI(b(K)), thefirst Chern number of d(K); 
(2) W(D(K)), the winding number of the curve D(K); 
(3) the number of eigenvalues of L inside K, counting multiplicity. 
3. CONSTRUCTION OF b(K) 
In this section we shall construct the bundle B(K). Recall that the 
eigenvalue problem (2.1) for L is equivalent to the first order system 
Y’=A(x, A)Y, 
where YE C2n, together with the boundary conditions 
(3.1) 
Y(O) E uo, Y(l)E u,, (3.2) 
where U, are the n-dimensional subspaces of C2n whose components atisfy 
(2.3),, j=O, 1. The construction of (3.1) depends upon the choice of a 
certain n-dimensional subspace @(x, A) of solutions which is chosen so that 
@(O, 2) = U,,. The statement hat L E K is not an eigenvalue of L says only 
that @( 1, A) n U, = (0). This is in marked contrast to the situation for 
travelling waves, wherein the asymptotic behavior at + cc of the analogous 
subspace of solutions is precisely determined by the equations for such A. 
The fact that @( 1, 2) coincides with some undetermined, but complementary, 
space of U1 strongly suggests the use of algebraic quotient spaces, since 
@*“/U, provides a natural way to identify the class of all subspaces of C*” 
which complement U, . 
A. Preliminaries 
It will be convenient o fix n-dimensional subspaces V0 and V, which are 
respectively complementary to UO and U,, i.e., 
@2n= U,@ v,= U,@ v,; (3.3) 
for definiteness, we set Vi = U,+ From (2.3), it follows that the vectors 
u{ = (0, . ..) 0, p;i, 0, . . . . 0, -c$, 0, . ..) O)‘, 
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where /I{ (respectively --a{) is the ith (respectively (n + i)th) slot, form a 
basis for Uj. The vectors 
u;i = (0, . ..) 0, a{, 0, . ..) 0, g, 0, . ..) 0)’ 
then form a basis for Vi. 
The subspace @(x, 2) is defined to be the span of the n-solutions cpi(x, 2) 
of (3.1) which satisfy 
‘pia 2) = UP (1 di<n). (3.4) 
Hence @(x, 2) is he n-dimensional subspace of solutions of (3.1) which 
satisfy the boundary conditions at x = 0. 
B. The Ambient Bundle 
The bundle b(K) will be defined later as an n-dimensional subbundle of 
a certain ambient bundle d(K) which is equivalent to B x C2”. However, 
the fibers d(K) have an algebraic structure which is consistent with the 
quotient operations used to form I(K). 
In order to define S!‘(K) we will need subspaces U,, V,, 0 < x < 1, which 
interpolate U,, V, and U1, I’,. Let 0:~ [0,27c) be the angle of (a{, /I,‘)’ and 
let R(8) denote the 2 x 2 rotation matrix for rotation through an angle of 
8, where 0 > 0 is the counterclockwise direction. Define 
( > ;; 
0 
= R[x(Bf -ep)] ;; ; 
( > 
thus a;, /I; = CI!, /I! at x = j for j= 0, 1. Finally, let 
u; = (0, ...) 0, 87, 0, . ..) 0, -a;, 0, . . . . oy 
“7 = (0, ...) 0, Lx;, 0, . ..) 0, p;, 0, . . . . 0)‘. 
It follows from (1.2) that ~7 and UT are unit vectors for each i which vary 
continuously with x. Furthermore, the collection UT, UT (1 < i 6 n) is an 
independent set for each x E [0, l] and therefore spans @2n. Let U, 
(respectively I’,) denote the span of the ~7’s (respectively 0;s). From the 
above remarks, it then follows that U, and V, are continuous functions of 
XE [0, l] into the Grassmannian G,(C2”), and that Czn = U,@ V, for 
each x. 
A bundle ~4 is determined by specifying a triple (A, B, 7c), where A is the 
total space, B is the base space, and rr: A + B is the projection map. The 
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bundle d(K) has base space B c S2 as given in (2.3). For b = (x, 1) E B, let 
x(b) denote its x-component. The total space is 
so that 
n-‘(b) = (b, @2”/U,,,, X @‘“&b)). 
In order to check that d(K) is a bundle we note that the bases ~7, VT 
for U,, V, can be used to define continuous projection maps 
p(b): c2” + Ux(b) q(b) = I- p(b): Czn + VXcbj 
by expressing z E @2n in terms of the basis UT(~), VT(~) for C2” and setting 
p(b)z to be the terms involving the UT(~) ‘s. Next, consider the family of 
isomorphisms, 
given by 
h(b) : C2”/U,,,, x C”“/V,,,, -+ C2” 
h(b)(z, + Ux(b), Z2 + v,(b)) = p(b)zz + q(b)z,. (3.5) 
This map is clearly well defined. Also, since @2n = U,@ I’, for each x it 
follows that h(b) is an isomorphism for each b, and since the bases ~7, VT 
depend continuously on b, h is continuous. Hence d(K) is a bundle and 
it is equivalent to B x C2H via the bundle isomorphism 
H(b, xl = (6 h(b)x) 
Remark. We comment here that in the case where the boundary 
conditions at x= 0 and x = 1 are identical the interpolating spaces U, 
and V, are much simpler. Indeed we have then U, = U,, = U1, and 
V, = V, = V,. The ambient bundle is then just the trivial bundle B x C2” 
with C2” = U,@ VO. 
C. Definition of b(K) 
The bundle b(K) = (E, B, rc) will be defined to be a certain n-dimensional 
subbundle of d(K). This will be accomplished by specifying certain 
subbundles of the restrictions 
of A to the caps and the sides of B. We must then verify locally triviality 
where they fit together, i.e., over 6, n b, and 6, n 6,. 
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First we define E over the left cap by 
E,=b,x (0) xP/v,. 
Here and below, 0 will denote the zero element of either C2”/UxCb) or 
@‘“/t(b); which space is intended will be clear from the context. Similarly, 
over the right cap we define 
E, = b, x C’“/U, x (6). 
Together with the projection n these form n-dimensional subbundles of the 
appropriate restrictions of d(K). Over the sides, we define sections 
xi: 6, +Alb* (1 <idn) 
via the solutions qi(x, A) of (3.1) and (3.4) by setting 
XiCb) = tb3 Vitb) + Ux(b)3 t1 -x(b)) Vitb) + Vx(b)), 
where b = (x, A) E b,. The set {xi(b)} is independent for all b E b, for which 
X(b) < 1. This follows immediately from the independence of (cp,> and the 
fact that CZn = U, @ V, for all x. The set {xi(b)} may fail to be independent 
at x = 1; the dependence of {x,} at x = 1 occurs precisely when 2 is an 
eigenvalue of L, since in this case C c,cp,( 1, A) E U, for some ci #O. Our 
main hypothesis below will be that A E K is not an eigenvalue of L; in this 
case, {Xi(b)} is independent on all of b,. Finally, set 
E* = U (b, span Xi(b)). 
bEb. I<i<n 
Our candidate for b(K) = (E, B, n) is then 
E=E,uE,uE, 
In order to prove that b(K) is a bundle we recall that a bundle n : E -+ B 
is equivalent o specifying a continuous map 2 from B into the Grassmannian 
Gn(C2n), the space of n-planes in C2n. In particular, Z(b) = n-‘(b), and if 
r,,(C2n) is the canonical bundle over G,(@*“) then E is isomorphic to the 
pullback @*r,(Czn). 
PROPOSITION 3.1. Suppose that K is disjoint from the eigenvalues of L. 
Then b(K) is an n-dimensional subbundle of d(K). 
Proof Let h(b) be the map in (3.5). We will show that if rc : E + B is the 
projection map then y(b)= bon-‘(b) is a continuous map from B into 
G,(C’“). Over the caps 6, and b, the fibers n-‘(b) in E, and E, are 
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independent of b so that y(b) is a constant map. Over the portion of b, 
where 0 < x < 1, the sections Xi(b) are continuous and independent, so that 
h(b) spank(b)> varies continuously in G,(C2n) here also. 
It only remains to verify the continuity of y(b) along (0) x K and 
{ 1 } x K, where the caps are glued onto 6,. For b E b,, 
h(b) Xi(b)= (1 -x(b)) p(b) Vi(b) + q(b) V,(b)> (3.6) 
where p and q are the projection operators in (3.5). As b -+ (0, A), it follows 
from (3.4) that q,(b) q,(b) -+O and that (1 -x(b)) p(b) q,(b) tends to ~4:. 
Thus the span of h(b) Xi(b) tends to U,, in G,(C2n). Since h(b) n-‘(b) = U. 
for all b E b,, this proves the continuity of y on (0) x K. 
Finally, suppose that 6 = (1,L). Since K is disjoint from the eigenvalues 
of L it follows that 
(3.7) 
We claim that the set {q(b) (p,(b)} is independent. If this were not the case 
there would exist a nonzero linear combination cp = C ci(pi(6) such that 
q(6)(p = 0, so that p(6)(p = cp. The latter equation implies that (p(6) E U,, 
contradicting (3.7). Since I’, is n-dimensional it then follows that I’, is 
spanned by q(6) (~~(6). Thus y(b) tends to Vi in G,(C’“) as b E b, tends to 
6. Since y(b) E V, for b E b, the continuity of y is established along { 1 > x K, 
and hence y is continuous along all of B. This demonstrates that ~*r,(@*~) 
and hence, E= HP1y*m(CZn) are bundles, where H(b, x) = (b, h(b)X). 
D. The Chern Number 
Given a complex n-plane bundle d = (E, B, Z) an alternative character- 
ization of its first Chern number, cl(&) can be given in the case where 
B = S* (see Husemoller [ 1 l] and Alexander, Gardner, and Jones [ 11). We 
briefly describe this here; the interested reader can find omitted details in 
[ll] and [l]. 
The construction assumes that B is expressed as a union of hemispheres 
B-uB,, where BP n B, = S’, and that over each hemisphere there is a 
trivialization 
h,: B, xC”-U$~. 
Since hP and h, are bundle isomorphisms, the composition 
h;‘&:S’xC’!+S’xC” 
induces a linear isomorphism f,(n)~Gl,,(C) for each AES’. The map 
fE: S’ + Gl,(@) is called the gluing map, and it determines the bundle up 
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to isomorhism class. The map fE represents a class [YE] in n,(Gl,(@)). 
Since this group is the integers for every n, we can identify [fE] with an 
integer by selecting a generator for rr,(Gl,(C)). This can be achieved from 
the inclusion map 
where Gl,(C) is included in Gl,(@) as the first diagonal entry of a diagonal 
n x n matrix with all other diagonal entries equal to 1. It then follows that 
CfEl = c,(OC&l 
(see [ 1 I]). Finally, we note that det induces an isomorphism from 
rti(Gl,(C)) to rc,(Gl,(@)), since det,[g;] = [det gl] = [gi]. It then 
follows that 
Wet f&)1 = cM)Cdl (3.8) 
(see Cl]). 
E. The Stability Index 
We define the stability index of the eigenvalue problem (2.1) for the 
linearized operator L relative to the curve K to be c,(b(K)), where b(K) 
is the bundle constructed in Section 3.D. In order to characterize this 
invariant, we apply the results of the preceding section. To this end, we 
express B as the union B_ v B, , where B_ =boub, and B, =6,; BP 
and B, are topologically disks whose intersection is { 1 } x K, which is 
topologically S ‘. 
Next we need to construct trivializations h- and h, for the restriction 
of E to each hemisphere. For h + , take (b, y ) E B + x C”, and define 
h+(b,y)= by E YiUf + U,,O 
i= 1 > 
Since U, @ V, = CZn, h + is clearly an isomorphism. In order to define h _, 
note that the solutions ‘pi(x, A) satisfying (3.4) extend to continuous 
functions Qi(b) on BP = b, u b, . Namely, let 
ai = Vi(b) 
for bEb, 
UP for bEb,,. 
The trivialization h _ : B- x C” + E( B_ is then 
h-(6, Y)= b, i Yi@i(b)+ Ux(b), (1 -x(b)) i Yi@i(b) +vx<b, . 
i=l i= 1 > 
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Now that we have trivializations for the restriction of E to each 
hemisphere, we can compute h ; ’ 0 h_ onB_nB+={l}xK.Tothisend, 
we note that the two sets 
are each independent sets of n vectors in C*“/U, x {O}, so that they both 
form bases for this space. Therefore, there exists a matrix fE(;l) = 
(f,,,(A)) E Gl,(C) such that 
(cP,tl, n)+ ul, O)= i fj,j(l)u! + u,, 0 
> 
(3.9) 
i= 1 
for 1 <j d n. It then follows for b E BP n B, that 
h,‘k(b, y)=f&h (3.10) 
so that fE is the gluing map for d(K). The first Chern number, c,(b(K)), 
is therefore given by (3.8). 
F. Analyticity of the Gluing Map 
Suppose that g(A) is analytic in 1 and that g: K + C\{O}. Then g 
represents a class [g] in rci(@\{O)). Th e analyticity of g provides a simple 
characterization of [g] in terms of the winding number W(g(K)) of the 
curve g(K) relative to the origin. This number is an integer which coincides 
with the number of roots of g(A) inside K counting multiplicity; it can be 
explicitly characterized as a line integral, 
These facts are an immediate consequence of the residue theorem. It then 
follows that 
Cgl= WdKMdl. (3.11) 
PROPOSITION 3.2. The solutions cpi(x, ,I) of (3.1) and also the gluing map 
fE(n) depend analytically on 1. 
Proof: Let 
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We will show that rjj(x, 2) 3 0 for all x, A. Since cp,(O, 2) = uj’ for all ;1, 
tij(O, A)=0 for all il. Th e i d’ff erential equations for tj5j(x, 1) are 
Since A(x, 2) depends analytically on il, aA/aa vanishes identically. Hence 
*j satisfies 
$I=A(x, n)ll/j qji"9 n)=o 
so that tjj(x, 1) = 0, proving that qj(x, 1) is analytic. 
The analyticity of f,(n) follows from that of rp,(l, 2). In particular, 
differentiate (3.9) with respect to X to obtain 
It follows for each j that 
n ah, j
j;, -jg- m; E u,. 
Since V, n U, = (0) we have that af,, j/aX vanishes identically for all i, j. 
Let g(1) = det &(A). From Proposition 3.2, g(A) is analytic on K. 
Combining (3.8) and (3.1 l), we obtain the desired characterization of the 
stability index, namely 
cMK)) = WdetfAW. (3.12) 
4. THE EVANS FUNCTION 
In this section we define the Evans function D(n) and prove its main 
property with respect to the eigenvalue problem for L. The proof of the 
main theorem (see 4.C) follows from this property together with (3.12). 
A. Definition of D(A) 
In order to define D(1) we introduce a set of solutions cpi(x, A), n + 1 d 
id 2n, which satisfy the boundary conditions at x = 1. To this end, let 
cpi(x, 2) be he solution of (3.1) which satisfies 
%+;(L 4=u; (1 <i<n). (4.1) 
Let ul(x, 2) be the space spanned by cpi(x, A), n + 1 d i < 2n. If ;1 is not an 
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eigenvalue of L, then the set { .qi: 1~ i 6 2n > is a fundamental set. On the 
other hand, if 1 is an eigenvalue of L, @(x, A) and Y(x, 1) intersect 
nontrivially, so that the latter set fails to be a fundamental set for such 1. 
This suggests introducing the function 
the determinant of the matrix whose ith column is cpi(x, 2). It follows from 
Abel’s formula that 
d’ = [tr ,4(x, A)] d 
so that 
d(x, 2) = D(a) exp IX tr A(s, 1) ds , 
0 > 
for some constant D(1). From the form of A(x, A) in (2.2) we see that the 
trace of A(x, 1) is independent of 1, so that 
tr A(s, A) ds 
> 
depends only on x. 
DEFINITION. The Evans function D(L) is 
D(n) = P(X) IVl(XY 21, . ..Y (P2J.T J)l, 
where the solutions cp,(x, A) of (3.1) satisfy (3.4) for 1 <n and (4.1) for 
ian. 
We record the following facts about D(1). 
PROPOSITION 4.1. (i) D(n) is independent of x. 
(ii) D(2) depends analytically on 2. 
(iii) The eigenvalues of L coincide with the roots of D(n). 
Properties (i) and (iii) follow immediately from the definition of D(n); 
property (ii) follows from Proposition 3.2. In the next section we prove a 
stronger version of property (iii). 
B. Algebraic Multiplicity 
We shall now prove the main property of D(2). 
505/91/2-2 
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PROPOSITION 4.2. Suppose that A = 1, is an eigenvalue of L of algebraic 
multiplicity N; then 
(i) $$(A,)=0 for O<j<N-1; 
(ii) s (&) # 0. 
Proof The first step isto replace the cpi(x, A) with solutions @s~(x, A) of 
(3.1) which satisfy 
@ito, L, = vi(A), i< n, 
4it13 A)=w2n-i+l(n)3 i>n+l, 
(4.2) 
where {vi(A)} (respectively (wi(A))) depend analytically on ;1 and which 
for A near A,, form a basis for U, (respectively U,). We may then write 
vi(A)= i ai.(A)uj” (1 <i<n) 
j= 1 
” 
wi(l)= 1 af(A)uj (1 <i<n) 
j=l 
for invertible matrices a”(A) = (a:(A)) which depend analytically on A.. Let 
m) = P(X) I@l(X, A), ***, &AX, A)l ; 
it follows that 
b(l) = det a”(A) det a’(A) D(1). 
Since the coefficient of D(A) is nonzero and analytic for A near A,, the order 
of the root i = 1, is the same for D(A) as for &A). In the following, we 
shall drop the tildes on the cpi’s and on D, and suppose that the cpi(x, A)% 
are chosen according to (4.2). 
The next step is to choose particular bases in (4.2) so that the derivatives 
djcp/d;lj are (generalized) eigenfunctions of L for appropriate i, j. (More 
accurately, the first n components are the eigenfunctions of L; with a slight 
abuse of terminology, we shall suppress this distinction.) To this end we 
assume that A= A0 has geometric multiplicity I< N. Let q:(x), . . . . q:(x) 
denote the eigenfunctions of L at A =A,. Each q:(x) generates a 
generalized eigenspace Ei of dimension k,, where N= k, + . . . + k,. Let 
e, j(x), 1 < j < ki, denote the generalized eigenfunctions of L spanning Ei. 
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In particular, q:(x) = e,,i(x), so that 
while, for j > 1, 
(4.3 )j 
here, AA = aA/iU. It is easily seen that (4.3) are the correct equations for 
the generalized eigenfunctions of L since if P~,~(x) denotes the first n 
components of ei,j(x), then (4.3) is equivalent to the equations which 
generate the generalized eigenfunctions 
LPi, 1 = Al Pi. 1 LPi,j=AOPi,j+ Pi, j-l (j> 1). 
We now define appropriate bases in (4.2). First, set 
ui, j- 1 =ei, j(O) for i<l and l<j<ki 
wi,,- 1 =ei,j(l) for id1 and 1 <j<ki. 
(4.4) 
Since the e, j(x) are generalized eigenfunctions, vi, j E UO and wi, j E Ui for 
all i, j. Next, select uj,O and wj,O for 1+ 1 < j < n so that { uj,O : 1 6 j < n} and 
{ wj,O : 1 < j < n} are respectively bases for U, and Ui . Finally set 
vi(l)= j=o 
i 
k, - I 
(A - A,)j 
C ‘i.J j! 
for i<l 
ui,O for I+lQiQn, 
for i<l 
for l+ 1 <i<n, 
(4.5) 
and, dropping the tildes, let cpi(x, A) denote the solutions of (3.1) satisfying 
(4.2). 
LEMMA 4.3. With notation as above, 
0) ~(X.~o)=ei.j+~(X) for {:5:",.,-,. 
(ii) d”zTi+l (x, Ao)=ei,j+,(x) $9: iii:i,ml 
\., . 
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ProojY The proof is by induction for j. For j=O and i&l, cpi(x, A.,,), 
(P*~-~+ 1(x, lo), and ei,,(x) all satisfy the same equation, (3.1). Furthermore, 
cpi(O, A,) =e,,(O) and qPZnPi+ ,(l, A,) =ei,r(l) for ib Z, which establishes (i) 
and (ii) for j = 0. 
Next, suppose that (i) is valid for some j 2 0. Differentiate the equation 
satisfied by ‘pi (j+ 1) times with respect o A. Using the induction step for (i) 
then yields the equation 
d’+‘cpl-A (jj+ Iv! , 
d/z’+ 1 &j+ 1 + (j + 1) AAei,j+ I(X). 
The equation for e, j+ 2 is also 
ei,j+z=Ae,,j+z+ (j+ l)A~ei,j+,(x). 
Furthermore, at A =A,, and x=0 we have from (4.4) and (4.5) that 
d’t’cpl= d’+ +I&) 
&j+ 1 &j+ 1 = ui, j+ 1 = ei, j+ 2(O). 
Thus ej, j+z and dj+ ‘p,/dAj+ ’ satisfy the same equation and the same 
initial condition at 2 = &,, x = 0 and they therefore coincide for all X. The 
proof of (ii) is similar. 
We can now prove (i) of the proposition. We first introduce some notation. 
Let CI = (a,, . . . . MZn) Eh2,“, and let (pg’ = daicpijd;lug. For j < N, we then have 
that 
g = 1 P(X) IVW, A), ..., cp;:b-, A)l. 
lal =i 
Since D is independent of x, we may evaluate this expression at x = 0, 
yielding 
From (4.5) we have that for all i< I 
@(O, A,) = 1 O 
if a,>ki 
Oi, I, if ai<k,, 
while for I+ 1 d idn, 
qq(O, 1,) = 
{ 
O if cli>O 
vi.0 if cli= 0. 
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By (4.4), the n vectors cpy(O, A,), 1 <i< n, all lie in U0 for all a,>O. In 
order to show that the term in (4.6) corresponding to a particular a is zero, 
it suffices to produce at least one index I> n + 1 for which cp”;‘(O, A,) also 
lies in U,. 
To this end, we show that there exists an index i > 2n - Z+ 1 such that 
ai<kzn-i+ 1’ If this were not the case, we would have that cri> k,,- i+ 1 for 
each i, 2n-1+ 1 <i<2n, so that 
j= Ial 2 IF aia : k2npi+l= f: ki=N. 
i=2n-ItI i=2n-it1 i= 1 
This contradicts our choice of j < N. 
Suppose now that CC, < k, for some 12 2n - I + 1. By (ii) of Lemma 4.3 
we have that 
cp:‘k &) = e2n--I+ l,a,+ l(X). 
Thus cpy(x, A) is a generalized eigenfunction and therefore cpy(O, A,) lies in 
U,, completing the proof of (i). 
We finally prove (ii) of Proposition 4.2. It follows from the proof of (i) 
that if IX is any multiindex for which Ial = N and ai < ki for some i, 2n - I+ 
1 <i<2n, then 
It therefore follows that this term in the expression (4.5) for dND/d;lN 
vanishes at I = A,. The only remaining term which violates this condition 
is the multiindex a for which a 2n l+I=ki for l<i<l, and a,=0 for ~. 
i<2n-I, so that 
g (43) = IV,@? 44, *.*t v2n-,(O, u &-l+,(o? &)T ...T cpN4 M. (4.7) 
We now derive a relationship between cp: and &-if, at A = &. To this 
end, let 
The equation satisfied by di is then 
By Lemma 4.3 it follows that the inhomogeneous term vanishes identically, 
so that Ai is a solution of the homogeneous equation (3.1). Now the 
cpi(x, &)‘s fail to form a fundamental set for (3.1) at 1, since cpi(x, A,,) = 
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qzn- i+ ,(x, A,) for 1 6 i < 1. In order to form a fundamental set, we must 
append I additional solutions of (3.1) at A,, say q:(x), . . . . q,?(x), so that 
0 + lcplk &I> ...Y (PZn-I(4 &I)> rp:(x), ...a cp?(x)l. (4.8) 
(Note that cp,*(j)$ U, both at j= 0 and at j= 1. This is because the first n 
(resp. last n) of the (pi’s span the space of solutions which satisfy the 
boundary condition at x = 0 (resp. at x = l).) We can therefore obtain for 
1 < id 1 the relation 
2n - I 
‘PtLi+ ltxY nO)=~:‘(xY 43) + C ci, jVl(“2 43) + f: dTjVi*(x) t4s9) 
j=l j=l 
for suitable coefficients ci, j and d:j. 
Let d* denote the Ix I matrix (dTj). We next prove that d* is 
nonsingular. If this were not the case, there would exist a left null vector 
Y = (Yl 3 . . . . y,) # 0 of d*. It would then follow from (4.9) that at A= A,, 
Consider the function G(x) defined by 
44x)= i Yi4cLi+r 
2n-I I 
1 C Yici,jqOj 
i= I j=n+l i=l 
E j$, Yi(p;k’+ f: f Yic,jcpi (4.10) 
i-1 j=l 
at 1= A,,. From (4.5) we see that the first expression for e(x) lies in U, at 
x = 1, while the second expression for $(x) lies in V, at x = 0. Hence 1(I(x) 
lies in the generalized eigenspace E associated with 1,. Therefore, there 
exist coefficients pi, j such that Ii/(x) = xi, jpi, jeL j(x) where the sum is over 
all i < I and j< kj. Using the second expression in (4.10) for +(x) we obtain 
$‘=A(x, &)$+A, i yicpr’-‘(x, A). 
i=l 
On the other hand, using Eqs. (4.3) and the latter expression for II/ we 
obtain 
+‘=A(x9&)$+AJ, f: *‘f’Pi.j+*Pi,j(X) * 
( i-1 j-0 > 
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By Ltmma 4.3, (p?-‘(x, 1,) = ei,Jx); combining the last two equations 
yields 
AA i y$i,k,(X) = A2 
( 
i "f' Pi, j+ lei, jtxl). (4.11) 
i= 1 izl j=l 
Now Al is the block matrix 
and each e,, j(x) is a vector of the form (z), where q = p’. Thus, if 
then (4.11) implies that p, - p2 for all x, whence q1 - q2 as well. Hence 
(4.10) implies that 
f: yieik,(x) = i 'il Pi, j+ lei, j(X), 
contradicting the independence of the ei,j’s. Thus d* is nonsingular. 
We can now complete the proof. Substitute the expression (4.9) for 
~p:~-~+r(x, A,) evaluated at x=0 into the determinant in (4.7) to obtain 
where the a,‘s are typical terms in the expression on the right hand 
side of (4.9) for ~p$;-~+ ,(O, A,). Clearly any determinant for which 
a, = ci,,cpj(O, A,), for some j < 2n - 1, will be zero since ‘p/ appears in some 
previous column. Likewise, by (4.5) we see that any determinant for which 
some a, = cpfZ(O, A ) will also vanish, since ai = 0 in this case. We therefore 
obtain 
=detd*Icp,, . . . . (P~~-~, cp?, . . . .cp?l. 
In view of (4.8) and the nonsingularity of d*, the Nth derivative of D is 
nonzero. 
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C. Completion of the Proof 
Let D(1) now denote the original Evans function wherein the (pi’s satisfy 
either (3.4) or (4.1). Proposition 4.2 implies that the number N of eigenvalues 
of L inside K (counting multiplicity) equals the number of zeros of the 
Evans function II(A) (counting order). Since II(A) is analytic, N is the 
winding number W(D(K)) of the curve D(K) relative to the origin. We 
have previously characterized c,(&(K)) as W(det f,(A)) (see (3.12)). Hence 
the proof will be complete if it can be shown that det fE(A) = CD(A) for 
some constant c # 0. This can be seen by evaluating D(1) at x = 1 to obtain 
W)=dl) I’pl(L A), ..., cp,(l, II),& .‘., 4 
The defining conditions for fE(;l) in (3.9) imply that 
(4.12) 
i=l 
for some yj(A)e U,. Noting that the uf’s span U,, substitution of this 
expression for ~~(1, A) into (4.12) yields 
D(A)=p(l)detf,(l)‘Iv: ,..., uL,u: ,..., uf,I=cdetf,(A) 
with 
c=p(l) Iv;, . ..) vfi, u:, . ..) U;I.#o. Q.E.D. 
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