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Jingwei Wu
SINGLE-INDEX REGRESSION MODELS
Useful medical indices pose important roles in predicting medical outcomes. Medical indices,
such as the well-known Body Mass Index (BMI), Charleson Comorbidity Index, etc., have
been used extensively in research and clinical practice, for the quantification of risks in
individual patients. However, the development of these indices is challenged; and primarily
based on heuristic arguments. Statistically, most medical indices can be expressed as a
function of a linear combination of individual variables and fitted by single-index model.
Single-index model represents a way to retain latent nonlinear features of the data without
the usual complications that come with increased dimensionality. In my dissertation, I
propose a single-index model approach to analytically derive indices from observed data;
the resulted index inherently correlates with specific health outcomes of interest. The first
part of this dissertation discusses the derivation of an index function for the prediction of
one outcome using longitudinal data. A cubic-spline estimation scheme for partially linear
single-index mixed effect model is proposed to incorporate the within-subject correlations
among outcome measures contributed by the same subject. A recursive algorithm based
on the optimization of penalized least square estimation equation is derived and is shown
to work well in both simulated data and derivation of a new body mass measure for the
assessment of hypertension risk in children. The second part of this dissertation extends the
single-index model to a multivariate setting. Specifically, a multivariate version of single-
index model for longitudinal data is presented. An important feature of the proposed model
is the accommodation of both correlations among multivariate outcomes and among the
repeated measurements from the same subject via random effects that link the outcomes
vi
in a unified modeling structure. A new body mass index measure that simultaneously
predicts systolic and diastolic blood pressure in children is illustrated. The final part of this
dissertation shows existence, root-n strong consistency and asymptotic normality of the
estimators in multivariate single-index model under suitable conditions. These asymptotic
results are assessed in finite sample simulation and permit joint inference for all parameters.
Wanzhu Tu, Ph.D., Chair
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Chapter 1
Introduction
1.1 Motivations and Objectives
Index measures are commonly used in medical research and clinical practice, mainly for the
purpose of quantifying risks associated with certain disease outcomes. For example, body
mass index (BMI) measures level of adiposity in individual patients; numerous studies have
correlated BMI with adverse health outcomes. In practice, however, the construction of
these indices almost always relies on heuristic arguments instead of analytical derivation.
The general acceptance of the constructed index measure is contingent on the results of
subsequent validation studies. In my dissertation, I propose an alternative approach of
analytically deriving indices from observed data and directly linking the indices with the
outcomes of interest. In doing so, the resulting indices possess analytically derived functional
forms and can be correlated with disease outcomes.
From a statistical perspective, most of the indices that we use in medical research can
be expressed as a function of a linear combination of individual variables η(αTX), often
referred to as the single-index model. Under such a general formulation, for a given set of
individual variables X, one needs to determine the form of the index function η, as well as
the coefficients for the individual variables, to determine the value of an index. Therefore,
to derive an index measure associated with a particular health outcome Y , one only needs
to find an appropriate function η and coefficient value α such that E(Y |X) = η(αTX).
Single-index models first emerge as a tool for dimension reduction (i.e. through an
index function, a p-dimensional vector is reduced to a scaler while preserving the potentially
nonlinear effect of the risk index.). By reducing a multidimensional independent variable
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vector X into a scaler index η(αTX), one hopes to retain much of the modeling flexibility
through the nonlinear function η(·). In comparison with other nonlinear models, single-
index models are easier to fit, and results are easier to interpret, especially if the index
function η(·) is a monotone function.
One notable limitation of the existing single index models is the lack of accommodation
of repeatedly measured data and multivariate data. Undoubtedly, inclusion of repeatedly
measured observations or correlated multivariate data could substantially increase the com-
putational challenge. It is perhaps because of these difficulties that single-index models
have not been widely extended to longitudinal and multivariate settings. My dissertation
focuses on these less developed areas. Specifically, the research objective of this disserta-
tion is to propose a statistical approach based on three interrelated scientific topics: (1)
development of medical indices that best quantify patient risks with longitudinal data; (2)
derivation of indices that work for multiple outcomes; and (3) establishing a theoretical
foundation for multivariate single-index models. These research questions, in addition to
this dissertation’s methodological novelty, have a broad range of practical impact in medical
research and clinical practice.
1.2 Dissertation Compendium
To elucidate each objective, I have divided the dissertation into three parts. In the first
part, I propose a partially linear single-index model for longitudinal data and develope a
computationally efficient and stable estimation approach using P-spline. In other words,
the smooth function η(·) is modeled by a penalized cubic spline which allows for a more
flexible choice of knots and penalty as compared to other methods of smoothing splines.
P-splines can be fit directly by the penalized nonlinear least squares method for which a
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more snaggletoothed computational algorithm can be implemented in most of the existing
statistical software.
In the second part of this dissertation, I extend the method to multivariate data settings
and develop related procedures. Model specification is similar to the univariate case; how-
ever, more complicated and dynamic structures for the random subject effect vector and
the random error vector are introduced and discussed. The random subject effect vector
induces not only correlations among multiple outcomes, but also random processes among
the repeated measurements from the same subject. The random error vector, at the same
time, captures the underlying serial correlations within and between multiple stochastic
processes. In contrast to the kernel smoothing approach, I propose to estimate the non-
parametric index functions using P-spline basis functions which allow us to make inference
on all model components within a mixed model representation. In this research, the cubic
spline estimator of the index function and the coefficients of the regression models are ob-
tained by minimizing a penalized weighted least-square estimation function. The random
effect and random error are calculated using their conditional means given data.
In practice, all aforementioned analytical methods are used for the derivation of an
adiposity index based on recorded height and weight data for prediction of blood pressure
in children and adolescents. Various simulation results are presented.
In the last part of this dissertation, I examine the asymptotic properties of the parameter
estimators in the multivariate model under a cross-sectional study design. I mainly focus
on development of asymptotic properties of estimators based on the P-splines. Asymptotic
properties, including the existence, strong consistency, and asymptotic normality of the
estimators are derived under suitable conditions.
The dissertation is structured as follows: in Chapter 2, I present a partially linear
single-index mixed effect model in a longitudinal data setting and explore an alternative
3
body mass measure for prediction of blood pressure in children. Chapter 3 extends a single-
index model to situations of multiple outcomes and examines different forms of height and
weight functions for predicting systolic and diastolic blood pressure in children. In Chapter
4, I present the asymptotic properties of estimators in the proposed multivariate model to
aid parameter inference. The dissertation ends with a few concluding remarks in Chapter
5.
4
Chapter 2
A Single-Index Model for Longitudinal Data
In this chapter, I discuss the derivation of practically useful indices using longitudinal data.
The derivation is based on a partially linear single-index model. To illustrate the process,
I present a common index measure, one for measuring body mass index. I also present a
recursive algorithm for the fitting of this mode.
2.1 Introduction
2.1.1 Background
Adiposity has long been recognized as a risk factor for hypertension (Masuo et al., 2000;
Steinberger et al., 2009). Although the physiological mechanisms that modulate the effects
of adiposity on blood pressure (BP) have not been fully elucidated, empirical data on
obesity-hypertension are remarkably consistent across human populations (Davy and Hall,
2004). In most clinical studies, levels of adiposity are quantified by a simple index measure,
the body-mass index (BMI), although the adiposity-BP association has also been examined
for other adiposity measures including skinfold, waist circumference, neck circumference,
and dual-energy X-ray (DEXA) (Cornier et al., 2011; Genton et al., 2002; Scherf et al.,
1986; Sebo et al., 2008). Despite the heuristic origin of BMI, the current criteria for obesity
diagnoses in pediatric populations are based on age and sex adjusted BMI percentile values
(Mei et al., 2002; WHO, 2000).
From a measurement perspective, the greatest appeal of BMI is its simplicity. Based on
two easily measurable quantities (height and weight), BMI can be calculated accurately in a
wide variety of clinical and nonclinical settings. In research, BMI has been widely adopted
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and its use has gained acceptance by the scientific community as a measure of human
fatness (Gallagher et al., 1996; NHLBI, 1998). Since excess weight at a given height usually
indicates disproportionate adipose tissue mass in the body, the current BMI formulation
(weight/height2) is a reasonable proxy for the amount of body fat. Indeed, high BMI
values have been linked to various adverse health outcomes including increased risk for
cardiovascular disease, chronic kidney disease, and metabolic syndromes such as type II
diabetes (Cassano et al., 1990; Hadaegh et al., 2011; MacMahon et al., 1987; Stamler,
1991). Numerous studies reported strong and positive associations between BMI and BP
(Dyer et al., 1999; Huang et al., 1998). Similar relationships were reported in children
(Baker et al., 1999; Falkner et al., 2006). Interestingly, research also has shown that, in
children, BP increases with height as well as with weight (Krauss et al., 1998; Shankar
et al., 2005; Tu et al., 2009; Williams, 2008), thus raising a question about the wisdom of
including height as a reciprocal component in the BMI formulation.
In this chapter, I try to determine the form of a height and weight function that is optimal
for predicting BP in children. For this purpose, I develop a new statistical tool that belongs
to a general class of models called single-index models. Using this new tool, I combine
height and weight information into a one-dimensional index and link this index to BP. The
main methodological contributions of this work include the extension of traditional single-
index models to a longitudinal data setting and the development of related model fitting
algorithms based on the penalized likelihood method. Although the method is developed in
the context of body mass measurement and its relationship to blood pressure, the approach
can be easily modified for applications in other clinical investigations.
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2.1.2 Single-Index Models
The single-index model, in its original form, is an effort to retain latent nonlinear features
of the data without complications of high dimensionality (Bellman, 1961). The generic
formulation of a simple single-index model is as follows: E(Y|X) = η(αTX), where Y is an
outcome variable, X are covariates of p dimension, Rp, andα is an unknown index parameter
vector in Rp. To ensure the identifiability of the model, one often assumes that the first
element of α is positive and ‖α‖ = 1. It is also assumed that η(·) is an estimable univariate
index function. By reducing multidimensional independent variable vector X into a single-
dimensional “index” η(αTX), one hopes to retain much of the modeling flexibility through
the nonlinear function η(·). In data analysis, the use of single-index models is almost always
motivated by practical considerations. The ultimate motivations that underly the single-
index parameter αTX include the following: reducing the dimensionality of independent
variable space in initial data exploration, easy interpretation of parameters under monotone
link functions η(·), and computational convenience in estimating α in a lower dimensional
space for multivariable regression analysis (Carroll et al., 1997; Li, 1991).
Extending beyond a simple single-index model, the partially linear single-index model is
a regression model consisting of a single-index component and a linear additive component
(i.e. E(Y|X,W) = η(αTX) +βTW, where X ∈ Rp and W ∈ Rq are covariates of interest,
and both α and β are unknown model parameter vectors.). Adding parametric additive
terms βTW to accommodate covariates not included in the nonlinear index function is
important for practical purposes because, despite the recent advances in nonlinear regres-
sion methodology, testing of linear effects remains one of the mainstay inference practices
in regression analysis. In my data application, the partially linear single-index modeling
structure provides an ideal structure for developing body mass indice: incorporating the
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height and weight influences in the single-index component while leaving other relevant
factors to the additive terms.
In practice, fitting single-index models remains a challenge as there are no generally
usable computational procedures available in common statistical software. However, a few
general model fitting approaches have been discussed in literature, including semiparametric
weighted least square methods (Ha¨rdle et al., 1993; Ichimura, 1993), the average derivatives
estimation (Ha¨rdle and Stoker, 1989; Stoker, 1986), the minimum average variance estima-
tion method (Xia and Hardle, 2006; Xia et al., 2002), the P-spline estimation method (Yu
and Ruppert, 2002), and, more recently, a two-stage model fitting method (Wang et al.,
2010; Wang and Yang, 2009). In this chapter, I extend the penalized spline estimation for
the partially single-index model, as proposed by Yu et al. (2002), to a longitudinal setting.
In particular, random effects are used to accommodate the appropriate variance-covariance
structures in the responses; operationally, P-splines can be viewed as a mixed model so that
both the smoothing parameter and index-component parameters are directly estimated by
the restricted maximum likelihood method (Brumback et al., 1999).
The remainder of this chapter is organized as follows: section 2.2 presents a modeling
structure that extends the partially linear single-index model to a longitudinal setting and
discusses a generally usable computational algorithm. In Section 2.3, I assess the operating
characteristics of the proposed method through a simulation study. Development of the new
body mass index is presented in Section 2.4. I conclude this chapter with a few remarks in
Section 2.5.
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2.2 Model Formulation and Parameter Estimation
2.2.1 A Partially Linear Single-Index Model for Longitudinal Data
To begin, I present a generic partially linear single-index mixed effect model with a few added
features. I consider a longitudinal data situation in which there are n subjects, and the ith
subject contributes ni observations. Write N =
∑n
i=1 ni. Let yij be the outcome from the i
th
subject measured at time j, where i = 1, . . . , n and j = 1, . . . , ni. Let xij = (xij1, . . . , xijd)
T
be a d-dimension covariate vector measured from the ith subject at time j. Furthermore, two
fixed effects are included in the proposed model, where I define wfi = (w
f
i1, . . . , w
f
iq1
)T as the
q1-dimension vector of fixed baseline covariates (i.e. gender and other patient characteristics,
treatment effect, etc.) for the ith subject and wvij = (w
v
ij1, . . . , w
v
ijq2
)T as the time-varying
(i.e. visit-specific) covariates with dimension q2. The time-varying covariates can contain
the autoregressive components and can be used to capture the longitudinal contributions
to the previously measured outcomes. Therefore, a single individual-specific random effect
induces a correlation structure among repeated measures; the error vector ǫi is assumed to
be conditionally independent in the subject-specific mean of Yi. With this notation, the
partially linear single-index mixed effect model can be written as follows:
Yi = η(Xiα) +W
f
i βf +W
v
i βv + Zibi + ǫi, i = 1, ..., n. (2.1)
In this formulation, Yi = (yi1, . . . , yini)
T ∈ Rni is the response vector for the ith subject,
Xi = (x
T
i1, . . . ,x
T
ini
)T ∈ Rni×d is a vector of index elements, and Wfi = (wfi , . . . ,wfi )T ∈
Rni×q1 andWvi = (w
v
i1, . . . ,w
v
ini
)T ∈ Rni×q2 are subject-specific and time-varying covariate
vectors, respectively. Function η(·) is an unknown univariate index function. Furthermore,
bi ∈ Rr is a vector of random effects, Zi ∈ Rni×r, r ≤ q1 + q2 is a known design matrix
linking the vector of random effects bi to Yi, and ǫi is a vector of errors, independent of
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bi. Herein, ǫi is assumed to follow a multivariate normal distribution N(0, σ
2
eIni) although
the variance-covariance matrix can be extended to a more general form if needed. Write
the linear parameters as βf ∈ Rq1 ,βv ∈ Rq2 and the unknown single index parameters as
α ∈ Rd (with constraint ‖α‖2 = 1 for identifiability).
Next, I propose to model the smooth function η(·) by a penalized spline (cubic-spline)
which allows for a more flexible choice of knots and penalty as compared to other methods
of smoothing splines (Ruppert and Carroll, 2000; Ruppert et al., 2002). P-splines can be fit
directly by penalized nonlinear least squares for which a more snaggletoothed computational
algorithm can be implemented in most of the existing statistical software.
2.2.2 A Model Fitting Procedure
To fit the partially linear single-index mixed effect model, I examine the random intercept
model in the current application setting. Write the partially single-index mixed effect model
with random subject effect as
Yi = η(Xiα) +W
f
i βf +W
v
i βv +Ui + ǫi, (2.2)
where Ui is the random subject effect. As proposed by Carroll et al. (1997), the unknown
univariate function η(·) can be estimated by using a cubic-spline.
Let
η(u) = γ0 + γ1u+ γ2u
2 + γ3u
3 +
K∑
k=1
γ3+k(u− κk)3+, (2.3)
where {κk}Kk=1 are the spline knots and (u− κk)3+ are truncated cubic functions.
Write the spline coefficient vector as γ = (γ0, γ1, . . . , γ3+K)
T and the spline basis as
B(u) =
(
1, u, u2, u3, (u− κ1)3+, . . . , (u− κK)3+
)
. (2.4)
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Then, one has η(u) = B(u)γ. For notational convenience, write the fixed and time
varying covariates as an ni × q matrix of covariates, Wi = (Wfi ,Wvi ), where q = q1 + q2
column vectors correspond to q1 time-invariant covariates and q2 time-varying covariates.
With the notation, the proposed model can be written as
Yi = B(ui)γ +Wiβ +Ui + ǫi, (2.5)
where θ = (αT ,βT ,γT )T are model parameters to be estimated.
Let
X =

1 u11 u
2
11 u
3
11 w111 . . . w11q
...
...
...
...
... . . .
...
1 u1n1 u
2
1n1 u
3
1n1 w1n11 . . . w1n1q
...
...
...
...
...
. . .
...
1 un1 u
2
n1 u
3
n1 wn11 . . . wn1q
...
...
...
...
... . . .
...
1 unnn u
2
nnn u
3
nnn wnnn1 . . . wnnnq

, (2.6)
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Z =

1 . . . 0 (u11 − κ1)3+ . . . (u11 − κK)3+
...
. . .
...
...
. . .
...
1 . . . 0 (u1n1 − κ1)3+ . . . (u1n1 − κK)3+
...
...
...
...
. . .
...
0 . . . 1 (un1 − κ1)3+ . . . (un1 − κK)3+
...
. . .
...
...
. . .
...
0 . . . 1 (unnn − κ1)3+ . . . (unnn − κK)3+

, (2.7)
and
β∗ =

γ0
...
γ3
β1
...
βq

u∗ =

U1
...
Un
γ4
...
γ3+K

. (2.8)
The spline mixed effect model can then be represented in the usual mixed effects model,
Y = Xβ∗ + Zu∗ + ǫ, Cov
u
∗
ǫ
 =

σ2UI 0 0
0 σ2uI 0
0 0 σ2ǫ I

. (2.9)
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The best linear unbiased prediction (BLUP) of (β∗,u∗) is given by
β˜
∗
u˜∗
 = (CTC+Λ)−1CTY, (2.10)
where C ≡ [X,Z] and
Λ =
0 0
0 σ2ǫCov(u
∗)−1
 . (2.11)
The smoothing parameter λu = σǫ/σu is usually selected via the restricted maximum
likelihood (REML) estimation of the variance components σ2u and σ
2
ǫ (Ruppert et al., 2002).
2.2.3 Penalized Least Square Estimation
Define the fitted individual mean function
Yˆi = B(uˆi)γˆ +Wiβˆ +Ui. (2.12)
The objective function for the penalized least square estimation is given by
Rλu(θ) = (
n∑
i=1
ni)
−1‖Y − Yˆ‖2 + λ6uγˆTDγˆ, (2.13)
where D is an appropriate positive semidefinite symmetric matrix and λu ≥ 0 is a penalty
parameter. In this research, D is chosen to have a form in which its last K diagonal elements
equal 1 and the rest equal 0. This means that only the sum of squares of the cubic-spline
basis functions is penalized.
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2.2.4 An Algorithm for Parameter Estimation
To implement, the following algorithm is proposed:
Step 1: Start with initial values αˆ(0). For example, ordinary least squares (OLS) esti-
mates for the linear mixed effect model Y = Xα +Wβ +U + ǫ can be used. Normalize
αˆ(0) such that ‖αˆ(0)‖ = 1, and restrict the first element to be positive.
Step 2: Calculate the preliminary estimates of the index values {ui = (Xiαˆ(0)) : i =
1, . . . , n}. Then obtain the BLUP estimates of θˆ(0) = (αˆ(0)T , βˆ(0)T , γˆ(0)T )T .
Step 3: Obtain θˆ = (αˆT , βˆ
T
, γˆT )T iteratively by fixing the estimate of λ
(iter)
u and by
simultaneously minimizing the residual sum of square with respect to all components of θ
under the constraints ‖α‖ = 1 and α1 > 0. The iteration stops when ‖θm+1−θm‖ converges
to zero. The knots used for the basis functions depend on α since they are sample quantiles
on {Xiα : i = 1, . . . , n}.
The fitted value Y is then given by
Yˆ = Xβˆ
∗
+ Zuˆ∗. (2.14)
Thus the penalized least squares estimate of θ minimizes Rλu(θ).
In order to add penalty term to the least square function, Yu et al. (2002) proposed to
augment data as Y
0
 and
 Yˆ
λ3uD
1/2γˆ
 (2.15)
because wwwww
Y
0
−
 Yˆ
λ3uD
1/2γˆ

wwwww
2
= Rλu(θ). (2.16)
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Step 2 is achieved by using standard R function lme(), and step 3 is achieved by us-
ing function optim() to minimize Rλu . This strategy is effective because λu controls the
smoothness of ηˆ but it has relatively little effect on αˆ.
2.3 Simulation Study
I evaluate the performance of the proposed algorithm through a simulation study. In the
simulation, the estimated parameters are compared with their true values, and the corre-
sponding standard errors are reported. The variation of the estimation curve is captured by
a confidence band for the mean. Each of the simulated data sets contains n = 100 subjects
with mi = 10 observations per subject over time. Data are generated from the following
model:
yij = exp (α1x1ij + α2x2ij) + βzi +Ui + ǫij ,
where x1ij and x2ij are bivariate covariates with independent uniform (0, 1) compoments,
zi = 1 with probability of 0.3, and zi = 0 with probability of 0.7. The random effect Ui
follows independent N(0, σ2U), and the error term ǫij follows independent N(0, , σ
2
e ). Here, I
take σ2U = 0.04 and σ
2
e = 0.02.
To examine the performance of the proposed model fitting procedure, different values
are chosen for parameters α, β. Mean values of the parameter estimates are presented
in a tabular form, and they are compared to the true parameter values under different
sample sizes. In the simulation study, I use cubic splines with 20 knots. The knots are
selected at equally spaced quantiles of the estimated index values u; therefore, they will
change iteratively when estimated index values are computed (Ruppert et al., 2002; Yu and
Ruppert, 2002). The smoothing parameter λu is chosen by REML.
Figure 2.1 shows the average cubic-spline estimates over N = 200 simulated datasets and
the corresponding 2.5% and 97.5% quantiles. As indicated by the figure, the average cubic-
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spline fit using PLSIMEM algorithm correctly captures the shape of the true exponential
function. In fact, the true curve is completely covered by the estimated confidence band.
The 2.5% and 97.5% confidence limits are tightly around the average of the cubic-spline fit,
showing relatively little variability in the estimation process.
Table 2.1 summarizes the results for the parameter estimates, including the sample
mean, standard error, and smoothing parameter estimates based on the setting of true
parameters and the size of simulated data sets. The simulation study indicates that the
coefficient estimates for the index parameters are very close to their true values. For the
categorical covariate, z, the coefficient estimates are satisfactory; the confidence bands for
z = 1 is somewhat wider than that for z = 0, possibly reflecting the unbalanced sample
sizes associated with Bernoulli probability p = 0.3. In summary, the proposed PLSIMEM
fitting algorithm workes effectively in fitting the data, as the parameter estimates are very
close to the true values, and the standard error is reasonably small.
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Figure 2.1: Curve estimates and confidence bands for the simulated data. The dot-dashed
curves are the corresponding 2.5% and 97.5% quantiles.
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Table 2.1: Summary of parameter estimates for simulation: true value of (α1, α2) =
1√
5
(1, 2) = (0.4472, 0.8944)
β=.1 β=.3 β=.5
Parameter Na Mean SE(10−3) Mean SE(10−3) Mean SE(10−3)
α1 50 .4477 .997 .4477 .997 .4477 .998
100 .4484 .676 .4483 .677 .4483 .677
150 .4480 .582 .4480 .582 .4480 .582
200 .4479 .508 .4479 .508 .4480 .531
α2 50 .8941 .499 .8941 .499 .8941 .499
100 .8938 .338 .8938 .338 .8938 .338
150 .8940 .291 .8940 .291 .8940 .291
200 .8940 .254 .8940 .254 .8940 .266
β 50 .1036 5.97 .3036 5.97 .5036 5.97
100 .1047 4.53 .3047 4.53 .5047 4.53
150 .1013 3.57 .3013 3.57 .5013 3.57
200 .1015 3.05 .3015 3.05 .5015 3.29
λ 50 6.37 6.38 6.36
100 6.07 6.11 6.11
150 6.08 6.10 6.11
200 6.22 6.22 6.23
aN: Size of simulated datasets.
2.4 Real Application: Development of a Pediatric Body Mass Index
2.4.1 Three Model Formulations for Height-Weight Relationship with BP
In the context of single-index models, one could recover BMI from f [α1 log(weight) +
α2 log(height)] by setting α1 = 1 and α2 = −2 and f(·) = exp(·). The question of in-
terest is whether f(·) = exp(·) is the appropriate functional form and whether α1 = 1 and
α2 = −2 are the most appropriate coefficient values for BP. A slight extension of the BMI
formulation is to keep the functional form, but let coefficients α1 and α2 be determined
by linear regression analysis. This second approach adds some flexibility as compared to
BMI, but it forces a linear functional relationship between α1 log(weight) + α2 log(height)
and BP. I present a method to optimize both functional form and coefficients of observed
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weight and height via an index component for the purpose of deriving a simple and useful
fatness measure that can be used to study the body mass relationship to BP.
Specifically, I write the three models as follows:
• Model 1: Linear mixed effect model for BMI (LMEM1):
SBPij = β0 + β1 log BMIij + β
TWij +Ui + ǫij (2.17)
• Model 2: Linear mixed effect model for height and weight (LMEM2):
SBPij = β0 + β1 logWTij + β2 log HTij + β
TWij +Ui + ǫij (2.18)
• Model 3: Partially Linear Single Index Mixed Effect Model (PLSIMEM):
SBPij = η(α1 logWTij + α2 log HTij) + β
TWij +Ui + ǫij (2.19)
Directly utilizing the logarithm of BMI as a marker for body mass in relation to BP is
represented in Model 1 which reflects the pre-defined weight/height2 formulation. Model 2
provides the additive feature of observed weight and height measures by allowing different
estimates for each logarithm measure of weight and height. Using the single-index approach,
Model 3 provides a more flexible functional form of height-weight components than (2.18)
for better prediction of BP.
To assess the performance of the proposed body mass index in Model 3 as compared to
the two indices in the other two models, I examine the estimated values of the parameters
as well as the magnitudes of integrated mean square errors.
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2.4.2 Description of Data Source
The data used in this chapter come from a longitudinal observational study (Tu et al., 2011).
Healthy children were recruited from schools in Indianapolis, Indiana. Enrolled children
were followed longitudinally. During the course of follow-up, height, weight, and BP were
measured twice a year. At the same time, each child’s age and sex were documented. For
this methodological exercise, I only use a subset of the study data, in which all subjects
had at least 20 follow-up visits. To compare with the single-index model, I also consider
two other aforementioned competing models. One used BMI as a predictor while the other
used a linear combination of height and weight as a predictor.
2.4.3 Results
I use the data described in previous section to determine the best functional form of chil-
dren’s weight and height for prediction of longitudinally measured systolic blood pressure
(SBP). The cohort used in the analysis included 103 children, 65 of whom were boys (63%).
The mean age of the cohort at baseline was 13 years. All subjects had at least 20 follow-up
visits. For the new body mass index, the logarithm of weight and height are considered
as index components to be estimated, and age and sex are considered as fixed effects. A
random subject effect is added to the model to incorporate the longitudinal measurements.
Figure 2.2 shows the PLSIMEM curve estimates at mean age of 13 years, stratified by
sex. A non-linear curvature in ηˆ is noticeable. An interesting feature of this figure is the
non-linearity curvature of ηˆ between 2.5 and 3.0, where the relatively high increment in
SBP prediction is observed as compared to the other range of index values. The monotonic
shape of the curve suggests that the single index values increase with SBP.
Table 2.2 summarizes model fitting results from the three indices (models) considered in
the comparison. The coefficient estimates of logarithm of weight and height, in addition to
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Figure 2.2: Curve estimates for the blood pressure cohort study
the fixed effects of age and sex, are given in the table. As mentioned previously, I normalize
the estimated of logarithm of weight and height.
Table 2.2: Summary of comparisons in three model fits
Parameter
Model logWT logHT Age Male ReMSEa
LMEM1 0.4472 -0.8944 0.4524 4.3622 89.8733
LMEM2 0.9195 -0.3930 -0.3289 2.9816 83.0125
PLSIMEMb 0.6389 0.7693 -0.4085 2.1636 53.2005
a ReMSE: residual mean square error.
b Penalized parameter estimate of λu is 0.4866 in the final model.
An important finding from the single-index model estimate is that the relative contri-
butions of weight and height are rather different from the ratio of 1 to -2 as indicated in
BMI; instead, they are approximately at a 1:1 ratio. This finding is consistent with pre-
vious studies, showing positive influences of height and weight on blood pressure (Shankar
et al., 2005; Tu et al., 2009). This is an interesting finding and raises questions about the
formulation of BMI, at least for the optimal prediction of blood pressure.
I further assess the goodness-of-fit of the models by examining the residual mean square
error given in Table 2.2. Note that the residual mean square error of the new body mass
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index derived from single-index model is 41% smaller than that of the traditional BMI.
It also confirms that the PLSIMEM model fits the data much better than the two other
competitors.
Finally, Figure 2.3 shows the PLSIMEM curve estimates with the 95% confidence band,
stratified by sex. Figure 2.3a is for male and Figure 2.3b is for female, which clearly capture
the non-linear feature of the body mass-blood pressure relationship. I conclude from Figure
2.3 that the single-index models fit the data adequately for both male and female children,
and the new adiposity index has superior performance to BMI.
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Figure 2.3: Curve estimates for the blood pressure cohort study, stratified by sex. (a) male
children; (b) female children
2.5 Discussion
Motivated by a practical need for an optimal body mass index based on height and weight
that can better predict blood pressure, I develop a general analytical tool for index function
derivation. Using this new approach, I derive a pediatric body mass measure based on the
observed weight and height for the prediction of BP. Unlike the empirically constructed BMI,
the new index is derived from observed data using a modern statistical technique rather
21
than from a heuristic argument. I show that the resulting new index function of height
and weight fitted longitudinally measured BP data much better than BMI. Interestingly,
this finding indicates that both logarithm of children’s weight and height contributes to BP
roughly the same. Similar techniques can potentially be used in the construction of other
risk indices for other health outcomes.
From a methodological perspective, the use of single-index models is almost always
motivated by practical considerations. However, despite theoretically attractive properties
and the utility of the technique in risk index development, barriers remain when using this
method. Fitting partially linear single index models, especially in longitudinal data set-
tings, remains computationally challenging. This barrier is significant enough to discourage
the use of this modeling approach in many suitable situations. Often times, the existing
estimation methods are associated with heavy computational burden in high-dimensional
spaces, possibly due to the use of more sophisticated nonlinear optimization techniques (i.e.
simultaneous optimization of bandwidth choice and parameter estimation). More recently,
studies have focused on the development of Bayesian computation methods (Anestis et al.,
2004; Marley and Wand, 2010). But, the computational intensity and model instability
associated with Bayesian method still remain formidable.
I have proposed a cubic-spline estimation scheme for partially linear single-index mixed
effect models for data with repeated measurements. A recursive algorithm based on the
optimization of penalized least square estimation equation is derived and shown to work
well in both simulated and real data analysis. As previously recognized, an important
advantage of using the penalized spline approach is the simultaneous estimation of both
index parameter and index function with minimized computational complication. Single-
index model analysis for the longitudinal or cluster data can be implemented using the
proposed algorithm. The model fitting procedure is computationally efficient in practice.
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Another innovation of this method is to use mixed effect model equivalence to choose
the optimal smoothing parameter for the approximation of the index function. Many ex-
isting methods mostly rely on the generalized cross validation (GCV) technique for the
identification of the smoothing parameter. Essentially, the GCV approach searches over
a grid of possible penalty values and tends to be less efficient. In comparison, I compute
the variance components of the random effect and estimation of error term to choose the
optimal smoothing parameter used in the model, and this is computationally more efficient.
With this approach, all parameters in the P-spline single-index model can be estimated
simultaneously by the penalized nonlinear least squares.
In summary, the single-index modeling approach with the proposed estimation process
provides a parsimonious structure with necessary flexibility to summarize high-dimensional
data into a useful index with small computational burden. Such an extension represents a
significant contribution to enhance both biomedical and epidemiological research. With the
general and flexible modeling framework presented in this paper, I contend that the method
has the potential to be used for the constructions of risk indices for other clinical outcomes.
Along this line, I have proposed a practical method for combining multiple factors into a
single usable index, and I have illustrated the use of the method through a real clinical
application.
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Chapter 3
A Multivariate Single-Index Model for Longitudinal Data
In this chapter, I extend the previously presented single-index model to a multivariate data
setting. This extension is important because it ensures that the resulting index measure
simultaneously works for multiple outcomes. The model is developed in the general frame-
work of longitudinal data.
3.1 Introduction
An important factor contributing to the success of BMI is its ability to work with multiple
outcomes. For all practical purposes, the utility of an index measure heavily depends on its
ability to predict multiple outcomes.
In the previous chapters, I proposed a single-index model-based method to construct
an index that correlates with a single outcome (Wu and Tu, 2013). I used truncated cubic
lines as the basis for regression since their simple mathematical form is very useful when
formulating complicated models (Eilers and Marx, 1996). I now extend the method to
situations of multiple outcomes. This extension is practically important because no indices
will be considered truly useful unless they work with multiple outcomes, as in the case of
BMI.
The purpose of this chapter is to present a research tool that aids the development
of index measures by directly linking the index functions to health outcomes through a
multivariate single-index model. In presenting the method, I discuss the general form of
the development model as well as related model fitting procedures. To illustrate, I examine
different forms of height and weight functions, in comparison with the standard formulation
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of BMI, for predicting systolic and diastolic blood pressure in children. Because of the
limitations of the example data set, my discussion of BMI is solely for illustrative purposes
and does not intend to propose a practical alternative to the widely accepted BMI.
3.2 A Multivariate Single-Index Model
3.2.1 Specification of A Multivariate Single-Index Model
Suppose we want to construct an index αTxij based on the d-dimensional vector of indepen-
dent variables xij ∈ Rd and link the index function toM outcomes, Y˜ij = (y1;ij , . . . , yM ;ij)T ,
for i = 1, 2, . . . , N subjects, where each subject has j = 1, . . . , ni longitudinal observations.
The multivariate single-index model for each ith subject as follows:

y1;ij = η1(α
Txij) +ψ
T
1wij + b1;i + ǫ1;ij
...
ym;ij = ηm(α
Txij) +ψ
T
mwij + bm;i + ǫm;ij
...
yM ;ij = ηM (α
Txij) +ψ
T
Mwij + bM ;i + ǫM ;ij
∀i = 1, . . . , N, j = 1, . . . , ni, (3.1)
whereα is a d×1 vector of index coefficients for independent variables xij = (xij1, . . . , xijd)T
which is common for all outcomes. In this model, I also include additional fixed effects
wij = (wij1, . . . , wijq)
T and the corresponding coefficient vectors ψ1, . . . ,ψM ∈ Rq. To
retain maximal flexibility, the index functions η1, . . . , ηM are assumed to be outcome-
specific, although in specific applications one may want to restrict the index functions
to a common form across the outcomes. It is further assumed that the index functions
are twice-differentiable smoothing functions. Finally, I include in the model random effects
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B˜i = (b1;i, . . . , bM ;i)
T and random errors Ξ˜i = (ǫ1;ij , . . . , ǫM ;ij)
T , and I assume that B˜i and
Ξ˜i are independent of each other.
Model (3.1) presents a system of simultaneous equations for M longitudinally measured
outcomes. To link these equations in a unified structure, I use a random effect vector B˜i
and assume B˜i follows MVN(0,Σb). The diagonal elements of Σb are σ
2
bm
, and off-diagonal
elements are ρstσbsσbt for m, s, t = 1, . . . ,M . Such a formulation gives us an intuitive
interpretation: ρst is the correlation coefficient of the random subject effects for paired
outcomes ys;ij and yt;ij, whereas σ
2
bs
and σ2bt are the corresponding variance components.
Of note, this random subject effect vector induces not only a dependency structure among
multivariate outcomes, but also correlations among the repeated measurements within the
same subject. The random error vector, Ξ˜i, follows a zero-mean Gaussian distribution with
variance-covariance matrix Σǫ. Here Σǫ is a positive definite matrix whose components
are determined by the underlying serial correlations within and between the M stochastic
processes. For simplicity, I assume that the errors are independent although the structure
could be relaxed to accommodate an autocorrelation structure. I write Σǫ, which has a
diagonal form Σǫ = σ
2
ǫdiag(1, δ2, . . . , δM ). Dispersion parameters σ
2
ǫr , r = 2, . . . ,M are
connected through scale parameters δr, so that σ
2
ǫr = δrσ
2
ǫ .
In the following sections, I use p-spline basis functions to estimate the nonparametric
index functions, thus allowing presentation of the model in a mixed effect model format. I
then obtain cubic spline estimates of index functions and regression coefficients by minimiz-
ing the weighted penalized least square functions. The random effects and random errors
are calculated via best linear prediction and the restricted maximum likelihood (REML)
method based on the observed data.
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3.2.2 Mixed Effect Model Representation
Let Ym = (ym;i1, . . . , ym;ini)
T
1≤i≤N , ∀m = 1, . . . ,M be the response vectors for mth out-
comes. Similarly, I denote bm = (bm;1, . . . , bm;N ), Bm = (bm;1 ⊗ 1Tn1 , . . . , bm;N ⊗ 1TnN )T and
Ξm = (ǫm;i1, . . . , ǫm;ini)
T
1≤i≤N , ∀m = 1, . . . ,M be the vectors of subject-specific random
effects and random errors. Here, ⊗ represents tensor-product, and 1ni is a vector that
contains ni of element 1. Model (3.1) can therefore be written as
Ym = ηm(X
∗α) +Wψm +Bm +Ξm, ∀m = 1, . . . ,M,
where X∗ =
[
xTij
]
1≤j≤ni;1≤i≤N
is the matrix of common index elements, and
W =
[
wTij
]
1≤j≤ni;1≤i≤N
is the common subject-specific covariate matrix.
Let v = X∗α. Then the nonparametric index functions ηm(·) can be written as cubic
splines:
ηm(v) = γm;0 + γm;1v + γm;2v
2 + γm;3v
3 +
K∑
k=1
γm;3+k(v − κm;k)3+,
where {κm;k}Kk=1 and (v−κm;k)3+ are the spline knots and truncated cubic function basis (K
is the number of interpolate knots). The spline can be expressed as ηm(v) = G(v)γm, where
γm = (γm;0, . . . , γm;3+K)
T is the spline coefficient vector, and G(v) =
(
1, v, v2, v3, (v −
κ1)
3
+, . . . , (v − κK)3+
)
is the spline basis. It is well known that p-spline can be expressed
in a mixed model representation by differentiating the un-penalized (fixed) and penalized
(random) elements in G(v) formulation. Specifically, write GiF =
[
1, vij , v
2
ij , v
3
ij
]
1≤j≤ni
and
GiR =
[
(vij−κ1)3+, . . . , (vij−κK)3+
]
1≤j≤ni
, so thatGF =
[
GiF
]
1≤i≤N
andGR =
[
GiR
]
1≤i≤N
represent the “fixed” effects and “random” effects with corresponding parameter vectors
γFm = (γm;0, . . . , γm;3)
T and γRm = (γm;4, . . . , γm;3+K)
T . By combining the model fixed
parameter vector ψm and subject-specific random effect vector bm, I have design matrices
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X =
[
IM ⊗GF , IM ⊗W
]
and Z =
[
IM ⊗1R, IM ⊗GR
]
= [ZB ,ZR], where IM is an identity
matrix of dimension M and 1R =diag
[
1ni
]
1≤i≤N
.
Let Y = (YT1 , . . . ,Y
T
M )
T , ǫ = (ΞT1 , . . . ,Ξ
T
M )
T . The multivariate outcome model can be
written as
Y = Xβ + Zu+ ǫ,
where the fixed parameter vector β = (γTFm,ψ
T
m)
T
1≤m≤M consists of model parameters
representing both parametric and nonparametric components; the random effects vector u =
(bTm,γ
T
Rm)
T
1≤m≤M = (B
T ,γT )T contains parameters of random effects (includes penalized
elements). The random effects u follows a multivariate normal distribution MVN(0,Σu),
with Σu =diag
(
Σb⊗ IN ,diag(Γ1, . . . ,ΓM )
)
=diag(ΣB ,ΣΓ). Each K ×K variance matrice,
Γm, controls the amount of smoothing in the estimation of index function of ηm, such that
Γm ∼ MVN(0, σγm ⊗ IN ). The random error follows a multivariate normal distribution
MVN(0,R), with R = Σǫ ⊗ IN∗ , where N∗ =
∑N
i=1 ni be the number of total multivariate
observations.
To calculate the index value v, I need estimates of index parameters α. Here I impose
constraints ‖α‖ = 1 and α1 > 0 to ensure parameter identifiability. For convenience,
write the model parameters to be estimated as θ = (αT ,βT )T . I estimate the variance
component parameter vector τ = (σγm , σbm , ρst, σǫ, δr)
T
1≤m,s,t≤M,2≤r≤M by using the REML
method. The random effects vector u is obtained by using best predicted values.
Robinson (1991) described alternative ways to derive the best linear unbiased predic-
tion (BLUP) solution to parameter β. One simple, albeit ad hoc way, is to obtain “joint
maximum likelihood estimates” of both fixed and random effects β and u using Hen-
derson’s justification (Henderson, 1975). In the linear mixed model framework, Y|u ∼
MVN(Xβ + Zu,R), u ∼ MVN(0,Σu), and [u, ǫ]T ∼ MVN
(
0,diag(Σu,R)
)
. Maximizing
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the likelihood of the (Y,u) over unknown parameters β and u leads to the criterion
(Y −Xβ − Zu)TR−1(Y −Xβ − Zu) + uTΣ−1u u. (3.2)
For any given values of τ , the estimates of β, B, and γ are obtained by minimizing
weighted penalized least square function,
(Y −Xβ − ZBB− ZRγ)TR−1(Y −Xβ − ZBB− ZRγ) +BTΣ−1B B+ γTΣ−1Γ γ,
where ΣB = (Σb ⊗ IN ) is the variance-covariance matrix of the subject-specific random
vector B, and ΣΓ =diag(Γ1, . . . ,ΓM ) is the penalized smoothing matrix of γ.
This is equivalent to solving a weighted penalized least square problem:
ζˆ =

βˆ
Bˆ
γˆ

= argmin
β,B,γ
{
(Y −Xβ − ZBB− ZRγ)TR−1(Y −Xβ − ZBB− ZRγ)
+BTΣ−1B B+
M∑
m=1
λ2pm‖γRm‖2
}
.
(3.3)
When fitting a pth order spline, the smoothing parameters λm, control the amount
of trade-off between goodness-of-fit of ηm and smoothness by imposing a penalty on the
coefficients of γRm.
Mathematically, this is also equivalent to solving a generalized-weighted penalized least
square problem:
ζˆ∗ =
βˆ
γˆ
 = argminβ,γ
{
(Y −Xβ − ZRγ)TV−1(Y −Xβ − ZRγ) +
M∑
m=1
λ2pm‖γRm‖2
}
. (3.4)
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Here, V = ZBΣBZ
T
B + R is a working covariance matrix depending on one or more
parameters in τ in the case of heteroscedastic and correlated errors. Compared to the
linear mixed model representation, the smoothing parameters in the penalized weighted
least square equation yield λ2pm = 1/σ2γm . See Appendix for a sketch of the derivation of this
expression.
3.2.3 Estimation
I consider the computation of index components in a joint model setting with multivariate
longitudinal data. The estimation process has the following three steps:
Step 1: Set initial values for index component parameters to αˆ(0). In the absence of
information of the unknown parameters, use ordinary least square estimates obtained from
linear mixed effect model Y = Xβ+Zu+ǫ as initial values. To ensure model identifiability,
normalize αˆ(0) such that ‖αˆ(0)‖ = 1, and restrict the first element to a positive value.
Step 2: Given the values of αˆ(0), calculate index {v(0)i = (X∗i αˆ(0)) : i = 1, . . . , N}, and
obtain BLUP estimates of θ(0) = (α(0)T ,β(0)T )T . Hence, the likelihood given by equation
(3.2) is maximized over the parameter of interest. Equivalently, the penalized weighted
least square value given by equation (3.3) is minimized and denoted as Lˆ(0).
Step 3: Iteratively obtain θ(k) and Lˆ(k) by updating the new index values v
(k)
i until
Lˆ(k)−Lˆ(k−1) converges to zero. This step involves the entire domain of α in the optimization
procedure. The knots used for the basis functions depend on α since they are sample
quantiles on {Xiα : i = 1, . . . , N}.
Maximization of the likelihood function in Step 2 is implemented by using R function
lme() with an appropriate design matrix and random component matrix. The standard
varFunc classes included in the nlme library is used to model the heteroscedastic variance
functions across multivariate outcome measurements (Pinheiro and Bates, 2000). Step 3
30
is achieved by using R function optim() to ensure the penalized weighted least squares
function converges over the entire domain of α.
3.2.4 Confidence Interval Estimate of the Mean Responses
I construct confidence intervals for the mean responses. Suppose Cx = [Xx,Zx] and yˆx =
Xxβˆ + Zxuˆ = Cxζˆ, where both βˆ and uˆ are estimated BLUP of β and u, and yˆx is the
estimated BLUP of yx = Xxβ + Zxu. Variability of the predicted value can be written
as var[yˆx|u] = [Xx Zx]Cov
(
[βˆ, uˆ]T |u
)
[Xx Zx]
T = CxCov
(
[βˆ, uˆ]T |u
)
CTx , and the BLUP
estimates of (β˜, u˜) can be expressed as (CTR−1C +Λ)−1CTR−1y, where C ≡ [X,Z] and
Λ =diag(0,Σ−1u ).
Because Cov(y|u) = R, I have Cov
(
[βˆ, uˆ]T |u
)
= (CTR−1C+Λ)−1CTR−1C(CTR−1C+
Λ)−1, which suggests that Cov
(
[βˆ, uˆ]T |u
) ∼= (CT Rˆ−1C+Λˆ)−1CT Rˆ−1C(CT Rˆ−1C+Λˆ)−1.
As a result, ̂st.dev.[yˆx|u] =
√
CxCov
−1
(
[βˆ, uˆ]T |u
)
CTx . It then follows that an approxi-
mate 100(1 − α)% confidence interval is yˆx ± z1−α
2
· ̂st.dev.[yˆx|u].
3.3 Simulation
I conduct an extensive simulation study to investigate the finite sample performance of the
proposed algorithm. The performance of the model fitting procedure is assessed by using the
Monte Carlo method under different parameter settings. I examine the estimation accuracy
and precision by assessing the bias and standard errors of the estimates. I also compare the
estimated index function curves with the true index curves. Overall fitness of the model is
characterized by mean square error (MSE).
3.3.1 Data Generation
I simulate a scenario involving three correlated outcome variables. In each simulation, data
are generated from a trivariate normal distribution. The three true index functions are
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η1(v) = e
v, η2(v) = v, and η3(v) = v
2, which are chosen to represent both linear and
nonlinear effects of the index on the outcomes. Specifically, the three outcome variables
(Y1;ij , Y2;ij, Y3;ij) are generated from the following models:

y1;ij = exp(α1x1ij + α2x2ij) + β1zi + b1i + ǫ1;ij,
y2;ij = (α1x1ij + α2x2ij) + β2zi + b2i + ǫ2;ij,
y3;ij = (α1x1ij + α2x2ij)
2 + β3zi + b3i + ǫ3;ij,
where index component covariates x1ij and x2ij are independently generated from Uniform[0, 1].
Covariate zi is obtained from a Bernoulli distribution with Pr(zi = 1) = 0.3 and Pr(zi =
0) = 0.7. Random subject effect (b1i, b2i, b3i)
T ∼ MVN(0,Σb), where Σb is the variance-
covariance matrix with σ21 = 0.4, σ
2
2 = 0.2, σ
2
3 = 0.3 and ρ12 = 0.25, ρ13 = 0.50, ρ23 = 0.75.
These correlations are chosen to represent different strengths of the association (from rel-
atively low to high) between the outcomes (Hinkle et al., 2003). Considering the het-
eroscedasticity of the three outcomes, random error vector (ǫ1;ij, ǫ2;ij , ǫ3;ij)
T is generated
from MVN(0,Σǫ). For simplicity, only independent errors are considered, with σ
2
ǫ = 0.1
and two scale parameters δ2 = 0.8 and δ3 = 0.6.
The simulation study considers four different sample sizes. Number of subjects varies
between N = 50 and N = 100; each subject is assumed to have ni = 5 or ni = 10
observations. For each sample size setting, 200 datasets are generated. I use 20 knots to
fit cubic spline models. For well behaved functions, such a number of knots is considered
sufficient to ensure the desired flexibility (Crainiceanu et al., 2005). In each iterative step,
the knots are computed and selected at equally spaced quantiles of the estimated index
values v (Ruppert et al., 2002). The choice of the smoothing parameters λ1, λ2, and λ3
involved in this procedure is based on mixed model representation and computed by the
inverse of the estimated variability of truncated line functions.
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3.3.2 Simulation Results
I compare the estimated values of parameters against the true values. The parameter es-
timation results, including the mean values of the parameter estimates (Mean), standard
error (SE), bias and MSE, are summarized in Table 3.1. My simulation shows that the
estimated coefficient values are close to the true values in all cases, and the standard er-
rors of the estimates are generally small. In addition, both the correlated structures and
heteroscedasticity of the three outcomes are correctly exhibited by these estimates. Not sur-
prisingly, MSE of each parameter estimates also appear to decrease with increased number
of subjects when the number of follow-up observations within each subject is fixed.
Table 3.1: Summary of parameter estimates for simulation: true (α1, α2) =
1√
5
(1,−2) =
(0.4472,−0.8944), β1 = 1.6, β2 = 0.5, β3 = −2.7, ρ12 = 0.25, ρ13 = 0.50, ρ23 = 0.75, δ2 =
0.8, δ3 = 0.6
ni = 5 ni = 10
Parameter n Mean SE Bias MSE(10−4) Mean SE Bias MSE(10−4)
α1 50 0.4387 0.0030 -0.0085 0.8158 0.4414 0.0021 -0.0058 0.3837
100 0.4462 0.0030 -0.0010 0.0721 0.4438 0.0015 -0.0034 0.1353
α2 50 -0.8974 0.0014 -0.0030 0.1131 -0.8967 0.0010 -0.0023 0.0646
100 -0.8941 0.0012 0.0003 0.0163 -0.8958 0.0007 -0.0014 0.0252
β1 50 1.5998 0.0148 -0.0002 2.1926 1.6138 0.0135 0.0138 3.7421
100 1.5912 0.0106 -0.0088 1.8852 1.5864 0.0097 -0.0136 2.8092
β2 50 0.5061 0.0095 0.0061 1.2699 0.4936 0.0099 -0.0064 1.3924
100 0.4959 0.0068 -0.0041 0.6325 0.5035 0.0071 0.0035 0.6224
β3 50 -2.6948 0.0116 0.0052 1.6168 -2.7099 0.0119 -0.0099 2.3841
100 -2.7053 0.0084 -0.0053 0.9869 -2.7049 0.0089 -0.0049 1.0286
ρ12 50 0.2442 0.0107 -0.0058 1.4827 0.2566 0.0098 0.0066 1.3909
100 0.2423 0.0071 -0.0077 1.0912 0.2533 0.0075 0.0033 0.6650
ρ13 50 0.4974 0.0079 -0.0026 0.6924 0.5045 0.0077 0.0045 0.7885
100 0.5045 0.0059 0.0045 0.5474 0.4963 0.0058 -0.0037 0.4709
ρ23 50 0.7447 0.0055 -0.0053 0.5802 0.7421 0.0053 -0.0079 0.8977
100 0.7496 0.0038 -0.0004 0.1430 0.7533 0.0032 0.0033 0.2155
δ2 50 0.8047 0.0081 0.0047 0.8649 0.8075 0.0049 0.0075 0.8001
100 0.8063 0.0059 0.0063 0.7406 0.8002 0.0038 0.0002 0.1449
δ3 50 0.5947 0.0054 -0.0005 0.5717 0.6050 0.0040 0.0050 0.4152
100 0.6013 0.0044 0.0013 0.2082 0.5980 0.0025 -0.0020 0.1023
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Figure 3.1 depicts the average cubic-spline estimates for three correlated outcomes based
on 200 simulated datasets and the corresponding 2.5% and 97.5% quantiles. As illustrated
in the figure, the average cubic-spline fit obtained from the proposed procedure correctly
captures both the nonlinear and linear features of the three true functions (exponential in
Figure 1a, linear in Figure 1b, and squared in Figure 1c). This indicates that there is little
bias between its fit and the true mean functions. The average integrated MSE over three
fitted index functions is 7.24 × 10−2; the average integrated squared bias is 0.46 × 10−2;
the average integrated variance is 6.78 × 10−2. At the same time, both 2.5% and 97.5%
quantiles are close to the true curves, showing very small variation in the estimates. Finally,
notably wider confidence bands are observed for z = 1 compared to z = 0, reflecting the
relative contributions from the categorical covariate, z, with Bernoulli probability p = 0.3.
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Figure 3.1: Curve estimates and confidence bands for the simulated data with three corre-
lated outcomes. The solid curves are the true mean functions; the dashed curves are the
average cubic-spline fit over 200 simulations. The dot-dashed curves are the corresponding
2.5 % and 97.5 % quantiles.
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In summary, the simulation study shows that both the index components and curva-
ture of index functions are accurately recovered. Other parameters associated with the
multivariate linear models are also accurately estimated. The coverage probabilities of the
confidence band are close to the nominal level, thus confirming that the proposed algorithm
works well in tested data settings.
In the current simulated datasets, only positively correlated outcomes are considered.
A separate simulation study evaluates the situation in which two negatively correlated
outcomes are included. Again, the method performed well as expected, and the estimated
correlations are close to the true values (See Table 3.2).
Table 3.2: Summary of parameter estimates over 200 simulations for two positively and
negatively correlated outcomes: true index functions: η1(α
TX) = exp(αTX), η2(α
TX) =
αTX, N = 100, ni = 10, True (α1, α2) =
1√
5
(1,−2) = (0.4472,−0.8944), β1 = 1.6, β2 =
0.5, δ2 = 0.8.
ρ = 0.4 ρ = −0.4
Parameter Mean SE(10−2) Mean SE(10−2)
α1 0.4465 0.0766 0.4453 0.1849
α2 -0.8948 0.0382 -0.8949 0.0915
β1 1.5828 0.6821 1.6137 0.8991
β2 0.4977 0.4528 0.5019 0.7773
ρ 0.4023 0.9089 -0.3883 0.6309
δ2 0.7936 0.5143 0.8050 0.3650
3.4 Data Application
To illustrate the proposed method, I use the longitudinal data described in the previous
chapter to examine different formulations of height and weight functions for the prediction
of systolic and diastolic blood pressure. I consider two different formulations: the standard
BMI (weight/height2), which is known to correlate with blood pressure (Tu et al., 2009)
and an index function derived from the proposed method.
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3.4.1 Different Index Functions of Height and Weight
For the convenience of comparison, rewrite the BMI formulation as f [α1 log(weight) +
α2 log(height)] with α1 = 1 and α2 = −2, where f(·) = exp(·). The alternative index
takes the same form f [α1 log(weight) + α2 log(height)] without specifying the values of α1
and α2. The functional form of f(·) is estimated from the observed data. Under this
formulation, BMI is considered as a special case of the alternative index.
• Index 1: BMI

SBPij = β
s
0 + β
s
1 log BMIij + β
T
s Wij +U
s
i + ǫ
s
ij
DBPij = β
d
0 + β
d
1 log BMIij + β
T
dWij +U
d
i + ǫ
d
ij
• Index 2: An alternative function of height and weight

SBPij = ηs(α1 logWTij + α2 log HTij) + β
T
s Wij +U
s
i + ǫ
s
ij
DBPij = ηd(α1 logWTij + α2 log HTij) + β
T
dWij +U
d
i + ǫ
d
ij
By estimating the index functions and values of index coefficients, I show how an index
can be developed so that it possesses an optimal functional form for the prediction of pre-
specified outcomes. This analysis is based on a subset of the original study cohort, in which
all subjects had at least 20 follow-up visits.
3.4.2 Results
The example dataset included 103 children (65 males). The mean age of the children at
study entry was 13 years. Besides height and weight as index components, I also control
for the effects of age and sex in the index model as fixed effects. A random subject effect is
included to accommodate the within-subject correlation.
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Model fitting results for the two different indices are presented in Table 3.3. While both
indices are positively correlated with systolic and diastolic blood pressure, the weight and
height contributions in the new index are approximately at 1:2 ratio, instead of the 1:-2
ratio specified by the standard BMI. The new index has a smaller value of the residual mean
squared error (ReMSE=62.0108) than does BMI (ReMSE=65.8979). Using a modified R2
for mixed effect models developed by Xu (Xu, 2003), I assess the proportions of variations
explained by each index. The BMI model has an R2 value of 0.40 while the new index has
a R2 value of 0.46, representing an 15% increase in the proportion of variation explained.
Table 3.3: Summary of comparisons in two index model fits
Parameter
Model logWT logHT Ageas Male
a
s Age
b
d Male
b
d ReMSE
c R2d
Index 1 0.4472 -0.8944 0.3620 4.2524 0.1561 1.0020 65.89785 0.40
Index 2e 0.4863 0.8738 -0.3912 2.1035 -0.2348 -0.1064 62.01079 0.46
a Parameter estimates for SBP model
b Parameter estimates for DBP model
c ReMSE: residual mean square error.
d
R
2: proportions of explained variation.
e Penalized parameter estimates of λ for SBP and DBP are 0.375 and 0.813, respectively.
The associations between the values of the new index and systolic and diastolic blood
pressure in male and female subjects are graphically presented in Figure 3.2. The 95%
pointwise confidence band, stratified by sex, are quite narrow, suggesting less variability
and excellent precision of the new estimates.
In summary, I have shown that the new index development tool can be used to ana-
lytically derive useful indices, with greater R2 values and greater proportions of outcome
variability being explained. This said, the example is purely for demonstration purposes.
The limited dataset, by itself, does not establish the superiority of the new index over the
standard BMI.
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Figure 3.2: Spline estimates and 95% confidence bands for the SBP and DBP measures,
stratified by sex. Solid curves are for systolic blood pressure, dashed curves are for diastolic
blood pressure.
3.5 Discussion
Derivation of useful medical indices that correlate with multiple health outcomes is an issue
of great practical importance. In this chapter, I provide a new tool to achieve this goal.
By extending the partially linear single-index model to a multivariate setting, I develope
a multivariate single-index model that allows investigators to analytically derive clinical
indices that work for multiple clinical outcomes.
In addition to model construction, I develop the basic construction of the index devel-
opment model, as well as related model fitting procedures. Simulation study shows the new
method has excellent performance in estimation accuracy and computational efficiency. The
model formulation is quite general and can accommodate longitudinal measures of multi-
ple outcomes. Besides the index function, the model also includes other fixed and random
effects. The index function is modeled by cubic splines and is estimated by using the pe-
nalized least square method. As I show in the simulation studies, both index components
and curvature of the index functions are recovered accurately. The relatively narrow confi-
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dence bands associated with fitted curves further attest to the model’s estimation efficiency.
Finally, as a index development tool, the method can be implemented in most computing
platforms with existing software, thus has the potential to be used by practitioners in wide
variety of applications.
3.6 Appendix
Consider a general multivariate p-spline model with K knots:
ym;i = fm(xi) + ǫm;i, i = 1, . . . , N ;∀m = 1, . . . ,M,
where the ith response of the mth outcome variable ym;i is generated from function fm
evaluated at covariate xi plus a random error ǫm;i. Assume ǫm;i ∼ i.i.d.N(0, σ2ǫ δm) for each
fixed m. I estimate each smooth function fm by a penalized spline with degree of p, that is:
fm(xi) = β
m
0 + β
m
1 xi + · · ·+ βmp xpi +
K∑
k=1
βmpk(xi − κk)p+. (3.5)
The basis using truncated p-power functions are initiated for each sets of the out-
come variable. I consider fitting the pth-degree spline by penalized least squares, whereas
only non-polynomial coefficients are penalized. Denote ym = (ym;1, . . . , ym;N )
T , xi =
(1, xi, . . . , x
p
i ), zi =
(
(xi−κ1)p+, . . . , (xi−κK)p+
)
,Xm = (x
T
1 , . . . ,x
T
N )
T , Zm = (z
T
1 , . . . , z
T
N )
T ,
βm = (β
m
0 , . . . , β
m
p )
T ,γm = (β
m
p1, . . . , β
m
pK)
T , ζm = (β
T
m,γ
T
m)
T . Further define Y =
(yT1 , . . . ,y
T
M )
T , C = (IM ⊗ Xm, IM ⊗ Zm) ≡ (X,Z), ζ =
[
(βTm)1≤m≤M , (γ
T
m)1≤m≤M
]T
,
so that the weighted penalized least squares fit can be written as
minimize (Y −Cζ)TV−1(Y −Cζ) subject to ζTmDζm < dm.
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Herein, V is the heterostatic random errors matrix, with V = Σǫ ⊗ IN , and Σǫ is the
variance-covariance matrix, such that the diagonal elements are σ2ǫ1 , . . . , σ
2
ǫM , and off-diagonal
elements are the pairwise covariances. Matrix D has a specific structure,
D =
0(p+1)×(p+1) 0(p+1)×K
0K×(p+1) IK×K
 ,
which corresponds to the constrains on γm, so that ‖γm‖2 < dm.
Using Lagrange multiplier method, the above minimization is equivalent to finding the
minimized ζ of
(Y −Cζ)TV−1(Y −Cζ) + λ2p1 ζT1Dζ1 + · · ·+ λ2pMζTMDζM
for some λm > 0. In other words, each term λ
2p
mζ
T
mDζm penalizes the fit of function fm
associated with mth outcome ym. This is equivalent to solving the following minimization
problem with respect to ζ,
(Y −Cζ)TV−1(Y −Cζ) + ζTΛζ,
where Λ has a block-diagonal form, Λ = diag(0 · 1M(p+1), λ2p1 · 1K , . . . , λ2pM · 1K).
This has the solution,
ζˆ = (CTV−1C+Λ)−1CTV−1Y. (3.6)
On the other hand, if I assume βmpk ∼ N(0, σ2γm), the aforementioned multivariate p-
spline model (3.5) corresponds to a framework of mixed effect model. Considering the best
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linear unbiased prediction in the mixed model criterion, I have
βˆ
γˆ
 = (CTV−1C+Q)−1CTV−1Y, (3.7)
where C ≡ (X,Z) and
Q ≡
0 0
0 Σ−1γ
 .
Indeed, Cov(γ) =
[
blockdiagonal1≤m≤M Σγm
]
, where Σγm =diag(σ
2
γm · 1K) and γm ∼
N(0,Σγm). Therefore, if I treat λ
2p
m = 1/σ2γm , the solution of equation (3.6) and (3.7) are
equivalent.
Extending to a random effect model, where the subject-specific random vector B has
variance-covariance matrix ΣB = (Σb ⊗ IN ), will not change the equivalence relationship
between λ2pm and σ2γm . This is quite simplistic and straightforward because such a model
assumes
Cov(γ) =
B
−1 0
0 Σ−1γ
 .
The block-diagonal structure ensures the invariance relationship of λ2pm = 1/σ2γm in the
random effect model.
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Chapter 4
Estimators in Multivariate Single-Index Models: Asymptotic Properties
This chapter examines the theoretical properties of estimators in multivariate single-index
models. The existence, consistency, and asymptotic normality of all parameter estimators
are derived under suitable regularity conditions. This development provides a theoretical
foundation for large sample inferences concerning parameters of interest.
4.1 Introduction
The purpose of the current chapter is to examine the theoretical properties of the single-
index model parameters. For univariate single-index models, a number of authors have
studied the properties of single-index models when kernel smoothing and the empirical rule
for bandwidth selection are used (Xia and Hardle, 2006; Xia et al., 2012, 2002; Zhang,
2007; Zhu and Xue, 2006). Though theoretically appealing, obtaining a kernel estimate for
the marginal density of an index parameter can be challenging (Yu and Ruppert, 2002).
Alternatively, there is a large literature on asymptotic properties of estimators in univariate
single-index model, where the index function is estimated by the penalized spline (Bai et al.,
2009; Tian et al., 2010; Yu and Ruppert, 2002, 2004). Yu and Ruppert (2002) showed that
estimators obtained from the penalized spline have the desired
√
n-consistency property
under the assumption of a compact parameter space Θ of parameter θ from cross-sectional
data. Asymptotic properties, including the existence, strong consistency, and asymptotic
normality of the estimators for longitudinal data are proved under suitable conditions (Bai
et al., 2009; Tian et al., 2010). However, no studies, to the best of my knowledge, have
explored such asymptotic properties in multivariate single-index models. Herein, I focus
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on development of asymptotic properties of estimators based on the P-spline approach
as discussed previously. Specifically, I study the properties of estimators in cross-sectional
multivariate single-index models. It is important to note that similar theoretical conclusions
can be extended to longitudinal settings. In fact, constructing a cross-sectional multivariate
single-index model is equivalent to fitting a longitudinal single-index model, among which
the multiple measure quantities are correlated. Therefore, the asymptotics derived from
a longitudinal single-index model can be directly extended to a multivariate single index
model under suitable conditions (Tian et al., 2010).
4.2 Statistical Model and Main Results
4.2.1 Multivariate Single-Index Model and Estimators
Let ym;i denote the m
th outcome (m = 1, . . . ,M) for the ith individual (i = 1, . . . , n).
Without loss of generality, consider the multivariate single-index model,
ym;i = fm(x
T
m;iα) + ǫm;i, i = 1, . . . , n;∀m = 1, . . . ,M, (4.1)
where α ∈ Rd is vector of index parameters associated with index covariates xm;i ∈ Rd,
and ǫm;i is a random error with mean 0 and variance σ
2
m. The constraints ‖α‖ = 1 and
α1 > 0 are imposed to ensure the identifiability. The unknown function fm(·) : R → R is
a twice-differentiable smoothing function for mth outcome. Denote ǫi = (ǫ1;i, . . . , ǫM ;i)
T . I
assume ǫi is dependent of xi and E(ǫi) = 0 and Cov(ǫi) = Σi. I omit the additive term of
βTmzm;i here because the same proof is valid for a partially linear multivariate single-index
model if I expand the parameter space and corresponding design matrices.
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To further simplify, define indicator functions Il(m),∀l = 1, . . . ,M for each mth outcome
by
Il(m) =

1 if l = m
0 if l 6= m
,
so the equation (4.1) becomes
ym;i = I1(m)f1(xTm;iα) + I2(m)f2(xTm;iα) + . . .+ IM (m)fM (xTm;iα) + ǫm;i. (4.2)
I propose to estimate each of the unknown smoothing function fm(·) by different penal-
ized spline (p order spline). Specifically, if I define
fm(v) =
p∑
q=1
βm;qv
q +
K∑
k=1
βm;p+k(v − κm;k)p+, ∀m = 1, . . . ,M,
where {κm;k}Kk=1 and (v − κm;k)p+ are the p-spline knots and truncated function basis (K
is the number of interpolate knots). Then the spline for mth outcome measures can be
expressed as fm(v) = β
T
mG(v). Here, βm = (βm;0, . . . , βm;p+K)
T represents the spline
coefficient vector and spline basis is expressed as G(v) =
(
1, v, . . . , vp, (v − κ1)p+, . . . , (v −
κK)
p
+
)T
. Define θ = (αT ,βT )T , where β = (βT1 , . . . ,β
T
M )
T , the mean function for each
mth outcome measures, becomes
mm;i(θ) , mm(xm;i;θ) = β
TB(xTm;iα), (4.3)
where B(v) =
(
G(v)T · I1(m), . . . ,G(v)T · IM (m)
)T
.
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Therefore, the weighted penalized spline least square estimator of θ minimizes
Qn,λ1,...,λm(θ) = Qn(θ) +
M∑
m=1
λmβ
T
mDmβm
=
1
n
n∑
i=1
(
yi −mi(θ)
)T
W−1i
(
yi −mi(θ)
)
+
M∑
m=1
λmβ
T
mDmβm.
Here, yi = (y1;i, . . . , yM ;i)
T is a vector representation of M outcome measures for ith
subject, mi = (m
T
1;i, . . . ,m
T
M ;i)
T is vector-based mean function for ith subject, and Wi
is symmetric and positive-definite working covariance matrix. In addition, each Dm is
an appropriate positive semidefinite symmetric matrix, and {λm ≥ 0,m = 1, . . . ,M} are
penalty parameters. In this p-spline problem, for example, each Dm is chosen to be diagonal
with its last K diagonal elements equal to 1 and the rest equal to 0. In other words, it
penalizes the sum of squares of the parameters in the pth degree (Ruppert et al., 2002).
All parameters can be estimated explicitly by minimizing Qn,λ1,...,λm(θ) via nonlinear least
squares, and the selection of λm can be done by either generalized cross validation (GCV)
or by means of mixed model representation (Ruppert et al., 2002; Wu and Tu, 2012; Yu
and Ruppert, 2002).
4.2.2 Main Results and Proofs
Before obtaining the asymptotic properties, I begin by specifying the identifiability con-
straints ‖α‖ = 1 and α1 > 0 on the d-dimensional single-index parameter α by reparameter-
ization. Following Yu and Ruppert (2002), let φ = (φ1, . . . , φd−1)T be a (d−1)-dimensional
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parameter vector and define
α(φ) =

√
1− (φ21 + . . .+ φ2d−1)
φ1
· · ·
φd−1

.
The true parameter vector φ0 must satisfy the constraint ‖φ0‖ < 1 so that α(φ) is
infinitely differentiable in a neighborhood of φ0. Both of the original constraints ‖α‖ = 1
and α1 > 0 also hold under this reparameterization. If I denote θφ = (φ
T ,βT )T , it is obvious
that θφ is one-dimensionally lower than θα = (α
T ,βT )T . Under this reparameterization,
the constrained minimization problem is converted to an unconstrained one. Therefore, I
can re-write the corresponding mean function (4.3) as
mm;i(θφ) , mm(xm;i;θφ) = β
TB
(
xTm;iα(φ)
)
.
The gradient vector of the mean function is
m˙m;i(θφ) = m˙m(xm;i;θφ) =
 β
T
mB˙
(
xTm;iα(φ)
)
[−(1− ‖φ‖2)−1/2φ : Id−1]xm;i
BT
(
xTm;iα(φ)
)

dim(θα)×1
,
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where Id−1 is the (d−1)× (d−1) identity matrix, and m˙m(·) and B˙(·) denote first gradient
of mm(·) and B(·) respectively. The Jacobian matrix of the mapping F : θφ → θα is
J(φ) = θ
(1)
α (θφ) =

−(1− ‖φ‖2)−1/2φT 0
Id−1 0
0 I(p+K+1)×M

dim(θα)×(dim(θα)−1)
.
Below, I introduce some notation that is used extensively throughout the proof. I denote
θφ by θ unless specified explicitly. θα remains its subscript to emphasize its representation
of the original parameter space. Similarly, I name θ0 = (φ
T
0 ,β
T
0 )
T as the true parameters,
while θα0 and θφ0 are defined to emphasize the true parameter values in R
d and Rd−1,
respectively. In order to derive the asymptotic properties of estimator, I operate under the
following set of assumptions. All of the assumptions are imposed on θ and the corresponding
parameter space Θ.
Assumption 1 Let Q be a real valued functions on Θ×Y, where the parameter space Θ is
a compact set, and Y is a measurable space. For each θ in Θ, let Q(θ, y) be a measurable
function of y and the mean function m(x;θ) is continuous on Θ for each fixed value of x.
Assumption 2 The true parameter vector θ0 is an interior point of Θ.
Assumption 3 The random error vector ǫi satisfies Eǫiǫ
T
i = Σi, sup
1≤i≤n
‖Σi‖ ≤ ∞, each
with mean zero and moments of some order (2+ r), i.e. there exists a constant r > 0, such
that
sup
1≤i≤n,1≤m≤M
E|ǫm;i|2+r <∞.
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Assumption 4 Both Σi and Wi are full rank, positive definite matrices with bounded
eigenvalues, and
e , lim
n→∞
1
n
n∑
i=1
tr(W−1i Σi)
exist.
Assumption 5
1
n
n∑
i=1
M∑
m=1
(
mm;i(θ)−mm;i(θ∗)
)2
(4.4)
converges uniformly in θ,θ∗ ∈ Θ, and if and only if θ = θ0,
Q(θ) = lim
n→∞
1
n
n∑
i=1
M∑
m=1
(
mm;i(θ)−mm;i(θ0)
)2
(4.5)
has a unique minimum.
Assumption 6 The mean function m(·) is twice continuously differentiable in a neighbor-
hood of θ0, and
Υ(θ0) = lim
n→∞
1
n
n∑
i=1
M∑
m=1
m˙m;i(θ0)m˙m;i(θ0)
T (4.6)
exists and is nonsingular. Furthermore, both
1
n
n∑
i=1
M∑
m=1
m˙m;i(θ)m˙m;i(θ)
T (4.7)
and
1
n
n∑
i=1
M∑
m=1
[
∂2mm;i(θ)
∂θs∂θt
]2
, s, t = 1, . . . , dim(θ) (4.8)
converge uniformly in θ in a neighborhood of θ0.
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4.2.2.1 Asymptotics with {λm;n → 0,∀m = 1, . . . ,M}
In this section, each λm is denoted by λm;n to indicate the dependence on the sample size
n. In order to prove the asymptotic properties of the estimators, I need the following:
Lemma 4.2.1 Suppose that Assumptions 3 and 4 hold. Then as n→∞, we have
1
n
n∑
i=1
ǫTi W
−1
i ǫi
a.s.−→ e.
Proof Using the fact that the trace of a product are invariant under cyclical permutations
of the factors, and that the trace, as a linear operator, commutes with expectation, we have
E(ǫTi W
−1
i ǫi) = E
(
tr(W−1i ǫiǫ
T
i )
)
= tr
(
E(W−1i ǫiǫ
T
i )
)
= tr
(
Σ−1i E(ǫiǫ
T
i )
)
= tr(W−1i Σi).
Define a new set of random variables Xi = ǫ
T
i W
−1
i ǫi − tr(W−1i Σi). Obviously, {Xi}
are independent random variables with mean zero. Assumption states that there exist a
constant r > 0, such that sup1≤i≤n,1≤m≤M E|ǫm;i|2+r < ∞, so there must exist 1 < p ≤ 2,
such that sup1≤i≤n,1≤m≤M E|ǫm;i|2p <∞.
Under assumption 4, There exist constants c1 and c2, such that
0 < c1 ≤ min
1≤i≤n
ξ(1);i ≤ max
1≤i≤n
ξ(M);i ≤ c2 <∞,
0 < c1 ≤ min
1≤i≤n
ζ(1);i ≤ max
1≤i≤n
ζ(M);i ≤ c2 <∞,
where ξ(1);i and ξ(M);i are minimal and maximal eigenvalues of Σi, and ζ(1);i and ζ(M);i are
minimal and maximal eigenvalues of Wi, respectively. Therefore, I obtain
0 < ǫTi W
−1
i ǫi ≤ ζ−1(1);iǫTi ǫi ≤ c−11 ǫTi ǫi
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and
tr(W−1i Σi) ≤
1
2
tr(W−2i ) +
1
2
tr(Σ2i )
=
1
2
M∑
m=1
ξ−2(m);i +
1
2
M∑
m=1
ζ2(m);i
≤ 1
2
M∑
m=1
ξ−2(1);i +
1
2
M∑
m=1
ζ2(M);i
≤ 1
2
c−21 M +
1
2
c22M.
Thus, using Cr-inequality, for p ≥ 1, there exists cr = 2p−1 such that
E|Xi|p = E
∣∣∣ǫTi W−1i ǫi − tr(W−1i Σi)∣∣∣p
≤ cr
(
E|ǫTi W−1i ǫi|p +
∣∣∣tr(W−1i Σi)∣∣∣p)
≤ cr
(
ζ−p(1);iE|ǫTi ǫi|p +
1
2
∣∣∣tr(W−2i )∣∣∣p + 12 ∣∣∣tr(Σ2i )∣∣∣p)
≤ cr
(
c−p1 E(
M∑
m=1
ǫ2m;i)
p +
1
2
c−21 M +
1
2
c22M
)
< ∞.
Thus,
∞∑
i=1
E|Xi|p
ip
≤ ∞.
From Theorem 3.1 of extended version of Chung’s Theorem (Chung, 1947; Thanh, 2007)
and also Corollary 8.2 of Kolmogorov’s Strong Large Law Number (Klesov, 2014), I get
1
n
n∑
i=1
Xi
a.s.−→ 0.
Thus, the proof of Lemma 4.2.1 is completed, as e , limn→∞ 1n
∑n
i=1 tr(W
−1
i Σi) exists.
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Lemma 4.2.2 Suppose that Assumptions 4 and 6 hold. Then
Ψ(θ0) = lim
n→∞
1
n
n∑
i=1
m˙i(θ0)
TΣ−1i m˙i(θ0)
Φ(θ0) = lim
n→∞
1
n
n∑
i=1
m˙i(θ0)
TW−1i Σ
−1
i W
−1
i m˙i(θ0)
exist and are positive definite matrices.
Proof Using elementary matrix calculus, it is easy to prove that
m˙i(θ0)
T m˙i(θ0) =
M∑
m=1
m˙m;i(θ0)m˙m;i(θ0)
T ,
where m˙i(θ)
T =
(
m˙1;i(θ), . . . , m˙M ;i(θ)
)
is the transposed gradient matrix of the mean
functionmi(θ), and m˙m;i(θ) is defined previously. Because Σ
−1
i is a M×M real symmetric
matrix, then Σ−1i is diagonalizable, and has a set of M linearly independent eigenvectors.
Let ∆i be a square matrix whose columns are those eigenvectors. I can write Σ
−1
i =
∆iΛi∆
T
i , where Λi = diag(ξ
−1
(1);i, . . . , ξ
−1
(M);i) is the diagonal matrix such that Λkk is the
eigenvalue associated to column k of ∆i. Because ∆i is an orthogonal matrix, there exists
a matrix
vi =

v1;i1 v1;i2 · · · v1;i(d+p+K+1)
v2;i1 v2;i2 · · · v2;i(d+p+K+1)
...
...
. . .
...
vM ;i1 vM ;i2 · · · vM ;i(d+p+K+1)

=

vT1;i
vT2;i
...
vTM ;i

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such that m˙i(θ0) = ∆ivi. Because Σ
−1
i is positive definite, ∆i is an orthogonal matrix,
0 < c1 ≤ min
1≤i≤n
ξ(1);i ≤ max
1≤i≤n
ξ(M);i ≤ c2 <∞, and
Ξ(θ0) = lim
n→∞
1
n
n∑
i=1
M∑
m=1
m˙m;i(θ0)m˙m;i(θ0)
T
= lim
n→∞
1
n
n∑
i=1
m˙i(θ0)
T m˙i(θ0)
= lim
n→∞
1
n
n∑
i=1
vTi ∆
T
i ∆ivi
= lim
n→∞
1
n
n∑
i=1
vTi vi
= lim
n→∞
1
n
n∑
i=1
M∑
m=1
vm;iv
T
m;i
exists and is positive definite. Therefore, I can prove that
Ψ(θ0) = lim
n→∞
1
n
n∑
i=1
m˙i(θ0)
TΣ−1i m˙i(θ0)
= lim
n→∞
1
n
n∑
i=1
vTi ∆
T
i Σ
−1
i ∆ivi
= lim
n→∞
1
n
n∑
i=1
vTi ∆
T
i ∆iΛi∆
T
i ∆ivi
= lim
n→∞
1
n
n∑
i=1
vTi Λivi
= lim
n→∞
1
n
n∑
i=1
M∑
m=1
ξ−1(m);ivm;iv
T
m;i
exists and is also positive definite. The existence and positive definite structure of Φ(θ0)
can be derived similarly.
Lemma 4.2.3 Under the same Assumptions listed in Lemma 4.2.2,
1√
n
n∑
i=1
m˙i(θ0)
TW−1i ǫi
D−→ MVN
(
0,Φ(θ0)
)
. (4.9)
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Proof Let γ =
∑n
i=1 m˙i(θ0)
TW−1i ǫi. I have
E(γ) = E
( n∑
i=1
m˙i(θ0)
TW−1i ǫi
)
= 0
and
Var(γ) = Var
( n∑
i=1
m˙i(θ0)
TW−1i ǫi
)
=
n∑
i=1
m˙i(θ0)
TW1iΣiW
−1
i m˙i(θ0).
For any given unit vector a ∈ Rdim(θ), denote aTγ = ∑ni=1 aT m˙i(θ0)TW−1i ǫi =∑n
i=1 ciei, where c
2
i = a
T m˙i(θ0)
TW−1i ΣiW
−1
i m˙i(θ0)a, ei are independent random vari-
ables with mean 0 and variance 1. In order to prove (4.9), it suffices to show
1
n
n∑
i=1
ciei
D−→ N
(
0,aTΦ(θ0)a
)
. (4.10)
By Lemma 4.2.2, Φ(θ0) exists and is positive definite matrix. I have
lim
n→∞
1
n
n∑
i=1
c2i = limn→∞
1
n
aT
( n∑
i=1
m˙i(θ0)
TW−1i ΣiW
−1
i m˙i(θ0)
)
a > 0.
Therefore, the Lindeberg condition holds:
max
1≤i≤n
c2i∑n
i=1 c
2
i
→ 0.
This follows directly from Lemma 3 of Wu (Wu, 1981). Thus, applying Lindeberg-Feller
central limit theorem, (4.10) is proved, and consequently, (4.9) holds.
Theorem 4.2.4 Under assumptions 1-4, if we further assume that λm = o(1),∀m =
1, . . . ,M , then a sequence of weighted penalized spline least squares estimators θˆn exist
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and is a strongly consistent estimator of θ0, i.e., as n→∞,
θˆn
a.s.−→ θ0.
Proof After reparameterization, as Assumption 1 holds, the existence of the weighted
penalized spline least squares estimators θˆ follows directly from Lemma 2 in Jennrich’s
article (Jennrich, 1989).
In the current proof, I retain the notion of λm, although it is indeed depending on
the sample size. I further denote the weighted penalized spline least squares estimators
θˆn = θˆn,λ1,...,λM by θˆn,λ1:Mn , thus, it yields minimizing
Qn,λ1:Mn (θ) = Qn(θ) +
M∑
m=1
λmβ
T
mDmβm
=
1
n
n∑
i=1
(
yi −mi(θ)
)T
W−1i
(
yi −mi(θ)
)
+
M∑
m=1
λmβ
T
mDmβm
=
1
n
n∑
i=1
(
yi −mi(θ0) +mi(θ0)−mi(θ)
)T
W−1i
(
yi −mi(θ0) +mi(θ0)−mi(θ)
)
+
M∑
m=1
λmβ
T
mDmβm
=
1
n
n∑
i=1
ǫTi W
−1
i ǫi +
2
n
n∑
i=1
(
mi(θ0)−mi(θ)
)T
W−1i ǫi
+
1
n
n∑
i=1
(
mi(θ0)−mi(θ)
)T
W−1i
(
mi(θ0)−mi(θ)
)
+
M∑
m=1
λmβ
T
mDmβm
= A1 +A2 +A3 +A4.
A1
a.s.−→ e follows directly from Lemma 4.2.1. Similar to the proof of Lemma 4.2.2, under
the Assumption 2, ∀θ ∈ Θ, I can prove that
lim
n→∞
1
n
n∑
i=1
(
mi(θ0)−mi(θ)
)T
W−1i W
−1
i (mi
(
θ0)−mi(θ)
)
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exists. Thus, under Assumptions 1 and 2, for almost every ǫ similar to the proof of Theorem
4 of Jennrich (Jennrich, 1989), I have A2
a.s.−→ 0 uniformly ∀θ ∈ Θ. Because Wi is positive
definite, I also have
A3 → Q(θ) = lim
n→∞
1
n
n∑
i=1
(
mi(θ0)−mi(θ)
)T
W−1i
(
mi(θ0)−mi(θ)
)
.
Finally, because a set of constant sequence of smoothing parameters λm = o(1),∀m =
1, . . . ,M and θ ∈ Θ is compact, I have A4 → 0. Thus,
Qn,λ1:Mn (θ)
a.s.−→ Q(θ) + e (4.11)
uniformly ∀θ ∈ Θ.
Let {θˆn,λ1:Mn } be a sequence of the weighted penalized spline least squares estimators,
and let θ′ be a limit point of such sequence. Let {θˆnt,λ1:Mnt } be any subsequence of {θˆn,λ1:Mn }
which converges to θ′. I want to have θ′ = θ0.
Under Assumptions 1 and 2 and Equation (4.11), Yu and Ruppert (2002) had shown
that Qnt,λ1:Mnt
(θˆnt,λ1:Mnt
)
a.s.−→ Q(θ′) + e as t → ∞. Now, because θˆnt,λ1:Mnt is the weighted
penalized spline least squares estimate (that is, the minimizer of Qnt,λ1:Mnt
(·)), then
Qnt,λ1:Mnt
(θˆn,λ1:Mn ) ≤ Qnt,λ1:Mnt (θˆ0). (4.12)
By letting t→∞, I have that the left side of the Equation (4.12) converges to Q(θ′)+e,
and the right side of the inequality converges to Q(θ0) + e = e. Thus,
Q(θ′) + e ≤ e,
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which yields Q(θ′) = 0. Because Wi is positive definite, by Assumption 2 I can prove that
Q(θ) has a unique minimum at θ0. The limit point θ
′ must be θ0. Because this result holds
for almost every ǫ, I have θˆn
a.s.−→ θ0 (i.e. the weighted penalized least squares estimator θˆn
is strongly consistent.).
Theorem 4.2.5 Under assumptions 1-6, if we further assume that λm = o(n
−1/2),∀m =
1, . . . ,M , then as n→∞,
√
n(θˆn − θ0) D−→ MVN
(
0,Ψ−1(θ0)Φ(θ0)Ψ−1(θ0)
)
,
where Ψ(θ0) and Φ(θ0) are defined in Lemma 4.2.2.
Proof The consistent estimators θˆn minimizes
Qn,λ1:Mn (θ) = Qn(θ) +
M∑
m=1
λmβ
T
mDmβm.
Applying the first Taylor expansion near θ0, I obtain
0 =
∂Qn,λ1:Mn
∂θ
∣∣∣∣
θˆn
=
∂Qn,λ1:Mn
∂θ
∣∣∣∣
θ0
+
∂2Qn,λ1:Mn
∂θ∂θT
∣∣∣∣
θˇ
(θˆn − θ0),
where θˇ is a vector between θˆn and θ0. I denote
∂Q
n,λ1:Mn
∂θ by Q˙n,λ1:Mn , and
∂2Q
n,λ1:Mn
∂θ∂θT
by
Q¨n,λ1:Mn . Then, I have
0 = Q˙n,λ1:Mn (θˆn) = Q˙n,λ1:Mn (θ0) + Q¨n,λ1:Mn (θˇ)(θˆn − θ0),
and, consequently, I have
√
n(θˆn − θ0) = −Q¨n,λ1:Mn (θˇ)−1
√
nQ˙n,λ1:Mn (θ0). (4.13)
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Now, I need to show that
√
nQ˙n,λ1:Mn (θ0)
D−→ MVN
(
0, 4Φ(θ0)
)
(4.14)
and
Q¨n,λ1:Mn (θˇ)
P−→ 2Ψ(θ0) (4.15)
as n→∞.
To prove (4.14), I derive
√
nQ˙n,λ1:Mn (θ0) =
√
nQ˙n(θ0) + (0
T
d−1, 2
√
nλ1D1β
T
10 , . . . , 2
√
nλMDMβ
T
M0)
T
= − 2√
n
n∑
i=1
m˙i(θ0)
TW−1i ǫi + 2
√
n(0Td−1, λ1D1β
T
10 , . . . , λMDMβ
T
M0)
T .
The second term on the right side goes to 0dim(θ)−1, because λm = o(n−1/2),∀m = 1, . . . ,M .
The summand of the first term on the right side is the weighted average of an independent
error sequence. Therefore, by Lemma 4.2.3, I have
1√
n
n∑
i=1
m˙i(θ0)
TW−1i ǫi
D−→ MVN
(
0,Φ(θ0)
)
,
where Φ(θ0) is defined in Lemma 4.2.2. Thus, the proof of (4.14) is completed.
To prove (4.15), note that
Q¨n,λ1:Mn (θˇ) = Q¨n(θˇ) + diag(0
T
(d−1)×(d−1), 2λ1D
T
1 , . . . , 2λMD
T
M ). (4.16)
Again, the second term on the right goes to 0dim(θ)×dim(θ) because λm = o(n−1/2),∀m =
1, . . . ,M . I expand the first term of the right by using expression (2.19) from Amemiya
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(Amemiya, 1983):
Q¨n(θ) =
2
n
n∑
i=1
m˙i(θ)
TW−1i m˙i(θ)−
2
n
n∑
i=1
m¨i(θ)
TW−1i ǫi−
2
n
n∑
i=1
m¨i(θ)
TW−1i
(
mi(θ0)−mi(θ)
)
,
where m¨i denotes
∂2mi
∂θ∂θT
. By Assumption 6, similar to the proof of A2
a.s.−→ 0 uniformly
∀θ ∈ Θ, I obtain 1n
∑n
i=1 m¨i(θ)
TW−1i ǫi
a.s.−→ 0 uniformly ∀θ ∈ Θ. Using the consistency
of the weighted penalized spline least squares estimator θˆn of θ0, I obtain θˇ
a.s.−→ θ0. This
together with Assumption 6 and Lemma 4.2.2 shows that (4.15) holds.
Thus, applying Slutsky’s lemma to Equation (4.13), Theorem 4.2.5 follows when λm =
o(n−1/2),∀m = 1, . . . ,M .
Theorem 4.2.6 Under the same assumptions of Theorem 4.2.5, there exists a sequence of
generalized-weighted penalized spline least squares estimators θˆαn = (αˆ
T , βˆ
T
) with ‖α‖ = 1
which is consistent and asymptotically normally distributed. In other words, as n→∞,
θˆαn
a.s.−→ θα0 ,
√
n(θˆαn − θα0) D−→ MVN
(
0,J(φ0)Ψ
−1(φ0)Φ(φ0)Ψ
−1(φ0)J(φ0)
T
)
.
Proof Using the results from Theorem 4.2.4 and Theorem 4.2.5 and converting back to the
original parameter space via the multivariate delta method, Theorem 4.2.6 follows when
λm = o(n
−1/2),∀m = 1, . . . ,M .
Remark
1. In the above proofs, only fixed-knot asymptotics are considered. Yu and Ruppert (200)ar-
gued that this type of asymptotic is more useful than an increasing number of knots for
developing a practical statistical methodology. Of course, too few knots will not provide an
achievable good fit, whereas too many knots will decrease the efficiency of the model fitting.
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Ruppert (Ruppert, 2002) compared minimization of MASE(mean average squared error)
over different selections of knot and stated that the default fixed knots is recommended
for effectively all sample sizes and for all smooth regression functions without too many
oscillations. Moreover, asymptotic properties are limited to rates of convergence with an
increasing number of knots (Huang, 2003). In my research, fixed knot asymptotics not
only give a computationally practical algorithm, but also ensure such convenience to a
multivariate normal distribution for inference.
2. In this section, the variance-covariance matrix is assumed unknown which is usually
true in practice. An unknown matrix has to be estimated from the data and can affect the
estimate of the smoothing parameters (Wang, 1998; Wang et al., 2000). However, when
the variance-covariance matrix is known, the existing properties can be easily modified
and simplified in theory. Herein, if I assume W = Σ, then the converged covariance in
Theorem 4.2.5 will become Ψ−1(θ0) and, consequently, changed to J(φ0)Φ−1(φ0)J(φ0)T
in Theorem 4.2.6.
3. While the P-spline approach to fitting multivariate single-index models have demon-
strated promise in practice and asymptotic properties, I am not optimistic about general-
izations to extremely high dimensions. In theory, it is not difficult, but the organization of
the computations is difficult. Indeed, the number of the basis functions may easily become
larger than the number of observations, and the algorithm may become unstable. Neverthe-
less, the penalty approach relaxes the importance of the number and location of the knots,
and the use of a low-rank smoother solves the computational problems better than other
approaches when analyzing large data sets (Durban et al., 2005).
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4.2.2.2 Asymptotics with {λm;n,∀m = 1, . . . ,M} fixed
The asymptotic normality in 4.2.6 is established when λm = o(n
−1/2),∀m = 1, . . . ,M .
Therefore, the asymptotic variance does not contain {λm,∀m = 1, . . . ,M}. However, if
sample size is finite, such asymptotic would overestimate the variance of θˆα because some
terms are assumed to vanish with infinite samples when approximating the asymptotic
variance in Theorem 4.2.5 and Theorem 4.2.6 (Yu and Ruppert, 2002). Thus, for purpose
of inference, I provide the asymptotic distribution of θˆα when {λm;n,∀m = 1, . . . ,M} are
fixed.
Recall that in the proof of Theorem 4.2.5,
Q˙n,λ1:Mn ,
∂Qn,λ1:Mn
∂θ
= − 2
n
n∑
i=1
m˙i(θ0)
TW−1i ǫi + 2(0
T
d−1, λ1D1β
T
10 , . . . , λMDMβ
T
M0)
T ,
so, the weighted penalized least squares estimator of θ is the solution of Q˙n,λ1:Mn = 0.
Similarly, if I define the score function by
Si(θ;λ1, . . . , λM ) , Si(θ;λ
1:M ) = −m˙i(θ)TW−1i ǫi + (0Td−1, λ1D1βT1 , . . . , λMDMβTM )T ,
and solve
n∑
i=1
E
{
Si
(
θ(λ1:M );λ1:M
)}
= 0.
Then θˆ(λ1:M ) is unbiased estimator of θ(λ1:M ). Several articles proposed to estimate the
covariance matrix of θˆ(λ1:M ) by means of sandwich formula. I expand their formula to
multivariate cases (Gray, 1994; Yu and Ruppert, 2002). Define
Li(θ) =
n∑
i=1
∂
∂θT
Si(θ) =
1
2
Q¨n,λ1:Mn (θ),
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where Q¨n,λ1:Mn (θ) is defined in (4.16) and
Ri(θ) =
n∑
i=1
Si(θ)Si(θ)
T .
Some elementary calculation yields
Ri(θ) = R1i(θ) +R2i(θ) +R3i(θ),
where
R1i(θ) = m˙i(θ)
TW−1i ǫiǫ
−1
i W
−1
i m˙i(θ),
R2i(θ) = 2m˙i(θ)
TW−1i ǫiΓi(θ),
R3i(θ) = Γi(θ)Γi(θ)
T .
Here, Γi(θ) is a block diagonal matrix, defined by
Γi(θ) =
 Γ1i(θ) 0
0 Γ2i(θ)
 ,
where Γ1i(θ) = 0(d−1)×(d−1) and Γ2i(θ) is a M(p +K + 1) ×M(p +K + 1) block matrix.
The (s, t) elements is given by
λsλtD
T
s βsβ
T
t Dt, , s, t = 1, . . . ,M.
If I assume both 1nLi(θ) and
1
nRi(θ) converge as n → ∞, then, similar to the proof
of Theorem 4.2.4 and Theorem 4.2.5, I can show that θˆ(λ1:M ) is a consistent estimator of
θ(λ1:M ) and
√
n
(
θˆ(λ1:M )− θ(λ1:M )
) D−→ MVN(0,Li(θ(λ1:M )−1)Ri(θ(λ1:M ))Li(θ(λ1:M ))−T).
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Therefore, the expression of sandwich estimator Φsw
(
θˆ(λ1:M )
)
for Cov
(
θˆ(λ1:M )
)
is
given by
Φsw
(
θˆ(λ1:M )
)
= Li
(
θˆ(λ1:M )
)−1
Ri
(
θˆ(λ1:M )
)
Li
(
θˆ(λ1:M )
)−T
.
Similar to the proof of Theorem 4.2.6, the covariance estimator of θα(λ
1:M ) is followed
by
Φsw
(
θˆα(λ
1:M )
)
= J
(
θˆφ(λ
1:M )
)
Φsw
(
θˆφ(λ
1:M )
)
J
(
θˆφ(λ
1:M )
)T
,
where the Jacobian matrix J(·) is defined previously.
4.3 Simulations
4.3.1 Data Generation
I conduct a simulation study to evaluate the performance of the proposed method in finite
sample situations. The simulation is designed as follows. Two correlated outcomes (y1,y2)
T
are generated from the following model for different sample sizes

y1;i = (α1x1i + α2x2i + α3x3i)
2 sin(α1x1i + α2x2i + α3x3i) + ǫ1;i,
y2;i = (α1x1i + α2x2i + α3x3i) exp(α1x1i + α2x2i + α3x3i) + ǫ2;i,
where index component covariates x1i, x2i and x3i are trivariate with independent uniform
[0, 1]. Two index functions are chosen to be f1(v) = v
2 sin(v) and f2(v) = ve
v , respectively.
The random error ǫi = (ǫ1;i, ǫ2;i)
T ∼ MVN(0,Σ), where the correlation coefficient between
the two outcomes is ρ, and both σ21 and σ
2
2 = δσ
2
1 are used to represent the heteroscedasticity
of the two outcomes.
The point estimates for both parameters and variance components are averaged over
200 simulation runs. I use 20 knots to fit cubic spline models. This choice of knots is
62
enough to resolve the essential structure in the underlying regression functions (Ruppert
et al., 2002). The interior knots are computed and selected at equally spaced quantiles
of the estimated index values at each iterative step (Wu and Tu, 2012). The smoothing
parameters are chosen by ratio of variance components estimated from REML (Krivobokova
and Kauermann, 2007; Ruppert et al., 2002).
4.3.2 Simulation Result
Here, results are presented for the case where α = 1√
14
(2,−1, 3)T , ρ = 0.5, σ = 2, δ =
0.9. Four different sample sizes (n = 50, 100, 200, 500) are considered. Again, I compare
the estimated values of parameters against the true values. The parameter estimation
results, including the mean values of the parameter estimates (Mean), standard error (SE),
bias and MSE, are summarized in Table 4.1. Simulation result shows that the estimated
coefficient values are close to the true values, and the standard errors estimated based on
the multivariate model are consistently smaller. In addition, the empirical standard errors
of the estimates of the variance-covariance components closely agree with the true values.
Clearly, MSE of each parameter estimates also decrease with increased number of subjects.
Figure 4.1 depicts the average cubic-spline estimates fit to two correlated outcomes
with 500 subjects based on 200 simulated datasets, and the corresponding 2.5% and 97.5%
quantiles. The behavior of the proposed estimates is superiorly demonstrated. One can see
that the bias in the estimated functions are minimal, as the P-spline fits are all close to
the true mean functions, although the bias is relatively higher at the tail. Meanwhile, both
2.5% and 97.5% quantiles are close to the true curves, showing very small variation in the
estimates.
In summary, the simulation study indicates that the proposed method provides ade-
quate parameter estimates, as well as the ability to capture curvature shape of the true
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Table 4.1: Summary of parameter estimates over 200 simulation runs: true parameters
(α1, α2, α3) =
1√
14
(2,−1, 3) = (0.5345,−0.2673, 0.8018), ρ = 0.50, δ = 0.9, σ = 2
Parameter n Mean SE Bias MSE
α1 50 0.5370 0.0008 2.4407e-03 6.6821e-06
100 0.5349 0.0004 3.7973e-04 2.8654e-07
200 0.5347 0.0003 1.3222e-04 8.7655e-08
500 0.5345 0.0002 -5.1607e-05 37761e-08
α2 50 -0.2659 0.0001 1.3238e-03 3.1092e-06
100 -0.2656 0.0006 1.6982e-03 3.1892e-06
200 -0.2678 0.0002 -5.7277e-04 3.7085e-07
500 -0.2674 0.0002 -1.0535e-04 3.6330e-08
α3 50 0.8003 0.0004 -1.4751e-03 2.3747e-06
100 0.8020 0.0003 2.4459e-04 1.4977e-07
200 0.8015 0.0002 -2.9807e-04 1.2678e-07
500 0.8018 0.0001 -1.0371e-05 1.7531e-08
ρ 50 0.5223 0.0086 2.2365e-02 5.7429e-04
100 0.5048 0.0058 4.7662e-03 5.3835e-05
200 0.5005 0.0037 4.7875e-04 1.4171e-05
500 0.4946 0.0027 -5.4186e-03 3.6853e-05
δ 50 0.9619 0.0087 6.1932e-02 3.9107e-03
100 0.9629 0.0059 6.2869e-02 3.9873e-03
200 0.9289 0.0041 2.8902e-02 8.5243e-04
500 0.9658 0.0029 6.5827e-02 4.3417e-03
σ 50 1.9571 0.0141 -4.2864e-02 2.0350e-03
100 1.9715 0.0104 -2.8547e-02 9.2244e-04
200 2.0119 0.0072 1.1875e-02 1.9230e-04
500 1.9763 0.0046 -2.3705e-02 5.8338e-04
index functions simultaneously. In addition, variability bands for both estimated curves are
notably narrow and close to the nominal level. Finally, MSE of each parameter estimates
also apparently decrease with increased sample size. These empirical results agree nicely
with the asymptotic properties.
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Figure 4.1: Curve estimates and confidence bands for the simulated data with bivariate
outcomes. The solid curves are the true mean functions; the dashed curves are the average
cubic-spline fit over 200 simulations. The dot-dashed curves are the corresponding 2.5 %
and 97.5 % quantiles.
4.4 Discussion
I propose to jointly estimate different single-index models with multiple correlated responses
using the weighted penalized least squares. Superior performance of estimators for all
parameters are demonstrated in a conducted simulation. Assuming a fixed number of knots,
I have shown
√
n strong consistency and asymptotic normality of the estimators under
suitable conditions. From a practical viewpoint, these results will allow us to derive large
sample confidence intervals and hypothesis tests and enable us to establish joint inference
of all parameters.
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Chapter 5
Conclusion
This dissertation discusses several topics related to the single-index regression model in
longitudinal and multivariate settings. The overall objective is to develop a set of compu-
tationally efficient single-index modeling tools that can be used to derive practically useful
indices. I also examine the theoretical properties of the estimator.
The research is motivated by the practical need for data-driven medical indices in epi-
demiological and clinical investigations. The main methodological thrust of the research is
presented in the context of single-index models, which provide a parsimonious representa-
tion for high-dimensional factors. The appeal of the discussed approach lies in the intuitive
interpretation of monotone index functions. In this research, I extend the traditional single-
index model to longitudinal and multivariate data settings, and I adopt the approach for
index development. The developed model achieves the ability of dimension reduction by
combining multiple factors into a univariate scalar index while retaining nonlinear influ-
ences of the predictor variables. With appropriately included covariates, such models also
provide an opportunity to estimate index functions while testing other fixed effects. The
latter feature helps to distinguish index effects from the effects or confounding effects in
clinical investigations.
Fitting a single-index model accounts to optimization with a nonlinear objective function
with index components inside the function. Due to the inclusion of an index function
structure in the model, index parameters tend to complicate the estimation procedure. To
overcome this challenge, I develop a recursive algorithm by using penalized splines with
truncated power basis functions for estimation both of index parameters and index function
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iteratively. Estimation is performed in a maximum penalized likelihood framework using
existing statistical software. Herein, a key step of this approach is to express the model
in a mixed effect model, which allowed us to select an optimal smoothing parameter for
an approximation of the index function. As a result, the iterative estimation approach is
computationally efficient.
Although the classical linear model has a natural extension in a multivariate setting,
applying the idea and method of univariate single-index model to multiple longitudinally
measured data is not a trivial exercise. Challenges are magnified by the accounting of the
two separate sources of correlations, i.e. across-outcome correlation within the same subject,
and the temporal correlation within each outcome. Computation associated with such a
high-dimensional integration is complicated and challenging. It is for this reason, perhaps,
that single-index models for multivariate longitudinal responses has not been widely known
and used. Chapter 3 of my dissertation describes a multivariate single-index model that
allows for direct estimation of indices and for capturing correlation components across
multiple responses. In the proposed model, the two dependency structures are concurrently
accommodated using random effect vectors, which, in turn, offset the loss of efficiency in
parameter estimation and maintain the estimation consistency. The latent random term
not only induces the temporal correlation over repeated collections, but also accounts for
dependencies among different outcomes, which adds modeling flexibility and yields unbiased
and efficient estimates. To my knowledge, this is the first time that a single-index model for
longitudinally multivariate data has been proposed. This approach has been shown to be
useful in situations where heterogeneity of the index effects are allowed on each outcome.
Similarly, this proposed model may regress index functions on longitudinal data of multiple
outcomes. within this framework, parameter estimation can proceed in a traditional mixed
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effect model framework; such an approach achieves estimation of multiple parameters in a
computationally efficient way.
In chapter 4, I examine the asymptotic properties of the estimators in the proposed
model. Reformulating a multivariate single-index model as a mixed effect model gives us an
ability to estimate parameters using existing software. In this framework, I explicitly write
the weighted penalized likelihood function and show an equivalence of my model to Tian’s
formulas (Tian et al., 2010). I use this equivalence to derive the asymptotic properties of the
estimates including existence, strong consistency, and asymptotic normality. The sandwich
estimator of the covariance matrix enables a joint inference of parameters of interest.
In summary, this dissertation bridges the gap between methodological development of
single-index models and practical derivation of medical indices. The motivation, impor-
tance, and broad application potential of the work is discussed with real data examples.
For application, I present examples on the use of these models in analysis of hypertension
studies, and to highlight the advantages of analytically derived indices. Simulation studies
show that the proposed estimates are both accurate and reliable. The presented data anal-
ysis illustrates how an index estimate leads to improved prediction performance. In that
regard, I hope this work will enhance the use of single-index regression model in clinical
investigations.
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