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ON THE STABILITY OF CRITICAL CHEMOTACTIC
AGGREGATION
PIERRE RAPHAËL AND RÉMI SCHWEYER
Abstract. We consider the two dimensional parabolic-elliptic Patlak-Keller-
Segel model of chemotactic aggregation for radially symmetric initial data. We
show the existence of a stable mechanism of singularity formation and obtain a
complete description of the associated aggregation process.
1. Introduction
1.1. Setting of the problem. We consider the two dimensional Patlak-Keller-
Segel problem:
(PKS)


∂tu = ∇ · (∇u+ u∇φu),
φu =
1
2pi log|x| ⋆ u
u|t=0 = u0 > 0
(t, x) ∈ R× R2, (1.1)
This degenerate nonlocal diffusion equation is a canonical limit of kinetic models
of particles evolving through a nonlocal attractive force, and is one of the model
which arises in the description of colonies of bacteria, [15], [31]. This system has
attracted a considerable attention for the past twenty years in the mathematical
community, in particular in connection with the local regularity of weak solutions,
the qualitative behavior of solutions and the possibility of finite time blow up for
large enough data corresponding to the aggregation of bacteria. We refer to [4] for
an extensive introduction to the literature on these subjects. Our point of view
in this paper is to replace the problem within the sets of critical blow up problems
which for both parabolic and dispersive problems have also attracted a considerable
attention for the past ten years.
The existence of unique local smooth solutions in some suitable Sobolev sense can
be obtained from standard fixed point arguments as in [30]. The corresponding non
negative strong solution satisfies the conservation of mass∫
R2
u(t, x)dx =
∫
R2
u(0, x)dx (1.2)
and the flow dissipates the logarithmically degenerate entropy:
F(u) =
∫
ulogu+
1
2
∫
uφu ≤ F(u0). (1.3)
The scaling symmetry
uλ(t, x) = λ
2u(λ2t, λx)
leaves the L1 norm unchanged∫
R2
uλ(t, x)dx =
∫
R2
u(λ2t, x)dx
and hence the problem is L1 critical. Note from (1.3) that the problem is also almost
energy critical and therefore particularly degenerate.
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1.2. Previous results. A fundamental role is played for the analysis by the explicit
ground state stationary solution
Q(x) =
8
(1 + |x|2)2 . (1.4)
From [1], [9], Q is up to symmetry the unique minimizer of the logarithmic Hardy-
Littlewood-Sobolev inequality: ∀u ≥ 0 with ∫ u =M ,∫
ulogu+
4π
M
∫
φuu ≥M [1 + logπ − logM ] . (1.5)
For smooth well localized data with small mass
∫
u0 <
∫
Q, the flow is global
and zero is the universal local attractor, see [11], [6], [32], and in this sense Q is the
first nonlinear object. For data above the ground state
∫
u0 >
∫
Q, the virial type
identity
d
dt
∫
|x|2u(t, x)dx = 4
(
1−
∫
u∫
Q
)∫
u
implies that all smooth well localized data blow up in finite time. Note however
that as usual, this argument is very unstable by perturbation of the equation, and
provides almost no insight into the structure of the singularity formation.
Substantial progress have been made in the critical case
∫
u =
∫
Q. In [5], finite
variance initial data
∫ |x|2u0 < +∞ with minimal mass are shown to grow up
in infinite time. The argument is again by contradiction and does not give the
associated blow up rate. More dynamical results for domains are obtained in [14]. In
[4], it is shown that infinite variance initial data
∫ |x|2u0 = +∞ exhibit a completely
different behavior and generate a global flow asymptotically attracted by the soliton
(1.4), see also [8] for quantitative convergence rates. The proof involves the use of
an additional Lyapounov functional at the minimal mass level, and the importation
of tools from optimal transportation thanks to the gradient flow structure of the
problem.
All the above subcritical mass results heavily rely on the fact that for
∫
u0 ≤
∫
Q, the
dissipated entropy (1.3) coupled with the variational characterization of Q through
the logarithmic HLS (1.5) imply a priori uniform bounds on the solution. This
structure is completely lost for
∫
u0 >
∫
Q, and the description of the flow for mass
super critical data is very poorly understood. In the pioneering work [13], Herrero
and Velasquez use formal matching asymptotics, the radial reduction of the problem
and ODE techniques to produce the first example of blow up solution.
1.3. Connection with critical problems. The L1 critical structure of the (PKS)
system is canonical from the point of view of critical problems, and a number of
examples extracted both from the parabolic and dispersive worlds have recently
attracted a considerable attention and led to a new approach for the construction of
blow up solutions. Examples of such critical flows are the mass critical Non Linear
Schrödinger equations of nonlinear optics
(NLS)
{
i∂tu+∆u+ u|u|2 = 0,
u|t=0 = u0,
, (t, x) ∈ R× R2, u ∈ C, (1.6)
the geometric energy critical parabolic heat flow to the 2-sphere of crystal physics
(HF )
{
∂tu = ∆u+ |∇u|2u,
u|t=0 = u0,
, (t, x) ∈ R× R2, u ∈ S2
3and its dispersive Schrödinger map analogue in ferromagnetism:
(SM)
{
u ∧ ∂tu = ∆u+ |∇u|2u,
u|t=0 = u0,
, (t, x) ∈ R× R2, u ∈ S2.
For all these problems, a robust approach for the construction of blow up solutions
and the study of their possible stability has been developed in the past ten years,
see [23], [24], [25], [26], [27] for the mass critical NLS, [33], [28] for the wave and
Schrödinger maps, and [34] for the harmonic heat flow. The strategy proceeds in
two steps: the construction of suitable approximate solutions through the derivation
of the leading order ODE’s driving the trajectory of the solution on the modulated
manifold of ground states; the control of the exact flow near these approximate pro-
files through the derivation of suitable Lyapounov functionals and a robust energy
method. The first step avoids the common use of matching asymptotics which is
most of the time delicate both to implement and to make rigorous, see for exam-
ple [16] for (NLS), [2] for the heat flow, [10] for (PKS). The second step is a pure
energy method which therefore applies both to dispersive problems and parabolic
systems, and makes in this last case no use of the maximum principle commonly
used for scalar parabolic problems. The sharp knowledge of the spectral structure
of the linearized operator, which is typically a delicate problem for (PKS), see [10],
is replaced by canonical spectral gap estimates as initiated in [35], [33].
1.4. Statement of the result. Our main claim in this paper is that despite the
nonlocal structure of the problem and in particular of the linearized operator close
to Q, and the almost energy critical degeneracy of the problem1, the above route
map can be implemented for (PKS). We address the radial case only for the sake of
simplicity, but the full non radial problem can be analyzed in principle along similar
lines.
In order to make our statement precise, let us consider the following function spaces.
Let the weighted L2 space
‖ε‖L2
Q
=
(∫
ε2
Q
) 1
2
(1.7)
and the weighted H2 space:
‖ε‖H2
Q
= ‖∆ε‖L2
Q
+
∥∥∥∥ ∇ε1 + |x|
∥∥∥∥
L2
Q
+ ‖ε‖L2 . (1.8)
We introduce the energy norm
‖ε‖E = ‖ε‖H2
Q
+ ‖ε‖L1 . (1.9)
The main result of this paper is the complete description of a stable chemotactic
blow up with radial data arbitrarily close to the ground state in the L1 critical
topology.
Theorem 1.1 (Stable chemotactic blow up). There exists a set of initial data of
the form
u0 = Q+ ε0 ∈ E , u0 > 0, ‖ε0‖E ≪ 1
such that the corresponding solution u ∈ C([0, T ), E) to (1.1) satisfies the following:
(i) Small super critical mass:
8π <
∫
u0 < 8π + α
∗
1which is reflected by the weakness of the a priori information (1.3) for mass super critical
initial data.
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for some 0 < α∗ ≪ 1 which can be chosen arbitrarily small;
(ii) Blow up : the solution blows up in finite time 0 < T < +∞;
(iii) Universality of the blow up bubble: the solution admits for all times t ∈ [0, T )
a decomposition
u(t, x) =
1
λ2(t)
(Q+ ε)
(
t,
x
λ(t)
)
with
‖ε(t)‖H2
Q
→ 0 as t→ T (1.10)
and the universal blow up speed:
λ(t) =
√
T − te−
√
|log(T−t)|
2
+O(1) as t→ T. (1.11)
(iv) Stability: the above blow up dynamics is stable by small perturbation of the data
in E:
v0 > 0, ‖v0 − u0‖E < ǫ(u0).
Comments on the result
1. On the stability statement: Formal arguments to prove the stability of chemo-
tactic blow up are presented in [36], and in fact Theorem 1.1 answers one of the
problems mentioned in [37]. It is likely that there are many other blow regimes,
possibly stable or unstable depending on the tail of the initial data, as is expected
for the heat flow [2], see also [12], or known for the super critical heat equation
[29], see also [3] for a further illustration of the role of the topology for the long
time dynamics. Note that a complete description of the flow near the ground state
is obtained for the first time for a critical problem in [20], [21], [22] for the criti-
cal (KdV) problem, and this includes pathological blow up rates depending on the
structure of the data. In this sense, Theorem 1.1 is a first step toward the descrip-
tion of the flow near Q which even in the radial setting is still a challenging problem.
2. On the non locality: It is known that in the radial setting, the nonlocal (PKS)
can be turned to a nonlinear local problem for the partial mass, see for example [13].
We shall not use this structure at all, and therefore our approach can in principle
be extended to the non radial setting. The non locality of the chemotactic problem
induces a nonlinear linearized operator L close to Q, which due to the slow decay
of the soliton makes the use of spectral techniques delicate, see [10] for an attempt
in this direction. Moreover, and this is for example a major difference with the
mass critical (NLS) (1.6), the entropy control (1.3) is very weak and yields almost
no information on the flow near Q. However, following the approach in [33], simple
spectral gap estimates can be obtained on L and its iterates as a consequence of
the variational characterization of Q which lead to the control of derivatives of u
in suitable weighted L2 norms. In other words, for the linearized flow close to Q,
we control the solution through the control of the natural linearized entropy in-
volving the derivatives of u, and the associated dissipated quantities. The control
of derivatives yields through Hardy inequalities the local control of the solution on
the soliton core which is the heart of the control of the speed of concentration. We
also obtain sharp convergence rates of the solution towards the solitary wave after
renormalization.
Our proof provides a robust approach to the construction of blow up regimes in
the presence of a nonlocal nonlinearity, and is a first step towards the understanding
5of the flow near the soliton. It also provides a new insight to attack more com-
plicated chemotactic coupling, in particular the parabolic-parabolic Patlak-Keller-
Segel problem for which blow up in the critical setting is open.
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Notations. For a given function u, we note its Poisson field
φu =
1
2π
log|x| ⋆ u.
We note the real L2 scalar product
(f, g) =
∫
R2
f(x)g(x)dx.
Given a vector y ∈ R2, we will systematically note r = |y| =
√
y21 + y
2
2 . We will
generically note
δ(z∗) = o(1) as z∗ → 0.
We let χ ∈ C∞c (R2) be a radially symmetric cut off function with
χ(x) =
{
1 for |x| ≤ 1,
0 for |x| ≥ 2 , χ(x) ≥ 0.
We introduce the differential operator
Λf = 2f + y · ∇f = ∇ · (yf).
Given f ∈ L2, we introduce its decomposition into radial and non radial part:
f (0(r) =
1
2π
∫ 2pi
0
f(r, θ)dθ, f (1)(x) = f(x)− f (0)(r). (1.12)
Observe that
(Λf)(0) = (r∂rf)
(0) = r∂rf
(0) = Λf (0).
Given b > 0, we let
B0 =
1√
b
, B1 =
|logb|√
b
. (1.13)
Give two linear operators (A,B), we note their commutator:
[A,B] = AB −BA.
1.5. Strategy of the proof. We briefly explain the main steps of the proof of
Theorem 1.1 which follows the approach developed in [33], [28], [34].
Step 1: Construction of approximate blow up profiles. Let us renormalize the
(PKS) flow by considering
u(t, x) =
1
λ2(t)
v(s, y),
ds
dt
=
1
λ2
, y =
x
λ
which leads to the renormalized flow
∂sv + bΛv = ∇ · (∇v + v∇φv), b = −λs
λ
.
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We look for a slowly modulated approximate solution of the form
v(s, y) = Qb(s)(y), Qb(y) = Q(y) + bT1(y) + b
2T2(y)
and where the law bs = F (b) = O(b
2) is an unknown of the problem. The construc-
tion of T1, T2 amounts solving stationary in s elliptic problems of the form
LTj = Fj(Tj−1) (1.14)
where we introduced the linearized operator close the soliton:
Lε = ∇ · (Q∇Mε) = ∆ε+ 2Qε+∇φQ · ∇ε+∇Q · ∇φε. (1.15)
This operator displays explicit resonances2 induced by the symmetry group of
(PKS). In the radial setting, the solution to (1.14) is almost explicit, and the slow
decay of Q at +∞ induces slowly decaying function Tj with explicit tails at +∞.
In particular,
T1(r) ∼ c
r2
as r → +∞
and to leading order in terms of tails at +∞, the T2 equation looks like
LT2 = −bsT1 − b2ΛT1 + lot.
We now observe the cancellation
ΛT1 ∼ 1
r4
as r→ +∞
and hence the choice bs = 0 yields the most decreasing right hand side. In fact, a
more careful analysis leads to the logarithmically degenerate law:
bs = − 2b
2
|logb| ,
see the proof of Proposition 3.1. We refer to [33], [28] for a further discussion on the
derivation of these logarithmic gains. The outcome is the derivation of the leading
order dynamical system {
ds
dt
= 1
λ2
b = −λs
λ
, bs = − 2b2|logb|
(1.16)
which after reintegration in time implies that λ touches zero in finite time T < +∞,
this is blow up, with the asymptotics (1.11).
Step 2: Energy bounds. We know consider an initial data of the form
u0 = Qb0 + ε0 with ‖ε0‖ . b100
in some suitable topology. We claim that we can bootstrap the existence of a
decomposition
u(t, x) =
1
λ2(t)
(Qb(t) + ε)(t,
x
λ(t)
) with ‖ε(t)‖ . (b(t))10
with (λ(t), b(t)) satisfying to leading order the ODE’s (1.16). Roughly speaking,
the equation driving ε is of the form
∂sε = Lε− bΛε+Ψb +Mod +N(ε)
where Ψb = O(b
3) is the error in the construction of Qb, Mod is the forcing term
induced by the modulation parameters
Mod = (
λs
λ
+ b)ΛQb − bs∂Qb
∂b
,
2i.e. slowly decaying zeroes.
7and N(ε) denotes the lower order nonlinear term. In order to treat the bΛ correction
to the linearized term which cannot be treated perturbatively in blow up regimes, we
reformulate the problem in terms of the original variables
u˜(t.x) =
1
λ2
ε(t,
x
λ
)
which satisfies
∂tu˜ = Lλu˜+ 1
λ4
[Ψb +Mod +N(ε)] (t,
x
λ
). (1.17)
We now control u˜ using an energy method on its derivatives as in [33]. Let M
be the linearized entropy close to Q, see (2.1). One can show using the explicit
knowledge of the resonances of L, which itself essentially follows from the variational
characterization of Q, that modulo suitable orthogonality conditions which remove
the zero modes and correspond to the dynamical adjustment of (b(t), λ(t)), the
generalized linearized HLS energy is coercive on suitable derivatives:
(MLε,Lε) & ‖Lε‖2
L2
Q
&
∫ |∆ε|2
Q
+
∫
|ε|2 ∼ ‖ε‖2
H2
Q
.
Applying this to u˜, we are led to consider the natural higher order entropy for (1.17):
d
dt
(MλLλu˜,Lλu˜)
where Mλ,Lλ correspond to the linearization close to the singular bubble 1λ2Q(xλ).
Two difficulties occur. First one needs to treat the local terms on the soliton core
induced by the time dependance λ(t) of the renormalized operatorMλ,Lλ, and here
the dissipated terms together with the sharp control of tails at infinity play a crucial
role. An additional problem occurs due to the pointwise control ofMod terms which
is not good enough in our regime3, and requires some further integration by parts
in time, see Lemma 5.5.
The energy method leads roughly to a pointwise bound
d
dt
(MλLλu˜,Lλu˜) . 1
λ6
b4
|logb|2
which after rescaling leads in the regime (1.16) to the pointwise bound:
‖ε‖2
H2
Q
.
b3
|logb|2 .
It turns out that this estimate is sharply good enough to close the ODE for b and
show that the ε radiation does not perturb the leading order system (1.16), and this
concludes the proof of Theorem 1.1.
This work is organized as follows. In section 2, we prove spectral gap estimates
for the nonlocal linearized operator close to Q in the continuation of [33]. In section
3, we build the family of approximate self similar profiles which contains the main
qualitative informations on the singularity formation, and adapts in the non local
setting the strategy developed in [33], [28], [34]. In section 4, we start the analy-
sis of the full solution and explicitly display the set of initial data leading to the
conclusions of Theorem 1.1 and the bootstrap argument to control the radiation.
In section 5, we exhibit the H2Q monotonicity formula which is the heart of our
analysis. In section 6, we collect the estimates of sections 4, 5 to close the bootstrap
and complete the description of the singularity formation.
3This is a technical unpleasant problem which directly relates to the slow decay of Q at infinity.
Similar issues already occurred in related settings, see for example [19].
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2. Spectral gap estimates
This section is devoted to the derivation of spectral gap estimates for the lin-
earized operator close to Q given by (1.15). The radial assumption is useless here
and we address directly the general case. These energy bounds are at the heart of
the control of the radiation correction for flows evolving close to the approximate
Q˜b blow up profiles. We derive two type of estimates: energy estimates which are
mostly a consequence of the linearization close to Q of the sharp log Sobolev esti-
mate4 and higher order iterated estimates which rely on the explicit knowledge of
the kernel of L and suitable repulsivity properties at infinity.
2.1. Energy bounds. We start with the study of the linearized log Sobolev energy
on the weighted L2 space (1.7).
Lemma 2.1 (Structure of the linearized energy). The operator
Mu = u
Q
+ φu (2.1)
is a continuous self adjoint operator M : L2Q → (L2Q)∗ ie:∫
Q|Mu|2 . ‖u‖2
L2
Q
, (2.2)
∀(u, v) ∈ L2Q × L2Q, (Mu, v) = (u,Mv). (2.3)
Moreover, there holds:
(i) Algebraic identities:
M(ΛQ) = −2, M(∂iQ) = 0, i = 1, 2. (2.4)
(ii) Generalized kernel: Let (u, φ) ∈ C∞(R2) satisfy{
∇
(
u
Q
+ φ
)
= 0
∆φ = u
,
∫
φ2
(1 + r4)(1 + |logr|2) < +∞, (2.5)
then
u ∈ Span(ΛQ, ∂1Q, ∂2Q), φ = φu. (2.6)
Remark 2.2. This structure is reminiscent from kinetic transport models like the
gravitational Vlasov Poisson equation, see [17].
Proof of Lemma 2.1. step 1 Continuity and self adjointness. The continuity of M
as an operator from L2Q → (L2Q)∗ follows from (A.2):∫
Q|Mu|2 .
∫
u2
Q
+
∥∥∥∥ φu1 + |logr|
∥∥∥∥
2
L∞
‖(1 + |logr|)Q‖L1 . ‖u‖2L2
Q
.
The self adjointness (2.3) is equivalent to:
∀(u, v) ∈ L2Q × L2Q, (φu, v) = (u, φv). (2.7)
Indeed, the integrals are absolutely convergent arguing like for (A.2):∫
|log|x− y|||u(y)||v(x)|dxdy . ‖u‖L2
Q
‖v‖L2
Q
and the claim follows from Fubbini.
4following the celebrated proof by Weinstein [38] for nonlinear Schrödinger equations.
9step 2. Proof of (i). By definition of Q:
φ′Q(r) =
1
r
∫ r
0
8τ
(1 + τ2)2
dτ =
4r
1 + r2
.
Moreover, using the convolution representation
φQ(0) =
∫ +∞
0
8rlogr
(1 + r2)2
dr = 4 lim
(ε,R)→(0,+∞)
[
r2logr
1 + r2
− 1
2
log(1 + r2)
]R
ε
= 0,
and thus:
φQ(r) =
∫ r
0
4τ
1 + τ2
dτ = 2log(1 + r2).
We therefore obtain the ground state equation:
logQ+ φQ − log8 = 0. (2.8)
We translate with x0 ∈ R2:
logQ(x− x0) + φQ(x− x0)− log8 = 0
and differentiate at x0 ∈ R2 to get:
∇Q
Q
+∇φQ = 0, (2.9)
and hence
M(∇Q) = ∇Q
Q
+ φ∇Q =
∇Q
Q
+∇φQ = 0. (2.10)
Similarily, given λ > 0, let Qλ(y) = λ
2Q(λy). We compute using
∫
Q = 8π:
φQλ(y) =
1
2π
∫
log|x−y|Qλ(y)dy = 1
2π
∫
log
(
1
λ
|λx− z|
)
Q(z)dz = −4logλ+φQ(λy)
and hence from (2.8):
−log8 + logQλ + φQλ + 2logλ = 0.
We differentiate this expression at λ = 1 and obtain:
ΛQ
Q
+ φΛQ + 2 = 0, (2.11)
this is (2.4).
step 3 Generalized kernel. Let now (u, φ) smooth solve (2.5), then:
∆φ+Qφ = cQ
for some c ∈ R. Q being radially symmetric, we develop φ in real spherical harmon-
ics:
φ(x) = Σk≥0 [φ1,k(r) cos(kθ) + φ2,k(r) sin(kθ)]
and obtain
∀k ∈ N, Hkφi,k = −φ′′i,k −
φ′i,k
r
+
k2
r2
φi,k −Qφi,k = −cQδk=0.
We omit in the sequel the i-dependance to simplify notations. For k ≥ 2, we can
from standard argument using the decay Q = O( 1
r4
) at infinity construct a basis of
solutions to Hkψi,k = 0 with at infinity
ψ1,k ∼ 1
rk
, ψ2,k ∼ rk.
10 P. RAPHAËL AND R. SCHWEYER
The a priori bound (2.5) implies φk ∈ Span{ψ1,k} and then the regularity of φ and
Hkφk = 0 easily yield ∫
|∂rφk|2 +
∫
(φk)
2
r2
< +∞, (2.12)
and hence φk belongs to the natural energy space associated to Hk. Now
∀k ≥ 2, Hk ≥ H1 + 1
r2
in the sense of quadratic forms, while from (2.10),
H1(φ
′
Q) = 0, φ
′
Q(r) > 0 for r > 0
implies from standard Sturm Liouville argument that φ′Q is the bound state of H1.
Hence Hk > 0 for k ≥ 2 and then from (2.12):
φk = 0 for k ≥ 2. (2.13)
For k = 1, the zeroes of H1 are explicit:
ψ1,1(r) = φ
′
Q(r) =
4r
1 + r2
, ψ2,1(r) = −ψ1,1(r)
∫ r
1
dτ
τψ21,1(τ)
.
The second zero is singular at the origin ψ2,1(r) ∼ cr and thus the assumed regularity
of φ implies:
φ1 ∈ Span(φ′Q). (2.14)
For k = 0, we first observe from (2.4) that
u˜0 = u0 +
c
2
ΛQ, φ˜0 = φ0 +
c
2
φΛQ
satisfies {
u˜0
Q
+ φ˜0 = 0
∆φ˜0 = u˜0
and thus H0φ˜0 = 0 (2.15)
Let the partial mass be
m0(r) =
∫ r
0
τ u˜0(τ)dτ so that m
′
0 = ru˜0, φ˜
′
0 =
m0
r
,
then:
0 = rQ
(
u˜0
Q
+ φ˜0
)′
= r
[
u˜′0 −
Q′
Q
u˜0 +Qφ˜
′
0
]
= r
[(
m′0
r
)′
− Q
′
yQ
m′0 +
Q
r
m0
]
.
Equivalently,
L0m0 = 0
where
L0m0 = −m′′0 +
(
1
r
+
Q′
Q
)
m′0 −Qm0 (2.16)
= −m′′0 −
3r2 − 1
r(1 + r2)
m′0 −
8
(1 + r2)2
.
The basis of solutions to this homogeneous equation is explicit5 and given by:
ψ0(r) =
r2
(1 + r2)2
, ψ1(r) =
1
(1 + r2)2
[
r4 + 4r2logr − 1] . (2.17)
5this is due to the fact that the non linear equation satisfied by the partial mass of Qb is
invariant by m(r) 7→ m(λr), see (3.8), and indeed ψ0 ∈ Span{rm′Q}, mQ(r) =
∫ r
0
Q(τ )τdτ .
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The regularity of u˜0 implies m0(r)→ 0 as r → 0 and thus
m0 ∈ Span(ψ0), u˜0 = m
′
0
r
∈ Span(ψ
′
0
y
) = Span(ΛQ)
from direct check. Hence u˜0 = cΛQ and the regularity of φ˜0 at the origin
6 implies
φ˜0(r) = cφΛQ, but then from (2.4), (2.15):
0 =
u˜0
Q
+ φ˜0 = cMΛQ = −2c and thus u˜0 = φ˜0 = 0.
Together with (2.13), (2.14), this implies:
φ ∈ Span(φΛQ, ∂1φQ, ∂2φQ), u = ∆φ ∈ Span(ΛQ, ∂1Q, ∂2Q),
and (2.6) follows. This concludes the proof of Lemma 2.1. 
The explicit knowledge of the kernel ofM given by Lemma 2.1 and the variational
characterization of Q imply from standard argument the modulated coercivity of
the linearized energy.
Proposition 2.3 (Coercivity of the linearized energy). There exists a universal
constant δ0 > 0 such that for all u ∈ L2Q,
(Mu, u) ≥ δ0
∫
u2
Q
− 1
δ0
[
(u,ΛQ)2 + (u, 1)2 +Σ2i=1(u, ∂iQ)
2
]
. (2.18)
Proof of Proposition 2.3 A slightly weaker version is proved in [36] using explicit
and somewhat miraculous computations. We give a simpler and stronger argument
by adapting the robust proof by [38], and which here relies on the classical sharp
Hardy Littlewood Sobolev, see also [17] for a very similar argument.
step 1 Positivity. We claim:
∀u ∈ L2Q with
∫
u = 0, (Mu, u) ≥ 0. (2.19)
From standard density argument, it suffices to prove (2.19) for u ∈ C∞0 (R2) with∫
u = 0. We apply the sharp logarithmic HLS inequality (1.5) at minimal mass
M = 8π to v = Q+ λu > 0 for λ ∈ R small enough: ∫ v = ∫ Q = 8π and thus
F (λ) =
∫
vlogv +
1
2
∫
vφv ≥ F (0).
We compute
F ′(λ) =
∫ [
(log(Q+ λu) + 1)u+
1
2
(uφQ+λu + (Q+ λu)φu)
]
=
∫
[(log(Q+ λu)− log8 + φQ)u+ λuφu)]
where we used (2.7) and the vanishing
∫
u = 0, and then Q is a critical point from
(2.8):
F ′(0) = 0,
and the Hessian is positive:
F ′′(λ)|λ=0 =
∫ [
u
Q
+ φu
]
u = (Mu, u) ≥ 0.
6recall that the only radially symmetric harmonic function in R2 is logr which is singular at
the origin.
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step 2 Coercivity. We now claim the spectral gap:
I = inf
{
(Mu, u), ‖u‖L2
Q
= 1, (u, 1) = (u,ΛQ) = (u, ∂iQ) = 0
}
> 0. (2.20)
We argue by contradiction and consider from (2.19) a sequence un ∈ L2Q with
0 ≤ (Mun, un) ≤ 1
n
, ‖un‖L2
Q
= 1, (un, 1) = (un,ΛQ) = (un, ∂iQ) = 0.
Hence up to a subsequence,
un ⇀ u in L
2
Q (2.21)
which implies using the decay |Q(y)| . 1
1+r4
:∫
u2
Q
≤ lim inf
n→+∞
∫
u2n
Q
= 1, (u, 1) = (u,ΛQ) = (u, ∂iQ) = 0. (2.22)
Observe now from (A.5) that∫
unφun = −
∫
|∇φun |2
and we claim from standard argument:
∇φun → ∇φu in L2. (2.23)
Assume (2.23), then from (2.22):
(Mu, u) ≤ 0,
∫
u2
Q
≤ 1
and thus from (2.19),
(Mu, u) = 0,
∫
u2
Q
=
∫
|∇φu|2 ≤ 1.
Moreover, from the normalization of the sequence:
(Mun, un) =
∫
u2n
Q
−
∫
|∇φun |2 = 1−
∫
|∇φun |2 ≤
1
n
and thus using (2.23): ∫
|∇φu|2 = lim
n→+∞
∫
|∇φun |2 ≥ 1,
from which
(Mu, u) = 0,
∫
u2
Q
= 1, (u, 1) = (u,ΛQ) = (u, ∂iQ) = 0. (2.24)
Hence u is non trivial and attains the infimum. We conclude from standard Lagrange
multiplier argument using the selfadjointness of M that:
Mu = a+ bΛQ+ c · ∇Q+ d u
Q
, u ∈ L2Q.
Taking the scalar product with u yields d = 0 and thus Mu ∈ L2Q. We then take
the scalar product with 1,ΛQ, ∂iQ and obtain:
Mu = 0. (2.25)
Moreover (u, φu) ∈ C∞(R2) from standard bootstrapped regularity argument and
φu ∈ L∞ from (A.4). Hence (u, φu) satisfy the generalized kernel equation (2.5)
and u ∈ Span(ΛQ, ∂1Q, ∂2Q) from Lemma 2.1. The orthogonality conditions on u
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now imply u ≡ 0 which contradicts (2.24) and concludes the proof of (2.20).
Proof of (2.23): From (A.5):∫
|∇φu −∇φun |2 = −
∫
(un − u)(φun − φu).
From (A.4), (A.5), φun is bounded in H
1(|x| ≤ R) for any R > 0, and thus from
the local compactness of Sobolev embeddings and a standard diagonal extraction
argument, we may find ψ ∈ H1loc(R2) such that up to a subsequence7:
φun → φ in L2loc(R2). (2.26)
Moreover
φ ∈ L∞(R2) (2.27)
from (A.4). We then split the integral in two. For the outer part, we use Cauchy
Schwarz and (A.4) to estimate:
−
∫
|x|≥R
(un − u)(φun − φu) .
1
R
(‖φu‖L∞ + ‖φun‖L∞)(‖u‖L2
Q
+ ‖un‖L2
Q
) .
1
R
.
For the inner part, we use the strong local convergence (2.26), the a priori bound
(2.27) and the weak convergence (2.21) to conclude:
−
∫
|x|≤R
(un − u)(φun − φu) = −
∫
|x|≤R
(un − u)(φun − φ)−
∫
|x|≤R
(un − u)(φ− φu)
. (‖un‖L2
Q
+ ‖u‖L2
Q
)‖φun − φ‖L2(|x|≤R) −
∫
|x|≤R
(un − u)(φ− φu)
→ 0 as n→ +∞,
and (2.23) is proved.
step 3 Conclusion. Let now u ∈ L2Q and
v = u− aQ− bΛQ− c1∂1Q− c2∂2Q
with
a =
(u, 1)
‖Q‖L1
, b =
1
‖ΛQ‖2
L2
[(u,ΛQ) + a(Q,ΛQ)] , ci =
(u, ∂iQ)
‖∂iQ‖2L2
,
then
(v, 1) = (v,ΛQ) = (v, ∂iQ) = 0
and thus from (2.20):
(Mv, v) ≥ δ0
∫
v2
Q
≥ δ0
∫
u2
Q
− 1
δ0
(a2 + b2 + c21 + c
2
2)
and the claim follows by expanding (Mv, v). This concludes the proof of Proposition
2.3.
7we need to prove that φ = φu
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2.2. Structure of L. We now study the linearized operator close to Q of the (PKS)
flow given by (1.15) for perturbations in E given by (1.9). We define its formal
adjoint for the L2 scalar product by
L∗ε =M∇ · (Q∇ε). (2.28)
Lemma 2.4 (Continuity of L on E). (i) Continuity:
‖Lε‖L2
Q
. ‖ε‖E . (2.29)
(ii) Adjunction: ∀(ε, ε˜) ∈ E2,
(Lε, ε˜) = (ε,L∗ε˜). (2.30)
(iii) Algebraic identities:
L(ΛQ) = L(∂1Q) = L(∂2Q) = 0, (2.31)
L∗(y1) = L∗(y2) = L∗(1) = 0, L∗(|y|2) = −4. (2.32)
(iv) Vanishing average: ∀ε ∈ E,
(Lε, 1) = 0. (2.33)
Proof of Lemma 2.4.
Proof of (i): We have from the explicit formula (1.15) and the energy bound (A.6)
on the Poisson field:∫ |Lε|2
Q
.
∫ |∆ε|2
Q
+
∫
Q|ε|2 +
∫ |∇φQ|2
Q
|∇ε|2 +
∫ |∇Q|2
Q
|∇φε|2
. ‖uε|2
H2
Q
+
∫ |∇φε|2
1 + r4
. ‖ε‖2E .
Proof of (ii): The representation formula
Lε = ∇ · (Q∇Mε) (2.34)
ensures that the formal adjoint of L for the L2 scalar product is given by (2.28).
To justify the integration by parts (2.30), we first remark that both integrals are
absolutely convergent. Indeed, from (2.29):∫
|Lε||ε˜| . ‖Lε‖L2
Q
‖ε˜‖L2 . ‖ε‖E‖ε˜‖E .
Moreover,
L∗ε˜ = 1
Q
∇ · (Q∇ε˜) + φ∇·(Q∇ε˜)
and from
∫ ∇ · (Q∇ε˜) = 0 and (A.4):
‖φ∇·(Q∇ε˜)‖2L∞ . ‖∇ · (Q∇ε˜)‖2L2
Q
.
∫ |Q∆ε˜|2 + |∇Q · ∇ε˜|2
Q
. ‖ε˜‖2
H2
Q
,
from which:∫
|ε||L∗ε˜| . ‖ε‖L1‖φ∇·(Q∇ε˜)‖L∞ +
∫
|ε|
[
|∆ε˜|+ |∇Q|
Q
|∇ε˜|
]
. ‖ε‖E‖ε˜‖E .
Hence:
(Lε, ε˜) = lim
R→+∞
∫
|x|≤R
ε˜Lε.
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Now∫
|x|≤R
ε˜Lε =
∫
|x|≤R
∇ · (Q∇Mε)ε˜ =
∫
SR
Qε˜∂r(Mε)dσR −
∫
|x|≤R
Q∇Mε˜ · ∇ε˜
=
∫
SR
[Qε˜∂r(Mε)−Q∂rε˜Mε] dσR +
∫
|x|≤R
Mε∇ · (Q∇ε˜).
Moreover,
‖∇ · (Q∇ε˜)‖2
L2
Q
.
∫ |∇ε˜ · ∇Q|2 +Q2|∆ε˜|2
Q
. ‖ε˜‖2
H2
Q
,
and thus from (2.3):
lim
R→+∞
∫
|y|≤R
Mε∇ · (Q∇ε˜) = (Mε,∇ · (Q∇ε˜)) = (ε,M(∇ · (Q∇ε˜))) = (ε,L∗ε˜).
Moreover, we estimate from Cauchy Schwarz and (A.6) :∣∣∣∣
∫
Qε˜∂r(Mε)
∣∣∣∣ .
∫
Q|ε˜|
[ |∂rε|
Q
+
|∂rQ||ε|
Q2
+ |∂rφε|
]
< +∞
and from (2.2):∣∣∣∣
∫
Q∂rε˜Mε
∣∣∣∣ .
(∫
Q|Mε|2
) 1
2
(∫
Q|∇ε˜|2
) 1
2
. ‖ε˜‖H2
Q
‖ε‖H2
Q
and thus we can find a sequence Rn → +∞ such that∫
SRn
[Qv∂r(Mu)−Q∂rvMu] dσRn → 0 as n→ +∞,
and (2.30) follows.
Proof of (iii) The algebraic identities (2.31) follow directly from (2.4), (2.28):
L∗(yi) =M(∇ · (Q∇yi)) =M(∂iQ) = 0,
L∗(|y|2) =M(∇ · (Q∇|y|2) =M(2ΛQ) = −4.
Proof of (iv): From (2.29), Lε ∈ L2Q ⊂ L1, and thus from (2.34): ∀rn → +∞,∫
Lε = lim
rn→+∞
∫
|x|≤rn
Lε = lim
rn→+∞
rn
∫ 2pi
0
Q∂r(Mε)dθ.
But ∫
|Q∇Mε|2 .
∫ [
|∇ε|2 + |ε|
2
1 + |y|2 +
|∇φε|2
1 + r4
]
< +∞
where we used (A.6) , and thus we can find a sequence rn → +∞ such that∫ 2pi
0
|Q∂rMε|2dθ = o
(
1
r2n
)
.
Hence
rn
∫ 2pi
0
Q∂r(Mε)dθ .
(
r2n
∫ 2pi
0
|Q∂rMε|2dθ
)1
2
→ 0 as rn → +∞,
and (2.33) follows. This concludes the proof of Lemma 2.4.
We now introduce the directions ΦM ,Φ
(1,2)
M which are localizations of the general-
ized kernel of L∗, and on which we will construct our set of orthogonality conditions.
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We anticipate on section 3.1 and let T1 be the explicit radially symmetric function
given by (3.16) and which satisfies from (3.46), (3.2):
LT1 = ΛQ, |ri∂irT1| .
1
1 + r2
. (2.35)
We claim:
Lemma 2.5 (Direction ΦM , Φ
(1,2)
M ). Given M ≥ M0 > 1 large enough, we define
the directions:
Φ0,M(y) = χMr
2, (2.36)
ΦM (y) = χMr
2 + cML∗(χMr2), cM = − (χM |y|
2, T1)
(χM |y|2,ΛQ) , (2.37)
Φi,M = χMyi, i = 1, 2. (2.38)
Then:
(i) Estimate on ΦM :
ΦM(r) = r
2χM − 4cMχM + M
2
logM
O
(
1
1 + r2
1r≤2M + 1M≤r≤2M
)
, (2.39)
(ΦM , T1) = 0, (ΦM ,ΛQ) = −(32π)logM +OM→+∞(1), (2.40)
(Φi,M , ∂iQ) = −‖Q‖L1 +O
(
1
M
)
. (2.41)
(ii) Estimate on scalar products: ∀ε ∈ L1,
|(ε,ΦM )| .
∫
r≤2M
(1 + r2)|ε|+ M
2
logM
[
|(ε, 1)| +
∫
r≥M
|ε|
]
, (2.42)
|(ε,L∗Φ0,M )| .
∫
r≤2M
|ε|, (2.43)
|(ε,L∗ΦM)| .
∫
r≤2M
|ε|+ M
2
logM
∫
r≥M
|ε|
1 + r2
, (2.44)
∣∣∣(ε,L∗ΦM) + c(1)M (ε, 1)∣∣∣ + ∣∣∣(ε,L∗Φ0,M ) + c(2)M (ε, 1)∣∣∣ .
∫
r≥M
|ε| (2.45)
with
c
(i)
M = 4 +O
(
1
M2
)
, i = 1, 2,
|(ε,L∗Φi,M)| .
∫
M≤r≤2M
|ε|
1 + r
+
1
M2
∫ |ε|
1 + r
i = 1, 2. (2.46)
Remark 2.6. It is important for the analysis to keep a sharp track of the M
dependence of constants in Lemma 2.5. The estimate (2.45) will play a distinguished
role in the analysis for the derivation of the blow up speed. The estimates on scalar
products (2.42), (2.44), (2.45), (2.46) are a sharp measurement of the effect of
localization on the exact formulae (2.32).
Remark 2.7. For ε ∈ L2Q, (2.42) implies by Cauchy Schwarz:
|(ε,ΦM )|+ |(ε,Φ0,M )| .M‖ε‖L2
Q
+
M2
logM
|(ε, 1)|. (2.47)
Also (2.44) implies the rough bound
|(ε,L∗ΦM )| .M‖ε‖L2 . (2.48)
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Proof of Lemma 2.5
step 1 Proof of (i). We integrate by parts and use the cancellation L(ΛQ) = 0 to
compute:
(ΦM ,ΛQ) = (χM |y|2,ΛQ) = −2
∫
|x|2χMQ−
∫
|x|2Qx·∇χM = −(32π)logM+O(1).
This yields using (2.35) the upper bound:
|cM | . 1
logM
∫
|y|≤2M
|y|2
1 + |y|2 .
M2
logM
. (2.49)
We estimate by definition:
L∗(χM |y|2) =MrM , rM = ∇ ·
[
Q∇(χM |x|2)
]
(2.50)
and thus using (5.41):
rM
Q
=
1
Q
[
2χMΛQ+ |x|2(Q∆χM +∇Q · ∇χM) + 4Qx · ∇χM
]
(2.51)
= −4χM +O
(
1
1 + r2
1r≤2M + 1M≤r≤2M
)
Moreover, solving the Poisson equation for radial fields:
|φrM (r)| =
∣∣∣∣
∫ +∞
r
Q∂r(χMr
2)dr
∣∣∣∣ . 11 + r21r≤2M
and thus
L∗(χM |y|2) =Mrm = −4χM +O
(
1
1 + r2
1r≤2M + 1M≤r≤2M
)
(2.52)
which together with (2.49) yields (2.39).
We now compute the scalar product:
(ΦM , T1) = (χM |y|2 + cML∗(χM |y|2), T1) = (χM |y|2, T1) + cM (LT1, χM |y|2) = 0
where we used (2.35) and the definition (2.37) of cM , and integration by parts which
is easily justified using the compact support of χM |y|2 and the decay (2.35). We
finally compute after an integration by parts:
(∂iQ,χMxi) = −‖Q‖L1 +O
(
1
M
)
.
step 2 Proof of (2.42), (2.43), (2.44), (2.45). We claim the pointwise bound:
(L∗)2(χMr2) = dMχM + 1r≥M
1 + r2
with dM = O
(
1
M4
)
. (2.53)
Assume (2.53), then from (2.49), (2.52), (2.53):
|(ε,L∗ΦM)| .
∫
r≤2M
|ε|+ M
2
logM
[
1
M4
∫
r≤M
|ε|+
∫
r≥M
|ε|
1 + r2
]
,
which implies (2.44). The estimate (2.43) follows from (2.52). Recall now (2.50),
then:
r˜M = rM − 2ΛQ = ∇ ·
[
Q∇((χM − 1)|x|2)
]
= O
(
1|y|≥M
1 + |y|4
)
, (2.54)
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and computing the poisson field in radial coordinates:
φr˜M = −
∫ +∞
r
Q∂τ
[
(1− χM )τ2
]
dτ
= −1r≤M
∫ +∞
M
Q∂τ
[
(1− χM )τ2
]
dτ − 1r≥M
∫ +∞
r
Q∂τ
[
(1− χM )τ2
]
dτ
= eMχM +O
(
1r≥M
1 + r2
)
with
eM = −
∫ +∞
M
Q∂τ
[
(1− χM )τ2
]
dτ = O
(
1
M2
)
.
We then compute from MΛQ = −2:∣∣(ε,L∗(χM |y|2)) + (4− eM )(ε, 1)∣∣ = |(ε,Mr˜M − eM )| .
∫
r≥M
|ε|. (2.55)
Hence:
|(ε,ΦM )| . |(ε, |y|2χM )|+ |cM |
∣∣(ε,L∗(χM |y|2))∣∣
.
∫
r≤2M
r2|ε|+ M
2
logM
[
|(ε, 1)| +
∫
r≥M
|ε|
]
and (2.42) is proved. Moreover, from (2.49), (2.53), (2.55):
|(ε,L∗ΦM) + (4− eM − cMdM )(ε, 1)| .
∫
r≥M
|ε| + M
2
|logM |
[∫
r≥M
|ε|
1 + r2
]
.
∫
r≥M
|ε|
and (2.45) is proved.
Proof of (2.53): First observe from (L∗)2(|y|2) = L∗(−4) = 0 that
(L∗)2(χM |y|2) = L∗fM with fM =Mr˜M .
We compute explicitly using the radial representation of the Poisson field
L∗fM =M∇ · (Q∇fM) = 1
rQ
∂r(rQ∂rfM ) + φ 1
r
∂r(rQ∂rfM )
= ∂2rfM +
(
1
r
+
∂rQ
Q
)
∂rfM −
∫ +∞
r
Q∂τfMdτ.
We then estimate from (2.54):
|∂ir r˜M | .
1r≥M
1 + r4+i
,
∣∣∣∣∂ir
(
r˜M
Q
)∣∣∣∣ . 1r≥M1 + ri , i ≥ 0.
To estimate the Poisson field, we use:
∂rφr˜M (r) =
1
r
∫ r
0
τ r˜Mdτ
and thus:
|∂rφr˜M (r)| . 1r≥M
1
r
∫ +∞
M
τdτ
1 + τ4
.
1r≥M
M2r
,
and similarily:
|∂irφr˜M (y)| .
1r≥M
M2ri
, i ≥ 1.
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This yields the bounds
|∂irfM | .
1r≥M
1 + ri
,
L∗fM = −1r≤M
∫ +∞
M
Q∂τfMdτ + 1r≥M
∫ +∞
r
Q∂τfMdτ +O
(
1
1 + r2
)
= O
(
1r≥M
1 + r2
)
+ dMχM
with
dM = −
∫ +∞
M
Q∂τfMdτ = O
(
1
M4
)
and (2.53) is proved.
step 3 Proof of (2.46). We estimate using (2.32):
L∗(χMyi) = 1
Q
∇ · (Q∇f (i)M ) + φ∇·(Q∇f(i)
M
)
, f
(i)
M = (χM − 1)yi.
The local term is estimated in brute force:∣∣∣∣ 1Q∇ · (Q∇f (i)M )
∣∣∣∣ =
∣∣∣∣∆f (i)M + ∇QQ · ∇f (i)M
∣∣∣∣ . 1M≤|y|≤2M1 + |y| .
We compute the Poisson field by writing:
f
(i)
M = ζ
(i)
M
yi
r
, ζ
(i)
M (r) = (χM − 1)r, φ∇·(Q∇f(i)
M
)
= Φi,M (r)
yi
r
with
∂2rΦi,M +
∂rΦi,M
r
− Φi,M
r2
= g
(i)
M ,
g
(i)
M =
1
r
∂r(rQ∂rζ
(i)
M )−
Q
r2
ζ
(i)
M = O
(
1r≥M
1 + r5
)
.
Letting v
(i)
M =
Φi,M
r
, we obtain:
1
r3
∂r(r
3∂rv
(i)
M ) =
g
(i)
M
r
, ∂rv
(i)
M =
1
r3
∫ r
0
τ2g
(i)
M dτ = O
(
1r≥M
M2r3
)
,
Φi,M(r) = −r
∫ +∞
r
∂τv
(i)
M dτ = O
(
1
M2(1 + r)
)
.
We therefore obtain the estimate:
|L∗(χMyi)| . 1
1 + r
[
1M≤|y|≤2M +
1
M2
]
(2.56)
and (2.46) is proved.
This concludes the proof of Lemma 2.5.
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2.3. H2Q bounds. We now claim the following coercivity property which is the
keystone of our analysis. We recall the radial/non radial decomposition (1.12). The
radial symmetry of Q and the structure of the Poisson field ensure:
(Lε)(0) = Lε(0).
Proposition 2.8 (Coercivity of L). There exist universal constants δ0,M0 > 0 such
that ∀M ≥M0, there exists δ(M) > 0 such that the following holds. Let ε ∈ E with
(ε,ΦM ) = (ε,L∗ΦM ) = (ε,Φi,M ) = (ε,L∗Φi,M) = 0, i = 1, 2, (2.57)
then there hold the bounds:
(i) Control of Lε:
(MLε(0),Lε(0)) ≥ δ0(logM)
2
M2
∫
(Lε(0))2
Q
, (2.58)
(MLε(1,Lε(1)) ≥ δ0
logM
∫
(Lε(1))2
Q
(2.59)
(ii) Coercivity of L:
1
δ(M)
∫
(Lε)2
Q
≥
∫
(1 + r4)|∆ε|2 +
∫
(1 + r2)|∇ε|2 +
∫
ε2
+
∫ |∇φε|2
r2(1 + |logr|)2 . (2.60)
Proof of Proposition 2.8. step 1 Control of Lε. Let
ε2 = Lε ∈ L2Q.
From (2.33),
(ε2, 1) = 0
and from the choice of orthogonality conditions (2.57) and (2.30):
(ε2,ΦM ) = (Lε,ΦM ) = (ε,L∗ΦM ) = 0, (ε2,Φi,M ) = (Lε,Φi,M ) = (ε,L∗Φi,M) = 0
Let:
ε˜2 = ε2 − a1ΛQ− c1∂1Q− c2∂2Q
with
a1 =
(ε2,ΛQ)
‖ΛQ‖2
L2
, ci =
(ε2, ∂iQ)
‖∂iQ‖2L2
.
Then:
(ε˜2,ΛQ) = 0, (ε˜2, ∂iQ) = 0, (ε˜2, 1) = (ε2, 1) = 0
where we used the fundamental L1 critical degeneracy:
(ΛQ, 1) = 0.
We split into radial and non radial parts and conclude from (2.18):
(Mε˜(0)2 , ε˜(0)2 ) ≥ δ0‖ε˜(0)2 ‖2L2
Q
, (Mε˜(1)2 , ε˜(1)2 ) ≥ δ0‖ε˜(1)2 ‖2L2
Q
. (2.61)
We now use the orthogonality conditions on ε2, the radially of Q and the bounds
(2.47), (2.40) to estimate:
|a1| =
∣∣∣∣ (ε˜2,ΦM )(ΦM ,ΛQ)
∣∣∣∣ =
∣∣∣∣∣ (ε˜
(0)
2 ,ΦM )
(ΦM ,ΛQ)
∣∣∣∣∣ . 1|logM |
[
M‖ε˜(0)2 ‖L2Q +
M2
logM
|(ε˜(0)2 , 1)|
]
.
M
logM
‖ε˜(0)2 ‖L2Q ,
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and thus
‖ε(0)2 ‖L2Q .
M
logM
‖ε˜(0)2 ‖L2Q (2.62)
On the other hand, thanks to the orthogonality (ε2, 1) = (ε
(0)
2 , 1) = 0 and (2.4):
(Mε˜(0)2 , ε˜(0)2 ) = (Mε(0)2 + 2a1, ε2 − a1ΛQ) = (Mε(0)2 , ε(0)2 )
and thus from (2.61), (2.62):
(Mε(0)2 , ε(0)2 ) = (Mε˜(0)2 , ε˜(0)2 ) ≥ δ0‖ε˜(0)2 ‖2L2
Q
&
δ0(logM)
2
M2
‖ε(0)2 ‖2L2
Q
,
this is (2.58).
Similarly, we estimate using (2.41), (2.46):
|ci| =
∣∣∣∣ (ε˜2,Φi,M )(Φi,M , ∂iQ)
∣∣∣∣ =
∣∣∣∣∣ (ε˜
(1)
2 ,Φi,M)
(Φi,M , ∂iQ)
∣∣∣∣∣ .
∫
r≤2M
r|ε˜(1)2 | .
√
logM‖ε˜2‖L2
Q
and thus
‖ε(1)2 ‖L2Q .
√
logM‖ε˜(1)2 ‖L2Q .
We conclude from M∂iQ = 0:
(Mε(1)2 , ε(1)2 ) = (Mε˜(1)2 , ε˜(1)2 ) ≥ δ0‖ε˜(1)2 ‖2L2
Q
≥ δ0
logM
‖ε(1)2 ‖2L2
Q
,
this is (2.59).
step 2 Subcoercivity of L. The spectral gap (2.60) follows as in [33], [28], [34]
from a compactness argument and the explicit knowledge of the kernel of L. We
first claim as a consequence of two dimensional Hardy inequalities and the explicit
repulsive structure of the operator far out the subcoercivity estimate: ∀ε ∈ H2Q,∫
(Lε)2
Q
&
∫
(1 + r4)(∆ε)2 +
∫ [
1
r2(1 + |logr|)2 + r
2
]
|∇ε|2 +
∫
ε2 +
∫ |∇φε|2
r2(1 + |logr|)2
−
∫ |∇φε|2
1 + r4
−
∫
ε2
1 + r2
−
∫
|∇ε|2. (2.63)
Indeed, from (1.15):∫
(Lε)2
Q
&
∫
(∆ε+∇φQ · ∇ε)2
Q
−
∫ |∇Q|2
Q
|∇φε|2 −
∫
Qε2
&
∫
(∆ε+∇φQ · ∇ε)2
Q
−
∫
ε2
1 + r4
−
∫ |∇φε|2
1 + r4
. (2.64)
We develop:∫
(∆ε+∇φQ · ∇ε)2
Q
=
∫
(∆ε)2
Q
+
(∂rφQ∂rε)
2
Q
+
∫
2
Q
∆ε∇φQ · ∇ε.
We observe from (2.9):
2∇φQ
Q
= −2∇Q
Q2
= 2∇ψ, ψ = 1
Q
.
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We now recall the classical Pohozaev integration by parts formula:
2
∫
∆ε∂rψ∂rε = 2
∫ +∞
0
∫ 2pi
0
[
∂r(r∂rε) +
1
r
∂2θε
]
∂rψ∂rεdrdθ
= −
∫ +∞
0
∫ 2pi
0
(r∂rε)
2∂r
(
∂rψ
r
)
drdθ +
∫ +∞
0
∫ 2pi
0
(∂θε)
2∂r
(
∂rψ
r
)
drdθ
= −
∫ [
(∂rε)
2 −
(
1
r
∂θε
)2][
∂2rψ −
∂rψ
r
]
.
We compute for r≫ 1:
ψ(r) =
1
Q
=
r4
8
+O(r2), ∂2rψ −
∂rψ
r
= r2 +O(1),
φ′Q(r) =
1
r
∫ r
0
Q(τ)τdτ =
4
r
+O(
1
r3
),
(∂rφQ)
2
Q
= 2r2 +O(1)
from which: ∫
(∆ε+∇φQ · ∇ε)2
Q
&
∫
(1 + r4)(∆ε)2 +
∫ [
(2r2 − r2)(∂rε)2 + r2(1
r
∂θε)
2
]
−
∫
|∇ε|2.
Injecting this into (2.64) yields the lower bound:∫
(Lε)2
Q
&
∫
(1 + r4)(∆ε)2 +
∫
r2|∇ε|2 −
∫
ε2
1 + r4
−
∫
|∇ε|2 −
∫ |∇φε|2
1 + r4
and (2.63) follows from the Hardy bounds (B.1), (B.2) and the relation ε = ∆φε.
step 3 Coercivity of L. We are now in position to prove the coercivity (2.60).
We claim that it is enough to prove it for ε ∈ C∞c (R2). Indeed, if so, let ε ∈ L and
εn → ε in E , εn ∈ C∞c (R2),
then
‖Lεn‖L2
Q
→ ‖Lε‖L2
Q
from (2.29). Moreover, from (A.6) and Sobolev:∫ |∇φεn −∇φε|2
r2(1 + |logr|)2 . ‖∇φεn −∇φε‖
2
L∞ . ‖εn − ε‖2E → 0,
and we may thus pass to the limit in (2.60) for εn and conclude that (2.60) holds
for ε.
In order to prove (2.60) for ε ∈ C∞c (R2), assume by contradiction that there exists
a sequence εn ∈ C∞c (R2) such that8∫
(1 + r4)(∆εn)
2 +
∫ [
1
r2(1 + |logr|)2 + r
2
]
|∇εn|2 +
∫
ε2n (2.65)
+
∫ |∇φεn |2
r2(1 + |logr|)2 +
∫
φ2εn
(1 + r4)(1 + |logr|)2 = 1,
(εn,ΦM ) = (εn,L∗ΦM) = (εn, ∂iQ) = 0, i = 1, 2
8Working with εn ∈ C∞(R2) ensures that φεn makes sense while only ∇φε is well defined for
ε ∈ E , and we may thus recover a Hardy type control on φεn from (B.3).
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and ∫
(Lεn)2
Q
≤ 1
n
. (2.66)
From (2.65) and the local compactness of Sobolev embeddings9, we have up to a
subsequence:
φεn → φ in H1loc (2.67)
Similarily, εn is bounded in H
2(R2) and we may extract up to a subsequence
εn ⇀ ε in H
2, εn → ε in H1loc (2.68)
and there holds from standard lower semi continuity estimates the a priori bounds:∫
(1 + r4)(∆ε)2 +
∫ [
1
r2(1 + |logr|)2 + r
2
]
|∇ε|2 +
∫
ε2 (2.69)
+
∫ |∇φ|2
r2(1 + |logr|)2 +
∫
φ2
(1 + r4)(1 + |logr|)2 . 1.
The subcoercivity estimate (2.63), the initialization (2.65), the assumption (2.66)
and the strong convergences (2.67), (2.68) yield the non degeneracy:∫
ε2
1 + r2
+
∫
|∇ε|2 +
∫ |∇φ|2
1 + r4
+
∫
φ2
1 + r6
= lim
n→+∞
[∫
ε2n
1 + r2
+
∫
|∇εn|2 +
∫ |∇φεn |2
1 + r4
+
∫
φ2εn
1 + r6
]
& 1. (2.70)
Passing to the limit in the distribution sense, we also conclude
∆φ = ε in D′(R2).
Note however that we do not know the relation φ = φε.
We now pass to the limit in
Lεn = ∆εn + 2Qεn +∇φQ · ∇εn +∇Q · ∇φεn
and conclude from (2.67), (2.68) that
Lεn ⇀ ∆ε+ 2Qε+∇φQ · ∇ε+∇Q · ∇φ in D′(R2)
while Lεn → 0 in L2(R2) from (2.66) and thus{
∆ε+ 2Qε+∇φQ · ∇ε+∇Q · ∇φ = 0
∆φ = ε
in D′(R2). (2.71)
The a priori bound (2.69) and standard elliptic regularity estimates ensure the
bootstrapped regularity (ε, φ) ∈ C∞(R2) and thus (2.71) holds is strong sense.
Let
f =
ε
Q
+ φ,
we rewrite (2.71) as the divergence equation:
∇ · (Q∇f) = 0. (2.72)
Moreover, we have the a priori bound from (2.69):∫
Q
1 + r2
|∇f |2 .
∫
1
1 + r2
[ |∇ε|2
Q
+
ε2
(1 + y2)Q
+Q|∇φ|2
]
< +∞ (2.73)
9recall that εn = ∆φεn
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and thus in particular there exists a sequence rn → +∞ such that:
lim
rn→+∞
∫ 2pi
0
Q|∇fn|2(rn, θ)dθ = 0. (2.74)
We claim from standard argument in Liouville classification of diffusion equations
that this implies
∇f = 0. (2.75)
Assume (2.75), then from (2.69), (2.75), (ε, φ) satisfies (2.5) and hence from Lemma
2.1:
ε ∈ Span(ΛQ, ∂1Q, ∂2Q), φ = φε.
The orthogonality conditions (ε,ΦM ) = (ε, ∂1Q) = (ε, ∂2Q) = 0 and (2.40) imply
ε ≡ 0 and thus φ = φε ≡ 0 which contradicts the non degeneracy (2.70) and
concludes the proof of (2.60) for ε ∈ C∞c (R2).
Proof of (2.75): We integrate (2.72) on Br and use the regularity of f at the origin
and the spherical symmetry of Q to compute:
0 = r
∫ 2pi
0
Q(r)∂rf(r, θ)dθ = rQ(r)∂r
(∫ 2pi
0
f(r, θ)dθ
)
.
and hence
∂rf
(0)(r) = 0, f (0)(r) =
1
2π
∫ 2pi
0
f(r, θ)dθ. (2.76)
We then multiply (2.72) by f , integrate over Br and estimate using (2.76), the
spherical symmetry of Q and the sharp Poincaré inequality on [0, 2π]:∫
Br
Q(y)|∇f(y)|2dy = r
∫ 2pi
0
Q(r)f(r, θ)∂rf(r, θ)dθ = rQ(r)
∫ 2pi
0
[
f − f (0)
]
∂rfdθ
≤ rQ(r)
(∫ 2pi
0
(f − f (0))2dθ
)1
2
(∫ 2pi
0
(∂rf)
2dθ
)1
2
≤ rQ(r)
(∫ 2pi
0
(∂θf)
2dθ
)1
2
(∫ 2pi
0
(∂rf)
2dθ
)1
2
≤ r
2Q(r)
2
∫ 2pi
0
[
(∂rf)
2 +
(
1
r
∂θf
)2]
dθ =
r2
2
∫ 2pi
0
Q(r)|∇f |2(r, θ)dθ. (2.77)
Hence
g(r) =
∫
Br
Q(y)|∇f(y)|2dy
satisfies the differential inequation:
g′(r) = r
∫ 2pi
0
Q(r)|∇f |2(r, θ)dθ ≥ 2g
r
ie
d
dr
[ g
r2
]
≥ 0. (2.78)
On the other hand, the boundary condition (2.74) and the control (2.77) imply
lim
rn→+∞
g(rn)
r2n
= 0
which together with the positivity of g and the monotonicity (2.78) implies g ≡ 0,
and (2.75) is proved.
This concludes the proof of Proposition 2.8. 
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3. Construction of approximate blow up profiles
This section is devoted to the construction of suitable approximate blow up pro-
files which contain the main qualitative informations on the solution. These profiles
are one mass super critical continuation of the exact mass subcritical self similar
solutions exhibited in [6].
3.1. Approximate blow up profiles. We build the family of approximate self
similar solutions. The key in the construction is to track in a sharp way the size
of tails at infinity. We start with building radial profiles which contain the leading
order terms.
Proposition 3.1 (Radial blow up profiles). Let M > 0 enough large, then there
exists a small enough universal constant b∗(M) > 0 such that the following holds.
Let b ∈]0, b∗(M)[ and B0, B1 be given by (1.13), then there exist radially symmetric
profiles T1(r), T2(b, r) such that
Qb(r) = Q(r) + bT1(r) + b
2T2(b, r)
is an approximate self similar solution in the following sense. Let the error:
Ψb = ∇ · (∇Qb +Qb∇φQb)− bΛQb + cbb2χB0
4
T1, (3.1)
with cb given by (3.20), then there holds:
(i) Control of the tails: ∀r ≥ 0, ∀i ≥ 0:
|ri∂irT1| . r21r≤1 +
1
r2
1r≥1, (3.2)
and ∀r ≤ 2B1, ∀i ≥ 0:
|ri∂irT2| . r41r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|1r≥6B0 , (3.3)
|b∂bri∂irT2| .
1
|logb|
[
r41r≤1 +
|logr|
|logb|11≤r≤6B0 +
1
b2r4
1r≥6B0
]
. (3.4)
(ii) Control of the error in weighted norms: for i ≥ 0,∫
r≤2B1
|ri∂irΨb|2 +
∫
r≤2B1
|φ′Ψb |2
1 + τ2
+
∫
r≤2B1
|LΨb|2
Q
.
b5
|logb|2 , (3.5)∫
r≤2B1
Q|∇MΨb|2 . b
4
|logb|2 . (3.6)
Remark 3.2. The error Ψb displays slowly decaying tail as r +∞, and hence the
norm in which is measured the error is essential. This explains why polynomials in b
in the error vary from (3.5) to (3.6). These errors are the leading order terms in the
control of the radiation for the full solution, see step 4 of the proof of Proposition
5.7.
Proof of Proposition 3.1. step 1 Setting the computation on the mass.
We look for radial profiles and it is therefore simpler -but not necessary- to work
with the partial mass:
mb(r) =
∫ r
0
Qb(τ)τdτ. (3.7)
The Poisson field for radial solutions is given by
φ′Qb =
mb
r
.
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Let using (3.1):
Φb = m
′′
b −
m′b
r
+
mbm
′
b
r
− brm′b, Ψb =
1
r
Φ′b + cbb
2χB0
4
T1. (3.8)
We proceed to an expansion
mb = m0 + bm1 + b
2m2
where
m0(r) =
∫ r
0
Q(τ)τdτ =
4r2
1 + r2
= −rQ
′
Q
= rφ′Q.
Correspondingly,
Qb = Q+ bT1 + b
2T2 =
m′b
r
.
We let the linearized operator close to m0 be given by (2.16):
L0m = −m′′ +
(
1
r
+
Q′
Q
)
m′ −Qm = −m′′ − 3r
2 − 1
r(1 + r2)
m′ − 8
(1 + r2)2
m
and obtain the expansion:
Φb = b
[−L0m1 − rm′0]+ b2
[
−L0m2 + m1m
′
1
r
− rm′1
]
+ b3
[
(m1m2)
′
r
− rm′2
]
+ b4
[
m2m
′
2
r
]
.
step 2 Inversion of L0. The Green’s functions of L0 are explicit
10 and the set of
radial solutions to the homogeneous problem
L0m = 0
is spanned according to (2.17) by:
ψ0(r) =
r2
(1 + r2)2
, ψ1(r) =
r4 + 4r2logr − 1
(1 + r2)2
(3.9)
with Wronskian
W = ψ′1ψ0 − ψ1ψ′0 =
rQ
4
=
2r
(1 + r2)2
. (3.10)
Hence a solution to
L0m = −f
can be found by the method of variation of constants:
m = Aψ0 +Bψ1 with
{
A′ψ0 +B′ψ1 = 0,
A′ψ′0 +B
′ψ′1 = f,
. (3.11)
This leads to
B′ =
fψ0
W
=
r
2
f, A′ = −fψ1
W
= −r
4 + 4r2logr − 1
2r
f
and a solution is given by:
m(r) = −1
2
ψ0(r)
∫ r
0
τ4 + 4τ2logτ − 1
τ
f(τ)dτ +
1
2
ψ1(r)
∫ r
0
τf(τ)dτ. (3.12)
10This structure is reminiscent from the parabolic heat flow problem and one could show that
this operator can be factorized L0 = A∗0A0 where the adjoint is taken against
(1+r2)2
r
dr and A0 is
first order, and this explains why all formulas are explicit.
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We compute
ψ′0
r
=
2(1− r2)
(1 + r2)3
,
ψ′1
r
=
8(1 + r2 − (r2 − 1)logr)
(1 + r2)3
. (3.13)
and then (3.11) yields
m′
r
= A
ψ′0
r
+B
ψ′1
r
(3.14)
= − 1− r
2
(1 + r2)3
∫ r
0
τ4 + 4τ2logτ − 1
τ
f(τ)dτ +
4(1 + r2 − (r2 − 1)logr)
(1 + r2)3
∫ r
0
τf(τ)dτ.
step 3 Construction of m1, T1. We let m1 be the solution to
L0m1 = −rm′0 = −r2Q = −
8r2
(1 + r2)2
= −8ψ0 (3.15)
given by (3.12), explicitly:
m1(r) = −4ψ0(r)
∫ r
0
τ(τ4 + 4τ2logτ − 1)
(1 + τ2)2
dτ + 4ψ1(r)
∫ r
0
τ3
(1 + τ2)2
dτ.
Then from (3.14):
T1 =
m′1
r
(3.16)
= −8(1 − r
2)
(1 + r2)3
∫ r
0
τ(τ4 + 4τ2logτ − 1)
(1 + τ2)2
dτ +
32(1 + r2 − (r2 − 1)logr)
(1 + r2)3
∫ r
0
τ3
(1 + τ2)2
dτ.
There holds the behavior at the origin
m1(r) = O(r
4), T1(r) = O(r
2).
For r large, we use the explicit formula:∫ r
0
τ3
(1 + τ2)2
dτ =
log(1 + r2)
2
+
1
2
(
1
1 + r2
− 1
)
to compute:
m1(r) = 4 (logr − 1) +O
( |logr|2
r2
)
, (3.17)
m′1(r) =
4
r
+O
( |logr|2
r3
)
, (3.18)
T1(r) =
4
r2
+O
( |logr|2
r4
)
. (3.19)
This yields in particular the bound for i ≥ 0:
|ri∂irT1| . r21r≤1 +
1
r2
1r≥1.
step 4 Construction of the radiation. We now introduce the radiation term
which will allow us to adjust in a sharp way the tail of T2 outside the parabolic zone
r ≥ B0. Let
cb =
1∫ +∞
0 χB0
4
ψ0(τ)τdτ
=
2
|logb|
[
1 +O
(
1
|logb|
)]
(3.20)
db = 4cb
∫ +∞
0
χB0
4
ψ1(τ)τdτ = O
(
1
b|logb|
)
(3.21)
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We let the radiation Σb be the solution to
L0Σb = −8cbχB0
4
ψ0 + dbL0 [(1− χ3B0)ψ0] (3.22)
given from (3.12) by
Σb(r) = −4cbψ0(r)
∫ r
0
τ(τ4 + 4τ2logτ − 1)
(1 + τ2)2
χB0
4
dτ + 4cbψ1(r)
∫ r
0
τ3
(1 + τ2)2
χB0
4
dτ
+ db(1− χ3B0)ψ0(r). (3.23)
Observe that by definition:
Σb =
{
cbm1 for r ≤ B04
4ψ1 for r ≥ 6B0 . (3.24)
and we estimate for B04 ≤ r ≤ 6B0:
Σb(r) = 4 +O
(
1
|logb|
)
.
For r ≥ 6B0, we observe from (3.9), (3.24) the degeneracy:
Σb = 4 +O
(
logr
r2
)
, r∂rΣb = O
(
logr
r2
)
.
This yields in particular the bounds using (3.17):
ri∂irΣb(r) = O
(
r4
|logb|
)
for r ≤ 1, i ≥ 0,
∀1 ≤ r ≤ 6B0, Σb(r) = 8logr|logb| +O
(
1
|logb|
)
, (3.25)
∀r ≥ 6B0, Σb(r) = 4 +O
(
logr
r2
)
. (3.26)
We now observe an improved bound for derivatives far out. Indeed, from (3.14): for
r ≤ 2B1,∣∣∣∣Σ′br
∣∣∣∣ = −
∣∣∣∣−4cbψ′0(r)r
∫ r
0
τ(τ4 + 4τ2logτ − 1)
(1 + τ2)2
χB0
4
dτ + 4cb
ψ′1(r)
r
∫ r
0
τ3
(1 + τ2)2
χB0
4
dτ
+ db(1− χ3B0)
ψ′0(r)
r
− dbχ′3B0
ψ0
r
∣∣∣∣
.
1
|logb|(1 + r4)
[
r21r≤1 + r21r≤6B0 +
1
b
1r≥6B0
]
+
1 + |logr|
|logb|(1 + r4) [(1 + |logr|)11≤r≤6B0 + |logb|1r≥B0 ] +
1
b|logb|(1 + r4)1r≥3B0
.
1
|logb|
[
r21r≤1 +
1
r2
11≤r≤6B0 +
1
br4
1r≥6B0
]
and thus: for i ≥ 1, r ≤ 2B1,
|ri∂irΣb| .
1
|logb|
[
r41r≤1 + 1r≤6B0 +
1
br2
1r≥6B0
]
. (3.27)
We now estimate the b dependance of Σb. From (3.20), (3.21),
∂cb
∂b
= O
(
1
b|logb|2
)
,
∂db
∂b
= O
(
1
b2|logb|2
)
,
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and from (3.24),
∂Σb
∂b
=
{
∂cb
∂b
m1 for r ≤ B04
0 for r ≥ 6B0 .
This leads to the bound:
ri∂ir
∂Σb
∂b
(r) = O
(
r4
b|logb|2
)
for r ≤ 1,
ri∂ir
∂Σb
∂b
(r) = O
(
1 + |logr|
b|logb|2
)
for 1 ≤ r ≤ B0
4
, i ≥ 0.
In the transition zone B04 ≤ r ≤ 6B0, we estimate from (3.23):∣∣∣∣∂Σb∂b
∣∣∣∣ . 1b|logb| + |cb|1 + r2
∫
τ
∣∣∣∂bχB0
4
∣∣∣ dτ + |cb|
∫
dτ
τ
∣∣∣∂bχB0
4
∣∣∣+ |db|
1 + r2
|∂bχ3B0 |
.
1
b|logb|
and similarly for higher derivatives. This yields the bound: for i ≥ 0, r ≤ 2B1,∣∣bri∂ir∂bΣb∣∣ . 1|logb|
[
r41r≤1 +
1 + |logr|
|logb| 1r≤6B0
]
. (3.28)
step 5 Construction of m2, T2. We define:
Σ2 =
m1m
′
1
r
− rm′1 +Σb. (3.29)
We estimate
Σ2 = O(r
4) for r ≤ 1.
For 1 ≤ r ≤ 6B0, there holds the bound using (3.18), (3.25):
Σ2 = −4 + 8logr|logb| +O
(
1
|logb|
)
+O
( |logr|2
1 + r2
)
= O
(
|log(√br)|
|logb|
)
+O
(
1
|logb|
)
(3.30)
and for r ≥ 6B0, we have from (3.9), (3.18), (3.24):
Σ2 = −4 + 4ψ1 +O
( |logr|2
1 + r2
)
= O
( |logr|2
1 + r2
)
. (3.31)
Hence, we obtain: ∀i ≥ 0,
|ri∂irΣ2| . r41r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
|logr|2
1 + r2
1r≥6B0 . (3.32)
Remark 3.3. The essential feature of (3.32) is the 1|logb| smallness of the Σ2 tail
in the parabolic zone r ∼ B0 which justifies the introduction of the radiation Σb in
(3.29), and this will turn out to modify the modulation equation for b according to
(1.16).
The b dependance of Σ2 is estimated from (3.28), (3.29):∣∣bri∂ir∂bΣ2∣∣ . 1|logb|
[
r41r≤1 +
1 + |logr|
|logb| 1r≤6B0
]
. (3.33)
We now let m2 be the solution to
L0m2 = Σ2
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given by
m2(r) =
1
2
ψ0(r)
∫ r
0
τ4 + 4τ2logτ − 1
τ
Σ2(τ)dτ − 1
2
ψ1(r)
∫ r
0
τΣ2(τ)dτ. (3.34)
Near the origin,
m2 = O(r
6).
For 1 ≤ r ≤ 6B0,
|m2(r)| . 1
1 + r2
∫ r
0
τ3
1 + |log(τ√b)|
|logb| dτ +
∫ r
0
τ
1 + |log(τ√b)|
|logb| dτ
. r2
1 + |log(r√b)|
|logb| .
For r ≥ 6B0,
|m2(r)| . 1
b|logb| +
1
r2
∫ r
6B0
τ3
|logτ |2
1 + τ2
dτ +
∫ r
6B0
τ
|logτ |2
1 + τ2
dτ
.
1
b|logb| + (logr)
3.
We now observe the following cancellation when exiting the parabolic zone r ≥ 6B0
which will be important to treat the error term in the sequel11: for 6B0 ≤ r ≤ 2B1,∣∣∣∣m′2r
∣∣∣∣ =
∣∣∣∣12 ψ
′
0(r)
r
∫ r
0
τ4 + 4τ2logτ − 1
τ
Σ2(τ)dτ − 1
2
ψ′1(r)
r
∫ r
0
τΣ2(τ)dτ
∣∣∣∣
.
1
r4
∫ r
0
τ4 + 4τ2logτ − 1
τ
[
1 + |log(τ√b)|
|logb| 11≤τ≤6B0 +
|logτ |2
1 + τ2
1τ≥6B0
]
dτ
+
|logr|
r4
∫ r
0
τ
[
1 + |log(τ√b)|
|logb| 11≤τ≤6B0 +
|logτ |2
1 + τ2
1τ≥6B0
]
dτ
.
1
r4
[
1
b2|logb| + r
2(logr)2
]
+
logr
r4
[
1
b|logb| + (logr)
3
]
.
1
r4b2|logb| . (3.35)
The collection of above bounds yields the control: ∀r ≤ 2B1
|m2| . r61r≤1 + r2 1 + |log(r
√
b)|
|logb| 11≤r≤6B0 +
1
b|logb|1r≥6B0 , (3.36)
|ri∂irm2| . r61r≤1 + r2
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
r2b2|logb|1r≥6B0 , i ≥ 1. (3.37)
The b dependance is estimated using (3.33):
|b∂bm2| . r
2
1 + r4
∫ r
0
1 + τ4
τ
1
|logb|
[
τ41τ≤1 +
1 + |logτ |
|logb| 11≤τ≤6B0
]
dτ
+
∫ r
0
τ
|logb|
[
τ41r≤1 +
1 + |logτ |
|logb| 11≤τ≤6B0
]
dτ
.
1
|logb|
[
r61r≤1 + r2
1 + |logr|
|logb| 11≤r≤6B0 +
1
b
1r≥6B0
]
(3.38)
11Equivalently, one should observe that the T2 equation is forced by ΛT1 which enjoys the
improved decay at infinity ΛT1 = O( |logr|
2
r4
), see [33] for related phenomenons.
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and for higher derivatives:∣∣∣∣b∂b∂rm2r
∣∣∣∣ . 1(1 + r4)|logb|
∫ r
0
τ4 + 4τ2logτ − 1
τ
[
τ41τ≤1 +
|logτ |
|logb| 1τ≤6B0
]
dτ
+
|logr|
(1 + r4)|logb|
∫ r
0
τ
[
τ41τ≤1 +
|logτ |
|logb| 1τ≤6B0
]
dτ
.
1
|logb|
[
r41r≤1 +
|logr|
|logb|11≤r≤6B0 +
1
r4b2
1r≥6B0
]
,
and hence the bounds for r ≤ 2B1:
|b∂bm2| . 1|logb|
[
r61r≤1 + r2
|logr|
|logb|11≤r≤6B0 +
1
b
1r≥6B0
]
, (3.39)
and for i ≥ 1:
|b∂bri∂irm2| .
1
|logb|
[
r61r≤1 + r2
|logr|
|logb|11≤r≤6B0 +
1
r2b2
1r≥6B0
]
. (3.40)
This yields the estimate on T2 =
m′2
r
: for i ≥ 0, r ≤ 2B1:
|ri∂irT2| . r41r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|1r≥6B0 ,
|b∂bri∂irT2| .
1
|logb|
[
r41r≤1 +
|logr|
|logb|11≤r≤6B0 +
1
b2r4
1r≥6B0
]
.
step 6 Estimate on the error.
By construction, Φb given by (3.8) satisfies:
Φb = −b2Σb +R(r) (3.41)
with
R(r) = b3
[
(m1m2)
′
r
− rm′2
]
+ b4
[
m2m
′
2
r
]
and the error to self similarity given by (3.1) satisfies:
Ψb =
1
r
Φ′b + b
2cbT1χB0
4
=
R′
r
− b2
[
Σ′b
r
− cbT1χB0
4
]
. (3.42)
We have from direct check the bound12: for i ≥ 0,
|ri∂irR(r)| . b3
[
r61r≤1 + r2
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
r2b2|logb|1r≥6B0
]
(3.43)
This yields using (3.24), (3.27), the bound for r ≤ 2B1:
|Ψb| . b3
[
r41r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
r4b2|logb|1r≥6B0
]
(3.44)
+
b2
|logb|
[
1
r2
1B0
4
≤r≤6B0 +
1
br4
1r≥6B0
]
(3.45)
12the worst term is b3rm′2
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We therefore estimate:∫
r≤2B1
|Ψb|2 . b6
∫
r≤2B1

1r≤1 +
(
|log(r√b)|
|logb| 11≤r≤6B0
)2
+
1
r8b4|logb|21r≥6B0


+
b4
|logb|2
∫
τ≤2B1
[
1
τ4
1B0
4
≤τ≤6B0 +
1
b2τ8
1τ≥6B0
]
.
b5
|logb|2
and similarily for higher derivatives:∫
r≤2B1
|ri∂irΨb|2 .
b5
|logb|2 .
Moreover, the radial representation of the Poisson field and (3.42) ensure:
φ′Ψb =
Φb
r
+
b2cb
r
∫ r
0
m′1(τ)χB0
4
dτ =
R
r
− b
2
r
∫ r
0
[
Σ′b
τ
− cbT1χB0
4
]
τdτ.
We estimate from (3.24), (3.25), (3.27):∣∣∣∣b2r
∫ r
0
[
Σ′b
τ
− cbT1χB0
4
]
τdτ
∣∣∣∣ . b2|logb|
[
1B0
4
≤r≤6B0
r
+
1
br3
1r≥6B0
]
wich together with (3.43) yields the bound:∫
τ≤2B1
|φ′Ψb |2
1 + τ2
.
b4
|logb|2
∫
τ≤2B1
1
1 + τ2
[
1B0
4
≤τ≤6B0
τ2
+
1
b2τ6
1τ≥6B0
]
+ b6
∫
r≤2B1
1
1 + τ2
[
τ31τ≤1 + τ
1 + |log(τ√b)|
|logb| 11≤τ≤6B0 +
1
τ3b2|logb|1τ≥6B0
]2
.
b5
|logb|2 .
We further estimate from the definition (1.15):∫
r≤2B1
|LΨb|2
Q
. Σ2i=0
∫
r≤2B1
(1 + r2i)|∂irΨb|2 +
∫
r≤2B1
|∂rφΨb |2
1 + r6
.
b5
|logb|2
which concludes the proof of (3.5). Finally, we obtain the control of the stronger
norm:∫
r≤2B1
Q|∇MΨb|2 .
∫
r≤2B1
(1 + r2)
[|r∂rΨb|2 + |Ψb|2]+ |φ′Ψb |2
1 + r4
. b6
∫
r≤2B1
[
1 +
(1 + |log(r√b)|2)(1 + r2)
|logb|2 11≤r≤6B0 +
1
r6b4|logb|1r≥6B0
]
+
b4
|logb|2
∫
r≤2B1
[
1
r2
1B0
4
≤r≤6B0 +
1
b2r6
1r≥6B0
]
+
b5
|logb|2
.
b4
|logb|2 ,
and (3.6) is proved. This concludes the proof of Proposition 3.1. 
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Remark 3.4. Observe from (3.16) and the readily verified formula
L
(
m′
r
)
= −1
r
(L0m)
′
that
LT1 = L
(
m′1
r
)
= −1
r
(L0m1)
′ =
8ψ′0
r
= ΛQ. (3.46)
3.2. Localization. We now proceed to a brute force localization of the tails of
T1, T2 which become irrelevant strictly outside the parabolic zone r ≥ 2B1. We
need to be careful with localization due to the non local structure of the problem,
and we shall rely again on the specific structure of the Poisson equation for radial
fields.
Proposition 3.5 (Localization). Given a small parameter
0 < b≪ 1,
let the localized profile:
Q˜b = Q+ bT˜1 + b
2T˜2 T˜i = χB1Ti for i = 1, 2. (3.47)
Let the error:
Ψ˜b = ∇ · (∇Q˜b + Q˜b∇φQ˜b)− bΛQ˜b + cbb
2χB0
4
T1 (3.48)
then there holds:
(i) Control of the tails: ∀i ≥ 0:
|ri∂irT˜1| . r21r≤1 +
1
r2
11≤r≤2B1 , (3.49)
|b∂bri∂irT1| .
1
r2
1B1≤r≤2B1 , (3.50)
|ri∂irT˜2| . r21r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|16B0≤r≤2B1 , (3.51)
|b∂bri∂irT˜2| .
1
|logb|
[
r21r≤1 +
|logr|
|logb|11≤r≤6B0 +
1
b2r4
16B0≤r≤2B1
]
. (3.52)
(ii) Control of the error in weighted norms:∫
|ri∇iΨ˜b|2 +
∫ |∇φΨ˜b |2
1 + r2
+
∫ |LΨ˜b|2
Q
.
b5
|logb|2 (3.53)∫
Q|∇MΨ˜b|2 . b
4
|logb|2 . (3.54)
(iii) Degenerate flux: Let B020 ≤ B ≤ 20B0 and Φ0,B = χBr2, then
|(LΨ˜b,Φ0,B)| . b
2
|logb| . (3.55)
Proof of Proposition 3.5. step 1 Terms induced by localization. We compute from
(3.47):
|b∂bT˜i| =
∣∣∣∣bχB1∂bTi − b∂bB1B1 (yχ′)
(
y
B1
)∣∣∣∣ . |b∂bTi|1r≤2B1 + |Ti|1B1≤r≤2B1 .
and the bounds (3.2), (3.3), (3.4) now yield (3.49), (3.50), (3.51), (3.52).
Let now the partial mass
mb(r) =
∫ r
0
Qbτdτ, m˜b(r) =
∫ r
0
Q˜bτdτ,
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and consider the decomposition
mb = m0 + nb, m˜b = m0 + n˜b, m0(r) =
∫ r
0
Qτdτ,
then by definition
n˜′b = χB1n
′
b.
We compute the error induced by localization at the level of the masses. Let like
for (3.8):
Ψ˜b =
Φ˜′b
r
+ b2cbT1χB0
4
, Φ˜b = m˜
′′
b −
m˜′b
r
+
m˜bm˜
′
b
r
− brm˜′b,
then:
Φ˜b = n˜
′′
b −
n˜′b
r
+
1
r
(n˜bm
′
0 +m0n˜
′
b + n˜bn˜
′
b)− br(m′0 + n˜′b)
= χB1Φb + Zb (3.56)
with
Zb = χ
′
B1
n′b +
m′0
r
(n˜b − χB1nb) +
1
r
χB1n
′
b(n˜b − nb)
− b(1− χB1)rm′0. (3.57)
We estimate from (3.17), (3.36):
|nb| . b
[
r21r≤1 + |logr|1r≥1
]
+ b2
[
r41r≤1 + r2
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b|logb|1r≥6B0
]
. b
[
r21r≤1 + |logr|1r≥1
]
, (3.58)
and for i ≥ 1 from (3.37):
|ri∂irn′b| . b
[
r21r≤1 + 1r≥1
]
+ b2
[
r41r≤1 + r2
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r2|logb|1r≥6B0
]
. b
[
r21r≤1 + 1r≥1
]
.
This yields the bound:
|ri∂irZb| .
b
r2
1B1≤r≤2B1 +
b|logb|
1 + r4
1r≥B1 +
1
r
1B1≤r≤2B1
b2|logb|
r
+
b
r2
1r≥B1
.
b
r2
1r≥B1 . (3.59)
We compute:
Ψ˜b = χB1
Φ˜′b
r
+
χ′B1
r
Φb +
Z ′b
r
+ b2cbT1χB0
4
= χB1Ψb +
χ′B1
r
Φb +
Z ′b
r
. (3.60)
We now estimate from (3.41), (3.26), (3.59):
|Ψ˜b − χB1Ψb| .
b2
r2
1B1≤r≤2B1 +
b
r4
1r≥B1
and hence using (3.5):∫
|ri∂irΨ˜b,0|2 .
b5
|logb|2 +
∫
r≥B1
[
b4
r4
+
b2
r8
]
.
b5
|logb|2 . (3.61)
We now estimate using the radial representation of the Poisson field and (3.60),
(3.59):
φ′
Ψ˜b
= φ′Ψb for r ≤ B1
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and for r ≥ B1:
|φ′
Ψ˜b
| . 1
r
∫ r
B1
[
b2
τ2
1B1≤τ≤2B1 +
b
τ4
1τ≥B1
]
τdτ .
b2
r
1r≥B1
and thus from (3.5): ∫ |φ′
Ψ˜b
|2
1 + r2
.
b5
|logb|2 +
∫
r≥B1
b4
r4
.
b5
|logb|2 .
This last estimate together with (3.61) implies from (1.15):∫ |LΨ˜b|2
Q
.
b5
|logb|2 . (3.62)
step 2 Degenerate flux.
We now turn to the proof of (3.55). We estimate using (2.47), (3.62) with the
cancellation (2.33):
|(LΨ˜b,Φ0,B)| . B‖LΨ˜b‖L2
Q
.
b
5
2√
b|logb| .
b2
|logb|
and (3.55) is proved. 
4. The bootstrap argument
In this section, we set up the bootstrap arguments at the heart of the proof of The-
orem 1.1. We will in particular give an explicit description of the set of initial data
and detail the preliminary information on the dynamical flow, in particular modu-
lation equations. The dynamical bounds on radiation in higher weighted Sobolev
norms at the heart of the analysis are then derived in section 5. The boostratp is
finally closed in section 6, and this will easily yield the statements of Theorem 1.1.
4.1. Geometrical description of the set of initial data. Let us describe ex-
plicitly the set of initial data O for which the conclusions of Theorem 1.1 hold.
We first recall the standard modulation argument.
Lemma 4.1 (L1 modulation). Let M > M∗ large enough, then there exists a
universal constant δ∗(M) > 0 such that ∀v ∈ L1 with
‖v −Q‖L1 < δ∗(M),
there exists a unique decomposition
v =
1
λ21
(Q˜b + ε1)
(
x
λ1
)
such that
(ε1,ΦM ) = (ε1,L∗ΦM) = 0.
Moreover,
‖ε1‖L1 + |λ1 − 1|+ |b| . C(M)δ∗.
Proof of Lemma 4.1. This is a standard consequence of the implicit function theo-
rem. Let us denote
Mod = (λ1,b), vMod = λ
2
1v(λ1x)− Q˜b
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and consider the C1 functional
F (v, λ1, b) =
[
(vMod,ΦM ), (vMod,L∗ΦM )
]
.
Then F (Q, 1, 0) = 0, and we compute the Jacobian at (v,Mod) = (Q, 1, 0):
∂
∂λ1
(vMod,ΦM )|(v,Mod)=(Q,1,0,) =
∂
∂λ1
(
v,ΦM (
x
λ1
)
)
|(v,Mod)=(Q,1,0)
= −(Q, y · ∇ΦM) = (ΛQ,ΦM )
= −24logM +O(1),
∂
∂λ1
(vMod,L∗ΦM)|(v,Mod)=(Q,1,0) = −(Q, y · ∇L∗ΦM ) = (LΛQ,ΦM ) = 0,
∂
∂b
(vMod,ΦM )|(v,Mod)=(Q,1,0) = −(T1,ΦM ) = 0,
∂
∂b
(vMod,L∗ΦM )|(v,Mod)=(Q,1,0) = −(T1,L∗ΦM ) = −(ΛQ,ΦM )
= −24logM +O(1)
The collection of above computations yields the Jacobian:∣∣∣∣ ∂F∂Mod
∣∣∣∣
|(v,Mod)=(Q,1,0)
= (24logM +O(1))2 > 0
for M large enough, and the claim follows from the implicit function theorem. 
We are now in position to describe explicitly the set of initial data leading to the
conclusions of Theorem 1.1.
Definition 4.2 (Description of the open set of stable chemotactic blow up). Fix
M > M∗ large enough. For 0 < α∗ < α∗(M) small enough, we let O be the set of
initial data of the form
u0 =
1
λ20
(Q˜b0 + ε0)
(
x
λ0
)
, ε0 ∈ Erad,
where ε0 satisfies the orthogonality conditions
(ε0,ΦM ) = (ε0,L∗ΦM ), (4.1)
and with the following a priori bounds:
(i) Positivity: u0 > 0.
(ii) Small super critical mass:∫
Q <
∫
u0 <
∫
Q+ α∗. (4.2)
(iii) Positivity and smallness of b0:
0 < b0 < δ(α
∗). (4.3)
(iv) Initial smallness:
‖ε0‖H2
Q
< b100 . (4.4)
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Observe using Lemma 4.1 that O is open in Erad ∩ {u > 0}. It is also non empty
and for example u0 = Q˜b0 ∈ O for b0 > 0 small enough.13 The positivity (4.3)
of b0 coupled with the smallness (4.4) means that we are imposing a deformation
of Q which pushes towards concentration in the regime formally predicted by the
construction of Q˜b. The challenge is to show dynamically that the solution keeps a
similar shape in time meaning that ε(t) remains negligible in suitable norms with
respect to b(t).
4.2. Setting up the bootstrap. Let u0 ∈ O and let u ∈ C([0, T ), E) be the
corresponding strong solution to (1.1), then using the implicit function theorem,
the solution admits on some small time interval [0, T ∗) a unique decomposition
u(t, x) =
1
λ2(t)
(Q˜b(t) + ε)
(
t,
x
λ(t)
)
(4.5)
where ε(t) satisfies the orthogonality conditions
(ε(t),ΦM ) = (ε(t),L∗ΦM) = 0, (4.6)
and the geometrical parameters satisfy from standard argument14 (λ(t)) ∈ C([0, T ∗),R∗+×
R∗+). Using the initial smallness assumption, we may assume on [0, T ∗) the boot-
strap bounds:
• Positivity and smallness of b:
0 < b(t) < 10b0. (4.7)
• L1 bound: ∫
|ε(t)| < (δ∗) 14 , (4.8)
• Control of ε in smoother norms: let
ε2 = Lε,
then:
‖ε2(t)‖2L2
Q
≤ K∗ b
3(t)
|logb(t)|2 , (4.9)
Here (δ∗,K∗) denote respectively small and large enough universal constants with
δ∗ = δ(α∗)→ 0 as α∗ → 0,
and
K∗ = K∗(M)≫ 1.
We claim that this regime is trapped:
Proposition 4.3 (Bootstrap). Assume that K∗ in (4.9) has been chosen large
enough, then ∀t ∈ [0, T ∗):
0 < b(t) < 2b0, (4.10)∫
|ε(t)| < 1
2
(δ∗)
1
4 , (4.11)
‖ε2(t)‖2L2
Q
≤ K
∗
2
b3(t)
|logb(t)|2 . (4.12)
13Observe that the positivity Q˜b0 > 0 for b0 > 0 directly follows from (3.19), (3.3).
14see for example [18] for a complete proof in a related setting.
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In other words, the regime is trapped and
T ∗ = T.
The rest of this section together with section 5 are devoted to the exhibition of
the main dynamical arguments at the heart of the proof of Proposition 4.3 which
is completed in section 6, and easily implies Theorem 1.1. All along the proof, we
shall make an extensive use of the interpolation bounds of Appendix C which hold
in the bootstrap regime.
Our aim for the rest of this section is to derive the modulation equations driving
the parameters (b, λ).
4.3. Setting up the equations. Let the space time renormalization15
s(t) =
∫ t
0
dτ
λ2(τ)
, y =
x
λ(t)
. (4.13)
We will use the notation:
fλ(t, x) =
1
λ2
f(s, y), r = |y| (4.14)
which leads to:
∂tfλ =
1
λ2
[
∂sf − λs
λ
Λf
]
λ
. (4.15)
Let the renormalized density:
u(t, x) = vλ(s, y)
then
∂sv − λs
λ
Λv = ∇ · (∇v + v∇φv).
We expand using the geometrical decomposition (4.5):
v(s, y) = Q˜b(s)(y) + ε(s, y)
and obtain the renormalized linearized equations:
∂sε− λs
λ
Λε = Lε+ F , F = F +Mod + E (4.16)
with
F = Ψ˜b +Θb(ε) +N(ε), (4.17)
Ψ˜b = ∇ · (∇Q˜b + Q˜b∇φQ˜b)− bΛQ˜b − cbb
2χB0
4
T1, (4.18)
E = −bs∂Q˜b
∂b
− cbb2χB0
4
T1, (4.19)
Mod =
(
λs
λ
+ b
)
ΛQ˜b, (4.20)
Θb(ε) = ∇ ·
[
ε(∇φQ˜b −∇φQ) + (Q˜b −Q)∇φε
]
, (4.21)
N(ε) = ∇ · (ε∇φε). (4.22)
Equivalently, let us consider the fluctuation of density in original variables
w(t, x) = ελ(s, y),
then
∂tw = Lλw + 1
λ2
Fλ (4.23)
15we will show that the rescaled time is global s(t)→ +∞ as t→ T .
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with
Lλw = ∇ · (Qλ∇Mλw), Mλw = w
Qλ
+ φw.
4.4. L1 bound. We start with closing the L1 bound on the radiation (4.11) which
is a consequence of the conservation of mass. This bound is very weak but gives a
control of the solution far out which allows us to derive bounds with logarithmic
losses, see Appendix C.
Lemma 4.4 (L1 bound). There holds:∫
|ε| < 1
2
(δ∗)
1
4 . (4.24)
Proof of Lemma 4.4. We introduce the decomposition
u =
1
λ2
(Q+ ε˜)
(
t,
x
λ(t)
)
i.e. ε˜ = ε+ Q˜b −Q
and define:
ε˜ = ε˜< + ε˜>, ε˜< = ε˜1|ε˜|<Q, ε˜> = ε˜1ε˜>Q. (4.25)
The bootstrap bounds (C.4), (4.7) with (3.49), (3.51) imply:
‖ε˜‖L∞ . ‖ε‖L∞ + |b| . δ(α∗). (4.26)
Pick a small constant η∗ ≪ 1, then |ε˜<| > η∗Q implies δ(α∗) & η∗Q and thus
|x| ≥ r(α∗) with r(α∗)→ +∞ as α∗ → 0 from which:∫
|ε˜<| ≤
∫
|ε˜<|1η∗Q<|ε˜|<Q +
∫
|ε˜<|1|ε˜<|≤η∗Q .
∫
|x|≥r(α∗)
Q+ η∗
∫
Q
. δ(α∗) + η∗ . δ(α∗).
We now write down the conservation of mass which from (4.2) implies∫
ε˜ < α∗
from which using by definition ε˜> > 0:∫
|ε˜| . δ(α∗). (4.27)
Together with the bootstrap bound (4.7) and (3.49), (3.51), this yields:∫
|ε| .
∫
|ε˜|+
√
b . δ(α∗) +
√
δ∗ <
1
2
(δ∗)
1
4
and concludes the proof of Lemma 4.4. 
4.5. Rough modulation equations. We compute the modulation equations for
(b, λ) which follow from our choice of orthogonality conditions (4.6).
Remark 4.5. Here and in the sequel, we note C(M) a generic large constant which
depends on M independently of the bootstrap constant K∗(M) in (4.9), provided
α∗ < α∗(M) has been chosen small enough in Definition 4.2.
Lemma 4.6 (Rough control of the modulation parameters). There holds the bounds:
|λs
λ
+ b| . C(M) b
2
|logb| , (4.28)
|bs| . b
3
2 . (4.29)
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Remark 4.7. Note that (4.28), (4.29) imply the bootstrap bound:∣∣∣∣λsλ + b
∣∣∣∣+ |bs| . b 32 . (4.30)
Proof of Lemma 4.6. We make an implicit use of the bootstrap bounds of Proposi-
tion C.1. Let
V =
∣∣∣∣λsλ + b
∣∣∣∣+ |bs|,
we claim the bounds: ∣∣∣∣λsλ + b
∣∣∣∣ . b 34 |V |+ C(M) b2|logb| , (4.31)
|bs| . b
3
2 + C(M)b|V |. (4.32)
Summing these bounds yields V . b
3
2 which reinjected into (4.31), (4.32) yields
(4.28), (4.29).
Proof of (4.31): We project (4.16) onto ΦM which is compactly supported in r ≤ 2M
and compute from (4.6), (2.39), (3.53), (4.9):
|(Mod + E,ΦM)| =
∣∣∣∣−λsλ (Λε,ΦM )− (F,ΦM )
∣∣∣∣
. C(M)|b|(|V |+ ‖ε2‖L2
Q
) + C(M)
b2
|logb|
. b
3
4 |V |+ C(M) b
2
|logb| . (4.33)
We estimate in brute force using (2.39), (2.40), (3.20):
|(E,ΦM )| . C(M)
[
b|V |+ |bs||(T1,ΦM )|+ b
2
|logb|
]
. b
3
4 |V |+ C(M) b
2
|logb|
and we further compute using (2.40):
(Mod,ΦM) =
(
λs
λ
+ b
)
(ΛQ,ΦM ) +O(C(M)|b||V |)
= − [(32π)logM +O(1)]
(
λs
λ
+ b
)
+O(C(M)|b||V |).
Injecting these estimates into (4.33) yields (4.31).
Proof of (4.32): We let L go through (4.16) and project onto ΦM . We compute
from (4.6), (2.48), (3.53), (2.45) with the degeneracy (2.33):
|(LMod + LE,ΦM)| =
∣∣∣∣−(Lε2,ΦM )− λsλ (LΛε,ΦM )− (LF,ΦM )
∣∣∣∣
=
∣∣∣∣−(ε2,L∗ΦM)− λsλ (Λε,L∗ΦM )− (F,L∗ΦM )
∣∣∣∣
.
‖ε2‖L2
Q
M
+ C(M)
[
(b+ V )
∫ |Λε|+ |∇ε|
1 + r2
+
∫ |N(ε)| + |Θb(ε)|
1 + r2
+
b2
|logb|
]
. b
3
2 + C(M)b|V | (4.34)
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where the Ψ˜b term is estimated from (2.48), (3.53), and the estimates of (N(ε),Θb(ε))
terms easily follow from the bootstrap bounds of Appendix C. We then estimate:
(LE,ΦM ) = bs(LT˜1,ΦM ) +O
(
C(M)|bs|b+ C(M) b
2
|logb|
)
= bs [−(32π)logM +OM→+∞(1)] +O
(
C(M)b|V |+C(M) b
2
|logb|
)
.
Moreover, using LΛQ = 0:
|(LMod,ΦM)| .
∣∣∣∣λsλ + b
∣∣∣∣ |Λ(Q˜b −Q),L∗ΦM )| . C(M)|V |
∫
1
1 + r2
[
b
1r≤2B1
1 + r2
]
. C(M)b|V |.
Injecting the collection of above bounds into (4.34) yields (4.32). 
5. H2Q bound
After the construction of the approximate blow up profile and the derivation of
the modulation equations of Lemma 5.5, we now turn to the second main input
of our analysis which is the control of the H2Q norm through the derivation of a
suitable Lyapounov functional. Our strategy is to implement an energy method for
ε2 = Lε which breaks the L1 scaling invariance of the problem.
Here we are facing a technical problem which is that the equation (4.16) is forced
on the RHS by the bs term in (4.19) which satisfies pointwise the weak estimate
(4.29) only, and this is not good enough to close (4.12). This is a consequence of
the fact that the elements of the kernel of L∗ grow too fast in space, and therefore
bs remains of order 1 in ε. We however claim that better estimates hold up to an
oscillation in time, but this requires the introduction of a second decomposition of
the flow, see for example [18] for a related difficulty.
5.1. The radiation term. We use the bootstrap bound (4.9) to introduce a second
decomposition of the flow which will lift the parameter b. We recall the notation
(2.36).
Lemma 5.1 (Bound on the lifted parameter). There exists a unique decomposition
Q˜b + ε = Q˜bˆ + εˆ (5.1)
with bˆ . b . bˆ and εˆ satisfying the orthogonality condition
(εˆ,L∗Φ0,Bˆ0) = 0, Bˆ0 =
1√
bˆ
. (5.2)
Moreover, there holds the bound:
|b− bˆ| . b|logb| . (5.3)
Remark 5.2. It is essential for the rest of the analysis that the constant in (5.3)
is independent of K∗(M).
Proof of Lemma 5.1. The claim follows from the implicit function theorem again.
For |b− bˆ| . b, let the map F (v, bˆ) = (v − Q˜
bˆ
,L∗Φ0,Bˆ0), then F (Q˜b, b) = 0 and
∂F
∂bˆ |(bˆ=b,v=Q˜b)
= −(∂Q˜b
∂b
,L∗Φ0,B0).
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We compute using the bounds of Proposition 3.5:
∂Q˜b
∂b
= χB1T1+O
(
1
1 + r2
1B1≤r≤2B1 + b
[
1 + |log(r√b)|
|logb| 1r≤6B0 +
1
b2r4
16B0≤r≤2B1
])
,
and thus using (2.40), (2.43):
(
∂Q˜b
∂b
,L∗Φ0,B0)
= (χB1T1,L∗Φ0,B0) + bO
(∫ [
1 + |log(r√b)|
|logb| 1r≤6B0 +
1
b2r4|logb|16B0≤r≤2B1
])
= −32πlogB0 +O(1) < 0,
and the existence of the decomposition (5.1) with b ∼ bˆ now follows form the implicit
function theorem.
The size of the deformation can be measured thanks to (4.9). Indeed, we first claim
that for all 1√
b
. B . 1√
b
:
(Q˜b −Q,L∗Φ0,B) = −32πblogB +O(b). (5.4)
Indeed, we estimate from (2.43):
(Q˜b −Q,L∗Φ0,B)
= b(LT1,Φ0,B) +O
[∫
r≤2B
|b(T˜1 − T1) + b2T˜2|
]
.
By assumption, ∣∣∣∣ logB|logb| − 12
∣∣∣∣ =
∣∣∣∣∣ log(B
√
b)
|logb|
∣∣∣∣∣ . 1|logb| , (5.5)
and we therefore estimate from (2.40):
b(LT1,Φ0,B) = b(ΛQ,ΦB) = b [−(32π)logB +O(1)] .
We estimate from (3.49), (3.51):∫
r≤2B
b|T˜1 − T1| .
∫
B1≤r≤2B1
b
r2
. b,
∫
r≤2B
b2|T˜2| . b2
∫
r≤2B1
[
r21r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|16B0≤r≤2B1
]
. b
and (5.4) follows.
We now claim the bound
|b− bˆ| . |b||logb| +
‖ε2‖L2
Q√
b|logb| (5.6)
which together with the bootstrap bound (4.9) implies (5.3). Indeed, we take the
scalar product of (5.7) with L∗Φ0,Bˆ0 and conclude from the choice of orthogonality
condition (5.2) and (5.4), (5.5):
|logb||b− bˆ| . |b|+ |bˆ|+ |(ε2,Φ0,Bˆ0)| . |b|+
‖ε2‖L2
Q√
b
and (5.6) is proved. This concludes the proof of Lemma 5.1. 
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We now introduce the radiation term
ζ = εˆ− ε = Q˜b − Q˜bˆ (5.7)
which we split in two parts:
ζ = ζbig + ζsm, (5.8)
ζbig = (b− bˆ)χB1T1,
ζsm = bˆ(χB1 − χBˆ1)T1 +
∫ b
bˆ
[
2bT˜2 + b
2∂bT˜2
]
db
We let
ζ2 = Lζ.
Lemma 5.3 (Bounds on the radiation). There holds the pointwise bounds:∫
|ri∇iζbig|2 +
∫ |∇φζbig |2
1 + r2
.
b2
|logb|2 , (5.9)∫
|ri∇iζsm|2 +
∫ |∇φζsm |2
1 + r2
+
∫ |Lζsm|2
Q
+
∫ |LΛζsm|2
Q
.
b3
|logb|4 , (5.10)∫
|Lζsm|2 . b
4
|logb|2 , (5.11)∫ |Lζbig|2
Q
+
∫ |LΛζbig|2
Q
.
b2
|logb|2 , (5.12)
∀v ∈ L2Q with
∫
v = 0, |(Mζ2, v)| . b
3
2
|logb|‖v‖L2Q , (5.13)
|(Mζ2, ζ2)| . b
3
|logb|2 , (5.14)∫
Q|∇Mζ2|2 . b
4
|logb|2 . (5.15)
Remark 5.4. This lemma quantifies the fact that the radiation is a priori large, in
particular larger than ε when comparing (5.9) with (4.9), but because the leading
order term in ζ is supported along T1, some degenerate norms like (5.13), (5.15) are
better behaved, and this will be essential to close the H2Q bound for ε, see step 6 of
the proof of Proposition 5.7.
Proof of Lemma 5.3. Proof of (5.9): We have the pointwise bound using (3.49):
|ri∇iζbig| . |bˆ− b|1r≤2B1
1 + r2
,
and hence from (5.3): ∫
|ri∇iζbig|2 . |bˆ− b|2 . b
2
|logb|2 .
We estimate the Poisson field using the radial representation:
|∇φζbig | . |bˆ− b|
1 + |logr|
1 + r
(5.16)
from which: ∫ |∇φζbig |2
1 + r2
. |bˆ− b|2 . b
2
|logb|2 .
44 P. RAPHAËL AND R. SCHWEYER
Proof of (5.10), (5.11): We have using (5.3), (3.3) the pointwise bound:
|ri∇iζsm| . |b− bˆ|
1B1
2
≤r≤3B1
r2
(5.17)
+ b|b− bˆ|
[
r21r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|16B0≤r≤2B1
]
from which using (5.3):
∫
|ri∇iζsm|2 . b
2
|logb|2
∫ 1B1
2
≤r≤3B1
r4
+
b4
|logb|2
∫ [
1r≤1 +
1 + |log(r√b)|2
|logb|2 11≤r≤6B0 +
1
b4r8|logb|216B0≤r≤2B1
]
.
b3
|logb|4 .
We recall from (3.36), (3.51) the bounds:
|φ′
T˜2
| = |m2
r
| . r51r≤1 + 1 + r|log(r
√
b)|
|logb| 11≤r≤6B0 +
1
rb|logb|1r≥2B0 for r ≤ B1,
|φ′
T˜2
| . 1
r
∫ 2B1
0
r|T˜2|dr . 1
rb|logb| for r ≥ 2B1.
We then estimate the Poisson field using the radial representation:
|∇φζsm | .
|b− bˆ|
r
1
r≥B1
2
+b|b−bˆ|
[
r51r≤1 +
1 + r|log(r√b)|
|logb| 11≤r≤6B0 +
1
rb|logb|1r≥2B0
]
(5.18)
and hence:
∫ |∇φζsm |2
1 + r2
.
b2
|logb|2
∫
r≥B1
2
1
r4
+
b4
|logb|2
∫
1
1 + r2
[
r51r≤1 +
1 + r2|log(r√b)|2
|logb|2 11≤r≤6B0 +
1
r2b2|logb|21r≥2B0
]
.
b3
|logb|4 .
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We estimate from (1.15), (5.17), (5.18):
|ri∇iLζsm| . |b− bˆ|
1B1
2
≤r≤3B1
r4
(5.19)
+ b|b− bˆ|
[
1r≤1 +
1 + |log(r√b)|
r2|logb| 11≤r≤6B0 +
1
b2r6|logb|16B0≤r≤2B1
]
+
b− bˆ
r6
1
r≥B1
2
+
b|b− bˆ|
1 + r5
[
r51r≤1 +
1 + r|log(r√b)|
|logb| 11≤r≤6B0 +
1
rb|logb|1r≥2B0
]
. |b− bˆ|
1B1
2
≤r≤3B1
r4
+ b|b− bˆ|
[
1r≤1 +
1 + |log(r√b)|
r2|logb| 11≤r≤6B0 +
1
b2r6|logb|1r≥2B0
]
and thus from (5.3):∫
|Lζsm|2 .
∫ [
|b− bˆ|2
1B1
2
≤r≤3B1
r8
]
+
b4
|logb|2
[
1r≤1 +
1 + |log(r√b)|2
(1 + r4)|logb|2 11≤r≤6B0 +
1
b4r12|logb|216B0≤r≤2B1
]
.
b4
|logb|2 ,
∫ |Lζsm|2
Q
.
∫ [
|b− bˆ|2
1B1
2
≤r≤3B1
r4
]
+
b4
|logb|2
[
1r≤1 +
1 + |log(r√b)|2
|logb|2 11≤r≤6B0 +
1
b4r8|logb|216B0≤r≤2B1
]
.
b3
|logb|4 .
Finally, pick a well localized function f and let fλ(x) = λ
2f(λx), then from direct
check:
Lfλ = λ2
[
∆f + 2Q 1
λ
f +∇φQ 1
λ
· ∇f +∇Q 1
λ
· ∇φf
]
λ
and differentiating this relation at λ = 1 yields:
LΛf = 2Lf +Λ(Lf)− 2(ΛQ)f −∇φΛQ · ∇f −∇(ΛQ) · ∇φf . (5.20)
Applying this to ζsm and using (5.19), (5.17), (5.18) yields the pointwise bound:
|L(Λζsm)| . |b− bˆ|
1B1
2
≤r≤3B1
r4
+ b|b− bˆ|
[
1r≤1 +
1 + |log(r√b)|
r2|logb| 11≤r≤6B0 +
1
b2r6|logb|1r≥2B0
]
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and hence ∫ |LΛζsm|2
Q
.
b3
|logb|2 .
Proof of (5.12), (5.13): We estimate from (5.10), (2.2):
|(MLζsm, v)| . ‖Lζsm‖L2
Q
‖v‖L2
Q
.
b
3
2
|logb|‖v‖L2Q .
We now compute in brute force using (1.15), (3.46):
L(χB1T1) = χB1 [∆T1 + 2QT1 +∇φQ · ∇T1] +∇Q · ∇φχB1T1 +O
(
1B1≤r≤2B1
1 + r4
)
= χB1ΛQ+∇Q ·
[
χB1∇φT1 −∇φχB1T1
]
= ΛQ+O
(
1r≥B1
1 + r4
)
(5.21)
and thus:
Lζbig = (b− bˆ)ΛQ+ ξ, (5.22)
ξ = |b− bˆ|O
(
1r≥B1
1 + r4
)
. (5.23)
This yields the rough bound using (5.3):∫ |Lζbig|2
Q
. |b− bˆ|2 . b
2
|logb|2 .
The second estimate in (5.12) follows similarily using (5.20). We further estimate
from (5.22), (5.23), (2.4), (2.3), (2.33), (5.3):
|(MLζbig, v)| . |(−2, v)| + ‖v‖L2
Q
[
|b− b˜|2
∫
1r≥B1
Q(1 + r8)
] 1
2
.
b
3
2
|logb|‖v‖L2Q
and (5.13) is proved.
Proof of (5.14): From (5.22), (5.13), (5.10):
|(Mζ2, ζ2)| = |(Mζ2, ξ + Lζsm)| . b
3
2
|logb|
[
‖ξ‖L2
Q
+ ‖Lζsm‖L2
Q
]
.
b
3
2
|logb|
[(
b2
|logb|2
∫
r≥B1
1
1 + r4
) 1
2
+
b
3
2
|logb|
]
.
b3
|logb|2 .
Proof of (5.15): We estimate from (5.19) and Hardy Littlewood Sobolev:
∫
Q|∇MLζsm|2 .
∫
1
Q
{
|b− bˆ|2
1B1
2
≤r≤3B1
r10
+
b4
|logb|2
[
1r≤1 +
1 + |log(r√b)|2
r6|logb|2 11≤r≤6B0 +
1
b4r14|logb|216B0≤r≤2B1
]}
+ ‖∇φLζsm‖2L4
.
b4
|logb|2 + ‖Lζsm‖
2
L
4
3
.
b4
|logb|2 .
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We estimate from (5.22), (5.23), (2.4), (5.3) and Hardy Littlewood Sobolev:∫
Q|∇MLζbig|2 .
∫
1
Q
∣∣∣∣|b− bˆ|1r≥B11 + r5
∣∣∣∣
2
+
∫
Q|∇φξ|2
.
|b− bˆ|2
B41
+ ‖ξ‖2
L
4
3
.
|b− bˆ|2
B41
.
b4
|logb|2 .
This concludes the proof of Lemma 5.3. 
5.2. Sharp modulation equation for b. We now compute the sharp modulation
equation for b using the lifted parameters bˆ.
Lemma 5.5 (Sharp modulation equations for b). There holds the differential in-
equations: ∣∣∣∣bˆs + 2b2|logb|
∣∣∣∣ . C(M)
√
b
|logb|‖ε2‖L2Q +
b2
|logb|2 . (5.24)
Remark 5.6. Note that (5.24) coupled with the bootstrap bound (4.9) ensures the
pointwise control:
|bˆs| . b
2
|logb| . (5.25)
Proof of Lemma 5.5. Proof of (5.24): We take the scalar product of (4.16) with
L∗Φ0,Bˆ0 :
d
ds
{
(Q˜b −Q+ ε,L∗Φ0,Bˆ0)
}
= (Q˜b −Q+ ε, ∂sL∗Φ0,Bˆ0) + (ε2,L∗Φ0,Bˆ0)
− cbb2(χB0
4
T1,L∗Φ0,Bˆ0) (5.26)
+
λs
λ
(Λε,L∗Φ0,B) + (F,L∗Φ0,Bˆ0)
+
(
λs
λ
+ b
)
(ΛQ˜b,L∗Φ0,Bˆ0)
and estimate all terms in (5.26). For the boundary term in time, we have from (5.7),
(5.2):
(Q˜b −Q+ ε,L∗Φ0,Bˆ0) = (Q˜bˆ −Q+ εˆ,L∗Φ0,Bˆ0) = (Q˜bˆ −Q,L∗Φ0,Bˆ0).
We then compute:
d
ds
(Q˜
bˆ
−Q,L∗Φ0,Bˆ0) = (∂sQ˜bˆ,L
∗Φ0,Bˆ0) + (Q˜bˆ −Q,L
∗∂sΦ0,Bˆ0).
The leading order term is estimated using (2.43):
(∂sQ˜bˆ,L∗Φ0,Bˆ0) = bˆs(T˜1 + bˆ∂bT˜1 + 2bˆT˜2 + bˆ2∂bT˜2,L∗Φ0,Bˆ0)
= bˆs(T1,L∗Φ0,Bˆ0) + |bˆs|O
(∫
|T˜1 − T1|+ b|∂bT˜1|+ b|T˜2|+ b2|∂bT˜2|
)
.
We have from (2.40):
bˆs(T1,L∗Φ0,Bˆ0) = bˆs(ΛQ,Φ0,Bˆ0) = bˆs
[
−(32π)logBˆ0 +O(1)
]
,
48 P. RAPHAËL AND R. SCHWEYER
and we estimate the error terms un brute force using the estimates of Proposition
3.5: ∫
|T˜1 − T1|+ bˆ|∂bT˜1|+ bˆ|T˜2|+ bˆ2|∂bT˜2| .
∫
B1≤r≤2B1
1
r2
+ b
∫ [
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4|logb|16B0≤r≤2B1
]
. 1.
We also estimate using the definition (2.36) and Proposition 3.5:
|(Q˜
bˆ
−Q, ∂sL∗Φ0,Bˆ0)| . |bˆs|
∫
Bˆ0≤r≤2Bˆ0
r2|L(Q˜
bˆ
−Q)| . |bˆs|
∫
B0
4
≤r≤4B0
r2
r4
. |bˆs|.
(5.27)
We therefore have obtained the preliminary bound using also (5.3), (5.5):
d
ds
{
(Q˜b −Q+ ε,L∗Φ0,Bˆ0)
}
= bˆs [−(32π)logB0 +O(1)] .
We now estimate the RHS of (5.26). The main linear term is treated using (2.33),
(2.45) which yield a sharp bound:∣∣∣(ε2,L∗Φ0,Bˆ0)
∣∣∣ . ∫
r≥Bˆ0
|ε2| .
√
b‖ε2‖L2
Q
.
We estimate like for the proof of (5.27):
|(Q˜b −Q, ∂sL∗Φ0,Bˆ0)| . |bˆs|.
The second linear term is estimated in brute force:
|(ε, ∂sL∗Φ0,Bˆ0)| =
∣∣∣∣∣(ε2, (Bˆ0)sBˆ0 (rχ′)(
r
Bˆ0
)r2)
∣∣∣∣∣ . |bˆs|b ‖ε2‖L2Q
(∫
B0≤r≤2B0
r4
r4
) 1
2
.
|bˆs|
b
√
b
‖ε2‖L2
Q
. |bˆs|
where we used the bootstrap bound (4.9) in the last step. The leading order flux
term is computed from (2.40), (2.43), (3.20), (5.5):
−cbb2(χB0
4
T1,L∗Φ0,Bˆ0) = −cbb2
[
(LT1,Φ0,Bˆ0) + ((χB04 − 1)T1,L
∗Φ0,Bˆ0)
]
=
2b2
|logb|
[
1 +O
(
1
|logb|
)][
32πlogB0 +O(1) +
∫
r≤2Bˆ0
1
r≥B0
4
1 + r2
]
= 32πb2
[
1 +O
(
1
|logb|
)]
.
Next, from (2.43), (4.9):∣∣∣∣λsλ (Λε,L∗Φ0,Bˆ0)
∣∣∣∣ . b
∫
r≤2B0
(|ε|+ |y · ∇ε|) .
√
b(‖ε‖L2 + ‖y · ∇ε‖L2)
. C(M)
√
b‖ε2‖L2
Q
.
We now treat the F terms. The Ψ˜b term is estimated from the degenerate flux
estimate (3.55):
|(LΨ˜b,Φ0,Bˆ0)| .
b2
|logb| .
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To treat the small linear term Θb(ε), we first extract from Proposition 3.1 the
pointwise bounds:
|ri∂ir(Q˜b −Q)| . b
1r≤2B1
1 + r2
, |ri∂ir∇φQ˜b−Q| . b
1 + |logr|
1 + r
(5.28)
which imply the pointwise bounds:
|Θb(ε)| . b
[
1 + |logr|
1 + r
|∇ε|+ |ε|
1 + r2
+
|∇φε|
1 + r3
]
, (5.29)
|∇Θb(ε)| . b
[
1 + |logr|
1 + r
|∇2ε|+ 1 + |logr|
1 + r2
|∇ε|+ |∇
2φε|+ |ε|
1 + r3
+
|∇φε|
1 + r4
]
. (5.30)
We also observe by definition the cancellation (Θb(ε), 1) = 0 and therefore estimate
from (2.45) and Proposition C.1:
|(Θb(ε),L∗Φ0,Bˆ0)| .
∫
r≥Bˆ0
|Θb(ε)| . b
∫ [
(1 + |logr|)|∇ε|
1 + r
+
|ε|
1 + r2
+
|∇φε|
1 + r3
]
. bC(M)‖ε2‖L2
Q
.
b2
|logb|
and similarly for the nonlinear term using (C.5):
|(N(ε),L∗Φ0,Bˆ0)| .
∫
|N(ε)| .
∫
ε2 + |∇φε||∇ε| . |logb|C‖ε2‖2L2
Q
.
b2
|logb| .
We now treat the terms induced by modulation. We use the L1 critical relation∫
ΛQ =
∫
ΛQ˜b = 0, (2.45), (4.30) and (3.49), (3.51) to estimate:∣∣∣∣λsλ + b
∣∣∣∣ |(LΛQ˜b,Φ0,Bˆ0) . b 32
∫
r≥Bˆ0
|Λ(Q˜b −Q)|
. b
3
2
∫
B0
2
≤r≤2B1
b
1 + r2
.
b2
|logb| .
Injecting the collection of above bounds into (5.26) yields:
bˆs [−(32π)logB0 +O(1)] = 32πb2 +O
(
b2
|logb| + C(M)
√
b‖ε2‖L2
Q
+ |bˆs|
)
.
Hence using (5.5):∣∣∣∣b˜s + b2|logB0|
∣∣∣∣ . 1|logB0|
[
b2
|logb| + C(M)
√
b‖ε2‖L2
Q
+ |bˆs|
]
.
b2
|logb|2 + C(M)
√
b
|logb|‖ε2‖L2Q +
|bˆs|
|logb|
and (5.24) now follows using the bootstrap bound (4.9). 
5.3. The monotonicity formula. We now turn to the heart of the energy method
and claim the following monotonicity formula at the H2Q level:
Proposition 5.7 (H2Q monotonicity). There holds:
d
dt
{
(Mε2, ε2)
λ2
+O
(
C(M)b
3
2
|logb| ‖ε2‖L2Q +
C(M)b3
λ2|logb|2
)}
(5.31)
≤ bC(M)
λ4
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
.
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Proof of Proposition 5.7
step 1 Introduction of the radiation.
The ε equation (4.16) is forced on the RHS by the bs term which satisfies pointwise
the weak estimate (4.29) only which is not good enough to close (5.7). This is a
consequence of the fact that the elements of the kernel of L∗ grow too fast in space.
We therefore aim at relying on the sharp bounds of Lemma 5.5 and on the lifted
parameter bˆ. Recall (5.7) which yields
∂s(Q˜b + ε) = ∂s(Q˜bˆ + εˆ), ε = εˆ− ζ,
and rewrite the ε equation (4.16) as:
∂sεˆ− λs
λ
Λεˆ = Lεˆ+ Fˆ , Fˆ = F + M̂od + E1 + E2, (5.32)
with F given by (4.17) and:
E1 = −Lζ − λs
λ
Λζ, (5.33)
E2 = −cbb2χB0
4
T1, (5.34)
M̂od = −∂sQ˜bˆ +
(
λs
λ
+ b
)
Q˜b. (5.35)
step 2 Renormalized variables and energy identity. Let
w = ελ, wˆ = εˆλ.
We introduce the differential operator of order one:
Aλw = Qλ∇Mλw = ∇w +∇φQλw +Qλ∇φw (5.36)
and the suitable derivatives16{
w1 = Aλw, wˆ1 = Aλwˆ
ε1 = Aε, εˆ1 = Aεˆ
,
{
w2 = ∇ · w1 = Lλw, wˆ2 = ∇ · wˆ1 = Lλwˆ
ε2 = ∇ · ε = Lε, εˆ2 = ∇ · εˆ = Lεˆ
(5.37)
and similarly for the radiation:
ζ1 = Aζ, ζ2 = Lζ.
We compute from (5.32) the equation satisfied by wˆ, wˆ1, wˆ2:
∂twˆ = wˆ2 +
1
λ2
Fˆλ, (5.38)
∂twˆ1 = Aλwˆ2 +
1
λ2
AλFˆλ + [∂t, Aλ]wˆ, (5.39)
∂twˆ2 = Lλwˆ2 + 1
λ2
LλFˆλ +∇ · ([∂t, Aλ]wˆ). (5.40)
16which correspond to the factorization of the linearized operator L in two operators of order
one: L = ∇ · (A).
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We compute the energy identity for wˆ2, and will all along the proof repeatedly use
(4.15):
1
2
d
dt
(Mλwˆ2, wˆ2) = (∂twˆ2,Mλwˆ2)−
∫
∂tQλ
2Q2λ
wˆ22
= (Lλwˆ2 + LλFˆλ
λ2
+∇ · ([∂t, Aλ]wˆ) ,Mλwˆ2)−
∫
∂tQλ
2Q2λ
wˆ22
= −
∫
Qλ|∇Mλwˆ2|2 + (wˆ2, 1
λ2
MλLλFλ)−
∫
[∂t, Aλ]wˆ · ∇(Mλwˆ2)
+
∫
wˆ22
λ2Q2λ
[(
λs
λ
+ bˆ
)
(ΛQ)λ
]
−
∫
bˆ(ΛQ)λ
2λ2Q2λ
wˆ22.
step 3 Repulsivity and sharp control of tails at infinity. We need to treat the last
quadratic term in (5.41) which has no definite sign and critical size for the analysis,
and corresponds to an interaction of radiation with the soliton profile. For this, we
will use dissipation and repulsivity properties of L measured in suitable weighted
norms. We will in particular use the fundamental degeneracy (2.11)17:
ΛQ
Q
+ 2 = −φΛQ = O
(
1
1 + r2
)
, (5.41)
which will allow us to measure in a sharp way the size of tails at infinity. Our
approach is deeply related to the construction of suitable Morawetz type multiplier
in the dispersive setting of [33], [28].
We compute from (5.38), (5.40):
d
dt
{∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ2wˆ
}
=
∫
wˆ2wˆ
d
dt
{
bˆ(ΛQ)λ
λ2Q2λ
}
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ
[
Lλwˆ2 + 1
λ2
LλFˆλ +∇ · ([∂t, Aλ]wˆ)
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ2
[
wˆ2 +
1
λ2
Fˆλ
]
.
Let us compute the leading order terms in this identity. First the potential term:
d
dt
{
bˆ(ΛQ)λ
λ2Q2λ
}
=
d
dt
{
bˆ
(
ΛQ
Q2
)(
x
λ(t)
)}
=
1
λ2
[
bˆs
ΛQ
Q2
− bˆλs
λ
y · ∇
(
ΛQ
Q2
)]
(y)
=
1
λ2Q
[
8bˆ
λs
λ
− 2bˆs +O
(
|bˆs|+ bˆ|λsλ |
1 + r2
)]
.
Next, we observe the integration by parts:∫
bˆ(ΛQ)λ
λ2Q2λ
wˆLλwˆ2 = −2bˆ
∫
wˆLλwˆ2
λ2Qλ
+
∫
bˆ(2Q+ ΛQ)λ
λ2Q2λ
wˆLλwˆ2
=
2bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
wˆ
Qλ
+ φwˆ
]
− bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]
= − 2bˆ
λ2
(Mλwˆ2, wˆ2)− bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]
.
17which is a consequence of the L1 critical identity
∫
ΛQ = 0.
52 P. RAPHAËL AND R. SCHWEYER
We therefore obtain:
d
dt
{∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ2wˆ
}
=
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ22 −
2bˆ
λ2
(Mλwˆ2, wˆ2)
+
∫
εˆεˆ2
λ6Q
[
8bˆ
λs
λ
− 2bˆs
]
− bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ
[
1
λ2
LλFˆλ +∇ · ([∂t, Aλ]wˆ)
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ2
[
1
λ2
Fˆλ
]
+ O
(∫ [
|bˆs|+ bˆ|λs
λ
|
]
εˆ2εˆ
λ6(1 + r2)Q
)
(5.42)
We now compute the energy identity for wˆ1 using (5.39):
1
2
d
dt
{∫
bˆwˆ21
λ2Qλ
}
=
1
2
∫
wˆ21
d
dt
{
bˆ
λ2Qλ
}
+ bˆ
∫
wˆ1
λ2Qλ
·
[
Aλwˆ2 +
1
λ2
AλFˆλ + [∂t, Aλ]wˆ
]
.
We compute the dominant terms:
d
dt
{
bˆ
λ2Qλ
}
=
d
dt

 bˆQ( x
λ(t)
)

 = 1λ2
[
bˆs
Q
+ bˆ
λs
λ
y · ∇Q
Q2
]
=
1
λ2Q
[
bˆs − 4bˆ λs
λ
+O
(
|bˆs|+ bˆ|λsλ |
1 + r2
)]
,
and integrate by parts using (5.36) and the definition of wˆi:
bˆ
∫
wˆ1
λ2Qλ
· Aλwˆ2 = − bˆ
λ2
(Mλwˆ2,∇ · wˆ1) = − bˆ
λ2
(Mλwˆ2, wˆ2).
This leads to the second identity18:
1
2
d
dt
{∫
bˆwˆ21
λ2Qλ
}
= − bˆ
λ2
(Mwˆ2, wˆ2) +
∫
εˆ21
2λ6Q
[
bˆs − 4bˆ λs
λ
]
+ bˆ
∫
wˆ1
λ2Qλ
[
1
λ2
AλFˆλ + [∂t, Aλ]wˆ
]
+O
(∫
εˆ21
λ6Q
[
|bˆs|+ bˆ|λsλ |
1 + r2
])
.
18This identity reflects the fact that the dual Hamiltonian ∇·Aλ driving the w1 equation (5.39)
is repulsive, and this is reminiscent from geometric equations, see [35], [33].
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We combine this with (5.42) to derive:
d
dt
{∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ2wˆ − 2
∫
bˆwˆ21
λ2Qλ
}
=
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ22 +
2bˆ
λ2
(Mλwˆ2, wˆ2)
+
∫
εˆεˆ2 + εˆ
2
1
λ6Q
[
8bˆ
λs
λ
− 2bˆs
]
− bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
[
wˆ
λ2
LλFˆλ + wˆ2 1
λ2
Fˆλ
]
− 4bˆ
∫
wˆ1
λ2Qλ
·
[
1
λ2
AλFˆλ
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ∇ · ([∂t, Aλ]wˆ)− 4bˆ
∫
w1
λ2Qλ
· [∂t, Aλ]wˆ
+ O
(∫ |εˆ2εˆ|+ |εˆ1|2
λ6Q(1 + r2)
(|bˆs|+ bˆ|λs
λ
|)
)
.
We now observe by integration by parts:
∫
εˆ2εˆ
Q
= −
∫
Q∇Mεˆ · ∇
(
εˆ
Q
)
= −
∫
εˆ21
Q
+
∫
Q∇Mεˆ · ∇φεˆ
and hence the cancellation19 :
∫
εˆ2εˆ+ εˆ
2
1
Q
=
∫
εˆ1 · ∇φεˆ. (5.43)
Similarily:
−
∫
2
Q
(εˆLFˆ + εˆ2Fˆ)− 4
∫
1
Q
εˆ1 ·AFˆ
= 2
∫
Q∇MFˆ · ∇(Mεˆ− φεˆ) + 2
∫
Q∇Mεˆ · ∇(MFˆ − φFˆ )− 4
∫
Q∇Mεˆ · ∇MFˆ
= −2
∫
εˆ1 · ∇φFˆ − 2
∫
Q∇MFˆ · ∇φεˆ
and thus:
∫
bˆ(ΛQ)λ
λ2Q2λ
[
wˆ
λ2
LλFˆλ + wˆ2 1
λ2
Fˆλ
]
− 4bˆ
∫
wˆ1
λ2Qλ
·
[
1
λ2
AλFˆλ
]
=
bˆ
λ6
{∫
ΛQ+ 2Q
Q2
(εˆLFˆ + ε2Fˆ)− 2
∫
εˆ1 · ∇φFˆ − 2
∫
∇φεˆ ·Q∇MFˆ
}
.
19which corresponds to an improved decay at infinity, each term in the left hand side of (5.43)
being too slowly decaying at infinity to be treated separately.
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We finally obtain the identity:
d
dt
{∫
bˆ(ΛQ+ 2Q)
λ4Q2
εˆ2εˆ− 2
∫
bˆεˆ1 · ∇φεˆ
λ4
}
=
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ22 +
2bˆ
λ2
(Mλwˆ2, wˆ2)
+
∫
εˆ1 · ∇φεˆ
λ6
[
8bˆ
λs
λ
− 2bˆs
]
− bˆ
λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ΛQ)λ
λ2Q2λ
wˆ
]
+
∫
bˆ(ΛQ)λ
λ2Q2λ
wˆ∇ · ([∂t, Aλ]wˆ)− 4bˆ
∫
wˆ1
λ2Qλ
· [∂t, Aλ]wˆ
+
bˆ
λ6
{∫
ΛQ+ 2Q
Q2
(εˆLFˆ + ε2Fˆ)− 2
∫
εˆ1 · ∇φFˆ − 2
∫
∇φεˆ ·Q∇MFˆ
}
+ O
(∫ |εˆ2εˆ|+ |εˆ1|2
λ6Q(1 + r2)
(|bˆs|+ bˆ|λs
λ
|)
)
.
We combine this with the energy identity (5.41) and obtain the modified and man-
ageable energy identity:
1
2
d
dt
{
(Mλwˆ2, wˆ2) +
∫
bˆ(ΛQ+ 2Q)
λ4Q2
εˆ2εˆ− 2
∫
bˆεˆ1 · ∇φεˆ
λ4
}
(5.44)
= −
∫
Qλ|∇Mλwˆ2|2 + bˆ
λ2
(Mλwˆ2, wˆ2) + 1
λ6
(εˆ2,MLFˆ)
+
∫
εˆ1 · ∇φεˆ
2λ6
[
8bˆ
λs
λ
− 2bˆs
]
+
bˆ
2λ6
{∫
ΛQ+ 2Q
Q2
(εˆLFˆ + εˆ2Fˆ)− 2
∫
εˆ1 · ∇φFˆ − 2
∫
∇φεˆ ·Q∇MFˆ
}
− bˆ
2λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]
−
∫
[∂t, Aλ]wˆ · ∇(Mλwˆ2) +
∫
b(ΛQ)λ
2λ2Q2λ
wˆ∇ · ([∂t, Aλ]wˆ)− 2b
∫
wˆ1
λ2Qλ
· [∂t, Aλ]wˆ
+
∫
wˆ22
λ2Q2λ
[(
λs
λ
+ bˆ
)
(ΛQ)λ
]
+ O
(∫ |εˆ2ε|+ |εˆ1|2
λ6Q(1 + r2)
(|bˆs|+ bˆ|λs
λ
|)
)
.
We now aim at estimating all terms in (5.44). We will implicitly use the bounds of
Lemma C.1. We will make an essential use of the improved decay (5.41).
step 4. Boundary term in time. We estimate using Lemma 5.3:∣∣∣∣∣
∫
bˆ(ΛQ+ 2Q)
λ4Q2
εˆ2εˆ
∣∣∣∣∣ . bλ4
∫ |εˆ2εˆ|
(1 + r2)Q
.
b
λ4
(∫
εˆ22
Q
) 1
2
(∫
εˆ2
) 1
2
.
C(M)b
λ4
[
‖ε2‖2L2
Q
+ ‖ζ2‖2L2
Q
+ ‖ζ‖2L2 + ‖ε‖2L2
]
.
C(M)b3
|logb|2
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and using (C.2), (C.5):∣∣∣∣ 1λ4
∫
bεˆ1 · ∇φεˆ
∣∣∣∣ . bλ4
(∫
(1 + r2)|εˆ1|2
) 1
2
(∫ |∇φεˆ|2|
1 + r2
) 1
2
.
b
λ4
[∫
(1 + r2)|ε1|2 +
∫ |∇φε|2
1 + r2
+
∫
(1 + r2)|∇ζ|2 +
∫
|ζ|2 +
∫ |∇φζ |2
1 + r2
]
.
b
λ4
[
|logb|C
(
‖ε2‖2L2
Q
+ b5
)
+
b2
|logb|2
]
.
C(M)b3
|logb|2 .
step 5. Lower order quadratic terms. We now estimate the lower order quadratic
terms in the RHS of (5.44). First the terms which are estimated using dissipation,
(C.1) and Lemma 5.3:∣∣∣∣ b2λ2
∫
Qλ∇(Mλwˆ2) · ∇
[
2φwˆ +
(2Q+ ΛQ)λ
λ2Q2λ
wˆ
]∣∣∣∣
≤ 1
100
∫
Qλ|∇Mλwˆ2|2 + Cb
2
λ6
∫
Q
[
|∇φεˆ|2 + |∇εˆ|
2
(1 + r4)Q2
+
εˆ2
(1 + r6)Q2
]
≤ 1
100
∫
Qλ|∇Mλwˆ2|2 +C(M) b
2
λ6
[
‖ε2‖2L2
Q
+
b2
|logb|2
]
.
Next, we observe from (5.36) and (5.41) the decay estimate:
|[∂t, Aλ]wˆ| . b
λ2
[ |εˆ|
1 + r3
+
|∇φεˆ|
1 + r4
]
which leads using (C.1), (C.2), (C.5) to the bounds:∣∣∣∣
∫
[∂t, Aλ]wˆ · ∇(Mλw2)
∣∣∣∣ ≤ 1100
∫
Qλ|∇Mλwˆ2|2 + C(M) b
2
λ6
∫
1
Q
[ |εˆ|2
1 + r6
+
|∇φεˆ|2
1 + r8
]
≤ 1
100
∫
Qλ|∇Mλwˆ2|2 +C(M) b
2
λ6
[
‖ε2‖2L2
Q
+
b2
|logb|2
]
,
∣∣∣∣
∫
b(ΛQ)λ
2λ2Q2λ
wˆ∇ · ([∂t, Aλ]wˆ)
∣∣∣∣ . b2λ6
∫ [ |εˆ|
1 + r3
+
|∇φεˆ|
1 + r4
] [ |∇εˆ|
Q
+
|εˆ|
(1 + r)Q
]
.
b2
λ6
[
|logb|C‖ε2‖2L2
Q
+
∫
|ζ|2 +
∫
(1 + r2)|∇ζ|2 +
∫ |∇φζ |2
1 + r2
]
.
b2
λ6
[
|logb|C‖ε2‖2L2
Q
+
b2
|logb|2
]
,
∣∣∣∣b
∫
wˆ1
λ2Qλ
· [∂t, Aλ]wˆ
∣∣∣∣ . b2λ6
∫ |εˆ1|
Q
[ |εˆ|
1 + r3
+
|∇φεˆ|
1 + r4
]
.
b2
λ6
[∫
(1 + r2)|ε1|2 +
∫
|ε|2 +
∫ |∇φε|2
1 + r2
+
∫
|ζ|2 +
∫
(1 + r2)|∇ζ|2 +
∫ |∇φζ |2
1 + r2
]
.
b2
λ6
[
|logb|C‖ε2‖2L2
Q
+
b2
|logb|2
]
.
We now estimate using from (4.28), (5.3), (5.25) the rough bounds:∣∣∣∣λsλ
∣∣∣∣ . b, |bˆs| . b2,
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and therefore:∣∣∣∣
∫
εˆ1 · ∇φεˆ
2λ6
[
8bˆ
λs
λ
− 2bˆs
]∣∣∣∣
.
b2
λ6
∫
|εˆ1 · ∇φεˆ| . b
2
λ6
[
|logb|C‖ε2‖2L2
Q
+ b4 +
∫
(1 + r2)|∇ζ|2 +
∫
|ζ|2 +
∫ |∇φζ |2
1 + r2
]
.
b2
λ6
[
|logb|C‖ε2‖2L2
Q
+
b2
|logb|2
]
,
and for the error term: ∫ |εˆ2εˆ|+ |εˆ1|2
λ6Q(1 + r2)
(|bs|+ b|λs
λ
+ b|+ b2)
.
b2
λ6
∫ [
(1 + r4)εˆ22 + (1 + r
2)|εˆ1|2 + εˆ2
]
. C(M)
b2
λ6
[
‖ε2‖2L2
Q
+
b2
|logb|2
]
.
We now estimate using the bound (4.28), (5.3):∣∣∣∣λsλ + bˆ
∣∣∣∣ . b|logb| .
Note that this bound is very bad to treat the radiation term ζ and we will need
some additional cancellation. We recall the decomposition (5.22), (5.23) and first
estimate using Lemma 5.3:∣∣∣∣
∫
wˆ22
λ2Q2λ
[(
λs
λ
+ bˆ
)
(ΛQ)λ
]∣∣∣∣ . b|logb|λ6
∣∣∣∣∣
∫
(ε2 + Lζsm + ξ + (b− bˆ)ΛQ)2
Q2
ΛQ
∣∣∣∣∣
.
b
|logb|λ6
[
‖ε2‖2L2
Q
+ ‖Lζsm‖2L2
Q
+ ‖ξ‖2
L2
Q
+
b2
|logb|2
∣∣∣∣∣
∫ (
ΛQ
Q
)2
ΛQ
∣∣∣∣∣
+
b
|logb|
∣∣∣∣
∫
(ε2 + Lζsm)(ΛQ)
2
Q2
∣∣∣∣+ b2|logb|2
∫
r≥B1
1
1 + r4
]
.
b
λ6
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2 +
b2
|logb|2
∣∣∣∣∣
∫ (
ΛQ
Q
)2
ΛQ
∣∣∣∣∣+ b|logb|2
∣∣∣∣
∫
(ε2 + Lζsm)(ΛQ)
2
Q2
∣∣∣∣
]
.
We now use the cancellation (5.41) to estimate(
ΛQ
Q
)2
= 4 +O
(
1
1 + r2
)
and hence using (2.33), (5.11):∣∣∣∣
∫
Lζsm (ΛQ)
2
Q2
∣∣∣∣ .
∫ |Lζsm|
1 + r2
. ‖Lζsm‖L2 .
b2
|logb| .
We now claim the algebraic identity
M(Λ2Q) =
(
ΛQ
Q
)2
(5.45)
which is proved below, and conclude using (2.4):∫ (
ΛQ
Q
)2
ΛQ = (M(Λ2Q),ΛQ) = −2
∫
Λ2Q = 0.
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Finally, using (5.45), (2.4), (2.33), (5.15):∣∣∣∣
(
ε2,
(ΛQ)2
Q2
)∣∣∣∣ . ∣∣(ε2,M(Λ2Q+ 2ΛQ))∣∣ =
∣∣∣∣
∫
Mε2∇ · (r(ΛQ+ 2Q))
∣∣∣∣
.
(∫
Q|∇(Mε2)|2
) 1
2
(∫
r2(ΛQ+ 2Q)2
Q
) 1
2
.
(∫
Q|∇(Mεˆ2)|2 + b
4
|logb|2
)1
2
.
The collection above bounds yields the admissible control:∣∣∣∣
∫
wˆ22
λ2Q2λ
[(
λs
λ
+ bˆ
)
(ΛQ)λ
]∣∣∣∣ . bλ6
[
b
3
2‖ε2‖L2
Q
+
b3
|logb|2
]
+
1
100λ6
∫
Q|∇(Mεˆ2)|2.
Proof of (5.45): For any well localized function, we have the commutator formula:
MΛf = ΛMf + x · ∇Q
Q2
f − 2φf −
∫
f
2π
from which using (2.4), (2.11) and the critical relation
∫
ΛQ = 0:
M(Λ2Q) = Λ(MΛQ) + x · ∇Q
Q2
ΛQ− 2φΛQ = −4 +
(
ΛQ
Q
)2
− 2
[
φΛQ +
ΛQ
Q
]
=
(
ΛQ
Q
)2
.
step 6 Leading order E2 terms. We claim the bounds:
|(εˆ2,MLE2)| . b
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
, (5.46)
∣∣∣∣
∫
ΛQ+ 2Q
Q2
(εˆLE2 + εˆ2E2)− 2
∫
εˆ1 · ∇φE2 − 2
∫
∇φεˆ ·Q∇ME2
∣∣∣∣
. b
[
b
3
2
|logb| ‖ε2‖L2Q +
b3
|logb|2
]
. (5.47)
Proof of (5.10): We compute using (2.33) and LT1 = ΛQ:∣∣∣(ε2,ML(χB0
4
T1))
∣∣∣ = ∣∣∣(ε2,ML[(1− χB0
4
)T1)]
∣∣∣
. ‖ε2‖L2
Q

∫ |L[(1− χB04 )T1]|2
Q


1
2
.
We now estimate using the radial representation of the Poisson field and (3.2):
φ′(1−χB0
4
)T1
=
1
r
∫ r
0
(1− χB0
4
)T1τdτ = O
(
logr
r
1
r≥B0
4
)
(5.48)
and hence the pointwise bound:
|L[(1 − χB0
4
)T1]| . 1
1 + r4
1
r≥B0
4
(5.49)
which leads to the bound:∣∣∣(ε2, cbb2ML(χB0
4
T1))
∣∣∣ . b2|logb|‖ε2‖L2Q
(∫
r≥B0
4
1
1 + r4
) 1
2
. b
b
3
2
|logb|‖ε2‖L2Q .
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We treat the term involving the radiation as follows. Arguing like for (5.21), we
estimate:
L(χB0
4
T1) = ΛQ+ ξ˜, ξ˜ = O
(
1
r≥B0
4
1 + r4
)
(5.50)
from which using (5.21), (5.23), (2.2):
|(Lζbig,MLE2)| = cbb2
∣∣∣((b− bˆ)ΛQ+ ξ,M(ΛQ+ ξ˜))∣∣∣
.
b2
|logb|
[
|b− bˆ|
∫
|ξ˜|+
∫
|ξ|+ ‖ξ‖L2
Q
‖ξ˜‖L2
Q
]
.
b4
|logb|2 .
Similarily, using (2.33), (5.10), (5.50):
|(Lζsm,MLE2)| = cbb2
∣∣∣(Lζsm,M(ΛQ+ ξ˜))∣∣∣
= cbb
2
∣∣∣(Lζsm,Mξ˜)∣∣∣ . b2|logb|‖Lζsm‖L2Q‖ξ˜‖L2Q
.
b2
|logb|2
(
b3
|logb|2
) 1
2
(
1
B20
) 1
2
.
b4
|logb|2 ,
and (5.46) is proved.
Proof of (5.47): We estimate in brute force using (5.50), (C.1) and Lemma 5.3:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
(εˆLE2 + εˆ2E2)
∣∣∣∣ . b b2|logb|
∫
1
(1 + r2)Q
[ |εˆ|
1 + r4
+
|εˆ2|
1 + r2
]
. b
b2
|logb|
[
‖ε‖L2 + ‖ε2‖L2
Q
+ ‖ζ2‖L2
Q
+ ‖ζ‖L2
]
. b
[
C(M)
b2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
.
Similarily, using (C.2) and Lemma 5.3:
b
∣∣∣∣
∫
εˆ1 · ∇φE2
∣∣∣∣ . b b2|logb|
∫
1 + |logr|
1 + r
[
|ε1|+ |∇ζ|+Q|∇φζ |+ |ζ|
1 + r
]
. b
b2
|logb|
(∫
(1 + r2)|ε1|2 + |ζ|2 + (1 + r2)|∇ζ|2 + |∇φζ |
2
1 + r2
) 1
2
. b
b2
|logb|
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
. b
[
b2
|logb|C(M)‖ε2‖L2Q +
b3
|logb|2
]
,
and using an integration by parts:
b
∣∣∣∣
∫
∇φεˆ ·Q∇ME2
∣∣∣∣ = b |(Qεˆ+∇Q · ∇φεˆ,ME2)|
. b
b2
|logb|
∫ [ |εˆ|
1 + r4
+
|∇φεˆ|
1 + r5
]
(1 + r2)
. b
b2
|logb|
(∫
|εˆ|2 + |∇φεˆ|
2
(1 + r2)(1 + |logr|2)
)1
2
. b
[
b2
|logb|C(M)‖ε2‖L2Q +
b3
|logb|2
]
,
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and (5.47) is proved.
step 7 Ψ˜b terms. We now estimate the Ψ˜b type of terms. From (3.54),∣∣∣(εˆ2,MLΨ˜b)∣∣∣ .
(∫
Q|∇Mεˆ2|2
) 1
2
(∫
Q|∇MΨ˜b|2
) 1
2
≤ 1
100
∫
Q|∇Mεˆ2|2 + C b
4
|logb|2 .
Next, from (3.53):∣∣∣∣ bλ6
∫
ΛQ+ 2Q
Q2
εˆLΨ˜b
∣∣∣∣ . bλ6
∫ |εˆLΨ˜b|
Q(1 + r2)
.
b
λ6
‖εˆ‖L2‖LΨ˜b‖L2
Q
. C(M)
b
λ6
b
5
2
|logb|
(
‖ε2‖L2
Q
+ ‖ζ‖L2
)
.
b
λ6
[
b2‖ε2‖L2
Q
+
b3
|logb|2
]
.
From (3.53), (C.1):∣∣∣∣ bλ6
∫
ΛQ+ 2Q
Q2
εˆ2Ψ˜b
∣∣∣∣ . bλ6
∫ |εˆ2Ψ˜b|
Q(1 + r2)
.
b
λ6
‖εˆ2‖L2
Q
‖Ψ˜b‖L2
.
b
λ6
b2
|logb|
[
‖ε2‖L2
Q
+ ‖ζ‖L2
Q
]
.
b
λ6
[
b2‖ε2‖L2
Q
+
b3
|logb|2
]
.
From (3.53), (C.2):∣∣∣∣ bλ6
∫
εˆ1 · ∇φΨ˜b
∣∣∣∣ . bλ6
(∫
(1 + r2)|εˆ1|2
) 1
2
(∫ |∇φΨ˜b |2
1 + r2
) 1
2
.
b
λ6
b
5
2
|logb|
[
C(M)‖ε2‖L2
Q
+
(∫
|∇ζ|2 +
∫ |ζ|2
1 + r2
+
∫ |∇φζ |2
1 + r4
)1
2
]
.
b
λ6
[
b2‖ε2‖L2
Q
+
b3
|logb|2
]
.
Finally, from (3.53), (C.5):∣∣∣∣ bλ6
∫
∇φεˆ ·Q∇MΨ˜b
∣∣∣∣ . bλ6
∫
|∇φεˆ|
[
|∇Ψ˜b|+ |Ψ˜b|
1 + r
+Q|∇φΨ˜b |
]
.
b
λ6
(∫ |∇φε|2
1 + r2
+
|∇φζ |2
1 + r2
) 1
2
(∫
(1 + r2)
[
|∇Ψ˜b|2 + |Ψ˜b|
2
1 + r2
+Q2|∇φΨ˜b |
2
]) 1
2
.
b
λ6
b
5
2
|logb|
[
|logb|C‖ε2‖L2
Q
+
b
|logb|
]
.
b
λ6
[
b2‖ε2‖L2
Q
+
b3
|logb|2
]
.
step 8 Modulation terms. We now treat the modulation parameters given by
(5.35) which require the introduction of the lifted parameter bˆ and the radiation
term ζb. We decompose:
M̂od = Mod0 +Mod1,
Mod0 = −∂sQ˜bˆ, (5.51)
Mod1 =
(
λs
λ
+ b
)
ΛQ˜b =
(
λs
λ
+ b
)
(ΛQ + bΛT˜1 + b
2ΛT˜2), (5.52)
and further split:
Mod0 = Mod0,1 +Mod0,2,
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Mod0,1 = −bˆsT1, Mod0,2 = −bˆs
(
T˜1 − T1 + bˆ∂T˜1
∂b
+ 2bˆT˜2 + bˆ
2∂T˜2
∂b
)
.
We claim the bounds:∫
|ri∂irMod0,1|2 +
∫ |LMod0,1|2
Q
+
∫ |∇φMod0,1 |2
1 + r2
. |bˆs|2, (5.53)
∫
|ri∂irMod0,2|2 +
∫ |LMod0,2|2
Q
+
∫ |∇φMod0,2 |2
1 + r2
. b|bˆs|2, (5.54)
∫
|ri∂irMod1|2 +
∫ |∇φMod1 |2
1 + r2
.
∣∣∣∣λsλ + b
∣∣∣∣
2
, (5.55)
∫ |LMod1|2
Q
. b2
∣∣∣∣λsλ + b
∣∣∣∣
2
. (5.56)
Proof of (5.53): This is a direct consequence of (3.18), (3.19).
Proof of (5.54): We estimate from (3.49), (3.50), (3.51), (3.52):∣∣∣∣∣ri∂ir
[
T˜1 − T1 + b∂T˜1
∂b
+ 2bT˜2 + b
2 ∂T˜2
∂b
]∣∣∣∣∣ (5.57)
.
1B1≤r≤2B1
r2
+ b
[
r21r≤1 +
1 + |log(r√b)|
|logb| 11≤r≤6B0 +
1
b2r4
1B0≤r≤2B1
]
,
and using the radial representation of the Poisson field:∣∣∣∣∇φri∂ir[T˜1−T1+b ∂T˜1∂b +2bT˜2+b2 ∂T˜2∂b ]
∣∣∣∣ . b(1 + r)1r≤B0 + 1r≥B0r . (5.58)
This yields:∫
|ri∂irMod0,2|2 . |bˆs|2
∫ 1B1≤r≤2B1
1 + r4
+ b2
(
1 + |log(r√b)|
|logb| 11≤r≤6B0
)2
+
1
b2r8
1B0≤r≤2B1


. b|bˆs|2,∫ |∇φMod0,2 |2
1 + r2
. |bˆs|2
∫
1
1 + r2
[
b2(1 + r2)1r≤B0 +
1r≥B0
r2
]
. b|bˆs|2,
and similarly using the explicit representation (1.15):∫ |LMod0,2|2
Q
. b|bˆs|2.
Proof of (5.55): We extract from (3.49), (3.51) the rough bound:∣∣∣ri∂ir (T˜1 + bT˜2)∣∣∣ . 11 + r21r≤2B1 , (5.59)
|∇φri∂ir(T˜1+bT˜2)| .
1 + |logr|
1 + r
. (5.60)
This yields: ∫
|ri∂irMod1,1|2 .
∣∣∣∣λsλ + b
∣∣∣∣
2 ∫ 1
1 + r4
.
∣∣∣∣λsλ + b
∣∣∣∣
2
,
∫ |∇φMod1,1 |2
1 + r2
.
∣∣∣∣λsλ + b
∣∣∣∣
2 ∫ 1 + |logr|2
1 + r4
.
∣∣∣∣λsλ + b
∣∣∣∣
2
.
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Proof of (5.56): We use the cancellation LΛQ = 0, the bound (5.59), (5.60) and the
explicit formula (1.15) to estimate:∫ |LMod1,1|2
Q
. b2
∣∣∣∣λsλ + b
∣∣∣∣
2 ∫ [ 1
1 + r4
11≤r≤2B1 +
1
1 + r6
1 + |logr|2
1 + r2
]
. b2
∣∣∣∣λsλ + b
∣∣∣∣
2
.
We are now in position to estimate all terms in (5.44). From (5.13), (5.54), (5.56):∣∣∣(εˆ2,MLM̂od)∣∣∣ . ∣∣∣(Mζ2,LM̂od)∣∣∣+ ‖ε2‖L2
Q
[
‖LMod0,2‖L2Q + ‖LMod1‖L2Q
]
.
(
‖ε2‖L2
Q
+
b
3
2
|logb|
)[
‖LMod0,2‖L2Q + ‖LMod1‖L2Q
]
.
(
‖ε2‖L2
Q
+
b
3
2
|logb|
)[√
b|bˆs|+ b
∣∣∣∣λsλ + b
∣∣∣∣
]
.
We now use the pointwise bound (4.28) and in a fundamental way the improved
bound (5.25) which motivates the introduction of the lifted parameter bˆs to conclude:∣∣∣(εˆ2,MLM̂od)∣∣∣ .
(
‖ε2‖L2
Q
+
b
3
2
|logb|
)[√
b
b2
|logb| + bC(M)
b2
|logb|
]
. b
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
.
Next, from (5.3), (4.28), (5.25), (C.1):
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆLM̂od
∣∣∣∣ . b‖εˆ‖L2‖LM̂od‖L2Q . b
[
C(M)‖ε2‖L2
Q
+ ‖ζ‖L2
] [
|bˆs|+ b
∣∣∣∣λsλ + b
∣∣∣∣
]
. b
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
b2
|logb|
. b
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
,
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆ2M̂od
∣∣∣∣ . b [‖ε2‖L2Q + ‖ζ‖L2Q
]
‖M̂od‖L2
. b
[
‖ε2‖L2
Q
+
b
|logb|
] [
|bˆs|+
∣∣∣∣λsλ + b
∣∣∣∣
]
. bC(M)
[
‖ε2‖L2
Q
+
b
|logb|
]
b2
|logb|
. b
[
b
3
2
|logb|‖ε2‖L2Q + C(M)
b3
|logb|2
]
.
Similarily,
b
∣∣∣∣
∫
εˆ1 · ∇φM̂od
∣∣∣∣ . b
[∫
(1 + r2)|ε1|2 +
∫
|ζ|2 + (1 + r2)|∇ζ|2 + |∇φζ |
2
1 + r2
] 1
2
[∫ |∇φ
M̂od
|2
1 + r2
] 1
2
. b
[
C(M)‖ε2‖L2
Q
+
b
|logb|
] [
|bˆs|+
∣∣∣∣λsλ + b
∣∣∣∣
]
. b
[
b
3
2
|logb|‖ε2‖L2Q + C(M)
b3
|logb|2
]
,
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and using (C.5):
b
∣∣∣∣
∫
∇φεˆ ·Q∇MM̂od
∣∣∣∣ . b
∫
|∇φεˆ|
∣∣∣∣∣|∇M̂od|+ |M̂od|1 + r +
|∇φ
M̂od
|
1 + r4
∣∣∣∣∣
. b
(∫ |∇φε|2
1 + r2
+
|∇φζ |2
1 + r2
) 1
2
(∫
(1 + r2)|∇M̂od|2 + |M̂od|2 + |∇φM̂od|
2
1 + r2
) 1
2
. b
(
|logb|C‖ε2‖2L2
Q
+ b10 +
b2
|logb|2
) 1
2
[
|bˆs|+
∣∣∣∣λsλ + b
∣∣∣∣
]
. bC(M)
b2
|logb|
(
|logb|C‖ε2‖2L2
Q
+ b10 +
b2
|logb|2
) 1
2
. b
[
b
3
2
|logb| ‖ε2‖L2Q + C(M)
b3
|logb|2
]
.
This concludes the control of the forcing induced by the modulation parameters.
step 9 E1 terms. We split
E1 = −ζ2 + E1,1, E1,1 = −λs
λ
Λζ.
ζ2 terms: Fom (5.15):
|(εˆ2,MLζ2)| =
(∫
Q|∇Mεˆ2|2
) 1
2
(∫
Q|∇Mζ2|2
) 1
2
≤ 1
100
∫
Q|∇Mεˆ2|2 + C b
4
|logb|2 .
Next, after an integration by parts:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆLζ2
∣∣∣∣ . b
(∫
Q|∇Mζ2|2
) 1
2
(∫
|∇εˆ|2 + |εˆ|
2
1 + r2
) 1
2
.
b3
|logb|2
[
b
|logb| + C(M)‖ε2‖L2Q
]
. b
[
b
3
2
|logb|‖ε2‖L2Q + C(M)
b3
|logb|2
]
.
Similarily, using Lemma 5.3:
b
∣∣∣∣
∫
∇φεˆ ·Q∇Mζ2
∣∣∣∣ . b
(∫ |∇φεˆ|2
1 + r4
) 1
2
(∫
Q|∇Mζ2|2
)1
2
. b
b2
|logb|
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
. b
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
.
To control the last terms, we introduce the decomposition from (5.22):
ζ2 = (b− bˆ)ΛQ+ ζ˜2, ζ˜2 = ξ + Lζsm, ξ = |b− bˆ|O
(
1r≥B1
1 + r4
)
.
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Observe using Lemma 5.3 that:
‖ζ˜2‖2L2 .
b4
|logb|2 +
b2
|logb|2
∫
r≥B1
1
1 + r8
.
b4
|logb|2 , (5.61)
and using by construction
∫
ζ˜2 = 0 and (A.5):∫
|∇φ
ζ˜2
|2 . ‖ζ˜2‖2L2
Q
.
b3
|logb|2 . (5.62)
We therefore estimate in brute force:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆ2ζ˜2
∣∣∣∣ . b [‖ε2‖L2Q + ‖ζ2‖L2Q
]
‖ζ˜2‖L2
. b
b2
|logb|
[
‖ε2‖L2
Q
+
b
|logb|
]
. b
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
.
Similarily,
b
∫
|ε1 · ∇φζ˜2 | . b
(∫
(1 + r2)|ε1|2
) 1
2
(∫ |∇φ
ζ˜2
|2
1 + r2
) 1
2
. bC(M)‖ε2‖L2
Q
b
3
2
|logb| .
and for the term induced by the radiation using (5.62), (5.61) and the degeneracy
(5.41):
b
∣∣∣∣
∫
Q∇(Mζ) · ∇φζ˜2
∣∣∣∣ = b
∣∣∣∣
∫
ζ2φζ˜2
∣∣∣∣ . b|b− bˆ|
∫ ∣∣∣ζ˜2φΛQ∣∣∣+ b
∫
|∇φζ˜2 |2
.
b2
|logb|‖ζ˜2‖L2 + b
b3
|logb|2 .
b4
|logb|2 .
It remains to estimate the term:
b(b−bˆ)
[∫
ΛQ+ 2Q
Q2
εˆ2ΛQ− 2
∫
εˆ1 · ∇φΛQ
]
= b(b−bˆ)
∫
εˆ2
[
ΛQ(ΛQ+ 2Q)
Q2
+ 2φΛQ
]
.
Here we need an additional algebra in order to be able to use dissipation20. We
compute from (2.11):
ΛQ(ΛQ+ 2Q)
Q2
+ 2φΛQ =
(
ΛQ
Q
)2
− 4.
We now use (5.45), integrate by parts and use the degeneracy (2.33) and (5.41) to
estimate: ∣∣∣∣
∫
εˆ2
[
ΛQ(ΛQ+ 2Q)
Q2
+ 2φΛQ
]∣∣∣∣ =
∣∣∣∣
∫
εˆ2M(Λ2Q)
∣∣∣∣
=
∣∣∣∣
∫
εˆ2M(Λ2Q+ 2ΛQ)
∣∣∣∣ =
∣∣∣∣
∫
Mεˆ2∇ · (r(ΛQ+ 2Q))
∣∣∣∣
=
(∫
Q|∇(Mεˆ2)|2
) 1
2
(∫
r2(ΛQ+ 2Q)2
Q
) 1
2
.
(∫
Q|∇(Mεˆ2)|2
)1
2
20for which a better bound than for ‖ε2‖L2
Q
holds in time averaged sense.
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and hence the control of the last term:∣∣∣∣b(b− bˆ)
[∫
ΛQ+ 2Q
Q2
εˆ2ΛQ− 2
∫
εˆ1 · ∇φΛQ
]∣∣∣∣
.
b2
|logb|
(∫
Q|∇(Mεˆ2)|2
) 1
2
≤ 1
100
∫
Q|∇(Mεˆ2)|2 + C b
4
|logb|2 .
E1,1 terms: We systematically use the rough pointwise bound from (4.28):∣∣∣∣λsλ
∣∣∣∣ . b.
For the first term, we estimate first using the decomposition (5.22), (5.23) and
(5.10):
b|(εˆ2,ML(Λζsm))| . b|(ξ + Lζsm,ML(Λζsm)|+ b‖ε2‖L2
Q
‖L(Λζsm)‖L2
Q
. b
(∫
r≥B1
b2
|logb|2
1
(1 + r8)Q
+
∫ |Lζsm|2
Q
) 1
2
‖L(Λζsm)‖L2
Q
+ b
b
3
2
|logb|‖ε2‖L2Q
. b
(
b3
|logb|2
) 1
2
(
b3
|logb|2
) 1
2
+ b
b
3
2
|logb| ‖ε2‖L2Q .
b4
|logb|2 + b
b
3
2
|logb|‖ε2‖L2Q .
We now observe using (3.19) the cancellation
ri∂ir(ΛT1) = O
(
1 + |logr|
1 + r4
)
which implies∫
Q|∇MΛ(χB1T1)|2 .
∫ |∇φχB1T1 |2
1 + r4
+
∫
(1 + r4)|∇Λ(χB1T1)|2 + (1 + r2)|Λ(χB1T1)|2
. 1 +
∫
B1≤r≤2B1
1
1 + r2
. 1
from which:
b |(εˆ2,ML(Λζbig)| = b|b− bˆ|
∣∣∣∣
∫
Q∇Mεˆ2 · ∇MΛ(χB1T1)
∣∣∣∣
≤ 1
100
∫
Q|∇Mεˆ2|2 + C b
4
|logb|2
∫
Q|∇MΛ(χB1T1)|2
≤ 1
100
∫
Q|∇Mεˆ2|2 + C b
4
|logb|2 .
We further estimate using Lemma 5.3:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆL(bΛζ)
∣∣∣∣ . b2‖εˆ‖L2‖LΛζ‖L2Q . b
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
b2
|logb|
. b
[
b
3
2
|logb| ‖ε2‖L2Q +
b3
|logb|2
]
,
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b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆ2(bΛζ)
∣∣∣∣ . b2‖εˆ2‖L2Q‖Λζ‖L2 . b
[
‖ε2‖L2
Q
+
b
|logb|
]
b2
|logb|
.
b4
|logb|2 + b
b
3
2
|logb|‖ε2‖L2Q ,
b
∣∣∣∣
∫
εˆ1 · ∇φbΛζ
∣∣∣∣
. b2
(∫
(1 + r2)|ε1|2 +
∫
(1 + r2)|∇ζ|2 +
∫
|ζ|2 +
∫ |∇φζ |2
1 + r2
) 1
2
(∫ |∇(y · ∇φζ)|2
1 + r2
) 1
2
. b2
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
b
|logb| .
b4
|logb|2 + b
b
3
2
|logb|‖ε2‖L2Q ,
and using Proposition C.1:
b
∣∣∣∣
∫
∇φεˆ ·Q∇M(bΛζ)
∣∣∣∣ . b2
∣∣∣∣(Qεˆ+∇Q · ∇φεˆ, ΛζQ )
∣∣∣∣+ b2
∣∣∣∣
∫
∇φεˆ ·Q∇φΛζ
∣∣∣∣
. b2‖Λζ‖L2
(∫
|εˆ|2 +
∫ |∇φεˆ|2
1 + r2
)1
2
+ b2
(∫ |∇φεˆ|2
1 + r4
) 1
2
(∫ |∇φΛζ |2
1 + r4
) 1
2
. b2
b
|logb|
(
|logb|C‖ε2‖L2
Q
+
b
|logb|
)
.
b4
|logb|2 + b
b
3
2
|logb|‖ε2‖L2Q .
step 10 Non linear terms. We estimate the contribution of the non linear term
N(ε) = ∇ · (ε∇φε) = ε2 +∇ε · ∇φε.
We decompose using (2.9):
Q∇MN(ε) = ∇N(ε) +Q∇φN(ε) +N(ε)∇φQ = S1 + S2 (5.63)
with
S1 = 2ε∇ε+∇2φε · ∇ε+Q∇φN(ε) +N(ε)∇φQ, S2 = ∇2ε·∇φε.
We claim the bounds:
∀2 < p < +∞, ‖∇φN(ε)‖Lp . C(p)|logb|C(p)
[
‖ε2‖2L2
Q
+ b10
]
, (5.64)∫
|N(ε)|2 . |logb|C‖ε2‖4L2
Q
+ b20, (5.65)∫ |S1|2
(1 + r2)Q
. logb|C‖ε2‖4L2
Q
+ b20, (5.66)∫ |∇ · S1|2
Q
. |logb|C‖ε2‖4L2
Q
+ b20, (5.67)∫ |S2|2
Q
. ‖ε2‖4−
1
100
L2
Q
, (5.68)∫
(1 + r2)|S2|2 . |logb|C‖ε2‖4L2
Q
+ b20. (5.69)
Proof of (5.64): We estimate from Sobolev and Plancherel:
‖∇2φε‖L∞ . ‖∇2φε‖H2 . ‖ε‖H2 . C(M)‖ε2‖L2
Q
. (5.70)
We then estimate from Hardy Littlewood Sobolev:
‖∇φN(ε)‖Lp . ‖N(ε)‖Lr with r =
2p
p+ 2
∈ (1, 2).
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Then from Sobolev and (C.6), (5.70):
‖N(ε)‖Lr . ‖ε‖2L2r + ‖∇ε · ∇φε‖Lr . ‖ε‖2H2 + ‖∇ε · ∇φε‖H1
. ‖ε‖2H2 +
∥∥∥∥ ∇φε1 + r
∥∥∥∥
L∞
[‖(1 + r)∇ε‖L2 + ‖(1 + r)∇2ε‖L2]+ ‖∇2φε‖L∞‖∇ε‖L2
. |logb|C(‖ε2‖L2
Q
+ b10)‖ε2‖L2
Q
(5.71)
and (5.64) follows.
Proof of (5.65): It follows from the chain of estimates (5.71) with r = 2.
Proof of (5.66): We estimate in brute force using (5.70), (5.64), (5.65):
∫ |S1|2
(1 + r2)Q
. (‖ε‖2L∞ + ‖∇2φε‖2L∞)
∫
(1 + r2)|∇ε|2 +
∫ |∇φN(ε)|2
1 + r6
+
∫
(N(ε))2
. C(M)‖ε2‖4L2
Q
+ ‖∇φN(ε)‖2L4 + |logb|C‖ε2‖4L2
Q
+ b20
. |logb|C‖ε2‖4L2
Q
+ b20.
Proof of (5.67): We compute:
∇ · S1 = 2ε∆ε+ 2|∇ε|2 +∇ · (∇2φε · ∇ε) +∇Q · ∇φN(ε) + 2QN(ε) +∇φQ · ∇N(ε)
and hence the bound:
|∇ · S1| . |ε||∆ε|+ |∇ε|2 + |∇3φε||∇ε|+ |∇2φε||∇2ε|+
|∇φN(ε)|
1 + r5
+
|ε|2 + |∇ε||∇φε|
1 + r4
+
|ε||∇ε| + |∇2φε||∇ε|+ |∇2ε||∇φε|
1 + r
. (5.72)
We have the nonlinear estimate using Sobolev:∫ |∇ε|4
Q
.
∫
|∇ε|4 +Σ2i=1
∫
|∇[(1 + xi)ε]|4
. ‖ε‖4H2 +Σ2i=1
(∫
|∇[(1 + xi)ε]|2
)(∫
|∇2[(1 + xi)ε]|2
)
. c(M)‖ε2‖4L2
Q
.
Similarily, using Lemma A.1 with p = 1:∫ |∇3φε|4
Q
.
∫
|∇2φε|4 +Σ2i=1
∫
|∇[(1 + xi)∇2φε]|4
. ‖∇2φε‖4H2 +Σ2i=1
(∫
|∇[(1 + xi)∇2φε]|2
)(∫
|∇2[(1 + xi)∇2φε]|2
)
. ‖ε‖4H2 +Σ2i=1
(
‖ε‖2H2 +
∫
|xi|2|∇2(∇φε)|2
)(
‖ε‖2H2 +
∫
|xi|2|∇2(∇2φε)|2
)
. ‖ε‖4H2 +Σ2i=1
(
‖ε‖2H2 +
∫
|xi|2|∆(∇φε)|2
)(
‖ε‖2H2 +
∫
|xi|2|∆(∇2φε)|2
)
= ‖ε‖4H2 +
(
‖ε‖2H2 +
∫
|xi|2|∇(∆φε)|2
)(
‖ε‖2H2 +
∫
|xi|2|∇2(∆φε)|2
)
. C(M)‖ε2‖4L2
Q
.
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We then estimate using (5.64), (5.70), (5.72), (C.1), (C.6):∫ |∇ · S1|2
Q
. ‖ε‖2L∞
∫ |∆ε|2
Q
+
∫ |∇ε|4 + |∇3φε|4
Q
+ ‖∇2φε‖2L∞
∫ |∇2ε|2
Q
+
∫ |∇φN(ε)|2
1 + r6
+ ‖ε‖4L∞ + ‖
∇φε
1 + r
‖2L∞
∫ |∇ε|2
1 + r2
+ (‖ε‖2L∞ + ‖∇2φε‖2L∞)
∫
(1 + r2)|∇ε|2 + ‖ ∇φε
1 + r
‖2L∞
∫
(1 + r4)|∇2ε|2
. C(M)‖ε2‖4L2
Q
+ ‖∇φN(ε)‖2L4 + ‖ε2‖2L2
Q
|logb|C
(
‖ε2‖2L2
Q
+ b10
)
. |logb|C‖ε2‖4L2
Q
+ b20.
Proof of (5.68), (5.69): From (C.3):∫ |S2|2
Q
. ‖∇φε‖2L∞
∫ |∇2ε|2
Q
. ‖ε2‖4−
1
100
L2
Q
.
From (C.6):∫
(1+r2)|S2|2 .
∫
(1+r2)|∇2ε|2|∇φε|2 .
∥∥∥∥ ∇φε1 + r
∥∥∥∥
2
L∞
‖ε‖2
H2
Q
. |logb|C‖ε2‖4L2
Q
+b20.
We are now in position to obtain admissible bounds for the nonlinear terms in
(5.44). From (5.63), (2.2) and the nonlinear estimates (5.67), (5.69):
|(ε2,MLN(ε))| . |(Mε2,∇ · S1)|+ |(∇Mε2 · S2)|
. ‖ε2‖L2
Q
‖∇ · S1‖L2
Q
+
(∫
Q|∇Mε2|2
) 1
2
(∫ |S2|2
Q
) 1
2
≤ 1
100
∫
Q|∇Mε2|2 + C(M)|logb|C‖ε2‖L2
Q
[
‖ε2‖2L2
Q
+ b10
]
+ C(M)‖ε2‖4−
1
100
L2
Q
≤ 1
100
∫
Q|∇Mεˆ2|2 + C(M)
[
bb
1
4‖ε2‖2L2
Q
+
b4
|logb|2
]
.
We estimate the radiation term using Lemma 5.3:
|(ζ2,MLN(ε))| . |(Mζ2,∇ · S1)|+ |(∇Mζ2, S2)|
.
b
3
2
|logb|‖∇ · S1‖L2Q +
(∫
Q|∇Mζ2|2
) 1
2
(∫ |S2|2
Q
)1
2
.
b
3
2
|logb|
[
|logb|C‖ε2‖2L2
Q
+ b10
]
+
b2
|logb|‖ε2‖
2− 1
50
L2
Q
.
b4
|logb|2 .
Next, using the degeneracy (5.41) and integrating by parts:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆLN (ε)
∣∣∣∣ . b
∫
1
(1 + r2)Q
[
|εˆ∇ · S1|+ |εˆ||S2|
1 + r
|+ |∇ε||S2|
]
. b(‖ε‖L2 + ‖ζ‖L2)
[
‖∇ · S1‖L2
Q
+ ‖(1 + r)S2‖L2
]
+ b(‖(1 + r)∇ε‖L2 + ‖(1 + r)∇ζ‖L2)‖(1 + r)S2‖L2
. b
(
‖ε2‖L2
Q
+
b
|logb|
)[
|logb|C‖ε2‖2L2
Q
+ b10
]
.
b
|logb|
[
‖ε2‖2L2
Q
+ b4
]
.
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Using (5.64), (C.2):
b
∣∣∣∣
∫
εˆ1 · ∇φN(ε)
∣∣∣∣
. b
(∫
(1 + r2)|ε1|2 +
∫
|ζ|2 +
∫
(1 + r2)|∇ζ|2 +
∫ |∇φζ |2
1 + r2
) 1
2
(∫ |∇φN(ε)|2
1 + r2
) 1
2
. b
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
‖∇φN(ε)‖L4 . b|logb|C
[
C(M)‖ε2‖L2
Q
+
b
|logb|
] [
‖ε2‖2L2
Q
+ b10
]
.
b
|logb|
[
‖ε2‖2L2
Q
+ b4
]
Using (5.64), (5.66), (5.69) and (C.5):
b
∣∣∣∣
∫
∇φεˆ ·Q∇MN (ε)
∣∣∣∣ . b
(∫ |∇φε|2
1 + r2
+
∫ |∇φζ |2
1 + r2
) 1
2
(∫
(1 + r2)(|S1|2 + |S2|2)
) 1
2
. b
(
‖ε2‖L2
Q
+
b
|logb|
)
|logb|C
[
[‖ε2‖2L2
Q
+ b10
]
.
b
|logb|
[
‖ε2‖2L2
Q
+ b4
]
.
step 11 Small linear terms. We estimate the contribution of the small linear
error Θb(ε) given by (4.21). We expand:
Θb(ε) = ∇ε · ∇φQ˜b−Q + 2(Q˜b −Q)ε+∇(Q˜b −Q) · ∇φε.
We claim the bounds: ∫
|Θb(ε)|2 . b2C(M)‖ε2‖2L2
Q
, (5.73)
∫ |∇φΘb(ε)|2
1 + r2
. b2C(M)‖ε2‖2L2
Q
, (5.74)
∫
Q|∇MΘb(ε)|2 . b2C(M)‖ε2‖2L2
Q
. (5.75)
Proof of (5.73), (5.74), (5.75): We recall the pointwise bounds (5.29), (5.30):
|Θb(ε)| . b
[
1 + |logr|
1 + r
|∇ε|+ |ε|
1 + r2
+
|∇φε|
1 + r3
]
,
|∇Θb(ε)| . b
[
1 + |logr|
1 + r
|∇2ε|+ 1 + |logr|
1 + r2
|∇ε|+ |∇
2φε|+ |ε|
1 + r3
+
|∇φε|
1 + r4
]
.
The bound (5.73) now follows from Proposition C.1. We estimate using (C.1), HLS
and (5.29): ∫ |∇φΘb(ε)|2
1 + r2
. ‖∇φΘb(ε)‖2L4 . ‖Θb(ε)‖2L 43
. C(M)b2‖ε2‖2L2
Q
(5.76)
and (5.74) is proved. We then compute like for (5.63):
Q∇MΘb(ε) = ∇Θb(ε) +Q∇φΘb(ε) +Θb(ε)∇φQ
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and estimate using (5.29), (5.30), (5.76) and Proposition C.1:
∫
Q|∇MΘb(ε)|2 . b2
∫
(1 + r4)
[
1 + |logr|2
1 + r2
|∇2ε|2 + 1 + |logr|
2
1 + r4
|∇ε|2
+
|∇2φε|2 + |ε|2
1 + r6
+
|∇φε|2
1 + r8
+
|∇φΘb(ε)|2
1 + r8
]
. b2C(M)‖ε2‖2L2
Q
,
this is (5.75).
We now estimate all corresponding terms in (5.44). From (5.75), (4.12):
|(εˆ2,MLΘb(ε))| =
∣∣∣∣
∫
Q∇ ·Mεˆ2 · ∇MΘb(ε)
∣∣∣∣ . 1100
∫
Q|∇Mεˆ2|2 +C
∫
Q|∇MΘb(ε)|2
≤ 1
100
∫
Q|∇Mεˆ2|2 + C(M) b
4
|logb|2 .
Next, integrating by parts:
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆLΘb(ε)
∣∣∣∣ . b
∫
(1 + r2)
(
|∇εˆ|+ |εˆ|
1 + r
)
Q|∇MΘb(ε)|
. b
(∫
|∇εˆ|2 + |εˆ|
2
1 + r2
) 1
2
(∫
Q|∇MΘb(ε)|2
) 1
2
. b
[
C(M)‖ε2‖L2
Q
+
b
|logb|
]
b‖ε2‖L2
Q
. b
b
3
2
|logb|‖ε2‖L2Q +
b4
|logb|2 .
Similarily, using (5.73):
b
∣∣∣∣
∫
ΛQ+ 2Q
Q2
εˆ2Θb(ε)
∣∣∣∣ . b‖εˆ2‖L2Q‖Θb(ε)‖L2 . b
(
‖ε2‖L2
Q
+
b
|logb|
)
bC(M)‖ε2‖L2
Q
. b
b
3
2
|logb|‖ε2‖L2Q +
b4
|logb|2 .
Using (5.74), (C.2):
b
∣∣∣∣
∫
εˆ1 · ∇φΘb(ε)
∣∣∣∣ . b
(∫
(1 + r2)|εˆ1|2
) 1
2
(∫ |∇φΘb(ε)|2
1 + r2
) 1
2
. bC(M)
(
‖ε2‖L2
Q
+
b
|logb|
)
b‖ε2‖L2
Q
. b
b
3
2
|logb|‖ε2‖L2Q +
b4
|logb|2 ,
b
∣∣∣∣
∫
∇φεˆ ·Q∇MΘb(ε)
∣∣∣∣ . b
(∫ |∇φεˆ|2
1 + r4
) 1
2
(∫
Q|∇MΘb(ε)|2
)1
2
. bC(M)
(
‖ε2‖L2
Q
+
b
|logb|
)
b‖ε2‖L2
Q
. b
b
3
2
|logb|‖ε2‖L2Q +
b4
|logb|2 .
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step 12 Conclusion. Injecting the collection of bounds obtained in steps 4
through 8 into (5.44) yields the following preliminary estimate:
1
2
d
dt
{
(Mεˆ2, εˆ2)
λ4
+O
(
C(M)b3
λ4|logb|2
)}
≤ −1
2
∫
Qλ|∇Mλwˆ2|2 + bC(M)
λ6
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
+
bˆ
λ6
(Mεˆ2, εˆ2).
We now make an essential of the precise numerology to treat the remaining (Mεˆ2, εˆ2)
term which has the wrong sign. We multiply this identity by λ2 and obtain using
the rough bound from (4.30), (5.3):∣∣∣∣λsλ + bˆ
∣∣∣∣ . b|logb| (5.77)
the control:
1
2
d
dt
{
(Mεˆ2, εˆ2)
λ2
+O
(
C(M)b3
λ2|logb|2
)}
(5.78)
≤ bC(M)
λ4
[
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
]
+
1
λ4
∣∣∣∣λsλ + bˆ
∣∣∣∣ |(Mεˆ2, εˆ2)|+ 1λ4
∣∣∣∣λsλ
∣∣∣∣ C(M)b3|logb|2 .
We now develop the quadratic term and estimate using (5.13), (5.14):
(Mεˆ2, εˆ2) = (Mε2, ε2) + 2(Mζ2, ε2) + (Mζ2, ζ2)
= (Mε2, ε2) +O
(
b
3
2
|logb|‖ε2‖L2Q +
b3
|logb|2
)
which implies the upper bound
|(Mεˆ2, εˆ2)| . ‖ε2‖2L2
Q
+
b3
|logb|2 .
Injecting these bounds together with (5.77), (4.9) into (5.78) yields (5.31) and con-
cludes the proof of Proposition 5.7.
6. Sharp description of the singularity formation
We are now in position to conclude the proof of the bootstrap Proposition 4.3
from which Theorem 1.1 easily follows.
6.1. Closing the bootstrap. We now conclude the proof of Proposition 4.3.
Proof of Proposition 4.3. The L1 bound (4.11) follows from (4.24). The pointwise
upper bound on b (4.10) follows from (5.24) which implies bˆs < 0 and the conclusion
follows from (5.3). The lower bound b > 0 follows from the bootstrap bound (4.9).
Indeed, if b(s∗) = 0, then ε(s∗) = 0 from (4.9) and then
∫
u(s∗) =
∫
Q =
∫
u0 by
conservation mass, and a contradiction follows from (4.2).
It remains to close the bound (4.12) which is the heart of the analysis, and this
follows from the monotonicity formula (5.7). Indeed, we rewrite (5.31) using (4.9):
d
dt
{
(Mε2, ε2)
λ2
+O
(
C(M)
√
K∗
b3
λ2|logb|2
)}
.
√
K∗
b4
λ4|logb|2 . (6.1)
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In order to integrate this between t = 0 and t∗, we first observe from (5.3), (5.25),
(4.28) the bounds
|bˆs| . b
2
|logb| , |λλt + b| . C(M)
b2
|logb| (6.2)
from which:∫ t∗
0
b4
λ4|logb|2 dt =
∫
−λt bˆ
3
λ3|logbˆ|2 dt+O
(∫ t
0
b5
λ4|logb|5dt
)
=
[
bˆ3
2λ2|logbˆ|2
]t
0
−
∫ t
0
1
2λ4
d
ds
[
bˆ3
|logbˆ|2
]
dt+O
(∫ t
0
b5
λ4|logb|5 dt
)
=
[
bˆ3
2λ2|logbˆ|2
]t
0
+O
(∫ t
0
b4
λ4|logb|3 dt
)
and hence using the a priori smallness of b:
λ2(t)
∫ t∗
0
b4
λ4|logb|2 dt .
b3(t)
|logb(t)|2 +
(
λ(t)
λ(0)
)2
b3(0)
|logb(0)|2
Integrating (6.1) in time, we conclude using (2.58):
δ(M)‖ε2(t)‖2L2
Q
. (Mε2(t), ε2(t)) (6.3)
. C(M)
{
λ2(t)
λ2(0)
[
‖ε2(0)‖2L2
Q
+
√
K∗
b3(0)
|logb(0)|2
]
+
√
K∗
b3(t)
|logb(t)|2
}
for some small enough universal constants δ(M), C(M) > 0 independent of K∗.
Moreover, (6.2) implies
d
ds
{
bˆ3
λ2|logbˆ|2
}
> 0 (6.4)
and thus (6.3) and the initialization (4.4) ensure:
δ(M)‖ε2(t)‖2L2
Q
. C(M)
√
K∗
[
λ2(t)
b3(0)
λ2(0)|logb(0)|2 +
b3(t)
|logb(t)|2
]
. C(M)
√
K∗
[
λ2(t)
bˆ3(0)
λ2(0)|logbˆ(0)|2 +
b3(t)
|logb(t)|2
]
. C(M)
√
K∗
bˆ3(t)
|logbˆ(t)|2 . C(M)
√
K∗
b3(t)
|logb(t)|2
and (4.12) follows for K∗ = K∗(M) large enough. This concludes the proof of
Proposition 4.3. 
6.2. Sharp control of the singularity formation. We are now in position to
conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. step 1 Let u0 ∈ O and u ∈ C([0, T ), E) be the corresponding
solution to (1.1) with lifetime 0 < T ≤ +∞, then the estimates of Proposition 4.3
hold on [0, T ). Observe from (6.4) the bound
λ2 . b3
from which using (6.2)
−λλt & b & C(u0)λ
2
3 and thus − (λ 43 )t & C(u0) > 0
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implies that λ(t) touches zero in some finite time 0 < T0 < +∞. Note that the
bounds of Proposition 4.3 injected into the decomposition (4.5) ensure
‖ε(t)‖H2 ≪ 1 for 0 ≤ t < T0 and lim
t↑T0
‖u(t)‖H2 = +∞
and thus from standard Cauchy theory, the solution blows up at T = T0 < +∞.
Moreover, we obtain from (6.2) the rough bound:
|λλt| =
∣∣∣∣λsλ
∣∣∣∣ . 1 and thus λ(t) . √T − t,
and hence from (4.13):
s(t)→ +∞ as t→ T. (6.5)
step 2 Blow up speed. We now derive the sharp asymptotics at blow up time by
reintegrating the modulation equations for (b, λ) in the vicinity of blow up time or
equivalently as s→∞. We estimate from (5.24), (4.12):∣∣∣∣∣bˆs + 2bˆ
2
|logbˆ|
∣∣∣∣∣ . bˆ
2
|logbˆ|2 . (6.6)
We then argue as in [33]. We multiply (6.6) by |logbˆ|
bˆ2
and obtain:
bˆslogbˆ
bˆ2
= −2 +O
(
1
|logbˆ|
)
.
We use (
logt
t
+
1
t
)′
= − logt
t2
to conclude after integration:
− logbˆ+ 1
bˆ
= 2s+O
(∫ s
0
dσ
|logbˆ|
)
and thus
bˆ(s) =
logs
2s
(1 + o(1)) , logbˆ = loglogs− logs+O(1).
This finally yields the aysmptotic development near blow up time:
bˆ(s) =
1
2s
(logs− loglogs) +O
(
1
s
)
.
We now rewrite the modulation equations for λ using (6.2), (5.3):
− λs
λ
= bˆ+O
(
b
|logb|
)
=
1
2s
(logs− loglogs) +O
(
1
s
)
(6.7)
which time integration yields:
−logλ = 1
4
[
(logs)2 − 2logsloglogs]+O(logs) = (logs)2
4
[
1− 2loglogs
logs
+O
(
1
logs
)]
.
In particular, √
|logλ| = logs
2
[
1− loglogs
logs
+O
(
1
logs
)]
which also implies:
e2
√
|logλ|+O(1) =
s
logs
, s =
√
|logλ|e2
√
|logλ|+O(1).
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We use these relations to rewrite the modulation equation (6.7):
−sλs
λ
= −
√
|logλ|e2
√
|logλ|+O(1)λλt =
√
|logλ|+O(1)
and thus
−λλte2
√
|logλ| = eO(1).
The time integration with boundary condition λ(T ) = 0 yields
λ(t) =
√
T − te−
√
|log(T−t)|
2
+O(1) as t→ T,
this is (1.11).
Observe now that the chain of above estimates ensures in particular
b(t)→ 0 as t→ T
which easily implies using Proposition 3.5:
‖Q− Q˜b‖H2
Q
→ 0 as t→ T,
and the strong convergence (1.10) now follows from (4.12).
This concludes the proof of Theorem 1.1.

Appendix A. Estimates for the Poisson field
This appendix is devoted to the derivation of linear estimates, in particular for
for the Poisson field in H2Q and E . We start with weighted H2 type bounds:
Lemma A.1 (H2 bound). Let p = 1, 2, then for all u ∈ D(R2),∫
|x|2p|∇2u|2 .
∫
|x|2p|∆u|2 +
∫
|x|2p−2|∇u|2. (A.1)
Proof of Lemma A.1. We integrate by parts to compute:∫
x
2p
1 (∂11u+ ∂22u)
2 =
∫
x
2p
1
[
(∂11u)
2 + (∂22u)
2
]
+ 2
∫
x
2p
1 ∂11u∂22u
=
∫
x
2p
1
[
(∂11u)
2 + (∂22u)
2
]− 2∫ x2p1 ∂2u∂211u
=
∫
x
2p
1
[
(∂11u)
2 + (∂22u)
2
]
+ 2
∫
∂12u
[
x
2p
1 ∂12u+ 2px
2p−1
1 ∂2u
]
=
∫
x
2p
1
[
(∂11u)
2 + (∂22u)
2 + 2(∂12u)
2
]− 2p(2p − 1)∫ x2p−21 (∂2u)2
and similarly with x2, and (A.1) follows. 
We now turn to the linear control of the Poisson field:
Lemma A.2 (Estimates for the Poisson field). There holds the bounds on the Pois-
son field:
(i) General L2Q bounds:
‖(1 + |logr|)u‖L1 + ‖φu‖L∞(r≤1) +
∥∥∥∥ |φu|1 + |logr|
∥∥∥∥
L∞(r≥1)
. ‖u‖L2
Q
, (A.2)
‖∇φu‖L4 . ‖u‖L2
Q
. (A.3)
(ii) Improved L2Q bound: if moreover
∫
u = 0, then:
‖φu‖L∞ . ‖u‖L2
Q
, (A.4)
74 P. RAPHAËL AND R. SCHWEYER∫
|∇φu|2 = −
∫
uφu . ‖u‖2L2
Q
. (A.5)
(iii) Energy bound:
∀1 ≤ p < 2, ‖∇φu‖L∞ ≤ Cp‖u‖1−
p
2
L∞ ‖u‖p−1L2 ‖u‖
1− p
2
L1
. (A.6)
(iv) Decay in the energy space: ∀0 ≤ α < 1,
|u(x)| ≤ Cα ‖u‖E
1 + |x|α , (A.7)
|∇φu(x)| ≤ Cα ‖u‖E
1 + |x|α2 . (A.8)
Proof of Lemma A.2. : Proof of (i)-(ii): By Cauchy-Schwarz:∫
(1 + |logr|)|u(y)| . ‖u‖L2
Q
(∫
(1 + |logr|)2Q
) 1
2
. ‖u‖L2
Q
.
For |x| ≤ 1, we estimate using Cauchy-Schwarz:
|φu(x)| .
∫
|x−y|≤1
|log(|x− y|)|u(y)|dy +
∫
|x−y|≥1
|log|x− y|||u(y)|dy
. ‖u‖L2
Q
+
∫
(1 + |log|y||)|u(y)| . ‖u‖L2
Q
.
For |x| ≥ 1, we rewrite∣∣∣∣φu(x)− log|x|2π
∫
u
∣∣∣∣ .
∫
|log( |x− y||x| )||u(y)|dy
.
∫
|x−y|≥ |x|
2
|log( |x− y||x| )||u(y)|dy +
∫
|x−y|≤ |x|
2
|log( |x− y||x| )||u(y)|dy.
For the outer term, we estimate:∫
|x−y|≥ |x|
2
|log( |x− y||x| )||u(y)|dy .
∫
|x−y|≥ |x|
2
( |x− y|
|x|
) 3
4
|u(y)|dy .
∫ (
1 +
|y| 34
|x| 34
)
|u(y)|dy
. ‖u‖L1 +
‖u‖L2
Q
|x| 34
. ‖u‖L2
Q
.
On the singularity, we estimate using a simple change of variables:
∫
|x−y|≤ |x|
2
|log( |x− y||x| )||u(y)|dy .
(∫
|x−y|≤ |x|
2
|log( |x− y||x| )|
2dy
) 1
2
(∫
|x−y|≤ |x|
2
|u(y)|2dy
) 1
2
.
(
‖x‖2
∫
|z|≤ 1
2
(log|z|)2dz
∫
|x−y|≤ |x|
2
|u(y)|2dy
) 1
2
.
(∫
|y|2|u(y)|2dy
) 1
2
. ‖u‖L2
Q
and this concludes the proof of (A.2) and (A.4).
We then estimate from the 2 dimensional Hardy-Littlewood-Sobolev and Hölder:
‖∇φu‖L4 . ‖
1
|x| ⋆ u‖L4 . ‖u‖L 43 . ‖u‖L2Q‖Q‖
1
2
L2
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and (A.3) is proved. Let a smooth cut off function χ(x) = 1 for |x| ≤ 1, χ(x) = 0
for |x| ≥ 2, and χR(x) = χ( xR ), then from (A.4):∫
χR|∇φu|2 = 1
2
∫
∆χRφ
2
u −
∫
χRuφu (A.9)
. ‖φu‖2L∞ + ‖φu‖L∞‖u‖L1 . ‖u‖2L2
Q
with constants independent of R > 0, and hence∫
|∇φu|2 < +∞. (A.10)
Moreover, integrating by parts:∫
|x|≤R
|∇φu|2 = R
∫ 2pi
0
φu∂rφudθ −
∫
|x|≤R
uφu.
From (A.10), we can find a sequence Rn →∞ such that
R2n
∫ 2pi
0
|∂rφu|2 → 0
and then from (A.4):
Rn
∣∣∣∣
∫ 2pi
0
φu∂rφu
∣∣∣∣ . ‖φu‖L∞
(
R2n
∫ 2pi
0
|∂rφu|2
) 1
2
→ 0
and thus ∫
|∇φu|2 = lim
Rn→+∞
∫
|x|≤Rn
|∇φu|2 = −
∫
uφu.
The estimate (A.5) now follows from (A.4).
Proof of (iii): Let 1 ≤ p < 2, we estimate in brute force:
|∇φu| . 1|x| ⋆ |u| .
∫
|x−y|≤R
|u(y)|
|x− y|dy +
∫
|x−y|≥R
|u(y)|
|x− y|dy
. ‖u‖L∞
∫
|z|≤R
1
|z| + ‖u‖Lp
(∫
|z|≥R
1
|z|p′
) 1
p′
. R‖u‖L∞ + ‖u‖L
p
R
1− 2
p′
.
We optimize in R and interpolate:
‖∇φu‖L∞ ≤ Cp‖u‖
p
2
Lp‖u‖
1− p
2
L∞ . Cp‖u‖
1− p
2
L∞ ‖u‖p−1L2 ‖u‖
1− p
2
L1
,
this is (A.6).
Proof of (iv): By density, it suffices to prove (A.7) for u ∈ D(R2). Let (vi,j =
xi∂ju)1≤i,j≤2, we estimate from (A.1) with p = 2:∫
|vi,j |2+
∫
|∇vi,j|2 .
∫
(1+|x|2)|∇u|2+
∫
(1+|x|4) [(∂11u)2 + (∂22u)2 + (∂12u)2] . ‖u‖2H2
Q
and thus from Sobolev:
∀p > 2, ‖vi,j‖Lp . ‖vi,j‖H1 . ‖u‖H2
Q
. (A.11)
We now recall the standard Sobolev bound, see for example [7]:
∀p > 2, ∀f ∈ D(R2), |f(x)− f(y)| . |x− y|1− 2p ‖∇f‖Lp .
We may find |a| ≤ 1 such that
|f(a)| .
(∫
|y|≤1
|f(y)|2dy
) 1
2
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and hence the growth estimate:
|f(x)| .
(∫
|y|≤1
|f(y)|2dy
) 1
2
+ |x|1− 2p ‖∇f‖Lp .
We apply this to fi = xiu and conclude from (A.11), (C.4): ∀p > 2 and i = 1, 2:
|xiu| .
(∫
|y|≤1
|xiu|2dy
) 1
2
+ |x|1− 2p ‖∇(xiu)‖Lp
. ‖u‖L∞ + |x|1−
2
p [‖vi,j‖Lp + ‖u‖Lp ] . (1 + |x|1−
2
p )‖u‖E
and hence the decay:
|u(x)| . ‖u‖E
1 + |x| 2p
which yields (A.7).
Let 0 ≤ α < 1 and |x| ≫ 1, we estimate the Poisson field in brute force using (A.7):
|∇φu(x)| .
∫ |u(y)|
|x− y| =
∫
|x−y|>|x|α2
|u(y)|
|x− y| +
∫
|x−y|<|x|α2
|u(y)|
|x− y|
.
‖u‖L1
|x|α2 +
∫
|y|≥ |x|
2
, |x−y|<|x|α2
|u(y)|
|x− y| .
‖u‖L1
|x|α2 +
‖u‖E
1 + |x|α
∫
|z|≤|x|α2
dz
|z|
.
‖u‖E
1 + |x|α2
and (A.8) is proved. 
Appendix B. Hardy bounds
We recall some standard weighted Hardy inequalities:
Lemma B.1 (Weighted Hardy inequality). There holds the Hardy bounds:
∀α > −2,
∫
rα+2|∂ru|2 ≥ (2 + α)
2
4
∫
rαu2, (B.1)
∫
|∆φ|2 &
∫ |∇φ|2
r2(1 + |logr|)2 −
∫ |∇φ|2
1 + r4
, (B.2)∫ |∇φ|2
r2(1 + |logr|)2 &
∫
φ2
(1 + r4)(1 + |logr|)2 −
∫
φ2
1 + r6
. (B.3)
Proof of Lemma B.1 Let u ∈ C∞c (R2). We integrate by parts to estimate:
α+ 2
2
∫
rαu2 = −
∫
rα+1u∂ru ≤
(∫
rαu2
) 1
2
(∫
rα+2(∂ru)
2
) 1
2
and (B.1) follows.
Let now φ ∈ D(R2) and consider the radial continuous and piecewise C1 function
f(r) =
{
1
r(1−logr) for 0 < r ≤ 1,
1
r(1+logr) for r ≥ 1
, F (x) = f(r)
x
r
then
∇ · F (x) =
{
1
r2(1−logr)2 for 0 < r < 1,
− 1
r2(1+logr)2
for r > 1
,
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and thus:∫
1
r2(1 + |logr|)2 |∇φ|
2 .
∫
|x|≤1
∇ · F |∇φ|2 −
∫
|x|≥1
∇ · F |∇φ|2
.
∫
r=1
f |∇φ|2dσ +
∫
|f ||∇(|∇φ|2)|
.
∫
r=1
f |∇φ|2dσ +
(∫
|f |2|∇φ|2
) 1
2
(∫
|∇2φ|2
) 1
2
Now by Sobolev: ∫
r=1
f |∇φ|2dσ .
∫
1
2
≤r≤2
(|∇φ|2 + |∇2φ|2)
and thus ∫
1
r2(1 + |logr|)2 |∇φ|
2
.
∫
1
2
≤r≤2
|∇φ|2 +
∫
|∆φ|2 +
(∫
1
r2(1 + |logr|)2 |∇φ|
2
) 1
2
(∫
|∆φ|2
) 1
2
which implies (B.2).
Similarily, for r ≥ r0 large enough:∫
r≥r0
φ2
(1 + r4)(1 + |logr|)2 . −
∫
r≥r0
∇ ·
[
1
(1 + r3)(1 + |logr|)2
y
|y|
]
φ2
.
∫
r=r0
|φ|2dσ +
∫
r≥r0
|φ||∇φ|
(1 + r3)(1 + |logr|)2
and (B.3) follows again from Cauchy Schwarz and Sobolev.
This concludes the proof of Lemma B.1.
Appendix C. Interpolation bounds
We collect in this appendix the bootstrap bounds on ε which are a consequence
of the spectral estimates of Proposition 2.8 and further interpolation estimates.
Proposition C.1 (Interpolation bounds). For i = 0, 1:
(i) H2Q bound: ∫
(1 + r4)|∇2ε|2 +
∫
(1 + r2)|∇ε|2 +
∫
ε2 (C.1)
+
∫
|∆φε|2 +
∫ |∇φε|2
r2(1 + |logr|)2 . C(M)‖ε2‖
2
L2
Q
,
∫
(1 + r2)|ε1|2 . C(M)‖ε2‖2L2
Q
. (C.2)
(ii) L∞ bounds:
∀0 < η ≤ 1
2
, ‖∇φε‖L∞ ≤ Cη‖ε2‖1−ηL2
Q
, (C.3)
and ∀0 ≤ α < 12 ,
‖(1 + |x|α)ε‖L∞ +
∥∥∥(1 + |x|α2 )∇φε(x)∥∥∥
L∞
. δ(α∗). (C.4)
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(iii) H2Q bound with logarithmic loss:∫
(1 + log(1 + r))C
|∇φε|2
r2(1 + |logr|)2 . |logb|
C
(
‖ε2‖2L2
Q
+ b10
)
, (C.5)
(iv) L∞ bound with loss:∥∥∥∥ ∇φε1 + |x|
∥∥∥∥
2
L∞
. |logb|C
(
‖ε2‖2L2
Q
+ b10
)
. (C.6)
(v) Weighted bound with loss:∫ |ε|
1 + r
. C(M)
√
|logb|‖ε2‖L2
Q
+ b10. (C.7)
Proof of Proposition C.1. Proof of (i): The estimate (C.1) follows directly from
(2.58), (2.60), our choice of orthogonality conditions (4.6) and (A.1) with p = 2.
We then estimate from the definitions (5.36), (5.37) and (C.1):∫
(1 + r2)|ε1|2 .
∫
(1 + r2)
[|∇ε|2 + |∇φQ|2|ε|2 +Q2|∇φε|2]
. ‖ε‖2
H2
Q
+
∫ |∇φε|2
r2(1 + |logr|)2 . C(M)‖ε2‖
2
L2
Q
.
Proof of (ii): Let p = 2(1 − η) ∈ [1, 2), then from (A.6), Sobolev, (C.1) and the
bootstrap bound (4.8):
‖∇φε‖L∞ . Cp(M)‖ε2‖
p
2
L2
Q
‖ε‖1−
p
2
L1
. Cη‖ε2‖1−ηL2
Q
.
The decay bound (C.4) follows from the interpolation bounds (A.7), (A.8), the H2Q
bound (C.1) and the bootstrap bounds (4.8), (4.9).
Proof of (iii): The lossy bound (C.5) follows from (C.1), (C.4) with α = 12 . Indeed,
let B = b−100, then:∫
(1 + log(1 + r))C
|∇φε|2
r2(1 + |logr|)2
.
∫
r≤B
(1 + log(1 + r))C
|∇φε|2
r2(1 + |logr|)2 +
∫
r≥B
(1 + log(1 + r))C
|∇φε|2
r2(1 + |logr|)2
. |logb|C1(C)
∫ |∇φε|2
r2(1 + |logr|)2 +
∫
r≥B
(1 + |logr|)C
r2+
1
2
. |logb|C1(C)
[
‖ε2‖2L2
Q
+
1√
B
]
. |logb|C1(C)
(
‖ε2‖2L2
Q
+ b10
)
.
Proof of (iv): From Sobolev:∥∥∥∥ ∇φε1 + |x|
∥∥∥∥
2
L∞
.
∥∥∥∥ ∇φε1 + |x|
∥∥∥∥
2
H2
.
∫ |∇φε|2
1 + r2
+ ‖ε‖2H2
and (C.6) follows from (C.5).
Proof of (C.7): We use the global L1 bound (4.8), (C.1) and Cauchy Schwarz to
estimate: ∫ |ε|
1 + r
. ‖ε‖L2
(∫
r≤b−20
1
r2
) 1
2
+
∫
r≥b−20
|ε|
1 + r
. C(M)
√
|logb|‖ε2‖L2
Q
+ b20‖ε‖L1
and (C.7) is proved. 
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