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Abstract
A perturbation theory is employed to construct a free-energy functional capable
of describing the isotropic and nematic phases of attractive rod-like particles. An al-
gebraic van der Waals-Onsager equation of state is then developed to determine the
global phase behaviour of prolate particles for various aspect ratios and strengths of the
attractive potential. Compared with the phase diagram of their athermal analogues,
the incorporation of an attractive potential is seen to stabilize the nematic state leading
to an increase in the degree of orientational order of the system at high densities. The
most salient feature of these fluids is the existence of regions of nematic-nematic phase
separation. The simple model is used to describe the phase behaviour of solutions of
a relatively rigid polypeptide, poly-(γ -benzyl-L-glutamate) (PBLG), in dimethylfor-
mamide (DMF); this system exhibits a unique phase separation between two liquid-
crystalline states. The coarse-grained representation of the mesogen employed herein
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is a hard spherocylinder decorated with an attractive square-well potential which acts
at the center of mass of the particle. A quantitative description of the experimental
isotropic-nematic phase behaviour of the PBLG solutions can be achieved from the
proposed model with the use of just two temperature-dependent parameters.
1. Introduction
Liquid crystals (LCs)1–3 are substances that exhibit phases intermediate between the crystal
and liquid state. Since the ﬁrst discovery of this fascinated state of matter by Reinitzer in
the late nineteenth century,4 LCs have attracted interest because of the uniqueness of their
thermodynamic, structural, optical, and electronic properties. Today, one can recognize LC
behaviour in an ever increasing number of scenarios: apart from the common examples of
solutions of soaps, detergents, and surfactants,2 the existence of lyotropic liquid-crystalline
order in biomacromolecular systems is ubiquitous in nature including the phase behaviour
exhibited by DNA,5,6 by stiﬀ polymers such as polysaccharides,7 cellulose8,9 and protein
ﬁbers,10,11 and by rod-like viruses such as the tobacco mosaic virus,12,13 and the fd virus.14–19
The supramolecular α-helices formed by the self-assembly of polypeptides in solution are also
found to give rise to a rich variety of mesogenic behaviour.20–40 In the current paper we seek
to understand and describe the LC ordering exhibited by solutions of the polypeptide poly-(γ
-benzyl-L-glutamate) (PBLG) in dimethylformamide (DMF) which is characterized by large
regions of stable nematic order and an intriguing phase coexistence between two liquid-
crystalline states with markedly diﬀerent concentrations of polypeptides.22,23,27,28,33,36,39
An essential requirement for the stabilization of a LC phase is that the molecules be
highly anisotropic in shape, such as long rigid rods or thin ﬂat discs. For this reason, rod-
like41–47 particles are often employed as prototype models for prolate LC molecules (see
reference 48 for a relatively recent review). Hard non-spherical particles are often taken as
‘zeroth-order’ models for lyotropic or colloidal LCs in which the appearance of anisotropic
phases is controlled by the solute concentration.49,50 Impressively, the theoretical treatment
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of hard non-spherical ﬂuids dates back to the 1940s: in his pioneering work on nematic
LCs, Onsager51,52 proposed the now well-accepted free-energy functional for the nematic
state and demonstrated that when only athermal (excluded-volume) contributions are taken
into account, the isotropic-nematic phase transition can be driven by entropy alone. On-
sager’s original second-order virial theory was extended by Parsons53 and by Lee54,55 (PL)
to incorporate the contributions from the higher-order terms based on those of a reference
hard-sphere system.56 Other formal approaches, such as fundamental measure theory57,58 and
integral equation theory,59,60 both of which have a sound basis in statistical mechanics, also
oﬀer promising routes to the development of an accurate description of the phase behaviour
and structure of hard-anisotropic particles. However, these theories involve a complicated
mathematical treatment which make them diﬃcult to apply to realistic LC models. The
more commonly employed mean-ﬁeld approaches for anisotropic phases such as the Maier-
Saupe61,62and the related molecular-ﬁeld theories63–67 (which are based the assumption that
orientationally dependent attractive interactions are the molecular feature that give rise to
liquid-crystalline order) are not appropriate for the description of lyotropic systems such
as solutions of PBLG. This is because the LC phases exhibited by these polypeptides are
governed principally by the repulsive interactions between the highly anisometric rod-like
macromolecules. The neglect of anisotropy in the shape of the molecules (which give rise to
anisotropic repulsive interactions) in Maier-Saupe and molecular-ﬁeld theories means that
an Onsager-like treatment is therefore preferable in our case, highlighting the role played by
the repulsive (excluded-volume) interactions.
Having acknowledged Onsager’s broadly accepted view that repulsive excluded-volume
interactions are largely responsible for the formation of orientationally ordered phases, it is
also important to recognize that temperature often plays a key role in determining the relative
stability of LC phases, so that attractive inter-molecular interactions have to be considered
on an equal footing for a proper description of the temperature dependence of the thermo-
dynamic properties. This is consistent with the van der Waalsian picture of ﬂuids where the
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hard molecular core is treated as a reference which determines the ﬂuid structure, while the
dispersions (attractions) are incorporated as a perturbation.68–70 A simple hard-core model
which also includes attractive interactions would certainly be appropriate to investigate the
phase diagrams of thermotropic LCs. A number of studies have been carried out after the
early attempts by Kimura71 to describe the properties of a system which combines Onsager’s
hard-rod model with anisotropic dispersion forces.72–83 Some progress has also been made in
introducing dipolar84–89 or chiral90–93 interactions between LC molecules. Of particular rel-
evance to our current work is the closed-form algebraic equation of state developed within a
van der Waals-Onsager treatment for systems of attractive hard-core particles,94 in which the
attractive potential is expanded in spherical harmonics95 representing diﬀerent multipolar
contributions to the anisotropic attractions.
A rigorous theoretical treatment of liquid-crystalline polymers is of course complicated
by the fact that an individual macromolecule of this type will have additional degrees of
freedom and self interactions. Nevertheless, several approaches for chain-like LC polymers
based on Onsager’s original theory have been developed to improve on the rigid-rod model.
Khokhlov and Semenov (KS)96 introduced the eﬀect of chain ﬂexibility as a correction to
the orientational free energy of hard rods. In the KS ﬂexible chain model, the stiﬀness
of a chain is described with an adjustable parameter, the persistence length, conceptually
deﬁned as the characteristic length over which correlations in the direction of the chain
segments are lost: for a completely ﬂexible chain the persistence length is much smaller
than the contour length which is the length at maximum physical extension of the polymer
molecule. On the other hand, if the persistence length is larger than the contour length, the
polymer chain can be approximated as a rigid rod-like molecule (in this case the persistence
length would approach inﬁnity). In a study which is of direct relevance to our current
work, Hentschke97 showed that the KS approach can be used to describe the equation of
state (osmotic pressure) of solutions of PBLG in DMF with reasonable accuracy. Though
the KS ﬂexible chains can provide a good representation of real LC polymer chains, it is
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rather diﬃcult to obtain a general analytical expression for thermodynamic properties and
orientational order due to the integro-diﬀerential equation that has to be solved to minimize
the free energy of the system.98–101 A number of studies have now been made for similar
ﬂexible-chain models99,100,102–111 all of them sharing one common feature: the hard-core
backbone of the polymer chains. The major drawback in implementing approaches of this
type to represent real LC polymers is the strong coupling of the physical quantities in the
model and the dependence of the model parameters on external ﬁelds. The persistence
length, e.g., typically depends both on the model parameters (the length of a chain segment
and bending energy) and on the external environment (the temperature, density, and degree
of orientational order).
D
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Figure 1: Square-well attractive hard spherocylinder (AHSC). The model is characterized by
the length L of the central cylindrical core and diameter D of the hard-hemispherical caps.
The dashed curve represents the attractive region bounded by the range λD.
The fact the liquid-crystalline phases of the solutions of PBLG in DMF are found to
be very sensitive to both concentration (lyotropic) and temperature (thermotropic) suggests
that both repulsive and attractive interactions between the particles in the ﬂuid should be
taken into account. Here, we use an algebraic description to investigate the thermodynam-
ics, orientational order, and ﬂuid-phase behaviour of hard spherocylinders decorated with
an anisotropic square-well (ASW) potential representing the eﬀective inter-particle attrac-
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tive interactions. The equation of state is expressed in a closed algebraic form which allows
one to add the contributions from other intermolecular interactions (e.g., chiral, dipolar,
and associating interactions) in a straight-forward manner, or to extend the treatment to
other types of inter-molecular potentials (e.g., Lennard-Jones or Yukawa). The eﬀects of
the anisotropy of the particle and the strength of the attraction on the phase behaviour
of attractive rod-like particles are examined in detail. The attractive hard-spherocylinder
(AHSC) model is depicted in Figure 1. The model is characterized by the aspect ratio L/D,
where L is the length of the cylindrical core and D is the diameter, and the dimensionless
parameter λ is introduced to describe the range of the attractive interaction. We ﬁrst de-
scribe the important details of the theoretical description (Section 2) and analyze the eﬀect
of the molecular parameters on the phase behaviour of model systems (Section 3). The
AHSC model is then used to provide a quantitative representation of the orientational order
and phase behaviour of solutions of PBLG in DMF over broad ranges of composition and
temperature in Section 4. Our description of the complex PBLG macromolecule (in DMF
solution) is but a coarse-grained representation of the real interactions active in the system.
It is well known that the eﬀective interaction at this level of coarse graining essentially rep-
resents a free energy (potential of mean force), and as a result the parameters characterizing
the model will necessarily be temperature dependent (as seen, e.g., with the Flory χ pa-
rameter). The model is used to gain an understanding of the underlying behaviour and to
provide some insight as to the nature of the eﬀective molecular elongation and the solvent
mediated interaction in diﬀerent regions of the phase diagram. In order to provide a more
predictive representation one would not only have to use a more realistic description of the
macromolecule (determining the speciﬁc anisotropic attractive interaction from details of
the molecular structure, as described, e.g., by Emelyanenko and co-workers112,113) but also
consider the solvent molecules explicitly.
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2. Theory
2.1 Generalised van der Waals-Onsager free-energy functional
We brieﬂy describe a ﬁrst-order thermodynamic perturbation approach70,114 to derive the
free energy for the nematic and isotropic phases of non-spherical attractive particles. A
system of N particles in a volume V at a temperature T is considered. The total Helmholtz
free energy A is represented by two contributions, a reference term (hard-core repulsive) Aref
and a perturbation (attractive) term Aatt:
A
NkT
=
Aref
NkT
+
Aatt
NkT
, (1)
where k is the Boltzmann constant. The reference term Aref is the free energy of a ﬂuid of
hard-body particles and therefore represents a purely repulsive contribution. Following the
Parsons-Lee (PL) approach,53–55 the spatial dependence of the excluded volume is decoupled
from its orientational dependence, and the reference repulsive term can then be expressed
as94
Aref
NkT
=
Aidiso
NkT
+
∫
f(ω) ln {4πf(ω)}dω
+ G(η)
∫∫
Vexc(ω1, ω2)f(ω1)f(ω2)dω1dω2. (2)
Here, Aidiso is the ideal contribution to the free energy of the isotropic phase (which incor-
porates all of the kinetic terms), ω is the orientation vector of the particle, and f(ω) is the
single-particle orientational distribution function. In the PL approach the density-dependent
function G(η) = (4η − 3η2) /[8(1 − η)2] represents the residual free energy of an equivalent
hard-sphere system (with the same molecular volume Vm), while G(η) = η/2 in the origi-
nal Onsager second-virial theory;48 in these expressions, η = ρVm is the packing fraction of
the system, with ρ = N/V representing the usual number density. The excluded volume
Vexc(ω1, ω2) corresponds to the region in phase space inaccessible to a particle with a ﬁxed
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orientation ω1 due to another particle with orientation ω2, and is deﬁned as
Vexc(ω1, ω2) =
1
3
∫
σ(rˆ12, ω1, ω2)drˆ12, (3)
where σ(rˆ12, ω1, ω2) is the contact distance which depends on the relative orientations be-
tween ω1 and ω2 and the centre-of-mass inter-separation of the pair of anisotropic particles,
rˆ12 = r12/r12.
At the ﬁrst-order level of the perturbation theory,94 the contribution due to the attrac-
tive interactions corresponds to the statistical average of attractive energy evaluated in the
reference-system ensemble. Assuming that the ﬂuid structure of the system with attractive
interactions is unaltered by the perturbation and that pairwise additive interactions exist
between particles, the perturbation contribution can be expressed as94
Aatt =
1
2
∫∫∫∫
uatt12 (r12, ω1, ω2) g
ref (r12, ω1, ω2; ρ)
× ρref(r1, ω1)ρref(r2, ω2)dr1dω1dr2dω2
=
ρ2V
2
∫∫∫
uatt12 (r12, ω1, ω2)
× f(ω1)f(ω2)gref (r12, ω1, ω2; ρ) dr12dω1dω2, (4)
where uatt12 (r12, ω1, ω2) is the attractive pair interaction potential. The pair correlation func-
tion gref (r12, ω1, ω2; ρ) of the reference system is a complicated function59,60 that depends on
the overall density and the relative separation and orientations of the two anisotropic parti-
cles. In order to make the approach tractable, we approximate the pair distribution function
of the reference system by its low-density limit, limρ→0 gref(r12, ω1, ω2; ρ) = 1. When consid-
ering a homogeneous nematic (anisotropic) phase, the single particle density of the system
can be factorised as ρref(ri, ωi) = ρf(ωi), where the single particle orientation distribution
function f(ω) has been introduced.
Since the particles of interest are non-spherical, the intermolecular pair potential is a
function of the relative positions as well as orientations of particles.67,95 It is thus useful to
expand the interaction as a series in spherical harmonics. Here we consider an anisotropic
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square-well (ASW) potential of the form:94,95
uatt(r12, ω1, ω2) = −s(r12)[0 + 2P2(cos γ)] (5)
s(r12) =
⎧⎪⎪⎨
⎪⎪⎩
1 λD > r12 ≥ σ(rˆ12, ω1, ω2)
0 r12 ≥ λD.
where 0 and 2 characterize the isotropic and anisotropic attractive interactions respectively,
λ is the range parameter, D is the reference diameter of the underlying hard-core particle,
and P2(cos γ) = 32 cos
2γ − 1
2
is the second Legendre polynomial for the relative orientation
γ = arccos(ω1·ω2) between the two particles. After substituting the ASW attractive potential
into Equation (4) and integrating over the centre-to-centre distance between particle 1 and
2, the perturbation free energy can be expressed as94
Aatt
NkT
= − ρ0
2kT
[
4π
3
λ3D3 − 〈Vexc(γ)〉ω1,ω2
]
− ρ2
2kT
[
4π
3
λ3D3 〈P2(cos γ)〉ω1,ω2 − 〈Vexc(γ)P2(cos γ)〉ω1,ω2
]
. (6)
where the the double orientational average of a quantity J(ω1, ω2) is introduced
〈J(ω1, ω2)〉ω1,ω2 =
∫∫
J(ω1, ω2)f(ω1)f(ω2)dω1dω2. (7)
Combining all of the contributions to the free energy one obtains an expression as a sum of
orientational averages of the conﬁgurational terms:
A[f(ω)]
NkT
=
Aidiso
NkT
+
∫
f(ω) ln [4πf(ω)] dω +G(η) 〈Vexc(γ)〉ω1,ω2
− ρ0
2kT
[
4π
3
λ3D3 − 〈Vexc(γ)〉ω1,ω2
]
− ρ2
2kT
[
4π
3
λ3D3 〈P2(cos γ)〉ω1,ω2 − 〈Vexc(γ)P2(cos γ)〉ω1,ω2
]
. (8)
A clear coupling between the repulsive (excluded-volume) and attractive contributions to
the pair potential can be seen in this expression: the excluded volume enters the terms
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corresponding to the isotropic and anisotropic attractive contributions, while the last term in
〈Vexc(γ)P2(cos γ)〉ω1,ω2 constitutes a direct interdependence of the repulsions and attractions.
The single-particle orientational distribution function in the isotropic state is constant
which simpliﬁes the orientational integrals in Equation (8); for molecular geometries with
cylindrical symmetry it corresponds to fiso(ω) = 1/4π. In the anisotropic state, the equi-
librium orientational distribution of molecules must be found by minimizing the total free-
energy functional, A [f(ω)]. In order to obtain the orientational distribution function in
algebraic form, we use the Onsager trial function (OTF):52
fOTF(ω) =
α cosh(α cos θ)
4π sinh(α)
, (9)
where the parameter α is introduced to characterize the degree of orientational order, the
polar angle θ = arccos(ω · ω0), and ω0 is the director of the nematic phase. On introducing
the algebraic OTF into the expression for the total free energy (8), the functional variation
of A[f(ω)] with respect to f(ω) can be simpliﬁed to a derivative of the free energy with
respect to the parameter α. The simpliﬁcation provided by the OTF makes the solution
of the equilibrium orientational distribution straightforward. Details of the evaluations of
orientational averages using the OTF have been discussed in earlier work for both rod-like
(prolate)48,94 and disk-like (oblate)115,116 particles.
2.2 Equation of state for hard spherocylinders with an anisotropic
square-well potential
The use of the OTF allows one to develop the generalized Onsager free-energy functional in
algebraic form in terms of the Onsager orientational parameter α; this facilitates the solution
of the equilibrium single-particle distribution function and the isotropic-nematic coexistence.
The Bessel functions involved in the orientational averages of the various contributions to
the free energy can be expressed as averages of the corresponding powers of sin γ each of
which can then be expressed algebraically in terms of α. The choice of sin γ as the basis
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function for the free energy (rather than the more usual cos γ basis employed in spherical
harmonic expansions of the potential functions) is simply a consequence of the use of the
OTF approach.
For hard spherocylinders, the excluded volume of a pair of particles can be expressed
as52
Vexc(γ) = C0 + C1 sin γ. (10)
where the coeﬃcients C0 = 43πD
3+2πLD2 and C1 = 2L2D are determined by the shape of the
particle. Similarly, the coupled term involving Vexc(γ) and P2(cos γ), or more conveniently
the equivalent function P2(sin γ) = 1− 32 sin2 γ, can also be written as a function of sin γ:
Vexc(γ)P2(sin γ) = C0 + C1 sin γ − 3
2
(
C0 sin
2 γ + C1 sin
3 γ
)
. (11)
The orientational averages found in the total free energy can therefore be expressed as the
double orientational averages of
〈
sini γ
〉
ω1,ω2
where i = 0, 1, 2, · · · . The introduction of the
OTF to describe the degree of orientational order of the nematic phase renders the orienta-
tional averages in algebraic form, which provides a more tractable set of expressions:48,94
〈sin γ〉ω1,ω2 ≈
√
π
(
1
α1/2
− 15
16α3/2
)
+O(1/α5/2) (12)
〈
sin2 γ
〉
ω1,ω2
≈ 4
α
+O(1/α2) (13)
〈
sin3 γ
〉
ω1,ω2
≈ √π 6
α3/2
+O(1/α5/2) (14)〈
sin4 γ
〉
ω1,ω2
≈ 0 +O(1/α2). (15)
Using Equations (12)-(15) and the expressions for excluded volume and second Legendre
polynomial, one obtains an algebraic equation of state for hard spherocylinders interacting
with an anisotropic square-well potential.94 The free energy of the nematic phase of our
attractive hard-spherocylinder particles can be expressed in algebraic form in the terms of
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the OTF parameter α:
Anem(α)
NkT
=
Aidiso
NkT
+ lnα− 1
+
G(η)
Vm
[
C0 + C1
√
π
( 1
α1/2
− 15
16α3/2
)]
− ρ0
2kT
[
4π
3
λ3D3 − C0 − C1
√
π
(
1
α1/2
− 15
16α3/2
)]
− ρ2
2kT
[(
4π
3
λ3D3 − C0
)(
1− 6α−1)
− C1
√
π
(
α−1/2 − 159
16
α−3/2
)]
, (16)
where for hard spherocylinders the molecular volume is Vm = πD3/6 + πLD2/4.
The equilibrium value of α can be determined by minimising the total Helmholtz free
energy of the system. On diﬀerentiating the free energy with respect to α, one can factor
out a simple cubic equation of x =
√
α:
∂
∂α
A(α)
NkT
=
1
x5
(
x3 + a2x
2 + a1x+ a0
)
= 0, (17)
where the coeﬃcients depend on the repulsive and attractive intermolecular parameters and
the system density through
a0 =
45
32
C1
√
π
[
G(η)
Vm
+
ρ0
2kT
(
1 +
53
5
2
0
)]
(18)
a1 = 6
ρ2
2kT
(
C0 − 4π
3
λ3D3
)
(19)
a2 = −C1
√
π
2
[
G(η)
Vm
+
ρ0
2kT
(
1 +
2
0
)]
. (20)
The solution for α in Equation (17) can be expressed as48,94
αeq =
1
9
{
a2 − 2
√
a22 − 3a1 cos
(2jπ
3
+
1
3
arccos
−27 [a0 − 13a1a2 + 227a32]
2 [a22 − 3a1]3/2
)}2
, j = {0, 1, 2}. (21)
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The equilibrium value of αeq describing the orientationally ordered nematic phase corre-
sponds to the largest root (j = 0).
An important quantity that characterizes the degree of orientational order is the nematic
order parameter S2, which is usually deﬁned as the orientational average of second Legendre
polynomial P2(cos(θ)):
S2 =
∫
P2(cos(θ))f(θ)dω. (22)
As the OTF is used to represent the orientational distribution in nematic phase, f(θ) =
fOTF(ω), one can express the nematic order parameter as a function of equilibrium orienta-
tional parameter αeq:48
S2 = 1− 3 cothαeq
αeq
+
3
α2eq
. (23)
In the case of an isotropic state (characterized by S2 = 0), the solution becomes much
simpler since the orientational distribution is the constant, f(ω) = 1/4π. The free energy of
the isotropic liquid can then be written as
Aiso
NkT
=
Aidiso
NkT
+
G(η)
Vm
(
C0 +
π
4
C1
)
− ρ0
2kT
[
4π
3
λ3D3 − C0 + π
4
C1
(
2
80
− 1
)]
. (24)
The standard thermodynamic relations A = Nμ − PV and P = − (∂A/∂V )T allow
algebraic expressions for chemical potential μ and compressibility factor (pressure) Z =
PV/NkT in both the isotropic and nematic phases to be obtained. The solution of phase
equilibria is determined by equating the chemical potential and pressure of both phases. In
the case of our attractive hard spherocylinders, four possible pairs of coexisting ﬂuid phases
can be expected: vapour-liquid, vapour-nematic, liquid-nematic and nematic-nematic. There
will also be a corresponding three-phase equilibrium coexistence point (e.g., vapour-liquid-
nematic or vapour-nematic-nematic). The possible types of phase behaviour exhibited by
this simple system are examined in the following sections.
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3. Phase behaviour of attractive hard spherocylinders
In the present study, hard spherocylinders with an aspect ratio of L/D are enveloped by a
square-well of ﬁxed range λ = L/D+1. The calculated phase diagrams are ﬁrst represented
in terms of dimensionless variables: T ∗ = kT/0 for the temperature; P ∗ = PVm/0 for the
pressure; and η = ρVm for the packing fraction.
The phase behaviour of hard spherocylinders with an isotropic (spherically symmetrical)
SW potential, i.e., with 0 = 0 and 2 = 0, is presented in Figure 2. The richness of
the phase behaviour exhibited by an attractive rod of varying length is consistent with the
idea that hard-core interactions are to a great extent responsible for the stabilization of
the nematic phase. A detailed discussion of systems of short attractive rods (L/D < 50)
can be found elsewhere.94 Relatively large aspect ratios can be found experimentally in
the systems of rod-like colloidal suspensions.11 The focus of our current work is on rod-
like particles with aspect ratios of L/D = 50, 100 and 150. One of most striking features
of the phase behaviour is the appearance of a region of nematic-nematic phase separation
for high molecular elongations.94,96,117–119 This behaviour is a consequence of the isotropic-
nematic transition moving to progressively lower densities as the molecular aspect ratio is
increased. The nematic-nematic region involves the coexistence of a low-density (vapour-
like) anisotropic state of lower orientational order with a high-density (liquid-like) anisotropic
state of higher orientational order, bounded by a critical point at higher temperatures;
the order parameters that can be used to distinguish the two nematic phases are therefore
the density and the nematic order. For particles of intermediate length the vapour-liquid
transition becomes metastable relative to the isotropic ﬂuid-nematic transition; in such a
case we refer to the low-density ﬂuid state as an isotropic liquid to allow one to distinguish
the two types of phase behaviour.
The eﬀect of including a positive anisotropic attractive contribution (2 > 0) on the
phase behaviour of our AHSC with L/D = 50 is presented in Figure 3. Although the
weak contribution from the anisotropic attraction does not qualitatively change the type of
14
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Figure 2: Temperature-density (T ∗ = kT/0, η = ρVm) representation of the ﬂuid-phase
behaviour of attractive hard spherocylinders (AHSCs) with aspect ratios (a) L/D = 10,
(b) L/D = 20 and (c) L/D = 50. The rod-like molecules are modelled as hard cylinders
of length L and diameter D, capped by hard hemispheres of diameter D, enveloped by an
attractive square well of depth −(0 + 2P2(cos γ)) and range λ = L/D+1; the temperature
is The stable regions are indicated as vapour (V), liquid (L), isotropic ﬂuid (I), and nematic
(N). In the case of L/D = 50, N1 and N2 correspond to the low-density and high-density
nematic phases, respectively. The dot-dashed lines are the corresponding three phase lines.
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behaviour of attractive hard spherocylinders (AHSCs) with an aspect ratio of L/D = 50 and
positive anisotropic interactions 2 > 0. See the caption of Figure 2 for further details.
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Figure 4: Temperature-density (T ∗ = kT/0, η = ρVm) representation of the ﬂuid-phase
behaviour of attractive hard spherocylinders (AHSCs) with an aspect ratio L/D = 50 and
a negative anisotropic interaction 2 < 0. The dashed curve represents the metastable
nematic-nematic coexistence. See the caption of Figure 2 for further details.
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phase behaviour of the system, the nematic-nematic transition is stabilized on increasing this
anisotropic interaction as the latter leads to more favourable parallel relative orientations
of the particles. On the other hand, a negative anisotropic attractive contribution to the
potential (2 < 0) destabilizes the nematic-nematic coexistence, as in this case perpendicular
relative conﬁgurations of the particles are favoured, tending to reduce the eﬀective attractive
interactions in the anisotropic state. Since the region of nematic-nematic equilibrium is small,
a weak negative anisotropic attraction (2/0 = −0.1) is suﬃcient to cause the nematic-
nematic coexistence to become metastable with respect to the isotropic-nematic transition, as
shown in Figure 4. Examples of interactions which would promote perpendicular orientations
would be for molecules with large quadrupole moments, such as those characterizing certain
aromatic moieties.
The corresponding ﬂuid-phase diagrams of AHSC particles with aspect ratios of L/D =
100 and L/D = 150 are presented in Figure 5, where the eﬀect of adding both positive
and negative anisotropic interactions is examined. The enhanced anisotropic attractive in-
teraction not only promotes the coexistence between two nematic phases but also leads to
an increase in the isotropic-nematic-nematic (I-N1-N2) triple point temperature. The co-
existence between the isotropic and the low-density nematic phases (N1) is not aﬀected by
incorporation of anisotropy in the attractive interactions. As has already been mentioned
the position of the isotropic-nematic transition is determined principally by the anisotropy
of the rod-like molecular cores, with the coexistence shifting to lower densities as the aspect
ratio is increased.
4. Phase behaviour of solutions of PBLG in DMF
In order to assess the capabilities of our van der Waals-Onsager approach in describing
thermotropic liquid-crystal behaviour, the attractive hard-spherocylinder model is used to
represent the PBLG-DMF system. It has been shown experimentally34,39 that under certain
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Figure 5: Temperature-density (T ∗ = kT/0, η = ρVm) representation of the ﬂuid-phase
behaviour of attractive hard spherocylinders (AHSCs) with aspect ratios of (a) L/D = 100
and (b) L/D = 150 and a varying anisotropic interaction 2. See the caption of Figure 2 for
further details.
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conditions the polypeptide PBLG adopts an α-helix secondary structure in solutions of DMF;
in this conformation the PBLG molecules exhibit a liquid-crystalline phase behaviour which
is consistent with that of rod-like particles.20–40 The key experimental data for the ordering
phase behavior of PBLG solutions in DMF was reported by Miller and co-workers22,23,26–28
based on a variety of techniques including proton nuclear magnetic resonance (nmr), polar-
izing microscopy, diﬀerential scanning calorimetry (DSC), and viscometry. The location of
the transition between the isotropic phase and the nematic phase found at low concentra-
tions of PBLG is not problematic. It is, however, more diﬃcult to obtain a reliable estimate
of the phase boundaries as the concentration is increased due to the high viscosity of the
concentrated solutions and the onset of gelation characterized by the appearance of small
semi-crystalline aggregates.31,32 An inferred phase diagram demarcating the boundary of
the homogenous liquid crystalline phase and the coexistence region between two anisotropic
phases with diﬀerent concentrations of PBLG was nevertheless proposed by Miller and co-
workers, ﬁrst based on the splitting of the nmr peaks of DMF on crossing the boundary,22
and then conﬁrmed by subsequent data from heating/cooling DSC studies23 and the tem-
perature/concentration dependence of the cholesteric pitch which was found to exhibit a
characteristic kink.27 Though gels and crystalline phases are certainly to be expected at the
higher concentrations,39 we will not consider these more complicated features of the phase
behaviour of the system in our current study.
The lattice theory of Flory117,120 has been employed to explain the phase behaviour of the
PBLG-DMF system and several qualitative similarities between the theoretical description
and experiment were highlighted.22,23 Because of the discrete treatment of the medium in
this type of lattice treatment and the artiﬁcial sectioning of the rod-like particles, it becomes
diﬃcult to make a direct comparison between the lattice model and the real macromolecule.
By contrast, the attractive hard-spherocylinder model introduced in our current work is
an oﬀ-lattice (continuous) model that allows one to relate, in a coarse-grained fashion, the
dimensions of the model with that of the rod-like PBLG molecules (cf. Figure 6).
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LD
Figure 6: An attractive hard spherocylinder is used to represent the hard-core backbone of
the PBLG molecule in its extended α-helical conformation. The length of rod L is considered
to be temperature dependent to account for the ﬂexibility and conformational changes of
the polypeptide in DMF.
There are two crucial features that need to be considered carefully when modelling the
PBLG-DMF system: how the conformations of PBLG molecules change over the temperature
and density range of interest; and how the solvent (DMF) modulates the eﬀective interactions
between the PBLG molecules. Since our model is based on a hard rod there is no explicit
account of ﬂexibility that would enable us to incorporate the chain conformation of the
macromolecule directly. The characteristic diameter DPBLG of the PBLG rod is ﬁxed as 14.2
Å in an attempt to map the extended low-temperature conformation,39 which is found to
lie between the diameter corresponding to the minimum intermolecular distance (13.0 Å)
and the diameter of the backbone with extended side chains (15.2 Å). We allow the rod
length to vary with temperature, reﬂecting the state dependence of the conformations of
PBLG. Alternatively the volume of the PBLG model can be ﬁxed so that both the length
and the diameter of the rod vary with temperature; we will show that this choice is not found
to provide as good a representation of the overall ﬂuid-phase equilibria. The PBLG-DMF
mixture is treated as an equivalent single component system, whereby any solvent eﬀects
are subsumed into an eﬀective coarse-grained PBLG intermolecular attractive interaction
(which now takes on the meaning of a potential of mean force).
A simple conversion is used to interpret the packing fraction ηPBLG of the rod-like polymer
in terms of its volume fraction νPBLG (which is the experimentally relevant variable). The
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expression for volume fraction of PBLG can be obtained from
νPBLG =
ηPBLGMw
NAρPBLGVm,PBLG
(25)
where NA is the Avogadro number and we assume an ideal (additive) volume of mixing for
the PBLG-DMF system. In our simple model the molecular volume of PBLG depends on
its aspect ratio through: Vm,PBLG = πD3PBLG/6 + πLPBLGD2PBLG/4. Because the molecular
weight Mw and density ρPBLG of PBLG depends on the polymerization conditions,121,122 an
average prototypical molecular weight of Mw = 310, 000 g mol−1 is assumed, and a value of
ρPBLG = 1.283 g cm
−3 is taken for its density.39
There is experimental evidence24,27,36,37,40 that solutions of PBLG in some solvents (e.g.,
DMF or dichloromethane) exhibit a cholesteric (chiral nematic) phase rather than a nematic
phase. As the diﬀerence in free energy between the two states is very small (owing to the large
chiral pitches characteristic of the system), the thermodynamic properties of the cholesteric
phase can be approximated by those of the nematic phase. The repulsive interactions between
the various conformations of the polypeptide rods are taken into account with a simple hard-
spherocylindrical core of variable aspect ratio. The eﬀective attractive interactions between
helical rods can be described with an enveloping isotropic SW potential,92,93 where the depth
of the well 0 is tuned to take into account the eﬀect of the solvent medium (and its dielectric
properties). In this sense our model is similar to the DLVO potential commonly employed
to describe the interactions between colloidal particles in solution.70
We have already shown that for long rods (L/D = 100 and 150) the densities of the
isotropic-nematic transition are not aﬀected to a signiﬁcant degree by the anisotropic con-
tribution (characterized by 2) to the attractive intermolecular potential (see Figure 5).
Furthermore the liquid-crystalline states of the PBLG system possess a high degree of ori-
entational order so that only near-parallel molecular conﬁgurations will contribute to the
properties of the system; as a consequence the anisotropy of the attractions can be disre-
garded. In order to reduce the number of adjustable parameters we have therefore opted to
include only an isotropic SW attraction of strength 0 to describe the eﬀective interaction
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between the PBLG molecules in solution. In summary, there are two adjustable parame-
ters: the aspect ratio L∗PBLG = LPBLG/DPBLG of the repulsive core and the depth 0 of the
enveloping attractive SW potential. At each temperature, starting from the lowest available
( 260 K) at which one would expect the most extended PBLG conformation, the values of
these two parameters are estimated from the experimental data for the phase boundaries
of the two regions of isotropic-nematic coexistence (denoted as I-N1 and I-N2 in Figure 7).
Once the values of L∗PBLG(T ) and 0(T ) are determined one can predict the nematic-nematic
phase equilibrium of the PBLG solution as can be seen from Figure 7.
Figure 7: The temperature-volume fraction representation of the phase diagram of solutions
of the polypeptide PBLG (molecular weight Mw = 310, 000 g mol−1) in DMF. The symbols
represent the experimental data of Miller and co-workers;22,23,27,28 in order to diﬀerentiate the
phase boundary inferred in the high-viscosity region the corresponding data is represented
as triangles. The continuous curves correspond to the theoretical description obtained using
the van der Waals-Onsager free-energy functional with the attractive hard-spherocylinder
(AHSC) model. The two regions of isotropic-nematic coexistence are denoted by I-N1 and
I-N2, the region of nematic-nematic coexistence by N1-N2, and the dot-dashed line denotes
the I-N1-N2 three-phase coexistence. The description obtained assuming the volume of the
PBLG rod is constant is represented with the dashed curves.
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The description of the experimental data22,23,27,28 with our algebraic van der Waals-
Onsager equation of state is seen to be relatively good. At the temperature of T = 280 K,
a low-density isotropic phase (νPBLG,I = 0.0424) coexists with a concentrated nematic phase
(νPBLG,N2 = 0.711). The AHSC model successfully reproduces the ﬂuid-phase behaviour over
the entire temperature range. Isotropic-nematic-nematic three-phase coexistence is predicted
at a temperature of T = 285.40 K where an isotropic liquid phase, a low-concentration
nematic phase and a high-concentration nematic phase simultaneously coexist. The most
salient feature in the phase diagram of the PBLG-DMF system is the equilibrium between
low-concentration (N1) and high-concentration (N2) nematic phases. At a temperature of
T = 290 K the isotropic liquid state (νPBLG,I = 0.0564) coexists with a low-concentration
nematic state (νPBLG,N1 = 0.0856). Above the triple temperature, only a weak temperature
dependence of the coexistence concentrations of the isotropic-nematic boundary is found. It
is also clear from Figure 7 that the corresponding description of the ﬂuid-phase behaviour
obtained by assuming that the volume of the PBLG rod remains constant (corresponding
to that of the extended conformation) is not as satisfactory; we therefore do not pursue this
assumption any further. It has recently been shown123 that the eﬀective volume of model
helical hard-core particles increases as they become more elongated (less twisted); this is
consistent with our assumption that the eﬀective volume of the PBLG macromolecule is
larger (corresponding to a larger aspect ratio) in the more extended low-temperature states.
The coexistence between the two nematic phases in solutions of PBLG in DMF is well
documented experimentally:20,22,23,27,28,33,36,40 the region of nematic-nematic coexistence is
bounded between the isotropic-nematic-nematic triple point and the nematic-nematic critical
temperature as can be seen clearly in the expanded scale of Figure 8.
The temperature-dependence of the nematic order parameter S2 is represented in Figure
9: while the degree of orientational order of the high-concentration nematic state N2, is very
high and rather invariant with temperature, that of the low-concentration nematic phase N1
is a monotonically increasing function of temperature. The volume fraction of the N2 state at
23
Figure 8: The phase diagram of Figure 7 highlighting the regions of nematic-nematic and
isotropic-nematic-nematic three-phase coexistence (see the caption of Figure 7 for further
details).
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the I-N2 coexistence boundary ic characterized by an eﬀective packing fraction of ηN2 ∼ 0.35
(volume fraction νPBLG,N2 ∼ 0.61). Considering that the aspect ratio of the PBLG rod is
∼ 100 this corresponds to a relatively dense state, and hence to a high degree of orientation
order. The orientational order in the low-concentration nematic phase is seen to be slightly
lower.
As mentioned earlier, Miller and co-workers22,23,27,28 were the ﬁrst to report the existence
of two coexisting liquid-crystalline states in solutions of PBLG in DMF, though the high-
concentration anisotropic states are very diﬃcult to access experimentally because of the
high viscosity of the solutions. The existence of two anisotropic states in equilibrium was
also conﬁrmed when two diﬀerent LC textures with the characteristic ﬁngerprint pattern
of chiral nematic (cholesteric) phases were observed under a polarizing microscope:25,33,36 a
high-concentration phase of relatively low pitch was found to coexist with a low-concentration
phase of higher pitch. Several factors such as the molecular weight, the nature of the solvent,
and the heating and cooling rates aﬀect the phase behaviour observed in the system. With
our current coarse-grained model we do not consider the cholesteric ordering of the PBLG
macromolecules, assuming instead that the free energy of the system is essentially that of a
nematic phase. In Figure 9, the less ordered nematic phase corresponds to the high-pitch
cholesteric phase while the highly ordered nematic state represents the low-pitch PBLG-rich
state.
The evolution of the orientational order parameter of the nematic phase in coexistence
with the isotropic phase is shown in Figure 10. The order parameter decreases with increasing
temperature along both the I-N1 and I-N2 boundaries as the anisotropic phases become less
ordered, particularly in the low-concentration N1 phase; a sudden drop can be seen near the
isotropic-nematic-nematic I-N1-N2 triple-point temperature.
The temperature dependence obtained for the anisotropic square-well depth 0 of our
AHSC model of PBLG is depicted in Figure 11. The change in the attractive parameter is
seen to be quite small over the entire temperature range (Δ0/kB ∼ 0.04 K), and is found
25
Figure 9: The temperature dependence of the nematic order parameters S2 in the coexisting
nematic phases of solutions of PBLG (molecular weight Mw = 310, 000 g mol−1) in DMF
predicted using the van der Waals - Onsager approach (continuous and dashed curves) with
a simple attractive hard-spherocylinder (AHSC) model. The nematic-nematic critical point
Tc is also indicated.
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not to aﬀect the phase behaviour of the low-concentration states. In the region below a
temperature of 280 K, the energy parameter is 0(T < 280 K)/kB ∼ 0.26 K, while the
parameter takes a value of 0(T > 290 K)/kB ∼ 0.22 K for temperatures above 290 K.
In other words, the isotropic-nematic behaviour exhibited by the PBLG-DMF system can
essentially be treated as two separate lyotropic liquid-crystalline transitions either side of the
triple point; this is not the case for the nematic-nematic coexistence region between the two
anisotropic phases. The fact that the eﬀective attractive interactions between the PBLG
rods are stronger (cf. the larger values of 0) in the high-concentration low-temperature
states than in the low-concentration high-temperature states would suggest a ﬁne interplay
with the properties of the solvent (e.g., the state dependence of the dielectric constant).
Figure 10: The temperature dependence of the nematic order parameters S2 of
the anisotropic phase along the isotropic-nematic coexistence boundary predicted us-
ing the van der Waals - Onsager approach (continuous curve) with a simple attrac-
tive hard-spherocylinder (AHSC) model of solutions of PBLG (molecular weight Mw =
310, 000 g mol−1) in DMF. The triple temperature Tt is indicated.
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Figure 11: The temperature dependence of isotropic attractive parameter of solutions of
PBLG (molecular weight Mw = 310, 000 g mol−1) in DMF estimated using our van der
Waals - Onsager approach (continuous curve) with a simple attractive hard-spherocylinder
(AHSC) model. The triple temperature Tt is indicated.
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An assessment of the eﬀective aspect ratio obtained for the PBLG rod with our model
is now made to ensure the overall shape of the rod is consistent with that of the real PBLG
macromolecule. We ﬁnd that the estimated values of the molecular anisotropy can be de-
scribed with a simple linear function in the inverse temperature:
L∗PBLG =
LPBLG
DPBLG
=
35003.82
(T/K)
− 21.3179. (26)
The eﬀective aspect ratio is found to range from L∗PBLG = 62 to 118 over the temperature
range of 420 K to 260 K. We recall here that the eﬀective diameter of our AHSC model of the
PBLG rod is ﬁxed to the value in the extended low-temperature conﬁguration, DPBLG = 14.2
Å. The apparent length of the PBLG rod thus varies from LPBLG ∼ 88 nm to 168 nm (see
Figure 12), which is in broad agreement with the range of persistence lengths obtained
experimentally39 from light scattering studies, LexpPBLG ∼ 70 nm and 160 nm; the diameter
of DexpPBLG 15.2 Å estimated experimentally
39 by considering that the side chains of PBLG
rod are independent rotators is also in line with the predictions from our AHSC model.
When the volume of the rod Vm,PBLG is assumed to be constant, a range of diameters from
DPBLG = 14.2 Å at 260 K to 18.0 Å at 420 K is found to best represent the experimental
phase behaviour, corresponding to an average of 16.1 Å.
It is important to emphasize that the vapour-liquid and nematic-nematic behaviour ex-
hibited by our rod-like particles is a consequence of the interplay between the inter-particle
attractions and the excluded-volume interactions. This is very diﬀerent to the “vapour-
liquid” behaviour exhibited by colloidal rod-like particles on addition of non-interacting
polymer.124,125 In polymer-colloid systems the polymer induces an eﬀective attractive in-
teraction (depletion force) between the colloids (that would otherwise only interact in a
purely repulsive fashion) giving rise to a van der Waals-like “vapour-liquid” transition; this
equivalent single-component system of attractive colloids can be used to represent the phase
behaviour of the mixture126,127 The phase diagram exhibited by PBLG in DMF is not a
consequence of depletion interactions as the solvent is very small compared to the polypep-
tide and the behaviour is found to be very sensitive to the temperature of the system. This
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Figure 12: The temperature dependence of the apparent length of the PBLG rod (molecular
weight Mw = 310, 000 g mol−1) in DMF estimated using our van der Waals - Onsager
approach (continuous curve) with a simple attractive hard-spherocylinder (AHSC) model.
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would suggest that both repulsive (excluded-volume) and attractive interactions between the
PBLG molecules are at play.
5. Conclusions
In this work, we present a theoretical framework for the description of attractive hard-
spherocylinder ﬂuids which serve as a basic model for thermotropic rod-like LC systems.
The phase behaviour of prolate (spherocylinder) particles are described using a van der
Waals - Onsager free-energy functional for the isotropic and nematic states. With the aid of
the Onsager trial function to represent the orientation distribution in the nematic phase, the
free energy is expressed in algebraic form and the functional variation of free energy then
involves the derivative with respect to the Onsager orientational parameter α. Using the
resulting equation of state, we calculate the phase diagrams of systems of AHSC particles.
The eﬀect of the intermolecular parameters (molecular aspect ratio and strength of the
isotropic/anisotropic attractive interactions) on the isotropic-nematic phase behaviour of
these model attractive rods is examined in detail, and a particular emphasis is placed on the
region of nematic-nematic coexistence.
The theory is applied to model the ﬂuid-phase behaviour and orientational order exhibited
by solutions of the polypeptide PBLG which form rod-like aggregates in DMF. The PBLG
macromolecules are represented as attractive rod-like particles (hard spherocylinders with
an enveloping square well) with two temperature-dependent adjustable parameters: the
aspect ratio of the hard core and the well-depth of the square well. With our model one is
able to faithfully reproduce the regions of isotropic-nematic coexistence as well as the more
challenging nematic-nematic phase behaviour exhibited by the PBLG-DMF system.
Though the eﬀective shape of the PBLG rods obtained from our analysis is consistent
with the experimental estimates, it should be recognized that our model is rather crude:
the molecular ﬂexibility is accounted for in an eﬀective manner, and the attractive sphere
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enveloping the macromolecules is a highly coarse-grained representation of the speciﬁc attrac-
tive interactions (e.g., surface charges, dipolar interactions, dispersion forces,etc.) present in
the system.
An advantage of the perturbative methodology developed here is that it enables one
to incorporate other relevant interactions into the model and construct a more realistic
representation of the interactions. The Statistical Associating Fluid Theory (SAFT) and its
variants,128–131 which are based on more detailed information at the united-atom molecular
level, have been shown to provide an accurate description of ﬂuid-phase behaviour of complex
ﬂuids and ﬂuid mixtures.132,133 The SAFT equation of state has recently been employed to
develop coarse-grained force ﬁelds for direct use in molecular simulation.134–136 In future work
we plan to take advantage of these developments and improve our model and theoretical
approach to provide a predictive platform for the the phase behaviour of thermotropic liquid
crystals as well as the structures of the corresponding anisotropic phases.
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