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Abstract
A scheme to control the many-boson tunneling process to open space is derived and demonstrated. The
number of ejected particles and their velocities can be controlled by two parameters, the threshold of the
potential and the interparticle interaction. Since these parameters are fully under experimental control, this
is also the case for the number of ejected particles and their emission spectrum. The process of tunneling to
open space can hence be used, for example, for the quantum simulation of complicated tunneling ionization
processes and atom lasers. To understand the many-body tunneling process, a generalization of the model
introduced in [Proc. Natl. Acad. Sci. USA, 109, 13521 (2012)] for tunneling in the absence of a threshold
is put forward and proven to apply for systems with a non-zero threshold value. It is demonstrated that
the model is applicable for general interparticle interaction strengths, particle numbers and threshold val-
ues. The model constructs the many-body process from single-particle emission processes. The rates and
emission momenta of the single-particle processes are determined by the chemical potentials and energy
differences to the threshold value of the potential for systems with different particle numbers. The chemical
potentials and these energy differences depend on the interparticle interaction. Both the number of con-
fined particles and their rate of emission thus allow for a control by the manipulation of the interparticle
interaction and the threshold. Numerically exact results for two, three and one hundred bosons are shown
and discussed. The devised control scheme for the many-body tunneling process performs very well for the
dynamics of the momentum density, the correlations, the coherence and of the final state, i.e., the number
of particles that remain confined in the potential.
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I. INTRODUCTION
The understanding of quantum many-body dynamics has been pushed forward in recent years
by the realization of and unique possibilities to control Bose-Einstein condensates (BECs) in the
laboratory [1–5]. The confinement of BECs [6], their interparticle interactions [7], and their di-
mensionality [8–10] can be manipulated in experiments almost at will. Using these extensive
mechanisms of control, BECs are used as so-called quantum simulators to study a variety of phys-
ical systems: Solid state systems are studied with optical lattices [1, 11–13] and even problems in
astrophysics are tackled [14–16].
One of the fundamental phenomena of quantum mechanics is the tunneling process. Despite
lacking the energy to overcome a potential barrier, quantum particles are able to escape by tunnel-
ing through the barrier. This is due to the probabilistic nature of quantum mechanics: The particles
have a non-zero probability to be found on the other side of the barrier. The physics of tunneling
for a single particle is well-understood [17] and were described already in the 20s of the previous
century, see Refs. [18–20]. The corresponding many-body process of interacting particles has also
been studied, see, e.g., Refs. [21–30]. In the case of many-body tunneling, the mechanism of the
dynamics has only been revealed recently [30]. The many-body tunneling process to open space is
built up from many simultaneous single-particle emission processes. The velocities of the emitted
bosons are defined by the chemical potentials of trapped interacting systems of different particle
number with large accuracy.
The key many-body features of the tunneling process are the gradual loss of initial coherence
which manifests in the occurrence of fragmentation – an abundant phenomenon in the eigenstates
and dynamics of many-boson systems, see, e.g., Refs. [31–37]. Explicitly, the emitted particles
lose the coherence with both the trapped source and among each other. In order to monitor and
derive the mechanism by which the coherence is lost while tunneling to open space, normalized
correlation functions as introduced by Glauber in Refs. [38, 39] prove to be the best quantities of
analysis.
The study of the many-body physics of tunneling to open space in Ref. [30] used a novel
quantum many-boson method, the multiconfigurational time-dependent Hartree method for bosons
(MCTDHB) [37, 40]. MCTDHB provides the means to solve the time-dependent many-boson
Schro¨dinger equation numerically exact for a wide range of problems, see, e.g., [30, 41–44].
In the present work it is shown that the many-boson tunneling to open space dynamics can be
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controlled extensively by a slight manipulation to the setup described in the study that revealed the
mechanism of the ongoing tunneling dynamics [30], namely the addition of a potential threshold.
The physics of the single-particle processes which assemble the many-body tunneling dynamics
are determined entirely by the chemical potentials of trapped subsystems with different particle
number and the available kinetic energy after the emission. Hence the process can be controlled
by manipulating the threshold T which affects the available kinetic energy after emission and the
interaction λ0 which affects the chemical potentials.
How one can change and control the tunneling process of a many-body system as prescribed in
[30]? In the present case this is achieved by the following two measures: Introducing a threshold
to the one-body potential of the Hamiltonian of the system, i.e., setting it to a constant value T
in the asymptotic region, and altering the interparticle interaction strength λ0. By altering the
threshold, the momenta of the emitted particles can be managed and bound states may be created.
Such a creation of a bound state of a finite number of particles implies that the final state of the
process has been altered by adjusting T . In this altered final state, a controlled number of particles
stays confined in the reservoir and the remainder of the many-body system escapes to open space.
Furthermore, by altering the interparticle interaction strength λ0, the chemical potentials driving
the simultaneous single-particle processes (cf. Fig. 1) can be altered and their rates controlled.
In the wider context of quantum simulators the system is related to atom lasers and ioniza-
tion processes: the modification of the threshold T allows an investigation of different ionization
thresholds and the interaction strength λ0 can be used to tune characteristic velocities of the emis-
sion and distances of the peaks in the momentum distribution. The free part of the potential
resembles the situation in atom laser experiments [3, 45–47]. This extensive control described
above might allow one to study the coherence dynamics of atom lasers [3, 45–47] and potentially
complicated tunneling ionization processes [48, 49] which are not amenable for in-detail experi-
ments. This is because the momentum distributions in the many-boson tunneling process can be
tuned almost at will. Hence, the many-body tunneling process of ultracold bosonic atoms could
be used as a quantum simulator for a broad range of these processes.
The protocol for the process is as follows: The ground state of an interacting system in a
parabolic trap is prepared, then the potential is transformed abruptly to an open shape and finally
the dynamics are analyzed from a many-body perspective for different interaction strengths λ0
and particle numbers N (cf. Refs. [29, 30]). The final form of the potential now has a nonzero
asymptotic value T . To properly describe and assess the impact of this threshold on the occurring
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dynamics it is instructive, to first find a suitable smooth shape for the potential (Section II) and then
to analyze the energetics in the new potential (Section III). This is done starting from a conjecture
for the emission momenta, relevant energies and chemical potential described in Ref. [30] and the
model of the many-body process described therein. The strategy pursued here is to start from the
simplest case of N = 2 bosons (Section IV) using only the threshold T as a control parameter.
Henceforth, the control possibilities for the dynamics of N = 3 bosons with the interparticle
interaction strength λ0 are explored (Section V). The relation of the control parameters (λ0 and T )
to the available final states in the problem is subsequently used to control the emission momenta,
chemical potentials, and the number of emitted particles for a many-boson system composed of
N = 101 bosons (Section VI). It turns out, that the control parameters, i.e., the threshold T and the
interaction strength λ0, are sufficient to exert a big amount of control on the final state and even the
correlation dynamics of the many-body process. Summary and outlook are found in Section VII.
II. HAMILTONIAN AND QUANTITIES OF ANALYSIS
The setup of the system is depicted in Figs. 1 and 2. It is similar to the setup of the tunneling
with zero threshold as described in Refs. [29, 30]. In this section the Hamiltonian and potential
are introduced and an outline of the changes with respect to the potential used for the tunnel-
ing dynamics with zero threshold is given. Furthermore, the quantities by which the many-body
dynamics will be analyzed throughout the present study are given.
A. The Hamiltonian
The tunneling process of ultracold many-body systems to open space is described by the time-
dependent Schro¨dinger equation,
i∂t|Ψ〉 = Hˆ|Ψ〉. (1)
Here, |Ψ〉 is the wave function which depends on the spatial coordinates of all particles and Hˆ is
the many-body Hamiltonian,
Hˆ =
N∑
i=1
hˆi +
N∑
i<j=1
Wˆij . (2)
For ultracold atomic bosons Hˆ contains one-body operators hˆi for each boson and two-body oper-
ators Wˆij for every pair of particles. The key to MCTDHB’s efficiency in solving Eq. (1) exactly
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numerically [41] lies in the usage of a time-dependent, variationally optimized many-body basis
set. The introduction of the method and computational details are deferred to Appendix A for
brevity.
It remains to specify the considered Hamiltonian. For convenience, dimensionless units are
used. This means that Hˆ is devided by ~2
L2m
, where ~ is Planck’s constant, m is the mass of
the considered particles and L is a length scale that one introduces. The two-body operators
Wˆij in the Hamiltonian (2) of ultracold bosonic systems mitigate the particle-particle interaction.
Since the interaction is well described by s-wave scattering, a contact interaction potential, Wˆij =
λ0δ(xj − xi) is an appropriate description. The parameter λ0 = 2mω⊥L~ as is related to the s-wave
scattering length as in the ultracold atomic sample. It can be tuned with the aid of Feshbach
resonances [7] or the trap geometry, i.e., the transversal confinement frequency ω⊥.
The one-body Hamiltonian hˆi,
hˆi = −
1
2
∂2xi + V (xi), (3)
contains the kinetic energy−1
2
∂2xi and the one-body potential V (xi). Since the scope of the present
study is to investigate possible control mechanisms for the many-body tunneling process to open
space, the design of the one-body potential V (x) is crucial. It should be a smooth, continuous
function which is identical to a parabolic trap in one region of space which is separated from
the free, asymptotic part by a barrier. Furthermore, the threshold potential value T in this free,
asymptotic region should be easy to modify. In order to be flexible with the threshold value T
it is practical to use a smooth polynomial continuation of the harmonic trap Vh(x) = 12x
2 from
xc1 = 2 to xc2 = 4, see Fig. 1. The details on the polynomial P (x) are deferred to Appendix B.
The obtained potential has the form
V (x, t) =


1
2
x2 t < 0
Θ(xc1 − x) ·
1
2
x2 +Θ(x− xc1) ·Θ(xc2 − x) · P (x) + Θ(x− xc2) · T t ≥ 0
(4)
Here, Θ(·) is the Heaviside step function. Plots of the potential in Eq. (4) with various values
of T are depicted in Fig. 1.
By using a polynomial continuation to the threshold the position of the maximum of the poten-
tial, xm, now depends on the threshold T as follows:
xm(T ) = 2 +
1
3− 3
4
T
. (5)
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V(x,t=0)
V(x,t>0)ρ(x,t=0)
E(N=1)
Tunneling
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T
T=0   
T=0.2
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Figure 1. (Color online) Protocol for the tunneling dynamics with non-zero potential threshold. The ini-
tial density (blue line) is prepared as the ground state of the parabolic trap [black dashed V (x, t = 0)].
Subsequently, the potential is transformed to its open form with a threshold [various solid colored lines,
V (x, t > 0)]. Following this transformation the particles can tunnel to open space. The tunneling process
can be controlled by the threshold T . The energy of a single, parabolically trapped particle, E(N = 1), is
indicated by the horizontal black dashed line to guide the eye. In between xc1 and xc2 (indicated by magenta
labels on the x-axis) the potential is the polynomial P (x) of Eq. (4) with the coefficients as given in Table I
in Appendix B. All quantities shown are dimensionless.
This concludes the exposition of the potential and the Hamiltonian of the system under consider-
ation.
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B. Quantities of analysis
To investigate the many-body state and its dynamics it is desireable to have a set of appropriate
quantities for the analysis. The full wave function which is available in the MCTDHB computa-
tions at any given point in time, is a complicated and high dimensional quantity. It is hence a useful
practice to rely on reduced density matrices and their diagonals, i.e., densities, for the purpose of
visualization [38, 39, 50–52]. The reduced one-body density matrix is defined as
ρ(1)(x1|x
′
1; t) = N
∫
Ψ(x1, ..., xN ; t)Ψ
∗(x′1, x2, ..., XN ; t)dx2 · · ·dxN . (6)
When one expands it in its eigenfunctions, the so-called natural orbitals {φi(x, t); i = 1,M}, it
takes on the form
ρ(1)(x1|x
′
1; t) =
∑
i
ρ
(NO)
i (t)φi(x1, t)φ
∗
i (x
′
1, t). (7)
The natural occupations ρ(NO)i (t), the natural orbitals as well as the diagonal of the reduced one-
body density ρ(x, t) = ρ(1)(x1 = x|x′1 = x; t), i.e., the so-called density, are very useful quantities
to assess quantum many-body dynamics. From the natural occupations one can infer if a system
is condensed or fragmented. If only a single macroscopic eigenvalue ρ(NO)1 is present then the
system is referred to as condensed [53]. If multiple eigenvalues {ρ(NO)i ; i = 1, ...,M} are macro-
scopic, then the system is referred to as fragmented [33–36, 43]. The density ρ(x, t) describes the
probability to find a single particle in the many-body system at a certain position x at a given time
t.
As a measure of the number of particles inside the parabolic part of the potential (cf. Fig. 1), it
is instructive to define the nonescape probability,
P xnot(t, T ) =
∫ xm(T )
−∞
ρ(x, t)dx. (8)
For every propagation with a different threshold one has a different xm(T ), see Eq. (5).
The coherence of the quantum many-body state can be analyzed with the aid of Glauber’s first
order normalized correlation function [38, 39, 50, 52],
g(1)(x′1, x1; t) =
ρ(1)(x1|x
′
1; t)√
ρ(x1, t)ρ(x′1, t)
. (9)
It normalizes the reduced one-body density ρ(1) with its respective diagonal parts ρ. If |g(1)|2 = 1
holds, the system is coherent. This is only true for the case when ρ(1) is built up as a product of
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a single complex valued function, cf. Ref. [39]. This in turn implies that ρ(1) has only a single
eigenvalue ρ(NO)1 and hence |g(1)|2 = 1 also means that the system is fully condensed. On the other
hand |g(1)|2 < 1 implies that ρ(1) is built up from several complex valued functions and has several
contributing eigenvalues {ρNOi (t); i = 1, ...,M}. Hence |g(1)|2 < 1 also implies a departure from
coherence and the occurrence of depletion and eventually fragmentation.
Similarly, the diagonal of the second order normalized correlation function,
g(2)(x′1 = x1, x
′
2 = x2, x1, x2; t) = g
(2)(x1, x2; t) =
ρ(2)(x1, x2|x
′
1 = x1, x
′
2 = x2; t)√
ρ(x1, t)ρ(x′1 = x1, t)ρ(x2, t)ρ(x
′
2 = x2)
,
(10)
can be used to infer the second order correlation and coherence of the system under consid-
eration. g(2) normalizes the reduced two-body density ρ(2)(x1, x2|x′1, x′2; t) with the respective
densities ρ. ρ(2) is defined as follows [38, 39, 50, 52]:
ρ(2)(x1, x2|x
′
1, x
′
2; t) = N(N − 1)
∫
Ψ(x1, x2, ..., xN ; t)Ψ
∗(x′1, x
′
2, x3, ..., xN ; t)dx3 · · · dxN .
(11)
Its diagonal is the probability to measure two particles at two positions x1, x2 simultaneously at
a given point in time t. From a probabilistic point of view, g(2) can be seen as a measure for the
stochastical independence/dependence of the measurement of two particles: If the measurement
of the two particles was stochastically independent then ρ(2)(x1, x2|x′1 = x1, x′2 = x2; t) would
be equal to ρ(x1, t)ρ(x2, t) and g(2) = N−1N would hold. If, on the contrary, the measurement of
the two particles was stochastically dependent, then ρ(2)(x1, x2|x′1 = x1, x′2 = x2; t) would be not
equal to ρ(x1, t)ρ(x2, t) and g(2) = N−1N would not hold. Note, that
N−1
N
≈ 1 for N ≫ 1. The case
of g(2) > 1 is referred to as bunching and the case of g(2) < 1 as anti-bunching [54–56]. From a
physical point of view, bunched particles are more likely to reside in two positions together and
anti-bunched particles are rather unlikely to reside in two positions together. Quantum fields with
no bunching or anti-bunching characteristics, i.e., g(2) = 1, are referred to as fully second order
coherent.
All the above quantities can also be transformed to momentum space, see e.g. Ref. [52]. The
momentum space representation is versatile to assess quantum dynamics [30] and will be fre-
quently employed throughout the present study. The details on the numerical method, MCTDHB,
as well as the computational details can be found in Appendix A.
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III. ASSEMBLING THE MANY-BODY PROCESS IN THRESHOLD POTENTIALS FROM BA-
SIC SINGLE-PARTICLE PROCESSES
Starting from the model consideration in Ref. [30] and its successful description of the tunnel-
ing dynamics of systems with zero threshold, it is straightforward to adapt the model in order to
properly describe the present potentials with a threshold. One can conveniently do that by going
through the steps of the model consideration in Ref. [30] again, taking carefully into account the
impact of the threshold onto the energetics – especially in the exterior part of the potential. As a
first step, it is natural to consider the system as split into an “IN” part, to the left of the maximum
of the barrier at xm, and an “OUT” part to the right of the maximum of the barrier at xm. The
“IN” part is the part of the potential that is classically allowed, i.e., classical particles would be
indefinitely confined in the “IN” region. For a depiction, see Fig. 2. Consider the situation when
a single boson has escaped from the “IN” to the “OUT” region. According to the consideration in
Ref. [30], the available energy of this boson must come from the energy difference of the trapped
systems with N and with N − 1 particles, EN − EN−1 = µ1 – the chemical potential of the
N-particle system. With this energy available, the ejected boson has to overcome the threshold
T – hence, it remains with an energy (µ1 − T ) in the “OUT” part of the potential to the right of
the barrier. As the potential in the “OUT” part is flat and the density can be assumed to be small,
the ejected boson will convert its available energy to kinetic energy. Analogously, the other parti-
cles which are ejected have their available energy from chemical potentials µi. As for the system
without a threshold, one can hence derive momenta ki from the related kinetic energies:
Ekin(T, µi) = µi − T =
(kTi )
2
2m
⇒ kTi =
√
2m(Ekin(T, µi) =
√
2m(µi − T ). (12)
Of course, this assumes that the interaction in the exterior only forces the bosons to occupy
different single-particle states and ignores the effect of the interaction on the shape of these states
in the “OUT” region. It is also evident that in the absence of interaction, all chemical potentials
are equal, i.e., µ1 = µ2 = ... = µN .
A particularly interesting feature of the class of potentials with a non-zero asymptotic value is
that they can have bound states. If one raises the threshold T beyond the chemical potential µi
of a certain parabolically trapped bosonic system then the bosons in the systems with µi < T do
not have enough energy to overcome T and thus stay trapped – hence, the “IN” system is in a
9
ρ(x
;t=
0);
 V
(x,
t)
x
µ1
N
µ2
N-1
N-2
bound 1 T 
N-3
IN                    OUT
µi -T=Ekin(T,µi)=(2m)-1kiT
2
µ3
Figure 2. (Color online) Static mean-field scheme to model the tunneling processes with a threshold T . The
bosons are tunneling from the interior “IN” to the exterior “OUT” region of space (indicated by the red line).
If the threshold T is big enough, some of the states can become bound (see, e.g., the N = 1 state indicated
by the lowest black line). If the state is not bound, the chemical potential µi is first used to overcome the
threshold T and thereafter the remainder is transformed to a kinetic energy Ekin(T, µi). The momenta
corresponding to the chemical potentials ki =
√
2m(Ekin(T, µi)) =
√
2m(µi − T ); i = N,N − 1, ..., 1
appear in the momentum distribution, see the arrows in Fig. 5 and lines in Fig. 6 below. All quantities shown
are dimensionless.
bound state [cf. Fig. 2 and Eq. (12)]. One can thus control the number of bound particles with
both the interaction λ0 and the threshold T . By manipulating the interaction λ0, the energies and
especially the chemical potentials can be controlled, and by adjusting the threshold T , the number
of bound particles can be adjusted. In the case of vanishing interaction, the threshold T controls
whether the whole system is bound or not. It is convenient to introduce the |NIN , NOUT 〉 notation,
where the first slot of the vector counts the number of particles NIN in the “IN” subsystem and the
second slot of the vector counts the number of particles NOUT in the “OUT” subsystem according
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to the partition in Fig 2. This notation will be used throughout the remainder of the present study.
Henceforth, the introduced notation will be referred to as the counting statistics of a given state.
The energy for the “IN” subsystem, EHO(NIN , λ0), is essentially given by the energy of NIN
interacting bosons in a parabolic potential. The minimal energy for the “OUT” system, EOUT ,
is essentially given by NOUT bosons at rest, i.e., with momentum kj = 0, at threshold potential
energy, hence, EOUT = NOUTT . It follows for the total energy ETOT :
ETOT (NIN , NOUT , T, λ0) = EHO(NIN , λ0) +NOUTT. (13)
To summarize, one can adjust the energies of the initial states, EIN , by tuning the interaction
and the energies of the final states, EOUT , by tuning the threshold T . The following two sections
explore these possibilities for the tunneling bosonic systems with a threshold forN = 2 andN = 3
interacting particles, respectively.
IV. CONTROLLING THE DYNAMICS OF TWO BOSONS BY THE THRESHOLD
A. The decay by tunneling dynamics
As a first step to explore the dynamics in the new potential with a threshold and the physics of
the above model we study the smallest possible many-body system – two interacting bosons. As
we will see, their dynamics is extremely rich. It is instructive to fix first the interaction λ0 = 1.0
and vary the potentials’ threshold. Fig. 3 shows the energies of the possible final states with con-
stant interaction and variable threshold for two bosons, i.e.,ETOT (NIN , NOUT = 2−NIN , T, λ0 =
1.0).
The respective lowest line in Fig. 3 shows the energetically favorable final state for the dynam-
ics. Hence, the crossing points of the lines define critical thresholds at which the energetically
favorable final state of the dynamics is changing. One thus would expect that for T ≤ 0.5 both
particles decay, for 0.5 < T . 0.8 one particle decays and one stays bound. For T & 0.8 the
whole system is bound and no particle decays. This behavior is because the final states avail-
able are |NIN , NOUT = |0, 2〉, |1, 1〉 and |2, 0〉, respectively. Since the nonescape probability
P xnot(t, T ) counts
NIN
N
, it should tend to 0 for the |NIN = 0, NOUT = 2〉 final state, to 0.5 for
the |NIN = 1, NOUT = 1〉 final state and stay at 1 for the bound |NIN = 2, NOUT = 0〉 final
state. To verify this behavior, Fig. 4 shows a plot of the nonescape probabilities for the thresholds
T = 0.1, 0.6 and 0.9.
11
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
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E H
O
(N
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O
UT
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Threshold T
N=2, λ0=1.0
|NIN=1,NOUT=1>|NIN=2,NOUT=0>|NIN=0,NOUT=2>
Figure 3. (Color online) Scheme for controlling the two-boson dynamics with the threshold T . This plot
shows the energies of the possible different final states |NIN , NOUT 〉 = |2, 0〉, |1, 1〉, |0, 2〉 of two bosons
at fixed interaction λ0 = 1.0 with variable threshold T . At T = 0.5, a one-particle bound-state emerges
in the trap and at T ≈ 0.8 the two-boson system becomes bound. The crossing points of the energies
ETOT determine the (un)availability of final states. See text for further discussion. All quantities shown are
dimensionless.
Fig. 4 shows nicely that the expected behavior of the nonescape probability is recovered and
that the prior analysis of the energetics of the problem is applicable. Furthermore, the above
analysis demonstrates how the threshold can be used to control the final state of the system by
modifying EOUT = NOUTT . By tuning TNOUT beyond the (biggest) chemical potential of an
NIN -body system, one creates an NIN -body bound state. This allows for a flexible control of the
counting statistics in the “IN”-subspace and the “OUT”-subspace.
It remains to validate the predictions of the energetics model presented in Fig. 2 on the mo-
menta of the ejected particles, see Eq. (12). For this validation it is good to inspect a plot of the
momentum distributions ρ(k, t, T ), see Fig. 5. The emitted particles form a peak structure in the
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Figure 4. (Color online) Nonescape probability for varying thresholds for N = 2 and λ0 = 1.0. The
nonescape probabilities P xnot(t, T ) for different thresholds T = 0.1, 0.6, 0.9 is plotted as blue, green and
red line, respectively. For T = 0.1 the final state |0, 2〉, for T = 0.6 the final state |1, 1〉 is favorable. For
T & 0.8, the two-boson system is bound, i.e., the only final state available is a bound state for T = 0.9.
The thick horizontal dashed line marks P xnot = 0.5, the nonescape probability of the final state |1, 1〉. See
text for further discussion. All quantities shown are dimensionless.
momentum distributions. In the case of zero threshold, each emitted particle shows up as a distinct
peak in the momentum density in the dynamics, see Ref. [30]. The momenta of the emitted parti-
cles, k1, k2, ..., are essentially time-independent and determined by chemical potentials of systems
with decreasing particle numbers N,N − 1, ... in the case of zero threshold. To assess the effect
of the non-zero thresholds on the emission momenta, Fig. 5 shows a plot of ρ(k, t, T ) for t = 600
and T = 0.1, ..., 0.6.
The changes to the momentum distributions by the threshold are intuitive: The peak structure
in the momentum distribution corresponds to the ejected bosons. If the threshold is increased, two
effects upon the peaks are seen. First, for a larger threshold each peak is shifted towards 0, as
13
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Figure 5. (Color online) Effects of various thresholds in the momentum distributions’ peak structures of
N = 2 interacting bosons tunneling to open space. This plot depicts ρ(k, t = 600, T ) for the tunneling
processes in the potentials with thresholds T = 0.0, 0.1, ..., 0.6. The solid (dashed) line arrows in the bottom
of the plot indicate the momenta kT1 (kT2 ) obtained from the model consideration. The momenta are shifted
towards 0 by an increasing threshold T . The intensity, i.e., ρ(kT1 , t = 600, T ) and ρ(kT2 , t = 600, T ), of
the peaks is diminished by an increasing threshold. See text for further discussion. All quantities shown are
dimensionless.
the escaping bosons have to invest a larger part of their available energy to overcome the higher
threshold [cf. Eq. (12)]. Second, the bigger the threshold, the smaller is the intensity of the kT1
peak, i.e., the peak in the momentum distribution with the largest k-value. This means that the
increase of the threshold decreases the pace with which the first boson is escaping. A similar
reasoning can be applied to the kT2 peaks and ρ(k2, t = 600, T ). The agreement of the peaks’
positions in k-space with the model’s prediction is very good (see the arrows in Fig. 5). To further
assess the validity of the model also for the second peak at kT2 it is instructive to graph the peak
positions’ change with varying threshold. This is done in Fig. 6.
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Figure 6. (Color online) Comparison of the N = 2 peak positions to model predictions. The solid red and
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and black dashed lines show the model predictions kT1 and kT2 from Equation (12). For the exact solutions
circles represent actual data, the lines are drawn to guide the eye. See text for further discussion. All
quantities shown are dimensionless.
From the close proximity of the model predictions to the exact solutions’ peak positions, see
the arrows in Fig. 5 as well as Fig. 6, one can deduce that the tunneling process of the two-boson
system can indeed be pictured as an interference of different simultaneous single-boson tunneling
processes. These single-boson processes are happening simultaneously. Their momenta are de-
termined by the chemical potentials of systems with different particle numbers. The momenta are
shifted by the threshold. When the threshold is above the chemical potential of a certain process
a bound state emerges and this process’ momentum becomes zero (see k2, i.e., the green line in
Fig. 6 at T ≥ 0.5). The emergence of a bound state in the system closes one of the final states.
In the present case of N = 2, λ0 = 1 the final state |NIN , NOUT 〉 = |0; 2〉 becomes energetically
unfavorable for T ≥ 0.5 and consequently the counting statistics of the final state are altered to
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|NIN = 1, NOUT = 1〉 (see Fig. 3). Consequently, the nonescape probability P xnot(t, T ) of the
decay converges to NIN = 1, i.e. P xnot → 0.5, from above (see Fig. 4). In summary, the two-
body tunneling dynamics to open space can be controlled by the modification of the threshold in
the following ways. First, the counting statistics can be controlled with the threshold by creating
bound states. Second, the emergence of the bound state can be used as a control on the momen-
tum spectra of the emitted bosons. Peaks can be shifted or even switched off (on) by making the
corresponding single-boson process energetically unaccessible (accessible).
B. Effect of the Threshold on the Coherence and Correlation Dynamics
The dynamics of correlation and coherence in the spirit of Refs. [38, 39] are of key importance
to assess the many-body behavior of the system: Can an effective single particle picture be applied
or is the process governed by collective phenomena? In the tunneling process of bosonic systems
to open space without a threshold, the dynamics of correlations and coherence have shown that
collective phenomena occur and have unveiled the mechanism of the tunneling process [30]. The
ejected bosons lose the coherence both with the source and among each other. As the processes
with a threshold are explained by a similar model, it is interesting to investigate if the correlations
or coherence properties are also similar to those in the tunneling process without a threshold. This
subsection hence discusses the quantities describing the dynamics of fragmentation coherence: the
occupation numbers ρ(NO)i (t) of the single particle reduced density matrix and the one-particle and
two-particle normalized correlation functions g(1) and g(2) [52].
1. Time-Evolution of the Occupation Numbers
To find the effect of a change in the potential’s threshold on the time-evolution of the occupation
numbers, it is instructive to plot them forN = 2, λ0 = 1.0 and thresholds T = 0.0, 0.1, 0.2, ..., 0.6,
as is done in Fig. 7.
The dependence of the occupation numbers on the increasing thresholds are as follows: as the
decay by tunneling process is slowed down by the threshold, also the occurrence of fragmentation
is delayed. Furthermore, the initial depletion of the system is delayed, i.e. ρ(NO)1 ≈ 1 holds for a
longer initial time, when T is bigger, see Fig. 7.
It is very interesting to note that the necessity for a multiconfigurational description persists also
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Figure 7. (Color online) Fragmentation is delayed by increasing the value for the threshold. Shown are the
time evolutions of the first two occupations, ρ(NO)1 (t), ρ
(NO)
2 (t) forN = 2 interacting bosons with λ0 = 1.0
for different thresholds T as various colored solid lines (the threshold T decreases from top to bottom). The
occurrence of fragmentation and the buildup of initial depletion are delayed by the increase of the threshold
T . See text for further discussion. All quantities shown are dimensionless.
in the cases of T ≥ 0.5 where a one-boson bound state emerges and the counting statistics of the
final state are changing from |0, 2〉 to |1, 1〉. One could naively argue that the final state |1, 1〉 could
be described with a single permanent |n1, n2, ..., nM〉. Yet, the chosen |NIN , NOUT 〉 notation refers
to the counting statistics and not to permanents or eigenfunctions of a many-body Hamiltonian.
Hence, fragmentation is occurring anyway and one needs many permanents to represent the final
|NIN = 1, NOUT = 1〉 state.
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2. Effects of the Threshold on the Correlation Dynamics
To explore, whether there is an effect of the threshold on the coherence during the fragmen-
tation in the tunneling to open space one has to inspect the normalized single-particle correlation
function g(1). In Fig. 8 a plot of g(1) in momentum space is given. In the correlation functions
shown in Fig. 8, the single-particle processes from which the many-boson tunneling process is
built up are seen as lines of incoherence (the darker lines atop of the white and light yellow back-
ground). The positions of these lines coincide with the momenta k1, k2 predicted by the above
model considerations. During the time-evolution the positions of the lines and hence the overall
structure of g(1) does not change and it is therefore sufficient to depict g(1) at a single point in
time. With the increase of the threshold the system’s final state is changed from |0, 2〉 to |1, 1〉,
i.e., only one of the two particles is decaying to open space for T ≥ 0.5. This change manifests
itself in the correlation functions by the disappearance of the line at k2 corresponding to the now
energetically forbidden process (cf. bottom left and bottom right part of Fig. 8). By the increase of
the threshold the loss of coherence around the momentum k2 is gradually decreased. Eventually it
becomes fully coherent for the T = 0.6 case, see bottom right panel in Fig. 8. In this manner, peak
after peak, corresponding to the model processes, the system returns to full coherence, as soon as
the respective tunneling channel becomes energetically unfavorable.
It is interesting that the coherence of the system is also lost in the cases where only a single
particle is ejected, see Fig. 9. It is hence instructive to inspect the two-body correlations in the
tunneling process. The two-body correlations should show changes of the many-boson process,
when the system is switched from two-boson to one-boson decay. In the spirit of Hanbury Brown
and Twiss, the situation where g(2) > 1 is referred to as bunching and g(2) < 1 is referred to as
anti-bunching [54–56]. For a plot of g(2) in momentum space for t = 600, see Fig. 9.
The structure of the diagonal of the two-particle normalized momentum correlation function,
g(2)(k1, k2; t), is intricate: It has a line-structure similar to g(1) in Fig. 8. Yet, in the case of g(2)
coherence can be lost in two ways – through bunching, i.e. g(2) > 1, or anti-bunching, i.e. g(2) < 1.
In the case of bunching of the two momenta ka and kb, the two particles are more likely to have
these two momenta and in the case of anti-bunching it is rather unlikely that the two particles have
these momenta at the same time. From the general structure of Fig. 9 one can read that the part
of the cloud which is at rest, i.e., where k1 = k2 ≈ 0, is initially and throughout the tunneling
process a slightly anti-bunched, almost second order coherent entity, because g(2) . 1 holds for
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Figure 8. (Color online) Coherence in tunneling to open space of N = 2 bosons with a threshold. Shown
is the absolute value of the single-particle normalized correlation function, |g(1)(k′, k; t)|2, for t = 600 for
various thresholds T . White corresponds to full first-order coherence, i.e., |g(1)|2 = 1 and black to full
first-order incoherence, i.e., |g(1)|2 = 0. The ejected particles lose their coherence with the source. The
change of the final state manifests in the absence of a second line where coherence is lost (cf. bottom right
plot for T = 0.6). See text for further discussion. All quantities shown are dimensionless.
k1 = k2 ≈ 0 at all different thresholds T . The lines are located at kT1 and kT2 where the peaks in
the momentum distribution are. The first line at the larger kT1 shows bunching whereas the second
line at the smaller kT2 shows anti-bunching. This means that it is likely to find one boson at rest
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Figure 9. (Color online) Bunching and anti-bunching in tunneling to open space of N = 2 bosons
with a threshold. Shown is the value of the diagonal of the two-particle normalized correlation function,
g(2)(k1, k2; t) for t = 600 for various thresholds T . The cases of T = 0.0 and T = 0.2 show slight anti-
bunching for the k-space region with the first peak in the momentum distributions and anti-bunching for
the region of the second peak. Increasing the threshold gradually switches off the second peak and leaves
behind an anti-bunched single line. Throughout the time-evolution (not shown) the peaks on the diagonal at
k1 = k2 = k
T
1 and k1 = k2 = kT2 (the diagonal peaks) attain maximal bunching which shifts to the peaks at
k1 = k
T
1 ; k2 = k
T
2 and k1 = kT2 ; k2 = kT1 (the off-diagonal peaks) later on. See text for further discussion.
All quantities shown are dimensionless.
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and one with kT1 , while it is rather likely that the second boson also propagates when one finds the
first one at kT2 . The change in the final state of the tunneling process which is due to the energetics
as explained in Fig. 3 is again visible by the disappearance of the line around kT2 (cf. bottom right
part of Fig. 9). The diagonal point at kT1 = k1 = k2 is strictly anti-bunched in this case. The line
structure, see bottom right part of Fig. 9, is strictly bunched. This behavior is expected, because
only one boson can leave and hence it is becoming more and more likely to have a boson at rest
and another one propagating with kT1 .
In the cases where both bosons are decaying the degree of sequentiality can be assessed with
g(2): When one analyzes the line around kT2 in the plots of g(2) for T = 0.0, 0.2 and 0.4, bunching
occurs only at the intersections with the other lines – this means that it is very likely that one
boson has already left the trap and propagates with momentum kT1 when the second one follows
with momentum kT2 . In the case of the two-particle decay, the intensities of the peaks at the
intersection points of the lines are time-dependent, see Fig. 9. Initially, the peak at k1 = k2 = kT1
is dominant, followed by bunching also in the k1 = k2 = kT2 and off-diagonal k1 = kT1 ; k2 = kT2 ,
and k1 = kT2 ; k2 = kT1 regions. Finally the off-diagonal peaks will become dominant, owing to the
fact that the final state of the dynamics contains two bosons in the “OUT” region, each propagating
with a specific momentum.
To summarize, the dynamics of the tunneling process to open space can be managed by the
threshold T . The occurrence of bound states manifests itself by closing final states of the dynamics.
The momenta in the decay process are obtained from the chemical potentials of systems with
reduced particle number and the threshold. The coherence of the ejected particles with the source
is lost and the bunching and anti-bunching properties explain to which degree the processes occur
(non-)sequentially. The dynamics of the correlation functions g(1) and g(2) can be managed side
by side with the momentum distributions with the threshold.
V. CONTROLLING THE DYNAMICS OF THREE BOSONS BY THE INTERACTIONS
A. Energies of the final states of the dynamics
The aim of the present and subsequent sections is to underline and corroborate the generality
of the findings of the previous section on N = 2 bosons also for bigger particle numbers. The
control mechanism employed for the final states is generalized in this section: Instead of the
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Figure 10. (Color online) Energetics of the N = 3 system and a threshold of T = 0.7 with variable
interaction strength λ0. This plot shows the minimal energies ETOT (NIN , NOUT , T, λ0) needed to allow
the different final states |NIN , NOUT 〉 = |3, 0〉, |2, 1〉, |1, 2〉, and |0, 3〉, as solid green, red, blue, and
magenta line, respectively. The crossing points at λck show for which interactions the particular final states
are available. See text for discussion. All quantities shown are dimensionless.
previous control by the threshold T of the N = 2 tunneling dynamics, the interaction strength
λ0 is now used and the threshold is kept at a fixed value T = 0.7. By changing λ0 one can
determine which final states are favorable in the dynamics. To start, a discussion of the energies
of the available |NIN , NOUT 〉 states in the N = 3 tunneling dynamics is appropriate. A plot of
ETOT (NIN , NOUT , T = 0.7, λ0) for N = NIN +NOUT = 3 particles is given in Fig. 10.
The four possible final states’ energies have a generally different dependence on the interaction
and one finds 5 intersections in Fig. 10 that correspond to critical interaction strengths that are
labeled by λci, i = 1, ..., 5. The energies of |3, 0〉 and |2, 1〉, i.e., ETOT (NIN = 3, NOUT =
0, T = 0.7, λ0), and ETOT (NIN = 2, NOUT = 1, T = 0.7, λ0), are dependent on the strength
of the interaction, λ0, while the energies of both |1, 2〉, and |0, 3〉 are independent of λ0 in the
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considered model, see Eq.13 and Fig. 10. The reason is that the energy of a single boson does
not depend on the interaction [EHO(1, λ0) = 0.5] and the interaction of the emitted bosons in the
exterior is neglected in the model. The energy of |1, 2〉 is ETOT = (1, 2, 0.7, λ0) = 0.5 + 2 · T =
0.5 + 1.4 = 1.9 and the energy of |0, 3〉 is ETOT (0, 3, 0.7, λ0) = EHO(NIN = 0, λ0) + 3 ·
T = 3 · 0.7 = 2.1. These are the minimal energies the system needs in order to eject two or
three particles, respectively. The energy of the final state, in which a single particle has tunneled,
ETOT (2, 1, 0.7, λ0) = EHO(NIN = 2, λ0) + 1 · T = 0.7 + EHO(NIN = 2, λ0), is dependent on
the interaction, because the energy of the trapped system, EHO(NIN = 2, λ0), with two bosons
depends on the interaction and so does the energy of the trapped system |3, 0〉 for the analogous
reason.
If one hence chooses an interaction λ0 smaller than λc1 for the initial state of N = 3 parabol-
ically trapped particles, the system is bound with a threshold of T = 0.7 because the possible
final states, |NIN = 2, NOUT = 1〉, |NIN = 1, NOUT = 2〉, and |NIN = 0, NOUT = 3〉 are
energetically not available. If one chooses an interaction of λc2 > λ0 > λc1 then the final state
|NIN = 2, NOUT = 1〉 is energetically allowed, i.e., EHO(3, λ0) > ETOT (2, 1, 0.7, λ0), but the
other final states are energetically forbidden. In this regime the N = 3 system should thus de-
cay by emitting a single boson, leaving behind two bound bosons. In the case of e.g. λc3 >
λ0 > λc2 two final states, i.e., |2, 1〉, and |1, 2〉, are energetically allowed, because EHO(3, λ0) >
ETOT (1, 2, 0.7, λ0) > ETOT (2, 1, 0.7, λ0). In this situation it turns out that the energetically lowest
configuration is the actual final state. This means that, e.g., in the above case of λc3 > λ0 > λc2
one finds the final state of the dynamics to be |2, 1〉, i.e., the ejection of a single particle is pre-
ferred. This can be explained intuitively by the physics of decay processes: The rate at which a
decay process is occurring is determined by the overlap of the initial and the final states. For the
following discussion, it is appropriate to remind the reader that the |NIN , NOUT 〉 notation does
not correspond to Fock states and in this notation states that have different occupations can hence
have an overlap. Intuitively, the overlap of the |NIN = 3, NOUT = 0〉 and |NIN = 2, NOUT = 1〉
states is bigger than that of the |NIN = 3, NOUT = 0〉 and |NIN = 1, NOUT = 2〉 states. This is
simply due to their contributions in the “IN” subspace. Furthermore, there is also an overlap of the
|NIN = 1, NOUT = 2〉 and the |NIN = 2, NOUT = 1〉 states. This means that there is a rate with
which |NIN = 1, NOUT = 2〉 is transformed to |NIN = 2, NOUT = 1〉. With this reasoning the
final state is hence the energetically lowest final configuration. One can apply a similar reasoning
for the other critical interactions λc4, λc5 . It is interesting to note the peculiarity of the process –
23
determined by the overlap of |NIN = 1, NOUT = 2〉 and |NIN = 2, NOUT = 1〉: the trapped parti-
cle numberNIN is actually increasing by one. With this reasoning it should thus be possible to find
sets of parameters for which the system’s nonescape probability is increasing for a limited amount
of time. This is at times at which the predominant part of the wave function is similar to, e.g.,
|NIN = 1, NOUT = 2〉. In all the presented examples in this section this was not the case. This
makes the conclusion tempting, that the observation of this counterintuitive regime is not possible
because the above-mentioned transformation of |NIN = 1, NOUT = 2〉 to |NIN = 2, NOUT = 1〉
is very efficient. Therefore, any population in |NIN = 1, NOUT = 2〉 is momentarily shifted to
|NIN = 2, NOUT = 1〉 and the corresponding counting statistics cannot be found. To assess the
validity of the above considerations, it remains to quantify the counting statistics in the dynamics
with the density-related nonescape probabilities P xnot(t, T ).
B. Decay by tunneling dynamics
To verify the above the time-evolution of the nonescape probabilities, P xnot(t, T ) in the given
example of N = 3 bosons in a potential with T = 0.7 for various interactions λ0 are analyzed.
For a plot of the nonescape probabilities, corresponding to the different possible final states, see
Fig. 11.
Also for N = 3 the behavior of the nonescape probabilities is as predicted from the energies
and the availability of the final states: when a certain final state becomes energetically unavailable,
then the counting statistics of the final state change. For example, for λ0 = 0.5, the lowest available
final state in the |NIN , NOUT 〉 notation is |2, 1〉 – consequently, the norm of the density in the “IN”
subspace, i.e., the nonescape probability P xnot(t, T ), converges to 23 . In the case of the stronger
interaction λ0 = 1.0, the final state |1, 2〉 is energetically favorable and consequently the nonescape
probability converges to 1
3
. The model introduced in Section III is indeed accurately predicting the
counting statistics of the tunneling to open space process with a threshold. To corroborate this
finding and to assess the generality of the model also for stronger interactions, Fig. 11 shows also
a plot of the nonescape probability for the very strong interaction λ0 = 30.0. For such a strong
interaction, the initial state is fermionized and one would expect that the model description would
be inaccurate if its validity depended on the inter-particle interactions. Yet, the model prediction
of a nonescape probability P xnot(t, T ) of 13 for the final state |1, 2〉 still holds. Of course, the decay
happens at a much faster pace in this stronger interacting case. Hence, one might expect that the
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Figure 11. (Color online) Time-evolution of the nonescape probabilities for different final states of N = 3
bosons tunneling to open space. The dependence on the interaction λ0 of the nonescape probability in a
potential with a threshold of T = 0.7 is shown. The interactions and the threshold were chosen according
to the energetics (cf. Fig. 10) of the process such that there is a bound state for either NIN = 1 (blue solid
and dashed lines) or NIN = 2 (red solid line) bosons. The two dashed horizontal lines are at P xnot = 23 and
P xnot =
1
3 , respectively. See text for further discussion. All quantities shown are dimensionless.
model consideration should hold for particle numbers N > 3 and for general interaction strengths.
In order to asses this generality of the model, section VI discusses the control of the tunneling
dynamics of N = 101 bosons.
C. Coherence and Correlations in the Tunneling Process with a Threshold of N=3 bosons
In order to assess the effects in the processes’ correlation and coherence dynamics it is best
to take a look at the correlation functions g(1) and g(2) in momentum space. Fig. 12 shows the
|g(1)(k1, k
′
1, t = 800)|
2 for varying interactions and fixed threshold T = 0.7 in the left and center
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Figure 12. (Color online) Coherence dynamics in tunneling to open space with a threshold for N = 3
bosons. The first order correlation function |g(1)|2 is plotted for three different final states with NIN = 2,
1, and NIN = 0 in the left, middle and right panel, respectively for the time t = 800. White corresponds
to |g(1)|2 = 1 and black to |g(1)|2 = 0. The structure of |g(1)|2 is determined by the peak structure in the
momentum distribution. The left panel, for the interaction λ0 = 0.5 and threshold T = 0.7, shows a single
line at the momentum with which the single boson escapes. In the middle panel, for λ0 = 1.0 and T = 1.0,
two bosons are emitted and the wave function looses its coherence at precisely their respective momenta.
For convenience, the right panel shows the case of λ0 = 1.0 and T = 0.7 where all N = 3 bosons can
decay – and consequently 3 lines show up where |g(1)|2 ≈ 0 at the momenta k1, k2, k3 of the three bosons
that escape (note the three minima in the right panel on the right and top borders for k > 1.0,k′ > 1.0).
These momenta are predicted accurately by the model [cf. Eq. (12)]. See text for further discussion. All
quantities shown are dimensionless.
panels. For convenience and in order to display all possible final states of the dynamics with an
|NIN = 3, NOUT=0〉 initial state, the right panel of Fig. 12 shows the coherence in the T = 0
dynamics.
Indeed, the behavior of the case of N = 2 bosons is reproduced in the dynamics of the coher-
ence in the tunneling to open space process of N = 3 bosons. By increasing the interaction λ0
across the critical value for the availability of a certain final state, new lines which are incoherent
with the source at rest and among each other show up (cf. left and middle panel of Fig. 12). Side
by side with the momentum distributions, the first order coherence in the process can hence also
be managed by the manipulation of λ0. Of course, the dynamics shown involve the fragmentation
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Figure 13. (Color online) Bunching dynamics of tunneling to open space with a threshold forN = 3 bosons.
The second order correlation function g(2)(k1, k2; t = 600) is plotted for three different final states with
NIN = 2, 1, and NIN = 0 in the left, middle and right panel, respectively for the time t = 600. The line
structure of the first order correlation functions in Fig. 12 is almost preserved. The lines corresponding to the
biggest momenta show slight anti-bunching, i.e., g(2) < 1 . In their crossings the anti-bunching intensifies
g(2) ≈ 0. Where the lines corresponding to the bigger k intersect the lines of the smaller momenta bunching,
i.e., g(2) > 1 occurs – this corresponds to the sequential ejection of two bosons, see top right part of middle
and right panel. See text for further discussion. All quantities shown are dimensionless.
of the initially coherent sample of N = 3 parabolically trapped bosons. The time evolution of the
occupation numbers and the momentum distributions in this case resembles the one in Figs 7 and
5 and is not shown, therefore.
It remains to find out what are the two-body properties of the process. For this purpose, a plot
of the second order coherence g(2) is shown in Fig. 13.
The structure of the first order coherence |g(1)|2 in Fig. 12 is preserved for the diagonal part
of g(2) in Fig. 13. The anticipated behavior from the case of N = 2 bosons (cf. Fig. 9) prevails:
the bunching is mainly for the off-diagonal intersections of the slightly anti-bunching lines at the
different momenta. The degree of the bunching on the diagonal and on the off-diagonal shows
the sequentiality of the process. For example, the line corresponding to the biggest momentum
is always the closest to coherent (i.e., white in Fig. 13) and the anti-bunching for this line on the
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diagonal is the strongest. Hence, the boson which is emitted and is propagating at the correspond-
ing momentum kT1 is very unlikely to be found, if another boson also propagates and the same
momentum. Furthermore, the boson propagating with kT1 is coherent, i.e., uncorrelated with all
the other momenta – one could say that it does not feel the remainder of the 3-boson system. This
explains the good applicability of the model introduced in Section III. While the escaped bosons
lose their first order coherence with the source, their second order coherence is preserved. This is
because the process accounting for a single line in the g(1) or g(2), respectively, is a single-particle
process. The model’s elementary processes describe exactly such a behavior. Similar reasoning
can be applied to the other lines in g(2). This concludes the discussion of the first- and second-order
coherence in the three-boson process of tunneling to open space.
VI. CONTROLLING THE MANY-BODY PROCESS
In this section, the control schemes using the threshold T and the interparticle interaction λ0
found in the previous sections are applied to the dynamics of N = 101 bosons. The intention is
to obtain a desired final state, of roughly NIN = 50 bosons. The strategy chosen is to first fix
a threshold and then tune the interaction appropriately – it is noteworthy that first choosing an
interaction and thereafter adjusting the threshold is also possible. Fig. 14 shows the energetics and
nonescape probability for N = 101 particles. In this case the threshold was fixed to T = 0.6. One
can tune the tunneling process’ counting statistics by modifying the interactions in order to obtain
an NIN ≈ 50 bound state by the presented reasoning.
Fig. 14 validates the model [cf. Section III and Eqs. (12),(13)] for a general number of particles.
This makes the formulation of a protocol for the deterministic production of a desired N-boson
state possible. In the case of a fixed potential threshold one can tune the interactions λ0 such
that the energy of the desired number of bosons just becomes a bound state. And in the case
of a fixed interaction one can tune the threshold of the potential such that one remains with the
desired number of bosons. With this approach the counting statistics of the problem are fully
under control. With just two parameters it is possible to control the interplay of the one-particle
potential and the interparticle interactions in order to manufacture any desired final state of NIN
“IN” bosons and NOUT “OUT” bosons.
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Figure 14. (Color online) Energetics and nonescape probability for the tunneling to open space of N = 101
bosons. Left Panel: Shown are the energies of the final states |NIN , NOUT 〉 = |41, 60〉, |51, 50〉, and
|61, 40〉. When one tunes the interaction λ0 such that it is in between the crossing points (marked by the
black dashed vertical lines) of the green and the red and magenta solid lines at λ0 = λc1 and λ0 = λc2, the
energetically most favorable state will be with NIN ∈ (41, 61) and NOUT = N −NIN particles. The black
arrow shows the interaction λ0 = 0.005 chosen for the propagation. Right Panel: Shown is the nonescape
probability P xnot(t, T ) of N = 101 particles with λ0 = 0.005 (red solid line). According to a least squares
fit (see green, dashed line), the final state is |NIN = 49, NOUT = 52〉 and hence in the range assessed from
the energetics in the left panel. See text for further discussion. All quantities shown are dimensionless.
The patterns found for the dynamics of the correlations and coherence in momentum space,
as depicted in Figs. 8,9,12,13 and analyzed in Sections IV and V hold also for the present case
of N = 101 bosons. Since the first and second order momentum correlation functions g(1) and
g(2) are similar to the ones in Figs. 8,9,12,13 they are not shown here for the sake of brevity. It is
worthwhile to state here, that the distance between the lines decreases when the particle number
is increasing and the minima between the peaks become less pronounced. Hence, the lines are not
as clearly visible in the case of a large particle number. The momenta at which first and second
order coherence is lost are predicted by the model consideration, i.e., Eq. (12) and Section III.
To predict these momenta for which the coherence is lost one has to find the velocities at which
particles are escaping for given T and λ0. To achieve this, one first determines the number of
atoms which is still bound for the chosen T and λ0. Subsequently, Eq. (12) is used to determine
the momenta of the escaping particles. These momenta are the momenta where the coherence is
lost. Furthermore, when one adjusts λ0,N and T a many-body wavefunction which shows first
and second order incoherence for a certain set of momenta can be manufactured – such a control
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on the coherence properties of the wavefunction of a many-boson system could be very useful to
study the coherence in atom-laser experiments [3, 45–47].
VII. BRIEF SUMMARY AND OUTLOOK
In summary, this paper has shown that one can fully control the number of ejected particles and
their momentum density in the tunneling to open space process. Namely, the final state’s count-
ing statistics can be managed at will, i.e., how many particles will reside in the interior “IN” and
exterior “OUT” regions after the process completes. This can be achieved by manipulating the
interplay of the threshold of the potential and the two-body interaction. The overall many-boson
process is made up of single-particle processes which are well-described using the following model
(cf. Fig. 2): The momentum kTi of the ejection process is defined by the chemical potential µi of
the confined NIN -boson system. This chemical potential µi is firstly used to overcome the po-
tential threshold T and the remainder of the energy is subsequently converted to kinetic energy
Ekin(T, µi). Hence, one finds peaks in the momentum distributions at kTi =
√
2m(µi − T ). At
precisely the peaks’ positions, the first-oder coherence of the bosons is lost, but the second order
coherence is almost completely preserved. This shows the one-particle nature of the processes.
Employing this characteristic, one can control the structure of the coherence and correlations in
the process by switching on or off certain processes with the interaction λ0 or the threshold T .
The model (cf. Fig. 2 and Section III) is a consideration on the energies of NIN confined bosons,
EIN , and NOUT escaped bosons in open space, EOUT . In the present case, EIN is the energy of
NIN parabolically trapped interacting particles and EOUT is defined by the threshold T and the
difference in EIN for varying NIN . In this respect, the control exerted by the potential threshold
T and the interaction λ0 means to adjust EOUT and EIN , respectively. Since the external potential
and the interparticle interactions can be controlled almost at will, the system’s dynamics are also
under full control. This renders it an good candidate for a quantum simulator of other processes
with similar properties. Such processes include complicated multiple ionization or dissociation
processes [48, 49], where one could use the threshold to adjust the peaks in the momentum distri-
bution such that they correspond to the ionization energies and the interaction to tune the peaks in
the momentum distribution to mimick the ionization spectrum. Furthermore, the control schemes
and found physics of the dynamics especially in the exterior “OUT” part of the potential are very
similar to atom lasers [3, 45–47] and could be useful to simulate and design their physical proper-
ties.
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Appendix A: The multiconfigurational time-dependent Hartree method for bosons and computa-
tional details
The details and derivation of the used computational method, MCTDHB, are given in Ref. [57].
MCTDHB is capable of providing numerically exact solutions of the time-dependent many-boson
Schro¨dinger equation (TDSE), see Ref. [41]. The method relies on expanding the wavefunc-
tion with multiple, time-dependent configurations |~n; t〉weighted with time-dependent coefficients
C~n(t):
|Ψ〉 =
∑
~n
C~n(t)|~n; t〉. (A1)
The configurations are a many-body basis build by applying creation and annihilation operators
in at most M single-particle time-adaptive states to the quantum mechanical vacuum |vac〉:
|~n; t〉 = |n1, n2, ..., nM ; t〉 =
1√∏M
i=1 ni!
[bˆ†1(t)]
n1[bˆ†2(t)]
n2 · · · [bˆ†M(t)]
nM |vac〉. (A2)
The MCTDHB equations of motion are obtained by tackling the TDSE with the time-dependent
variational principle and requiring the stationarity of the resulting functional action when varying
the coefficients C~n(t) and the single-particle states bˆk(t), bˆ†k(t), see Ref. [57]. The
(
N+M−1
N
)
linear
equations of motion for the coefficients are coupled to the M non-linear integrodifferential equa-
tions of motion of the orbitals. Since the derivation is variational and the basis used is a formally
complete set in the limit M → ∞, convergence with respect to the number of orbitals implies
the convergence to the exact solution of TDSE for the problem under consideration [41]. The
use of time-adaptive orbitals is of key importance for the achievement of numerical exactness: a
much smaller number of time-adaptive orbitals is needed to achieve the same level of accuracy as
compared to the number of basis functions in a static, time- independent basis [41].
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In the present case the MCTDHB software package [58] was employed to obtain such con-
verged solutions of the TDSE. The computations used grids of sizes of up to [−5; 7465] in dimen-
sionless units, sampled by up to 216 = 65536 time-independent basis functions (grid points) with
up to M = 14 orbitals.
Appendix B: Polynomial connection of the parabolic potential and its threshold
There are four constraints to the polynomial continuation, namely that both the polynomial
itself and its first derivatives have to be equal to the values and first derivatives of the neighboring
potential at xc1 = 2 and xc2 = 4, see Fig. 1. Therefore, a polynomial of at least third order with
four coefficients, A,B,C,D, is required:
P (x) = Ax3 +Bx2 + Cx+D. (B1)
With the constraints
P (xc1) = Ax
3
c1 +Bx
2
c1 + Cxc1 +D = Vh(xc1) = 2, (B2)
d
dx
P (x) |x=xc1= 3Ax
2
c1 + 2Bxc1 + C =
d
dx
Vh(x) |x=xc1= 2 (B3)
for the connection at xc1 to the harmonic trapping potential Vh(x) and
P (xc2) = Ax
3
c2 +Bx
2
c2 + Cxc2 +D = T, (B4)
d
dx
P (x) |x=xc2= 3Ax
2
c2 + 2Bxc2 + C =
d
dx
T = 0 (B5)
for the connection to the constant threshold T at xc2. From these four equations the coefficients
A(T ), B(T ), C(T ), D(T ) can be obtained easily, cf. Table I. One can hence control the threshold
T arbitrarily while maintaining a smooth potential. The overall potential part of the Hamiltonian
then reads:
V (x) = Θ(xc1 − x) ·
1
2
x2 +Θ(x− xc1) ·Θ(xc2 − x) · P (x) + Θ(x− xc2) · T (B6)
Here Θ(·) is the Heaviside step function.
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Coefficient Value at T=0.5
A(T ) = −14T + 1 0.875
B(T ) = 94T −
19
2 8.375
C(T ) = −6T + 28 25.0
D(T ) = 5T − 24 21.5
Table I. Parameters of the potential with a threshold and their dependence on the threshold, cf.
Eqs. (B1),(B2),(B3),(B4),(B5).
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