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Abstract
Biophysical models are increasingly used for medical applications at the organ scale. However, model predictions
are rarely associated with a confidence measure although there ar important sources of uncertainty in computational
physiology methods. For instance, the sparsity and noise ofthe clinical data used to adjust the model parameters
(personalization), and the difficulty in modeling accurately soft tissue physiology. The recent theoretical progresses in
stochastic models make their use computationally tractable, but there is still a challenge in estimating patient-specific
parameters with such models. In this work we propose an efficient Bayesian inference method for model personal-
ization using polynomial chaos and compressed sensing. This method makes Bayesian inference feasible in real 3D
modeling problems. We demonstrate our method on cardiac electrophysiology. We first present validation results on
synthetic data, then we apply the proposed method to clinicadat . We demonstrate how this can help in quantifying
the impact of the data characteristics on the personalization (and thus prediction) results. Described method can be
beneficial for the clinical use of personalized models as it explicitly takes into account the uncertainties on the data
and the model parameters while still enabling simulations that can be used to optimize treatment. Such uncertainty
handling can be pivotal for the proper use of modeling as a clinical tool, because there is a crucial requirement to
know the confidence one can have in personalized models.
Keywords: Probabilistic Inverse problems, Bayesian Inference, PDE models, Polynomial Chaos, Spectral
Representation, Cardiac Electrophysiology, Model Personalization, Eikonal Models, Compressed Sensing
1. Introduction
Modeling of physiological processes and pathologies is important for understanding the underlying phenomena
and also for designing better clinical systems for diagnosis and therapy planning. The research community has fo-
cused on the mathematical models for a long time aiming to create more realistic and multi-scale models, Murray
(2002). Recently, thanks to the advances in clinical imaging a d mapping, modeling research broadened its interest
and started to focus on a different type of problem,model personalization. Model personalization is the adaptation of
a generic model to a specific patient based on the available clinical data. This is crucial both for transferring mathe-
matical models into clinical practice and for validating models with patient data. In this article we concentrate on the
estimation of patient specific parameters.
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Parameter estimation from clinical data is a challenging task due to the nature of the clinical observations and the
complexity of the mathematical models, even in simplified cases, He and Keyes (2007). The challenge mainly arises
due to the following reasons:
i. Sparsity of the data: The temporal (frequency) and spatial (resolution) sampling of the acquired clinical obser-
vations are much lower than the corresponding scales of the und rlying processes. For example, during a cycle
of a healthy heart the electrical wave passes through all thecells in the cardiac tissue. The cardiac mappings on
the other hand, samples at best a few hundred points at 1 Hz on the boundary of the heart.
ii. Uncertainty on the data: The measurements obtained from clinical data are often gathered through invasive
and/or indirect procedures. For example, cardiac electrophysiology mapping can either be achieved by catheter-
ization or indirectly derived from body surface potentials. In the first case the contact points are on a moving
heart and can slide due the beating of the heart and the breathing motion. Furthermore, the matching between
the measurement points and the computational mesh used in the simulations - which is extracted from med-
ical images - is ambiguous. Both the motion and the ambiguousmatching are sources of uncertainty on the
measured values.
iii. Complexity of the model: The mathematical models describe complex dynamics resulting in nonlinear formu-
lations. The interactions between the model parameters, the model variables and the observations are therefore
not trivial. Furthermore, models often include large number of parameters that must be estimated. The param-
eter estimation problems for such models are in general hardand often results in non-unique solutions in the
sense that observations could have resulted via a range of possible parameter sets instead of a single one.
iv. Assumptions of the model: Modeling is by definition a simplification, thusthe degree of realism of the model
compared to the observations is limited by the assumptions that make the model valid. Finding the right level
of details in a model in order to be able to both adjust it to thedata and achieve meaningful predictions is not
simple.
These challenges undermine the uniqueness of the parameterestimation problem. Under these settings one can expect
multiple parameter sets satisfying the observations with the same accuracy. Methods for estimating patient-specific
parameters should take these challenges into account in providing not only point estimates for the parameters but also
ranges of possible parameters and confidence margins.
Most physiological models used today are continuum models based on systems of partial differential equations
(PDEs), Murray (2002). Parameter estimation problems are well studied for PDE systems, Tarantola (2005). Ap-
proaches can be coarsely classified as deterministic or probabilistic, Kaipio and Somersalo (2005). Deterministic
approaches are based on minimizing a cost function that measur s the difference between the observations and the
model solutions. The solution giving the minimum value thens rves as the estimate. The most common techniques
involve variational (e.g. adjoint model) or sequential (e.g. Kalman filter) methods, Tarantola (2005); Voss and Tim-
mer (2004). These methods are very popular due to the tractability of the estimation and the well studied control
theory. On the other hand, it is well known that these methodsare prone to local minima and the sensitivity analysis
can become cumbersome in complex models where analytical derivations are not possible. In the case of sparse and
uncertain observations these drawbacks become important issues.
Probabilistic or statistical methods are based on the theories f Bayesian inference and numerical schemes to
generate the posterior distributions for the parameters. The problem of parameter estimation is cast as a probabilistic
model defining a joint probability distribution between observations, parameters and variables. The estimation task
is then defined as computing the posterior distribution for the parameters given the observations. These distributions
provide much richer information than the point estimates obtained in deterministic methods. They contain information
about how well all possible sets of model parameters fit the observations. They can be used to obtain point estimates
(e.g. Maximum-A-Posteriori (MAP) estimates) as well as confidences on these estimates. Another advantage of
probabilistic methods is that they are less sensitive to local minima since they estimate the whole distribution.
The main disadvantage of the probabilistic methods is theircomputational cost. In general posterior distributions
cannot be computed analytically and must be approximated numerically. The conventional numerical method for
this task is sampling through Markov-Chain Monte-Carlo (MC) methods, Kaipio and Somersalo (2005). MCMC
methods is based on simulating the model with many number of different parameter sets and approximating the
posterior distribution using these samples. Obtaining an accurate estimate using probabilistic methods requires a
large number of sample simulations. When a single model simulation can take a considerable amount of time on
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a high performance computer, as it can be the case in organ-scale biophysical models, running thousands of them
becomes impractical.
Recent advances in uncertainty quantification (UQ) and numerical methods for stochastic PDEs provide solutions
for reducing the computational cost of Monte-Carlo simulations of PDE systems, Ghanem and Doostan (2006); Xiu
and Karniadakis (2002). These methods are based on polynomial chaos (PC) expansions of random variables and
spectral representations of the equations. Through spectral approximations, the model simulations can be executed
using only linear combinations of spectral basis functionsrather than solving the PDE. This yields faster Monte-
Carlo simulations and faster uncertainty quantification, which have significant impact on probabilistic methods for
sensitivity analysis and parameter estimation, Ghanem andDoostan (2006); Xiu and Karniadakis (2002); Marzouk
et al. (2007); Marzouk and Najm (2009); Marzouk and Xiu (2009); Ma and Zabaras (2009); Doostan et al. (2009);
Xiu (2007, 2009).
In this article we propose and demonstrate an effici nt Bayesian inference method for the parameter estimation
problems involving large (> 10) number of parameters. In order to demonstrate the interactions between uncertainty
on the data and the model parameters we focus on the parameterestimation problem in Eikonal-Diffusion (ED) type
models for cardiac electrophysiology (EP). We formulate thBayesian inference problem for the ED model and
demonstrate the inference method. In Section 2 we briefly discuss the cardiac electrophysiology model used in this
work. Section 3 explains the probabilistic formulation andthe Bayesian inference problem. In Section 4 we explain
the inference algorithm (mathematical details are given asappendices). The proposed methodology is demonstrated
both on synthetic and clinical data. Sections 5 and 6 presentth se results. Finally we conclude this article with
discussions.
2. Eikonal-Diffusion Model for Cardiac Electrophysiology
Among the different models describing the electrical activity in the cardiac tissue, Fink et al. (2011); Clayton
et al. (2011), here we chose to focus on the Eikonal-Diffus on (ED) model Colli Franzone et al. (1990), as it allows a
compact formulation while still including important nonliearities. Moreover, by using the anisotropic Fast-Marching
Method, Konukoglu et al. (2007), Eikonal models can be solved rapidly which makes them suitable for clinical
applications, Chinchapatnam et al. (2008), and treatment simulations, Pernod et al. (2011).
2.1. The Eikonal-Diffusion Model





− ∇ · (D(x)M (x)∇T ) = τ, (1)
T (x) = 0, x ∈ ΩE , (2)
where the boundary conditions depict the initialization ofthe excitation (electric wave) at locationΩE , the onset
location (which is a set of points in the discrete setting). In this equation the superscriptt denotes the transposition,
nabla is the gradient operator,c0 is the dimensionless constant related to the cell membrane andτ is the cell membrane
time constant.D(x) is the square of the local tissue space constant and is related to he conductivity of the tissue. The
tensor quantityM (x) incorporates the local fiber orientation to represent the anisotropy in conduction velocity of the
cardiac tissue (see Tomlinson et al. (2002) for further details on the Eikonal-Diffusion model parameters).
The parameters of interest in this equation are the conductivity D(x) and the onset locationΩE. D(x) is a spatially
varying conductivity function with specific structure. Itsvalue in the cardiac myocardium volume is taken as a global
parameter. But on the endocardium surface, it varies spatially due to the existence of the Purkinje network extremities.
This network creates important fast conduction pathways but cannot be observed using medical imaging. The goal
of the inverse problem is to find the global myocardium conductivity and the locally varying conductivity on the
endocardium. We representD(x) with a radial basis function approximation as often done inthe literature, Nobile














)) if x ∈ Ωendo,
(3)
3
whereΩmyo is the myocardial tissue,Ωendo is the endocardial surface,Z(x) =
∑M
m=1 exp(−(||x−xm||2/σ2)) is the normal-
ization term,D0 is the muscle tissue conductivity,xm are pre-defined radial basis centers,|| · || is the geodesic distance
on the endocardium surface andDm’s are scalar weights. Based on this representation the inverse problem forD(x) is
defined as estimating the vectorD = [D0, ...,DM]. Alternative representations can also be used, Marzouk and Najm
(2009); Marzouk and Xiu (2009). Ideally one would representD(x) as a different value at each discretization point
in the computation domain. This however, yields a high dimensio al inverse problem creating a high computational
cost, Kaipio and Somersalo (2005).
We model the onset locationΩE as a point on the septum wall on the endocardium. Although a more realistic
model would formulate this as a set of different junctions we currently approximate this with a singlepoint and
endocardial areas of fast conduction. Based on this assumption we represent the location of theΩE with two spatial
coordinates on the septum of the endocardial surfacexE , yE .
2.2. The Observation Model
The clinically available observations are depolarizationmes on the left ventricular endocardium (from catheter-
based mapping) and depolarization times on the epicardium,fro catheters or computed from the inverse problem of
electrocardiography. These observations are mathematically represented as̃T (x) = T (x) + ǫ(x) for {xi}N1 ⊂ ∂Ω on the
boundary of the heart, whereǫ(x) is the observation noise and{T̃ (xi)}N1 forms the observation vector. The observation
noise approximates the following sources of uncertainty:
- During the acquisition procedure the catheters position changes due to the beating of the heart and the breathing
motion.
- The position of each observation point is projected onto the computation domainΩ which is extracted from
medical images taken either before or after the acquisition. Therefore, these points do not necessarily corre-
spond to each other.
- The depolarization times are estimated from the electrical potentials measured by the catheter. This estimation
is also prone to noise, Steinhaus (1989).
An in depth analysis of each of these sources of error would bevery beneficial however, this is beyond this presented
work. Here we approximate the contribution of all of these sources with the observation noiseǫ(x).
3. Probabilistic Modeling of Parameter Estimation for the ED Model
Different methods have been proposed to adjust cardiac electrophysi logy models, including for instance genetic
algorithms for the fast conduction system, Camara et al. (2010), Maximum A Posteriori state estimation, Wang et al.
(2011), or in similar conditions using a deterministic approach and a trust-region minimizations, Chinchapatnam et al.
(2008); Relan et al. (2011). Up to the best of our knowledge none of these approaches use a full probabilistic treatment
of the problem.
The probabilistic approach taken here formulates each model parameter as a random variable. The distributions
for these random variables reflect the possible ranges of theparameters as well as their expected value. Under this ran-
domness the relationship between the model parameters and the model variablesT can be written as a joint probability
distribution. This distribution can be decomposed based onthe conditional dependencies of the PDE, i.e. different
parameters leading to different solutions. The joint distribution for the ED model described above can be written as
p(T̃ , T,D(x), c0, τ,M (x),ΩE) = p(T |D(x), c0, τ,M (x),ΩE)p(T̃ |T )p(D(x), c0, τ,M (x))p(ΩE) (4)
where theT̃ = {T̃ (x1), T̃ (x2), ..., T̃(xN)} is the set of observations,p(ΩE) is the prior distribution for the onset location
and p(D(x), c0, τ,M (x)) is the prior distribution for the model parameters. On theright hand side of this equation,
the first term describes the probability that for a given parameter set the simulated depolarization times will beT , the
second term describes the probability of observingT̃ when the simulation result is given asT and the last two terms
are the prior distributions for the parameters. Here we onlyfocus onD(x) andΩE therefore we can drop the other
parameters in the formulation. Furthermore, we assume thatthe observation noiseǫ(x) is an independent random
variable for each point - a common assumption for the probabilistic models, Kaipio and Somersalo (2005). Consid-
ering the independent nature of contact mappings this assumption can be justified for the catheter based observations.
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This assumption allows us to state that for a given locationx if T (x) is given thenT̃ (x) does not depend on the ob-
servations taken from other locationsy (however, we would also like to note that this independence assumption could
also be changed without greatly affecting the overall method.). Based on this conditional independence and using the
approximation given in Eq. (3) the formulation becomes





p(T̃ (xi)|T (xi))p(T (xi)|D, xE , yE)
}
p(D)p(xE , yE). (5)
In the case of parameter estimation for PDEs, given a boundary condition and a set of parameters the forward sim-
ulation often provides a unique solution. This is also the case for the ED model. This is integrated as an additional
simplification: p(T (x))|D, xE , yE) = δT (x|D,xE ,yE), where we useT (x|D, xE , yE) to represent the solution of the model
Eq. (1) given a specific parameter set andδ is the Dirac’s delta function. We can then compute the posterior distribution
for the parameters,p(D, xE , yE , |T̃ ), given an observation vector:
















where the integral in the denominator of the posterior distribu ion is over all the possible parameter sets. One can
see the advantage of probabilistic methods in this formulation. The posterior distributionp(D, xE , yE , |T̃ ) not only
provides us with the best possible parameter set that fits theobs rvation, but also contains information on how all
other possible parameter sets fit the observations.
In principle the prior distributions for the conductivity values and the onset locations can be obtained through
populations statistics. In order to take into account our lack of knowledge of such statistics – which up to the best of
our knowledge do not exist yet – here the prior distributionsare set to uniform distributions, namely the uninformative
priors
Dm ∼ U(Dam,Dbm), m = 0, ...,M
xE ∼ U(xaE , xbE), yE ∼ U(yaE , ybE). (7)
The values for the upper and lower limits of the distributions will be specified in the experiments section.
4. Fast Bayesian Inference
Bayesian inference corresponds to computing the posteriordistribution p(D, xE , yE , |T̃ ) for a given observation
set. Equation (6) admits an analytical solution only if the term T (x|D, xE , yE) can be written analytically. For most
models, as is the case for this one, solutions cannot be written analytically. They are found by numerically solving the
PDE systems. The common approach to compute(D, xE , yE |T̃ ) is to use sampling methods such as MCMC, Kaipio
and Somersalo (2005). MCMC methods evaluate the numerator in Equation 6 sequentially at many random points
and approximate the posterior distributions using these samples (we would like to note here that the independence as-
sumption onǫ(x) only determines the method of computation of this numerator and it can easily be interchanged with
another observation model). One can immediately see the bottleneck here: evaluation of the model,T (x|D, xE , yE).
Simulating models often takes time and this is the reason of the high computational cost of probabilistic methods.
Spectral representations based on polynomial chaos expansions efficiently approximateT (x|D, xE , yE) and yield
substantial speed ups, Ghanem and Doostan (2006); Xiu (2009); Marzouk and Najm (2009). It has already been used
for the sensitivity analysis of the direct problem of electro ardiography at the macroscopic scale, where number of
parameters is small and the underlying equation is linear, Geneser et al. (2008). The spectral approximation for the
probabilistic formulation of the ED model given above can begiven as




Ti(x)Φi(D, xE , yE), (8)
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(a) (b) (c)
Figure 1: Geometric setting: (a) Simulation domain with observation points (in red). Green point: onset location for experiments 1. Yellow disc:
region of unknown onset location in experiment 2, (b) Figure(a) shown in a different view point, (c) Ground truth varying conductivity. Muscle
conductivity: D0 = 0.06 mm2 (the conduction velocityv = c0
√
D0/τ = 0.6 m/s). Endocardial conductivity set using Eq. (3) withM = 17.
whereTi(x) are so-called the spectral basis,Φi are multivariate orthonormal Legendre polynomials of increasing order
andP is the total number of spectral components involved in the approximation. The summation on the right hand
side approximates the solution of the model equation. One casee that the computation of this summation can be
executed much faster than numerically solving the model equation because it only involves addition of functions.
Therefore, in the Bayesian inference this approximation can be used to compute the samples necessary to build the
posterior distribution. For the ease of explanation we do not pr vide the mathematical details at this stage please refer
to Appendix A for these details.
The computation of the spectral basisTi(x) for high number of parameters is in general a computationally expen-
sive task. However, for the ED model, compressed sensing canbe used to determine the basis in a fast manner. Such
a technique has been demonstrated for the linear diffusion equation in Doostan et al. (2009). As a result, one can
compute the basis functions easily and in an efficient manner (see Appendix B for a brief explanation). Usingthese
two improvements together, we can then apply Bayesian infere ce on such non-linear 3D models in a tractable way.
We will provide computational times in the experiments section o elaborate on this advantage.
5. Validation on Synthetic Data
In this section we demonstrate the proposed Bayesian inferenc method on synthetic data where the ground truth
for the local cardiac muscle conductivity is known. Using the synthetic problem we aim to demonstrate the influence
of the data uncertainty on the confidences of the estimated parameters. We use an idealised left ventricle geometry
(see Fig. 1). The computation domain is discretized as a Cartesi n grid in 3D, its size is 15× 15× 10 cm3 and the
resolution of each voxel is 1× 1× 1 mm3. The ED model Eq. (1) is solved within the volume enclosed by the mesh
shown in Fig. 1a (mesh is only shown for visualization purposes and the computations were done on a Cartesian grid
for this synthetic study) using a Fast-Marching approach. Te parameters – which are assumed to be known and
constant for the presented experiment – arec0 = 2.5, τ = 1 andM is here an isotropic tensor.
5.1. Problem Setting
We generated a ground truth conductivity function using Eq.(3) and simulated data similar to what can be acquired
in a clinical environment: a set of endocardial depolarization imes as measured with a catheter, Dong et al. (2006);
Richmond et al. (2008), and a set of epicardial depolarization times, as measured either by a catheter, Sacher et al.
(2010) or from body surface potential mapping, Ramanathan et al. (2004). Using the simulated data we infer the
conductivity function under different settings. The presented experiments encompass some of the main difficulties of
this inverse problem: the spatial variation of conductivity on the endocardium from very low values (scars) to very
high values (Purkinje extremities), and the uncertainty onthe onset location.
In order to exclude the onset from the data, we simulate a LeftBundle Branch Block, therefore we initiate the
electrical onset on the right ventricular septum (green poit in Fig 1a). In the first experiment this location is known,
and in the second experiment we relax this assumption and perform a joint inference of both the onset location and
the conductivity function. The yellow region shown in Fig. 1a denotes possible locations of the onset point for this
second experiment.
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The ground truth conductivity common to both of the presented experiments is shown in Fig. 1c. In this figure
and all the following figures, we show the conduction velocity v = c0
√
D/τ rather than theD value due to its clinical
relevance. For completeness we will provide numerical values for bothD andv. To model the scars and the existence
of Purkinje extremities, the conductivity on the endocardium varies from very low values (0. 016mm2 ∼ 0.1 m/s) to
very high values (0.9 mm2 ∼ 2.4 m/s), as seen in Fig. 1c. We construct the conductivity functionas given in Eq. (3).
We used an 18 dimensionalD, with M = 17 radial basis functions defined on{xm} which are equally spaced on the
surface and the ground truth muscle conductivity is taken asD0 = 0.06mm2 ∼ 0.6m/s.
Using the model Eq. (1) and the parameter settings describeda ove, we simulated data at different observation
points on the endocardium (200 points) and the epicardium (300 points). The epicardial data were assumed to be
only on the opposite side of the onset point since the region ar und the onset would normally be located inside the
right ventricle and not accessible. In Fig. 1a and b we show these observation points as red spheres on the surface. As
explained in Section 2.2 the observed depolarization timescan be uncertain due to several factors. In order to integrat
this into our synthetic experiment we added Gaussian noise tthe simulated depolarization times with variance of 25
ms (simulated depolarization times varied between 35ms to 125ms at the observation points).
5.2. Probabilistic Model Details and Computational Aspects
The parameters of the presented method are the limits of the uniform distributions given in Equation 7 and the
number of spectral componentsP to be included in the spectral approximation. For theD parameter the ranges for
the synthetic problem are set as (Da0,D
b
0) = (0.01, 0.09) mm
2 ∼ (0.25, 0.75) m/s and (Dam,Dbm) = (0.001, 0.9) mm2
∼ (0.08, 2.4) m/s for m = 1, ..., 17. On the other hand for the onset locationΩE the prior distribution is defined as
the uniform distribution defined over the yellow region shown in Fig. 1a, which is a disc of 6 cm in diameter on the
surface. Using this probabilistic setting we computed the spectral basis{Ti(x)}Pi=0 on all the observation points. In our
experiments we setP = 10626 containing all 20 dimensional multivariate Legendrepolynomials of maximum order
4.
In terms of computational times the construction of the spectral basis is the most expensive part. However, as
explained in Section 4 compressed sensing framework speedsup this construction. In the synthetic example the
computation of the{Ti(x)}Pi=0 took about 2.5 hours for all the 500 observation points.
5.3. Estimation Experiments
We present two different experiments using the setting explained above: 1) infere ce ofD using observations
taken on endocardial and epicardial surfaces assuming the knowledge ofΩE and 2) joint inference ofD andΩE.
All the inferences are done using the formulation and the method explained in Sections 3 and 4. Once the spectral
basis is constructed the inference for each of the experiments took less than 5 minutes for both of the experiments.
The MCMC algorithm we used is described in Girolami and Calderhead (2011). The posterior distributions were
approximated through generating 15000 samples where first 5000 samples were discarded as burn-out. As it is not
feasible to visualize the high dimensional posterior distribu ions p(D|T̃ ) and p(D, xE , yE |T̃ ) in the experiments we
present the mean of the posterior distribution and the margin l standard deviations on these estimates.
In Fig. 2a and b we show the mean of the posterior distributionof the conductivity and the posterior marginal
standard deviation forD obtained from the first experiment. We observe that the estimate is very similar to the
ground truth both quantitatively and qualitatively (the RMS error between the simulated depolarization times using
the posterior mean and the measurements is 1.7msec). The standard deviation is low showing the higher confidence
in the estimation. The posterior average and the standard deviation of muscle conductivity estimate in this case is
0.061± 0.001mm2 ∼ 0.62± 0.01 m/s. In Figure 2c we show the standard deviation of the estimation fr m the top
view. Notice that the standard deviation is higher for the regions where there are no epicardial observation points.
This is as expected since the sparsity of observation in thatside of the synthetic left ventricle increases the uncertainty
in the estimated parameters. Furthermore, we also notice that the standard deviation increases towards the top of the
left ventricle where the number of observation points is smaller, in other words the observations are sparser.
For the second experiment we defined the onset location as a random parameter of the system as well. In the first
experiment the onset location was centered in the allowableregion. In order to show that the proposed methodology
indeed works for the whole region we changed the ground truthonset location to the white sphere shown in Fig. 2f.




Figure 2: Mean estimate of the conductivity function (a) forexperiment 1, and (d) for experiment 2. Standard deviation of the conductivity estimate
(b) for experiment 1 and (e) for experiment 2. (c) Distribution of the marginal standard deviation (inverse of the confidece in estimation) with
respect to the location of epicardial observation points. Notice that where there are more observations the standard deviation on the estimation is
lower. (f) -log posterior distribution of the onset location given the observations. The white point denotes the groundtr th and the red point denotes
the mean of the posterior distribution.
that again the locations of the low and high conduction regions are well captured (the RMS error on the depolarization
times is 3.5msec). Moreover the standard deviation for this estimate shown in Fig. 2e demonstrates that again
the difference between the ground truth and the estimate is capturedwithin the standard deviation of the estimate.
Comparing Figures 2b and e we notice that the standard deviation on the estimated conductivity function increases
slightly. This is as expected since the posterior distributions for the parameters captures all possible parameter sets that
fit the (noisy) observations. Therefore, by introducing theonset location in the parameter estimation we enlarge the
possible parameter sets that would have a close fit with the obs rvations. This increases the standard deviation leading
to a decrease our confidence. The muscle conductivity in thiscase is estimated as 0.062±0.001mm2 ∼ 0.62±0.01m/s.
In Fig. 2f we show the mean of the posterior distribution of the onset location (small red sphere) and the negative log
posterior distribution− log(p(ΩE |T̃ )). The mean of the posterior distribution well estimates the ground truth onset
location (4.4 mm apart).
6. Evaluation on Clinical Data
In order to evaluate this method on clinical data, we used contact mapping of the myocardium, acquired during an
electrophysiology study for ventricular tachycardia radio-frequency ablation. This study comprises both endocardial
and epicardial mapping, which is rare in clinical routine but enables to precisely evaluate the impact of both mea-
surements on the estimated parameters and its associated confi ence. We used either the 20-polar 5-spline PentaRay
I (Biosense-Webster, CA) or the 30-polar 5-spline PentaRayII (Biosense-Webster, CA) catheters for high density
endo- and epicardial mapping. The PentaRay II catheter enabl s simultaneous multi-electrode contact mapping of up
to 60mm2 myocardial surface, when fully expanded. This novel technique of high density map acquisition enables
rapid high-density mapping. The mean duration for acquiring a high-density map is about 5-10 minutes. The EP
measurements were processed to estimate the depolarization times, Steinhaus (1989) at 958 observation points (both
endocardial and epicardial) which were then used to adjust the model.
Magnetic Resonance Images (MRI) of the patient were also acquired, both anatomical images and late-enhancement
ones, in order to locate scar tissue (this patient has a largeaneurysm in the left ventricle). The 3D anatomical image
was segmented to generate the myocardial mesh and late-enhancement MRI was segmented and used to label scar
tissue and peri-infarct area (border zone) in the mesh. The extra-cellular potential measurements obtained with the
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catheters were then globally manually registered to this meh, and projected on the mesh surface. In Fig. 3 we present
the mesh extracted from the MR images and the observation points projected onto the mesh. The color of the points
corresponds to the distance between the location of the observation point during the procedure and the mesh surface
extracted from the MR image. Notice that these distances canbe quite large and contribute to the uncertainty on the
observation values.
Figure 3: The computational mesh extracted from the MR images and the observation points. On the left two views of the endocardial surface is
shown with the observation points plotted on top. On the right two views of the epicardial surface is also drawn (as a wire mesh). The observation
points on the two surfaces are depicted in the images where thcolors correspond to thedistance each point was projected to the mesh surface.
6.1. Probabilistic Model Details and Computational Aspects
The parameters we focus on are: the onset location, the fast condu tion system on the endocardium, and the
myocardium/ scar/ border zone conductivities. As in the synthetic case, we detrmined 17 anatomical regions on
the endocardial surface and use the formulation given in Equation 3 to describe the endocardial conductivity function.
This ( together with the myocardium/scar/border zone conductivities ) in total yields 20 conductivity parameters to
estimate. The conductivity parameters were again formulated s uniformly distributed random variables with ranges:
i) myocardium and border zone - (0.1, 1.6) mm2 ∼ (0.25, 1) m/s, ii) scar - (0.03, 0.4) mm2 ∼ (0.15, 0.5) m/s and iii)
each endocardial parameter - (0.1, 2.0)mm2 ∼ (0.8, 3.5)m/s. In addition to these we formulated the uncertainty on the
onset location as a uniform distribution on the septum (the yellow regions shown in Figures 4c, 5c and 6c) yielding two
extra parameters, 22 parameters in total to estimate. For this 22 dimensional problem we usedP = 14950 containing
22 dimensional multivariate Legendre polynomials of maximum order 4 similar to the synthetic examples shown
before.
The ED model was solved on a tetrahedral mesh with an average element volume of 10mm3. The parameters
τ = 1 msec andc0 = 2.5 were used as in the synthetic experiments. The tensorsM in this case were generated using
an analytical model of cardiac fiber orientations where the anisotropy ratio between the principal direction and the
others is 0.15 (which corresponds to a conduction velocity three times faster along the fibre). The total time elapsed
for the computation of{Ti(x)}Pi=0 took 4.2 hours for all the observation points. In the phase ofinference we used 30
000 samples (after the first 5000 samples that were discardeds burn-out) to compute the posterior distributions for
the parameters under investigation. Each inference process took 15 minutes on average.
6.2. The Noise Model
Different sources of uncertainty acting on the cardiac mapping data explained above are: i) the displacement of
the catheter contact points on the cardiac surface due to themotion of the heart, ii) the estimation of the depolarization
times from the EP measurements and iii) the registration andthe projection of the observation points onto the cardiac
surface. All these sources affect the interaction between the model and the observed data and therefore, influence the
parameter estimation problem. In depth understanding of these effects are crucial to model this interaction accurately.
As a preliminary step in this work we used a simplified uncertainty model for the observations. The contributions
of the first two sources are modeled as Gaussian noise with homogeneous variance over all the observation points,
ǫ1(x) ∼ N(0, 400msec2). The contribution of the third source is modeled as a Gaussin noise with inhomogeneous
variance. It is modeled to depend on the distance between themesh surface (extracted from the MR images) and
the location of the observation points (computed during thecatheterization). This projection distance is available
for each mapping point, see Figure 3. The inhomogeneous variance is formulated in a very simple form asǫ2(x) ∼
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N(0, ρpro j(x)2 msec2) whereρpro j(x) is the projection distance for the observation point atx. The overall noise model




Figure 4: Estimation results for the experiment 1 - inference using all the measured points. (a) Mean estimates for the endocardial conductivity
function shown from two views. (b) Marginal standard deviations on the estimated conductivity function. (c)−log(p(ΩE |T̃ )) - the - log posterior
for the onset location. (d) Depolarization time isochronessimulated with the mean estimates where color points represnt the measurements and
their depolarization times. (e) Comparison between the measur d depolarization times and the probabilistic model fit.Range for all possible
personalized simulations is computed through the posterior distributions for the parameters. The green region is the observation noise model added
to the possible simulation range.
6.3. Estimation Experiments
Using the proposed Bayesian formulation and the inference method three different experiments were conducted.
In all the experiments posterior distributions for the conductivity values and the onset location are estimated as ex-
plained in Section 6.1. In the first experiment all the 958 observation points (both endocardial and the epicardial)
were used in the inference to compute the posterior distributions for the parameters. In the second experiment only
the observation points on the epicardial surface (observation points shown in the right two most surfaces in Figure 3)
were used in the inference. The computed posterior distribution for the parameters is then used to predict depolariza-
tion times for the points on the endocardial surface. These predictions are given as ranges of possible personalized
model simulations based on the posterior distributions of the model parameters. The ranges are obtained using the
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Myocardium Aneurysm Border Zone
Experiment 1: Inference using all the observations 0.88± 0.05 0.31± 0.05 0.58± 0.08
Experiment 2: Inference using the epicardial observations 0.95± 0.03 0.24± 0.05 0.31± 0.09
Experiment 3: Inference using the endocardial observations 0.48± 0.14 0.41± 0.07 0.58± 0.10
Table 1: Estimated conductivities (mean and standard deviation in m/s) for myocardium, aneurysm and border zone for the three diff rent experi-
ments.
probabilistic framework and the fast sampling scheme present d in Sections 3 and 4. Comparisons with the mea-
sured values - which were not used during the estimation - is pre ented. In the third experiment, only the endocardial
observation points were used in the inference and the predictions are done for the epicardial depolarization times.
For ease of visualization, we present most of the results on surfaces, but everything was computed on the volumetric
myocardial mesh.
Results on Experiment 1. Figure 4 and the first row of Table 1 present the results obtained for the first experiment.
The posterior distribution for the endocardial conductivity function is presented by its mean (Fig. 4a) and the marginal
standard deviation (Fig. 4b). The estimated volumetric conduction velocities are also given in Table 1, which are in
the range of the values found in the literature. Notice that te standard deviations for the endocardial conductivities
are higher in some regions. Comparing this with the locations of the observation points in the Figure 3, we see that the
standard deviation is higher where the density of observation points is lower. This is intuitive as in the sense that our
confidence on the estimated values is directly linked to the density of observation points. This shows that the presented
probabilistic method well captures the interaction between th sparsity of the observations and the estimation of model
parameters. Figure 4c shows that the posterior distribution for the onset location which is concentrated in a region.
This is also in accordance with the density of the observation points.
Two different types of comparison between the model fit and the measurd values are shown. In Figure 4d the
isochrones on the mesh show the depolarization times obtained with the mean estimates of the parameters. On the
same figure the observation points are shown where their colorresponds to the measured depolarization times.
The match between the mean model (model using the mean estimates for the parameters) and the measured values
is 16msec in RMS error. The mean model however, does not show the rich information context of the probabilistic
formulation. The link between the uncertainties in the estima ed parameters and the model simulations yields a
possible range of model fits. Figure 4e presents a comparisonbetween the measured depolarization times and the
possible range of model fits computed through the parameter posterior distributions. The blue region shows the range
of all possible simulated (with personalized parameters) depolarization times, i.e. the range of all the possible values
of T (x|D,ΩE) computed usingp(D,ΩE |T̃ ). The green region shows the addition of the noise model on this possible
range, i.e.± one standard deviation of the observation noise modelǫ(x) to the possible range forT (x|D,ΩE). Notice
that the width of the blue region is rather narrow showing confidence in the model fit. Furthermore, most of the
observation points lie within the blue region while almost all of the remaining points lie within the green region.
Results on Experiment 2. The results for this experiment are presented in Figure 5 andthe second row in Table 1. The
surface meshes shown in (a) demonstrate that the mean of the posterior distribution for the parameters is structurally
similar to the ones estimated in the first experiment with slight differences. The estimated volumetric conduction
velocities given in Table 1 also show a similar trend. The standard deviations shown in Fig. 5b on the other hand are
significantly higher compared to Fig. 4b. This suggests thatonly epicardial observations are not enough to confidently
estimate endocardial conductivities. This is not surprising as the observations in this case are not directly taken from
the endocardial surface. For most of the epicardial points the depolarization times are influenced by different regions
on the endocardium as well as the myocardial conductivity. Therefore, we do not have a direct observations that can
confidently estimate the endocardial conductivity function. On the other hand, we notice the low standard deviations
for the volumetric conductivities given in Table 1 showing that the epicardial observations are enough to confidently
estimate the volumetric conduction velocities. Regardingthe numerical differences between the estimated values, we





Figure 5: Estimation results for the experiment 2. (a) Mean estimates for the endocardial conductivity functions shownfrom two views. (b) Marginal
standard deviations on the estimated conductivity functios. (c)−log(p(ΩE |T̃ )) - the - log posterior for the onset location. (d) Depolariztion
time isochrones simulated with the mean estimates where color p ints represent the measurements and their depolarization times. (e) Comparison
between the measured depolarization times and the probabilistic model fit and model prediction. The estimation uses only the epicardial observation
points. The endocardial depolarization times are predicte.
Observing Fig. 5b one notices that the standard deviations are higher on one side of the endocardium surface.
This is as expected since the projection distances of epicardial observation points shown in Fig. 3 are higher on the
same side as well. Therefore, these points have higher uncertainty leading to lower confidences on the endocardial
conductivity estimates on the corresponding side of the endocardium surface. This demonstrates that the presented
method well captures the interaction between the uncertainty of the observations and the model parameter estimates.
Figure 5c shows that the posterior distribution for the onset location, which (almost) covers the one of Fig. 4c.
However it is much more spread, also as expected. In Figure 5dthe epolarization times simulated by the mean model
are shown along with the observations. On the epicardium, the mean model matches the measured depolarization
times with a RMS error of 12.9 msec. Using the estimated parameters, the depolarization timesfor the endocardium
are also predicted. The mean model prediction matches the measured values on the endocardium with a RMS error of
26.1 msec.
In Figure 5e the comparison between the measured values and the possible ranges for the depolarization times





Figure 6: Estimation results for the experiment 3. (a) Mean estimates for the endocardial conductivity functions shownfrom two views. (b)
Marginal standard deviations on the estimated conductivity functions. (c)−log(p(ΩE |T̃ )) - the - log posterior for the onset location. (d) De-
polarization time isochrones simulated with the mean estimates where color points represent the measurements and their depolarization times.
(e) Comparison between the measured depolarization times and the probabilistic model fit and model prediction. The estima on uses only the
endocardial observation points. The epicardial depolarization times are predicted.
- we see that the ranges are similar to the ones given in Fig. 4.The probabilistic model fit is similar in this case with
a narrow range and almost all measurements lying within the blu region. The properties of the predicted endocar-
dial depolarization times are however, significantly different. The range for the possible predictions is much wider
reflecting the uncertainties on the estimated endocardial conductivities. The measured endocardial depolarization
times remain within the model plus the observation noise region, however, the spread is much wider. Furthermore,
this quantifies the importance of having observation pointso both sides of the myocardium for the accuracy and
confidence in the personalized model. We note that we used a different ordering of observation points while plotting
Figure 4e and 5e to have a better visualization.
Results on Experiment 3. The results for this experiment are presented in Figure 6 andthe third row in Table 1. We
notice that the mean of the posterior distribution for the conductivity function and the volumetric conductivity values
are again structurally similar to the ones estimated in the previous experiments. The numerical differences between the
three experiments demonstrates that the observations taken on the endocardium and the epicardium slightly disagrees
on the exact values of the conductivities ( comparing Figure6a with Figure 5a and second row of the Table 1 with
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the third ). This, we believe, is due to the discrepancy betwen the ED model and the underlying real dynamics. Two
observations related to these discrepancies are: i) the mean estimates of Experiment 1 are - in loose terms - averaged
between the mean estimates of Experiment 2 and 3, which is as expect d and ii) the regions with high standard
deviation shown in Figure 4b reflect the differences between the estimates given in Figures 5a and 6a demonstrating
that the non-uniqueness of the model-observation interaction an be captured using the proposed method.
Observing Figure 6b we notice that the standard deviations are correlated to the density of the observation points
as in the first experiment. Furthermore, as the inference is based on the observations taken only from the endocar-
dial surface the standard deviation values shown in Figure 6b are lower than the other experiments. However, the
high standard deviation on the myocardial conductivity given in Table 1 shows that the endocardial observations are
not very informative about the muscle conductivity and one ne ds observations from the epicardium to confidently
estimate this value.
The posterior distribution for the onset location (Figure 6c) shows similarities to the one obtained in the first
experiment. In Figure 6d we show the depolarization times simulated by the mean model. The RMS model fit error
between the mean model simulation and the endocardial measurements is 15.3 msec. The difference between the
predicted epicardial depolarization times and the measured on s has an RMS error of 32.2 msec.
As in the previous cases in Figure 6e we show the possible ranges for the depolarization times simulated with the
personalized model and the measured values. As expected we see that the range for possible simulated depolarization
times is narrower for the endocardial points where the modelis fit to the observations. On the other hand, the range
of possible predictions of the depolarization times on the epicardium is much wider. Comparing Figures 5e and 6e
we notice that the uncertainty on the predicted depolarization times in the latter case is higher. This result is due to
the fact that the epicardial observations contain information on the whole system since these depolarization times are
influenced by the endocardial conductivities as well as the volumetric ones. The endocardial observations on the other
hand, contain much less information regarding the myocardial conductivity. Therefore, the predictions in this case
have much a wider possible range, i.e. have much less confidence. We note that this separation of the information
content is partly due to the conductivity model we use as given in Equation 3.
7. Discussion
The presented results show the capabilities of the proposedprobabilistic method and the fast inference framework.
However, there are some important factors that influence theresults of the method:
- Data Noise Model: The selected noise model has an important impact on the results. Here we used some
arbitrary values from our experience on such data, a more exhaustive process looking through the repeatability
of the measures and the processing pipeline from the raw signal to the extracted depolarization time should be
undertaken to properly define the noise model.
- Model Parameter Variability: The prior distributions used for the different model parameters also have an
important impact on the results. Here uninformative priorshave been used with large ranges. Narrower ranges
or a different prior model would have altered the variations on the estimated parameters as well as the ranges
for the possible model fits and predictions. Analysis of a setof clinical cases should help in improving the
relevance of the prior distributions used here.
- Model Error: The realism of the selected model has also obviously an impact on the success of such per-
sonalization. Some strategies were proposed to explicitlyinclude the model error in such joint probabilities,
including for instance the approximation errors, Arridge et al. (2006). These methods can be integrated into the
proposed framework.
Regarding the clinical applications, the presented probabilistic framework provides a confidence measure for the per-
sonalized model. This can help the clinician in weighing thepredictions of a model with respect to the other clinically
available information in the decision process. Moreover, it can also guide the data acquisition. Being able to quantify
the contributions of both endo and epi surfaces is important. It can help in deciding if the additional information given
by epicardial mapping - which in normal clinical practice would not be available - will be quantitatively significant
or not. One application is also to move from invasive to non-invasive methods, namely from endocardial catheters to
epicardial data estimated from body surface potentials, and there is then a need to know how confident one can be in
the estimated parameters when using only epicardial data.
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8. Conclusions
In this work we presented an efficient probabilistic framework for personalizing mathematic l models. We demon-
strated the proposed framework for the parameter estimation pr blem for cardiac electrophysiology. The probabilistic
formulation describes the interactions between data uncertainties, parameter estimation and the model predictions.
Following the formulation the Bayesian inference was possible through integrating spectral representations and com-
pressed sensing techniques. In the experiments we showed that Bayesian inference for high dimensional parameters,
i.e. locally varying conductivity, can be efficiently donewithin few minutes, given that the spectral basis is already
computed. Moreover, we have shown that the spectral basis can be computed efficiently as well (within 5 hours).
Considering the computational cost of conventional methods f r probabilistic methods for PDEs, this is an important
step in making stochastic personalization practical, and it already provides interesting results on clinical data. The
interaction between the uncertainty on the observations and the uncertainty on the estimated parameters is a major
phenomenon to consider when using biophysical models for personalized medicine. We demonstrated on clinical
data how this interaction translates into the model parameters and predictions for patient data. Our future work is
concentrated on analyzing the proposed methodology for different modeling problems (including reaction-diffusion
models) and creating more realistic and yet tractable Purkinje network and myocardium interactions.
Appendix A. Polynomial Chaos and Spectral Representation
Polynomial chaos (PC) expansion is an orthonormal basis repres ntation for random functions, Xiu and Karni-
adakis (2002). For the ease of explanation let us concentratonly on the vectorD where different components were
modeled as random variables with uniform distributions. The PC expansion for the random vectorD is given as









whereξ = [ξ1, ..., ξQ] is a random vector of independent components with uniform distributions,{Φi}∞0 is the or-
thonormal (multivariate) Legendre polynomial basis and{di}∞0 are deterministic vectors – which we call thespectral
basis for the D vector. The second part of Eq. (A.1) shows the computationally useful finite approximation of the
PC expansion where the parameterP corresponds to number of components to include in the approximation. The
orthonormality condition of the PC basis is defined as
< Φi(ξ),Φ j(ξ) >=
∫
Σ(ξ)




D(ξ)Φi(ξ)p(ξ)dξ, i, j ∈ N0, (A.3)
whereΣ(ξ) is the range of theξ vector,p(ξ) is the distribution - a constant value in this case - andδi, j is Dirac’s delta.
The definition ofD(ξ) and the dimension of the vectorξ depend on the distribution of the vector itself and the
random vectorD, Xiu and Karniadakis (2002). Focusing on the inverse problem d fined in Section 3, we defined each
component of the random vectorD = [D0, ...,DM] as uniformly distributed (notedU) independent random variables.
The PC expansion given in Equation A.1 can then be written as









The power of the spectral methods for PDEs is that the randomness ofT (x) – which is due to the randomness
in parameters – can be represented using the same PC basis funct ons and the same random vectorξ as the parame-
ters, Ghanem and Doostan (2006); Xiu (2009). We can write










whereTi(x) are the spectral basis functions forT (x). This representation provides the computationally effici nt link
betweenD and T (x). Let D̃ be a single instance ofD then there is a uniquẽξ such thatD̃ = D(ξ̃) due to the
orthonormality of the spectral representation given in Equation A.2. As a result





As a result instead of solving Eq. (1) to computeT (x|D̃) we can approximate it using the linear combination of
Eq. (A.6). This provides substantial speed up yielding faster ampling.
The computationally expensive part in the given discussionis the estimation of the spectral basis functions
{Ti(x)}Pi=0. Two different methods that have been proposed in the literature are Glerkin projections, Xiu and Kar-
niadakis (2002); Ghanem and Doostan (2006), and stochasticcollocation methods, Ma and Zabaras (2009); Nobile
et al. (2008). Both of these methods suffer from the curse of dimensionality, i.e. when the dimensionof the parameter
D is high the construction ofTi(x) becomes computationally impractical. Depending on the quality of the approxima-
tion, P, and the model equation, in the case of Galerkin projectionsone can end up solving a system of 2000 coupled
PDEs, Xiu and Karniadakis (2002), and in the case of stochastic collocation methods a substantial number of model
simulations,O(105), might be needed, Ma and Zabaras (2009).
In this work we overcome the curse of dimensionality by integrating compressed sensing based sparse reconstruc-
tions of{T (xi)}Pi=0 in the Bayesian inference framework. This integration provides substantial speed-ups in construct-
ing the spectral basis and makes the Bayesian inference feasible.
Appendix B. Spectral Reconstructing using Compressed Sensi g
Compressed sensing (CS) is a very active field of research in signal and image processing, Donoho (2006); Lustig
et al. (2008). The main idea is that if a signal is sparse we need much less information to reconstruct it. This
information, for example, can be in terms of number of samples taken in the frequency domain. The reason for this
is that sparse signals contain only a small number of frequency components and therefore, a small number of random
samples is enough for accurate reconstruction, Donoho (2006). In the context of PDEs this corresponds to the fact that
in spectral expansion of the solutionT (x, ξ), only a small number of componentsTi(x) are significantly larger than
zero. Following the compressed sensing theory the significat components can be recovered using a small random set












T(x) = [T0(x), ..., TP(x)] t
T (x, ξ̂) = [T (x, ξ0), ..., T (x, ξK)]
t, ∀x ∈ Ω
whereΦ(ξ̂) is the matrix ofK × P with [Φ(ξ̂)] i j = Φ j(ξi), ‖·‖1 is theL1 norm,‖·‖2 is theL2 norm andδ is the desired
accuracy. This minimization problem is defined for each point x separately. In the case of Bayesian inference problem
we solve it for all the observation points{xi}N1 . Equation (B.1) is a linear program and can be solved effici ntly and
accurately using various available tools, for example the on given in Tomioka and Sugiyama (2009).
In Doostan et al. (2009) the one dimensional linear diffus on equation has been analyzed. They have shown that the
significant spectral coefficients obtained using the Eq. (B.1) were very similar to the exact coefficients. The advantage
of this approach is that it requires a few hundred simulations t construct the significant spectral basis components
while stochastic collocation based methods requires high number of simulations (O(105)) to reach the same accuracy.
The amount of decrease in the computational burden depends on the sparsity of the underlying equation. Although,
for the general equations the applicability of this method is not known, in the case of the Eikonal-Diffusion model the
sparsity holds and can be shown experimentally.
Editor’s Note
Please see also related communications in this issue by Aguado-Sierra et al. (2011) and Camara et al. (2011).
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