Abstract. We formulate a conjecture that describes the vector-valued Siegel modular forms of degree 2 and level 2 of weight Sym j ⊗ det 2 and provide some evidence for it. We construct such modular forms of weight (j, 2) via covariants of binary sextics and calculate their Fourier expansions illustrating the effectivity of the approach via covariants. Two appendices contain related results of Chenevier; in particular a proof of the fact that every modular form of degree 2 and level 2 and weight (j, 1) vanishes.
Introduction
The usual methods for determining the dimensions of spaces of Siegel modular forms do not work for low weights. For Siegel modular forms of degree 2 this means that we do not have formulas for the dimensions of the spaces of Siegel modular forms of weight (j, k), that is, corresponding to Sym j ⊗ det k , in case k < 3. In this paper we propose a description of the spaces of cusp forms of weight (j, 2) on the level 2 principal congruence subgroup Γ 2 [2] = ker(Sp(4, Z) → Sp(4, Z/2Z)) of Γ 2 = Sp(4, Z) and we provide some evidence for this conjectural description. Let S j,k (Γ 2 [2] ) be the space of cusp forms of weight (j, k), that is, corresponding to the factor of automorphy Sym j (cτ + d) det(cτ + d) k on the group Γ 2 [2] . Recall that the group Sp(4, Z/2Z) is isomorphic to the symmetric group S 6 . We fix an explicit isomorphism by identifying the symplectic lattice over Z/2Z with the subspace {(a 1 , . . . , a 6 ) ∈ (Z/2Z) 6 : a i = 0} modulo the diagonally embedded Z/2Z with form i a i b i as in [3, Section 2] ; it is given explicitly on generators of S 6 in [10, Section 3, (3.2)]. So S 6 acts on the space of cusp forms S j,k (Γ 2 [2] ) and this space thus decomposes into isotypical components for the symmetric group S 6 . The irreducible representations of S 6 correspond to the partitions of 6 and we thus have for each such partition ̟ a subspace S j,k (Γ 2 [2] )
s [̟] of S j,k (Γ 2 [2] ) where S 6 acts as s [̟] . Note that the case s [6] corresponds to cusp forms on Sp(4, Z), while the case s [1 6 ] corresponds to modular forms of weight (j, k) on Sp(4, Z) with a quadratic character:
with ǫ the unique quadratic character of Sp(4, Z).
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1
Before we formulate our conjecture we recall that the group SL(2, Z/2Z) ∼ = S 3 acts on the space S k (Γ 1 [2] ) of cusp forms on the principal congruence subgroup of level 2 Γ 1 [2] = ker(SL(2, Z) → SL(2, Z/2Z)). We can thus decompose this space in isotypical components corresponding to the irreducible representations of S 3 . The map f (z) → f (2z) defines an isomorphism S k (Γ 1 [2] ) ∼ −→S k (Γ 0 (4)) with Γ 0 (4) the usual congruence subgroup of Γ 1 = SL(2, Z). If we write its isotypical decomposition as
then dim S k (Γ 1 ) = a k , dim S k (Γ 0 (2)) new = b k − a k and dim S k (Γ 0 (4)) new = c k with their generating series given by
The Fricke involution w 2 : τ → −1/2τ defines an involution on S k (Γ 0 (2)) new and this space splits into eigenspaces S ± k (Γ 0 (2)) new and for k > 2 we have
We recall the notion of Yoshida type lifts. Yoshida lifts are explained in [27] ; see also [28, 26, 5, 21] . These are eigen forms associated to a pair of elliptic modular eigenforms whose spinor L-function is a product of the twisted L-functions of the elliptic modular cusp forms. In [3] a number of conjectures on the existence of Yoshida lifts were made and these were proved by Rösner [20] . These conjectures deal with Siegel modular cusp forms of weight (j, k) with k ≥ 3. It can be extended to the case of weight (j, 2). We denote the subspace of S j,2 (Γ 2 [2] j,2 is generated by the Y (f, g) with f and g non proportional eigen-newforms on Γ 0 (4). The multiplicity µ(j) of s[2,
j,2 is then µ(j) = dim Λ 2 S j+2 (Γ 0 (4)) new .
(3) w = [2 3 ] and Y S s [w] j,2 is generated by the Y (f, g) with f and g non proportional eigen-newforms on Γ 0 (2) with the same sign. The multiplicity ν(j) of s [2 3 ] is
The proof of this theorem follows from results of Rösner and Weissauer, in a way very similar to Rösner's proof of the Bergström-Faber-van der Geer conjecture in weight k ≥ 3 [20, §5.5] . In the second appendix Chenevier explains how to derive it.
We now formulate our conjecture.
Conjecture 1.2. The space S j,2 (Γ 2 [2] ) is generated by Yoshida type lifts.
Note that this implies that S j,2 (Γ 2 [2] ) s[̟] = (0) unless ̟ = [1 6 ], [2, 1 4 ] or [2 3 ]. In particular, it implies that S 2,j (Γ 2 ) = (0). The evidence we have for the latter is the following. Theorem 1.3. We have dim S j,2 (Γ 2 ) = 0 for j ≤ 52.
For j ≤ 20 the vanishing of S j,2 (Γ 2 ) was proved by Ibukiyama, Wakatsuki and Uchida [16, Lemma 2.1], [17] , and [25] .
The evidence we have for the s [1 6 ]-part of the conjecture is the following.
Modular forms in S j,2 (Γ 2 , ǫ) can be constructed explicitly using covariants as explained in [7] . We prove this theorem by constructing a basis of the space S j,7 (Γ 2 ) using covariants of binary sextics (see [7] ) and then by checking which forms are divisible by the cusp form χ 5 ∈ S 0,5 (Γ 2 , ǫ). We thus give generators for these spaces S j,2 (Γ 2 [2] ) s [1 6 ] for j ≤ 30 and we can calculate Hecke eigenvalues for these. For j > 30 this becomes quite laborious.
For all irreducible representations we have the following vanishing result:
We end with some remarks on other 'small' weights. The vanishing of S j,1 (Γ 2 ) follows from work of Skoruppa [23] . In an appendix to this paper besides providing a different proof of the vanishing of S j,2 (Γ 2 ) for j ≤ 38, Chenevier gives a proof of the vanishing of S j,1 (Γ 2 [2] ). For k = 3 one knows that S j,3 (Γ 2 ) = (0) for j < 36. But S 36,3 is 1-dimensional and using covariants we can construct a form of this weight in a relatively easy manner; cf. the remarks in [17, p. 207 ] on the difficulty of constructing such a form.
If ρ : GL(g, C) → GL(W ) is a finite-dimensional complex representation then a holomorphic map f : H g → W is called a Siegel modular form of weight ρ if f (aτ +b)(cτ +d)
The space of modular forms of weight ρ is finitedimensional and denoted by M ρ (Γ g ).
If g = 2 then an irreducible representation of GL(2, C) is of the form Sym
k with St the standard representation of GL(2, C) for some j ∈ Z ≥0 and k ∈ Z. For ρ = Sym j (St) ⊗ det(St) k we denote M ρ by M j,k and we call (j, k) the weight. If j = 0 we are dealing with scalar-valued modular forms. The space of Siegel modular forms of degree 2 and weight (j, k) is denoted by M j,k (Γ 2 ).
There is the Siegel operator Φ g that maps Siegel modular forms of degree g to Siegel modular forms of degree g − 1. The kernel of Φ 2 in M j,k (Γ 2 ) is called the space of cusp forms of weight (j, k) and denoted by S j,k (Γ 2 ). Note that for k = 2 we have
For a finite index subgroup Γ of Sp(4, Z) we have similar notions. Here we deal with the groups Γ 2 and Γ 2 [2] . The quotient group Γ 2 /Γ 2 [2] ∼ = Sp(4, Z/2Z) is identified with the symmetric group S 6 as in the Introduction. This group acts in a natural way on the space of cusp forms S j,k (Γ 2 [2] ) and we can decompose this space in isotypical components
s [̟] corresponding to the irreducible representations s[̟] of S 6 which in turn correspond bijectively to the partitions ̟ of 6.
The ring R of scalar-valued Siegel modular forms on Γ 2 was determined by Igusa in the 1960s, see [18] . In the 1980s Tsushima gave in [24] formulas for the dimensions of the spaces of vector-valued cusp forms on a subgroup between Γ 2 [2] and Γ 2 . Bergström extended this to Γ 2 [2] with the action of S 6 , see [2] . We thus know the dimension of
for all j and k ≥ 3. The vector-valued modular forms of degree 2 form a ring M = ⊕ j,k M j,k (Γ 2 ). It is also a module over the ring R. For level 2 similar things hold.
A vector-valued Siegel modular form f of weight (j, k) on Γ 2 has a Fourier-Jacobi expansion
a holomorphic map that satisfies certain functional equations under the action of the so-called Jacobi group SL(2, Z) ⋉ Z 2 . This group is embedded in Γ 2 via
The fact that f is a modular form of weight (j, k) implies the corresponding functional equations
and
where we write ϕ m as the transpose of the row vector (ϕ
m of the coefficient ϕ m of e 2πimτ 2 in the Fourier-Jacobi expansion of f is a Jacobi form (resp. Jacobi cusp form) of weight k and index m.
We note that Jacobi cusp forms of weight 2 and index m are zero for m < 37, see [11, pp. 117-120] . This imposes strong conditions on forms of weight (j, 2) on Γ 2 .
Since we shall compute the action of Hecke operators later we now describe formulas for the action of Hecke operators on forms on Γ 2 . For forms without character we refer to [9, Appendix] , so we deal with the case of forms with a character. For f ∈ M j,k (Γ 2 , ǫ) we write its Fourier expansion as
where n runs over the positive semi-definite half-integral symmetric matrices. We will write [n 1 , n 2 , n 3 ] for
. For an odd prime p we denote by T p the Hecke operator for Γ 2 at p. Then we write the transform of f under T p as
Here for p ≡ 1 mod 3 the coefficient a p ( [1, 1, 1] ) is given by a([p, p, p]), and for p = 3 by
where in the latter case m 1 and m 2 are the two roots of the polynomial 1 + X + X 2 over F p , which we view here as the set {0, . . . , p − 1}. [3, 9, 9] ) . As an example, consider the modular form
the product of the ten even theta characteristics and the square root of Igusa's cusp form χ 10 , that will play an important role in this paper. It provides a check on these formulas for the Hecke operators. Indeed, one knows
where
new , which illustrates that χ 5 is a Saito-Kurokawa lift. One can check that the above formulas agree with this.
Restriction to the diagonal
In order to put restrictions on the existence of Siegel modular forms we restrict these to the 'diagonal' given by the embedding
The stabilizer of i(H 1 × H 1 ) in Sp(4, R) is an extension by Z/2Z of the image of SL(2, R) 2 under the embedding
The extension by Z/2Z corresponds to the involution that interchanges τ 1 and τ 2 in τ = (
τ 12 τ 2 ) ∈ H 2 (and z 1 and z 2 on H 2 1 ). This corresponds to the element ι = (
If F = (F 0 , . . . , F j ) t is a Siegel modular form of weight (j, k) of level 2, then its pullback under i to H 1 × H 1 gives rise to an element of (f 0 , .
By restricting a cusp form of level 1 we get cusp forms of level 1. The action of ι is given by a map
and a similar one for Γ 1 . So for a form of level 1 without character we loose no information by looking at
By multiplying with χ 5 we get an injective map S j,2 (Γ 2 , ǫ) → S j,7 (Γ 2 ). The generating series for the dimensions is
We observe that our conjecture on S j,2 (Γ 2 , ǫ) implies that
or equivalently, that the restriction ρ to the diagonal fits in an exact sequence
If F ∈ S j,k (Γ 2 , ǫ) we find by using ι that we can restrict to
Indeed, the group S 3 = SL(2, Z/2Z) acts on S k (Γ 1 [2] ) and for a form on Γ 2 with a character the components f i , f 
is a module over the ring C[e 4 , e 6 ] of modular forms on Γ 1 and is generated by the cusp form δ = η 12 , a square root of ∆ ∈ S 12 (Γ 1 ). The generating series for the dimensions is now
Conjecturally we now find an exact sequence
new and the dimension of the cokernel K is now predicted by minus the extrapolation to k = 2 of the algorithms used in [3] to calculate the dimension of S j,k (Γ 2 ) and which give negative numbers here.
Constructing Modular Forms Using Covariants
In the paper [7] we explained how to use invariant theory to construct Siegel modular forms. In this paper we shall make extensive use of the procedure.
Let V be the standard representation space of GL(2, C) with basis x 1 , x 2 . We consider the space Sym 6 (V ) of binary sextics, where we write an element as
Sometimes we call this expression the universal binary sextic. For a description of invariants and covariants for the action of GL(2, C) we refer to [7, Section 3] . An invariant can be viewed as a polynomial in the coefficients a i that is invariant under the action of SL(2, C), while a covariant of degree (a, b) can be viewed as a form of degree a in the a i and degree b in
and it is unique up to a multiplicative non-zero constant.
We denote the ring of covariants by C. Clebsch and others constructed in the 19th century generators for this ring. There are 26 generators, 5 invariants and 21 covariants, satisfying many relations. They can be found in the book of Grace and Young [15, p. 156] . For the convenience of the reader we reproduce these here. In the following table C a,b denotes a generator of degree (a, b).
A theorem of Gordan says that all these covariants can be constructed explicitly by using so-called transvectants from the universal binary sextic. If Sym m (V ) denotes the space of binary quantics of degree m then we define the kth transvectant as follows. It is a map Sym
When k = 1, we omit the index: (f, g) = (f, g) 1 . The next table gives the construction of the covariants in the preceding table.
Let M be the ring of vector-valued Siegel modular forms of degree 2. It is a module over the ring R of scalar-valued Siegel modular forms of degree 2. In [7] we defined maps
where M χ 10 is the localization of M at χ 10 . A modular form of weight (j, k) maps to a covariant of degree (j/2 + k, j) and a covariant of degree (a, b) is sent to a meromorphic modular form of weight (b, a − b/2). Under the map ν the universal binary sextic f is mapped to χ 6,3 /χ 5 of weight (6, −2). Here χ 6,3 is a holomorphic form in S 6,3 (Γ 2 , ǫ). The beginning of its Fourier expansion is given in [7] .
In practice instead of ν often we use a slightly modified map
, is the R-module of modular forms with a character. Under µ the universal sextic f is mapped to χ 6,3 . Then a covariant maps of degree (a, b) maps to a holomorphic Siegel modular form of weight (b, 6a − b/2) and character ǫ a .
Remark 4.1. Since χ 6,3 vanishes simply at infinity the definition of µ implies that the image under µ of a covariant of degree (a, b) vanishes at infinity with order ≥ a. Recall that the order of vanishing of χ 5 at infinity is 1.
For example, Igusa's generators E 4 , E 6 , χ 10 , χ 12 and χ 35 of R are up to a non-zero multiplicative constant obtained as 
(see [17, p. 198 
]).
5. Cusp forms of weight (j, 2) on Γ 2 with a character Our conjecture says that S j,2 (Γ 2 , ǫ) = (0) for j < 12. We begin by showing this.
Lemma 5.1. For j = 0, 2, 4, 6, 8 and 10, we have S j,2 (Γ 2 , ǫ) = (0).
Proof. We know that dim S 2j,4 (Γ 2 ) = 0 for j = 0, 2, 4, 6, 8, 10. Assume that for one of these values of j there is a non-zero element f ∈ S j,2 (Γ 2 , ǫ). Then Sym 2 (f ) ∈ S 2j,4 (Γ 2 ) = (0) must be zero. Using the fact that the ring of holomorphic functions on H 2 is an integral domain, we get a contradiction.
The first case where S j,2 (Γ 2 , ǫ) is predicted to be non-zero is for j = 12. In the paper [7] we constructed a modular form χ 12,2 in this space using the covariant C 3,12 associated to A [15, 3] occurring in Sym 3 (Sym 6 (V )), after dividing by the cusp form χ 10 . Its Fourier expansion starts with
where Q 1 = e πiτ 1 , Q 2 = e πiτ 2 and R = e πiτ 12 for τ = (
By multiplication by χ 6,3 we get an injective map S 12,2 (Γ 2 , ǫ) → S 18,5 (Γ 2 ) and this latter space is 1-dimensional.
Corollary 5.2. We have dim S 12,2 (Γ 2 , ǫ) = 1 and it is generated by χ 12,2 .
We compute a few Hecke eigenvalues as described in Section 2. To compute these Hecke eigenvalues, we used the following Fourier coefficients: These and a few more (too big to be written here) yield the following eigenvalues: together with λ 9 = −1090791. We find that for the operator T p these are indeed of the form
This fits with being a Yoshida lift.
Proof. To see that S 14,2 (Γ 2 , ǫ) = (0) we multiply a form in S 14,2 (Γ 2 , ǫ) with χ 5 and we end up in S 14,7 (Γ 2 ) and this space is generated by a form associated to C 1,6 C 3,8 after division by χ 
can be non-zero and it is equal to 56 e 4 ∆ ⊗ ∆. So it does not vanish along
we multiply by χ 6,3 and land in S 22,5 (Γ 2 ) and this space is zero.
Next we deal with the case of weight (18, 2).
Proof. First we construct a non-zero element in this space by using the covariant
It occurs in Sym 6 (Sym 6 (V)) and provides a cusp form, F C , of weight (18, 27) on Γ 2 . The order of vanishing of F C along H 1 × H 1 is 5, so we can divide it by χ 5 5 and we get by Remark 4.1 a cusp form, denoted χ 18,2 , of weight (18, 2) on Γ 2 with character.
Again we multiply by χ 5 and land in S 18,7 (Γ 2 ). This space is 2-dimensional and we can construct a basis using the following covariants
They occur in Sym 6 (Sym 6 (V)) and provide two cusp forms, F C i , of weight (18, 27) on Γ 2 . Each cusp form F C i vanishes with order 4 along H 1 × H 1 , so we can divide it by χ 4 5 and get a cusp form, χ Proof. We construct a non-zero form in this space by taking the covariant
occurring in Sym 7 (Sym 6 (V )) and providing a cusp form, F C , of weight (20, 32) on Γ 2 with character. The order of vanishing of F C along H 1 × H 1 is 6, so we can divide it by χ
The case of weight (24, 2) is dealt with in a similar way.
Proof. We know that dim S 24,7 (Γ 2 ) = 5 and we can construct a basis using the procedure described in Section 4. In the case at hand we have A[39, 15] occurring in Sym 9 (Sym 6 (V )) with multiplicity 13 and this gives a subspace of S 24,42 (Γ 2 , ǫ) of dimension 13. One checks that there is a 5-dimensional subspace of forms vanishing with multiplicity 7 along the diagonal and dividing by χ 7 5 gives a 5-dimensional subspace of S 24,7 (Γ 2 ), hence the whole space. Again one checks that there is a 2-dimensional space of forms vanishing on the diagonal and we can divide these forms by χ 5 . So the two generators of S 24,2 (Γ 2 , ǫ) are defined by the covariants C 1 and C 2 given respectively by − 499408 C The order of vanishing of F C i along H 1 × H 1 is 8, so we can divide it by χ 
The action of ι = ( a 0 0 d ) ∈ Γ 2 with a = d = ( 0 1 1 0 ) implies that the ith coordinate is equal to (−1) k+1 times the (j + 1 − i)th coordinate, which gives the non-displayed coordinates . A Hecke eigenbasis of the space S 24,2 (Γ 2 , ǫ) is: 
Proposition 5.7. One has dim S 26,2 (Γ 2 , ǫ) = 1 = dim S 28,2 (Γ 2 , ǫ) and dim S 30,2 (Γ 2 , ǫ) = 2.
Proof. The proof of this proposition is similar to the above. For the first statement we consider the space S 26,7 (Γ 2 ) which has dimension 6 and construct a basis of this space using covariants associated to A[43, 17] in Sym 10 (Sym 6 (V )) which occurs with multiplicity 17, thus giving rise to a 17-dimensional subspace of S 26,47 (Γ 2 ). By restricting along the diagonal one checks that there is a 6-dimensional subspace of cusp forms divisible by χ 8 5 leading to the construction of S 26,7 (Γ 2 ). Again by restricting to the diagonal one sees that there is exactly a 1-dimensional subspace of this space that vanish along the diagonal. By dividing by χ 5 we thus find the space S 26,2 (Γ 2 , ǫ).
For weight (28, 2) we now use the representation A[47, 19] that occurs with multiplicity 23 in Sym 11 (Sym 6 (V )) and leading to a 23-dimensional subspace of S 28,52 (Γ 2 ) in which we find a 7-dimensional subspace of forms divisible by χ 9 5 and division gives forms that generate S 28,7 (Γ 2 ). In this space the subspace of forms divisible by χ 5 is of dimension 1, proving our claim.
In the case of weight (30, 7) the 9-dimensional space S 30,7 is constructed using covariants resulting from A[51, 21] that occurs with multiplicity 31 in Sym 12 (Sym 6 (V )) leading to a space of dimension 31 of cusp forms of weight (30, 57). There is a 9-dimensional subspace of cusp forms divisible by χ 10 5 and we thus generate S 30,7 (Γ 2 ). It turns out that there is a 2-dimensional subspace of forms divisible by χ 5 and this proves the claim.
For all the cases treated we can check our construction by verifying that the Hecke eigenvalues for p = 3, 5, 7, 11, 13, 17 agree with the forms being Yoshida lifts like we indicated for j = 12 and j = 24.
In a forthcoming paper ( [8] ) we shall use the relation with covariants to describe modules of forms with a character.
Modular Forms of Weight (j, 2) on Γ 2
In this section we explain how we checked that S j,2 (Γ 2 ) = (0) for j ≤ 52. We begin with a simple lemma. Recall that we have maps M → C µ −→M.
Proof. The first statement follows directly from [7] . If f is a cusp form then the covariant it defines vanishes on the discriminant locus. But then the covariant c f is divisible by the discriminant, and µ(c f ) by χ d+2 5 . This makes it possible to check the existence of a non-zero form f ∈ S j,2 (Γ 2 ) by checking whether the forms of weight (j, 2+5d) provided via µ by the non-zero covariants of degree (d, j) with d ≤ j/2 − 8 are divisible by χ d 5 . We applied this for values of j ≤ 52 using the covariants of degree d ≤ 18. For smaller values of j other methods of showing that S j,2 (Γ 2 ) = (0) are available. We sketch some methods below. In this way we checked that S j,2 (Γ 2 ) = (0) for j ≤ 52.
Another method is to construct a basis of S j,7 (Γ 2 , ǫ) by using covariants. We then check the divisibility by χ 5 of elements in S j,7 (Γ 2 , ǫ) by restricting the modular forms in this space to the diagonal.
As an illustration we give the proof for the case j = 24. We construct a basis of the 9-dimensional space S 24,7 (Γ 2 , ǫ). . This leads to a basis of S 24,7 (Γ 2 , ǫ). We then check by restriction to H 1 × H 1 again that there is no non-trivial element in this space that is divisible by χ 5 . This proves the result for j = 24.
We carried this out for all the cases j ≤ 52 and thus proved Theorem 1.3.
Sometimes there are other and easier ways to eliminate cases. For example, by restricting a modular form of weight (j, 2) to the diagonal we get an element
. If j < 24, j = 20 the spaces in question are zero. Therefore a form f ∈ S j,2 (Γ 2 ) will vanish on H 1 × H 1 . But then f /χ 5 will be a holomorphic modular form of weight (j, −3) and this has to be zero. So f = 0 for j ≤ 18 and j = 22.
As yet another example of eliminating cases we give a somewhat different argument for j = 26. We write elements of F ∈ S j,k (Γ 2 ) as vectors F = (F 0 , . . . , F j ) t with the F i holomorphic functions on H 2 , that is, in a module of rank 27 over the ring F of holomorphic functions on H 2 . Take a basis s 1 , . . . 
Other Small Weights
We begin with an elementary argument that shows that S j,k (Γ 2 [2]) = (0) for j ≤ 8 and k ≤ 2. Proof. We need to deal with the cases j even and k = 1 and k = 2 only since for other values S j,k (Γ 2 [2] ) vanishes. We restrict to the ten components of the Humbert surface H 1 in Γ 2 [2]\H 2 , one component of which is given by the diagonal τ 12 = 0. The group S 6 acts transitively on these ten components. The stabilizer inside S 6 of a component of H 1 is an extension of S 3 × S 3 by Z/2Z.
By restricting a modular form f ∈ S j,1 (Γ 2 [2] ) to a component we get an element of
For j ≤ 8 and k = 1 and for j < 8 and k = 2 these spaces are zero. Thus a form f ∈ S j,2 (Γ 2 [2] ) restricts to zero on all irreducible components of H 1 , hence is divisible by χ 5 , and so f must be zero. For j = 8 and k = 2 the restriction to H 1 gives an injective
where the action on the right is the induced representation from the extension of S 3 × S 3 by Z/2Z to S 6 . Now S 6 (Γ 1 [2] [2] ) is non-zero (see [10, Section 9] ). By restricting we get an element in a similar decomposition as before but with Γ 1 [2] replaced by Γ 0 [2] . As we know that all theses spaces are zero, we can divide by χ 5 . This contradiction concludes our claim.
More generally we have Proof. The space S j,2 (Γ 2 [2] ) is defined over Q. All the cusps of Γ 2 [2] are defined over Q and the action of S 6 is defined over Q. The q-expansion principle says that a modular form in S j,k (Γ 2 [2] ) with k ≥ 3 is defined over Q if its Fourier coefficients at all cusps are defined over Q, see [19, Cor. 1.6.2, 1.12.2] and [13, p. 140] . We apply this to f χ 10 with f ∈ S j,2 (Γ 2 [2] ) defined over Q and we conclude that the Fourier coefficients of σ(f χ 10 ) with σ ∈ S 6 are real, hence also those of σ(f ) and if f = 0 we find by looking at the 'first' non-zero term in a Fourier expansion that
is non-zero and because of σ(f 2 ) = σ(f ) 2 also invariant under S 6 . Thus it defines a non-zero element of S 2j,4 (Γ 2 ). So S j,2 (Γ 2 [2] ) implies S 2j,4 (Γ 2 ) = (0). But we know that S 2j,4 (Γ 2 ) = (0) for j < 12.
Remark 7.3. Note that the argument of the proof shows that our conjecture on the vanishing of S j,2 (Γ 2 ) for all j implies the vanishing of S j,1 (Γ 2 [2] ) for all j.
In order to put our evidence for the vanishing of S j,2 (Γ 2 ) in perspective we show a small table that gives for each value of k the smallest j 0 such that dim S j 0 ,k (Γ 2 ) = 0. We can easily construct the generators of the corresponding spaces. In [9] we constructed a generator χ 6,3 of S 6,3 (Γ 2 , ǫ) and above we gave the generator χ 12,2 of S 12,2 (Γ 2 , ǫ). The modular forms χ Proposition A.1. We have S j,1 (Γ 2 ) = 0 for any j, and S j,2 (Γ 2 ) = 0 for j ≤ 38.
The vanishing of S j,2 (Γ 2 ) for all j ≤ 52 is also proved in this paper by Cléry and van der Geer (Theorem 1.3). The vanishing of S j,1 (Γ 2 ) was at least known to Ibukiyama, who asserts in [16, p. 54 ] that it is a consequence of the vanishing of all Jacobi forms of weight 1 for SL 2 (Z) proven by Skoruppa [23, Satz 6.1]. Here we shall rather use automorphic representation theoretic methods. First we need to fix some notations and make some preliminary remarks. We denote by r : Sp 4 (C) → GL 4 (C) the tautological inclusion.
For a real reductive Lie group H we shall denote the infinitesimal character of the Harish-Chandra module U by inf U. In the case H = GL n (R) (resp. H = PGSp 4 (R)), and following Harish-Chandra and Langlands, inf U may be viewed in a canonical way as a semisimple conjugacy class in the Lie algebra h = gl n (C) (resp. h = sp 4 (C)). In both cases we may and shall identify this conjugacy class with the multiset of its eigenvalues in the natural representation of h. We denote by W R the Weil group of R (a certain extension of Z/2Z by C × ), and for any integer w we define I w as the 2-dimensional representation of W R induced from the unitary character z → (z/|z|) w of C × .
(a) As we have S j,k (Γ 2 ) = 0 for any odd j or for k ≤ 0, we may once and for all assume j ≡ 0 mod 2 and k > 0. As is well-known, for any such (j, k) there is an irreducible unitary Harish-Chandra module for PGSp 4 (R), unique up to isomorphism, generated by a highest-weight vector of K-type Sym j ⊗ det k . This module, that we shall denote by U j,k , is a holomorphic discrete series for k ≥ 3, a limit of holomorphic discrete series for k = 2, and non-tempered for k = 1; it is non-generic in all cases. We have inf
}. More precisely, if ϕ : W R → Sp 4 (C) denotes the Langlands parameter of U j,k , then we have r • ϕ ≃ I j+2k−3 ⊕ I j+1 for k > 1, and r • ϕ ≃ I j ⊗ |.| 1/2 ⊕ I j ⊗ |.| −1/2 for k = 1 (see e.g. [22] for a survey of those properties, and the references therein).
The relevance of U j,k here is that if π is a cuspidal automorphic representation of PGSp 4 over Q generated by an element of S j,k (Γ 2 ), then the Archimedean component π ∞ of π is isomorphic to U j,k . The other important property of π is that π p is unramified for each prime p (i.e. admits non-zero invariants under PGSp 4 (Z p )). As PGSp 4 is isomorphic to the split classical group SO 5 over Z, we may apply Arthur's theory [1] to such a π.
(b) One of the main results of Arthur [1, Thm. 1.5.2] associates to any discrete automorphic representation π of PGSp 4 over Q a unique isobaric automorphic representation π GL of GL 4 over Q, characterized by the following property : for any prime p such that π p is unramified, then (π GL ) p is unramified as well and its Satake parameter is the image of the one of π p under the map r. The infinitesimal character of (π GL ) ∞ is the image of inf π ∞ under the derivative of r, namely sp 4 (C) → gl 4 (C). Moreover, there is a unique collection of distinct triplets (d i , n i , π i ) i∈I , with integers d i , n i ≥ 1 and cuspidal selfdual automorphic representations π i of GL n i with
The selfdual representation π i is symplectic in Arthur's sense if, and only if, d i is odd. All of this is included in [1, Thm. 1.5.2].
(c) For π as in (b), then inf π ∞ is the union, over all i ∈ I and all 0 ≤ l < d i , of the multisets
Z and λ − µ ∈ Z for all λ, µ ∈ inf π ∞ , then inf (π i ) ∞ has the same property for each i : such a π i is called algebraic. If ω is a cuspidal selfdual algebraic automorphic representation of GL m over Q, then ω ∞ is tempered by the Jaquet-Shalika estimates, and its Langlands parameter is trivial on the central subgroup R >0 of W R (this is the so-called Clozel purity lemma, see e.g. [6, Chap. VIII Prop. 2.13]).
(d) The only selfdual cuspidal automorphic representation π of GL 1 over Q such that π p is unramified for each prime p is the trivial Hecke character 1 (which is of course selfdual orthogonal). Moreover, for any integer k ≥ 1, the number of cuspidal automorphic representations π of GL 2 over Q such that π p is unramified for each prime p, and with
}, is the dimension of the space S k (Γ 1 ) of cuspidal modular forms of weight k for Γ 1 = SL 2 (Z). Indeed, this is well-known for k > 1, and for k = 1 it follows from the fact that there is no Maass form of eigenvalue 1/4 for SL 2 (Z) (a fact due to Selberg, see also [6, Chap. IX §3.19] for a short proof).
Proof. (of the vanishing of S j,1 (Γ 2 ) for any j). It is enough to show that there is no discrete automorphic representation π of PGSp 4 over Q which is unramified at every prime and with π ∞ ≃ U j,1 . For that we study π GL , and the associated collection (d i , n i , π i ) i∈I given by (b) above. By (a), the infinitesimal character of (π
If we have d i = 1 for each i, then (π GL ) ∞ is tempered by (c), hence so is π ∞ by Arthur's local-global compatibility [1, Thm. The second assertion of the proposition will be a consequence of the following two lemmas.
Lemma A.2. Let j ≥ 0 be an even integer. The integer dim S j,2 (Γ 2 ) is the number of cuspidal, selfdual symplectic, automorphic representations Π of GL 4 over Q whose local components Π p are unramified for each prime p, and with inf
Proof. Let π be a cuspidal automorphic representation of PGSp 4 over Q generated by an arbitrary Hecke eigenform F in S j,2 (Γ 2 ). Consider its associated automorphic representation π GL of GL 4 and collection of (d i , n i , π i )'s as in (b). We claim that π GL is necessarily cuspidal, i.e. I = {i} is a singleton and d i = 1, so that Π = π GL satisfies all the assumptions of the statement by (a) and (b).
Let us show first that we have d i = 1 for each i ∈ I. Otherwise, (c) shows that two elements of inf U j,2 must differ by 1, which only happens for j = 0. But for j = 0 an argument similar to the one in the previous proof shows that if d i > 1 then we have
, which is absurd by the vanishing S 2 (Γ 1 ) = 0 and (d), and we are done. As a consequence, the Langlands parameter of (π GL ) ∞ is I j+1 ⊕ I j+1 by (c). Let us denote by ψ Arthur's substitute for the global parameter of the representation π of PGSp 4 defined in [1, Chap. 1 §1.4]. We have just proved that ψ ∞ is the tempered Langlands parameter of PGSp 4 (R) with r • ψ ∞ ≃ I j+1 ⊕I j+1 , i.e. the Langlands parameter of U j,2 by (a). We have S ψ∞ = Z/2Z : the corresponding L-packet of PGSp 4 (R) (limit of discrete series) has two elements, namely U j,2 and a generic limit of discrete series with same infinitesimal character. We now apply Arthur's multiplicity formula to the element π of the global packet Π ψ defined by Arthur. As we have d i = 1 for all i, either π GL is cuspidal or we have I = {i, i ′ } with n i = n i ′ = 2 and inf (
}. If π GL is not cuspidal, then according to Arthur's definitions the natural map S ψ → S ψ∞ is an isomorphism of groups of order 2. But then his multiplicity formula shows that π ∞ has to be generic since π p is unramified for each prime p, a contradiction as U j,2 is not generic. (We have shown that π is not of "Yoshida type".) We have thus proved that π GL is cuspidal. Note that in this case we have S ψ = 1, thus by the multiplicity formula again, the multiplicity of π in the automorphic discrete spectrum of PGSp 4 is 1; in particular, the Hecke eigenspace of the eigenform F we started from has dimension 1. It thus only remains to show that any Π as in the statement is in the image of the construction of the first paragraph above.
Let Π be as in the statement. The Langlands parameter of Π ∞ is the image under r of the one of U j,2 by (a) and (c). A trivial application of Arthur's multiplicity formula shows the existence of a discrete automorphic π for PGSp 4 with π ∞ ≃ U j,2 , which is unramified at every prime, and satisfying π GL ≃ Π. As U j,2 is tempered, a classical result of Wallach ensures that π is actually cuspidal, hence generated by an element of S j,2 (Γ 2 ) : this concludes the proof. In order to contradict the existence of a Π as in Lemma A.2 for small j, and following work of Odlyzko, Mestre, Fermigier, Miller and Chenevier-Lannes, we shall apply the so-called explicit formula "à la Riemann-Weil" to a suitable test function F and to the complete Rankin-Selberg L-function L(s, Π × Π ′ ), first to Π ′ = Π ∨ (the contragredient of Π) and then to some other well-chosen cuspidal automorphic representations Π ′ . Let us stress that the analytic properties of those Rankin-Selberg L-functions (meromorphic continuation to C, functional equation, determination of the poles, and boundedness in vertical strips away from the poles) which have been established by Gelbart, Jacquet, Shalika and Shahidi, will play a crucial role in the argument.
(these values are given up to 10 −3 ) which are both < 0. This concludes the proof.
Remark A.4. (i) As we have S j,3 (Γ 2 ) = 0 for j < 36 by Tsushima's formula, the vanishing of S j,2 (Γ 2 ) for j ≤ 38 is a very mild evidence toward Conjecture 1.1 of Cléry and van der Geer.
(ii) Lemma A.2 and the explicit formula can also be used to obtain upper bounds on dim S j,2 (Γ 2 ). Indeed, keeping the notations in the above proof, and applying [6, Chap. IX Cor. 3.14] (due to Taïbi), we get that the inequality
When the parenthesis on left hand side is > 0, which happens (for big enough λ) for all j ≤ 138, we obtain an explicit upper bound for dim S j,2 (Γ 2 ). For instance, we get dim S j,2 (Γ 2 ) ≤ 1 for all j < 54 and dim S j,2 (Γ 2 ) ≤ 2 for all j < 66 (choose respectively λ = 5 and λ = 6).
Our last and main result concerns the kernel Γ 2 [2] of the reduction Sp 4 (Z) → Sp 4 (Z/2Z).
Theorem A.5. We have S j,1 (Γ 2 [2]) = 0 for any j.
Our proof will be an elaboration of the one of Proposition A.1. We shall also use the vanishing S j,1 (Γ 2 [2]) = 0 for j ≤ 8, proved by Cléry and van der Geer in this paper (Proposition 7.1).
Proof. As we have −1 ∈ Γ 2 [2] we may also assume j is even. Let us denote by J the principal congruence subgroup of PGSp 4 (Z 2 ) and by A the adele ring of Q; we easily check PGSp 4 
Moreover, classical arguments show that we have S j,1 (Γ 2 [2]) = 0 if, and only if, there is no cuspidal automorphic representation π of PGSp 4 over Q which is unramified at every odd prime, such that π 2 has a non-zero invariant under J, and with π ∞ ≃ U j,1 . Thus we fix such a π and consider π GL , as well as the associated collection (d i , n i , π i ) i∈I , given by (b) above.
By the same argument as in the case Γ = Γ 2 , there exists i ∈ I with d i ≥ 2. If we have n i = 1, which forces inf π i = {0}, we must have d i = 2 and j ∈ {0, 2} by the shape of inf U j,1 . But this is a contradiction as S j,1 (Γ 2 [2]) = 0 for j = 0, 2. So we must have n i = d i = 2, I = {i}, and π i is orthogonal with inf(π i ) ∞ = {−j/2, j/2}.
The classification of orthogonal cuspidal automorphic representations of GL 2 over Q, a very special case of Arthur's results, is well-known. First of all, the central character of such a representation has order 2, hence corresponds to some uniquely defined quadratic extension K of Q. Moreover, for any Hecke character χ of K which is trivial on the idele group of Q, and with χ 2 = 1, the automorphic induction of χ to Q is an orthogonal cuspidal automorphic representation of GL 2 over Q that we shall denote by ind(χ). It turns out that they all have this form, and that we have moreover ind(χ) ≃ ind(χ ′ ) if, and only if, we have χ = χ ′ or χ −1 = χ ′ . Last but not least, to any χ as above Arthur associates a global packet Π(χ) = Going back to our specific situation, let K and χ be such that π i ≃ ind(χ). Since π i is unramified outside 2, then so is K and we necessarily have
We first claim d = 2. Indeed, a Hecke character of real quadratic field has the form |.| s 0 χ 0 with χ 0 a finite order character and s 0 ∈ C. We would thus have {s 0 , s 0 } = inf(π i ) ∞ = {j/2, −j/2}, which implies s 0 = j = 0, which is again absurd. So K is imaginary quadratic. As χ ∞ is trivial on R × by assumption on χ, and up to replacing χ by χ −1 if necessary, the shape of inf (
Here comes the main trick. Let η be the Hecke character of the statement of Lemma A.6 below, and set w K = |O × K |. We may assume j ≥ 2, so there are unique integers r and j ′ /2, with r ≥ 0 and 1 Proof. Denote by A F the adele ring of the number field F . As O K has class number 1 we have the decomposition
. This implies first the (unrequired) uniqueness of η, and shows that its existence is equivalent to the fact that the morphism z → (z/z) 
by Gaëtan Chenevier
In this second appendix, we explain how to deduce Theorem 1.1 stated in the paper of Cléry and van der Geer from the works of Rösner [20] and Weissauer [26] , for the convenience of the reader.
We first recall some results on Yoshida lifts taken from Weissauer's work [26, Chap. 4 & 5] . Let us fix f and g two non-proportional elliptic eigen newforms of same even weight j + 2, and let us denote by π and π ′ the (distinct) cuspidal automorphic representations of GL 2 (A) that they generate, A being the adele ring of Q. In particular, π ∞ and π ′ ∞ are isomorphic discrete series, and we may assume that π and π ′ are normalized such that this discrete series has trivial central character (as j is even). For Yoshida lifts Y (f, g) of f and g to exist, we also need to assume that f and g have the same nebentypus, i.e. that π and π ′ have the same central character.
Let Π(π, π ′ ) = We still fix elliptic newforms f and g as above, hence π and π ′ as well. By [20, Cor. 4 .14], we know first that Π p (π p , π 
