Introduction {#Sec1}
============

Quadrature squeezed light has been identified as an important resource for continuous variable quantum information applications^[@CR1]--[@CR6]^. By reducing the variance of the electric field with respect to some phase below that of the vacuum, squeezed states can be used to increase accuracy in interferometric measurements for metrology applications^[@CR7]^, for secret encodings in quantum key distribution^[@CR5],[@CR8],[@CR9]^, and are an essential resource in continuous variable quantum computing schemes^[@CR4],[@CR6]^. Experimentally, squeezed states of light can be produced by a number of different methods^[@CR10]^, and a wide range of classes have been explored theoretically. These include the canonical Gaussian squeezed coherent states, as well as various non-Gaussian squeezed states obtained for example via photon addition or subtraction, or constructing superpositions of Gaussian coherent states^[@CR11]^. To date, the record level of squeezing has been achieved in a squeezed vacuum state using an optical parametric amplifier^[@CR12]^. We note, however, that the level of squeezing is not the only consideration for applications^[@CR13]^.

In 1981, Walls and Zoller^[@CR14]^ investigated an intriguing source of non-Gaussian quadrature squeezing, which is generated in the multimode resonance fluorescence field of a driven two-level emitter (TLE), where the emitted photons are antibunched^[@CR15],[@CR16]^. This was recently demonstrated experimentally using a semiconductor quantum dot platform^[@CR17]^, which offers the necessary high photon collection efficiency unobtainable in most atomic approaches^[@CR18]--[@CR20]^. The TLE scheme relies on the build-up of steady-state coherence between the ground and excited state, i.e. a state of the form \|*g*〉 + *c*\|*e*〉 with some appreciable *c*^[@CR14]^. This coherence, as well as the saturability of the emitter (which leads to antibunching) are inherited by the field, and together these properties give rise to photon statistics which amount to squeezing of a particular field quadrature. In the standard regime of atomic resonance fluorescence only a restricted set of atomic coherences (values of *c*) can be explored, and squeezing is achievable only in the weak-driving Rayleigh (equivalently Heitler) limit^[@CR19]--[@CR26]^, with squeezing values considerably smaller than the fundamental bound for a two-level system^[@CR27]--[@CR32]^. Furthermore, it has yet to be explored what applications might make use of states produced in this way, and whether they offer any advantages over the more commonly studied single mode squeezed coherent states.

In this work we establish how to generate quadrature squeezed states at stronger driving above saturation, resulting in levels of squeezing that can surpass the (atomic) Walls and Zoller maximum. Our approach harnesses the vibrational environment commonly present in solid-state and molecular emitters to access states otherwise unreachable in conventional resonance fluorescence. In particular, we exploit thermalisation processes within the driving-induced dressed state basis to obtain a non-equilibrium steady state with significant coherence above saturation^[@CR22]^, where it would usually be strongly suppressed. Moreover, we analyse the performance of these resonance fluorescence states in a simple phase estimation protocol, finding that they are able to outperform the single mode squeezed vacuum state, and that this is only achievable with the vibrational interactions included. As a concrete example, we illustrate this behaviour through a microscopic model of a driven semiconductor quantum dot coupled to a phonon environment^[@CR33]--[@CR36]^. We show that off-resonant driving can be used to access levels of squeezing close to the fundamental upper bound for a two-level system, beyond those possible in the Rayleigh scattering limit below saturation (and hence any parameters for which the vibrational environment is absent). We thus identify a scenario in which vibrational processes in solid-state emitters can be used to generate squeezed states and enhance phase sensitivity in a way not possible in their absence.

Results {#Sec2}
=======

Squeezing in atomic resonance fluorescence {#Sec3}
------------------------------------------

Let us begin by introducing the basics of squeezing, and how it can arise in the field produced by a TLE in the standard setting without any additional vibrational environment^[@CR14]^. The electric field quadrature relative to a phase reference *φ* is defined as *E*(*t*, *φ*) = e^*iφ*^*E*^(+)^(*t*) + e^−*iφ*^*E*^(−)^(*t*) with *E*^(+)^(*t*) the positive frequency component of the electric field, and the quadrature variance is Δ*E*(*t*, *φ*)^2^ = 〈*E*(*t*, *φ*)^2^〉 − 〈*E*(*t*, *φ*)〉^2^. The Heisenberg uncertainty relation bounds the variances in two out of phase quadratures via $\documentclass[12pt]{minimal}
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Before we determine the conditions under which squeezing occurs, it is instructive to establish a relationship between the quadrature variance and quantities more commonly used in studies of resonance fluorescence: namely the power, the coherent scattering, and antibunching. To do so we recall that the steady-state spectrum of resonance fluorescence from a TLE is proportional to $\documentclass[12pt]{minimal}
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For a TLE without additional vibrational interactions, the effectively flat frequency spectrum of the electromagnetic environment restricts the magnitude of the total and coherently scattered power, which in turn limits the level of squeezing. To see this, we consider a TLE described by a density operator *ρ* driven by a coherent source with Rabi frequency Ω and laser-TLE detuning *δ*, for which a zero temperature master equation can be written within a rotating frame and the rotating wave approximation as $\documentclass[12pt]{minimal}
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Vibrational enhancement of squeezing {#Sec4}
------------------------------------

As has been previously noted^[@CR27]--[@CR32]^, the squeezed state obtained for a simple TLE as described above is not optimal, and is a consequence of the limited set of states available in this simple model. To verify this, we consider a TLE described by a completely generic density operator, i.e. one that is not necessarily a solution to the simple master equation above. Explicitly, we write$$\documentclass[12pt]{minimal}
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How, then, can we obtain such a state within resonance fluorescence? We shall now show that naturally occurring vibrational interactions in, for example, solid-state and molecular systems can help to drive a TLE into such a state, resulting in a level of squeezing close to the maximum value of :Δ*X*(*ϕ*)^2^: = −0.25, and certainly greater than the value of :Δ*X*(*ϕ*)^2^: = −0.125 obtainable in their absence. This can be understood qualitatively by considering equilibration of our system with respect to the additional vibrational environment. The density operator for a TLE driven according to the Hamiltonian *H*~S~ defined previously, but now reaching thermal equilibrium due to some additional reservoir, can be written as the thermal state$$\documentclass[12pt]{minimal}
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                \begin{document}$$\delta = \pm \Omega /\sqrt 3$$\end{document}$, a minimal uncertainty state with the maximum squeezing of :Δ*X*(*ϕ*)^2^: = −0.25 is achieved in the low temperature limit (*ħβη* → ∞, *l*~th~ → 1), while the quadrature displaying this squeezing can be chosen by adjusting the phase of Ω. We emphasise that these states are achieved in the steady state, and as such persist for as long as the driving and temperature conditions stay fixed.

Squeezing from a driven quantum dot {#Sec5}
-----------------------------------

We now explore the vibrational enhancement of squeezing in greater detail, and analyse the limitations of the simple argument given above. To do so we consider the example of a semiconductor quantum dot (QD) as a solid-state TLE with ground state \|*g*〉 and excited state \|*e*〉 describing a single exciton of energy *ħω*~0~. The QD is driven by a semiclassical monochromatic laser with frequency ω~l~. Within a frame rotating with respect to the laser frequency and after applying the rotating wave approximation, the system Hamiltonian may be written as $\documentclass[12pt]{minimal}
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                \begin{document}$$H_{\mathrm{S}} = \hbar \delta \sigma ^\dagger \sigma + \frac{\hbar }{2}(\sigma \Omega + \sigma ^\dagger \Omega ^ \ast )$$\end{document}$ with δ = ω~0~- ω~l~ the detuning, as before. The QD couples to both vibrational and electromagnetic environments, with each steering the system towards competing equilibrium states. We make use of a variational master equation technique which allows regimes of strong QD-phonon coupling and laser driving to be explored within a robust formalism^[@CR22],[@CR24],[@CR39]^. Full details of our model can be found in Methods and [Supplementary Notes](#MOESM1){ref-type="media"} [1](#MOESM1){ref-type="media"} and [2](#MOESM1){ref-type="media"}. The result is a master equation describing the QD excitonic degrees of freedom of the form $\documentclass[12pt]{minimal}
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Having outlined our model, in Fig. [1](#Fig1){ref-type="fig"} we show the dimensionless total power *P* and the coherently scattered power *P*~coh~ as functions of the dimensionless driving *s* and the detuning *δ*, both including (Fig. [1a](#Fig1){ref-type="fig"} and [c](#Fig1){ref-type="fig"}) and excluding (Fig. [1b](#Fig1){ref-type="fig"} and [d](#Fig1){ref-type="fig"}) phonons as indicated. In all cases with phonons included we define the detuning relative to a polaron shift, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta \to \delta - {\int}_0^\infty {\mathrm{d}} \omega J(\omega )/\omega$$\end{document}$. As noted for resonant driving in ref. ^[@CR22]^, plot (c) shows that in the presence of phonons we obtain a significant coherent scattering power when driving above saturation, which we here find extends across a broad range of detunings as well. As expected, this occurs as a result of the phonons attempting to thermalise the QD exciton in the dressed state basis, which at low temperatures and strong fields leads to sustained steady-state coherence. At very high driving strengths the coherent scattering falls off, as here the generalised Rabi frequency $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {\Omega _{\mathrm{r}}^2 + \delta _{\mathrm{r}}^2}$$\end{document}$ exceeds the extent of the phonon spectral density set by the cut-off *ω*~c~, leading to a regime in which the exciton and phonons are effectively decoupled^[@CR39],[@CR40]^.Fig. 1Resonance fluorescence power contributions. Normalised total emission power *P* with (**a**) and without (**b**) phonons, and coherently scattered power *P*~coh~ with (**c**) and without (**d**) phonons, plotted as functions of the scaled driving strength \[*s* = 2(Ω/Γ)^2^\] and detuning. Comparing the cases with and without phonons we see markedly different behaviour at large driving strengths. The dashed contour lines indicate half the maximum possible value for each power contribution from a two-level-emitter, $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{1}{2}P_{{\mathrm{coh}}}^{{\mathrm{max}}} = 0.125$$\end{document}$, neither of which are exceeded in the absence of phonons. Parameters: ζ = 0.027 ps^2^, *ω*~c~ = 2.2 ps^−1^, *T* = 4 K, and 1/Γ = 700 ps

Looking at the cases without phonons in Fig. [1b, d](#Fig1){ref-type="fig"}, we see that for all detunings the behaviour of the power contributions with increasing driving strength appears functionally the same, though with their maxima occurring at different driving strengths. This was seen in Eq. ([3](#Equ3){ref-type=""}), which shows that the power contributions and quadrature variance depend only on the generalised saturation parameter $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\cal{S}}(\delta )$$\end{document}$. When phonons are included, however, the situation appears more complex. On or near resonance for weak to moderate driving, the excitonic system is dominated by the spontaneous emission processes as it samples the phonon spectral density at the small generalised Rabi frequency $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {\Omega _{\mathrm{r}}^2 + \delta _{\mathrm{r}}^2}$$\end{document}$. The power contributions, and hence the quadrature variance, are then similar to that of an atomic system with no phonon coupling. This can be seen in Fig. [2a](#Fig2){ref-type="fig"}, where the quadrature variance is shown as a function of the saturation parameter on resonance, *δ* = 0, calculated with (solid curve) and without (dotted curve) phonons included. We see that :Δ*X*(*ϕ*)^2^: has a minimum for $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{S}}(0) = s = 1/3$$\end{document}$, in accordance with Eq. ([3](#Equ3){ref-type=""}). This is the regime explored experimentally in ref. ^[@CR17]^. Although the phonons are not playing a qualitatively significant role here, we do see that the minimum of :Δ*X*(*ϕ*)^2^: is slightly higher with them included. This can be attributed to the phonon sideband present in the QD emission spectrum, which acts to reduce the coherently scattered power below the level expected without phonons, even at low driving strengths^[@CR23],[@CR41],[@CR42]^.Fig. 2Quadrature variance and exciton purity. Normally ordered quadrature variance :Δ*X*(*ϕ*)^2^: on (**a**) and off (**b**, **c**) resonance. The solid curves are calculated using the full phonon theory and the dashed curves are calculated in the absence of phonons as in Eq. ([3](#Equ3){ref-type=""}). The gridlines indicate the values :Δ*X*(*ϕ*)^2^: = −0.125 (maximum level of squeezing obtainable in the absence of phonons) and :Δ*X*(*ϕ*)^2^: = −0.25 (upper bound on the level of squeezing obtainable from a two-level system). The black dotted curve shows the analytic approximation in Eq. ([6](#Equ6){ref-type=""}). The lower plots show the purity of the quantum dot excitonic state *l*, with *l* = 1 corresponding to a minimum uncertainty state of the emitted field. Parameters are as in Fig. [1](#Fig1){ref-type="fig"}. Off-resonance (*ħδ* = ±1 meV), the minimum and maximum scaled driving strengths cover the range *s* \~ 10^5.5^--10^7.5^, while in the resonant case $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{S}}(0) = s$$\end{document}$ by definition

Above saturation, we see that the power contributions with and without phonons markedly differ, as in this regime the phonon environment dominates over spontaneous emission due to its spectral density being sampled at larger generalised Rabi frequencies. The exciton then tends towards a thermal state as previously described, in which *P*~coh~ can be significant, while positive and negative detunings lead to a low and high total power *P*, respectively. As anticipated, this then gives rise to two regimes with quadrature squeezing, as shown explicitly in Fig. [2b, c](#Fig2){ref-type="fig"}, where we plot the quadrature variance as a function of the generalised saturation parameter $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{S}}$$\end{document}$ for fixed detuning. The black dotted curves correspond to the approximate expression in Eq. ([6](#Equ6){ref-type=""}), showing good agreement with the full phonon model until the driving strength becomes large enough that the decoupling regime is reached. For positive detuning we see that a level of squeezing close to the upper bound :Δ*X*(*ϕ*)^2^: = −0.25 can be obtained, and that this is only possible when phonons are included. For the negative detuning case, as the driving increases phonons lead to thermalisation towards a state with total power *P* \> 0.5 due to steady-state population inversion (see Fig. [1a](#Fig1){ref-type="fig"})^[@CR43]--[@CR45]^. This means that the quadrature variance first increases at small driving, then begins to decrease with a discontinuous derivative (not shown) as *P* passes through 0.5. The strong driving exciton−phonon decoupling regime also sets in sooner than for positive detuning. Nevertheless, the obtained levels of squeezing still surpass those possible in the absence of the vibrational environment.

The lower plots in Fig. [2](#Fig2){ref-type="fig"} show the corresponding purity of the QD excitonic state parameterised by its Bloch vector length 1 ≥ *l* ≥ 0, which we use here to indicate whether the emitted field is a minimum uncertainty state (for which *l* = 1). We see that when phonons are included, the regime of greatest squeezing coincides with the regime of greatest Bloch vector length, and that the optimal values of *l* = 1 and :Δ*X*(*ϕ*)^2^: = −0.25 are closely approached in the positive detuning case.

We note that although the driving strengths required to reach the regime of vibrationally enhanced squeezing are experimentally challenging, they are not excessively so. Rabi energies of several hundred μeV are fairly routinely achieved experimentally^[@CR46]^, and for the realistic parameters used in Fig. [2](#Fig2){ref-type="fig"}, the level of squeezing exceeds that possible in the absence of phonons for $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{S}}(\delta ) \approx 0.3$$\end{document}$ corresponding to a Rabi energy of *ħ*Ω ≈ 0.8 meV, while the maximum squeezing occurs in the regime *ħ*Ω ≈ 1.5 meV. Broadly speaking, the vibrationally enhanced regime takes effect when $\documentclass[12pt]{minimal}
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                \begin{document}$$k_{\mathrm{B}}T < \hbar \sqrt {\Omega ^2 + \delta ^2}$$\end{document}$, and as such lowering the temperature below the 4 K used here would allow it to be observed at lower driving strengths and detuning values. We emphasise that the vibrationally enhanced squeezing regime occurs when phonon-induced dephasing is large, and indeed dominates over spontaneous emission. As such, our results are robust against any additional pure-dephasing processes that are weak or moderate compared to the homogeneous linewidth of the exciton, as shown explicitly in Supplementary Note [4](#MOESM1){ref-type="media"}.

Resonance fluorescence and phase estimation {#Sec6}
-------------------------------------------

Having shown how a vibrational environment is able to lead to enhanced levels of quadrature squeezing in resonance fluorescence, a natural question to ask is whether the light produced is useful in applications. To address this question, we analyse the canonical phase estimation protocol illustrated in Fig. [3](#Fig3){ref-type="fig"}. It consists of an unbalanced Mach−Zehnder interferometer with path difference parameterised by Θ, and into which is inserted a pure coherent state \|*α*〉 in one arm and a general state *ρ*~in~ in the other arm. We are interested in the greatest accuracy with which Θ can be estimated. We consider perhaps the simplest measurement that can be used to construct an estimator for Θ, which is the expectation value of the difference in photon numbers at the two outputs, 〈*N*~−~〉, where *N*~±~ = *N*~1~ ± *N*~2~. Our accuracy figure of merit is then the variance in *N*~−~, $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{F}} = 1$$\end{document}$.Fig. 3Phase estimation with vibrationally enhanced resonance fluorescence fields. **a** Phase estimation setup, showing a test input state *ρ*~in~ in the first (upper) mode and a coherent state input \|*α*〉 in the second (lower) mode of a Mach−Zehnder interferometer consisting of two 50/50 beamsplitters separating and recombining the two arms with path length difference parameterised by Θ. When the first mode is illuminated with resonance fluorescence light, the normalised phase sensitivity for Θ = *π*/2 is shown for resonant (**b**) and off-resonant driving (**c**, **d**), modelled with (solid, orange) and without (dashed, orange) coupling to phonons, and also calculated using the approximate QD steady-state in Eq. ([5](#Equ5){ref-type=""}). Shown for reference is the normalised phase sensitivity for a squeezed vacuum input state in mode one (solid, green), with the squeezing parameter chosen such that the expectation value of the photon number is equal to that in the resonance fluorescence case. The thick black line at $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{F}} = 0.5$$\end{document}$ is the global minimum for the squeezed vacuum input. Parameters are as in Fig. [1](#Fig1){ref-type="fig"} with \|*α*\|^2^ = 1

Considering first a squeezed single mode vacuum input state, we recover the seminal result of Caves^[@CR1]^. As detailed in Methods, using $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta N_ - ^2 = P_\xi + P_\alpha {\mathrm{e}}^{ - 2|\xi |},$$\end{document}$$showing that for \|*ξ*\| \> 0 the variance is reduced below that of a coherent state input with the same power^[@CR1],[@CR13]^. For the squeezed vacuum we find $\documentclass[12pt]{minimal}
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For the resonance fluorescence field as the input state, for the same Θ the variance in *N*~−~ is minimised when the phase of the coherent state amplitude *α* is equal to the dipole phase *ϕ*, and is now given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta N_ - ^2 = P + P_\alpha (1 - 4P_{{\mathrm{coh}}}),$$\end{document}$$with *P* and *P*~coh~ the total and coherently scattered dimensionless powers as before. Comparing Eqs. ([7](#Equ7){ref-type=""}) and ([8](#Equ8){ref-type=""}), we can immediately see that if *P*~coh~ can reach values closest to its maximum of 0.25, the second term in Eq. ([8](#Equ8){ref-type=""}) will vanish, something that is only possible in the limit of infinite squeezing in the squeezed vacuum case.

Our figure of merit is shown in Fig. [3](#Fig3){ref-type="fig"} as a function of driving strength, for a QD driven on (Fig. [3b](#Fig3){ref-type="fig"}) and off-resonance (Fig. [3c](#Fig3){ref-type="fig"} and [d](#Fig3){ref-type="fig"}) with (solid, orange curves) and without (dashed, orange) phonons, where we take *P*~*α*~ = 1. Shown also in green is the same figure of merit for the squeezed single mode vacuum, with the squeezing parameter *ξ* chosen such that *P*~*ξ*~ = *P*, ensuring that the total photon flux is equal in both cases. The black dashed curve is calculated using the approximate QD steady state in Eq. ([5](#Equ5){ref-type=""}), showing good agreement with the full phonon model in the phonon enhanced regimes.

Looking first at the resonant case (b), we see that the figure of merit at low driving strengths is minimised by the squeezed vacuum input state, implying that for a fixed photon flux, it is this state which gives the greatest sensitivity to the phase Θ. Hence, the resonance fluorescence field in the standard squeezing regime does not outperform the squeezed vacuum. Off-resonance and for positive detuning, however, we see that the resonance fluorescence field can outperform the squeezed vacuum state, as in this regime *P*~coh~ ≈ 0.25 when phonons are included (cf. Fig. [1](#Fig1){ref-type="fig"}). Moreover, in this regime our figure of merit $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{F}}$$\end{document}$ reaches values below 0.5, which is the minimum possible value for the squeezed vacuum for any parameters when *P*~*α*~ = 1. In the negative detuning case, although *P*~coh~ is again close to 0.25, the total power *P* is now large, meaning the first term in Eq. ([8](#Equ8){ref-type=""}) is significant. The competition between these two terms together with the phonon-induced population inversion gives rise to the complicated behaviour seen in Fig. [3d](#Fig3){ref-type="fig"}. Interestingly, here we see that the resonance fluorescence field without phonons can actually outperform the squeezed vacuum, although the overall squeezed vacuum minimum of $\documentclass[12pt]{minimal}
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                \begin{document}$${\cal{F}} = 0.5$$\end{document}$ is only beaten when including phonons in the positive detuning case.

Discussion {#Sec7}
==========

We have shown that interactions between a TLE and a vibrational environment can be harnessed to produce a source of quadrature squeezed light with levels of squeezing that would otherwise be impossible within resonance fluorescence. In fact, the obtainable squeezing can reach values very close to the fundamental bound for a two-level system. We have illustrated our findings with an explicit example of a QD coupled to phonons, which provides a feasible experimental platform to engineer such squeezed states of light.

We have also explored how these resonance fluorescence states perform in a phase estimation protocol. Without vibrational interactions, although the reduced fluctuations in resonance fluorescence states can provide an advantage over coherent state inputs, the single mode squeezed vacuum offers the overall best phase sensitivity when minimised over the squeezing magnitude. With vibrational interactions included, however, the resonance fluorescence state can outperform the squeezed vacuum, even when the latter is operating in its optimal regime, suggesting that resonance fluorescence fields could provide a useful resource in phase estimation applications. It is interesting to compare these findings with the Fisher information analysis of ref. ^[@CR13]^, which states that for the setup shown in Fig. [3](#Fig3){ref-type="fig"}, the optimal pure single mode input state over all phase estimators is the squeezed vacuum. Our findings therefore suggest that for more general multimode input states the squeezed vacuum ceases to be optimal, or that estimators beyond the difference in output photon numbers must be considered. As such, our results not only illustrate how vibrational environments can give rise to enhanced quadrature squeezing in resonance fluorescence, but also motivate future studies analysing the performance of generalised non-Gaussian multimode states in interferometry.

Methods {#Sec8}
=======

Quantum dot master equation {#Sec9}
---------------------------

The QD couples to both vibrational and electromagnetic environments, which results in the total Hamiltonian *H* = *H*~S~ + *H*~S--ph~ + *H*~S--em~ + *H*~B~. At low temperatures the electron−phonon interaction is dominated by a linear displacement coupling with Hamiltonian $\documentclass[12pt]{minimal}
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                \begin{document}$$b_k^\dagger$$\end{document}$) is the annihilation (creation) operator of phonon mode *k* with frequency *ω*~*k*~ and coupling strength *g*~*k*~^[@CR24],[@CR47]--[@CR49]^. The electron−phonon coupling is characterised by the spectral density $\documentclass[12pt]{minimal}
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                \begin{document}$$a_m^\dagger$$\end{document}$) is the annihilation (creation) operator for mode *m* of the field, with frequency *ν*~*m*~ and coupling strength *h*~*m*~. We assume the spectral density of the optical field varies slowly over the relevant energy scales of the system, allowing us to use the flat function $\documentclass[12pt]{minimal}
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                \begin{document}$$H_{\mathrm{B}} = \hbar \mathop {\sum}\nolimits_k {\omega _k} b_k^\dagger b_k + \hbar \mathop {\sum}\nolimits_m {\nu _m} a_m^\dagger a_m$$\end{document}$.

To account for the electron−phonon coupling we make use of the variational polaron transformation^[@CR22],[@CR24],[@CR39]^ defined by the unitary $\documentclass[12pt]{minimal}
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                \begin{document}$$B_ \pm = \exp [ \pm \mathop {\sum}\nolimits_k {f_k} (b_k^\dagger - b_k)/\omega _k]$$\end{document}$. This leads to a QD state-dependent displacement of the phonon environment, where the *f*~*k*~ are chosen to minimise the Feynman−Bogoliubov bound on the free energy, defining an optimised basis in which perturbation theory can then be applied. In the variational polaron frame we derive a second-order Born−Markov master equation, which is valid for both strong and weak exciton−phonon coupling, as well as from weak to strong laser driving strengths. For real Ω, this may be written compactly as $\documentclass[12pt]{minimal}
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We note that in the variational frame the dipole operator carries a displacement operator, such that *σ* → *B*~−~*σ*. This displacement operator leads to a phonon sideband, a consequence of non-Markovian lattice relaxation during the emission process^[@CR23],[@CR41],[@CR42],[@CR50]^. Including this effect, the field emitted by the QD becomes $\documentclass[12pt]{minimal}
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Phase estimation protocol {#Sec10}
-------------------------

The phase estimation setup we consider is shown and described in Fig. [3](#Fig3){ref-type="fig"}, and relies on an estimator based on the difference in intensities at the two outputs, which has corresponding dimensionless operator *N*~−~ = *N*~1~ − *N*~2~. As such we seek to analyse the variance in this quantity, $\documentclass[12pt]{minimal}
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The second arm is illuminated by a single mode coherent state. As such, when expectation values are taken, all other modes do not contribute, and neglecting constants we can therefore write the dimensionless electric field operator as $\documentclass[12pt]{minimal}
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Putting these results together, in the case of the squeezed vacuum input, for which we have $\documentclass[12pt]{minimal}
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In the resonance fluorescence case we use Θ = *π*/2 to facilitate a fair comparison, and now find$$\documentclass[12pt]{minimal}
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