ABSTARCT: A new preconditioner is developed to increase the efficiency of iterative solution of the Helmholtz equation. The key idea of the proposed preconditioner is to split the domain of interest into smaller subdomains and sequentially approximate the forward and backward components of the solution. The sequential solution is facilitated by approximate interface conditions that ignore the effect of multiple reflections. The efficiency of the proposed method is tested using various 2-D heterogeneous media. We observe that the proposed preconditioner results in good convergence, with number of iterations growing very slowly with increasing frequency. We also note that the mesh size and number of subdomains do not affect the convergence rate. Finally, we find that the overall computational time is much smaller than that of the sweeping preconditioner.
extensive review can be found in [4, 6] ; these preconditioners can be classified into several groups. The first class is based on incomplete LU (ILU) factorization of the linear system using Gaussian elimination [7] . Although these methods yield good approximation, they eventually become computationally expensive for very large systems. A similar approach is to construct ILU approximation analytically -hence called Analytic ILU or AILU [8] . These methods are based on factorizing the Helmholtz operator into two nonlocal operators (forward and backward operators) and then approximating these operators using quadratic functions in Fourier domain, resulting in local operators. It has been shown that AILU methods are superior to classical ILU methods, but the number of iterations in Krylov solver still grow with increasing frequency [6] . The third group is called shifted Laplacian preconditioners where a modified Helmholtz equation is shifted by a complex value [9, 10] .
It has been shown that these methods can be good preconditioners but the number of iterations still grow relatively fast by increasing the frequency [6] .
Recently, Engquist and Ying [11] developed a novel preconditioner based on perfectly matched layers, named the sweeping preconditioner. This method involves approximating Schur complement in LDL T with perfectly matched layer (PML). They have shown that the number of iterations grow relatively slowly with increasing frequency. More recently, a closely related method is proposed independently by Stolk [12] and Vion and Geuzaine [2] in the context of DD methods. This new approach utilizes an interface condition to reduce artificial reflection along subdomain interfaces, and a sequential doublesweeping scheme over the subdomains to solve an approximate solution, leading to improved convergence.
Our research in seismic migration and inversion led to the development of so-called amplitude-preserving propagators, which were instrumental in improving the convergence of both least-squares migration and full waveform inversion [13] . These propagators result in approximate solution to the Helmholtz equation through efficient sequential solution of downward and upward wavefield. Triggered by the similarities of this approach to the sweeping preconditioner idea, we investigate the application of this amplitude-preserving propagator as a preconditioner to the Helmholtz equation. The resulting method appears to be superior to the sweeping preconditioner, and comparable to Stolk's method. The remainder of the paper contains the details of the method as well as illustration of its effectiveness (this material as well as the work related to least-squares migration and full waveform inversion is also documented in [14] . This paper is organized as follows. We first introduce the proposed method for a 1-D model problem in section 2. We also compare our method with related works using a 1-D example. Next we present the extension to higher dimensions in section 3. Section 4 contains the accuracy of the proposed method as an approximate solver. In section 5, we show the performance of the proposed method as a preconditioner by carrying out multiple numerical simulations with different velocity profiles in 2-D; the efficiency of the method is also compared to the sweeping preconditioner. We conclude the paper with brief closing remarks in Section 6.
1-D Formulation

Model Problem
For simplicity, we first demonstrate the proposed approximate solver for a 1-D unbounded domain. Consider the time-harmonic wavefield u, due to the external force f, which is only non-zero within the domain of interest . Field variable u satisfies the
where ω is the temporal frequency and c is the wave velocity that varies only inside Ω and constant outside. Therefore appropriate absorbing boundary conditions can be applied on the boundaries, thus resulting in, ,
where λ is Dirichlet-to-Neumann (DtN) operator, which is essentially the stiffness of the homogeneous half-space, and is given by:
.
(3)
Note that while the above model is simple, the proposed method can be extended to higher dimension and complex problems as discussed in the subsequent sections.
Approximate Solver
The basic idea is to split the wavefield into right propagating component u r and left propagating component u l , and approximate each of them by ignoring the multiple reflections. Thus, u r is the right propagating wavefield obtained by proper transmission of amplitude across material interfaces, while u l is the left propagating wavefield resulting from primary reflections at the same interfaces. With such an approximation, u r can be solved sequentially from left of the domain to the right. u l can then be solved from the right of the domain to the left. A critical aspect of this solution is to accurately obtain the transmission and reflection amplitudes. In what follows, we present the mathematical framework for solving for both u r and u l .
For the sake of sequential solution, domain Ω is partitioned into smaller subdomains as shown in Figure 1 . The boundaries of are denoted by on the left and on the right. We use the superscript j to represent entities associated with , and subscripts l and r are used to represent the traces of variables on the left and right respectively. With such notation, the boundary value problem associated with can be written as: ,
The equations in (5) represent the continuity of the wavefield and traction across the interfaces and cause the solution to be coupled across all the subdomains. The basic idea of the proposed method is to approximate the interface conditions (5) that relaxes the coupling and facilitates sequential solution, which is performed in two steps. First the right propagating wavefield, u r , is computed considering only right transmission at the interfaces.
The wavefield is then corrected by adding the left propagating wavefield, u l , resulting from the primary reflections at all the interfaces. The details are discussed below. 
Right Propagation Wavefield
The right propagating wavefield u r is determined by solving the sub-problems from left to right, starting with the first subdomain. Thus, we compute the wavefield in j th subdomain, from the wavefield in j-1 th subdomain. This is achieved by applying the following conditions:
1. The incoming wavefield from j-1 subdomain must be propagated into the current subdomain without any reflection at the left interface. 2. The change in material properties (e.g. wave velocity) must be considered to get accurate transmission of wavefield at the right interface (and reflection, which will be used for left propagation in the next subsection).
Condition 1 is enforced by adding a half-space at the left interface, with material properties matching with the left boundary . Condition 2 is enforced by adding another half-space at the right interface, but with material properties consistent with left boundary of next subdomain (to obtain the appropriate reflection and transmission at the interface). Note that if the half-space is matched with the right boundary of current subdomain , there will be no reflection and the transmission will be inaccurate, and we would not get the desired right propagating wavefield.
Mathematically, attaching the right half-space translates to, ,
where is the stiffness of half-space matching with the left of the next subdomain. This is in contrast with the right interface conditions in (5) -we no longer need the solution of the right subdomain to obtain the solution in the current subdomain, which is appropriate given that we are focusing only on the right propagating wavefield.
The boundary condition on the left is slightly more involved; in addition to attaching a half-space, we have incident wave coming from the previous subdomain, which is the right propagating wavefield at the right boundary of previous subdomain . The left half-space can be modeled using half-space stiffness as in Equation (6), while the incident wave is modeled using standard scattering formalism [15] : ,
where and are right propagating wavefield at the left of j th subdomain right propagating wavefield at the right of j-1 th subdomain, respectively.
Using Equation (6) from previous subdomain, we have, , (8) and Equation (7) simplifies to: .
In summary, the right propagating wavefield can be obtained by solving the local boundary value problem:
Using finite difference or finite element method, the discrete sub-problem set corresponding to Equation (10) is ,
where , , and are matrix elements corresponding to the discretization, where we condense out the interior nodes for the sake of simple presentation. At each step of the solution, the effect of external forces is only applied on the left boundary of subdomain.
Thus, we do not need to consider the external force on the right boundary since it will be captured in the next step of the solution. The traction terms on the right hand side are determined by boundary conditions given in Equation (10) . Therefore we get, ,
9 which is rewritten as:
Left Propagating Wavefield
The body force and material discontinuities cause left propagating wavefield that must be added to the right propagating wavefield -left propagation step discussed in this section essentially captures this effect of primary reflections and external forces. In the absence of external forces, the reflection is simply the difference between the transmitted wave (right propagating wavefield at the left of j+1 th subdomain ) and the incident wave (right propagating wavefield at the right of j th subdomain ). This reflected wavefield should be added to the left propagating wavefield from the right subdomain to obtain the total incident wave field for j th subdomain:
When we consider the effects of body forces in the computation of right propagating wave field, is the combination of the transmitted wavefield as well as the left propagating wavefield due to the body forces in j+1 th subdomains. Thus, the difference in this case is the combination of reflected wavefield and left propagating wavefield due to body forces. Since the effect of body forces on left propagating wavefield is already captured through this term, we should no longer consider the source term explicitly. Hence, we use the term in Equation (14) for the incident wavefield and explicitly make the body force zero.
Once the incident wavefield is determined according to Equation (14), the solution procedure is similar to the previous subsection. Following Equation (10), the left propagating sub-problem for subdomain j is written as:
We re-emphasize that the external body force is zero for left sweeping since its effects are already considered as part of the incident wavefield in the scattering boundary condition in right sweeping. After appropriate discretization of the boundary value problem in Equation (15), we get a discrete system similar to Equation (13):
1-D Algorithm and Analysis
The computation of wave field using proposed approximate solver can be summarized in the following algorithm: Algorithm 1: 1-D Double-Sweeping Solver 1.
2. for j = 1 to n Solve: Equation (13) 3.
4. for to 1 a. Compute: the left incident wavefield b. Solve: Equation (16) 5. Compute: wave field:
We test the accuracy of the algorithm for 1-D wave propagation with the following wave velocity:
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The domain of interest is , which is discretized with 1000 linear finite elements.
The response is computed due to a point source at . We used 20 subdomains to get approximate solution which is compared with true solution at frequency 10 Hz (ω=20π) in Figure 2 . Given the fine discretization, the only difference between the solutions can be attributed to the multiple reflections which are not captured in the proposed method.
We also test the accuracy of the proposed method in the time domain, by taking inverse Fourier transform of the frequency-domain solutions. We consider the above velocity 
Related Works
In this section, we compare the present method with similar work -sweeping preconditioner [11] and double-sweep domain-decomposition (DD) method proposed by Stolk [12] . In particular, the approximate wavefield is determined using each method for the 1-D problem defined in Section 2.5. The results in the frequency domain are shown in Figure   4 and 5 and the time-domain solutions are shown in Figure 6 and 7. Comparison of these solutions and those from the proposed method in Figure 2 and 3, indicates that the solution of sweeping preconditioner is not very accurate, while Stolk's method has better accuracy. In addition, our approach seems to be slightly better than Stolk's method for this particular problem, but in general expected to be comparable. The similarity in accuracy between our method and Stolk's method is not surprising as they share many common aspects, but there are also some differences:
• The boundary condition for outgoing wavefield: The most notable difference is the approximate interface condition on right interface for right propagation and left interface for left propagation. In our method, we use modified radiation condition to get accurately transmitted wave field, where as Sotlk's method approximates the outgoing wavefield using an unaltered absorbing condition corresponding to the current subdomain.
• Backward propagation: The second difference is computing backward propagation. In the present method, we directly use the reflection on the interfaces to get backpropagating wavefield. We also use the same subdomains, albeit with different interface conditions, to get forward and backward wavefield. Stolk uses staggered subdomains for backward sweeping, to move the force (residual) into the subdomain.
• Computational cost: Both methods require factorization of local wave operators with similar boundary conditions. Therefore, their computational complexity and cost are similar provided that the same treatment is used for modeling the half-space. Unlike in Stolk's method that uses PML, we propose the use of PMDL, which is shown to be superior to PML due to midpoint integration [16] . The benefits of midpoint integration in the context of our formulation is clearly illustrated in Section 5.1.3. Use of PMDL in place of PML in Stolk's method may also result in similar benefits.
• Accuracy: The proposed method and Stolk's method are comparable in accuracy and we expect both methods to perform similarly as preconditioners.
• Parallelization: The present method and Stolk's method are both sequential solvers.
However, they may benefits from parallel algorithms (e.g. the parallel multi-frontal algorithm proposed in [5] ) to factorize the linear system corresponding a given subdomain.
GMRES Convergence for 1-D domain
Consider the linear system corresponding to model problem in Equation (1), .
The left-preconditioned system can be defined by:
where is the preconditioner defined by the approximate solver in Algorithm 2.1. We compare GMRES convergence rate using sweeping preconditioner, Stolk's method, and the proposed method. We use the 1-D velocity model defined in Section 2.5 and the excitation is a unit point force positioned at . The thickness of each subdomain is 12 finite elements.
The numbers of GMRES iterations are compared in Table 1 for various frequencies considering a relative error of 1e-6s. The convergence behaviors are also compared for frequencies 16 Hz and 256 Hz in Figure 8 . These results show that, as expected, the performance of the proposed method is very similar to Stolk's method. However, both methods show faster convergence compared to the sweeping preconditioner, especially at high frequencies; the sweeping preconditioner gradually loses its effectiveness with increasing frequency. It is well-known that the convergence rate of GMRES method is a function of eigenvalues of to the linear system [7] . A linear system with a wide eigenvalue spectrum shows slow convergences while a system with clustered eigenvalues requires small number of GMRES iterations. We compare the eigenvalues corresponding to the preconditioned linear system in Equation (19) using sweeping preconditioner, Stolk's DD method, and the present method. The eigenvalue amplitudes of the preconditioned systems are plotted in Figure 9 for various frequencies. These results show that the spectrum corresponding to the sweeping preconditioner becomes wider with increasing frequency which in turn results in slower convergence of GMRES. On the other hand, the eigenvalues of Stolk's method and the present preconditioner remain clustered for all frequencies. Therefore, the number of iterations required for convergence does not change with increasing frequency as numerically verified in Table 1 . Figure 9 . Eigenvalues spectrum of the preconditioned system using different preconditioners.
Extension to Higher Dimensions
Extension of the proposed method to higher dimensions is conceptually straightforward, but the details are a bit more involved (e.g. DtN maps). This section 
where ω is the temporal (angular) frequency and c is the wave velocity. The absorbing boundary conditions are applicable on the boundaries : ,
where DtN map λ is a spatially nonlocal operator, and n is a unit outward normal vector. The exact DtN map can be written formally for 2-D problem with the boundary parallel to the xaxis as, .
The above DtN map can be approximated using a local absorbing boundary condition (ABC) such as rational ABCs [17] [18] [19] , perfectly matched layer (PML) [20, 21] , and the more recently developed perfectly matched discrete layer (PMDL) [22, 23] . Details are discussed in Appendix A.
Similar to the 1-D case, the domain is first divided to smaller subdomains. While it is possible to partition the domain in any direction, we choose n horizontal slabs along the x- 
and (24) In above expressions, is downward propagating wavefield at the bottom of the j th subdomain, is downward propagating wavefield at the top of the j+1 th subdomain, and is upward propagating wavefield at the top of the j+1 th subdomain. The schematic for each sub-problem is presented in Figure 10 and 11.
(a) (b) (c) Figure 10 . Downward propagating framework. a) sub-problem schematic, b) sub-problem with approximate interface conditions, and c) discretized sub-problem.
(a) (b) (c) Figure 11 . Upward propagating framework. a) sub-problem schematic, b) sub-problem with approximate interface conditions, and c) discretized sub-problem.
Matrix Formulation
Sub-problems in (23) and (24) are discretized using a finite difference or a finite element method. The first (downward propagating) sub-problem results in the following 
where and are auxiliary variables for the top interface and are the components of approximate half-space stiffness matching with the top of the current slab.
Substituting Equations (26) and (27) into Equation (25), we get,
Similar approach can be followed to get the linear system of equations for the upward propagating wavefield:
, (29) where , , , and are auxiliary variables for upward propagation.
Schematics of matrix formulation are shown for downward and upward sweeping in Figure   10 (c) and 11 (c), respectively.
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The algorithm is summarized below.
Algorithm 2: Double-Sweeping Solver for 2D/3D Problems
Step 1: Factorization of slab stiffness 1. for j = 1 to n (downward propagation) a. Get interior stiffness in Equation (28) 
Accuracy of the Proposed Method as an approximate Solver
We test the accuracy of the proposed method for wave propagation in a 2-D medium presented in Figure 12 
Effectiveness of the Proposed Method as a Preconditioner
We demonstrate the performance of the proposed method as a preconditioner (Algorithm 2) in various 2-D problems, and compare with the sweeping preconditioner. The method has been implemented in MATLAB, and all the tests are carried out on a quad-core 2.83 GHz computer with 64 GB RAM.
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Wave Propagation in Unbounded Domain
In this test, we consider wave propagation in unbounded domains with two different velocity variations:
1) Random velocity, uniformly distributed over the interval ranging from (0.7, 1.3) (Figure 15-a) .
2) A homogenous domain with with a circular inclusion of radius 0.1, centered at (0.75,0.75), with (Figure 15-b) . Two different excitations are considered: 1) Point source located at the center of the domain.
2) Gaussian wave packet borrowed from [11] , (30)   where and .
(a) (b) Figure 15 . Velocity model for numerical tests. a) random medium and b) domain with inclusion.
Example 1: Frequency Dependence
For this example, we target a relative error of 1e-6 in the residual, and carry out the simulation for multiple frequencies from 8 Hz to 256 Hz. The finite element discretization is chosen such that there are at least 8 elements per wavelength. The horizontal slabs are taken to be 12 elements thick, and the interface conditions are approximated using 5 PMDL layers with equal complex lengths where f is the cyclic frequency. Table 2 and Table 3 show the number of iterations required to reach the target error. We also report the time required to factorize the preconditioner (Step 1 in Algorithm 5.2) and time needed for GMRES solver in these tables. The wavefields are plotted in Figure 16 and 17 for the frequency of 32 Hz. Based on these results, we make the following observations:
• The number of iterations is almost independent from frequency and mesh size, which is a highly desirable quality of a preconditioner for Helmholtz Equation [6] .
• The required time to factorize the preconditioner increases by factor of 4 when the frequency and mesh size are doubled. This observation is consistent with Step 1 in Algorithm 5.2 where standard LU factorization for sparse matrices is used. This property is also reported in [11] for sweeping preconditioner. Figure 17 . Solution for a Gaussian packet at frequency 32 Hz. a,b) random velocity, c,d) inclusion.
Example 2: Effect of Element Size for Fixed Frequency
In this example, we investigate the effect of element size on the convergence with the proposed preconditioner. We analyze similar problems described in previous section for a single frequency of 32 Hz, but with 8, 16, 32, and 64 elements per average wavelength. The horizontal slabs are 12-element thick. The results are presented in Table 4 and 30 Table 5 , which indicate that the number of iterations is almost independent of mesh size. They also indicate that increasing number of slabs (subdomains) has negligible effect on convergence rate. Table 4 . Results for unbounded random velocity domain in single frequency 32 Hz Table 5 . Results for unbounded homogenous domain with inclusion at single frequency 32 Hz
Example 3: Effect of Midpoint Integration and Number of PMDL layers
To illustrate the benefit of midpoint integration, we compare the number of GMRES iterations with PMDL that uses midpoint integration, as PML-like layers, i.e. without the use of midpoint integration. We also examine the effect of number of the absorbing layers in the effectiveness of preconditioner by using 1, 3, 5, 10 and 20 layers for each subdomain. The simulations are performed for random velocity medium for a single frequency of 32 Hz and 8 elements per average wave length. Each subdomain consists of 12 finite element layers. The results are summarized in Table 6 and Table 7 . As illustrated in these tables, mid-point 31 integration of PMDL, i.e. the use of midpoint integration, leads to significant improvement in efficiency by reducing the number of GMRES iterations. Table 6 . Results for unbounded random velocity domain for a single frequency of 32 Hz with unit source at the center Table 7 . Results for unbounded random velocity domain for a single frequency 32 Hz with Gaussian Wave Packet source
Example 4: Effect of Wave Velocity Variation on Convergence Rate
To examine the performance of the proposed method for varying velocity contrasts, various velocity ranges are chosen in the random velocity model in Figure 15 -a: (0.9, 1.1), (0.8, 1.2), (0.7, 1.3), (0.6, 1.4), and (0.5, 1.5). We carried out the analysis for the frequency of 32 Hz, with 8 elements per wavelength and 22 subdomains. Table 8 shows the number of GRMES iterations to convergence and run time for various wave velocity ranges. As these results illustrate widening wave velocity range leads to slight increase in number of GMRES iterations, which is expected since higher velocity contrast leads to stronger multiples that are ignored in the preconditioner. Table 8 . Results for unbounded random velocity domain for a single frequency 32 Hz
Example 5: Comparison with Sweeping Preconditioner
The performance of the present method is compared with the sweeping preconditioner for the random medium. Both methods are implemented in MATLAB and the corresponding codes are optimized to the same level, and all the tests are carried out on a quad-core 2.83 GHz computer with 64 GB RAM. The external force is a unit load at the center of the domain. The relative error tolerance for GMRES is 1e-6 and 8 elements per average wavelength are used. The thickness of horizontal layers are 12 elements for both the sweeping preconditioner and the proposed method. Other parameters remained unchanged from previous experiments in Section 4. The results are given in Table 9 and 7. The GMRES convergence rates are also plotted and compared for frequencies 16, 64, and 256 Hz in Figure   18 and 19.
These results clearly show the advantage of the proposed approach compared to the sweeping preconditioner. Figure 18 and 19 show fast convergence of the present method for both excitations. As stated in Table 9 and 7 the present method requires more effort to setup the preconditioner due to the complexity of the approximation. However, the total computational time is much less than sweeping preconditioner -especially for the problems with multiple excitations or relatively high frequencies. Table 9 . Comparison of cost and performance for different preconditioners for random velocity field * T total (s): time required to perform wave simulation for a single source Table 10 . Comparison of cost and performance for different preconditioners for velocity field with inclusion 34 Figure 18 . GMRES convergence rate for random velocity field. Figure 19 . GMRES convergence rate for inclusion velocity.
Similar to the 1-D case, we compare the eigenvalue spectrum of the preconditioned linear systems as another indication of GMRES convergence behavior. Figure 20 compares the eigenvalue amplitudes for the sweeping preconditioner and the proposed method, for two forcing frequencies of 8 and 16 Hz; only the largest and smallest 20 eigenvalues are shown.
The eigenvalues are rather dispersed for the sweeping preconditioner, while they are clustered for the proposed method, explaining the faster convergence of the proposed method. Figure 20 . Comparison of eigenvalue spectrum of preconditioned system for sweeping preconditioner and the present method for frequencies 8 and 16 Hz.
Bounded Domains with Different Boundary Conditions
The proposed preconditioner can be used for any configuration of boundary conditions. In this section we study two typical problems: half-space with Neumann boundary condition and a wave guide.
Example 1: Half-Space with Neumann Boundary Condition
In this example we consider a unit box with traction free boundary at .
Absorbing boundary conditions are applied on the other three sides. We consider both random wave velocity and homogenous media with circular inclusion, used in first example.
The excitation is applied at the center of the surface, ( ). Other parameters are the same as previous examples in Section 4. The convergence and computational cost are presented in Table 11 and solutions are given in Figure 21 . Similar to the previous experiments with full space domains, the proposed method appears to work well for halfspace problems. Figure 21 . Solution for half-space problem at 32 Hz. a,b) real and imaginary parts for random velocity. c,d) real and imaginary part for the inclusion model.
Example 2: wave guide problem
We assume a homogenous wave guide in the z direction with c = 1.0 m/s, fixed on left and right boundaries at . A unit excitation is located at
We try two different ways to partition the domain. In the first case, we divide the domain into horizontal layers and apply preconditioner that consists are downward sweeping followed by upward sweeping. In the second case, the domain is sliced into vertical layers and the marching is performed horizontally from left to right, then right to left. Table 12 and Figure 23 . As seen from the table, the direction of marching has significant effect on convergence rate and thus the cost of the solution. This is not surprising because the standing waves between the parallel boundaries of the waveguide are essentially results of infinite reflections, and the double sweeping is not a good approximation of the final solution, leading to poor convergence. On the other hand, when the sweeping is done in the direction of unboundedness, there are no standing waves and the convergence is much better. The implication of this observation is that whenever feasible it is best to perform double sweeping in the direction of unboundedness. 
Summary
We developed a new preconditioner for the Helmholtz equation in heterogeneous media. The preconditioner is essentially an approximate solver for the wave equation which ignores the effect of multiple reflections. The approach involves two main ideas: (a) partitioning the solution into down going wave considering only primary transmissions, and upcoming wave considering only primary reflections, and (b) sequentially solving for down going and then upcoming wavefield, facilitated by special interface conditions that explicitly neglect the multiple reflections. It is shown that such an approach preserves the amplitude information for the large part (except for the multiples), and hence named amplitudepreserving propagator. This approximate solver, when viewed as a preconditioner, is a good approximation of the inverse of the wave operator, at the same time, highly efficient due to the sequential solution procedure. Indeed, the preconditioner is shown to be effective with the help of extensive numerical examples, both in 1-D and 2-D. Specifically, we observe three significant properties of the proposed preconditioner. First, number of iterations grows very slowly with increasing frequency. Second, the discretization size and number of subdomains do not change the number of iterations. Third, and most importantly, the computational time is significantly less than a similar preconditioner, namely the sweeping preconditioner.
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wavenumber should be positive. Thus, the solution takes the form:
. With this solution form, we immediately have a relation between traction and wavefield at the boundary :
where u 0 is the wavefield amplitude at . Thus the half-space stiffness is essentially:
(A-4)
While the above expression is quite simple in Fourier domain, inverse Fourier transforming in x renders the operator nonlocal and expensive. PMDL essentially is a mesh extension technique that can be applied to Equations (A-1) and (A-2) alike, resulting in accurate approximation of the DtN map. We first summarize the idea of PMDL for Equation (A-2) and comment on extension to Equation (A-1). Figure 24 . Schematic for PMDL formulation.
The key idea of PMDL method is to discretize the half-space using special linear finite layers to get accurate half-space stiffness. The details are discussed in the following.
First, the half-space is replaced with a finite element layer of length L 1 and another halfspace. The problem set can be defined using following boundary value problem,
