In this paper we present a study on the behaviour of some representative Bayesian Networks Classifiers (BNCs), when the dataset they are learned from presents imbalanced data, that is, there are far fewer cases labelled with a particular class value than with the other ones (assuming binary classification problems). This is a typical source of trouble in some datasets, and the development of more robust techniques is currently very important. In this study, we have selected a benchmark of 129 imbalanced datasets, and performed an analytical approach focusing on BNCs. Our results show good performance of these classifiers, that outperform decision trees (C4.5). Finally, an algorithm to improve the performance of any BNC is also given. We have carried out an experimentation where we show how the using of oversampling of the minority class to achieve the desired value for the imbalance ratio (IR), which is the division of the number of cases for the majority class by the cases of the minority class. From this work we can conclude that BNCs show a very good performance for imbalanced datasets, and that our proposal enhance their results for those datasets that provided poor results.
INTRODUCTION
Supervised learning construct models from externally supplied instances to produce general hypotheses, which then make predictions about future instances. In other words, the goal of supervised learning is to build a concise function of the distribution of class labels in terms of predictive attributes features. There exist many families for these models, known as classifiers, for example decision trees, support vector machines, artificial neural networks or rule systems. Any kind of classifier is always used to assign class labels to a set of testing instances where the values of the predictor features are known, but the value of the class label is unknown. In fact, a classifier is needed to provide the correct class label for future or unseen cases, for example determining if a manufacture piece is defective based on a set of features extracted from visual information (an image taken by a camera), or determine if an e-mail is spam or not based on those attributes that can be extracted from the corresponding information (subject, sender, etc...) .
Most classifier learning algorithms assume a relatively balanced distribution (Breiman, 1998) , so when there is an under-represented class, this poses a serious problem for them, and they generally have poor generalisation performance on the minority class. In real applications, the imbalance class scenery appears more frequently than expected. For example, in medical diagnosis the disease cases are usually quite rare in global populations (where most of the people do not suffer from the related disease). However, the key task here is to detect which people have this disease. In this case, a classifier that provides a higher identification rate on the disease category would provide better performance. Other fields of application where imbalanced data naturally arise are fraud detection, monitoring, text categorization, risk management, etc... It happens in so many real problems that it can be considered one of the top problems in data mining today (Lopez et al., 2013) .
Bayesian Network classifiers (BNCs) are Bayesian Network (BN) models (Korb and Nicholson, 2010 ) specifically tailored for classification tasks. There is a wide range of existing models that vary in complexity and efficiency. All of them have in common the ability to deal with uncertainty in a very natural way, at the same time providing a descriptive environment. In this work, we will focus on the family of semi-naive (Kononenko, 1991) Bayesian classifiers (Naive Bayes, AODE, TAN, kDB, etc.). The capability of a BN to express relationships, dependencies and independences between variables (features in this case) is given by its associated graph (qualitative part), and these relationships are also modelled with a second element, quantitative, that forms a BN: probability distributions. In our opinion, there are two main characteristics that have made BNCs so popular: they provide predictions in terms of probabilities (that could be interpreted as weights) and they are easily and intuitively interpreted by nonexperts (thanks to the underlying graph). Empirically, BNCs have also been successfully in many application areas (Flores et al., 2012) This paper is organized as follows. In Section 2, we review some previous work related to the current one, and discuss the novelty of our approach. In Section 3, we present the first part of our experiments, where we analyse the behaviour of some BNCs in a benchmark of imbalanced datasets. Section 4 presents the final experimentation of the paper, from which we conclude which is the algorithm to apply. Some conclusions from these results are also given. Finally, Section 5 provides a general discussion and future research lines.
RELATED WORK
In (Lopez et al., 2013) , authors present a very interesting study where they identify which are the intrinsic characteristics that affect when applying supervised classification models on imbalanced datasets. In this work authors pre-select a set of 66 datasets (subset of those in Table 1 ). This work proves that Imbalance Ratio (IR) is, of course, a very important factor when working with imbalanced datasets, however, the performance of classifiers can not be obtained for a simple (linear) function with respect to this measure. They see how other aspects can also influence, such as the presence of small disjoints, the lack of density in the training data, the overlapping between classes, the identification of noisy data, the significance of the borderline instances, and the dataset shift between the training and the test distributions. The problem with these other measures is that obtaining them is not an easy task, and when it can be done with approximate values, they suppose a high computing cost. Besides, these depend on the particular problem to solve, while we are interested in developing general techniques applicable to any dataset. That is why, we will firstly work on the behaviour with respect to the IR value, in combination with other graphical tools and plots.
The novelty of the current work is that it is uniquely focused on the behaviour on BNCs, since most of the works related to imbalanced datasets are devoted to other kind of models, for example (Lopez et al., 2013) uses Decision trees (C4.5), Support vector machines (SVMs) and the k-Nearest Neighbours (kNN) model, which goes into the family of Instance based learning. On the other hand, applies two kinds of systems: again C4.5 decision tree and an associative classification system called HPWR (High-order Pattern and Weight-of-evidence Rule based classifier). We considered that there is an open research line in the study of the behaviour of BNCs with imbalanced data and performing a study of how to approach this problem is the main aim of this paper.
Another related work, where BNCs are used is (Wasikowski and wen Chen, 2010) , but this is not applicable to the available datasets, since the number of attributes in our problems are too low, and the number of instances is comparatively few, so it does not have sense to apply feature subset selection. In the referred work they use datasets which are not originally imbalanced, and we wanted to apply BNCs to real imbalanced datasets.
ANALYTICAL EXPERIMENTS
Here we will show the basis for our study and an initial experimental set-up, analysing their results.
Selected BNCs
The classification task consists of assigning one category c i or value of the class variable C = {c 1 , . . . , c k } to a new object e, which is defined by the assignment of a set of values, e = {a 1 , a 2 , · · · , a n }, to the attributes A 1 , . . . , A n . In the probabilistic case, this task can be accomplished in an exact way by the application of the Bayes theorem (Equation 1). However, since working with joint probability distributions is usually unmanageable, simpler models based on factorizations are normally used for this problem. In this work we apply four computationally efficient paradigms Naive Bayes (NB), KDB, TAN and AODE. Our experiments will also show that imbalanced problems does not benefit from more complex BNCs.
These models, as any BN, are represented by a Directed Acyclic Graph, whose nodes indicate variables and the presence/absence of edges imply their relationships, that can be obtained, with the d-separation concept (Korb and Nicholson, 2010) . For example, from the structure of NB (Figure 1 . (a)), when
Figure 1: Examples of 4-nodes network structure for the BN classifiers: NB, TAN and KDB1, AODE.
the value of the class is known (observed), all the other variables (called attributes or features) remain independent. When we work with general BN any variable can be linked to any other (as long as the graph remains acyclic). Even though there are algorithms for learning BNs (Korb and Nicholson, 2010 , Part II), they are much slower and complex that those for semi-Naive classifiers, where the structure is fixed or at least constrained. Notice that any learning algorithm needs to discover the graph structure first and then perform a parametrical learning for the probability distribution, for any variable X it stores P(X|pa(X), where pa means parents. In particular, kDB allows k parents apart from the class, TAN learns a tree and then the class is linked to all the features ( Figure 1 . (b)), and AODE uses one model per every variable as the one in Figure 1 .(c) and averages.
Most of these models require discrete data, so when the values are numeric a previous discretization task has to be performed. In the case of Naive Bayes, the continuous model assumes conditional Gaussian distributions.
Datasets for the Experimentation
We have used KEEL-dataset repository. KEEL stands for Knowledge Extraction based on Evolutionary Learning, and it is an open source Java software tool developed by six Spanish Research Groups. In particular we have worked with those datasets in the imbalanced category, which can be found at http://sci2s.ugr.es/keel/imbalanced.php. Among them, we have omitted those which did not have binary class, this is because multi-valued classes make the problem different (Sun, 2007) , and we want to first provide a serious study for the binary case. In fact, any problem could be transformed into a binary one, using a minority class vs. all approach. This can be tackled in a future research. Table 1 shows the names of the datasets we used in our experiments, and their basic information:
• number of instances (#Inst)
• number of features or attributes (#att) Actual Predicted as Predicted as
Figure 2: Confusion matrix.
• imbalance ratio (IR), being #M #m , where #M represents the number of instances belonging to the majority class and #m those belonging to the minority class. See that #M + #m = #Inst.
Evaluating Models
We must indicate that we will use the measure Area Under a ROC Curve (AUC) for evaluating the classifiers in all our experiments. We selected this measure because it has been shown that it can assess the performance when the instances are imbalanced with respect to the class labels. The area under a ROC curve (AUC) provides a single measure of a classifier's performance. For other applications, where the datasets is supposed to be better distributed in terms of the class labels, accuracy is a standard measure. By accuracy we mean the percentage of correctly classified instances. However, when classifying with the class imbalance problem, accuracy is no longer a proper measure since the rare class has very little impact on accuracy as compared to the majority class. For instance, if the minority class has only presence of 1% in the training data, a simple strategy can be to predict the prevalent class label for every example. It can achieve a high accuracy of 99%. However, this measurement is useless if the main concern deals with the identification of the rare cases.
Most measures for evaluating classification performance can be derived from the confusion matrix, as seen in Figure 2 . In cells, T stands for True, F stands for False, P stands for Positive, and N stands for Negative, so we have the four possible combinations. To better grasp their meaning, suppose for example FN, this represents False Negative cases, that is, those cases classified as negative but whose actual value had to be positive, that is why they are called false, because they imply an error.
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Impact of IR
The first natural experiment is to replicate those done in (Lopez et al., 2013) where authors present how IR impacts on the classifiers evaluation, we show the classifiers measuring AUC with 5fold stratified Cross Validation (CV), this CV is also used when discretization is previously performed. We used supervised discretization, in particular the one at (Fayyad and Irani, 1993) . We discarded the use of distinct techniques, since it has been proved for BNCs, that the discretization method does not have an impact when the number of datasets is significantly large (Flores et al., 2011) .
We have carried out a set of tests and the conclusion is similar: we cannot find a pattern of behaviour for any range of IR, and the results can be poor both for low and high imbalanced data. In Figure 3 we show a plot with the AUC obtained for train and test (average on 5-folds), only for NB (continuous and Discretized). This tendency is similar for the other BNCs we tested. This plot shows IR until 40, where most of the datasets are concentrated to see it better, since the behaviour for larger IR values is also similar, with ups and downs and non linear with respect to IR. Notice that it could happen that two datasets have the same IR value, as datasets nr. 59 and 65, for example, in those cases the AUC shown is the average of the obtained measures.
From Figure 3 we can also see how the test and train values are close, so we can corroborate we are not producing high overfitting thanks probably to CV. Initially NB seems to perform better in its continuous version, but this is not always true, for example when IR is between 5 and 8 (approx.) the discrete version outperforms the continuous model, the same happens in the interval [13, 15] . These results are not conclusive, the comparison among classifiers will be done in the next subsection
Comparison Among Classifiers
In order to compare all classifiers, we have discarded the summary view of the previous analysis, where each IR point could concentrate several datasets. In this case we are going to use radial plots where each angle (from 0 to 2π radians) represents a dataset, and the length of the plotted point indicates the AUC obtained. To find the correspondence between datasets in Table 1 and these plots, we indicate that they are plotted anticlockwise (ACW), starting at three, and the circle is drawn ACW, finishing at dataset nr. 129. Notice that AUC can value 1 at maximum, so this is the radius of this plot. From now on, we will just plot AUC values for the test (in fact, this is the average of the 5-folds done in CV), so that we can focus on the performance for all the classifiers. In Figure 4 , we show a comparison among NB, AODE and C4.5.
We found this analysis quite informative for our work, and Figure 4 succeeds in summarising all the values at a single glance. Firstly, this figure justifies that BNCs perform much better than C4.5, which was one of the chosen models in previous relevant papers dealing with imbalanced datasets. It is remarkable how C4.5 reaches 0.5 value (the worst result) for so many datasets. In some cases (angles from 0 to π 4 radians), it has slightly better results, but the general comparison indicates this is clearly the worst model, since all the other circular lines mostly cover it around if we look at the whole graph. With respect to the BNCs here plotted, there is not a clear winner, in some areas NBG seems to win, but in other parts it is clearly im- Table 1. proved by AODE and its own discrete version, NBD. We wanted to extend the comparison to more complex BNCs, that allow relationships among attributes. We originally chose AODE, as literature shows it as the best semi-Naive Bayes classifier (Webb et al., 2005) . However, this test seemed to be usefulness to discard or not other models, which can catch more dependencies but which are also slower to learn. We can appreciate in Figure 6 that the differences when evaluating the chosen semi-Naive models (AODE, kDB with k ∈ {2, 3, 4} and TAN) are almost insignificant. The only area where we can perceive some differences is in some datasets between π and 15π 4 , which means less than 6 datasets, 5% of the total sample. Which is the explanation for this result? To our view, including more complexity, in the form of more dependencies, does not provide better results because of the imbalance class problems. It has sense that simpler models will perform better, they provide similar AUC values but simple anf faster-to-learn models. That is the reason why we will select, for our experiments only AODE, and kDB with low values for k, 2 and 3. On the other hand, we can see how Naive Bayes is sometimes outperformed by all the other BNCs, this is due to the fact that the conditional independence naively assumed do not usually holds in real problems.
OUR PROPOSAL: IMPROVING IR WITH RE-SAMPLING METHODS
We propose a general method that could be applied to any dataset enhancing the overall performance of the classification task. It is clear that IR affects classification, yet not in a linear way, since the problems arrive when the number of instances for each class are clearly imbalanced. So, we try to re-balanced datasets and see how this affects.
Smoted Re-balance
When dealing with the imbalanced class problem, we can use data-level solutions or algorithm-level. We are going to use the most widely known method in the first direction, called generally re-sampling. One technique could be under-sampling the majority class instances and on the opposite side we can over-sample the minority class cases. We chose this second possibility, since the real datasets we have available do not present many cases.
Description of the Experiment
We performed an experiment with the purpose of analysing how re-balancing the dataset can improve classification. For every dataset, we have its initial IR, that we note as IR 0 . Then, we apply SMOTE (Chawla et al., 2002) to get a better balance (then, smaller), using IR ′ = IR 1 , · · · , IR 4 , since we have tested with values from 1 to 4. There is a key point here, when using SMOTE we use 5-CV, so that we only apply oversampling to those instances in the training set (the 4-folds that correspond), but we test on the original fold, where obviously SMOTE can not be applied so that we can report fair evaluation. When applying SMOTE we have selected the default value (5) for the number of nearest neighbours for interpolating values. Tests indicated this is the most appropriate value. SMOTE also needs to know the percentage of samples belonging to the minority class to be created. Since we want to compensate IR ′ to produce distinct values, this "% of instances to-add" can be obtained as shown in Equation 2. For example, suppose we have a dataset with 1200 cases for the majority class (#M) and 100 for the minority class (#m), that yields IR 0 = 12. If we want to oversample the minority class cases so that we reach an IR ′ = 4, we obtain 100 ×( 1200 4×100 − 1) = 200. That will produce 300 (original 100 + generated 200) cases for the minority class, and IR ′ = 1200/300 = 4, which was our aimed smoted IR.
So the experiment we have done in this stage can be summarised as below: Table 1 .
⊲ m is a model
,p) end for end for end for The output of this experiment is shown per classifier, just to see if this smoted re-balance produce better results and to which extend these results are relative to IR ′ .
In the light of the results (Figure 6 ), this smoted technique produce incredibly good results for all classifiers. For space problems, we do not show all the classifiers, but we remark that the same tendency repeats for every classifier. There seem to be a particular dataset where using IR ′ 3 and 4, performs slightly worse than using the original IR. This is less than 1% of our datasets. Furthermore, when IR ′ is 1 or 2, we obtain much better results in all the datasets.
Conclusions from the Results
From the previous results, it is evident that the use of smoted re-balancing provides incredibly good results for all datasets. Experimentation seems to recommend especially IR' as 1 or 2. The decision about this value can be taken depending on the importance of using less times (IR2 will create less new minority cases). However, time for small datasets is not important, on average (for all tested models), evaluating the four new IR values for one dataset takes around one third of a second, in a relatively old computer (Java on Intel(R) Core(TM)2 Duo CPU, 2.66GHz and 2GB for RAM), and AODE is faster than this average.
The most important conclusions from our exploration on BNCs in this representative (129) set of imbalanced datasets could be summarised as follows:
• All BNCs performed much better in imbalanced data than decision trees (C4.5), one of the tested models in previous papers.
• Among BNCs, Naive Bayes does not work bad, but the conditional independence assumption makes the model too simple and it provides lower performance for some datasets.
• AODE seems to provide the better results, since more complex semi-Naive Bayes, as kDB or TAN do not obtain better results, in terms of AUC.
• Our proposal, based on smoted re-balancing, outperforms the original results very significantly.
FINAL DISCUSSION
In this work we have performed a study on how Imbalance Ratio affects when using Bayesian Networks models in classifying, when the dataset from which the model is learned presents imbalance between classes. As seen in the introduction, this problem is quite frequent in certain fields. We have seen that this relation IR with performance is not trivial, and cannot be caught with a linear function, as many other factors, intrinsic in the dataset can affect, as discussed in (Lopez et al., 2013) . However, working with this IR in combination with over-sampling techniques, as SMOTE, can produce an incredible gain in the classification assessment. So, the two main contributions of this paper is the use of BNCs for imbalanced datasets together with analysis of their performance in a public benchmark with 129 datasets, and the proposal of a new algorithm in which we recommend to use AODE as classifier and IR' as 1 or 2, but which could be parametrised with other BNC and value and will work properly depending on the user preferences.
As future work there are two possible lines: investigate sophisticated boosting techniques focused on imbalanced dataset that use cost functions , probably with some adaptation to BNCs, and also, the use of other oversampling methods distinct from SMOTE. Finally, we aim at studying algorithms to learn BNCs tailored for imbalanced data. The extension to multi-class problem could also be useful.
