Abstract. We estimate the Hopf degree for smooth maps f from S 4n−1 to S 2n in the fractional Sobolev space. Namely we show that for s
Introduction
Brouwer degree estimates. For smooth maps f : S n → S n it is wellknown that the Brouwer topological degree can be computed by the formula
where f * (ω S n ) is the pull-back of the volume form ω S n on the sphere S n , which by an extension argument can be interpreted as a restriction of an n-form ω ∈ C ∞ c ( n T * R n+1 ). The estimate (1.1) readily implies that the degree can be estimated by the norm in the critical Sobolev space W 1,n (S n , S n ) since |f * ω| ω L ∞ |Df | n pointwise everywhere on S n for any n-form ω ∈ C ∞ c ( n T * R n+1 ). In the fractional case, since f * ω is of Jacobian type, we have for every s ≥ n n+1 and every f : S n → R n+1 commutator estimates from Harmonic Analysis of the form (see Proposition 2.1)
This implies the degree estimate , although the estimate of´S n f * ω S n fails, the estimate (1.3) still holds, with a subtle proof based on adequate estimate of the singular set of a harmonic extension of the mapping f [2, Theorem 0.6]; this strategy also yields gap potential estimates [2, 3, 21] .
Hopf degree estimates. Hopf [18] showed that for n ∈ N maps f : S 4n−1 → S 2n have a topological invariant, the Hopf degree or Hopf invariant. Whitehead [33] introduced an elegant integral formula for the Hopf degree:
. The form η exists by Poincaré's lemma, since f * dω = 0 and the 2n de Rham cohomology group of S 4n−1 is trivial: H 2n dR (S 4n−1 ) ≃ {0}. The Hopf invariant does not depend on the choice of η and is invariant under homotopies, see e.g. [1] .
The Hopf invariant can be estimated by the critical Sobolev norm of 
. The proof of Theorem 1.1 is based on commutator estimates, i.e. tools from Harmonic Analysis which disregard the topological condition that f maps into S 2n . Namely Theorem 1.1 is a consequence of the counterpart of (1.2) for the Hopf degree . Also, we were not able to prove Theorem 1.2 via the elegant extension argument as for the degree in [5] , or using a similar extension argument that works for a large class of commutator estimates [19] . One can use such an extension argument, but it leads to a larger threshold for s up to which the estimate can be shown, such an estimate was obtained for Hölder maps in [15] .
We conclude this section with two remarks. +ε for any ε > 0, see also [23] , and conjectured that they actually cannot be of class C 1 2 +ε for any ε > 0. In [15] it is shown that the C 2 3 +ε -threshold proved by Gromov actually holds for all maps that are extensions of an embedding of S 1 → H 1 , i.e. without the topological assumption that the map ϕ is an embedding in B 2 . Moreover, the results in [31] suggest that this C 2 3 -threshold might be sharp without that embedding assumption. So again we are here in a situation where, without a restrictive topological assumption, the optimal class is C 2 3 and with topological assumption it is conjectured that C 1 2 is the optimal class. See also the survey [25] .
Degree Estimates and Jacobians
In order to explain our proof of the Hopf degree estimate, Theorem 1.2, we first explain a strategy to prove the degree estimate (
Proof. Our proof is based on trace estimates for harmonic extensions, see [7] , [22, (2. 3)], [19, Section 10] , [9] . Alternatively, one could resort to heavier Harmonic Analysis (namely Littlewood-Paley projections and paraproducts), as in [26] , or to Fourier Analysis, as in [28] , to obtain the same estimate.
Since F is the harmonic extension of f , we have the trace estimate
Consequently, for any s > n n+1 , by the fractional Gagliardo-Nirenberg interpolation inequality, [6] ,
This shows ˆS
. and the claim is proven.
Taking ω as the volume form of S n in Proposition 2.1 we obtain in particular the estimate
The power in Corollary 2.2 is sharp in the following sense.
Proposition 2.3 is a consequence of the following Lemma. 
By the fractional Gagliardo-Nirenberg interpolation inequality [6] , we have
The differentiability threshold s ≥ n n+1 in Proposition 2.1 is sharp from the point of view of the Harmonic Analysis involved: without the assumption that f maps into S n there is no way to lower the differential order s below n n+1 . Proposition 2.5. Let ω be the volume form of S n and let s ∈ (0, n n+1 ).
Then there exists a sequence
This is a consequence of the proof of [26, Theorem 2] . See also [7, Proof of Lemma 5: Case 2]. We give a more geometric interpretation this fact.
Proof of Proposition 2.5. From Proposition 2.3 we find for each
Taking σ = s n we thus get the desired sequence whenever s < n n+1 .
From Proposition 2.5 one could think that the condition s > n n+1 in the estimate (2.1) was sharp, but this turns out to be false: the following was shown in [2, Theorem 0.6].
Proposition 2.5 and Theorem 2.6 do not contradict each other: the main point in Proposition 2.5 is that it is not assumed that f k maps into S n . Indeed from the construction one sees that the maps f k eventually collapse to zero as k → ∞. Let us summarize these results for the degree as follows 
holds when s ≥ n n+1 . This estimate may fail for s < n n+1 . (2) With the additional topological restriction f : S n → S n (2.2) holds for any s > 0.
In this sense the differentiability n n+1 is the sharp limit case from the Harmonic Analysis point-of-view, while (2) is the situation from the topological point of view.
Hopf Degree estimates
Our proof of Theorem 1.2 is based on Harmonic Analysis, namely commutator estimates. Coifman-Lions-Meyer-Semmes showed that Jacobians (and more generally div-curl terms) are related to commutator estimates (in particular the Coifman-Rochberg-Weiss commutator [8] ) and obtained Hardy spaces estimates for Jacobians. Similar effects had also been observed in terms of Wente's inequality [32, 4, 28] . Extending these arguments, fractional Sobolev space estimates for Jacobians have been obtained by Sickel and Youssfi, [26] . These fractional Sobolev space estimates for Jacobian can be proven by an elegant argument using trace space characterizations and harmonic extension, [5] , and indeed also the Hardy-space estimates and more generally the Coifman-Rochberg-Weiss estimates can be obtained by an extension argument [19] .
Since all these arguments are written in Euclidean Space, we will use the stereographic projection to pull back our definition of the Hopf degree to R 4n−1 . 
and for any s ∈ (0, 1),
Proof. We first observe that by classical properties of the pullback of differential forms, we have dΥ
We note that for every x, y ∈ R 4n−1 ,
and for each
and thus
Hence we have, by the change of variable formulä
We denote by I s the Riesz potential on R m , that we let act on a k-form α ∈ C ∞ ( k T * R m ) component-wise. That is if we write
With this notation we have the following estimate, which is the crucial estimate underlying our argument.
The estimate is sharp in the following sense. In the proof of [26, Theorem 2, necessity of (16)] for any t < 1 − 1 2k they construct a sequence
If we set F i := (f 1 i , . . . , f k i , 1) and β(x) := x k+1 , ℓ = k + 1, this leads to
Proof of Proposition 3.2. By linearity, we can consider the case where
For simplicity of notation we set h :=h
We want to estimate
where we have set ψ := I 1/2 ϕ. We define the functions F : 
By the definition of H and Ψ through the Poisson kernel, we have the decay at infinity,
From (3.1) Cartan formula or Stokes theorem yield
We have thus by the Cauchy-Schwarz and the triangle inequality
.
We now estimate successively the three integrals on the right-hand side of (3.3). We first have, by properties of the harmonic extension that
Next, we have
Finally, we observe that for every (x, t) ∈ R m+1 + , we have
and thuŝ
By the maximal function theorem, [10, Theorem 2. 
Combining (3.6), (3.7) and (3.8), we obtain
By inserting the inequalities (3.4), (3.5) and (3.9) into (3.3) , we have proved now that ˆR
. and hence
. Now we use Gagliardo-Nirenberg inequalities for Triebel spaces, [6, Proposition 5.6]. For any s ∈ (
Moreover, by the Gagliardo-Nirenberg inequality for fractional Sobolev spaces, [6] , we have since s ≥ 1 2
Since furthermore h =h • f , andh is C ∞ c , we have shown
The conclusion follows from (3.10) and (3.14).
Proof of Theorem 1.2. We assume in view of Lemma 3
) and f * (dω) = 0. Recall that we denote by I 2 the Newton potential (or Riesz potential of order 2) on R 4n−1 . Set
where
Here ∆ = dd * + d * d is the Laplace-Beltrami operator on differential forms. Observe that by assumption df * ω = ddη = 0. Thus,
From the definition of θ in (3.15) and since f * ω is compactly supported we have for every x ∈ R 4n−1 ,
Since the Laplace-Beltrami in Euclidean space R 4n−1 acts as the usual Laplacian on the coefficients of the form, see [30, §6.35 , Exercise 6, p. 252], and in view of (3.16), we can apply we can apply Liouville's theorem for harmonic functions and obtain that dθ ≡ 0 on R 4n−1 . Hence,
Since f * ω = dη = dd * θ,
It follows from (3.15),
Thus,
Now we observe that we can express d * I 3/2 = T 1 I 1/2 and dd * I 5/2 = T 2 I 1/2 where T 1 and T 2 are Calderon-Zygmund operators (essentially they are a collection of Riesz transforms). From the boundedness of these operators on L 2 (R 4n−1 ) we obtain
We apply Proposition 3.2 with m = 4n − 1 and ℓ = 2n and obtain, for any s ≥ 
We obtain then (3.18)
Sharpness of the Hopf Degree estimates
The power 
The proof of Proposition 4.1 follows closely the strategy of Rivière for n = 1 and s = 1 [24, Lemma III.1]. We extend it to dimension n ≥ 1. Then the fractional Gagliardo-Nirenberg interpolation inequality, for example see [6] , implies the estimate of Proposition 4.1.
The key construction is provided by application of the Whitehead integral formula to the Whitehead product of a map from S 2n to S 2n with itself.
Lemma 4.2. For every n
Proof of Lemma 4.2.
Let g ∈ C ∞ (R 2n , S 2n ), be a map such that g = a * in R 2n \B 2n for some point a * ∈ S 2n . Since R 2n /(R 2n \B 2n ) is homeomorphic to S 2n \{a * }, the map g has a well-defined Brouwer degree that can be computed
where ω S 2n ∈ C ∞ c ( 2n T * R 2n+1 ) is a volume form on S 2n such that S 2n ω S 2n = 1. By Lemma 2.4, we can choose g in such a way that deg g = k and Dg L ∞ k −1/2n . We remark that
We define the sets
and we observe that
We define maps P ± :
We observe that f is continuous since for (x, y) ∈ S
. Since g * ω S 2n = 0 is a 2n-form in R 2n , it is closed, and by Poincaré Lemma we can find η ∈ C ∞ ( 2n−1 T * R 2n ) such that dη = g * ω S 2n . We observe then that
The Hopf degree of f can now be computed as
We observe that P * ± η ∧ dP
Since supp dP * ± η ⊂ S ± , we have by the Stokes-Cartan formula, in view of (4.1), That is, for each η k ∈ C ∞ ( 2n−1 T * S 4n−1 ) such that dη k = f * ω S 2n , we havê
On the other hand, if dθ k = g * k ω S 2n , then d(k σ(2n+1) θ k ) = f * k ω S 2n and thuŝ
We conclude that if we pick σ = 
