We measure the full distribution of current fluctuations in a single-electron transistor with a controllable bistability. The conductance switches randomly between two levels due to the tunneling of single electrons in a separate single-electron box. The electrical fluctuations are detected over a wide range of time scales and excellent agreement with theoretical predictions is found. For long integration times, the distribution of the time-averaged current obeys the large-deviation principle. We formulate and verify a fluctuation relation for the bistable region of the current distribution.
Introduction.-Nano-scale electronic conductors operated at low temperatures are versatile tools to test predictions from statistical mechanics [1] [2] [3] . The ability to detect single electrons in Coulomb-blockaded islands has in recent years paved the way for solid-state realizations of Maxwell's demon [4, 5] , Szilard's engine [6] , and the Landauer principle of information erasure, complementing experiments with colloidal particles [7] [8] [9] . Moreover, several fluctuation theorems have been experimentally verified in electronic systems, including observations of negative entropy production at finite times [10] [11] [12] [13] [14] . Bistable systems constitute another class of interesting phenomena in statistical physics [15] . Bistabilities can be found in many fields of science [16, 17] and can for example be caused by external fluctuators or intrinsic non-linearities. Bistabilities lead to flicker noise which can be detrimental to the controlled operation of solid-state qubits [18] and other nano-devices whose fluctuations we wish to minimize [19, 20] .
In this Rapid Communication, we realize a controllable bistability that causes current fluctuations in a nearby conductor. The tunneling of electrons in a single-electron box (SEB) makes the conductance switch between two levels in a nearby single-electron transistor (SET) whose current is monitored in real-time. With this setup, we can accurately measure the distribution of current fluctuations in a bistable conductor, including the exponentially rare fluctuations in the tails, and we can test fundamental concepts from statistical physics as we modulate the bistability in a controlled manner.
Experimental setup.- Figure 1a shows an SET which is capacitively coupled to an SEB. Both are composed of small normal-conducting islands coupled to superconducting leads via insulating tunneling barriers. Measurements are performed at around 0.1 K, well below the charging energy of both the SEB and the SET. The tunneling rates of the SEB are tuned to the kilo-hertz regime so that the tunneling of electrons on and off the SEB are separated by milliseconds. The tunneling rates in the SET are on the order of several hundred megahertz and the electrical current is in the range of picoamperes. The conductance of the SET is highly sensitive to the pres- ence of individual electrons on the SEB. This can be used to detect the individual tunneling events in the SEB by monitoring the current in the SET, see Fig. 1b [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Here, by contrast, we turn around these ideas and instead we focus on the current fluctuations in the SET under the influence of the random tunneling events in the SEB [32] . This concept has an immediate application in characterization of spurious two-level fluctuators which appear in many solid-state devices [18, 33] and may affect the device properties. Thus, we use the SEB as an exemplary two-level fluctuator which can be completely characterized by considering the statistics of the current in the device in focus (the SET in our case). Time-averaged current.-Our dynamical observable is the time-averaged current
measured over the time interval [t 0 , t 0 + τ ]. For stationary processes, the distribution of current fluctuations depends only on the length of the interval τ and not on t 0 . The distribution is expected to exhibit general properties that should be observable in any bistable conductor. For example, it has been predicted [34] and verified in a related experiment [25] that the logarithm of the distribution at long times is always given by a tilted ellipse, see Fig. 1c and Refs. [35, 36] . Besides, the crossover from short to long times, see Fig. 2 , gives additional information about the bistable system (SEB). This information can be used for the detection and characterization of parasitic two-level fluctuators that may be present in the vicinity of a device, since the fluctuation statistics should be universal for all such two-level systems as we will see.
Measurements.- Figure 2a shows experimental results for the distribution of the time-averaged current. For short integration times, the distribution is bimodal with two distinct peaks centered on the average currents I − and I + corresponding to having either n = 0 or n = 1 electrons on the SEB. According to the central limit theorem, the fluctuations should become normal-distributed with increasing integration time τ , having a variance that decreases as O(τ −1/2 ). This expectation is confirmed by Fig. 2a , showing how the distribution becomes increasingly peaked around the mean current I . This behavior is similar to the suppression of energy or particle fluctuations in the ensemble theories of statistical mechanics [37] , here with the limit of long integration times playing the role of the thermodynamic limit. However, even as the distribution becomes increasingly peaked, rare fluctuations persist [38] . This can be visualized by using a logarithmic scale which emphasises the rare fluctuations encoded in the tails of the distribution, Fig. 2b . The rare fluctuations will be important when we below formulate and test a fluctuation theorem.
Theory.-To better understand the fluctuations we develop a detailed theory of the distribution function P τ (I). The current fluctuates due to the random tunneling in the SEB and because of intrinsic noise in the SET itself. This we describe by the stochastic equation
where the first two terms account for the random switching between the average currents I − and I + and we have defined the time-averaged electron number N (τ ) = t0+τ t0 dtn(t)/τ on the SEB with n = 0, 1 [35] . The timeaveraged noise ξ(τ ) describes the intrinsic fluctuations around the mean values I − and I + , assumed here to be independent of n. The distribution of current fluctuations P τ (I) is now determined by the fluctuations of N (τ ) and the intrinsic noise ξ(τ ). Electrons tunnel on and off the SEB with the tunneling rates Γ + and Γ − , changing n from 0 to 1 and vice versa, respectively. The distribution P τ (N ) then becomes [39] The boxcar function Π(N ) = θ(N )θ(1 − N ) is given by Heaviside step functions and I 0,1 (x) are modified Bessel functions of the first kind. We have also introduced the dimensionless parameter x = 2τ Γ + Γ − N (1 − N ) controlling the distribution profile. For Γ + = Γ − , we recover the result of Ref. [40] . Based on P τ (N ), we can evaluate P τ (I) according to Eq. (2), taking into account the intrinsic fluctuations given by ξ(τ ). The resulting theory curves agree well with the experimental data in Fig. 2 over a wide range of integration times. For short times, τ
corresponding to P τ (I) being bimodal with distinct peaks centered around the two average currents I − and I + . With increasing integration time, the distribution eventually takes on the large-deviation form P τ (N ) ∝ e G(N )τ with the rate function
2 following directly from Eq. (3). Moreover, the long-time limit of the distribution describes the lowfrequency current fluctuations which should be dominated by the slow switching process. We can then ignore ξ(τ ) in Eq. (2) such that the distribution becomes [34] ln
The rate function on the right-hand side characterizes the non-gaussian fluctuations of the current beyond what is described by the central limit theorem [38] . Importantly, the rate function is independent of the integration time and it captures the exponential decay of the probabilities to observe rare fluctuations. Geometrically, the rate function describes the upper part of a tilted ellipse, delimited by the currents I + and I − [25, [34] [35] [36] . The tilt is given by the ratio of the controllable tunneling rates Γ + and Γ − and its width is governed by their product (see the prefactor in the parameter x). The tilted ellipse agrees well with the experimental results in the bistable range, I − ≤ I ≤ I + , as seen in Fig. 1c . The extreme tails of the distribution are determined by the intrinsic fluctuations around I − and I + which are not included in Eq. (4) .
By adjusting the tunneling rates we can control the shape and the tilt of the ellipse as illustrated in Fig. 3a . For Γ − Γ + , the ellipse is strongly tilted to one side and the distribution is mostly centered around I − . As the ratio of the rates is changed, the ellipse becomes tilted to the other side and the distribution gets centered around I + . The average I is given by the value of I where the distribution is maximal. This value changes from I − to I + as we tilt the ellipse. The abruptness of the change is determined by the width of the ellipse.
Universal semi-circle.-To provide a unified description of the fluctuations we define the rescaled distribution
where the second term in the brackets explicitly removes the tilt of the distribution and we have defined ∆I ± = I − I ± . From Eq. (4), we then obtain the semi-circle
which should describe the fluctuations in any bistable conductor independently of the microscopic details. Here we have definedĪ = ( I + + I − )/2. Figure 3b shows that our experimental data in Fig. 3a measured at long times indeed collapse onto this semi-circle when rescaled according to Eq. (5). This property should hold for a variety of bistable systems from different fields of physics. Fluctuation relation.-Finally, we examine the symmetry properties of the fluctuations [41] . Equation (4) is suggestive of a fluctuation relation at long times reading
where Ω = 2(Γ + − Γ − )/( I + − I − ) controls the slope. This relation is reminiscent of the Gallavotti-Cohen fluctuation theorem [42, 43] , however, here the intensive entropy production is replaced by the departure J from the averageĪ of the mean currents. Equation (7) should be valid in the bistable region of the distribution which is dominated by the random tunneling in the SEB. The excellent agreement between theory and experiment in Fig. 4 confirms the prediction. The fluctuation relation is expected to be valid for many different bistable systems and may be further tested in future experiments.
Conclusions.-We have realized a controllable bistability in order to investigate fundamental properties of current fluctuations in bistable conductors. These include the cross-over from short-time to long-time statistics, the large-deviation principle, and the fluctuation relation in long-time limit. Our results have an immediate application for the detection and characterization of spurious two-level fluctuators which appear in many solid-state devices, since their fluctuations are universal and independent of the microscopic details. We have formulated and verified universal properties including a fluctuation relation for bistable conductors. Our work establishes several analogies between bistable conductors and concepts from statistical mechanics and it offers perspectives for further experiments on statistical physics with electronic conductors.
I. MASTER EQUATION
We consider a two-state system in the framework of a master equation for the probabilities p n (t) to be in the charge state n = 0 or n = 1 at time t. We focus on the probability distribution P(N ) for the time-averaged value of n,
using a large-deviation approach (see Ref. 1 for review). Thus, we go beyond the central-limit theorem and consider the rare events in the tails of the distribution together with the scaling of P(N ) with τ . The master equation readṡ
where Γ ± are the tunneling rates to (n = 0 → 1) and from the island (n = 1 → 0), respectively. The probabilities are normalized such that p 0 (t) + p 1 (t) = 1 at all times.
II. MULTI-JUMP APPROACH
The probability of realizing a trajectory, in the time interval from t 0 = 0 to t M +1 = τ with M alternating jumps of the form n = 0 → 1 and n = 1 → 0 at times t 1 < . . . < t M , reads
Here, the initial state n(0) = 0 (1) corresponds to the upper (lower) signs. In the stationary state, the initial probabilities p n (0) are
where Γ tot = Γ + + Γ − is the total relaxation rate. Based on Eq. (3), one can write the time-average in Eq. (1) as
where n(0) = η is given by initial state, and odd(m) = 0 for even m and odd(m) = 1 for odd m. The probability distribution of N can now be expressed with the help of Eq. (3) as
where the M -jump probabilities are written as
Here we have introduced the dimensionless tunneling rates γ j = Γ j τ and Γ d = Γ + − Γ − , and [x] denotes the integer part of x. To proceed, we need to evaluate the following integrals
To this end we change variables as follows
The inequalities 0 < t 1 < . . . < t M < τ lead to a splitting of the set {D m } into two ascending sequences (one for even and one for odd m's),
with the following conditions on the first and last terms in the sequences
According to Eq. (9), which can be written as
The expression for P(N ) can be represented in terms of the D M 's, since
Moreover, time-reversal symmetry (t m → τ − t M −m+1 ) for M = 2k + 1 together with the symmetry (
It then suffices to evaluate J (η=0) M for which we find
and
As a result we obtain
with M = 2k + η. In the last step, we have skipped a term which is zero for M = 0 and have put M = 2k + 1 and M = 2k + 2 together into the square brackets. The sums in the last expression are simply the modified Bessel functions I p (x) with the common argument x = 2 γ + γ − N (1 − N ). We then arrive at the expression
which is Eq. (3) of the main text.
III. LIMITING CASES
In the limit of short integration times τ (implying that γ k → 0), only the first two terms corresponding to zero-jump trajectories survive in the expression for the probability distribution P(N )
In the opposite limit of large τ (γ k 1), we find
or in the logarithmic form
Here we have used the asymptotic behavior of the Bessel functions
IV. ADDITION OF DELTA-CORRELATED NOISE
In the experiment, the state n(t) is measured together with the noise ζ(t) at the time instants t k = k · ∆t, i. e.
The noise ζ k = ζ(t k ) is stationary and delta-correlated with the distribution function P 0 (ζ). To calculate the distribution P( N ) of the variable N given by Eq. (1) with n(t) substituted byñ(t), we need the convolution of the distribution function P(N ) in Eq. (17) and the distribution function P ξ (ξ(τ )) of the averaged noise
where K = τ /∆t. This convolution reads P( N ) = In addition, we have the following expression for the generating function of the variable K · ξ(τ ) e iKξ(τ )q = e iKξ(τ )q P ξ (ξ(τ ))dξ(τ ) = K k=1 e iξ k q P 0 (ξ k )dξ k = e iζq P 0 (ζ)dζ
Here, we have used that the noise is delta-correlated (ζ k and ζ l are independent for k = l) and stationary (the distribution P 0 (ζ k ) is the same for all k). Finally, by an inverse Fourier transformation we obtain P ξ (ξ(τ )) on the form P ξ (ξ(τ )) = 1 2π e −iKξ(τ )q e iKξ(τ )q Kdq = K 2π e −iKξ(τ )q e iζq P 0 (ζ)dζ
A. Gaussian and Lorentzian distributions
We consider the noise ξ to be either Gaussian or Lorentzian distributed. For the Gaussian distribution, we have
We then find 
which is also a Gaussian with the variance σ 2 /K. For the Lorenzian distribution
we obtain e iζq P 0 (ζ)dζ = σ π e iζq dζ ζ 2 + σ 2 = e −σ|q| (30) and
which coincides with the initial noise distribution. In both cases, one should substitute Eq. (28) or Eq. (31) into Eq. (23) and then evaluate the resulting convolution.
