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a b s t r a c t
The paper presents a convergence analysis of a modified Newton method for solving non-
linear systems of equations. The convergence results show that this method converges
cubically in the nonsingular case, and linearly with the rate 3/8 under some sufficient con-
ditions when the Jacobian is singular at the root. The convergence theory is used to analyze
the convergence behavior when the modified Newton method is applied to a nonsymmet-
ric algebraic Riccati equation arising in transport theory. Numerical experiment confirms
the theoretical results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Many computational engineering problems require the numerical solution of nonlinear systems of equations, i.e., for a
given nonlinear function F : Rn 7→ Rn, compute a vector x∗ such that
F(x∗) = 0. (1)
The Newton method [1,2] is commonly used for solving such systems and can be briefly described here. Suppose xk ∈ Rn is
the current approximate solution and the Jacobian F ′(xk) is nonsingular; a new approximate solution xk+1 can be computed
through the following step:
xk+1 = xk − F ′(xk)−1F(xk).
The Newton method has quadratic convergence to x∗ if the initial x0 is sufficiently near x∗ and F ′(x∗) is nonsingular. For
singular problems, i.e., problems with F ′(x) being singular at x∗, the behavior of the Newton method is very complex [3–6].
F ′(x) may be not nonsingular in a deleted neighborhood of the root. Instead, F ′(x) is generally singular in a collection of
codimension 1 smooth manifolds passing through x∗. A consequence of this is that the set of initial iterates that produce
convergence is not a deleted neighborhood of x∗, but a region that avoids the set on which F ′(x) is singular.
As we know, the convergence of the iterates and the rate of convergence play an important role in the design of new
iterative methods. There are higher order methods that allow for faster convergence. For instance, Halley’s method [7] and
the super-Newton method [8] have third-order convergence, but these methods require the second derivative which is
difficult to evaluate and are thus time-consuming for complicated functions.
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Recently, a new variant of the Newton method has been presented in [9] for solving a scalar nonlinear equation. Conver-
gence analysis shows that the new method is cubically convergent if the initial value is sufficiently near the root and the
first derivative at the root is nonzero. At each iteration, the new method requires two evaluations of the function and one
evaluation of its first derivative. Therefore, the new method is preferable if the costs of computation of the first derivative
are equal to or more than those of the computation of the function itself.
In this paper, first, we extend themodified Newtonmethod to themultivariate case, and prove that it converges cubically
if the initial x0 is sufficiently near x∗ and F ′(x∗) is nonsingular. Then, we analyze the convergence behavior of the modified
methods at singular points under some plausible assumptions. Finally, the convergence theory is used to analyze the
convergence behavior when the modified Newton method is applied to a nonsymmetric algebraic Riccati equation arising
in transport theory and some numerical results are given to support the theoretical analysis.
Throughout this paper, we use the following notation. I denotes the identity matrix, and 0 denotes the zero vector or
zeromatrix. The dimensions of these vectors andmatrices conformwith the dimensions used in the context. We denote the
2-norm by ‖ · ‖ for a vector or a matrix.
2. Convergence analysis of a modified Newton method
The modified Newton method proposed in [9] has been considered only for a scalar nonlinear equation. It can naturally
be extended to solve the nonlinear equations (1). The iterative scheme of the modified Newton method is the following: for
k = 0, 1, 2, . . . ,{˜
xk = xk + F ′(xk)−1F(xk),
xk+1 = x˜k − F ′(xk)−1F (˜xk). (2)
In the rest of the paper, we assume F to be a C3-mapping from Rn into Rn. Then, the following facts are well-known. For
any x+, x ∈ Rn, we have
F(x+) = F(x)+ F ′(x)(x+ − x)+ 12F
′′(x)(x+ − x, x+ − x)+ O(‖x+ − x‖3). (3)
Here and in the following, for any h ∈ Rn, F ′′(x)(h, h) is defined by [F ′′(x)h]h. In particular, if x+ = x∗, the solution of the
nonlinear equations (1), then
0 = F(x)+ F ′(x)(x∗ − x)+ 12F
′′(x)(x∗ − x, x∗ − x)+ O(‖x∗ − x‖3). (4)
2.1. The nonsingular case
In this subsection, we assume that the Jacobian F ′(x∗) is nonsingular. Hence, for any x sufficiently near x∗, F ′(x)−1 exists
and there is a constantM > 0 such that ‖F ′(x)−1‖ ≤ M .
Define the error vector ek = xk − x∗ and dk = x˜k − xk. It follows from the first part of (2) that dk = F ′(xk)−1F(xk).
Setting x = xk in (4) yields
0 = F(xk)− F ′(xk)ek + 12F
′′(xk)(ek, ek)+ O(‖ek‖3),
i.e.,
F(xk) = F ′(xk)ek − 12F
′′(xk)(ek, ek)+ O(‖ek‖3). (5)
Premultiplying (5) by F ′(xk)−1 and using dk = F ′(xk)−1F(xk) gives
dk = ek − 12F
′(xk)−1F ′′(xk)(ek, ek)+ O(‖ek‖3). (6)
Putting x+ = x˜k and x = xk in (3) and using the definition of dk, we have
F (˜xk) = F(xk)+ F ′(xk)dk + 12F
′′(xk)(dk, dk)+ O(‖dk‖3). (7)
Define S(xk) = F ′(xk)−1[F ′′(xk)ek]. Note that ‖S(xk)‖ = O(‖ek‖) if F ′(x∗) is nonsingular and xk is sufficiently near x∗.
Substituting (6) into (7), we obtain
F (˜xk)− F(xk) = F ′(xk)ek − 12F
′′(xk)(ek, ek)+ 12F
′′(xk)(dk, dk)+ O(‖ek‖3)
= F ′(xk)ek − 14F
′′(xk)(ek, S(xk)ek)− 14F
′′(xk)(S(xk)ek, ek)+ 18F
′′(xk)(S(xk)ek, S(xk)ek)+ O(‖ek‖3).(8)
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Furthermore, it follows from (2) that
xk+1 = xk − F ′(xk)−1(F (˜xk)− F(xk)).
Subtracting x∗ from both sides of the above equality and using (8) yields
ek+1 = ek − F ′(xk)−1(F (˜xk)− F(xk))
= 1
4
S(xk)2ek + 14F
′(xk)−1F ′′(xk)(S(xk)ek, ek)− 18F
′(xk)−1F ′′(xk)(S(xk)ek, S(xk)ek)+ O(‖ek‖3), (9)
which shows that ‖ek+1‖ = O(‖ek‖3).
In summary, we have obtained the following theorem, which describes the convergence behavior of the iteration (2).
Theorem 1. Let F ′(x∗) be the Jacobian of F(x) at the solution x∗ of (1). Suppose that F ′(x∗) is nonsingular and the initial x0 is
sufficiently near x∗; then the sequence {xk} generated by the modified Newton iteration (2) for solving the nonlinear equations (1)
is cubically convergent.
2.2. The singular case
We now consider the singular case where the Jacobian F ′(x∗) is singular. Let N be the null space of F ′(x∗). We assume
Rn = X ⊕ N with F ′(x∗)X = X. Let PN denote a projection onto N parallel to X, and let PX = I − PN . Define
Bρ(x∗) ≡ {x ∈ Rn : ‖x − x∗‖ ≤ ρ}, Cθ (x∗) ≡ {x ∈ Rn : ‖PX(x − x∗)‖ ≤ θ‖PN (x − x∗)‖} andWρ,θ (x∗) = Bρ(x∗) ∩ Cθ (x∗).
Moreover, we also assume thatN has dimension 1, F ′′(x∗)(N ,N )∩X = {0}, and ‖F ′′(x∗)(x, y)‖ ≥ σ‖x‖ ‖y‖ for all x ∈ N
and y ∈ Rn with σ > 0.
We collect some useful results in the following lemma, which can be found in [5].
Lemma 2. With the notation given above, we have:
(1) There is a positive number ρ such that F−1(0) ∩ Bρ(x∗) = x∗.
(2) There exists a set Wρ,θ (x∗) such that F ′(x)−1 exists for x ∈ Wρ,θ (x∗), x 6= x∗, and ‖F ′(x)−1‖ ≤ c1‖x− x∗‖−1.
(3) There are positive constants c2, ρ and θ such that ‖PXF ′(x)−1‖ ≤ c2 holds for x ∈ Wρ,θ (x∗) and x 6= x∗.
Before presenting the main convergence results, we give the following lemma that will be needed.
Lemma 3. There exist ρ > 0 and θ > 0 such that for any x ∈ Wρ,θ (x∗) and x 6= x∗, x+ defined by{˜
x = x+ F ′(x)−1F(x),
x+ = x˜− F ′(x)−1F (˜x)
lies in Wρ/2,θ (x∗).
Proof. We first assume that ρ > 0 and θ > 0 are chosen such that the conclusions of Lemma 2 hold.
Define the error vectors e = x− x∗ and e+ = x+ − x∗. In the same way as in the previous subsection, we obtain
e+ = 14S(x)
2e+ 1
4
F ′(x)−1F ′′(x)(S(x)e, e)− 1
8
F ′(x)−1F ′′(x)(S(x)e, S(x)e)+ O(‖e‖2), (10)
where S(x) = F ′(x)−1[F ′′(x)e]. Note that the last term of the right-hand side in (10) is O(‖e‖2) due to ‖F ′(x)−1‖ ≤
c1‖x− x∗‖−1.
Since ‖F ′(x)−1‖ ≤ c1‖x− x∗‖−1 and ‖PXF ′(x)−1‖ ≤ c2 for any x ∈ Wρ,θ (x∗) and x 6= x∗, there exist positive constants s1
and s2 such that
‖S(x)‖ = ‖F ′(x)−1[F ′′(x)e]‖ ≤ s1,
‖PXS(x)‖ = ‖PXF ′(x)−1[F ′′(x)e]‖ ≤ s2‖e‖.
From F ′(x∗) = F ′(x)− F ′′(x)e+ O(‖e‖2), it follows that
S(x)PN e = F ′(x)−1(F ′(x)− F ′(x∗)+ O(‖e‖2))PN e
= PN e+ O(‖e‖2). (11)
Hence, we obtain
S(x)e = S(x)PXe+ S(x)PN e = S(x)PXe+ PN e+ O(‖e‖2). (12)
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By (11) and (12), we get
S(x)2e = PN e+ S(x)2PXe+ O(‖e‖2), (13)
F ′(x)−1F ′′(x)(S(x)e, e) = PN e+ S(x)PXe+ Ŝ(x)e+ O(‖e‖2), (14)
F ′(x)−1F ′′(x)(S(x)e, S(x)e) = PN e+ S(x)2PXe+ Ŝ(x)S(x)e+ O(‖e‖2), (15)
where Ŝ(x) = F ′(x)−1F ′′(x)(S(x)− I)PXe.
For any x ∈ Wρ,θ (x∗) and x 6= x∗, we have
(1+ θ)‖PN e‖ ≥ ‖PN e‖ + ‖PXe‖ ≥ ‖e‖ ≥ ‖PN e‖ − ‖PXe‖ ≥ (1− θ)‖PN e‖.
Similarly, it is easy to get
‖̂S(x)‖ = ‖F ′(x)−1F ′′(x)(S(x)− I)PXe‖ ≤ sˆ1 ‖PXe‖‖e‖ ≤
sˆ1
1− θ
‖PXe‖
‖PN e‖ ≤
sˆ1θ
1− θ ,
‖PXŜ(x)‖ = ‖PXF ′(x)−1F ′′(x)(S(x)− I)PXe‖ ≤ sˆ2‖PXe‖ ≤ sˆ2θ1− θ ‖e‖
with sˆ1 > 0 and sˆ2 > 0.
By using (12)–(15), e+ can be expressed as
e+ = 38PN e+
1
4
S(x)PXe+ 18S(x)
2PXe+ Ŝ(x)
(
1
4
e− 1
8
PN e− 18S(x)PXe
)
+ O(‖e‖2).
Thus we have
PXe+ = 14PXS(x)PXe+
1
8
PXS(x)2PXe+ PXŜ(x)
(
1
4
e− 1
8
PN e− 18S(x)PXe
)
+ O(‖e‖2),
which shows that
‖PXe+‖ ≤ c∗‖e‖2 ≤ c∗ρ‖e‖ (16)
for some positive constant c∗. Therefore,
‖e+‖ ≤ ‖PXe+‖ + ‖PN e+‖ ≤ ‖PN e+‖ + c∗ρ‖e‖. (17)
From
PN e+ = 38PN e+
1
4
PN S(x)PXe+ 18PN S(x)
2PXe+ PN Ŝ(x)
(
1
4
e− 1
8
PN e− 18S(x)PXe
)
+ O(‖e‖2),
it follows that there exist positive constants α and β such that
‖PN e+‖ ≤
(
3
8
+ αθ + βρ
)
‖PN e‖, ‖PN e+‖ ≥
(
3
8
− αθ − βρ
)
‖PN e‖. (18)
From the above and (17) we can get
‖e+‖ ≤ ‖PXe+‖ + ‖PN e+‖ ≤
(
3
8
+ αθ + βρ
)
‖PN e‖ + c∗ρ‖e‖
≤
(
3
8 + αθ + βρ
1− θ + c∗ρ
)
‖e‖.
Therefore,
‖PXe+‖
‖PN e+‖ ≤
c∗‖e‖2( 3
8 − αθ − βρ
) ‖PN e‖ ≤ c∗ρ(1+ θ)‖PN e‖( 38 − αθ − βρ) ‖PN e‖ = c∗ρ(1+ θ)( 38 − αθ − βρ) .
Suppose that θ and ρ have been reduced if necessary such that(
3
8 + αθ + βρ
1− θ + c∗ρ
)
≤ 1
2
,
c∗ρ(1+ θ)( 3
8 − αθ − βρ
) ≤ θ.
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Then we have
‖e+‖ ≤ 12‖e‖ ≤
ρ
2
, ‖PXe+‖ ≤ θ‖PN e+‖,
i.e., x+ ∈ Wρ/2,θ (x∗) ⊂ Wρ,θ (x∗). This completes the proof of the lemma. 
As regards the convergence of the modified Newton iteration in the case where F ′(x∗) is singular, the relevant results are
given below.
Theorem 4. Under the assumptions given in this subsection, there exist ρ > 0 and θ > 0 such that for any x0 ∈ Wρ,θ (x∗) and
x0 6= x∗, the modified Newton iteration (2) is well defined and the sequence {xk} generated by (2) satisfies
‖PX(xk+1 − x∗)‖ ≤ c∗‖xk − x∗‖2, (19)
lim
k→∞
‖PN (xk+1 − x∗)‖
‖PN (xk − x∗)‖ =
3
8
. (20)
Therefore, we have
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖ =
3
8
.
Proof. We first assume that ρ > 0 and θ > 0 are chosen such that the conclusions of Lemmas 2 and 3 hold.
For k ≥ 1, we define ρk−1 = ‖xk−1 − x∗‖, θ0 = θ and
θk = c∗ρk−1(1+ θk−1)( 3
8 − αθk−1 − βρk−1
) .
From Lemma 3, we have ρk → 0 and so θk → 0. Then (19) and (20) follow from (16) and (18), respectively. 
Theorem 4 shows that if the starting vector x0 is appropriately chosen, the modified Newton method converges linearly
with the rate 3/8 in the singular case. It converges faster than the Newton method, which has the convergence rate 1/2 in
such a case.
3. Application to a nonsymmetric algebraic Riccati equation
In this section we would like to solve a nonsymmetric algebraic Riccati equation arising in transport theory [10,11]
XCX − XD− AX + B = 0, (21)
where A, B, C,D ∈ Rn×n are given by
A = ∆− eqT , B = eeT , C = qqT , D = Γ − qeT .
Here e = [1, 1, . . . , 1]T , q = [q1, q2, . . . , qn]T with qi = ci2ωi ,
∆ = diag([δ1, δ2, . . . , δn]) with δi = 1cωi(1+ α) ,
Γ = diag([γ1, γ2, . . . , γn]) with γi = 1cωi(1− α) ,
and 0 < c ≤ 1, 0 ≤ α < 1, 0 < ωn < · · · < ω2 < ω1 < 1,∑ni=1 ci = 1, ci > 0, i = 1, 2, . . . , n. It has been shown in [12,13]
that Eq. (21) has positive solutions (in the componentwise sense). The solution of practical interest is the minimal positive
solution.
Nonsymmetric algebraic Riccati equations with a general form for which the four coefficientmatrices form a nonsingular
M-matrix or an irreducible M-matrix are intensively studied. Numerical methods for finding the minimal nonnegative
solution include the basic fixed-point iterations [14], the Newton method [14,15], the Schur method [16], the matrix sign
function method [17], the doubling algorithm [18,19] and the alternately linearized implicit iteration method [20].
It has been shown in [12,21] that the solution of (21) must have the following form:
X = T ◦ (uvT ) = (uvT ) ◦ T ,
where T = [ti,j] = [1/(δi + γj)], and u and v satisfy the vector equations{
u = u ◦ (Pv)+ e,
v = v ◦ (Qu)+ e. (22)
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Here, P = [Pij] = [qj/(δi + γj)] = Tdiag(q) and Q = [Qij] = [qj/(δj + γi)] = T Tdiag(q). The minimal positive solution
of (21) can be obtained via computing the minimal positive solution of the vector equation (22).
Define x = [uT , vT ]T . The vector equations (22) can be reformulated equivalently as
F(x) := x− x ◦ P x− e = 0, (23)
where
P =
[
0 P
Q 0
]
.
For any x = [uT , vT ]T ∈ R2n, the Jacobian matrix F ′(x) of F(x) is given by
F ′(x) = I2n −H(x),
where
H(x) =
[
D1(v) H1(u)
H2(v) D2(u)
]
.
Here,
D1(v) = diag(Pv), D2(u) = diag(Qu),
H1(u) = [u ◦ P(:, 1), u ◦ P(:, 2), . . . , u ◦ P(:, n)] = diag(u)P,
and
H2(v) = [v ◦ Q (:, 1), v ◦ Q (:, 2), . . . , v ◦ Q (:, n)] = diag(v)Q .
For i = 1, 2, . . . , n, P(:, i) and Q (:, i) are the i-th columns of P and Q , respectively.
It has been shown in [22,13] that the Jacobian matrix F ′(w∗) is a singularM-matrix if and only if the pair of parameters
(α, c) = (0, 1).
Lin et al. [23] applied the modified Newton method to solve the vector equation (23). They showed that the modified
Newton method is well defined and the iteration sequence generated by the modified Newton method is monotonically
increasing and converges to theminimal positive solution x∗ for the initial iterate x0 = 0. The implementation of thismethod
can be found there. Numerical experiments in [23] show that themodifiedNewtonmethod outperforms theNewtonmethod
for solving the vector equation (23). However, the convergence rate of the modified Newton method for solving the vector
equation (23) is not considered in their paper.
For (α, c) 6= (0, 1), F ′(w∗) is a nonsingular M-matrix. It follows from Theorem 1 that the modified Newton method for
solving the vector equation (23) converges cubically for x0 = 0. For analyzing the convergence behavior of the modified
Newton method for solving the vector equation (23) with the Jacobian matrix F ′(w∗) being singular, i.e., (α, c) = (0, 1), we
need the following results, which are presented in [24].
Lemma 5. Assume that F ′(x∗) is a singular M-matrix. Let N = Ker(F ′(x∗)) andX = Im(F ′(x∗)). Then, 0 is a simple eigenvalue
of F ′(x∗), N is one-dimensional and R2n = N ⊕ X. Moreover, for any nonzero x0 ∈ N , the map B : N → N defined by
B(x) = PN F ′′(x∗)(x0, x), x ∈ N , is invertible.
Concerning the convergence rate of the modified Newton method in the case where F ′(w∗) is a singular M-matrix, we
have the following theorem.
Theorem 6. Let the sequence {xk} be generated by themodifiedNewtonmethodwith x0 = 0. If (α, c) = (0, 1), then xk converges
linearly to the minimal positive solution x∗ with the rate 3/8, i.e.,
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖ =
3
8
.
Proof. The result directly results from Lemma 5 and Theorem 4. 
In the remainder of this section, we present a numerical example to illustrate the convergence rate of the modified
Newton method for solving the vector equation (23) with a singular Jacobian at the minimal positive solution.
We consider the nonsymmetric algebraic Riccati equation (21) for n = 32 and (α, c) = (0, 1). The constants ci and ωi
are given by a numerical quadrature formula on the interval [0, 1], which is obtained by dividing [0, 1] into n/4 subintervals
of equal length and applying a Gauss–Legendre quadrature with four nodes to each subinterval.
The computation is performed on a PC with the usual double precision, where the floating point relative accuracy is
2.22 × 10−16. The initial vector x0 for the modified Newton method is 0. The method is also used to obtain the minimal
positive solution x∗. The termination criterion for this method is ‖xk+1 − xk‖2/‖xk+1‖2 ≤ 10−10. It needs 25 iterations. The
ratios ‖xk+1 − x∗‖/‖xk − x∗‖ for the first 12 iterates are listed in Table 1, which suggests that the asymptotic convergence
rate is 3/8.
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Table 1
Computational results.
k ‖xk+1 − x∗‖/‖xk − x∗‖ k ‖xk+1 − x∗‖/‖xk − x∗‖
1 0.42447900286583 7 0.37500140096395
2 0.39474605606645 8 0.37500373548593
3 0.37804789687018 9 0.37500996134708
4 0.37518746097597 10 0.37502656306798
5 0.37500465402201 11 0.37507082674044
6 0.37500056619247 12 0.37508889860169
4. Conclusions
We consider the convergence behavior of a modified Newton method for the numerical solution of a nonlinear system
of equations. The convergence results presented in this paper show that this method converges cubically in the nonsingular
case, and linearly with the rate 3/8 under some sufficient conditions when the Jacobian is singular at the root. By the
convergence theory, we obtain some convergence results when the modified Newton method is used to solve a vector
equation to obtain theminimal positive solution of the nonsymmetric algebraic Riccati equation arising in transport theory.
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