We consider the one dimensional nearest neighbor branching exclusion process with initial configurations having a rightmost particle. We prove that, conveniently resealed, the position of the rightmost particle (edge) converges to a nondegenerate Brownian motion. Convergence to a convex combination of measures concentrating on the full and empty configurations at the average position of the edge is established. A shape theorem for the process starting with a finite number of particles is also proven.
Introduction
The branching-exclusion process is a Markov process in the state space (0, l}". Particles sitting in the lattice perform nearest neighbor symmetric random walks at rate y with exclusion interaction -i.e. when a particle attempts to jump over unoccupied site, the jump is suppressed -and each particle creates at rate f a new particle at each unoccupied nearest neighbor site. Particles are created and do not disappear, hence an observer standing at a fixed site of the lattice will see the system converging to the full configuration if the starting configuration is non-empty. But if one considers the system with non-empty initial configurations with a finite number of particles to the right of the origin, travelling wave phenomena can be studied.
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De Masi, Ferrari and Lebowitz (1985) proved that when the system starts with the configuration full of particles to the left of the origin and no particles to its right (Heaviside configuration), the hydrodynamic limit can be taken. The macroscopic equation is the Kolmogorov-Petrovsky-Piscounov equation (KPP) au/at = d2u/ar2+ u( 1 -u) with initial conditions uO( r) = 1 if r c 0 and uO( I) = 0 if r > 0. This equation admits travelling wave solutions u(r, t) = qU(r -vt), for all z, 2 fi (Kolmogorov et al., 1937) . Moreover, when the initial condition is uO, the limiting solution is exactly the wave with velocity v'?% Bramson et al. (1986) showed that the system as seen from the rightmost particle has a unique invariant measure. This measure concentrates on configurations with a finite number of empty sites to the left of the rightmost particle. To this measure corresponds an average velocity 0, for the first particle. When this velocity is conveniently resealed (dividing by fi), it converges, as y + CO, to the minimum macroscopic velocity v'?. See Bramson (1988) for a review of the previous results. Kernstein (1985) simulated the system giving a number of conjectures on the shape of the invariant measure. The goal of this paper is to show that under the appropriate scaling, for fixed y, the position of the rightmost particle converges to a non-degenerate Brownian motion. We prove that this is the case for any non-empty initial configuration. As we show at the beginning of next section, the problem is easy if y < 2 and the initial configuration is the full semi-space, as the number of empty sites to the left of the rightmost particle is dominated by an asymmetric random walk. This guarantees that the renewal time of return to that configuration has all the moments finite and this implies the invariance principle. For any y > 0 we show that there is a sequence of random times T, , T2, . . . such that the process stopped at those times has independent increments. In fact, we adapt to our process the proof of a Central Limit Theorem for the edge of oriented percolation given by Kuczek (1989) . The problem is then to show that the increments have second moments finite. This is our main contribution.
An alternative way would be to follows Galves and Presutti (1987) , that proved the result for the contact process showing that the process as seen from the edge has suitable mixing properties.
As a consequence of our main theorem we show that an observer travelling at the average velocity of the rightmost particle will see in the limit a convex combination of two measures: one concentrating on the empty configuration and the other concentrating on the full configuration. Moreover we show a shape theorem for the process starting with a unique particle.
Invariance principle
We consider the random motion of a system of particles on the one-dimensional lattice i2, described by a Markov process {&, t 2 0} on X = (0, 1)". The evolution of the initial configuration 77 E Z up to time t, denoted by 5:) is determined by the following rules. We associate to each couple of sites (x, x + 1) a independent Poisson point process (Ppp) of rate iy. A realization of this Ppp is a sequence of times on R+. We say that a stirring mark is present at each of those times. When a stirring mark occurs and only one of the sites x, x+ 1 is occupied, the particle jumps to the empty site, otherwise nothing happens. We also associate to each oriented couple (x, x+ 1) independent Ppp of rate 1. At each time of those Ppp we say that there is an arrow from x to x + 1. The same is done with the oriented couples (x, x -1).
When an arrow from an occupied site x to an empty site y is present a new particle is created at site y. Otherwise nothing happens. For configurations 7 such that the number of particles to the right of the origin is finite, let X: denote the position of the rightmost particle of 5:. Denote
where W, is a non-degenerate Brownian motion. We prove the following invariance principle: The method of the proof is to find a sequence of random times T, such that X: is the sum of increments X; -XV T,_, that are identically distributed, independent and have finite variance. This program can be easily implemented if y < 2. To see this and to fix the ideas we consider the process & with initial configuration 17 = Z (i.e. the configuration with all positive sites empty and all non-positive sites occupied).
Let H, := C,Sx, (1 -l,(x)) be the number of empty sites (holes) to the left of the rightmost particle of 6. Obviously H, = 0. Define T, = 0 and
(We ask that T, -Tj-l > 1 in order to avoid T, = Tim,.) For each T, the future is independent of the past and in particular the increments x7, -XT,_, are independent. We now use that y < 2 to show that those increment have finite variance. It suffices to prove this for T, because J?, is bounded by a Ppp of rate 1+ y and XT, has all the moments if T, does. Holes are created only when the rightmost particle moves to the right; this happens with rate $y. Holes are eliminated at least at rate 1 (the worst case is when there is only one block of holes). Hence H, is dominated by a nearest neighbor random walk 2, on the non-negative integers that jumps forward and backwards with rates f y and 1 respectively. If y < 2 the time of first return to the origin of 2, has all moments (Feller, 1968) . This concludes the proof for y<2.
In order to prove the invariance principle for all y we redefine the sequence T, using a less restrictive condition than H, = 0. To do this we consider the process [, that starts from G = (0) and we make a coupling between $, and & such that they evolve with the same marks. If X, is the rightmost particle of .& we consider those configuration of marks w such that
We call 00,0 this event and put n,,, := ~,$&,, where r,,, is the (t, x)-time space translation.
In other words, if we denote by 6:" and i:x the processes that start at time t from the shifted initial configurations {x, x -1, x -2,. . . } and {x}, it is n,,, = {w: X:"(w) =X;"(w), s 2 t}. (2.5) Obviously a,,, depends only on the marks for s > t and P(fl,,,) = P(fl,,,).
We can now define the new sequence of random times T, : let F0 = 0 and z(w) = inf{ I > T,_, + 1: w E L!,,,}.
(2.6)
We remark that the z's are not stopping times as they depend also on the future. We shall prove that the sequence (z, Xi) where Xi = X,, is a sequence of 'break points' like the one considered by Kuczek (1989) . This means that if we consider the time and space increments r= T,-7;_,, xi =X,-X,&, (2.7) (notice that Xi 2 0), they have the following properties. We postpone the proof of these and the following lemmas to the next section in order to complete now the proof of the invariance principle. We have got where N,=min{iZl: T,> t}. But as f + ~0, t -T,,,, converges in distribution to the age of the renewal process {z} which is a non-defective random variable if E??f<a (Feller, 1968) . We prove that the diffusion coefficient of the limit Brownian motion is positive at the end of next section.
We have now proved the invariance principle for X,. But we want it for X: for any r). We use the fact that (using the same marks), &+s; (2.13) and consequently X,sx:sX,.
(2.14)
Hence Theorem 1 will be consequence of the following lemma:
Lemma 4. The following holds:
!_I_ I_%: -_%;I:( = 0 in probability.
Proofs
In order to prove Lemma 1 we need to use the set fit,, defined by In this definition we assume that holes interact by simple exclusion i.e. when a stirring mark appears involving two holes, each of them remains at its original position. To be the first reaching the origin the hole starting at i must jump over i particles. The probability of surviving and jumping over each particle is y/(1 + y).
and Eh n F, = 0 if )i( s n, we have
We can pick n so large that C P(E)&)<1 ltl>n and then notice that P(E,) > 0.
Proof of Lemma 1. Since the (T, Xi) are equally distributed, we have only to prove that (T,, X,) have finite moments and we have already noticed that it suffices to prove this for T1 . We also notice that if (z, X,) have all the moments, this is also true if we condition to f&, because P(C&)>O.
Let us define T*(w)=inf{t>l: oEnTx,}. In words, we are trying to get the event a$~,. We try to see if it happens at t = 0.
If it did not happen, Z, is the time at which we realize that. At this instant we start again, but at the position of the first particle at that time, and so on. We get T*s c" (Z,-Z,_,)+l (3.7) i=* where M = inf{i: 2, = Z,,,}. We easily get that
and that M is independent of the {Zi -Zi-,}iC,.
We have only to prove that the Zj -Zi_,'s have all the moments. We have {Z, =s}={~, n{O}f0Vt<s, ~, n{O}=0, M(s)} (3.8) where M(s) := {a stirring mark is present at time s between 0 and 1 or 0 and -1). Let A, be a dual process of i, defined for any fixed time interval [0, s] . Let A,, = B c Z. Then A,, 0s t s s, evolves as a branching exclusion process, using the jump marks and the reversed arrows, backwards in time from s to 0. (See De Masi, Ferrari and Lebowitz, 1985; Ligget, 1985.) This implies that for any initial configuration n and finite B, {w:~:~B#~}={w:A,B~~#~}. (3.9) In particular if n = (0) Hence, by symmetry (between 1 and -l), P(Z,=s)ds=P{w:A~'~n{O}=0VO<t~s}P(M(s))ds. (3.12)
The leftmost particle of the branching exclusion process Ai" is dominated by a random walk on (0, 1, . . . } that starts from site 1 and jumps 1 to the right with rate y and to the left with rate 1 + y. It is known (Feller, 1968) that the probability that the first return to zero occurs at time s is exponentially decreasing in s and this concludes the proof. 0
Proof of Lemma 2. This proof is very similar to the corresponding one in Kuczeck (1989). We here give only the definitions and a sketch of the proof. We consider the event that depends only on the marks in [0, t,], S(t,,x,)={w:
x,=r;;, tE [O, t,] ,XI,=~l,=X,;
vt E [l, t,) 3s E [t, t,]: P3:'-"J# PlyI)}.
We have {(~,,X,)=(t,,x,)}n~o,o=s(t,,x,)n~,,,,,. This event has probability zero because a creation mark is needed at t, going from x1 -1 to X, . We will abuse notation in the rest of this proof by writing probabilities where should be frequency probability functions.
Using (3.13), the independence of S(t,, x,) and a,,,,, , and P(O,,,X,) = P(OO,,) we get P((T,, XI) =(t,, x,)lG,o) =P(S(t,, XI)).
We now compute P((~*,X,)=(~,,x,),(~*,X*)=(~*,x*)I~o,o).
We have {(T,,X,)=(t,,x,)}n{(T*,X,)=(t,,x,)}nn,, =S(t,,~,)nn,~,,n{(T,,X,)=(t,,x,)}.
(3.14)
By a space-time translation of (3.13) we get Q,,, n {(Tz, Xl) = (tz, x2)) = S(tr, x1; tl + t2. x1+x2) n fA,+lZ,X,+XZ where S( tr , x 1; h+t2,x,+X2)=~11,x, S( t2, x2). Using the independence we finally get that (3.14) is equal to P((~,,X,)=(~,,x,)l~n,,,)P((~2,X,)=(t,,x,)In,,~). By the dominated convergence theorem we pass the lim,,, under the E sign and compute ~~E[f(X')IT,,X,,R,~,,,l. The coupling is done by using the same marks for .$ and 6 up to T,. After T, we use the marks of w for c, and for i, the shifted configuration w*:= r&-XT w, so that, by definition of T,, (3.19) holds. Since XT, -X, G X, (in that couplingi, this proves the lemma. 0
We conclude this section by proving that the limit variance of our process (3.20)
is positive. Using Siegmund (1975) one can prove that
V~V= E(T,)-3'2(E(E(T,)X,-E(X,)T,)2)"2. (3.21)
In order to see that av > 0, it suffices to prove that T, and X1 are not proportional random variables. Fix t, > 0 and consider the event {w: T, = t, , X, = x1}. From the definition of the process this event has positive probability for any positive integer x, and this concludes the proof. 0
Convergence and shape theorems
For Heaviside initial configuration, an observer travelling at constant velocity u will asymptotically see the empty configuration if ZI > ~1, and the full configuration if v < ~1,. The following result says that at u = ZI, the observer will see a convex combination of the measures concentrating on those configurations. where g(r) = (l/G) je exp(-$y') dy is the probability that a standard Gaussian random variable assume a value bigger than r; the measure 6, (respectively 6,) is the measure concentrating on the full (empty) configuration.
Proof. The proof is a corollary of Theorem 1. To the right of the rightmost particle one sees the empty configuration.
On the other hand, the probability that X, -v,t belongs to a finite box goes to zero, hence the probability of converging to the empty configuration equals 1 -g(r), the limit as t + 00 of the probability that X, -v,t < ru,J?. On the other hand, denoting y, the position of the leftmost hole of t,;, we have that X, -Y, is uniformly stochastically bounded by, and converges to, the random variable X -Y (the distance between the rightmost particle and the leftmost hole under the invariant measure as seen from the edge studied in Bramson et al., 
