Mobile cloud computing (MCC) enables the mobile devices to offload their applications to the cloud and thus greatly enriches the types of applications on mobile devices and enhances the quality of service of the applications. Under various circumstances, researchers have put forward several MCC architectures. However, how to reduce the response latency while efficiently utilizing the idle service capacities of the mobile devices still remains a challenge. In this paper, we firstly give a definition of MCC and divide the recently proposed architectures into four categories. Secondly, we present a Hybrid Local Mobile Cloud Model (HLMCM) by extending the Cloudlet architecture. Then, after formulating the application scheduling problems in HLMCM and bringing forward the Hybrid Ant Colony algorithm based Application Scheduling (HACAS) algorithm, we finally validate the efficiency of the HACAS algorithm by simulation experiments.
Introduction
Recent years have witnessed the rapid development of mobile devices, such as PDAs and smartphones. The tremendous improvement of hardware and software enables them to make calls and send short messages and emails, but it also gives them the ability to sense the environment and make social contacts, health care, and mobile learning. Moreover, the inherent mobility of the mobile devices enables the users to interact with the devices, environment, and social community without time and space restriction. Thus the mobile devices are able to integrate the capabilities of communication, work, medical treatment, and mobile learning, and they become important components of people's daily life. According to the International Data Corporation (IDC) Worldwide Quarterly Mobile Phone Tracker, it is estimated that 982 million smartphones will be shipped worldwide in 2015 [1] . However, mobile devices also have some inherent defects, such as their limited battery energy, low CPU speed, insufficient storage space, and inadequate sensing capacities [2] . These limitations have brought for mobile applications many challenges in mobility management, quality of service (QoS) insurance, energy management, and security issues.
On the other hand, the lack of resources also motivates the researchers in mobile computing area to search for the infrastructure which can provide the needed resources for the mobile devices [3] . Consequently, cloud computing was introduced to fulfill this gap since it can theoretically provide nearly inexhaustible resources for mobile computing. The combination of cloud computing and mobile computing has stimulated the emergence of mobile cloud computing (MCC).
MCC brings rich resources of the cloud computing for mobile devices and applications, as well as inheriting the cloud's advantages, such as low cost, high scalability, and robustness. Therefore, it greatly improves the potential of mobile computing. In MCC environment, mobile devices can offload full or part of their mobile applications to the data centers of the cloud in order to relieve their own burden in CPU load and energy consumption. This enables them to support more sophisticated and richer applications and services, such as mobile game [4] , mobile locating [5] , voice, key words and picture searching [6] [7] [8] , and mobile sensing [9] . In order to support these applications, researchers have proposed various architectures for MCC, such as MobiCloud, MAUI, CloneCloud, Cloudlet, and Hyrax. These proposals 2 Journal of Applied Mathematics attempt to utilize the cloud infrastructure as well as the mobile devices' idle CPUs or sensing capacities to achieve high QoS. However, offloading to remote cloud infrastructure will introduce long response latency. Hence, to reduce the response latency, the offloaded applications should be handled by local cloud infrastructure, which usually has fewer resources than those of the remote ones. Therefore, how to efficiently schedule the limited resources while fulfilling the requirements of a large number of offloaded applications is a critical problem for MCC to address.
In this paper, we first give the definition of MCC and divide the recently proposed architectures into four categories. Secondly, Hybrid Local Mobile Cloud Model (HLMCM) is put forward after combining the advantages of current proposals, such as Cloudlet and Hyrax. Thirdly, we formulate the application scheduling problems in HLMCM and bring forward the Hybrid Ant Colony algorithm based Application Scheduling (HACAS) algorithm. Finally, the effectiveness of HACAS algorithm is validated by simulation experiments.
The rest of the paper is organized as follows. Section 2 summarizes related work. Section 3 gives the definition of MCC and introduces the HLMCM. Section 4 formulates the application scheduling problem and proposes HACAS algorithm. Simulation experiments and results are shown in Section 5. Finally, we conclude our main work and present further research directions in Section 6.
Related Work
Application scheduling in cloud infrastructure has attracted much attention in recent years. In fact, the application scheduling and load balancing in MCC are burgeoning areas. Liu et al. have established a macroscopic scheduling model with cognition and decision components for the cloud computing, which considers both the requirements of different jobs and the circumstances of computing infrastructure. They have also put forward a job scheduling algorithm based on Multiobjective Genetic Algorithm (MO-GA), taking into account the energy consumption and the profits of the service providers [10] . In order to reduce the operator cost and to increase the reliability of the cloud service provider, Feller et al. have modeled the workload placement problem as an instance of the multidimensional bin-packing (MDBP) problem and have designed a novel, nature-inspired algorithm based on the Ant Colony Optimization (ACO) metaheuristics to compute the placement dynamically, according to the current load [11] . Goudarzi and Pedram have considered a multitier cloud computing environment, in which the clients have Service Level Agreements (SLAs) and the total profit in the system depends on how the system can meet these SLAs. They have proposed an algorithm based on forcedirected search to allocate the resources, such as processing, memory requirement, and communication resources [12] .
In the shared data center environment, Nagendram et al. have depicted the resource scheduling problem to a bounded multidimensional knapsack problem, taking into account the requirement dependency among multidimensional resources including memory, storage, CPU, and network bandwidth. Then, they have presented a Multidimensional resource integrated scheduling (MRIS), an inquisitive algorithm to obtain the approximate optimal solution [13] . To schedule the tasks and achieve load balance, Tayal has put forward an optimized algorithm based on the Fuzzy-GA optimization which makes a scheduling decision by evaluating the entire group of tasks in the job queue [14] . In the private cloud environment constructed for e-learning, Morariu et al. have presented a workload scheduling algorithm based on genetic algorithm [15] . For the load balancing problem of the VM scheduling in the cloud computing, Gu et al. have proposed a scheduling strategy on load balancing of VM resources based on genetic algorithm [16] . Yamauchi et al. proposed a distributed parallel scheduling methodology for MCC and developed a simulator to analyze the bottleneck of MCC [17] .
Ant Colony Optimization (ACO) has also been used to balance the load in cloud environment. In [18] , Mishra et al. have proposed a method to utilize the ACO for load balancing in cloud environment. The routing packets in this environment are treated as the ants in the network. Moreover, they replaced the routing tables in the network nodes by tables of probabilities. These tables are also called "pheromone tables" since the pheromone strengths used in ACO are represented by these probabilities. Every node has a pheromone table for every possible destination in the network, and each table has an entry for every neighbor. The entries in the tables are the probabilities which influence the ants' selection of the next node on the way to their destination node. Consequently, at each node, the ant should choose the next node toward its final destination node according to the probabilities. After arriving at a node, the ants update the probabilities of that node's pheromone table entries corresponding to their source node; that is, ants lay the kind of pheromone associated with the node they were launched from. They alter the table to increase the probability pointing to their previous node. Besides, in order to distribute the load among many paths from the source node to the destination node, the ants from one colony will consult the routing tables of other colonies so as to avoid routing packets to those paths that are highly preferred by the other groups. Through this method, the loads are separated among many possible paths in the network.
Zhu et al. considered the task scheduling in cloud environment from the perspectives of QoS fulfillment and shortest path [19] . Nishant et al. have proposed an algorithm for load distribution of workloads among nodes of a cloud by the use of ACO. Moreover, they have presented another load balancing algorithm which ensures that there is no conflict of interests based on relocating the tasks among nodes [20] . In these works, they do not take each task's profit into consideration and cannot maximize the profit of the system, which is an import target of the scheduling algorithm for the commercial mobile cloud environment. In grid computing, an ACO algorithm is proposed by Suryadevera et al. for load balancing which will determine the best resource to be allocated to the jobs, based on resource capacity, and at the same time balance the load of entire resources on grid. The main objective of this algorithm is to achieve high throughput and thus increases the performance in grid environment Journal of Applied Mathematics 3 [21] . A review on the load balancing studies for the cloud environment is presented in [22] .
Different from the scheduling algorithm in cloud environment, the scheduling algorithms for MCC should take the energy consumption into consideration. To make the system last longer, the scheduling algorithms should balance the load of the mobile devices to avoid some heavy-loaded nodes leaving the system too early. Therefore, these scheduling algorithms for cloud computing cannot be applied to the MCC environment directly. In order to bridge this gap, we propose an architecture for MCC and then present a scheduling algorithm for MCC which can maximize the profit and balance the load of the mobile devices. Mobile cloud applications move the computing power and data storage away from mobile phones and into the cloud, bringing applications and mobile computing to not just smartphone users but a much broader range of mobile subscribers. " Aepona describes MCC as a new paradigm for mobile applications whereby the data processing and storage are moved from the mobile device to powerful and centralized computing platforms located in clouds [24] . These centralized applications are then accessed over the wireless connection based on a thin native client or web browser on the mobile devices. In [25, 26] , MCC is described as a combination of mobile web and cloud computing, which is the most popular tool for mobile users to access applications and services on the Internet. Dinh et al. defined MCC as an entity that provides mobile users with the data processing and storage services in clouds [27] .
Definition and Architecture
These definitions are mostly descriptive. This paper gives the following definition: MCC is a mobile applicationoriented computing paradigm in mobile and dynamic environment, which makes use of the resources provided by clouds, mobile devices, and network facilities to fulfill users' requirements on QoS, quality of experience (QoE), security and privacy, with some particular cost, energy, and programming model and context information.
In order to efficiently utilize the available resources, researchers have brought forward several MCC architectures. In this paper, we divide them into four categories. In the proposals of the first category, mobile devices first offload applications to the remote large data centers of the clouds, from which the results will be returned; the typical proposals include MAUI [28] and CloneCloud [29] . In the second category, Satyanarayanan et al. introduced the Cloudlet entity to the system, which is a local service infrastructure logically implemented at the access point of mobile devices, and the mobile devices only have to offload applications to the Cloudlet rather than remote data centers [27, 30] . It should be noted that Cloudlet can reduce the server response latency since the offloading happens locally most of the time. In the proposals of the third category, mobile devices collaborate with each other to run applications without the need to rely on any cloud infrastructure. This sounds like the mobile Peerto-Peer system and mobile grid computing, but different from these computing paradigms, the typical schemes (such as Hyrax [31] Misco [32] , and the virtual cloud [33] ) of this category adopt the unique characteristics of MCC such as fault tolerant and application partition. The typical schemes of the fourth category move the cloud infrastructure close to the users to improve the timeliness of the service, such as MobiCloud [34] [35] [36] . Figure 1 illustrates the traditional architecture which uses remote cloud infrastructure via the backbone network. As shown in Figure 1 , the latency of this architecture consists of the time spent on the access network, the backbone network, and the time spent inside the cloud infrastructure. In the Cloudlet architecture, as shown in Figure 2 , most of the time, the application will not deliver to the remote cloud infrastructure, and thus the latency is composed of the one-hop time spent on the access network, which is much lower than those using architecture of Figure 1 [30, 37] . Under some special conditions, Cloudlet cannot handle the offloaded applications locally, and it needs the remote cloud infrastructure's help for processing them. The latency under these conditions approximates the traditional architecture which directly uses the remote cloud infrastructure.
Hybrid Local Mobile Cloud Model.
In order to provide high QoS for mobile applications, the MCC architecture should have low response latency. Moreover, the mobile devices' participation for providing their idle computing and sensing capabilities is also very critical for the promotion of the users' QoE (quality of experience). This is due to the fact that one single mobile device's sensing result can be easily influenced by its local environment and hence is errorprone, while aggregating a few mobile devices' sensing results about the area can provide more correct context information. Therefore, we have modified the Cloudlet architecture to make the mobile devices contribute their computing and sensing capabilities like they do in Hyrax [31] and Misco models [32] . This new mobile cloud computing model is called the Hybrid Local Mobile Cloud Model (HLMCM) and is illustrated in Figure 3 .
From Figure 3 , we can see that HLMCM consists of a Cloudlet and a set of mobile devices. The mobile devices are connected to the Cloudlet via wireless links, such as WiFi and WiMAX. Similar to the original Cloudlet architecture, the Cloudlet in HLMCM is logically attached to the access point of the mobile devices to achieve low response latency, and the mobile devices can offload their mobile applications to the Cloudlet. However, different from Satyanarayanan's scheme [30] , in HLMCM, the mobile devices collaborate with the Cloudlet to provide service. This designation is based on the following considerations.
(1) Mobile devices' computing, storage, and sensing capabilities are increasingly becoming powerful. However, the utilization ratio of these resources is low at most times, which means that the mobile devices usually have idle resources for sharing.
(2) The Cloudlet usually only contains a few servers and is much less powerful than the data center of the typical large-scale cloud. Therefore, the mobile devices' participation can promote the scalability of HLMCM.
Cloudlet
Mobile devices The general working process of HLMCM is shown in Figure 4 , and it mainly contains the following four steps. Note that there may be a large number of mobile devices requesting for offloading applications to the HLMCM whose sensibility, computing, and storage capabilities are usually much less than those of the large cloud infrastructure. Therefore, efficient application scheduling algorithm is critical for HLMCM to provide high QoS. Moreover, the application scheduling algorithm should consider the profits of the HLMCM as well as balancing the load of the mobile devices to make the whole system last longer.
Model and Algorithm

Model and Problem Statement.
In HLMCM environment, the scheduling algorithm is in charge of allocating the offloaded applications from the mobile devices to the service providers, including the Cloudlet and −1 mobile devices in the system. For ease of description, the service provider will be referred to as provider in the following analysis.
Assume the dimension of the resources is and each provider's resources can be expressed as a vector ⃗ = ( 1 , . . . , ), in which is the th dimensional resource that the provider has. Assume that the set of applications that arrives at some particular time slot is = {1, 2, . . . , }, and the value of the application is , = 1, 2, . . . , .
The resources consumed by application when executed on provider are a vector ⃗ = ( 1 , . . . ), = 1, 2, . . . , .
Assume that each application can only be executed on one provider and cannot be further partitioned. Once an application is executed successfully on some provider, HLMCM will receive the value of this application as its profit. Here, the scheduling target is to maximize the total profits of HLMCM with the constraint of resource capacity of each service provider. Therefore, the scheduling problem can be formulated as follows.
From (1), we can see that this can be seen as a multidimensional 0-1 knapsack problem and is NP-hard.
Besides, in order to make HLMCM last longer, the applications should be uniformly executed on the mobile devices. This will make the devices consume their energy evenly to avoid the phenomenon that some mobile devices with heavy load consume their energy too early and have to leave the system. For some particular provider , the load of its th dimensional resource is defined as.
s load is defined as the mean value of all its -dimensional resources' loads; that is,
HACAS Algorithm.
In order to solve this problem, this paper proposes a scheduling algorithm based on the hybrid ant colony algorithm which has been widely used to solve complex combinatorial optimization problems [38] .
The following part of this section presents HACAS algorithm, which contains the pheromone value and its update model, local heuristic value, application scheduling probability, tabu list and the bulletin board, and provider selection scheme.
Pheromone Value and Its Update Model.
The application scheduling problem in this paper belongs to the subset problem [39] ; that is, given a set which contains applications for scheduling and the evaluation function ( ), the target is to select the best subset of to maximize or minimize ( ). There may be more than one evaluation functions while this section focuses on the case where there is only one evaluation function. In this situation, the order of the selected applications is not important, and the pheromone value is placed on the application rather than the connection among the applications, which means that applications with a higher pheromone value can better satisfy the requirements of the evaluation function. When the specific condition is met, such as a partial solution with some particular length is obtained, the pheromone value needs to be updated. The update process includes two parts. Firstly, the pheromone value of each application is reduced by a certain percentage to emulate the real-life behavior of evaporation of pheromone count over time; Secondly, the pheromone value increment laid by the new partial solutions of the ants will be added. Assume that the pheromone value on application at time is ( ); then at the next update time , the value is updated to ( ):
where 0 < ≤ 1 is a coefficient which represents pheromone evaporation, Δ ( , ) is the pheromone value increment obtained from all the ants' partial solutions; that is,
where is the number of the ants and Δ ( , ) is the pheromone value laid on application by ant 's partial solution at time and is defined as
wherẽ( ) is the partial solution of ant at time and (̃( )) is the value of the evaluation function of this solution. To maximize the profit, the evaluation is defined as
that is, the total value of the applications belongs tõ( ).
The function in (4) depends on the problem; in this paper, it is defined as ( (̃( ))) = (̃( )), in which is a parameter of the method.
Local Heuristic Value.
The positive feedback of the ant colony algorithm is usually combined with some local heuristic schemes to accelerate the search process. In HLMCM, the local heuristic scheme needs to consider the profits of the applications as well as the resources they consume.
Let ⃗ ( , ) = ∑ ∈̃( ) ⃗ be the resources consumed on provider by the partial solutioñ( ) constructed by ant . Then, the remaining resources on provider are ⃗ ( , ) = ⃗ − ⃗ ( , ) = ( 1 ( , ), . . . , ( , )), in which ( , ) is the remaining amount of the th dimensional resource. The tightness of application ℎ on provider on the th dimensional resource is defined as
that is the ratio between ℎ , the amount of provider 's resource consumed by application ℎ, and ( , ). Moreover, the tightness of application ℎ on provider is defined as
In (9), the tightness of the -dimensional resources is converted into a single value which comprehensively considers all dimensions of the resources.
The average tightness on all providers in case of application ℎ being chosen to be included iñ( ) is
In order to consider the application ℎ's profit as well as its resource requirement, the local heuristic value ℎ (̃( )) is defined as
Application Scheduling Probability.
After obtaining the pheromone value and local heuristic value on each application, the probability that ℎ has to be selected as the next scheduling application of̃( ) is
where allowed ( ) ⊆ −̃( ), is the set of the remaining schedulable applications. From (12), we can see that the more pheromone value and local heuristic value an application has, the higher the probability will be scheduled.
Tabu List and the Bulletin Board.
A data structure, called a tabu list, is associated to each ant in order to avoid that ant from scheduling an application more than once. This list tabu ( ) maintains a set of scheduled applications up to time by ant . Let the applications that can be executed on at least one of the providers be ; then we have allowed ( ) = ∩ {ℎ | ℎ ∉ tabu ( )}. In addition, we set a bulletin board to record the best solution up to time , with which each ant can compare its own solution. If its solution is better than the best one, it will update the best one with its solution.
Provider Selection Scheme.
After deciding the scheduled application, there is usually more than one provider who have sufficient resources to execute the application. Note that traditional hybrid algorithm only focuses on the application scheduling probability. In order to balance the load of the providers, we take the provider selection scheme into consideration in this section.
For some particular feasible provider , the load of its th dimensional resource is as defined in (2). After adding application ℎ, the expected load of its th dimensional resource is
The expected load of provider is defined as
This means that if is ℎ executed on provider , 's expected load will be .
In order to balance the load of all the providers, the provider with the lowest expected load will be selected to execute application ℎ.
Algorithm.
The HACAS algorithm is illustrated in Algorithm 1. The parameters needed to be settled include , if random first == 0 (7)
Select the first scheduled application randomly (8) random first = 1 (9) else (10) Select the scheduled application ℎ according to (12) (11) end if (12) Calculate the expected loads of all feasible providers according to (14) (13) Rank the feasible providers according to their expected loads in an increasing order (14) The provider with the lowest expected load is selected for ℎ (15) Add ℎ tõ( ) and the tabu list (16) end while (17) Calculate (̃( )), which is the object function of the generated solution of ant (18) if (̃( )) > best solution (19) best solution = (̃( )) (20) Save ant j's solution in application provider , , , , , ⃗ , ⃗ , and . The initial pheromone trail value on each application is set to be 1/ .
Step 1 initiates the parameters.
Step 4 introduces a variable random first to enable each ant to randomly select its first scheduling application. Steps 5 to 16 present the solutionsearching process of an ant. Firstly, Steps 6 to 11 select the next scheduled application, that is, randomly selecting the first one and then scheduling other applications according to the probabilities calculated in (12) . Secondly, Step 12 calculates the expected loads of all feasible providers according to (14) , Step 13 ranks the feasible providers according to their expected loads in an increasing order, Step 14 selects the provider with the lowest expected load for ℎ, and finally, Step 15 adds the newly scheduled application to the partial solution as well as the tabu list. At the end of Step 16, each ant has found its solutioñ( ); Step 17 calculates (̃( )). If (̃( )) is larger than the best solution in the bulletin board, then Step 19 will assign (̃( )) to best solution and save the scheduling results into application provider. After Step 22, all the ants have finished searching for the solutions, and one cycle is finished.
Step 23 calculates the pheromone value increment according to (5) .
Step 24 clears the tabu lists of the ants. Steps 26 to 27 print the best solution found at the th cycle and the scheduling results.
Simulation, Results, and Discussion
Experimental Settings
Experimental Environment.
To evaluate the performance of the algorithms proposed in this paper, we have conducted many simulation experiments, whose parameters are listed in Table 1 .
In this simulation, the dimension of the resources is 2. Both the first and the second dimensional resources possessed by each provider obey uniform distribution in the interval [ 1 , 2 ]. There are providers and applications in the system. At time , these applications arrive simultaneously. The applications' resource consumption of the first and the second dimensional resources on some provider obeys uniform distribution in the intervals [ 3 , 4 ] and [ 5 , 6 ], respectively. Moreover, the applications' profits obey uniform distribution in the interval [ 7 , 8 ] . The number of cycles (i.e.,
) is set to be 10. The default parameters are listed in Table 1 . Based on these parameters, a series of simulation experiments has been conducted. The experiments contain 10 cycles. In each cycle, each ant searches for its own scheduling result based on the method presented in the scheduling algorithm in the above section. At the end of each cycle, the pheromone value on the applications will be updated and the bulletin board is used to record the best scheduling result.
Comparison Benchmark and Metrics.
We evaluate HACAS algorithm from two different angles. Firstly, in order to validate the effectiveness of HACAS algorithm, we compare it with the First-Come-First-Served (FCFS) algorithm. In FCFS, the applications are scheduled according to their arrival order, and the providers are selected randomly from those who can execute the application. The profit of the scheduling algorithm, which is defined as the total profits of all the applications scheduled by the algorithm, is chosen as the metrics to compare them. Secondly, in order to evaluate the provider selection scheme of HACAS algorithm, a scheduling algorithm with random provider selection is adopted as the comparison benchmark, in which steps 12-14 in Algorithm 1 are replaced with the following step.
(12) Randomly select the service provider for ℎ from those feasible providers.
The scheduling algorithm with this modification is called the Hybrid Ant Colony algorithm based Application Scheduling with Random Provider Selection (HACASRPS) algorithm.
For the solution of ant at the th cycle, let provider 's load be . The mean value ( ) and the standard deviation ( ) of all the providers' loads at the th cycle of ant 's solution are defined as
reflects the deviation of all the providers' loads of ant 's solution at the th cycle. Then, at the end of the th cycle, the mean value of the standard deviation of all the providers' loads of all the ants' solution is defined as
In order to simplify the expression, will be referred to as the load variation of the scheduling algorithm at the th cycle. Then, the average load variation of the scheduling algorithm of all the simulation cycles can be defined as
We define the average load of a scheduling algorithm in th cycle by
Then the average load of a scheduling algorithm is defined by
, , and are selected as the metrics to evaluate the effectiveness of the provider selection scheme of the HACAS algorithm. Table 1 , the profit of FCFS algorithm is 1324. The profits of HACASRPS and HACAS algorithms are shown in Figure 5 .
Experimental Results
The Profits. With the parameters in
From Figure 5 , we can see that as cycle increases, the profits of both HACASRPS and HACAS algorithms increase. This is due to the fact that as cycle increases, both the HACASRPS and HACAS algorithms will find more profitable scheduling results which will bring more profits. At the end of the 10th cycle, the profits of HACASRPS and HACAS algorithms are 1747 and 1794, respectively, which are more than 30% higher than that of FCFS algorithm. This phenomenon can be attributed to the local heuristic value adopted by both algorithms, which enables them to schedule those applications which consume less resources while bringing more profits with preference.
Load Balancing.
Balancing the load of all the providers to make the system last longer is an important target of HACAS algorithm's provider selection scheme. This section investigates the effectiveness of this selection scheme and compares it with random provider selection method adopted in HACASRPS algorithm.
With the parameters in Table 1 , the average loads of HACAS and HACASRPS algorithms are 0.800 and 0.779, respectively. The former is slightly higher than the latter, which is due to the fact that HACAS schedules more applications than HACASRPS algorithm as shown in Figure 5 . The average load of HACAS and HACASRPS algorithms in different simulation cycles (as defined in (18)) are shown in Figure 6 . From Figure 6 , we can see that the average load of both algorithms stays stable as cycle increases. Figure 6 tells us that the average loads of HACAS and HACASRPS algorithms are 0.8 and 0.78, respectively. We further investigate the load variations of both algorithms in different simulation cycles, and the results are shown in Figure 7 . From Figure 7 , we can see that the load variations of these two algorithms maintain stable as simulation cycle increases. Moreover, the load variation of HACAS algorithm is much lower than that of HACASRPS algorithm. In some particular cycle, HACAS algorithm's load variation is about 13% lower than that of the HACASRPS algorithm. This is because the provider selection scheme adopted in HACAS algorithm takes the providers' load into account when choosing the provider for the scheduled applications. This means that the provider selection scheme in HACAS algorithm can effectively balance the load of the providers more effectively.
Parameters' Influence.
In the above experiments, the number of the applications for scheduling is large and the load of the providers is high. This section shows the results when the number of the applications for scheduling is relatively small. Concretely speaking, we set = 20 with = 30 in this experiment.
Firstly, we investigate the load of all the providers of the 10th ant's solution at the 5th cycle, and the results are shown in Figure 8 .
From Figure 8 , we can see that the load of the providers in HACASRPS algorithm fluctuates in a much wider range than that of HACAS algorithm. In HACASRPS algorithm, the load of the 7th provider is almost 0.8, while the loads of the 16th and the 18th provider are 0. In contrast, the load of the providers in HACAS algorithm is mostly between 0.3 and 0.6. The notable differences of the resource consumption among different applications (from 10 to 30) have led to the differences among the loads of the providers.
Then we show the standard deviation of all the providers' loads of the ant's solution in the 5th cycle in Figure 10 . Note that there are 30 ants in the algorithm since = . Similar to Figure 7 , Figure 10 further reveals the load variations of HACAS and HACASRPS algorithms in different simulation cycles when = 30, from which we can derive similar observations with those drawn from Figure 7 . Moreover, in some particular cycle in Figure 10 , HACAS algorithm's load variation is about 60% lower than that of the HACASRPS algorithm. Therefore, after combining Figures  7 and 10 , we know that the effectiveness of the provider selection scheme of the HACAS algorithm becomes more prominent when the load of the system is low.
Discussion and Application Scenario
5.3.1. Discussion. As shown in Section 5.2, the performance of HACAS algorithm is better than that of FCFS and HACASRPS algorithms. This phenomenon can be attributed to HACAS algorithm's pheromone value and its update model, application scheduling model, and provider selection scheme. Concretely speaking, pheromone value and its update model make HACAS learn from its historical decision to raise the profit of the system. Moreover, application scheduling model takes the pheromone value as well as application's resource consumption into consideration and can help HACAS algorithm choose those applications with the highest profit and the lowest resource consumption. Last but not the least, the provider selection scheme can balance the load of the mobile devices, which is very important to make the system last longer. In addition, the following section shows the reason why we propose HLMCM and choose simulation parameters.
The Rationale behind Proposing HLMCM.
We put forward HLMCM since we cannot fulfill users' QoE requirement through simply extending the cloud infrastructure or the Cloudlet entity's computing or storage capacity. For instance, in a cooperation sensing environment, the accurate sensing result can only be drawn through jointly using many mobile devices' diverse sensing results (such as location, orientation, and temperature) [3] . Besides, in some circumstances, communication using backbone links may not be always present in some isolated areas, during rescue missions, uprisings, and disaster scenarios [37, 40] . Under these circumstance, the mobile devices can only search for the local infrastructure such as the Cloudlet entity which is easy to implement. Table 1 . In the simulation part, a mobile device is assumed to have at least enough resources to run an offloaded application. This is also the basic assumption in the knapsack problem that the maximum volume of the objects (in this paper, 30) is smaller than the minimum capacity of the knapsacks (in this paper, 31). Moreover, we notice that in Table 1 , the resources possessed by each provider obey uniform distribution in the interval [ 1 , 2 ], while 1 = 31 and 2 = 100. This setting is attributed to following observation. The resources in mobile devices mainly contain CPU, storage, and sensors, and so forth. The process frequency of mainstream smartphones' CPU ranges from 800 MHz to 2 GHz. Moreover, the storage capacity of the mainstream smartphones ranges from 16 GB to 64 GB. The number of sensors (including proximity sensor, Global Positioning System, accelerometer, compass, and gyros) on each smartphones ranges from 2 to 6. If we treat these devices as general resources, then we know that the volume difference of the resource possessed by the devices is about 3 times. Therefore, in Table 1 , the volume difference of the resource processed by the devices is also set to be around 3. Based on this consideration, the maximum and the minimum resources possessed by each device in Table 1 are set to be in the interval (31, 100). The profit and the energy consumption difference of the applications are based on the observations and current studies [41] on the mainstream applications (such as game, web browser, etc.) in the app store (such as the iPhone App store). The other parameters, such as , , , and , are decided by the default parameters used by the hybrid ant colony algorithm.
Rationale for Choosing the Simulation Parameters Presented in
In this paper, the parameters used in Table 1 can validate that HACAS algorithm is effective under heavy load environment (i.e., the applications' total resource requirements exceed the resources possessed by the system). Moreover, in the section "Parameters' influence, " is set to be 20 to evaluate the effectiveness of HACAS under light load environment. Notice that these parameters can be adjusted as the simulation needs and the proposed HACAS algorithm can adapt to various circumstances.
Application Scenario.
The case for mobile cloud computing can be argued by considering the unique advantages of empowered mobile computing, and a wide range of potential mobile cloud applications have been recognized in the literature. These applications fall into different areas such as image processing, natural language processing, sharing GPS, sharing Internet access, sensor data applications, querying, crowd computing, and multimedia search. A survey of the possible applications can be referred to [42] .
Here, we show an application scenario that applies MCC for disaster rescue. In a disaster-stricken environment (such as hurricane, tsunamim, and earthquake), the communication infrastructure can be seriously damaged, if not completely destroyed. Moreover, many roads could also get blocked. These damages make it difficult for the rescuers to find the location of wounded people or even to get a global view of the disaster area. Under such circumstances, the rescuers can deploy some emergency communication facilities (such as communication vehicles) with Cloudlet entities. Then, the mobile devices (especially the smartphones) near the vehicles can communicate with each other, report the location of the wounded people, and upload the pictures or videos around themselves for processing to help the rescue process. Moreover, the devices also need the Cloudlet to provide them with the needed information (such as the latest map in the area) and to process their images captured. Among these requests, searching for wounded or missing persons is one of the most critical yet excruciating tasks (applications). Therefore, the HLMCM, which is composed by the Cloudlet and the mobile devices, can run HACAS algorithm to effectively schedule these applications.
Conclusion and Future Work
Efficiently exploiting the mobile devices' idle computing, storage, and sensing capacity can greatly improve the quality of service provided by mobile cloud computing (MCC). To achieve this goal, an appropriate architecture of MCC and a dedicated scheduling algorithm are considered important. To address these issues, this paper contributes in several ways by providing suitable definitions of critical aspects and proposing efficient algorithms and approaches.
Our simulation results have revealed that when the load of the system is heavy, HACAS algorithm can select those applications with maximum profit and minimum energy consumption. With the parameters setting in the simulation, the profit of HACAS algorithm is about 30% higher than that of FCFS algorithm. Besides, when the load of the system is light, the provider selection scheme adopted in HACAS can effectively balance the load of the devices in the system. Concretely speaking, HACAS algorithm's load variation is about 60% better than that of the random provider selection scheme. Moreover, in the discussion part of the paper, we have presented the rationale for devising HLMCM and for selecting those simulation parameters. In simple terms, HLMCM can effectively use mobile devices' diverse sensing results which cannot be realized by extending the cloud infrastructure or the Cloudlet entity's service capability. Moreover, the simulation parameters are chosen based on the observation of mainstream smartphones. The discussion section also gives an application scenario where HACAS algorithm is used for disaster rescue.
In the future, we will further extend the scheduling algorithm by considering the dynamic resource requirement of the applications.
