Abstract: In modern chemical processes, identification of the process variable connectivity and their topology is vital for maintaining the operational safety. As a general information theoretic method, transfer entropy can analyze the causality between two variables based on estimation of conditional probability density functions. Transfer entropy estimation is typically a data driven method, however, the associated high computational complexity and poor accuracy are not acceptable in real applications. Using a nonlinear stochastic state-space model in conjunction with particle filters, a novel transfer entropy estimation method is proposed. The proposed approach requires less data, is fast and accurate.
INTRODUCTION
With the ever increasing demand and the tightening stringent quality controls on chemical products, modern chemical processes have become large, complex and highly interconnected. As a consequence, the operation and automation of these processes has also become complex and unwieldy (Noyes (2000) ). However, the increased level of automation, and its complexity, often leaves these processes susceptible to unexpected failures (Koutsoukos et al. (2002) ). Usually, these failures have significant impact on safety, economy and environment. Therefore, an alarm management system is often deployed to monitor abnormal conditions and faults during everyday production (Yang et al. (2014) ).
Alarm management makes it easy for operators and engineers to monitor almost every process variable and its alarm status. However, when some serious failures occur, alarms often start from a single process variable and quickly propagate to other variables resulting in almost continuous appearance of alarms and the monitoring panels will be filled with alarm messages. This condition is often referred to as alarm flooding (Vedam and Venkatasubramanian (1999) ).
In order to reduce the number of alarms and avoid alarm flooding, many strategies have been proposed. Causality
The authors would appreciate the financial support from the National Natural Science Foundation of China (61433001) analysis between different process variables resulting in an extraction of the process variable topology is the central procedure used to trace back to the source alarm in an alarm flood. Transfer entropy is an effective quantity to analyze the causality between two variables in a process. It is a quantitative process -often based on the historical data, the outcome of which is an entropy showing the causal relationships between the variables in a process.
Traditionally, transfer entropy has been estimated using massive historical data sets making it very inefficient computationally and in terms of accuracy. Considering the data are inherently stochastic, any estimation of transfer entropy will only be approximate deviate from the real transfer entropy. In addition, the long time lapse between successive transfer entropy calculations -due to computational inefficiency -will not allow implementation periodical of algorithms that depend on transfer entropy.
These drawbacks can be overcome with more information from a process in the form of a model. While models are difficult to build and often prohibitively expensive, they are required and widely used in designing controllers, monitoring, simulation and fault detection algorithms. The objective of this article is to use the information available from a model in improving the accuracy and speed of calculations of transfer entropy. The approach developed in this article, not only provides qualitative causality relationships but also quantifies the strength of these relationships. In this article, a new transfer entropy estimation method is proposed using sequential Monte Carlo methods.
The transfer entropy is a function of probability density functions of relevant process variables. These probability density functions are high dimensional and often are complex enough that any attempts to estimate them using data alone are prone to unacceptable errors and computational inefficiencies. Moreover, methods based on only data often fail with nonstationary, nonGaussian and nonlinear data. In this article, the probability density functions are estimated using a stochastic nonlinear model of the process in conjunction with sequential Monte Carlo methods. In particular, particle filtering algorithms are used to approximate both density functions and integrals. This paper is organized as follows. In section 2, the general model used in this paper and definition of transfer entropy are introduced. In section 3, a particle approximation of the transfer entropy is presented. In section 4, two case studies are provided to illustrate the effectiveness of the proposed algorithm. Finally, some conclusions are outlined in section 5.
MODEL REPRESENTATION
Let's assume we have a chemical process (e.g, continuousstirred tank reactor system) described by the following discrete-time stochastic nonlinear state-space model:
where X t ∈ X ⊂ R nx is a Markov state process defined the initial density X 0 ∼ p(x 0 ) and transition density X t |(X t−1 , U t−1 ) ∼ p(x t |x t−1 , u t−1 ). In (1), U t ∈ U ⊂ R nu is a nonlinear state feedback control law given by
where W t ∈ R nu is random noise sequence assumed to be known in its distribution. Further, we assume that all the model parameters of the system are known a priori. A graphical model for the system (1) with control law (2) is given in Figure 1 .
Transfer Entropy
Given a control law (2), it is clear that there is a causal relationship between the inputs and the states in (1). See Figure 1 for illustration. In this paper, we are interested in quantifying the degree of causality between the inputs and the states. There are different metrics available to quantify the causal relationship between variables. A popular approach to measure causality is through the use of differential transfer entropy (TE), which is mathematically defined as follows
where p(dx t+1 , dx t , du t ) ≡ p(x t+1 , x t , u t )dx t+1 dx t du t . Despite the unwieldy definition of TE in (3), it has a simple interpretation -TE from U to X can be understood as the information gained when using the past information of both U and X to predict the future of X compared to only using the past information of X. Note that in Definition (3), we use integrals since X and U are both continuous random variables; however, for discrete random variables we replace integral with summation over the sample space.
The above expression for transfer entropy can also be written using an equivalent discrete form (Schreiber (2000) ) using a unit sample time:
where the summation is over the states x k+1 , x k and the inputs u k .
Data-Based Transfer Entropy Calculation
It is standard practice to calculate transfer entropy using only the routine operating data. This is a rather challenging task as no assumptions are made about the process model and the routine measured data is often nonstationary, noisy and has unknown correlations. The above discrete transfer entropy expression (4) simplified as shown below (Duan et al. (2013) ):
Hence the main challenge in estimating the transfer entropy is in approximating the joint probability density functions purely from data. According to (Silverman (1986) ), for a q dimensional vector x, the probability density function (pdf) can be estimated by the following function:
Γ is the bandwidth chosen to minimize the mean integrated squared error of the joint pdf estimation and calculated by Γ = 1.06N −1/(4+q) . S is the covariance matrix of the sampled data.
2 u . The above calculation procedure is often not very accurate. Γ is often chosen by trial and error and the Gaussian kernel function can have many forms. To improve the accuracy of the density approximation large data are needed and according to (Bauer et al. (2007) ) more than 2000 observations should typically be considered. In addition, large data sets increase the computational complexity significantly and thus slow down the calculation process.
PARTICLE APPROXIMATION OF TRANSFER ENTROPY
As discussed in Section 2, for the model and control law considered in (1) and (2) there is no closed-form solution to the TE in (3). In this section, we use particle methods to approximate the TE in (3). Particle methods are a set of recursive Bayesian methods for non-linear and non-Gaussian filtering problems (Gordon et al. (1993) ). The basic idea behind this approach is to approximate the density functions involved in filtering by propagating a set of 'particles' through the process dynamic equations (Alrowaie et al. (2012) ). These methods allow approximation of density functions using Bayes formula.
In general, particle filter technique is very helpful for this scheme and is introduced to solve several problems.
First note that using the Law of Total Probability, we can rewrite (3) as follows
where we use the relation p(x t+1 |x t ) = p(x t+1 , u t |x t )du t . Now using conditional probability, we can rewrite (7) as
where p(du t |x t ) = p(u t |x t )du t is a distribution of the control law. Now, to use particle methods to approximate the complex multi-dimensional integral in (8), observe that we first need to generate particle sets distributed according to the density functions p(x t+1 , x t , u t ) and p(u t |x t ), with respect to which integrals are defined in (8). In the next two sections, we discuss particle method to approximate the required density functions.
Approximating
Observe that using conditional probability, we can write the joint density function p(x t+1 , x t , u t ) in (3) as follows:
where p(x t+1 |x t , u t ) is a state transition density function defined in (1) and p(u t |x t ) is the control law defined in (2). Appealing to the Law of Total Probability, we write (9) as
Now again the integrand in (10) can be rewritten in terms of conditional densities as
× dx t−1 du t−1 (11) Assuming we have a particle approximation of the density p(dx t , dx t−1 , du t−1 ) available, we can writẽ
where
) is a pool of N particles distributed according to p(x t , x t−1 , u t−1 ) andp(dx t , dx t−1 , du t−1 ) is a N -particle approximation of p(dx t , dx t−1 , du t−1 ). Now, marginalizing the distribution function p(dx t , dx t−1 , du t−1 ) over X t we get
wherep(dx t−1 , du t−1 ) is a N -particle approximation of p(dx t−1 , du t−1 ). Now substituting (13) into (10) we get
wherep(x t+1 , x t , u t ) is a N -particle approximation of the density p(x t+1 , x t , u t ) in (11).
Now, given (14), N random particles {X
∼ p(x t+1 , x t , u t ), distributed according to p(x t+1 , x t , u t ) can be sampled in a sequence of steps-first we pass the particle set
, and then pass {X
. Note that all the densities functions involved in (14) are either state transition or control law density functions. Once the set {X
Finally, (15) gives us the required particle set distributed according to the density function of interest. Observe that from (12) to (15) we obtain a recursive approach to generate the required particle set {X
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Approximating p(u t |x t )
In this section, we consider generating particle set distributed according to p(u t |x t ) as required to compute particle approximation of the TE in Definition (3). Again, assuming we have access to particle set (12), marginalizing (12) over X t−1 and U t−1 we get
wherep(dx t ) is a N particle approximation of the distribution p(dx t ). Now, for each particle in the set {X 
wherep(du t |X i t ) is a M particle approximation of p(du t |X i t ). Now with particle approximation of p(dx t+1 , dx t , du t ) and p(du t |X i ) available in (15) and (17), respectively, we can obtain an approximation of TE in (8). First, substituting (15) into (8) yields
Observe that we have another integration to approximate in (18). Therefore, substituting (15) into (18) yields
whereT u→x is an approximation of T u→x in (8).
FINAL ALGORITHM
The proposed particle approach to approximate differential TE given in Definition 7 is outlined in Algorithm 1. Algorithm 1 delivers a N particle approximation of the differential transfer entropy in Definition 7. Establishing theoretical convergence for Algorithm 1 is beyond the scope of the work; however, it is highlighted that the approximation is accurate for a sufficiently large N .
ADVANTAGES AND LIMITATIONS
The proposed approach easily handles stochastic data and makes full use of the process model. Unlike the traditional approaches to transfer entropy calculation, the proposed approach uses the model to approximate the transfer entropy. The probability density functions required to evaluate the transfer entropy are directly calculated using the model. Therefore, this approach will be intrinsically more accurate and faster than data-only approaches.
However, the downside of this approach is that it relies heavily on the physical model of a process. It is often not straightforward to build these physical models and sometimes the models are either not available at all or are simply too expensive to build. The accuracy of the model has a direct impact on the accuracy and reliability of the transfer entropy approximation. For large uncertain and complex processes, the mathematical models will be very complicated. In such cases, a data-based approach may be more suitable. The proposed approach is also unlikely to work on variables that are separated by a number of intermediate processes or variables -primarily due to the low probability of knowing or finding a mathematical relationship between these variables.
CASE STUDIES
Two simple case studies are considered to illustrate the ideas presented in this article. The first case study is performed on a pedagogical problem with a single state and the second case study is performed on a single tank process. The general procedure use in the two case studies is outlined below:
(1) Particle filters are used to approximate the various density functions. The particles of each variable are used to approximate the corresponding density function. The number of particles was chosen a priori in the range 200 to 1000 for each density approximation. (2) Initialize a n × n × n matrix, which indicates variable u t , x t , x t+1 . (3) Calculate the probability p(u k , x k ) using particles and equation (6). Because p(j k , i k ) is irrelevant to x t+1 , so the calculation is based on each u t and x t . (4) Calculate the probability p(x t+1 |u k , x t ). First, calculate x t+1 based on the equation (20) and given u t and x t , regardless of the noise w t . Then, shift the pdf of w t with the value of x t+1 . (5) Calculate the probability p(x t+1 |x t ). This calculation is based on the observation; p(x t+1 |x k ) = p(x t+1 |x t , u t ) · p(u t ). So the calculation procedure is based on the pdf of u t .
An important aspect of these approximations is that the probability density functions do not all have the same dimensionality. However, it is well-known that the accuracy of particle approximations depend on the number of particles chosen and the dimensionality of the density functions. Appropriate number of particles were chosen for each density function to account for the changes in dimensionality.
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Use results from Step 9 and 12 to computẽ are two states of a process satisfying the following equations:
where v t and w t are two Gaussian sequences of noise distributed according to v t , w t ∼ N (0, 0.1), and x
(1) 0 = x (2) 0 = 0. θ is a weighting parameter used to balance effect of the two states. At each time step consists of 1000 particles. u t is the input to the entire system and it is a random 0-1 series generated by MATLAB function "idinput".
To analyze the relationship between the parameters and the transfer entropy, a series of θ are tested. The transfer entropy between the states x (1) t and x (2) t as a function of θ is shown in Fig. 2 . 
Case study 2: A single tank example
In the second case study, a single tank with a recycle stream as shown in Figure 3 is considered. The influx and outflux are considered as the relevant states. A fixed proportion of the outflux is recycled into the tank. Therefore the three fluxes can be written using mass balance equations as follows:
where V is a constant influx, α is the recycle ratio, k and C are parameters of the tank, h denotes the level of the tank, w 1 and w 2 are zero-mean Gaussian noise sequences. In this model, each variable is interconnected to each other, but only the transfer entropy between v i1 and v o is calculated.
The causality from v i1 to h is obvious, but because of the recycle, the exact value of transfer entropy is unknown. By varying the recycle ratio α, the transfer entropy is calculated and plotted in Figure 4 . The transfer entropy from v i1 to v o declines as α increases. This is because when α increases in the inflow, the proportion of v i1 decreases, and hence the influence of v i1 is also diminished.
CONCLUSIONS
A new method to calculate transfer entropy based on models and particle filter approximations is proposed in this paper. In the proposed approach, various probability density functions are approximated using particles without the need for large data sets as is required in traditional data-based methods. In addition, one can effortlessly handle nonlinear chemical processes. The proposed approach is illustrated through two simple illustrative examples.
