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Abstract
String theory is a leading candidate for the quantum theory of gravitation
and is the only serious unified theory of all the forces of physics. Addition-
ally, string theory seems to be mathematically unique, and it is possible
that all the parameters of physics could be determined by the dynamics of
string theory. However, there are two intertwined problems. First is that
string theory requires ten dimensions for mathematical consistency, so six
must be compact or otherwise decoupled from the physics we observe. Also,
there exist many different ground states of string theory, so it is difficult to
make predictions that are generic to string theory. Therefore, it is crucial
to gain a broad understanding of all the string theory vacua, particularly
those compactified to four dimensions.
In recent years, our understanding of string theory compactifications has
expanded greatly to include many new classes of solutions. In this disser-
tation, I discuss type IIB string compactifications in which the three-form
field strengths satisfy a self-duality condition on the internal manifold. I
begin with an overview of the models, giving preliminary formulae and sev-
eral points of view from which they can be understood. Then I will describe
windows into the small radius behavior of the compactifications, which is
more complicated than compactifications without fluxes, which are more
well-known. I will describe details of the flux-generated potential and non-
perturbative corrections to it. These nonperturbative corrections allow a
discussion of the cosmological constant and possible mechanisms for the uni-
verse to decay from one energy state to another. I conclude with comments
on related topics and interesting directions for future study.
As this document is a dissertation, I will indicate my own contributions
to the subject. However, for the purpose of completeness and in hopes of
helping the readers, I will include a fairly comprehensive review of related
literature. The early part of the dissertation is much more a literature
review because there are many results upon which my contributions have
been founded.
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Chapter 1
General Theory
This chapter gives some motivational words along with an introduction to
the compactifications that are the subject of this dissertation.
1.1 Introduction
The Standard Model of particle physics is, by all accounts, remarkably suc-
cessful in that it is very well corroborated by experiment (with the exception
of neutrino mixing), so much so that it is almost universally capitalized in
spelling and pronunciation. However, theorists have long been frustrated by
the number of parameters in the Standard Model, such as gauge couplings
and the Yukawa couplings that determine fermion masses. Naturally, there
have been many attempts to extend the Standard Model to a theory that
predicts those parameters.
Possibly the most promising of the attempts has been string theory, a
reformulation of particle physics in terms of extended one dimensional ob-
jects, or strings. One of the great advantages of string theory is that all of
its parameters are dynamical variables, so presumably all the parameters of
the Standard Model can be determined by finding the ground state of all
those variables in string theory. Unfortunately, there are an incredible num-
ber of ground states of string theory, and, through the turn of the century,
the best understood of these vacuum states allow many of the parameters,
or moduli, to take on a continuum of values. This problem of free moduli is
related to the number of ways to compactify string theory from ten dimen-
sions (necessary for the mathematical consistency of the theory) to the four
dimensions in which we live.
Starting just before the new millenium, though, string theorists have
8
developed mechanisms for fixing the values of moduli in a number of different
contexts (as it turns out, some of these mechanisms are related). In this
document, I review the dimensional reduction of type IIB string theory from
ten to four dimensions, with an emphasis on the use of rank 3 field strengths
to freeze moduli. A particular feature of these models is that the field
strengths must satisfy a self-duality condition on the compact space, so I will
often call them self-dual fluxes. This first chapter will give the general theory
of such compactifications, including the solution of type IIB supergravity,
and the second will find the effective four dimensional theory from several
perspectives. The discussion of the first two chapters will mainly be valid
at large volumes for the compact six dimensions; in a subsequent chapter, I
will consider the small volume regime. Later, I will discuss the application
of these models to cosmological issues (chapter 4) and some open questions
(chapter 5).
Throughout, I will give particular attention to work to which I have
made a contribution in the course of graduate study. The papers to which I
have contributed relevant to this review are [1–6]. Results from them appear
as follows:
• Results from [1] are scattered throughout the dissertation, in sections
2.1, 2.3.1, 3.1, 3.2.1, and 3.3.1. Some results which were derived in
preparation for [1] but not previously published also appear in section
2.1.
• The counting of BPS states from [2] appears in section 3.2.2.
• The cosmology discussed in section 4.1 is from [3].
• The discussion of [4] regarding string corrections and symmetry break-
ing is included, in condensed form, in section 5.2.1.
• The explicit description of de Sitter vacua given in [5] appears in sec-
tion 4.3.1, while the calculations of decay times from that paper appear
in 4.3.2.
• The supersymmetric solutions that will appear in [6] are given in sec-
tion 1.3.2.
Appendix A discusses the conventions and notation that I use. Actions
and equations of motion are given in appendix B. Some derivations that are
too detailed for the main text are collected in appendix C.
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1.2 Phenomenological Motivation
To start, it is probably useful to review the basic phenomenological models
that inspired some of the recent developments in string compactifications.
This section is mainly intended as a short motivation, along with the idea of
moduli stabilation discussed above, for the more specific results developed
later.
The first major development was the implication that the Standard
Model might be confined to a brane, or domain wall, so that only grav-
ity could move through some number of extra dimensions; since gravity is
very poorly measured in comparison to the Standard Model, the extra di-
mensions can be fairly large before giving problems due to graviton Kaluza-
Klein modes [7–9]. An exciting feature of these models is that the large extra
dimensions can allow the 4D Planck scale to be much higher than the extra
dimensional Planck scale; taking the metric on the internal compact space
to be fixed, the reduction of the Einstein-Hilbert action is (up to convention
dependent factors of 2π, etc)
MD−2D
∫
dDx
√−gDR =
(
MD−2D VD−4
)∫
d4x
√−g4R⇒M24 =MD−2D VD−4 .
(1.1)
(We will also use the gravitational coupling, κ2D = 1/M
D−2
D , to represent
the Planck scale.) Branes are very natural objects in string theory, and the
Standard Model braneworld was identified with D-branes of string theory
[10]. As long as the compactification length scale is large compared to the
fundamental length scale of the higher dimensional theory, the 4D Planck
scale can be quite large.
The next discovery was the importance of non-factorizable geometry; the
traditional compactification ansatz is that the metric is just a direct product
of the internal space and the noncompact spacetime. However, that is not
the most general ansatz for a Poincare´ invariant ground state; the metric
ds2 = e2A(x
m)ηµνdx
µdxν + gmndx
mdxn (1.2)
is fully consistent with the Poincare´ group. Here and henceforth, we use
Greek indices µ, ν, · · · for the noncompact spacetime, and Latin m,n, · · ·
for the compact dimensions. In two simple models (with one and two
branes), [11, 12] showed that the warp factor modifies the Kaluza-Klein de-
composition, localizing the graviton zero-mode near one of the branes. In
fact, [12] showed that infinitely large extra dimensions can still give rise to
four dimensional effective theories of gravity due to this effect. These sim-
plest models are five dimensional, compactified on S1/Z2 with one brane at
10
each fixed point, and a negative bulk cosmological constant that generates
the warp factor. The focus of this document is on string compactifications
that reproduce the physics of this simple two-brane model [13,14].
What exactly does the four dimensional graviton look like? As it turns
out, for the simple models of [11,12], the zero mode graviton is just δgµν =
e2A(x
m)hµν(x
µ). In fact, the graviton takes precisely this form for a wide
class of stress tensors [15], and it is known to have this form for the self-dual
flux compactifications which I discuss in the rest of this review [16]; section
2.1 will give a demonstration. In terms of the effective theory of the light
modes, then, the Planck constant (1.1) essentially picks up an additional
e2A due to the rescaling of the 4D metric.
To put things more precisely, consider a compactification of string theory.
The gravitational action of all string theories is, in the string frame,
S =
1
2κ210
∫
d10x
√−g10e−2φR10 = 1
2κ210
∫
d10x
√−g4e2Ae6ue−2φR4(1.3)
ds2 = e2Ag4,µνdx
µdxν + · · · (1.4)
where e6u gives the volume of the compact metric (other metric perturba-
tions preserve volume) and where 2κ210 = (2π)
7α′4 (see, for example, [17])1.
Clearly, equation (1.3) does not give the usual Einstein-Hilbert term for
g4,µν ; instead, we must convert to the 4D Einstein frame metric
gE,µν = e
6ue−2φg4,µν (1.5)
to decouple the dilaton and the overall volume of the compactification. Then
the effective action is the usual
S =
1
2κ24
∫
d4x
√−gERE , 1
κ24
=
Vw
κ210
, Vw =
∫
d6x
√
det gmn e
2Ae−6u .
(1.6)
Note that now there can be a large hierarchy between 10D and 4D Planck
constants due to a large warp factor. This particular form of the relation
between Planck constants is due to [18].
What does this mean for the gauge/gravity hierarchy? Consider a Higgs
scalar that lives on, for example, a D3-brane, with some string frame massm
(ie, a fundamental mass m), much as in [11,18]. In the string frame, the ac-
tion (rescaling the D3 tension into the scalar to get canonical normalization)
1Also, much of the literature uses the Einstein frame in 10D, along with other conven-
tions for the supergravity fields. See A.3 for a summary of different conventions. I will
use string frame in 10D unless otherwise specified.
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is
S = −1
2
∫
d4xe−φ
√−g4e4A
[
e−2A∂µH∂
µH +m2H2
]
. (1.7)
We can already see that the mass as measured by the 4D effective theory is
modified by a factor of e2A, and going to the Einstein frame gives
S = −1
2
∫
d4x
√−gEeφ−6u+2A
[
∂µH∂
µH + e2φ−6u+2Am2H2
]
. (1.8)
So the Higgs mass, compared to the Planck mass, measured by an observer
on the brane is
m2H
M24
= e2φ−6u+2A(SM)
m2
M810Vw
. (1.9)
So we can get a large hierarchy in a number of ways:
1. Weakly coupled strings
2. A large compactification volume (u large), as in equation (1.1)
3. A small warp factor eA at the brane
4. m≪M10 for some reason such as supersymmetry
5. m ∼M10, but large warped volume compared to 1/M610
or some combination of those. In fact, some of these reasons are essentially
identical. For example, the first reason is not often discussed because it
does not appear in the 10D Einstein frame; the relations (A.11,A.13) mean
that the string coupling rescales the compactification volume and the fun-
damental mass. Also, its always possible to scale the coordinates so the
warp factor is 1 at the Standard Model brane, so the third and fifth rea-
sons are identical. I will use the convention that, at large compactification
radii, A ∼ 0 away from special points such as a Standard Model brane. An
important question is how the warp factor can be given a fixed small value
near the Standard Model brane (in other words, how does the geometry de-
velop a large hierarchy?), and the first phenomenological answer was given
in [19,20].
Similar considerations apply to other mass scales [18]; an observer on
the Standard Model brane always sees a mass rescaled by the warp factor
relative to the warp factor on the brane (similar considerations would apply
to a varying dilaton). For example, a Kaluza-Klein mode could be localized
12
in some region of the bulk, or supersymmetry could be broken on a different
brane. Then
m2(SM observed) =
e2A(KK/SUSY/etc.)
e2A(SM)
m2(fundamental) . (1.10)
A number of warped compactifications of string theory were discussed
in [21] from the point of view of using the warp factor to generate large
hierarchies. In the rest of this disseration, I will discuss another type of string
compactification, type IIB strings with 3-form fluxes. In some instances, the
fluxes can give large ratios of warp factors, and they always freeze many of
the moduli.
1.3 Ten Dimensional Supergravity
Based on the supersymmetry variation of the gravitino in M-theory, [22]
first studied compactifications of 11D supergravity to 3D with nonvanishing
4-form field strengths. Then, [23] explored duals of these compactifications
in type IIB and heterotic string theory, mainly focusing on some simple
examples, and [16] described the compactifications with fluxes as warped
compactifications, paying special attention to the effect of the warp factor
and fluxes on the dimensional reduction. In fact, [13,14] argued that similar
string compactifications could implement the models of [11]; the Standard
Model would live on D-branes in a region of low warp factor, and the 6D
compactification manifold would play the role of the second brane. More
complicated type IIB compactifications appeared in [24], which also showed
how to stabilize the warp factor at small values near special points.
In the next subsection, I will describe the full ten dimensional solution
of type IIB string theory with self-dual flux, mainly following the discussion
in [24]. Then, in 1.3.2, I review the fermion supersymmetry variations of
type IIB supergravity and show which of the self-dual flux backgrounds are
supersymmetric (at tree level), as well as exploring other relevant solutions.
Historical Note
Before launching into the actual compactifications that we will study, it
might be useful to note a few early studies of fluxes in string compactifica-
tions [25–30]. These papers introduced fluxes to Calabi-Yau compactifica-
tions, but most of them did not account for the importance of string theoretic
objects such as orientifold planes, which we will develop below. However,
they did develop an understanding of the role of fluxes in compactifications
13
and provided motivation for the self-dual flux compactifications we review
here.
In brief, [25] introduced fluxes in type IIA compactifications, studying
the flux-induced scalar potential using the language of 4D N = 2 supergrav-
ity, and [26] extended this work to type IIB supergravity. The role of fluxes
in string dualities was studied in [29]; [27,28,30] detailed various aspects of
the potential. It is worth noting that [30] found that fluxes create a runaway
potential toward infinite volume on the compactification manifold; presum-
ably this effect arises because of the need for negative tension objects such
as orientifold planes.
1.3.1 Solution to Equations of Motion
Type IIB string theory reduces in the low energy limit to 10D type IIB
supergravity (SUGRA). The fields of IIB SUGRA are the metric, a complex
scalar, two 3-form field strengths, and a self-dual 5-form field strength. The
dilaton-axion scalar τ = C0 + ie
−φ combines the RR scalar with the string
coupling; thre is a SL(2;Z) S-duality that takes τ → (aτ + b)/(cτ + d). It
is often convenient to combine the R-R (F3 = dC2) and NS-NS (H3 = dB2)
3-forms into a single complex field G3 = F3− τH3 that transforms as G3 →
G3/(cτ + d)
2. The 5-form F˜5 = dC4 − C2H3 is neutral under S-duality,
and self-duality ⋆F˜5 = F˜5 is imposed as an equation of motion. I work in
the 10D string frame; much of the literature uses 10D Einstein frame (see
appendix A.3).
As in equation (1.2), we will take the most general Poincare´ invariant
metric, although we find it convenient to scale the warp factor out of the
compact metric, as well. We take as a fairly general ansatz
ds2 = e2Aηµνdx
µdxν + e−2Ag˜mndx
mdxn and (1.11)
F˜5 = e
−4Aǫ(4)dF − e−4A ⋆(6) dF , (1.12)
with F3,H3 harmonic and τ satisfying its equations of motion. The warp
factor in the 5-form ensures that F˜µνλρm is closed, as required by the Bianchi
identity (B.15) given in appendix A.3 along with the other equations of
motion. As is consistent with Poincare´ invarience, no fields vary in the
spacetime.
2Sometimes it is also convenient to write F˜3 = F3 − CH3.
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A SUGRA No-Go Theorem and a Stringy Evasion
In examining the equations of motion for the metric, we will find the follow-
ing D dimensional identities very helpful:
g¯MN = e
2ωgMN ⇒
R¯MN = RMN − (D − 2)∇M∇Nω + (D − 2)∇Mω∇Nω
−gMN∇2ω − (D − 2)gMN (∇ω)2 (1.13)
∇¯2ψ = e−2ω∇2ψ + (D − 2)e−2ω∇Pω∇Pψ , ψ scalar . (1.14)
In particular, for the metric (1.11), the rescaling (1.14) means that the
10D Laplacian ∇2 is equal to the 6D Laplacian e2A∇˜2 acting on scalars
independent of xµ. To see that, remember that ∇2 has a term −gµνΓmµν∂m
and that Γmµν = −gµν∇mA.
The spacetime components of the Ricci tensor of equation (1.11) are
Rµν = −ηµνe4A∇˜2A , (1.15)
where ∇˜ is the covariant derivative with respect to the six dimensional
metric g˜mn [24]. One way to find equation (1.15) is to use (1.13) with metric
(1.11); take R¯µν from (1.11), and use e
−2A times (1.11) on the right-hand
side. That metric has Γmµν = 0, Rµν = 0, and rescaling the Laplacian back
gets rid of the extra terms in (1.13).
The spacetime components of Einstein’s equation (B.13) can be written
as
Rµν = −1
4
gµν∇2φ+ 1
2
gµν∇mφ∇mφ− 2∇µ∇νφ− gµν e
2φ
48
GmnpG¯
mnp
+
1
24
e2φF˜µλρστmF˜ν
λρστm + κ210e
2φ
(
T ′µν −
1
8
gµνT
′M
M
)
. (1.16)
The local contributions, denoted by primes, represent string theoretic ob-
jects, such as D-branes and orientifold planes; note that the stress tensor
contribution is multiplied by e2φ due to the prefactor of the Hilbert term in
the string frame action. The ∇µ∇νφ terms is nonvanishing because of the
nontrivial Christoffel symbol ΓMµν . Remembering that the gradient on the
dilaton is the full 10D derivative, we can rewrite (1.16) to
e4A∇˜2
(
A− φ
4
)
= −1
2
e4A(∇˜φ)2˜ + 2e4A∇˜mA∇˜mφ+ e
2φ
48
e2AGmnpG¯
mnp
+
e2φ−6A
4
∂mF∂
mF +
κ210
8
e2A+2φ
(
T ′mm − T ′µµ
)
(1.17)
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after tracing by ηµν . (Here T µµ has indices raised by the full string frame
metric including warp factor.) Rescaling to a metric gˆmn = e
−φg˜mn gives
e4A−φ∇ˆ2
(
A− φ
4
)
=
e2φ
48
e2AGmnpG¯
mnp +
e2φ
4
e−6A∂mF∂
mF
+
κ210
8
e2A+2φ
(
T ′mm − T ′µµ
)
. (1.18)
As was noted in [24], this equation demonstrates the SUGRA no-go theorem
of [31, 32] directly in IIB supergravity; without the (purely stringy) local
contributions, the right-hand side is positive definite, while the left-hand
side integrates to zero on a compact manifold.
In fact, for a p-brane extendend through the entire spacetime and wrapped
on a submanifold Σ of the compact space, the local contribution to the stress
tensor gives (
Tmm − T µµ
)
= (7− p)Tpδ(Σ) , (1.19)
where Tp is the p-brane tension [24]. Therefore, to get a negative contribu-
tion to the right-hand side of (1.18), there must either be branes with p > 7
or negative tension objects. In type IIB string theory, both D9-branes and
negative tension orientifold planes are stable objects. From here on, we will
focus on the orientifolds.
Stringy Constraints
Gauss’s law assures us that the charges for all the field strengths must inte-
grate to zero over the compact manifold. We are particularly interested in
D3-brane charge, where Gauss’s law comes from the 5-form Bianchi iden-
tity (B.15). In fact, we can obtain both local and global constraints on the
compactification from the Bianchi identity.
Local Constraints Consider first the derivative side of the Bianchi iden-
tity. The components with spacetime indices are trivial, so we consider the
part with only internal indices. If we Hodge dualize on it using the string
frame metric in 6D, the derivative part becomes
⋆(6)dF˜5 = − ⋆(6) d
(
e−4A ⋆(6) dF
)
= −e6A−3φ⋆ˆ(6)d
(
e−8A+2φ⋆ˆ(6)dF
)
= e−2A−φ∇ˆ2F − 2e−2A−φ∂mˆ (4A− φ) ∂mF (1.20)
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Then the entire Bianchi identity becomes
∇ˆ2F = i
12
e2A+2φGmnp
(
⋆(6)G¯
)mnp
+ 2κ210µ3e
2A+φ ⋆(6) ρ3
+2e−6A+2φ∂mF∂m
(
e4A−φ
)
(1.21)
where ρ3 is the charge density 6-form of D3-branes (normalized to 1 for a
single brane) [24].
Now rewrite equation (1.18) as an equation for the second derivative of
e4A−φ and subtract equation (1.21). With some algebraic rearrangement,
∇ˆ2
(
e4A−φ − F
)
=
e2A+2φ
2
∣∣iG− ⋆(6)G∣∣2 + e−6A+2φ ∣∣∣∂ (e4A−φ − F)∣∣∣2
+
1
2
κ210e
2A+2φ
(
T ′mm − T ′µµ − 4µ3e−φ ⋆(6) ρ3
)
. (1.22)
Consider the last term of this equation. According to equation (1.19), this
term vanishes for a D3-brane, since the tension and charge for D-branes are
related by Tp = µ3e
−φ (and the number density is clearly given by the delta
function). As in [24], make the assumption that all the local sources satisfy
the inequality
T ′mm − T ′µµ ≥ 4µ3e−φ ⋆(6) ρ3 . (1.23)
This inequality is valid for D3-branes and D3-branes, as well as O3-planes
and fractional D3-branes. Of these, only D3-branes do not saturate it be-
cause they have a negative D3-brane charge density. 7-branes can have an
induced D3-brane charge due to worldvolume curvature and field strengths
(from α′ corrections to the action, discussed more fully in SECTION),
and [24] argued that they in fact saturate (1.23). We are, however, rul-
ing out D5-branes and O5-planes; those must appear in some other class of
solutions.
With the inequality (1.23), the three terms on the right hand side of
(1.22) are positive definite, while the left hand side integrates to zero. This
is the no-go theorem of [24]: for solutions with only local objects that obey
(1.23), the 3-form is imaginary self-dual
iG3 = ⋆(6)G3 ⇒ e−φ ⋆(6) H3 = −F˜3 , ⋆(6)F˜3 = e−φH3 , (1.24)
the potential energy of a D3-brane cancels between the DBI and WZ parts
(D3-branes feel no force)
F = e4A−φ , (1.25)
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and the inequality (1.23) is saturated. Because the D3-branes feel no forces,
we might expect that these solutions are related to supersymmetric solu-
tions, and, indeed, all the localized sources that saturate the bound preserve
the same SUSYs. We will see in the next section, 1.3.2, which fluxes also
preserve SUSY.
We should also mention that the constraints and equation (1.21) lead to
Poisson’s equation for the warp factor:
−∇ˆ2e−(4A−φ) = 1
12
eφGmnpG¯
m̂np + 2κ210µ3⋆ˆ(6)ρ3 . (1.26)
This equation tells us that the warp factor becomes trivial in the large radius
limit (except at special points), as follows. If we scale gˆmn → e2ugˆmn, then
the left hand side goes as e−2u, while the right hand side goes as e−6u.
Therefore, the warp factor (combined with the dilaton) becomes a constant,
which we take to be unity. So in a case where self-duality of the flux (1.24)
freezes the dilaton, A ∼ e−4u.
With all of these conditions satisfied, we only need to discuss the metric
g˜mn, 3-form, and dilaton-axion. The simplest model is that the dilaton
and axion are constant, in which case g˜mn is a (orientifolded) CY 3-fold.
Then the 3-form equations of motion (B.16) are satisfied by closed 3-forms
as long as equations (1.24,1.25) hold. The case of nonconstant τ is more
complicated. It has been shown in [24] that these form a compactification of
F-theory (given here in the IIB string frame) on a CY 4-fold. In F-theory,
τ represents the complex structure of a T 2, and the degeneration points
of the torus are (p, q)7-branes. These 7-branes can be described in string
perturbation theory when particular combinations of them coincide. This
is the “orientifold limit” of F-theory in which each O7-plane is coincident
with 4 D7-branes, precisely enough so that the D7-brane charge cancels
locally [33]. In the orientifold limit, τ becomes a constant once again.
Global Constraints Constraints global on the compactification manifold
arise from integrating the Bianchi identity (B.15). If the F-theory 4-fold has
Euler number χ, the integrated Bianchi identity becomes [22,34]
χ
24
= ND3 − 1
4
NO3 +
1
4
N
O˜3
+
1
2κ210µ3
∫
H3 ∧ F3 . (1.27)
Here NO3 is the number of “regular” O3-planes and NO˜3 the number of
O3-planes with flux discussed below under the quantization of fluxes. Both
[24, 34] argued that −χ/24 is the complete D3-brane number induced on
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7-branes through α′ corrections to F-theory (or, rather, the D-brane action
in string theory).3 We have left off D3-brane number because anti-branes
do not saturate the inequality (1.23).
Let us also note that this equation is a nonperturbative generalization
of worldsheet tadpole cancellation conditions, which are necessary for con-
sistency of the string theory (just as the integrated Bianchi is a geometric
consistency condition). Hence we will sometimes refer to the integrated
Bianchi in terms of tadpole cancellation.
Orientifold Projections
There are two types of orientifold planes that could appear in the self-dual
flux compactifications, as discussed above.
O3-planes If the compactification manifold has a reflection symmetry of
all compact coordinates xm,
R : (x4, x5, x6, x7, x8, x9)→ (−x4,−x5,−x6,−x7,−x8,−x9) , (1.28)
it can be orientifolded by placing O3-planes at the fixed points.
The action of the orientifold Z2 can be derived by using T -duality to the
type I theory, where gMN , C2, and φ are even under world-sheet parity Ω
and B2, C0, and C4 are odd. Alternately, one may derive it by noting that
the orientifold Z2 must include a factor of (−1)FL , where FL is the spacetime
fermion number carried by the left-movers: R ≡ ΩR(−1)FL [33,35]. This is
necessary in order that it square to unity,
R2 = Ω2R2(−1)FL+FR = 1 . (1.29)
Note that Ω2 = 1, as Ω acts as ±1 on all fields. R is equivalent to a rotation
by π in each of three planes, so R2 is a rotation by 2π in an odd number of
planes and therefore equal to (−1)F .
By either means one finds that Z2 acts on the various fields as follows:
even: gµν , gmn , Bµm , Cµm , Cmnpq , Cµνmn , Cµνλρ , φ , C ;
odd: gµm , Bµν , Bmn , Cµν , Cmn , Cµmnp , Cµνλm . (1.30)
It follows that the fluxes Hmnp and Fmnp are even, and so harmonic three-
form fluxes are allowed.
3Technically speaking, the O3 charges should also be included in χ, but since we always
look at the O3- and 07-plane cases separately, it is useful to separate them.
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O7-planes In F-theory compactifications, there is a limit in which the
(p, q)7-branes come together to form familiar objects from string pertur-
bation theory, namely an O7-plane with 4 coincident D7-branes [33]. The
boundary conditions of the SUGRA fields at the O7-planes can be deter-
mined just as those at O3-planes. In fact, the results are given in (1.30) with
µ, ν going to indices parallel to the O7 and m,n going to indices perpendic-
ular. In particular, H3, F3 must always have one leg orthogonal to the O7,
and F˜5 has either 0 or 2 legs orthogonal to the O7. This is as in [23,36,37].
Quantization of Flux
The three-form fluxes must be appropriately quantized by a generalization
of the argument for monopoles. The usual quantization conditions are
1
2πα′
∫
C
H3 ∈ 2πZ , 1
2πα′
∫
C
F3 ∈ 2πZ (1.31)
for every three-cycle C. (Note that F˜5 integrates to zero.) However, orien-
tifolds can present subtleties. To understand the issues, we can look at the
simplest possibility of compactification on T 6/Z2 with O3-planes
4.
Consider first T 6 compactification without the orientifold. Letting C run
over all T 3’s, one finds that constant fluxes
Hmnp =
α′
2πR1R2R3
hmnp , Fmnp =
α′
2πR1R2R3
fmnp ; hmnp , fmnp ∈ Z
(1.32)
are allowed, where the three coordinates on the T 3 have periodicities 2πRi.
Any cycle on the covering space T 6 descends to a cycle on T 6/Z2, so the
conditions (1.32) are still necessary. In addition, there are new 3-cycles on
the coset space, such as
0 ≤ x4 ≤ 2πR1 , 0 ≤ x5 ≤ 2πR2 , 0 ≤ x6 ≤ πR3 , x7 = x8 = x9 = 0 .
(1.33)
The conditions (1.31) on this cycle5 would appear to require that h456 and
f456 be even, and similarly for all other components. However, we claim
that hmnp and fmnp can still be arbitrary odd or even integers.
To understand this, consider first the reduced problem of a charge moving
in a constant magnetic field F12 = B on a square torus 0 ≤ x1,2 ≤ 2πR. Let
4This presentation was given in [1,2].
5The cycle (1.33) is unoriented, but the three-form fluxes can be integrated on it
because they have odd intrinsic parity.
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us work in the gauge
A1 = −1
2
Bx2 , A2 =
1
2
Bx1 . (1.34)
The gauge field is periodic up to a gauge transformation,
Am(x
1+2πR, x2) = Am(x
1, x2)+∂mλ1 , Am(x
1, x2+2πR) = Am(x
1, x2)+∂mλ2 ,
(1.35)
with λ1 = πRBx
2 and λ2 = −BπRx1. Similarly a field of charge e satisfies
ψ(x1+2πR, x2) = eieλ1ψ(x1, x1) , ψ(x1, x2+2πR) = eieλ2ψ(x1, x2) . (1.36)
Now suppose that we translate the charged particle around the path x1 =
0 → 2πR, x2 = 0 → 2πR, x1 = 2πR → 0, then x2 = 2πR → 0. The
combined gauge transformations give a phase of exp[−iB(2πR)2]. Since we
have described a contractible path, any nonsingular wavefunction must be
single-valued, so
B =
n
2πeR2
, n ∈ Z . (1.37)
Now let us form the orbifold T 2/Z2 (this is topologically S
2) by identify-
ing (x1, x2) with (−x1,−x2). For any value of n we can define the quantum
mechanics for the charged particle on the coset space simply by restricting
to wavefunctions such that
ψ(−x1,−x2) = +ψ(x1, x2) . (1.38)
We have chosen a gauge in which Am is explicitly Z2 symmetric, so no gauge
transformation is needed. However, the integral of F12 over the orbifold is
half of the integral over T 2, so for n odd the flux is not quantized.
To see how this can make sense, note that there are four fixed points
(x1, x2) = (0, 0), (πR, 0), (0, πR), (πR, πR). At the first three, the period-
icities (1.36) and (1.38) are compatible, but at (πR, πR) they are incompat-
ible and the wavefunction must vanish. If we circle this fixed point, from
(πR − ǫ, πR) to the identified point (πR + ǫ, πR), the wavefunction is re-
quired to change sign: there is a half-unit of magnetic flux at the fixed point
(πR, πR). Thus the Dirac quantization condition is in fact satisfied. Of
course, the fixed point (πR, πR) is not special: the quantization condition is
satisfied if there is a half-unit of flux at any one fixed point, or at any three.
Similarly for n even there can be half-integer flux at zero, two, or four fixed
points. In each case there are eight configurations, which can be obtained
in the orbifold construction by including discrete Wilson lines on the torus,
and a discrete gauge transformation in the orientifold projection.
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This analysis extends directly to the quantum mechanics of an F-string
or D-string wrapped in the 4-direction, moving in the fluxes H456 and F456.
This is consistent for any integers h456 and f456, but if either of these is odd
then there must NS-NS or R-R flux at some fixed points, for example all
those with x4 = x5 = x6 = πR1,2,3. Indeed, there are four kinds of O3-
plane, distinguished by the presence or absence of discrete NS-NS and R-R
fluxes [38]; for recent reviews see [39, 40]. The cycle(1.33), and each of the
others obtained from it by a rotation of the torus, contains four fixed points.
If the NS-NS flux through the cycle is even (odd) then an even (odd) number
of the fixed points must have discrete NS-NS flux, and correspondingly for
the R-R flux. An O3-plane with no discrete fluxes has a charge and tension
equal to −1/4 that of a D3-brane, but the O3-planes with any discrete fluxes
have +1/4 D3-brane charge and tension.
There are also multiple types of O7-planes [41]. However, since we are
mainly interested in the orientifold limit of F-theory, which requires negative
tension O7-planes, I will not discuss them further.
1.3.2 Solution to Supersymmetry Conditions
For supersymmetric solutions, it is often both convenient and illustrative
to solve the supersymmetry constraints. This strategy will also happen to
demonstrate which of our classical backgrounds are supersymmetric. As it
turns out, there are several well-known classes of supersymmetric solutions
to IIB SUGRA. In this section, I will describe three of them in some detail
by finding a class of solutions that interpolates between them. This work is
to reported in [6]. Similar solutions of M-theory are described in [42].
Nomenclature of IIB Solutions
We start by giving a brief overview of the three types of solutions:
1. In 1986, A. Strominger [43] gave a comprehensive description of su-
persymmetric solutions of type I supergravity from the perspective of
the heterotic string. The solutions involve only the NS-NS fields in
the bosonic sector, so they equally well describe IIB SUGRA in the
NS-NS sector, including the NS5-brane solution. These type A (light-
heartedly named for A. Strominger) include the NS5-brane background
and notably the AdS/CFT background of [44]. While the compactifi-
cations we study in this review are not type A solutions, we will see
in section 3.3.2 that they are related. A recent exposition of type A
compactificatoins in the heterotic string is [45].
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2. Type B solutions are named for K. & M. Becker [22], who discovered
them in M-theory. In type IIB, they are generalized D3-brane back-
grounds, as described in [46, 47]. In particular, the spacetime warp
factor and the 4-form potential are simply related, so that they cancel
in the D3-brane action. As in section 1.3.1, the 3-forms satisfy imagi-
nary self-duality ⋆6G3 = iG3. Type B solutions can also be generalized
to include a nontrivial dilaton-axion, as in F-theory [48, 49]. Indeed,
the supersymmetric cases of the backgrounds described above are type
B solutions.
3. We call the third class of solutions type C solutions to continue the
pattern. These solutions are the S dual of type A solutions and there-
fore include D5-brane solutions, and they are also related to type B
solutions by duality, as discussed in section 3.3.2. They are very well
understood because of their simple relation to type A solutions.
We will give below a class of solutions that interpolates between type B
and C solutions, since we will discuss both types of solution. Solutions that
interpolating between types A and B can be obtained easily by S duality.
SUSY Variations and Ansatz
In a supersymmetric solution, the supersymmetry variations of all fields in
the background should vanish. Since expectation values of an odd number
of fermions must vanish classically, the SUSY variations of bosonic fields
automatically vanish. Consider then a background with only bosonic com-
ponents. The fermion SUSY variations in the string frame and in our con-
ventions for the fields are [50–53]
δλ =
1
2
ΓM∂Mφε− 1
24
ΓM∂MC (iσ
2) ε − e
φ
24
ΓMNP F˜MNP σ
1 ε
− 1
24
ΓMNPHMNP σ
3 ε
δψM = DMε+
eφ
8
ΓNΓM ∂NC(iσ
2)ε− 1
8
ΓNPHMNP σ
3ε
+
eφ
48
ΓNPQΓM F˜NPQσ
1ε+
eφ
16 · 5!Γ
NPQRSF˜NPQRSΓM (iσ
2)ε(1.39)
with F˜3 = F3−CH3. The spinors all represent two Majorana-Weyl spinors;
for example, the superparameter is
ε =
[
ε1
ε2
]
, Γ(1̂0)ε = −ε . (1.40)
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The Pauli matrices σi mix the two spinors ε1,2. Finally, DM is a covariant
derivative containing the spin connection and a U(1) connection related to
the construction of the dilaton-axion system as a coset (the U(1) connection
vanishes when the R-R scalar is uniform).
For the background, we take essentially the metric as in equation (1.2)
and the 5-form as in (1.12); this does not specify a particular warp factor
on the internal manifold. For the spinors, we take
ε = eA/2
[
ζ ⊗ χ+ ζ∗ ⊗ χ∗
ieiαζ ⊗ χ− ie−iαζ∗ ⊗ χ∗
]
, (1.41)
where γ(4ˆ)ζ = ζ, γ(6ˆ)χ = −χ. We will see that we recover the results of sec-
tion 1.3.1 and type B solutions in the α→ 0 limit, while type C has α→ π/2.
For convenience, we will set the R-R scalar C = 0 throughout this section.
The results should generalize to allow type B F-theory compactifications.
Gravitino Equations
From δψµ, we find that
γµγ(4ˆ)
(
1
2
γm∂mA+
i
8
e−4Aeφγm∂mFγ(4ˆ)iσ
2 − e
φ
48
Fmnpγ
mnpσ1
)
ε = 0
(1.42)
which means by 4D Lorentz invariance(
1
2
γm∂mA+
i
8
e−4Aeφγm∂mFγ(4ˆ)iσ
2 − 1
48
eφFmnpγ
mnpσ1
)
ε = 0 . (1.43)
From δψm we get
0 = ∇mε− 1
8
Hmnpγ
npσ3ε+
eφ
8
Fmnpγ
npσ1ε− e
φ
48
γmFnpqγ
npqσ1ε
+
i
8
e−4Aeφγnγm∂nFγ(4ˆ)iσ
2ε (1.44)
The last two terms, using γnγm = 2γ
n
m+ γmγ
n, can be written in terms of
derivative of the warp factor using the δψµ equation (1.43), and we are left
with
0 =
(
∇m − 1
2
∂mA− 1
2
γm
n∂nA− ie
φ
4
e−4Aγm
n∂nFγ(4ˆ)iσ
2 − 1
8
Hmnpγ
npσ3
+
1
8
Fmnpγ
npσ1
)
ε . (1.45)
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Inserting the ansatz (1.41) for the spinors in (1.45) and using (1.53)
below6, we get
0 =
(
∇m + e
2iα
2
γm
n∂nA− 1
8
Hmnpγ
np +
ieiα+φ
8
Fmnpγ
np
)
χ , (1.46)
0 =
(
∇m+ e
−2iα
2
γm
n∂nA+
1
8
Hmnpγ
np− ie
−iα+φ
8
Fmnpγ
np +i∂mα
)
χ.(1.47)
The complex conjugate equations also follow from the χ∗ part of ε. Now
add up (1.46,1.47) to get(
∇m + 1
2
cos(2α)∂nAγm
n − 1
8
sin(α)eφFmnpγ
np +
i
2
∂mα
)
χ = 0 . (1.48)
Now take χ = e−iα/2χ′. If we assume for now that
cos(2α)∂mA = ∂mA
′ (1.49)
is a total derivative, then we can rescale the internal metric
ds26 = e
−2A′ds˜26 (1.50)
to eliminate the warp factor terms, which clearly agrees with the type B
metric (1.11) at α = 0. Note that results below will show that there is such
an A′ as long as there is a complex structure. Then we have(
∇˜m − 1
8
sin(α)eφ+2A
′
Fmnpγ˜
np
)
χ′ = 0 , (1.51)
which means that our manifold has torsion and that there is a normalized
spinor that is covariantly constant with respect to this torsion, with which
we can build a complex structure [43]. Equation (1.51) leads to many more
conclusions [43], but we will leave those to section 1.3.2 below. For now, we
just need that the manifold has a complex structure, and we can without
loss of generality take γ ı¯χ = 0 because of the chirality.
Inserting (1.41) into equation (1.43) gives us(
1
2
γm∂mA− 1
8
e−4Aeφeiαγm∂mF − i
48
eiαeφFmnpγ
mnp
)
χ = 0(
1
2
ieiαγm∂mA− i
8
e−4Aeφγm∂mF − 1
48
eφFmnpγ
mnp
)
χ = 0 .(1.52)
6We don’t need to use (1.53) here, but it makes things look a little simpler.
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Multiplying the second by −ieiα and adding both up, we get
∂mF = 4e
4Ae−φ cosα∂mA (1.53)
because the γi terms do not annihilate χ automatically (and the conjugate
equation also holds from (1.43)). Note that this means the right hand side
of (1.53) is a total derivative, at least in patches. We also see from (1.52)
that
Fijk = Fı¯¯k¯ = 0 (1.54)
(and hence from the dilatino equations (1.62,1.63) that Hijk = Hı¯¯k¯ = 0, so
there are no (3,0) and (0,3) pieces). The other equation that we get from
equations (1.52) is
eφFij
j = 4 sinα∂iA . (1.55)
Again, the complex conjugate follows from the equations for χ∗.
Substituting (1.48) into (1.46,1.47), we get(
i
2
sin(2α)γm
n∂nA− 1
8
Hmnpγ
np +
i
8
cos(α)eφFmnpγ
np − i
2
∂mα
)
χ = 0 .
(1.56)
For m = i, we end up with(
H − i cosαeφF
)
ij
j = 2i∂iα− 2i sin(2α)∂iA , (1.57)
and, for m = ı¯, we get(
H − i cosαeφF
)
ı¯¯
¯ = 2i∂ı¯α+ 2i sin(2α)∂ı¯A (1.58)[
−
(
H − i cosαeφF
)
ı¯jk
γjk + 4i sin(2α)∂jAγı¯
j
]
χ = 0 . (1.59)
Then we end up getting
Hij
j = −2i sin(2α)∂iA = −i cos(α)eφFij j = 2i∂iα (1.60)
and (
cos(α)F − ie−φH
)
i¯k¯
= −4e−φ sin(2α)gi[¯∂k¯]A . (1.61)
The second equality in equation (1.60) follows from equation (1.55).
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Dilatino Variation
Now, let’s turn to the two equations coming from δλ = 0:
1
2
γm∂mφχ− 1
24
Hmnpγ
mnpχ− i
24
eiαeφFmnpγ
mnpχ = 0 , (1.62)
1
2
γm∂mφχ+
1
24
Hmnpγ
mnpχ+
i
24
e−iαeφFmnpγ
mnpχ = 0 . (1.63)
Substracting (1.63) from (1.62), we get(
H + i cos(α)eφF
)
mnp
γmnpχ = 0 (1.64)
from which
cos(α)Fij
j − ie−φHijj = 0 (1.65)
(the (3,0) pieces of both fluxes are zero) and the conjugate equation.
Finally, adding (1.63) and (1.62), we get the equation
1
2
γm∂mφχ+
1
24
sin(α)eφFmnpγ
mnpχ = 0 , (1.66)
yielding
sin(α)eφFij
j = 2∂iφ = 4 sin
2 α∂iA . (1.67)
Here we have used equation (1.55) to write the last equality.
Scalar Relations
We now have many relations among h,A,A′, φ, α, which are in fact suf-
ficient to determine them all in terms of a single function. Equations
(1.49,1.53,1.60,1.67) lead to
A = −1
2
ln tanα+A0 (1.68)
h = e4A0e−φ0 cot2(α) + h0 (1.69)
φ = ln cosα+ φ0 (1.70)
A′ = −1
2
ln sin(2α) +A′0 . (1.71)
The subscript 0 denotes an integration constant that is uniform over the
entire compact space, while α is a function of the internal coordinates. Note
that these scalar solutions appear to be singular when α → 0, π/2, which
I have claimed are the type B and C limits. Let us make the type B and
C limits precise. We can include the type B and C cases if we allow the
integration constants to be infinite, so that they cancel the divergences due
to the dependence on α.
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Type B Let us consider first the type B limit, where α(x) = δβ(x) with
δ → 0 a constant. Then the scalar equations (1.68,1.69, 1.70,1.71) become
A = −1
2
ln β + Aˆ0, A0 = Aˆ0 +
1
2
ln δ
h = e4Aˆ0e−φ0β−2 + h0 = −e−φe4A + h0
φ = φ0 = constant
A′ = −1
2
ln β + Aˆ′0, A
′
0 = Aˆ
′
0 +
1
2
ln(2δ), A′ = A+ constant .(1.72)
The relations (1.72) are indeed what we expect from section 1.3.1 for type
B solutions without including F-theoretical variations of the dilaton-axion
(the constant in the relation between A′ and A is usually set to zero). Ad-
ditionally, as δ → 0, eqn (1.61) shows that the (1, 2) part of G3 vanishes (we
already know that the (3, 0) part also vanishes). Something new we find is
that also the the (0, 3) part of G3 vanishes, so not all off the compactifi-
cations of section 1.3.1 are supersymmetric. Finally, eqn (1.65) also shows
that the contraction of G3 with the metric vanishes (G3 is primitive), so we
we have the well-known result that G should be a primitive (2, 1) form for
type B solutions.
Type C For type C, let α(xm) = π/2 − δβ(xm), where again δ → 0 is a
constant. Then the scalars become
A =
1
2
ln β + Aˆ0, A0 = Aˆ0 − 1
2
ln δ
h = e4Aˆ0e−φˆ0δβ2 + h0 → h0 = constant
φ = ln β + φˆ0, φ0 = φˆ0 − ln δ, φ = 2A+ constant
A′ = −1
2
ln β + Aˆ′0, A
′
0 = Aˆ
′
0 +
1
2
ln(2δ), A′ = −A+ constant .(1.73)
These are, in fact, the expected relations among the scalars for type C. In the
familiar type A solution, the warp factor vanishes in the string frame, and by
S duality we should have gmn(A) = e
−φ(C)gmn(C) = g˜mn(C). Additionally,
the NS-NS 3-form vanishes because of (1.61) and its conjugate (along with
the fact that no (0, 3), (3, 0) fluxes are allowed). This is just what we would
expect for a D5-brane type background.
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Relations to Complex Structure
The Killing spinor equation (1.51) implies that the supersymmetry param-
eters feel a torsion in the metric ds˜26; the torsion is equal to
T = −1
2
sin(α)eφ+2A
′
F = −1
4
eφ0+2A
′
0F . (1.74)
Clearly, if we go to the type B limit, the torsion vanishes, which means
that ds˜26 is a Calabi-Yau manifold, which we also expect. Note that the
results following equation (1.75) do not apply to type B solutions because
of division by zero problems. Therefore, this section is a bit out of the main
line of this dissertation, but does elucidate features of type C solutions. The
results presented here were derived in [43]7.
First of all, equation (1.51) implies that there is an almost complex
structure
J˜m
n = iχ′†γ˜m
nχ′ . (1.75)
The complex structure is covariantly constant with respect to the connection
with the torsion given in (1.74). Therefore it is possible to show that J˜ is
an integrable complex structure and satisfies J˜ = ig˜i¯dz
idz¯¯. Additionally,
there is an expression for the R-R 3-form flux in terms of the fundamental
two form, as in [43]:
eφ0+2A
′
0F = −2i(∂¯ − ∂)J˜ (1.76)
Again, in the type B solutions, the left hand side of (1.76) vanishes due
to the divergence of A′0, so we cannot divide by zero and use the following
results.
With this F3, let’s plug into eqn (1.61). Using (1.68) we get
H(2,1) = −2e−2A
′
0
(
cos2(α)∂J˜ − sin(2α)∂α ∧ J˜
)
(1.77)
and
H(1,2) = −2e−2A
′
0
(
cos2(α)∂¯J˜ − sin(2α)J˜ ∧ ∂¯α
)
. (1.78)
Being very careful with the ordering of basis forms lets us write
H = −2e−2A′0
(
cos2(α)dJ˜ − sin(2α)J˜ ∧ dα
)
. (1.79)
Also, it is possible to write the dilaton and α in terms of the holomorphic
(3, 0) form of the metric g˜mn. We will not need this result.
7I follow the preprint version of [54] to get signs and factors in the type IIB string
theory conventions I use.
29
Bianchi Identities
The Bianchi identities will be just as in section 1.3.1, except that now we
will also allow D5-brane charge, meaning that the Bianchi for F3 will have
sources. We do not allow sources for H3 because they should not appear in
either type B or type C solutions; only D3-branes and D5-branes will.
These Bianchi identities may still place severe constraints on any com-
pactifications. Just as in 1.3.1 above, the integrated Bianchis require that
the sources on the compact manifold add to zero. However, it is unknown
how to combine string theoretic sources that include both signs of D3- and
D5-brane charges in a supersymmetric way. It may be that the only solu-
tions in this class that can be compactified are the type B and C limits or
else compactifications with no D5-brane charges at all.
Still, noncompact solutions interpolating between types B and C are
interesting in their own right, as in the context of the AdS/CFT correspon-
dence. They also would include D-brane solutions; [6] will show explicitly
that the D5/D3-brane bound state solution is in this interpolating class.
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Chapter 2
4D Effective Theory and
Moduli Fixing
Now that we have the full ten dimensional structure for compactifications
with self-dual flux (see section 1.3), we can start to understand the four
dimensional effective theory, what an observer would see at low energies. In
this chapter, I will first describe the Kaluza-Klein ansatz that arises from the
full equations of motion. Then, recognizing that the effective theory should
be a 4D SUGRA, I review the effective superpotential and Ka¨hler potential.
Section 2.3 will give specific, detailed examples for compactifications that
are geometrically T 6/Z2 and K3 × T 2/Z2, as well as briefly mention how
these special cases are related to gauged supergravities in 4D. Understanding
the effective theory completely requires a combination of these techniques.
In the introductory section 1.1, I related the problem of moduli in string
theoretic compactifications. This chapter will return to that problem: based
purely on geometry, the solutions of section 1.3, with and without SUSY,
have many classical moduli. Throughout this chapter, I will pay particular
attention to how the fluxes freeze the moduli of the compactification at
tree level. An important point is that the naive moduli get masses that
are parametrically lower than any other mass scale, so (classically at least)
we are able to ignore Kaluza-Klein modes, string excitations, and winding
states in the effective theory. I will develop this hierarchy in section 2.1.
The reader should be aware that much of this chapter is a review of the
literature, but I will denote my own work.
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2.1 Reduction of Equations of Motion
The dimensional reduction of a theory requires the decomposition of the
higher dimensional fields into a tower of Kaluza-Klein modes. We find the
modes by studying the equations of motion at linear order (since particles are
in fact perturbations of the background); on a torus, solving the equations
of motion is trivial. Life becomes complicated very rapidly, however, in the
presence of a warp factor. We will see below that, even at linear order in the
perturbations, the warp factor mixes Kaluza-Klein modes as well as different
10D fields.
All those effects come on top of the effects from the 3-form fluxes. There-
fore, in this section, we will work in the large radius limit, ignoring the warp
factor, for a first approximation. In that approximation, we will discuss how
the 3-forms freeze some moduli and show that the mass scale is hierarchi-
cally below the Kaluza-Klein and Planck scales. Then we will turn on the
warp factor and examine the effect on the dimensional reduction.
2.1.1 Dimensional Reduction with Fluxes Only
Here we want to isolate the effect of the 3-form flux on perturbations around
the background, so we consider the large radius limit, where the warp factor
becomes negligible (see the discussion following equation (1.26) at least away
from special points. Our main intent is to see that the fluxes introduce a
new mass scale parametrically lower than the others1. Throughout, if we
are in a case with D7-branes, we work in the orientifold limit of F-theory
for simplicity. Note that while we ignore the warp factor, gmn = g˜mn.
Scalars and Mass Hierarchies
The Dilaton-Axion Given a fixed background of quantized 3-form flux,
equation (1.24) generically requires a fixed value of the dilaton and R-R
scalar. Therefore we would expect that perturbations in τ should be mas-
sive. I will use the dilaton-axion as an example of our general approach to
dimensional reduction. For notational convenience, we will take the back-
ground value of the string coupling to be eφ = gs.
1The results of this subsection were obtained in preparation for [1] in the special case
of compactification on T 6/Z2 with the N = 3 background of section 2.3.1, although most
were not included in that publication.
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The linearized form of the equation of motion (B.14) is
∂µ∂
µδτ = −∇˜2δτ − igs
12
δφGmnpG
mnp +
igs
4
δgmnG
m
pqG
npq
− igs
6
GmnpδG
mnp . (2.1)
Since we are most interested in the light modes, we should drop the Kaluza-
Klein excitations. This not only drops the ∇˜2 term, but it also removes
fluctuations δF3, δH3 as the constant fluxes are quantized. Additionally,
the second term on the right vanishes for self-dual flux. Therefore, writing
H3 = igs(G3 − G¯3)/2 gives
∂µ∂
µδτ =
igs
4
δgmnG
m
pqG
npq +
g2s
2
δτ |G3|2 . (2.2)
The final term is clearly a mass for τ . The first term on the right represents
potential mixing of the dilaton with geometrical moduli; this is just a non-
diagonal mass matrix. Indeed, some simple examples show this effect (see
section 4.1.2).
For simplicity, ignore mixing with other moduli and look carefully at the
mass term. Take the coordinate “radii” to be string length and the metric
to scale as gmn ∝ e2u. Then the mass in the 10D string frame is
m2 =
g2s
2
e−6u
nf
α′
, (2.3)
where nf is the square of the numbers of flux quanta (divided by 6). This
sets up a clear hierarchy of scales
massless flux KK string/M10 winding
α′m2 ∼ 0 e−6u e−2u 1 e2u (2.4)
at large radius (where supergravity is valid). Since the dilaton is fixed, we
assume it is order 1. In the 4D Einstein frame, the mass is rescaled; for the
flux-induced masses, we find
m2E ∼ g4se−12uM24 (2.5)
since the 4D Planck mass is string mass in this frame. One consequence
of this hierarchy is that any supersymmetry breaking caused by the fluxes
must be spontaneous.
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Other Perturbations Finding which metric components are massive and
which massless directly from the equations of motion is a complicated and
unenlightening process. However, there is a short-cut, outlined by [16]
and used by [1]. Any perturbations that preserve the nature of the fluxes
should be massless; in a non-supersymmetric compactification, this means
that (1.24) should still be obeyed. For a supersymmetric compactification,
complex structure deformations that leave G3 a (2, 1) form and Ka¨hler de-
formations that leave G3 primitive are massless. Clearly, the overall scale
modulus is massless by this reasoning. However, at least for the simplest
case of an N = 3 compactification on T 6/Z2, it is possible to check this
ansatz explicitly by linearizing the equation of motion (B.13) for internal
components2.
Similarly, nothing constrains the position of D3-branes, so we expect
their positions to be moduli; it is in fact straightforward to see that no other
Kaluza-Klein zero modes enter their equations of motion at linear order. D7-
branes are another story. Moving D7-branes away from O7-planes requires
τ to vary on the compact space, which is impossible if it is massive, so we
expect the D7-brane scalars to be massive also. This fact has not been
checked explicitly to my knowledge.
Form Perturbations and Higgsing
Perturbations of the p-form potentials have some complications, so it is
important to discuss them carefully.
Periodicities The first subtlety with the form fields is that they may only
be periodic up to gauge transformations on cycles. Let us look at the T 6/Z2
case for specificity. This argument was given first in [1].
The gauge transformations of the various potentials are
δC2 = dλC
δB2 = dλB
δC4 = dχ+ λC ∧H3 , (2.6)
in terms of one-forms λC and λB and three-form χ. The forms have period-
2This was unpublished work done for [1].
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icities
C2(x+ e
m) = C2(x) + dλ
m
C (x)
B2(x+ e
m) = B2(x) + dλ
m
B (x)
C4(x+ e
m) = C4(x) + dχ
m(x) + λmC (x) ∧H3(x) . (2.7)
Here em is the lattice vector in the m-direction, (em)n = 2π
√
α′δmn, and
λmC , λ
m
B , and χ
m are specified gauge transformations. To analyze these it
is convenient to write each field as its background value plus a shift, for
example C4(x) = Cˆ4(x) + δC4(x).
The three-form flux backgrounds are constant, and so for the correspond-
ing potentials we can choose a gauge
Cˆmn =
1
3
Fˆmnpx
p , Bˆmn =
1
3
Hˆmnpx
p . (2.8)
It follows that
λmC =
1
6
Fˆmnpx
ndxp , λmB =
1
6
Hˆmnpx
ndxp . (2.9)
The quantized fluxes cannot fluctuate, and so the λmB,C are fixed. It then fol-
lows that the two-form fluctuations are periodic, so any scalars that descend
from them follow the usual story for orientifold compactifications.
The four-form must satisfy a more complicated boundary condition. This
can be deduced from the condition that C4(x + e
m + en) be consistently
defined. It takes only a few lines of algebra to see that
c˜4 = δc4 − Cˆ2 ∧ δB2 , (2.10)
has periodicity3
c˜4(x+ e
m) = c˜4(x) + dχ˜
m(x) , (2.11)
where χ˜m = χm−λmC δB2. We can set χ˜m to zero by a gauge transformation,
since a nontrivial gauge transformation of c˜4 would imply a quantized 5-form,
which is inconsistent with the orientifold condition. The 5-form fluctuation
to linear order is then
δF˜5 = dc˜4 + Fˆ3 ∧ δB2 − δC2 ∧ Hˆ3 . (2.12)
The gauge variation of c˜4 is, after some algebra,
δc˜4 = dχ˜+
i
2Im (τ)
(
λ¯A ∧G3 − λA ∧ G¯3
)
, (2.13)
3Strictly speaking, this is only the linearized form; the full form is given in [1].
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where χ˜ = χ − C2 ∧ λB and λA = λC − τλB . We are now dropping hats
from the background for notational convenience. (Note that the background
is defined to be fixed, so the gauge transformation goes entirely into the
fluctuation). The gauge transformation χ˜ must be periodic.
In more general geometries, the story should work out similarly. For
a CY 3-fold compactification, the scalars (and potentially vectors) from c˜4
descend as normal.
4-Form Scalars and Gauge Fields Some interesting physics arises when
the internal manifold has 1-cycles, since B2, C2 can lead to spacetime gauge
fields. Using the same sort of general reasoning for the moduli, we expect
gauge transformations that alter the background to correspond to broken
vector fields.
We can make this expectation more precise. We define the complex field
A2 = δC2 − τδB2, so δG3 = dA2 with τ fixed. Then the linearized 5-form
(2.12) becomes [1]
δF˜5 = dc˜4 +
i
2Im τ
(
A2 ∧ G¯3 − A¯2 ∧G3
)
. (2.14)
(G3 is here the background field only.) The relevant component for the
spacetime vectors is δF˜µmnpq , so the scalar is c˜mnpq. Comparing with the
nonlinear Higgs covariant derivative ∂µφ− Aµ, we see that the background
3-form serves as a charge coupling the 4-form to the perturbative gauge
potential.
In fact, the equation of motion for c˜4, after dropping Kaluza-Klein
modes, is just
∂µ
[
∂µc˜mnpq + 2igs
(
Aµ[mG¯npq] − A¯µ[mGnpq]
)]
= 0 . (2.15)
This is precisely the equation of motion for a Goldstone boson for those c˜mnpq
such that the wedge products do not vanish. We find this by Hodge dualizing
the Bianchi identity (B.15) and realizing that the 3-form contribution cannot
give a source at the linear level. The vectors have a linearized equation of
motion (from Hodge dualizing (B.16) and using self-duality of F˜ )
(⋆d ⋆ δG3)µm = −
igs
6
δF˜µmnpqG
npq ∼ g
2
s
2
|G3|2Aµm . (2.16)
The ∼ represents going into the unitary gauge and schematically illustrates
the flux contraction with the different terms of the wedge products.
We should note also that each D3-brane also contributes a U(1) gauge
field (assuming they are not coincident). These remain massless for the
simple reason that there are no charged scalars for those U(1) factors.
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2.1.2 Complications from the Warp Factor
In Scherk-Schwarz type compactifications, it is well known that the Kaluza-
Klein zero modes are not trivial [55]. We are about to see that the warp
factor also modifies the Kaluza-Klein decomposition. In fact, the 10D equa-
tions of motion in the presence of the warp factor are unsolved, although
there is some recent progress [56,57]4.
Graviton Reduction
As we mentioned in section 1.2, the graviton zero mode is known even in the
presence of a warp factor. It was briefly argued that the zero mode should
be δgµν = e
2Ahµν(x
µ) in [16], which also gave the eigenvalue equation for
the Kaluza-Klein masses.
Here we can give a slight amplification of the argument in [16]. Consider
a 10D metric with a general 4D line element
ds2 = e2Ag4,µνdx
µdxν + e−2Ag˜mndx
mdxn (2.17)
and set the fluctuations of all other fields to zero. Then we can just follow
the analysis of section 1.3.1; the only difference is that the left hand side of
the Einstein equation now contains a term Rµν(g4). The warp factor cancels
with everything on the right hand side as before, so we find
Rµν (g4,µν) = 0 . (2.18)
Since g4,µν satisfies the vacuum Einstein equations when we have turned off
all other fluctuations, it is clearly the zero mode of the graviton. In addition,
it is possible to see the appropriate kinetic terms from the conversion to 4D
Einstein frame if we allow the internal metric to fluctuate, but we will not
go into that detail here.
Massive Modes and Kaluza-Klein Mixing
Unfortunately, most of the time, the Kaluza-Klein decomposition is not as
straightforward as that for the metric. One complication is that the light
but massive fields – moduli frozen by fluxes – no longer have simple Kaluza-
Klein modes, despite the fact that the warp factor does not appear in their
covariant derivatives (remember from 1.3.1 that the 10D Laplacian is related
by scaling to the 6D Laplacian ∇˜2) [16].
4I thank the authors of [57] for useful discussions of their work prior to its publication.
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To see this effect, look at the dilaton equation of motion (2.1), neglecting
fluctuations of other fields but including the warp factor. We have
ηµν∂µ∂νδτ = −e4A∇˜2δτ + g
2
s
2
e8A |˜G3|2δτ . (2.19)
Because of the warp factor on the mass term, the zero mode clearly cannot
be the usual harmonic 0-form. Solving this mass equation is difficult because
the warp factor is not a simple function (see [16] for the solution on a toroidal
compactification). However, for a simple geometry in the large radius limit,
it is possible to treat the warp factor as a perturbation mixing the usual
Kaluza-Klein modes.
Constraints for Massless Fields
Another complication that occurs in the presence of the warp factor is re-
lated to the mixing of Kaluza-Klein modes discussed above. Just above,
we discussed mixing due to the appearance of the warp factor in the mass
terms. In this section, we examine mixing that occurs because, with the
warp factor, the massless modes appear in more components of the 10D
equations of motion.
A particularly problematic instance of this effect is the introduction of
metric deformations δgmn into the Einstein equation for Rµm. Following
the logic that xµ independent deformations which lead to a valid back-
ground in 10D should lead to massless fields, we might expect δgmn =
e−2Aδg˜mn − 2δAe−2Ag˜mn, where δA is the change in the warp factor due
to the linearization of (1.26), along with an appropriate δF˜5, to be massless.
However, it has so far proven difficult to find the Kaluza-Klein zero mode
for the internal metric. This is the focus of [57] and is essentially the issue
raised in [56].
To illustrate this type of issue, we can look at the 2-form gauge fields com-
pactified on T 6/Z2, which were considered in [1]. We take as an ansatz that
the only nontrivial components of the fluctuations are δGµνm and δF˜µνmnp.
We further take
δGµνm(x
µ, xm) = fµν(x
µ)um(x
m) + (⋆(4)f)µν(x
µ)vm(x
m) ,
δF˜µνmnp = fµνγmnp(x
m) + (⋆(4)f)µν(⋆(6)γ)mnp(x
m) . (2.20)
Here um and vm are complex, and γm and fµν are real. Note that on two-
forms ⋆(4) is the same as the flat spacetime Hodge star.
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Inserting this ansatz into the field equations gives the usual 4D equations
d ⋆(4) f2 = df2 = 0 (2.21)
and the internal equations
du1 = dv1 = 0,
d ⋆(6) u1 = −igsv1 ∧ F˜5 − igsG3 ∧ ⋆(6)γ3 ,
d ⋆(6) v1 = igsu1 ∧ F˜5 + igsG3 ∧ γ3 ,
dγ3 =
igs
2
(G3 ∧ u¯1 + u1 ∧ G¯3) ,
d ⋆(6) γ3 =
igs
2
(G3 ∧ v¯1 + v1 ∧ G¯3) . (2.22)
The Bianchi identities for u1 and v1 are solved by
u1 = ω1 + da , v1 = ν1 + db (2.23)
where ω1 and ν1 are harmonic on the internal space and a and b are periodic
scalars. The equations for γ3 are then solved by
γ3 =
igs
2
(aG¯3 − a¯G3) , (2.24)
if
b = −ia , ω ∧ G¯3 = ν ∧ G¯3 = 0 . (2.25)
Finally, the field equations for u1 and v1 both become
e−4A∇˜2a+ 2∂m˜e−4A∂ma+ ∂m˜e−4A(ωm + iνm) = g
2
s
12
aGmnpG¯mnp , (2.26)
where all contractions are with the flat internal metric. There are then two
solutions for each ω1, ν1 satisfying (2.25):
ω1 = −iν1 , a = γ3 = 0 ; v1 = iu1 ,
ω1 = iν1 , a 6= 0 , γ3 6= 0 ; v1 = −iu1 . (2.27)
There is no known closed form for the second solution, but it can be seen
to exist by considering the large radius limit in which A → 0. This is a
very interesting situation; fluxes with ⋆(4)f2 = −if2 have a trivial Kaluza-
Klein zero mode, but those with ⋆(4)f2 = if2 do not. This situation persists
even without fluxes. Note that we must beware of overcounting because the
ansatz is invariant under u→ v, v → −u, f2 → ⋆(4)f2.
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2.2 Flux Superpotential and Ka¨hler Potential
We have seen from the equations of motion that the fluxes give masses para-
metrically lower than the Planck scale, even without considering warping,
so we should be able to put self-dual flux compactifications into the context
of 4D supergravity. In fact, the 3-form generates a superpotential, which
can break SUSY, and the associated potential will fix the values of many
moduli.
2.2.1 Superpotential from Fluxes
In the presence of fluxes, the classical 4D effective N = 1 superpotential was
argued to be [58,59]
W =
1
κ84
∫
M
G3 ∧ Ω , (2.28)
where Ω is the holomorphic (3,0) form on the compactification manifold M .
W then is given by the (0, 3) part of the G3 flux which, because the fluxes are
quantized, can only be tuned discretely. This superpotential was rederived
by dimensional reduction of the type IIB SUGRA action in [24] ignoring the
warp factor and in [18] with the warp factor.
To avoid the details of a derivation, let us recap the argument of [58,59]
to justify the superpotential (2.28). First, Ω is, loosely speaking, a func-
tion of the complex moduli of M5. It is also independent of Ka¨hler moduli.
This is indeed as expected. Second, we know that all (2, 1) contributions to
the G3 flux leave supersymmetry unbroken. Despite the fact that the flux
components are quantized, it would be rather surprising if the supersym-
metry conditions could be satisfied for all (2, 1) fluxes if the superpotential
depended on them. Indeed, in combination with the Ka¨hler potential for
the moduli given below, this superpotential requires that the (0, 3) flux van-
ish in supersymmetric compactifications. Finally, we could imagine domain
walls constructed of D5-branes or NS5-branes wrapping 3-cycles in the com-
pact manifold. These were, in fact, considered in detail by [58, 60] (along
with their instantonic counterparts in [5] and section 4.3.2). In the limit
that gravity decouples, BPS domain walls have a tension proportional to
the change in superpotential. Indeed, Ω integrated over the cycle that the
5-brane wraps is indeed proportional to the volume of that cycle and there-
fore the domain wall tension. Meanwhile, the change in superpotential is
5Strictly speaking, a superpotential is supposed to be a section of a U(1) bundle over
the scalar manifold, which this is [58].
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also proportional to the change in the flux, which jumps by as many units
as there are 5-branes.
2.2.2 Ka¨hler Potential
To define the Ka¨hler potential, we must first be precise about the definition
of the fields in the 4D effective theory in terms of 10D variables; the only
way to get the Ka¨hler potential is through dimensional reduction of the type
IIB kinetic terms. Since the Kaluza-Klein ansatz in self-dual flux compacti-
fications is not yet fully understood, as reviewed above, the Ka¨hler potential
is not completely known. However, we can proceed in stages. First, we can
ignore the warp factor completely. As a next step, we can treat the warp
factor as a fixed 10D quantity independent of the 4D fluctuations6. A goal
for future work would be to incorporate the dependence of the warp factor
on the perturbations of the compactified metric and other light fields.
To define the fluctuations of the 4D theory, we start with the 10D metric
in the form (1.11) with the warp factor scaled out of the compact metric.
Then define the scale u of the metric g˜mn so that the compactification volume
in the rescaled metric is approximately e6uα′3 (roughly, e6u is the determi-
nant of g˜mn). To be precise, all the other fluctuations in g˜mn are defined to
leave the compactification volume invariant at lowest order. Then, to the
level that we are working, the Einstein frame in 4D would be as in equation
(1.5). (The 4D Einstein frame should really be defined by using the full form
of the massless volume modulus, but we are working in an approximation
with a fixed warp factor.)
We start by ignoring the warp factor. As shown by [24], the tree-level
Ka¨hler potential is
K = −3 log(−i(ρ− ρ¯))− log(−i(τ − τ¯))− log
(
− i
κ64
∫
M
Ω ∧ Ω¯
)
, (2.29)
where the volume modulus is defined by
Imρ ≡ σ = e4u−φ (2.30)
(with the real part an axion from the 4-form potential). This form assumes
only a single Ka¨hler modulus; others can be added similarly. The last term
includes the holomorphic (3, 0) form Ω and includes all the complex structure
moduli; this form was found for CY 3-folds by [61]. In the large volume limit,
the warp factor A ∼ e−4u, so this Ka¨hler potential is probably sufficient for
6I thank O. deWolfe and S. Giddings for clarifying some of this point.
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moduli that describe deformations near special points, such as conifolds. We
normalize Ω so that
∫
Ω on a 3-cycle is proportional to (
∫
d6xe−6u
√
g˜)1/2.
Now we can include the warp factor, ignoring its dependence on the
metric fluctuations. The Ka¨hler metric becomes [18]
K = −3 log(−i(ρ− ρ¯))− log(−i(τ − τ¯ ))− log
(
− i
κ64
∫
M
e−4AΩ ∧ Ω¯
)
− log
[
− i
κ64
∫
d6xe−4A−6u
√
det (g˜mn + δg˜mn(xµ, xm))
]
, (2.31)
where the δg˜mn include all fluctuations but ρ (possibly other Ka¨hler moduli).
To get this in detail, one has to carry out the dimensional reduction, as
in [18], but we can get the factors of the warp factor easily. It just comes
from the fact that the compact part of the Einstein-Hilbert term has a
prefactor of e−4A when written in terms of the 4D Einstein frame and g˜mn
(there is a factor of e4A from the 4D metric determinant, e−6A from the 6D
metric determinant, and e−2A from contracting the 4D derivatives).
So far, we have assumed that the volume modulus is the only Ka¨hler
modulus. If there are any free D3-branes, their positions Z are also Ka¨hler
moduli. It is argued in [18, 62] that including the D3-brane moduli is ac-
complished by taking the ρ term to
−3 log (−i(ρ− ρ¯) + k(Z, Z¯)) , (2.32)
where ‖ is the Ka¨hler potential for the Calabi-Yau metric (at least in the
large-volume, orientifold limit). The volume is no longer simply related to
the ρ modulus; it is rather [62]
e4u−φ = Imρ+
1
2
k(Z, Z¯) . (2.33)
2.2.3 No-Scale Potential
The supergravity potential written in terms of the Ka¨hler and superpoten-
tials is
V = κ24e
K
∑
i,¯
Ki¯DiWD¯¯W¯ − 3|W |2
 , (2.34)
where i, ¯ sum over the moduli, Ki¯ = ∂i∂¯K is the Ka¨hler metric, and
Di = ∂i+ ∂iK is the Ka¨hler covariant derivative. However, with the specific
form of the Ka¨hler potential (either (2.29) or (2.31) because the form for ρ
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does not change) and the fact that the superpotential is independent of the
compactification volume, we get the no-scale potential
V = κ24e
K
∑
i,¯
Ki¯DiWD¯¯W¯ (2.35)
where now i, j sum over all moduli but ρ. This potential generically fixes all
complex moduli (and τ) such that G3 is imaginary self-dual. Some of the
Ka¨hler moduli can be fixed by the requirement that G3 be primitive, but ρ
is never fixed since it is an overall scale of the metric. Thus, these are “no-
scale” compactifications, as noticed in [24]. No-scale SUGRAs and string
compactifications have been studied before, notably in [63–66]. Except in
cases with enough supersymmetry, this structure should not survive beyond
the approximation of classical supergravity (see, for example, sections 4.3
and 5.2).
We can see how the masses are related to the Planck scale from this
potential very easily. Ignoring the warp factor for comparison to the results
listed above, we find
V ∝ κ24
(
κ−84
)2 (
α′5/2
)2
eKψ2 ∼M44 g4se−12uψ2 (2.36)
for some dimensionless modulus ψ. Normalizing the scalar removes a factor
of M24 , so we get the same result as equation (2.5).
We can also see how SUSY demands that G3 be (2, 1); a vacuum is only
supersymmetric if DiW = 0 for all moduli. Since all moduli but ρ satisfy
this equation at the vacuum state, we only need to consider the ρ condition
any further. As shown in [24,58], DρW = ∂ρKW = 0 is satisfied only when
W = 0, which implies that in supersymmetric vacua G3 is a (2, 1) form.
2.2.4 Fixing a Complex Structure Modulus
The geometry of M is, of course, very complicated but is accurately de-
scribed near conifold points by the Klebanov-Strassler solution [67]. Wrapped
fluxes warp and deform the conifold; at the tip y = 0, the metric is
ds2 = e2Aηµνdx
µdxν + bgsMα
′
(
dy2 + dΩ23 + y
2dΩ22
)
(2.37)
where b ∼ 1 is a numerical constant and eu is the compactification length
scale (here we use 10D string frame). Notice that the S3 at the tip has a
fixed proper size depending only on the fluxes. Also, the S2 is nontrivially
fibered over the S3. We can also find the warp factor of the tip in terms
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of the deformation parameter z of the conifold as in [24]. The argument
is that th ewarp factor satisfies roughly e−4A = gsNα
′2/r4 for a D3-brane
vacuum, where r is the distance from the branes. In the warped deformed
conifold, the branes are absent, but there is an effective number of D3-
branes gsNeff = (gsM)
2, which is reflected below in equation (2.40) for the
warp factor away from the tip [67]. Also, there is a length scale at the tip
of the conifold; the radius of the S3, which also translates to an effective
distance from the D3-branes (imagine the deformed conifold continuing to
the singular conifold; this is the distance to the singular tip) [68]. Since the
volume of the A cycle is given by e3uα′3/2z, we get
e4A(y = 0) ≈ gsσ |z|
4/3
a2(gsM)2
, a = 24/331/3b (2.38)
where b is the same constant as in equation (2.37). This form of the warp
factor, along with the constants, was calculated in [69]. It is this particular
form of the warp factor that gives the A cycle a fixed proper size at the tip.7
Away from the tip, the throat has approximately a warped conifold met-
ric
ds2 ≈ e2Aηµνdxµdxν + e−2A(dr2 + r2ds2T 1,1) (2.39)
where ds2T 1,1 is the metric on the base T
1,1. In this region, the warp factor
is approximately [70]
e−4A = 1 + (L4/r4) log(r/rs) (2.40)
with the length scale L4 = 818 (gsMα
′)2. Here, the radial coordinates r
and y are functions of each other, and the tip is at y = 0, r = r˜. For the
undeformed conifold, the singular tip is located at r = rs = r˜e
−1/4. Splitting
the conifold into the tip and throat in this manner is described in [69] and
references therein. For a given conifold throat, the quantized fluxes have the
form
M =
1
4π2α′
∫
A
F3 , K = − 1
4π2α′
∫
B
H3 (2.41)
where the A cycle is the S3 which stays finite at the tip and the B cycle is
the six-dimensional dual of A.
7Prior to [62], the factor of σ was usually left out of the warp factor at the tip. This
did not introduce any qualitative errors into those papers, however. See section 4.3.
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It is easy to determine how much the conifold tip is deformed by looking
at the fluxes [24]. We start by noting the definitions∫
A
Ω = z
(∫
d6xe−6u
√
g˜
)1/2
≈ α′3/2z ,
∫
B
Ω ≈ α′3/2G(z)
G = 1
2πi
z log z + holomorphic (2.42)
(this form of G was given in [71]). Then [24], the superpotential is
W ≈ (2π)
2α′5/2
κ84
(
MG(z)− iK
gs
z
)
. (2.43)
We are mainly interested in z small, which we will see requires K ≫ gsM ,
which simplifies the calculation immensely. Then we have
∂zW ∼ 1
2πi
M log z −Kτ . (2.44)
Because the metric perturbation associated with z is localized at the
base of the conifold, it feels the warping appreciably. Including warping and
bunching the Ka¨hler potential for all other complex moduli together into Kc
(that is, integrals over other cycles), eqn (2.31) becomes
K(complex) = − log
[
e−Kc − i
κ64
(∫
A
Ω
∫
B
Ω¯e−4A −
∫
A
Ω¯
∫
B
Ωe−4A
)]
≈ Kc − eKc α
′3(gsM)
2
2πκ64
|z|2/3 log |z|2 . (2.45)
To calculate this, we use the trick of [71] that the cycles have a monodromy
B → B+A around z = 0 and take the warp factor (2.38) at the tip. Actually,
there will be other terms in the B cycle integral, but it is reasonable to
believe that, as in the unwarped case, this is the leading term that depends
on z. We can see that ∂zK grows less rapidly than 1/z at small z, so we can
ignore the Ka¨hler potential contribution to DzW .
Putting it all together, then, the approximate deformation parameter of
the conifold must be (we take here τ = i/gs)
z = exp
[
−2πK
gsM
]
. (2.46)
This is a nice example of moduli fixing in the superpotential formalism
and an important one. The fixed deformation of the conifold essentially
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fixes its length, so [24] argued that the 3-forms parly stabilize the radial
modulus in the reduction of the compactification to a 5D braneworld as in
[14]. Additionally, with the warp factor tied to the deformation parameter as
in equation (2.38), we see immediately that it is easy to get large hierarchies
without large numbers of flux quanta. This is not quite a solution to radius
stabilization because the D3-branes do not need to sit at the conifold tip;
we would need to add D3-branes and break SUSY for that (see section 4.3).
2.3 Special Cases
In this section, we will discuss two special geometries, the T 6/Z2 orientifold
by O3-planes, and K3×T 2/Z2 orientifold by O7-planes. Since the geometry
is simpler in these cases than in general CY 3-folds, we can give specific
examples. Some early examples of these compactifications were studied
in [16, 23], and these two examples were explored in detail in [72] and [36]
respectively.
2.3.1 T 6/Z2, O3-plane Action
There are many solutions based on the T 6/Z2 orientifold, distinguished by
the three-form flux quanta and the discrete fluxes at orientifold points. Even
with vanishing three-form fluxes there are many solutions to the tadpole
cancellation condition (1.27). One extreme is to have 16 D3-branes and
no discrete flux [13], which is the familiar T dual to the type I theory on
T 6. The other extreme is to have no D3-branes and 32 fixed points with
discrete flux. For example, the configuration with discrete R-R flux at all
fixed points in the plane x4 = 0 satisfies the quantization conditions and is
T dual to a type I compactification without vector structure [41]. In these
cases the supersymmetry is D = 4, N = 4.
The superpotential formalism is very useful in finding the supersymmet-
ric values of moduli given a set of fluxes (assuming that they are compatible
with supersymmetry); [72] explained the supersymmetry conditions in terms
of the torus variables in great detail. We outline some of their argument here.
Start by taking a Hermitean metric gi¯dz
idz¯¯ and now define the complex
coordinates by
zi =
1√
2
(
xi+3 + tijxj+6
)
, i, j = 1, 2, 3 . (2.47)
(The symmetric part of tij is the pure holomorphic part of the metric in
a coordinate system with fixed complex coordinates; the antisymmetric
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part should come from the NS-NS 2-form.) A simple example is that of
T 6 = (T 2)3 with all the tori square, tij = iδij . By writing the fluxes and
holomorphic (3, 0) form out in terms of a basis of (real) 3-forms, it is straight-
forward, but tedious, to write out the superpotential in terms of the flux
components, τ , and tij. From section 2.2.3, we know that supersymmetric
solutions have W = ∂τW = ∂tijW = 0. These give coupled cubic equations
in the complex moduli and τ . In fact, these are generically overdetermined,
so all the moduli will be fixed ( [36] elaborated on conditions necessary to
solve these equations). In particular, when τ is fixed near unity, these are
nonperturbative backgrounds of string theory and can be studied reliably
only through low-energy SUGRA unless there is a high degree of SUSY.
Some of the Hermitean components of the metric might be fixed also; these
are found by considering primitivity.
It is easy to make some comments about the special case that the com-
plex structure is proportional to the identity, tij = tδij . Then two of the
three equations are just cubic in t with integer coefficients, and the coeffi-
cients of the third (which includes also τ are determined by the first two
equations. This implies that the two cubics in t have a common factor, so
it is particularly easy to solve for the complex structure and then for τ .
Solution Generation
There is a clear group action of GL(2,Z)×GL(6,Z) on T 6/Z2 backgrounds
which can be used to generate new solutions [72].
In particular, theGL(2,Z) is the immediate generalization of the SL(2,Z)
of type IIB string theory; the only difference is that now the determinant of
the matrix may not be unity, so G3 → (ad− bc)G3/(cτ +d) (τ transforms as
before, see section 1.3.1) [72]. This group includes simple rescalings of the
fluxes, which do not affect the vacuum values of the moduli.
The GL(6,Z) acts on the fluxes and moduli like a large coordinate trans-
formation, rotating the flux indices as well as altering the complex structure.
The transformation of the complex structure is slightly complicated because
the x4,5,6 coordinates can be mixed with x7,8,9; this fact requires the redef-
inition of the complex coordinates z back to the form (2.47) [72]. Again,
under these transformations, we arrive at a new solution. The only caveat
(for either group) is that the new fluxes must not become too large to satisfy
the integrated Bianchi identity (1.27).
As we observed, the SL(2,Z) subgroup is actually the S duality group of
type IIB string theory; similarly, SL(6,Z) ⊂ GL(6,Z) is the group of large
coordinate transformations that leave the torus invariant. These transfor-
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mations, therefore, give equivalent backgrounds, still of the self-dual flux
type. Some transformations in SL(2,Z) × SL(6,Z) leave the background
invariant, in fact. All of these transformations are therefore dualities of
the 4D effective theory; those that leave the background unchanged are U
dualities. We discuss the distinction in more detail in section 3.3.1.
An N = 2 Example
In section 3.3.2, we will find it convenient to work with a simple example
that preserves 4D N = 2 SUSY. We will work with this example because
it has few flux components. This example appeared extensively in [60, 73].
The nonzero fluxes are
f459 = f789 = h456 = h786 = 2 . (2.48)
Using [72], it is possible to see that this vacuum is N = 2 and that the
complex structure moduli obey [73]
tij = diag(t1, t2, t3) , τ t1 = −1 , t2t3 = −1 . (2.49)
For simplicity, when we work with this background, we will assume that τ, ti
are all imaginary. The argument that this has N = 2 SUSY is similar to
that given below for N = 3 solutions.
N = 3 Solutions
In much of this document, we will find it convenient to work in back-
grounds with a high degree of supersymmetry because of many simplifi-
cations. Therefore, consider backgrounds where the nonzero fluxes are
h456 = −h489 = −h759 = −h786 ≡ h1 ,
f456 = −f489 = −f759 = −f786 ≡ f1 ,
h789 = −h756 = −h486 = −h459 ≡ h2 ,
f789 = −f756 = −f486 = −f459 ≡ f2 , (2.50)
and f1,2 and h1,2 are integers (see the quantization condition (1.32). These
fluxes implies that the T 6 is the product of three square T 2s and fix the
string coupling,
tij = iδij , τ =
f2 − if1
h2 − ih1 . (2.51)
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The tadpole cancellation condition is
ND3 +
1
2
N
O˜3
= 16− 2(h1f2 − h2f1) ≤ 16. (2.52)
the last inequality follows from the duality condition (2.51).
This configuration of fluxes has the simple feature that in terms of the
complex coordinates (2.47) with complex structure (2.51) there is a single
component
G1¯2¯3¯ =
√
2α′
πR1R2R3
(f1 − τh1) . (2.53)
That is, Gmnp is a (0, 3)-form. As a background metric, we take g˜i¯ = R
2
i δi¯,
although the Ka¨hler moduli space is larger than just the three independent
radii (see section 3.1). These backgrounds are discussed in detail in [1] along
with a listing of possible fluxes and the associated moduli.
The N = 3 supersymmetry can be understood simply, as follows [1].
Remember that G3 should be (2, 1) and primitive for a supersymmetric
solution. If we choose the coordinates
(z1, z2, z3)′ = (z1, z¯2¯, z¯3¯) (2.54)
then the nonzero fluxG1¯23 is indeed (2, 1) and primitive. There are obviously
two other such choices,
(z1, z2, z3)′′ = (z¯1¯, z2, z¯3¯) , (z1, z2, z3)′′′ = (z¯1¯, z¯2¯, z3) . (2.55)
Each of these three complex structures leads to an unbroken supersymmetry.
N = 3 supersymmetry is unfamiliar because the globally supersymmetric
cases have the same multiplets (with CPT conjugates included). However,
the gravity multiplets are distinct (see 2.4.1). Previous examples have been
constructed as asymmetric orbifolds in type II theory [74], breaking half
of the supersymmetry on one side and three-fourths on the other, and the
N = 3 supergravity was constructed in [75]. The moduli space is completely
determined, and we review it in more detail in section 3.1.
Non-BPS Domain Walls and Varying N
A remarkable feature of self-dual flux compactifications on T 6/Z2 is the
variety of possible N , the number of preserved supersymmetries in the 4D
effective theory. Depending on the fluxes, supersymmetry can be completely
broken or be as high as N = 4 (no fluxes; this is the SUSY preserved by a
D3-brane). However, as was indicated in [58], there are domain walls in the
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4D effective theory over which the fluxes jump; the domain walls are just
D5-branes and NS5-branes wrapping 3-cycles dual to the fluxes that change.
Following that lead, [60] constructed domain walls for T 6/Z2 compactifica-
tions that interpolate between solutions with different supersymmetries (the
entire configuration including the 5-brane, however, breaks all SUSY).
Because the domain walls themselves break supersymmetry, [60] consid-
ered domain wall bubbles that expand before reaching a maximum radius
in the spacetime and then recontract. In a large enough compactification
volume, the domain wall tension is small compared to the Planck scale, and
they can also remain outside their Schwarzschild radius for an arbitrarily
long time. This shows that there is a real sense in which string theory vacua
with different SUSY are connected, even though there is a large potential
barrier between them [60]. Let us note that these domain walls will also
appear in K3×T 2/Z2 and CY 3-fold compactifications, but there is not the
same range of N in those compactifications. We will see a variation on this
idea in section 4.3.
2.3.2 K3× T 2/Z2, O7-plane Action
While models of flux compactifications with O7-planes have appeared through-
out the literature (see [16,23,37], for example), the most complete analysis
of the relation between fluxes and moduli on K3 × T 2/Z2 compactifica-
tions appeared in [36]. Here I will give a brief review of their mathematical
formalism and the particularly simple example of section 4.1, [36].
The most important point to remember is that the 3-forms both must
have precisely one leg along the T 2, which we take in the x6, x9 directions.
Thus, we can write the fluxes as
F3 =
2πα′
R3
(
f6dx
6 + f9dx
9
)
, H3 =
2πα′
R3
(
h6dx
6 + h9dx
9
)
, (2.56)
where f6,9, h6,9 are in the integer cohomology H
2(K3,Z) of K3. H2(K3,Z)
inherits an inner product
e1 · e2 =
∫
K3
e1 ∧ e2 (2.57)
of signature (3, 19) from H2(K3,R). Using this inner product, the tadpole
cancellation condition (1.27) becomes
ND3 +Ninst = 24− 1
2
(f6 · h9 − f9 · h6) (2.58)
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assuming there are no O7-planes with flux. Ninst is the number of gauge the-
ory instantons in the K3 submanifold of the D7-brane worldvolume, which
have been considered in [16]; from now on, we set Ninst = 0. The 24 negative
D3-brane charges come from the curvature of the K3 part of the D7-brane
and O7-plane worldvolumes.
To determine the complex structure of the K3 and T 2 as well as τ , [36]
use Torelli’s theorem, which states that the complex structure of K3 is given
entirely by the holmorphic (2, 0) form ω. In particular, the possible values
of ω span a 2D spacelike subspace of H2(K3,R). They then get a number
of conditions on H2(K3,R) inner products by demanding that G3 be (2, 1),
which end up reducing to polynomials in τ and the complex structure t of
T 2. This is very similar to the T 6/Z2 case.
A Simple Example
As discussed in section 4.1 of [36], we can use equation (2.56) to write
G3 =
√
22πα′
R3(t¯− t)
(
Gzdz
3 +Gz¯dz¯
3¯
)
. (2.59)
For G3 to be (2, 1), Gz must be (1, 1), and Gz¯ must be (2, 0). Since K3
has only one (2, 0) form, Gz¯ ∝ ω. Thus the complex structure of K3 is
determined completely by the flux Gz¯ (assuming Gz¯ 6= 0).
Now suppose for this example that f6,9, h6,9 span a two dimensional
subspace of H2(K3,R) (they are not all linearly independent). Because the
real and imaginary parts of ω span a 2D subspace also, this must be the same
as the flux subspace. Additionally, because Gz is (1, 1), Gz ·ω = Gz · ω¯ = 0;
since the 2-plane is spacelike, Gz = 0.
In terms of the flux components,
Gz = 0 ⇒ (f6 − τh6)t¯ = (f9 − τh9) . (2.60)
But also Gz¯ · Gz¯ = 0 because there are no (4, 0) forms. Using (2.60), this
requirement gives
G2z¯ ∝ Im t(f6 − τh6)2 = 0 . (2.61)
Since Im t = 0 is a singular T 2, this is a quadratic equation for τ . With the
known fixed value of τ , we can then use equation (2.60) to find the fixed
value of t:
t =
(f6 − τh6) · (f9 − τ¯h9)
|f6 − τh6|2 . (2.62)
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2.4 Gauged Supergravity
In this section, we discuss another perspective on the 4D effective theory,
that of gauged supergravities. They have been applied to the T 6/Z2 and
K3× T 2/Z2 cases8 of the last section in an extensive literature [76–87]. A
nice review of the pure supergravity is given in [88], so we will be brief.
Our main focus will be to show how the gauged supergravity appears in
the string compactification, and we work within the framework of T 6/Z2
compactifications for simplicity.
2.4.1 SuperHiggs Interpretation
Consider the N = 4 states which become massive due to the fluxes. For the
N = 3 background of section 2.3.1, these include one gravitino, so we must
have a massive spin 3/2 multiplet. This must be a large representation
because these supergravity states are all neutral under the U(1) central
charges. Therefore the supersymmetry breaking (in the bulk fields) is from
the N = 4 gravity multiplet and 6 matter multiplets with helicities
gravity: 2,
3
2
4
, 16,
1
2
4
, 02, −1
2
4
, −16, −3
2
4
, −2 (2.63)
matter: 1,
1
2
4
, 06, −1
2
4
, −1 (2.64)
to the N = 3 gravity, spin 3/2, and 3 matter multiplets, whose helicities are
gravity: 2,
3
2
3
, 13,
1
2
, −1
2
, −13, −3
2
3
, −2 (2.65)
spin 3/2:
3
2
, 16,
1
2
15
, 020, −1
2
15
, −16, −3
2
. (2.66)
(The matter multiplets have the same helicities.)
Because there are now six massive vectors, supersymmetry breaking must
be accompanied by symmetry breaking, the SuperHiggs effect. We see in
section 3.2.1 that six gauge symmetries are indeed broken. The twenty
spin-zero components are the dilaton-axion, the six zero-helicity components
of the massive vectors (from C4), and the twelve real components of gij .
8Although there are many similarities in the structure of the SUGRA, warped CY 3-
fold compactifications cannot be described by gauged supergravity because there are no
gauge fields; there are no 1-cycles on the CY to reduce B2, C2 to vectors. This of course
assumes that the warp factor does not change dimensional reduction in a radical way,
which seems impossible given the large radius limit (see 2.1).
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Remember that at large radius these states, with masses-squared 1/(α′e6u),
lie parametrically below the Kaluza-Klein scale of 1/(α′e2u). Thus we can
truncate to an effective field theory in which only these and the massless
states survive. Since the mass scale is parametrically below the Planck scale
as well, the SUSY breaking from N = 4 to N = 3 must be spontaneous. In
fact, the same story holds for other degrees of supersymmetry. There has
been some discussion of such breaking in supergravity [76,89,90] and more
recently in the gauged supergravity literature (see especially [91,92]).
2.4.2 The Gauging and Symmetry Breaking
Our goal here is in essence to give a definition of gauged supergravity through
some simple string theory. Remember from section 2.1.1 that the linearized
5-form (2.14) is a Higgsed gauge covariant derivative, and that some com-
ponents of c4 become Goldstone bosons. In fact, it is just the number
necessary for the multiplet (2.66) to work out correctly. In the classical
type IIB SUGRA on T 6/Z2, continuous shifts of the axions c˜4 are in fact a
symmetry, and gauged supergravity just consists of using an existing vector
to gauge a symmetry of the scalars.
We can be a little more formal, following for example the discussion
of [88]. In an extended supergravity theory, the scalars form a manifold,
which may have a number of symmetries. These are the supergravity U
duality group. To gauge any of the symmetries of the scalar manifold, we
need vectors that transform in the adjoint of that symmetry group. It has
long been known [93] that n field strengths F and their magnetic duals G
form a vector under the most general duality transformation Sp(2n,R):[
F ′
G′
]
=
[
A B
C D
] [
F
G
]
,
[
A B
C D
]
∈ Sp(2n,R). (2.67)
Therefore, any group we gauge must be embedded in the symplectic group
such that the set of electric field strengths is left invariant, B = 0, and such
that the action on the field strengths is the adjoint. In terms of the Lie
algebra of Sp(2n,R), the generator must be[
a b = 0
c −aT
]
. (2.68)
This is actually the low-energy description of the Scherk-Schwarz mecha-
nism [55] for a non-Abelian group (see [88] and references therein). However,
we are interested in an easier example. For IIB strings on T 6/Z2 with no
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fluxes, the scalar manifold has symmetry group SO(6, 6)×SL(2,R) (ignor-
ing D3-brane fields). There are multiple ways to embed this in Sp(24,R)
for the action on the 12 bulk vectors. In the type IIB string theory, taking
Bµm, Cµm as the electric vectors, the Lie algebra of SO(6, 6) contains 15
translations. These 15 translations in fact embed into the matrix c of the
symplectic group generators. This is an abelian group, so the action on the
field strengths is trivial.
2.4.3 Potential from Gauging
In the SUGRA, the gauging modifies the gravitino and gaugino supersym-
metry variations, which is why some of the supersymmetries are broken.
In fact, this is easy to see from the 10D perspective; having nonzero fluxes
clearly changes the SUSY variations (1.39). While in section 1.3.2 we were
intent on finding some unbroken supersymmetry, here we take the reverse
viewpoint. There is 4D N = 4 SUSY for the T 6/Z2 compactification with
no fluxes, so it is the flux that breaks supersymmetry.
In fact, the modification of the SUSY variations generates a potential for
the moduli (again, see [88] and references therein). In a very sketchy way,
we can write
V = |δλI |2 − 3|δψAµ|2 , (2.69)
where λI are the gaugini and ψAµ the gravitini. It has been shown that the
potential for the bulk scalars matches exactly the prediction from dimen-
sional reduction (say from the N = 1 SUGRA formalism of section 2.2).
In fact, the potential for the brane scalars (at the classical level, at least)
can be derived to a higher order in the scalars than from the non-Abelian
D-brane action [94]; this derivation is carried out in detail in [81].
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Chapter 3
Windows On Small Volume
So far, I have reviewed self-dual flux compactifications from the point of
view of supergravity. There are several reasons why I did not use string per-
turbation theory to describe even the simple compactifications of section 2.3
(as would be analogous to [95,96]). One reason is practical: the worldsheet
theory in general R-R backgrounds is not understood. Another is funda-
mental: the fluxes generically fix the value of the string coupling gs ∼ 1, so
string perturbation theory is simply not valid. Since we have been mostly
interested in the low energy physics, having only the tool of supergravity
has been acceptable.
However, supergravity is only valid at large compactification volumes.
Some reasons are true in all string compactifications. For example, at small
volume, we expect large curvature invariants to make α′ corrections non-
negligible. Similarly, small volume means that there would be small cycles
and light winding modes of strings and D-branes that start to dominate
the effective theory. In the warped backgrounds described in section 1.3,
the problem is even worse. In the SUGRA description at large volume, I
smoothed over the fact that the square e4A of the warp factor becomes neg-
ative near O3-planes (and other objects with negative D3-charge), saying
that stringy corrections should take over in those regions [14,16]1. At small
radii, those regions fill the entire internal space excepting various throats,
so we lose our understanding of the physics.
In this chapter, I discuss three handles we can use to get a qualitative
hold on small volume compactifications with self-dual flux. The first is find-
ing the moduli spaces in theories with large numbers of supercharges; we
1S. Sethi has also emphasized the importance of the negative warp factor to several
authors.
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study the case of N = 3 SUGRA because the local form of moduli space
is protected from all corrections. Next, we look at the BPS spectrum and
count the number of multiplets; for similar reasons, this is also protected
from corrections. Finally, we discuss dualities, both U-dualities of the com-
pactification and T-dualities to other compactifications, both of which can
lead to new, safe, SUGRA descriptions of the physics. All of these methods
rely on extended supersymmetry in the 4D effective theory, but they allow us
at least a qualitative understanding of what happens in less supersymmetric
cases.
3.1 Moduli Spaces
When we have addressed the scalars of string compactifications until now,
our emphasis has mostly been on the fact that self-dual fluxes can freeze
moduli. In this section, we want to address compactifications in which the
fluxes are special, leaving more than just a single radial modulus massless.
The classical moduli spaces are fairly straightforward to determine; if there
are no free D-branes, the moduli spaces are (U(1, 1)/U(1)2)3, (U(1, 1)/U(1)2)×
U(2, 2)/(U(2)×U(2)), and U(3, 3)/(U(3)×U(3)) for T 6/Z2 orientifolds with
4D N = 1, 2, 3 supersymmetry respectively [77, 78, 92]. Strictly speaking,
these are only the local forms at large radius, but in the N = 3 case there is
enough supersymmetry to extrapolate to the full moduli space. For N ≤ 2
it would be very difficult to analyze the full moduli space.
Therefore, we analyze the massless scalars of the N = 3 models on
T 6/Z2, to verify the structure required by N = 3 supergravity: with the
supergravity multiplet plus n matter multiplets (that is, n − 3 free D3-
branes), there must be 6n moduli and n+3 vectors. We verify, in the large-
radius limit, that the metric on moduli space has the expected form [75]
U(3, n)
U(3)× U(n) . (3.1)
I will discuss the vectors in the next section, 3.2.1. The following results
were originally reported in [1].
3.1.1 Identifying N = 3 Moduli
The massless scalars arise from the zero modes of the Z2-even scalars in
(1.30), namely gmn, Cmnpq, Φ and C. However, not all of these are moduli, as
the fluxes lift some of the directions of moduli space [16,23,58]. For example,
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we have already seen that the dilaton and R-R scalar are fixed. Their
potential arises from the three-form flux and the resulting mass-squared in
the 10D string frame is of order
GmnpG¯
mnp ∼ 1
α′
e−6u ∼ α
′2
V6
. (3.2)
In this rough estimate, we have assumed that all the proper radii are similar
and have used the quantization conditions (1.31).
Now consider the scalars gmn. These are partly fixed by the self-duality
condition (1.24), through the dependence of the ǫ-tensor on gmn. The zero
mode of the three-form flux is fixed by the quantization conditions, so Gmnp
remains an (0, 3)-form in the z coordinates. The metric gmn must therefore
be Hermitean in these coordinates, or else there will be nonzero components
ǫı¯¯k
ı¯′¯′k¯′ . The self-duality condition is satisfied for any Hermitean metric
gi¯. Thus, in terms of the z coordinates, the complex structure moduli
are frozen while the Ka¨hler moduli remain free. In terms of any of the
supersymmetric complex structures (2.54, 2.55) these are a mix of Ka¨hler
and complex structure moduli [16, 23].
The remaining bulk scalars are those from the four-form potential Cmnpq.
We remember from section 2.1 that the periodicity of these forms is compli-
cated; the important conclusion is that there is a field c˜mnpq which is periodic
and which appears in the field strength only through its exterior derivative.
A constant shift of this field is then a new solution to the equations of
motion. However, some of these are gauge-equivalent to the unshifted so-
lution. We saw in equation (2.13) that the gauge variation around a given
background is
δc˜4 = dχ˜+ i(λ¯A ∧ Gˆ3 − λA ∧ ˆ¯G3)/2 Im (τ) , (3.3)
with χ˜ periodic and λA a complex one-form. Since the background Gˆ3 is a
(0, 3) form, the (1, 3) and (3, 1) parts of c˜4 can be gauged away. The (2, 2)
parts c˜ijk¯l¯ are the moduli.
Finally, there is no restriction on the positions of any D3-branes that
might be present, so their world-volume scalars are also moduli. It will be
convenient to write these in complex form, as ZiI , Z¯
¯
I where I labels the D3-
brane (perturbatively speaking, it would be a Chan-Paton factor diagonal on
the two endpoints). When some D3-branes become coincident, we expect
that the index I should become an index in the adjoint of the enhanced
gauge group. We will discuss enhanced symmetries later, in section 3.3.1.
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3.1.2 Metric on N = 3 Moduli Space
Here I will show that the low-energy action for the scalars takes the form
of a U(3, n)/U(3) × U(n) coset. We only consider the large-radius limit,
where the warp factor A vanishes as discussed in section 1.3.1. Thus, for
convenience, I will drop the tildes on the internal metric in this section. As
usual,“E” denotes four-dimensional Einstein frame while a subscript “4” is
the 4D part of the string frame metric; internal indices will always be raised
with the string metric. Since the dilaton-axion is frozen, we will often write
gs = e
φ.
U(3, 3)/(U(3) × U(3)) Metric
Here we consider only the moduli from the bulk, those we would have in the
absence of D3-branes.
Let us first find the action for the metric moduli. The dimensional
reduction of the ten-dimensional string frame Hilbert action gives
Sg =
1
4πα′g2s
∫
d4x
√−g4 e6u
[
R4 + e
−12u∂µe
6u∂µe6u − 1
2
g¯igl¯k∂µgk¯∂
µgil¯
]
(3.4)
where e6u =
√
det gmn = det gi¯. The dimensional reduction includes a factor
1
2 (2π)
6α′3 from the volume of T 6/Z2. Switching to the four-dimensional
Einstein frame, equation (1.5),
Sg =
1
4πα′
∫
d4x
√−gE
[
RE − 1
2
e−12u∂µe
6u∂µe6u − 1
2
g¯igl¯k∂µgk¯∂
µgil¯
]
=
1
4πα′
∫
d4x
√−gE
[
RE − 1
2
γ ¯iγ l¯k∂µγk¯∂
µγil¯
]
, (3.5)
where all spacetime indices are raised with the Einstein metric. We have
defined
γi¯ = 2gse
−6ugi¯ (3.6)
in order to eliminate double trace terms from the derivatives of e6u. To see
how to get rid of the traces, the identity
γmn∂µγmn = −γmn∂µγmn = 6∂µφ− 24∂µu (3.7)
is useful.
The other bulk moduli are the R-R scalars, contained in the field strength
fluctuation f˜(5). The moduli kinetic terms arise from f˜µnpqr and in Hodge
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dual form from f˜µνλqr; in order to avoid the problems of self-dual actions
we include only the former, in terms of which
SRR = − g
2
s
16πα′
∫
d4x
√−gE |f˜(5)|2 . (3.8)
In the absence of D3-branes, we have fµijk¯l¯ = ∂µcijk¯l¯, and the action is
simply
SRR = − g
2
s
64πα′
∫
d4x
√−gE gi¯ı′gj¯′gkk¯′gll¯′∂µcijk¯l¯∂µcı¯′ ¯′k′l′ . (3.9)
To exhibit the coset structure we put these moduli in a two-index form,
cijk¯l¯ = 2e
−6uǫijk¯l¯ab¯β
ab¯ . (3.10)
The action for all the bulk supergravity moduli is then
Smod = − 1
8πα′
∫
d4x
√−gE γk¯γil¯(∂µγi¯∂µγkl¯ − ∂µβi¯∂µβkl¯) . (3.11)
This is just the U(3, 3)/U(3)×U(3) moduli space metric, familiar from the
untwisted moduli of the Z3 orbifold [97, 98], with upper and lower indices
exchanged. The “wrong-sign” kinetic term on β corrects for the fact that
βi¯ is anti-Hermitean.
With D3-Branes
We now consider D3-branes. Expanding the DBI action gives the kinetic
term
SDBI = − 1
2(2π)3α′2
∫
d4x
√−gE γi¯∂µZiI∂µZ¯ ¯I , (3.12)
with an implicit sum on I. In addition there is a dependence on the collec-
tive coordinates from the coupling of the D3-brane to C(4), which appears
through a nontrivial five-form Bianchi identity. In the D3-brane rest frame,
dF˜(5) = (2π)
4α′2δ6(xm)d6x→ α
′2
2π2
d6x , (3.13)
where we have projected onto the zero mode; we omit the flux term in the
Bianchi identity, which makes no contribution to the moduli kinetic terms.
Boosting this gives
(df˜)µνijk¯l¯ =
e−6u
2π2α′
ǫijk¯l¯ab¯(∂µZ¯
b¯
I∂νZ
a
I − ∂µZaI ∂ν z¯b¯I) ,
fνijk¯l¯ = ∂νcijk¯l¯ +
e−6u
4π2α′
ǫijk¯l¯ab¯(Z¯
b¯
I∂νZ
a
I − ZaI ∂ν Z¯ b¯I) . (3.14)
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The moduli space action is then
Smod = − 1
8πα′
∫
d4x
√−gE
{
γk¯γil¯(∂µγ
i¯∂µγkl¯ −Dµβi¯Dµβkl¯)
+
1
2π2
γi¯∂µZ
i
I∂
µZ¯ ¯I
}
, (3.15)
where
Dµβi¯ = ∂µβi¯ + 1
8π2α′
(Z¯ ¯I∂µZ
i
I − ZiI∂µZ¯ ¯I) . (3.16)
Coset Form
With a bit of algebra, it is possible to show that the entire action on moduli
space takes the form
S =
1
4
1
4πα′
∫
d4x
√−gE tr (∂µMη∂µMη) (3.17)
where η is the U(3, n) invariant metric (η = Ω†ηΩ) and M is a Hermitean
U(3, n) matrix that behaves as M → ΩMΩ† under Ω ∈ U(3, n). We work
in a basis with block diagonal form
η =
 I3I3
IN
 , M=
 γ−1 −γ−1B −γ−1α†−B†γ−1 γ + B†γ−1B + α†α B†γ−1α† + α†
−αγ−1 αγ−1B + α IN + αγ−1α†

(3.18)
with matrix notation γ = γ ¯i, α = ZiI/2π
√
α′, and B = β + (1/2)α†α. Here
we have used the fact that the number of matter multiplets n and number
of D3-branes N are related by n = N + 3. To verify that this takes the
appropriate coset form, note that we can write
M = V †V , V =
 e −eB −eα†0 e−1 0
0 α IN
 (3.19)
where e is the vielbein e†e = γ−1. Following [99], we see that M indeed
belongs to the coset U(3, 3+N)/U(3)×U(3+N), precisely as we expected
based on N = 3 supersymmetry.
3.1.3 Comparison to N = 4 heterotic string
The results of 3.1.2 are notably similar to work done by Maharana and
Schwarz on the O(6, 22) duality of the heterotic string on T 6 [99]. This
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is not an accident. Starting from the heterotic string, S-duality maps to
type I strings, and a further T -duality on all six internal dimensions takes
the theory to the IIB model of [13]. Our N = 3 models are then obtained
by nonperturbatively transforming D3-branes into self-dual G3 flux, so we
expect that our moduli space should simply be a subspace of the heterotic
moduli space.
To make this more precise, we can follow the action of the S- and T -
dualities on the moduli of the heterotic theory. We will also choose duality
conventions such that α′ is the same in the heterotic, type I, and type
IIB string theories. To get the normalization correct including numerical
factors, we must be careful (see [100] for some factors in the type I theory,
for example). Also, please note that these duality mappings are for the case
without fluxes; with flux, see section 3.3.2 below and [16,23,37,73].
Duality Map
We start by considering the heterotic–type I S-duality. Under this duality,
the heterotic fundamental string maps to the type I D-string; in particular
the actions must be equal. Since the D-string tension and charge are reduced
by a factor of
√
2 by the orientifold projection in the type I theory, we
therefore must have
1
2πα′
√
2
∫
d2ξe−φ(I)
√
− det g(I) = 1
2πα′
∫
d2ξ
√
− det g(het)
⇒ gMN (het) = e
−φ(I)√
2
gMN (I) (3.20)
and likewise B2(het) = C2(I)/
√
2. The 10D supergravity actions then map
into each other if we take the gauge theory potentials to be equal.
In the T-duality between type I on T 6 and IIB on T 6/Z2, the dilaton
picks up a well-known factor of
√
2 [100], so the T-duality is
eφ(I) =
√
2
det1/2 gmn
eφ(IIB) , gmn(I) = g
mn(IIB) , gµν(I) = gµν(IIB) . (3.21)
There is an additional factor in the R-R sector, as follows. Taking the
prefactor of the 10D action to be the same in the two theories, T-duality
tells us that we should have the same dimensionally reduced actions, or
(2π)6α′3
2 · 2
∫
d4x
√−g4e6u∂µCmn∂µCmn(I) =
(2π)6α′3
2 · 2 · 4!
∫
d4x
√−g4e6u∂µCmnpq∂µCmnpq(IIB) (3.22)
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for the moduli. Again, e6u = det1/2 gmn and g4 is the string frame metric in
the spacetime. The additional factor of 2 in the IIB case again comes from
the volume. This equality holds if we take
Cmn(I) =
1√
2 · 4!e
6uǫmnpqrsCpqrs . (3.23)
Then the heterotic moduli (using the notation of [99]) map to the IIB
N = 4 moduli as follows:
gmn → γ−1mn , Bmn → βmn , aIm → αmI , (3.24)
following the notation of section 3.1.2 for the IIB side. The N = 3 moduli
are then clearly the (anti-)Hermitean subset of the gravitational and R-R
moduli along with all the D-brane positions in complex form.
Also, the spacetime metrics map from the heterotic variables to IIB as
gµν → e
φ
2
gE,µν . (3.25)
As it turns out, [101, 102] gave a “canonical” spacetime metric in the het-
erotic theory as an invariant under the U-dualities; up to a factor of 2, this
canonical metric corresponds to our type IIB Einstein frame metric.
N = 4 Moduli Space Metric
In our IIB notation, then, the N = 4 moduli space (and Einstein-Hilbert)
action has the form
S =
M24
2
∫
d4x
√−gE
[
RE +
1
4
∂µγmn∂
µγmn +
1
4
γmpγnqDµβ
mnDµβqp
−1
2
γmn∂µα
m
I ∂
µαnI −
1
2
∂µφ∂
µφ− 1
2
e2φ∂µC∂
µC
]
, (3.26)
where M4 = (2πα
′)−1/2 is the reduced Planck mass. This is the dimen-
sionally reduced action for the heterotic theory of [99, 101], as one might
expect. As an alternative to the above discussion, we could have arrived
at the moduli space metric (3.15) by working out equation (3.26) and then
projecting onto the massless fields.
Note that there is an additional complex modulus in the N = 4 case
which corresponds on the heterotic side to the four-dimensional dilaton and
Bµν axion, and on the IIB side to the ten-dimensional dilaton and R-R
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scalar. In the N = 3 theories this modulus is fixed. In models with less
SUSY, the dilaton-axion is generically fixed also, but there are special values
of the fluxes that only fix linear combinations of the dilaton with complex
structure moduli (see section 4.1.2 and [3, 72]).
3.2 BPS States
One of the arguments for establishing dualities in string theory, particularly
strong-weak coupling dualities, has been matching the Bogomol’nyi-Prasad-
Sommerfeld (BPS) spectrum (for example, [101]). Since BPS states preserve
some supercharges, they form short multiplets of the superalgebra. There-
fore the number of BPS states is protected from quantum corrections, so
dual theories should have matching BPS spectra. Here I describe the BPS
states of flux compactifications, emphasizing the N = 3 compactification on
T 6/Z2, and then count the number of multiplets of BPS electric charges in
the same compactification. In the next section, we will see how these results
relate to dualities of the self-dual flux compactifications.
3.2.1 Description of BPS States
BPS states, those which leave some supercharges unbroken, arise from can-
cellations between mass and central charge terms in the superalgebra. Since
all symmetries in string theory are gauged, any central charges not broken
by the orientifolds or fluxes must correspond to gauge symmetries. There-
fore, we start by finding the massless vectors in the N = 3 backgrounds (the
process would be similar in N = 2, which also has BPS charges). There are
also extended BPS objects and BPS instantons in the spacetime correspond-
ing to tensorial central charges; these are related to the moduli dicussed in
section 3.1. The N = 3 BPS states were described in [1].
Gauge fields
The bulk vector fields that survive the orientifold projection (1.30) are Cµn
and Bµn. Form the complex linear combinations
Aµm = Cµm − τBµm . (3.27)
(Since τ is frozen, we have Gµνm = (dA)µνm.) The gauge transformation is
δAµm = ∂µλAm, where the one-form gauge parameter λA is as in equations
(2.13, 3.3). It follows from the transformation (3.3) that the (1, 0) parts of
λA leave the background invariant, so the unbroken gauge fields are Aµi.
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This is also evident from the linearized gauge field strength (2.14). The field
Aµı¯ appears in the µı¯jkl component, so we see that Aµı¯ is Higgsed by c˜ı¯jkl,
leaving Aµi and c˜ı¯¯kl as massless fields.
The real and imaginary parts of Aµi give six gauge fields; for example
when τ = i, these are
Cµ4 −Bµ7√
2
,
Bµ4 + Cµ7√
2
,
Cµ5 −Bµ8√
2
,
Bµ5 + Cµ8√
2
,
Cµ6 −Bµ9√
2
,
Bµ6 + Cµ9√
2
.
(3.28)
In addition each D3-brane adds a U(1) gauge field, for total gauge group
U(1)6+N . Without getting into the details of the equations of motion, we
see that the brane gauge groups are unbroken because there are no scalars
charged under them.
To summarize, we have 6 + N vector fields in the N = 3 backgrounds.
The total number of moduli is nine from the metric, nine from c˜4, and 6N
from the D3-branes, for 6(3 + N) in all. The counting matches N = 3
supergravity with n = 3 + N matter multiplets; note that this agreement
requires exactly six of the U(1)s from the bulk SUGRA to be broken.
Electric and Magnetic Charges
The electric and magnetic BPS charges are easy to read from the unbroken
vectors (as in equation (3.28)) because a subset of the vectors correspond to
central charges in the 10D string theory. It is useful to see first how these
descend from the well-known BPS charges of the N = 4 heterotic theory.
BPS States from Heterotic In the heterotic description, the BPS elec-
tric charges are KK states and winding F-strings. In the type I description
these become KK states and winding D-strings, and then in type IIB they
become winding F-strings and D5-branes. The magnetic charges are KK
monopoles and NS5-branes, which are KK monopoles and D5-branes in
type I and NS5-branes and D-strings in type IIB.
The F-string is obtained by orientifold projection of closed strings, so it
wraps a complete circle of the torus (see 3.2.2 below for more details); the
NS5-brane is simply the Z2 reduction of an NS5-brane solution at x
4 = 0
on the type I T 6. The D-string also wraps a full circle, while the D5-brane,
like the NS5-brane, wraps a “half-cycle.” For the D1- and D5-branes, these
statements are T -dual to the fact that in the type I string the D5-brane has
two Chan-Paton values while the D1-brane has one [100,103]: thus, the IIB
D1-brane can move off the fixed plane, while the D5-brane is fixed.
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We can see a reversal of the electric-magnetic status of some of the
charges between the heterotic and IIB descriptions. For example, the F-
strings of the heterotic theory are electric charges, but they map to D5-
branes, magnetic charges of the Cµm vectors. This fact will play an inter-
esting role in our discussion of the U-dualities, section 3.3.1.
Electric Charges The N = 3 BPS electric charges turn out to be just
the N = 4 states, although they carry different central charges. Note that
these do not have a perturbative description, because gs is of order one,
but we can study them using the effective low energy description when the
radii are large. In the N = 4 theory, these states are invariant under eight
supersymmetries; one finds that four of these supersymmetries lie in theN =
3 subalgebra of interest. Thus these are “1/3-BPS” states, in agreement with
the result that BPS particles in N = 3 preserve four supersymmetries [104].
That these charges preserve four supercharges is explcitly verified in 3.2.2
below.
When the torus is rectangular, the R-R backgrounds zero, and all D3-
brane coincident, the central charges are from the bulk U(1)s Aµi. For
simplicity let us focus on the case that gs = 1. The unbroken gauge fields
associated with the 4-7 torus are
Bµ4 + Cµ7√
2
,
Cµ4 −Bµ7√
2
, (3.29)
while the broken symmetries are
Bµ4 − Cµ7√
2
,
Cµ4 +Bµ7√
2
. (3.30)
Thus an F-string in the 4-direction, or a D-string in the 7-direction, have the
same BPS charge, electric charge in the first U(1). Note that even though
these states carry the same charge, they are distinct states. Similarly, the
charges of the second U(1) are carried by a D-string in the 4-direction or
an F-string wrapped on the 7-direction with the opposite orientation. See
figure 3.1 for a visual example.
Magnetic Charges Consider again, for example, the U(1)s generated by
the vectors (3.29). A D5-brane in the 56789-directions, and an NS5-brane
in the 89456-directions, carry the analogous magnetic charge.2
2More generally we can consider (p, q)-strings and 5-branes, at various angles – a full
accounting of the BPS states is an interesting exercise.
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Figure 3.1: The electric BPS charges for the two U(1)s of equation (3.29).
F-strings are solid lines, D-strings are dashed. The first U(1) is the torus
depicted to the left and the second to the right. The arrows show the string
orientations.
There is, however, an important subtlety: not all of these states actually
appear in the spectrum. Each of these objects couples both to a massless and
a massive vector. The discussion of equation (2.14) shows that the vector
mass arises from electric Higgsing. For the electrically charged 1-branes
the massive charge is screened and there is no great effect. However, the
5-branes carry the corresponding magnetic charge and so must be confined:
the Higgsing breaks the symmetry between these two sets of states. We
can understand this in two other ways as well. First, the Higgsing reduces
the long-ranged interaction between the electric and magnetic objects by a
factor of two. Since they had the minimum relative Dirac quantum in the
N = 4 theory, the are no longer correctly quantized. Second, the gauge
invariant flux on the D5-brane is F2 = F2 −B2/2πα′, which satisfies
dF2 = − 1
2πα′
H3. (3.31)
The integral of this over any 3-cycle should then vanish, but this is in-
consistent because our background includes at least one of H678 or H567,
among others. In order that the Bianchi identity be consistent, there must
be another source. This would be a D3-brane, which is localized in the 3-
cycle in question and extended in the other two compact directions and one
noncompact direction: this is a confining flux tube.
The confinement suggests that there should be a bound state of magnetic
charges that is uncharged under the broken gauge group. Indeed, a 56789
D5-brane and a 89456 NS5-brane have the same BPS U(1) charge and the
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opposite broken charge, and so their bound state is unconfined and is a BPS
state of twice the minimum N = 4 mass. In a perturbative description,
the D5-brane ends twice on the NS5-brane, as in the (p, q)-5-brane webs
of [105,106].
BPS Instantons and Cosmic Strings There are two other classes of
BPS objects, those that couple to the R-R moduli β ¯i. The first are Eu-
clidean D3-branes wrapped entirely on the internal torus. These are instan-
tons under the unbroken gauge symmetries, and their phases depend on the
R-R moduli. In field theory, Abelian gauge groups do not have instantons,
so these stringy instantons suggest enhanced symmetries. Also, these D3-
brane instantons have been discussed before, and they are dual in the N = 4
theory to heterotic worldsheet instantons (see, for example, [107–110]). The
magnetic analogs to these are spacetime strings, D3-branes wrapped on the
appropriate 2-cycles of the torus and extended in one direction of the exter-
nal space; we have already encountered these above, as confining flux tubes.
Note that the instantons wrap enough directions for the identity (3.31) to
be relevant, so their spectrum will be subject to restrictions.
There are two physically distinct cases of these instantons and strings.
The simpler case couple to the diagonal β ı¯i (i = ı¯) moduli, as these moduli
correspond to a single real component of c˜4. For example, β
1¯1 couples to an
instantonic D3-brane wrapped on the 5689 directions and a string D3-brane
partially wrapped on the 47 directions. Notice that these instantons do not
wrap any 3-cycle including H3 or F3 flux. Additionally, it is easy to check
that these strings preserve supersymmetry; in fact, they preserve 6 super-
charges in common with the background. The other case correspond to the
off-diagonal moduli, which has real and imaginary parts constructed from
two components of c˜4 each. The instantons do wrap 3-cycles with flux, so
they must come in bound states, much as the magnetic BPS charges dis-
cussed above, and the corresponding strings have half as many states. These
strings preserve four supersymmetries in common with the background.
3.2.2 Counting of Electric Charges
Perhaps the most basic of BPS states are the electric charges, and we have
seen that these states are (albeit strongly coupled) F-strings and D-strings. I
will show here that it is indeed sensible to treat the electric charges as strings
and give their wavefunctions in the fluxes. These results were presented
in [2].
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Since the electric charges can be either winding D-strings or F-strings,
our strategy will be to start by finding the κ-symmetric action for a D-
string wrapped in the x4 direction (without loss of generality). Then we will
find all the supersymmetric states for the D-string; we obtain the counting
for F-string states by S-duality. It is most convenient to make the proper
periodicities explicit in the coordinate periodicities x ≃ x+ 2πR with unit
metric.
Example of particle on T 2
The counting of the spectrum of BPS states for the D-string on the T 6/Z2
orientifold with constant fluxes will turn out to be very similar to the case
of spin 1/2 particle on a torus subject to a constant perpendicular magnetic
field, so in this section we review the latter, simpler, case (cf. [111] and
references therein). We work in the context of supersymmetric quantum
mechanics and calculate a Witten index [112].
The supersymmetric Lagrangian for a spin 1/2 particle with mass m and
charge e is
L = m
2
~˙x2 + e ~A · ~˙x+ i
2
ψ1ψ˙1 +
i
2
ψ2ψ˙2 − i e
m
ψ1ψ2B (3.32)
where ψ1 and ψ2 are two real Grassman variables, obeying
{ψi, ψj} = δij . (3.33)
We should note here that we are using conventions such that (ψφ)† = φ†ψ†,
leading to the real anticommutator (3.33).3 The Lagrangian (3.32) is invari-
ant under the supersymmetry transformation
δxi = iψiǫ δψi = −mx˙iǫ (3.34)
up to a total derivative, as can be verified by a simple calculation.
We find it convenient to work in the operator formalism, with Hamilto-
nian
H =
1
2m
(
~p− e ~A
)2
+ i
e
m
ψ1ψ2B . (3.35)
Then the supersymmetry (3.34) is generated by the supercharge operator
Q = i
(
~p− e ~A
)
· ψ (3.36)
3The anticommutator follows from the theory of systems with constraints, as detailed
in [113]; this is important for the D-string, since it gives constants in the anticommu-
tator. Note especially that the Dirac quantization does not give a factor of 1/2 in the
anticommutator.
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satisfying Q2 = mH.
In terms of the complex combinations
z =
1
2
(x1 + ix2) , ψ± =
1
2
(ψ1 ± iψ2) , (3.37)
the supercharge (3.36) can be rewritten as
Q = i(p − eA)zψ+ + i(p − eA)z¯ψ− . (3.38)
Supersymmetric ground states should be annihilated by the supercharge.
If we start with a state |−〉 that is annihilated by ψ−, then, from (3.38),
supersymmetric wave functions obey
(p− eA)zφ− = 0 . (3.39)
As discussed in section 1.3.1, the magnetic field is quantized due to
single-valuedness of the particle wavefunction, and the quantization is given
in equation (1.37). Again, if there is a Z2 orbifold, even or odd quanta
are still allowed, but some of the fixed points will carry flux, also. These
special fixed points will not affect our discussion below, since the translations
and reflections automatically give the wavefunction the correct boundary
conditions at those fixed points.
From (3.39), the wave function should satisfy
∂φ−
∂z
= eBz¯φ− (3.40)
whose solution is
φ− = e
eB|z|2F (z¯) . (3.41)
The periodicity conditions (1.36), written in complex coordinates, are
φ(z + πR, z¯ + πR) = eeBπ(z−z¯)φ(z, z¯),
φ(z¯ + iπR, z¯ − iπR) = e−ieBπ(z+z¯)φ(z, z¯) . (3.42)
Inserting (3.41), we get from the first condition in (3.42)
F (z¯ + πR) = e−eB2πRz¯−eBπ
2R2F (z¯) = e−
n
R
z¯−npi
2 F (z¯) , (3.43)
where in the last equality we used the quantization condition (1.37). Defin-
ing
F (z¯) = e−
n
piR2
z¯2G(z¯) , (3.44)
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the condition (3.43) implies that G(z¯) is periodic with period πR. Writing
G(z¯) as a sum of Fourier modes, we get for the wave function
φ− = exp
[ n
2πR2
|z|2 − n
2πR2
z¯2
] ∞∑
−∞
Cme
2i
R
mz¯ . (3.45)
The second periodicity condition in (3.42) implies the recursion relation
Cm+n = Cme
π(n+2m) . (3.46)
So only n of the coefficients Cm are free. With this recursion relation, the
series in (3.45) converges if n < 0. So, for a magnetic field in the negative 3
direction, there are n ground states.
If instead we had started with a ground state annihilated by ψ+, then
the wave function would have been
φ+ = exp
[
− n
2πR2
|z|2 + n
2πR2
z2
] ∞∑
−∞
Cme
2i
R
mz , (3.47)
and the constraint on the components Cm turns out to be
Cm+n = Cme
−π(n+2m) , (3.48)
so in this case the sum in (3.47) converges for positive n.
Let’s take a minute to note the relation of the wavefunctions to the well-
known theta functions on the torus (see chapter 7 of [114] for a review).
For example, with n > 0, the recursion relation (3.48) has solution Cm =
De−πm
2/n with constant D, so the wavefunction (3.47) is a Gaussian times
the theta function
φ+ =
n−1∑
k=0
Dk exp
[
− n
2πR2
|z|2 + n
2πR2
z2
]
ϑ
[
k/n
0
]( nz
πR
, in
)
. (3.49)
(We use the notation of [114].) The sum now has n independent coefficients
Dk.
A spin 1/2 particle in a constant perpendicular magnetic field on a torus
has then a finite number of ground states, given by the number of units of
magnetic flux. On a Z2 orbifold, we must have z ≃ −z, or Cm = C−m,
which force relationships between the Dk coefficients. Thus the number of
supersymmetric ground states becomes (n+1)/2 for n odd and n/2 + 1 for
n even.4 If we think of the states |±〉 as respectively bosonic and fermionic,
the number of ground states is therefore the Witten index tr(−1)F .
4It seems naively that the T 2/Z2 orbifold can be smoothly deformed to S
2, but in that
case an even number of flux units would give n/2 states. Apparently the orbifold limit of
the sphere is singular; we leave the resolution of this problem as an exercise for the reader.
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D-string Quantum Mechanics
In this section, we find the Lagrangian and Hamiltonian for a D-string ex-
tended along one direction of a T 6/Z2 orientifold in imaginary self-dual
3-form flux, including the fermionic degrees of freedom. For simplicity, we
will work with the N = 3 backgrounds given in section 2.3.1, equation
(2.50), although the analysis would be very similar for an N = 2 back-
ground. Also for simplicity, we work with the R-R scalar C = 0. Without
loss of generality, we will consider that the D-string winds the x4 direction.
Because the number of BPS states is stable under small perturbations
(in the 4D N = 3 case we consider, for example, a long multiplet is 4 times
the size of the BPS multiplet), we will work in the large radius limit of
the compactification and ignore the warp factor. Because we are studying
only one type of electric charge in the 4D theory, the D-string will not be
wound in any other direction or carry any dissolved F-strings. Also, because
motion along the string is quantized by the compactification, we will set
those derivatives to zero. Finally, D3-branes in the compactification appear
as singularities on the torus; we ignore D3-branes and associated 1-3 strings
here and explain how to treat D3-branes in section 3.2.2. We will estimate
the corrections to our simple model in appendix C.1.
The supersymmetric action for a D1-brane in background fluxes was
worked out in [115, 116]. It looks like the bosonic Dirac-Born-Infeld and
Wess-Zumino actions, but the spacetime fields live in superspace.
S = − 1
2πα′
∫
d2ζe−φ
√
− det (gαβ +Fαβ) + 1
2πα′
∫
eF ∧C . (3.50)
The fields in boldface are superfields; as usual,
F = 2πα′F −B , and C = ⊕nC(n) (3.51)
is the collection of all RR potentials pulled back to the world-volume. The
expansions of the superfields in terms of components fields was developed
in [117], [118], and [119] for 11-dimensional, IIA, and IIB supergravities
respectively, using a method known as gauge completion. The expansions of
the fields that we will need, as well as our conventions, are listed in appendix
B.1.4.
Without getting into algebraic details, the action (3.50) for a D-string
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in our background is
S = − 1
2πα′gs
∫
d2ζ
[(
1−F204
)1/2 − 1
2
(
1−F204
)−1/2
(x˙m)2 − gsCm4x˙m
+i
g
1/2
s
2
ΘΓ0Θ˙ + i
g
3/2
s
16
ΘΓ0
mnΘF4mn + i
g
1/2
s
48
ΘΓmnpΘHmnp
−ig
1/2
s
16
ΘΓ4mnΘH4mn
]
, (3.52)
where we work to second order in the world-volume coordinates and fermions5.
As noted above, there are corrections to this action, arising from the expan-
sion of the D-brane action; we consider these in appendix C.1.
As discussed in appendix B.1.4, the fermion Θ is a 10D (Majorana-Weyl)
superspace coordinate; let us now expand it in terms of 2D spinors. We do
so by noting that the 10-dimensional gamma matrices can be decomposed
into SO(1, 1) ⊗ SO(8) pieces as
Γ‖ = γ‖ ⊗ 1, Γ⊥ = γ(2ˆ) ⊗ γ⊥ , (3.53)
where “‖” and “⊥” mean along the D-string and perpendicular to it; Γ is a
32x32 Dirac matrix, γ‖ and γ⊥ are its 2× 2 and 16× 16 blocks, and γ(2ˆ) is
the chirality matrix in SO(1, 1). Therefore, a Majorana-Weyl spinor Θ can
be decomposed into
Θ = |−〉 ⊗ ψaua ⊕ |+〉 ⊗ φa˙va˙ , (3.54)
where |+〉 and |−〉 are the eigenfunctions of γ(2ˆ), and a and a˙ are indices
in the 8 and 8′ representations of SO(8) (see appendix A.2). The ψs and
φs are 2D Majorana-Weyl fermions. The spin raising (lowering) gamma
matrices are the (anti)holomorphic gamma matrices defined with respect to
the coordinates
y0± =
1
2
(±x0 + x4) , y1 = 1
2
(x1 + ix2) , y2 =
1
2
(x3 + ix7) ,
y3 =
1
2
(x5 + ix8) , y4 =
1
2
(x6 + ix9) . (3.55)
As usual, I label complex coordinates with indices i, j, . . ..
5F4mn in the second fermionic term would be F
′
4mn = F4mn − CH4mn, and also the
Chern-Simons term would couple the velocity x˙m to Cm4 +CFm4, if the R-R scalar were
nonvanishing.
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Using the basis (A.10) for the Majorana-Weyl spinors and integrating
along the string, the fermionic Lagrangian from eq (3.52) can be written
Lf = −i R1
2α′g
1/2
s
[
ψaψ˙a + φa˙φ˙a˙ +
gsα
′
2πR1R2R3
f2
(
ψ1ψ4 + ψ2ψ3 + φ4φ1 + φ3φ2
+ψ1φ3 + φ4ψ2 + φ1ψ3 + ψ4φ2
)− gsα′
2πR1R2R3
f1
(
ψ3ψ1 + ψ2ψ4 + φ1φ3
+φ4φ2 + ψ1φ4 + ψ2φ3 + φ2ψ3 + φ1ψ4
)]
. (3.56)
As well as some algebraic simplification, arriving at this result requires 3-
form self-duality to relate the NS-NS and R-R fluxes as in (1.24). We should
note that the fermions ψa and φa˙ with a, a˙ = 5, 6, 7, 8 enter only through
their kinetic terms.
Now to convert to the Hamiltonian formalism, we start by finding the
canonical momentum for the world-volume gauge field F = dA. Follow-
ing the discussion in [112], the Wilson lines are periodic variables, so the
momentum
pA =
2πR1
gs
F04
[1−F204]1/2
(3.57)
is quantized in units of 2πR1. Further, it is this canonical momentum (up
to constants) which couples the D-string to B, so pA and therefore F , not
the gauge field strength F , vanish for a D-string with no F-string charge.
This issue is somewhat more complicated in the presence of the R-R scalar
C, but we have now removed the NS-NS flux from the problem.
The canonical momenta for the collective coordinates now simplify to
pm =
R1
α′gs
x˙m +
R1
α′
Cm4 , (3.58)
as in the usual quantum mechanics with a gauge field proportional to Cm4.
Thus, the total Hamiltonian is a constant mass m = R1/α
′gs and a dynam-
ical Hamiltonian
H =
1
2m
(~p − ~A)2 + iC
2
f2
(
ψ1ψ4 + ψ2ψ3 + φ4φ1 + φ3φ2
+ψ1φ3 + φ4ψ2 + φ1ψ3 + ψ4φ2
)− iC
2
f1
(
ψ3ψ1 + ψ2ψ4 + φ1φ3
+φ4φ2 + ψ1φ4 + ψ2φ3 + φ2ψ3 + φ1ψ4
)
(3.59)
with C = g
1/2
s /(2πR2R3). The gauge field is defined as Am = (R1/α
′)Cm4.
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Supercharges
Now we demonstrate that the Hamiltonian (3.59) is, in fact, supersymmetric,
and we identify the 4 supercharges that belong to the unbroken supersym-
metries of the N = 3 4D effective theory. We will proceed by first finding
the spacetime supersymmetries that leave both the background (see sec-
tion 2.3.1) and the BPS states of the string invariant by starting with the
10D theory. We will then relate those to world-volume supercharges, which
should be of the form given in eq. (3.36), Q ∼ i(p − A)ψ. Finally, we will
check that these do actually commute with the Hamiltonian.
To start, recall the discussion of section 1.3.2 that described the spinor
parameters of the supersymmetries preserved by the ISD flux backgrounds.
The key result was that the SUSY spinors satisfy ε1 = iγ(4ˆ)ε2, where γ(4ˆ) is
the chirality on the noncompact spacetime.
In fact, the supersymmetries preserved by the N = 3 background (2.50)
are expressed conveniently by SO(3, 1) ⊗ SO(6) decomposition εA1 = ζ ⊗
χA + ζ∗ ⊗ χA∗, εA2 = iζ ⊗ χA − iζ∗ ⊗ χA∗, where χA are 3 of the 4 negative
chirality spinors in 6D (those without all three spins parallel) [1]. We can
re-write these in the SO(1, 1) ⊗ SO(8) basis (A.10) as
ε1 = ǫ11 [|−〉(u1 − iu2)− |+〉(v1 − iv2)] + ǫ13 [|−〉(u3 − iu4) + |+〉(v3 − iv4)] ,
ε2 = ǫ25 [|−〉(u5 − iu6)− |+〉(v5 − iv6)] + ǫ27 [|−〉(u7 + iu8) + |+〉(v7 + iv8)] ,
ε3 = ǫ35 [|−〉(u5 + iu6) + |+〉(v5 + iv6)] + ǫ37 [|−〉(u7 − iu8)
−|+〉(v7 − iv8)] (3.60)
with complex Grassman numbers ǫAa . To save space, we have written ε
A =
εA1 − iεA2 . Please note that εA are spinors, while ǫAa are their components.
Now, let’s intersect these with the supersymmetries preserved by the D-
string. Using the superalgebra with central charges, it is easy to find that a
D-string wrapped on x4 has supersymmetries ε1 = γ(2ˆ)ε2 [17] (γ(2ˆ) is the 2D
worldsheet chirality). We can obtain spinors that satisfy this constraint by
taking linear combinations of the latter two spinors (3.60) such that ǫ25 = ±ǫ35
and ǫ27 = ±ǫ37. In the end, we find 4 different one component spinors εA1 with
ε11 = ǫ
1(|−〉u5 − |+〉v6) , ε21 = ǫ2(|−〉u6 + |+〉v5) ,
ε31 = ǫ
1(|−〉u7 − |+〉v8) , ε41 = ǫ4(|−〉u8 + |+〉v7) . (3.61)
The coefficients ǫA are now real Grassman numbers. The spinors εA2 are just
given by the relation for D-strings.
Now we can actually find the worldvolume supercharges. As discussed
in [120, 121], the worldvolume supersymmetries are not given simply by
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their action on the spacetime fields (including Θ as a superspace coordinate)
because that transformation would in general change the κ-symmetry gauge.
The supersymmetry transformations of the worldvolume fields, including a
κ transformation to keep the same gauge, were found in [121]. However, we
will not follow this approach. Instead, we will take the ansatz
− 1√
2
QAǫA = i(p−A)iΘ¯ΓiεA1 + i(p −A)ı¯Θ¯Γı¯εA1 (3.62)
for the supercharges. We follow [120] in using the spacetime supersymmetry
parameters, and we know to use the ε1 because of our κ-symmetry gauging,
equation (B.11). The prefactors are included for convenience.
Using this ansatz, we can write the supercharges in terms of the 2D
fermions ψ, φ and complex coordinates y as
Q1 = ip1(−iψ7 − ψ8 + φ7 − iφ8) + ip1¯(iψ7 − ψ8 + φ7 + iφ8)
+ip2(−iψ5 + ψ6 − φ5 + iφ6) + ip2¯(iψ5 + ψ6 − φ5 − iφ6)
+i(p −A)3(−iψ3 − ψ4 − φ3 + iφ4) + i(p−A)3¯(iψ3 − ψ4 − φ3 − iφ4)
+i(p −A)4(iψ1 + ψ2 + φ1 − iφ2) + i(p−A)4¯(−iψ1 + ψ2 + φ1 + iφ2) ,
Q2 = ip1(−ψ7 + iψ8 − iφ7 − φ8) + ip1¯(−ψ7 − iψ8 + iφ7 − φ8)
+ip2(−ψ5 − iψ6 − iφ5 − φ6) + ip2¯(−ψ5 + iψ6 + iφ5 − φ6)
+i(p −A)3(−ψ3 + iψ4 + iφ3 + φ4) + i(p−A)3¯(−ψ3 − iψ4 − iφ3 + φ4)
+i(p −A)4(−ψ1 + iψ2 + iφ1 + φ2) + i(p−A)4¯(−ψ1 − iψ2 − iφ1 + φ2) ,
Q3 = ip1(iψ5 + ψ6 − φ5 + iφ6) + ip1¯(−iψ5 + ψ6 − φ5 − iφ6)
+ip2(−iψ7 + ψ8 − φ7 + iφ8) + ip2¯(iψ5 + ψ8 − φ7 − iφ8)
+i(p −A)3(−iψ1 − ψ2 − φ1 + iφ2) + i(p−A)3¯(iψ1 − ψ2 − φ1 − iφ2)
+i(p −A)4(−iψ3 − ψ4 − φ3 + iφ4) + i(p−A)4¯(iψ3 − ψ4 − φ3 − iφ4) ,
Q4 = ip1(ψ5 − iψ6 + iφ5 + φ6) + ip1¯(ψ5 + iψ6 − iφ5 + φ6)
+ip2(−ψ7 − iψ8 − iφ4 − φ8) + ip2¯(−ψ7 + iψ8 + iφ7 − φ8)
+i(p −A)3(ψ1 − iψ2 − iφ1 − φ2) + i(p−A)3¯(ψ1 + iψ2 + iφ1 − φ2)
+i(p −A)4(−ψ3 + iψ4 + iφ3 + φ4) + i(p−A)4¯ (−ψ3 − iψ4
−iφ3 + φ4) . (3.63)
It is a straightforward but tedious calculation to show that each of these
commute with the Hamiltonian (3.59). We need to note that canonical
quantization gives the anticommutators {ψa, ψb} = {φa˙, φb˙} = δab/(mg
1/2
s )
[113]. The magnetic field F = dA (where A was defined below equation
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(3.59)) in the y coordinates is also necessary:
F34 = − 1
πR2R3
(f1 + if2) , F3¯4¯ = −
1
πR2R3
(−f1 + if2) . (3.64)
This arises in [Q,H] from commutators [p,A]; there are no commutators
mixing holomorphic and antiholomorphic indices.
Supersymmetric Ground States
To find the states annihilated by the supercharges (3.63), it’s easier to work
in the complex basis
w1 =
1
2
(x˜5 + ix˜6), w2 =
1
2
(x˜8 + ix˜9) , (3.65)
where
x˜5 =
1√
2f(f + f1)
(
f2x
5 + (f + f1)x
8
)
,
x˜6 =
1√
2f(f + f1)
(
f2x
6 + (f + f1)x
9
)
,
x˜8 =
1√
2f(f + f1)
(
(f + f1)x
5 − f2x8
)
,
x˜9 =
1√
2f(f + f1)
(
(f + f1)x
6 − f2x9
)
(3.66)
and f =
√
f21 + f
2
2 . In the basis (3.65), the nonzero components of the
magnetic field are
Fw1w¯1 = −
1
πR2R3
ih , Fw2w¯2 =
1
πR2R3
if (3.67)
We can use a gauge where the potential is
Aw1 =
1
2πR2R3
ifw¯1 , Aw¯1 = −
1
2πR2R3
ifw1
Aw2 = −
1
2πR2R3
ifw¯2 , Aw¯2 =
1
2πR2R3
ifw2 . (3.68)
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The supercharges (3.63) can be rewritten (up to sign)
Q1 = (p−A)w1(λ1 − λ4) + (p −A)w¯1(−λ¯1 + λ¯4)
+(p−A)w2(λ2 + λ3) + (p−A)w¯2(−λ¯2 + λ¯3) + ...
Q2 = (p−A)w1(λ¯2 + λ¯3) + (p −A)w¯1(−λ2 − λ3)
+(p−A)w2(−λ¯1 + λ¯4) + (p−A)w¯2(λ1 − λ4) + ... (3.69)
Q3 = i(p−A)w1(λ1 + λ4) + i(p−A)w¯1(−λ¯1 + λ¯4)
+i(p−A)w2(−λ2 + λ3) + i(p −A)w¯2(−λ¯2 − λ¯3) + ...
Q4 = i(p−A)w1(−λ¯2 − λ¯3) + i(p−A)w¯1(−λ2 − λ3)
+i(p−A)w2(λ¯1 − λ¯4) + i(p−A)w¯2(λ1 − λ4) + ... (3.70)
where +... are terms involving momenta in the noncompact and x7 direc-
tions, which will give zero when acting on the ground state wave-functions.
The fermions λα in (3.70) are defined in terms of the fermions in (3.54) as
λ1 =
1√
2f(f + f1)
(f2(ψ2 + iψ4) + (f + f1)(ψ1 + iψ3))
λ2 =
1√
2f(f + f1)
((f + f1)(ψ2 + iψ4)− f2(ψ1 + iψ3))
λ3 =
1√
2f(f + f1)
(f2(φ2 + iφ4) + (f + f1)(φ1 + iφ3))
λ4 =
1√
2f(f + f1)
((f + f1)(φ2 + iφ4)− f2(φ1 + iφ3)) . (3.71)
These spinors satisfy the oscillator algebra
{λa, λb} = {λ¯a, λ¯b} = 0, {λa, λ¯b} = kδab (3.72)
where k is a real constant that can be absorbed in the definition of the
spinors. So λ, λ¯ are raising and lowering operators.
As in the T 2 example, to build the wave functions, we start with a
state that is annihilated by half of the fermionic operators appearing in
the supercharges (3.70). There are only two possible states, |+〉 and |−〉,
satisfying
λ¯1|+〉 = λ¯4|+〉 = λ2|+〉 = λ3|+〉 = 0,
λ1|−〉 = λ4|−〉 = λ¯2|−〉 = λ¯3|−〉 = 0 . (3.73)
It turns out that it is impossible for any other spin choices to preserve all
four supersymmetries; the wave function would have to satisfy incompatible
77
differential equations. From the quantum mechanics superalgebra, partial
supersymmetry breaking is not allowed [112], so we have only these two
spins.
From (3.70), the wave function corresponding to the first state must
satisfy
(p−A)w1φ+ = (p −A)w¯2φ+ = 0 . (3.74)
Using (3.68) for the potential, the solution is
φ+ = exp
[
− f
2πR2R3
(|w1|2 + |w2|2)]F (w¯1, w2) . (3.75)
As in the T 2 example, when going around the torus, the wave function picks
up a phase given by the gauge transformations (cf. Eqs (1.35) and (1.36)).
When x5 → x5 + 2πR2, we get the following condition on the function
F (w¯1, w2)
F
(
w¯1 +
f2πR2√
2f(f + f1)
, w2 +
(f + f1)πR2√
2f(f + f1)
)
= exp
[
−f 2v + πR2
2R3
]
F (w¯1, w2) ,
(3.76)
where
v =
(
f2w¯
1 + (f + f1)w
2
)√
2f(f + f1)
, u =
(
(f + f1)w¯
1 − f2w2
)√
2f(f + f1)
(3.77)
(we defined u for future use). Note that u, v bear a striking resemblance
to the original complex coordinates y (modulo some conjugation); this is
because those are the coordinates in which the periodicities of the torus are
simple.
In a similar fashion to the T 2 example, we define the function G as
F (w¯1, w2) = exp
[
f
2πR2R3
((w¯1)2 + (w2)2)
]
G(w¯1, w2) (3.78)
which should be periodic when w¯1 → w¯1 + f2πR2/
√
2f(f + f1) and w
2 →
(f + f1)πR2/
√
2f(f + f1), or, using the variables u and v in (3.77), v →
v + πR2 and u → u. So we can decompose G in terms of Fourier modes.
Putting everything together, our wave function is
φ+ = exp
[
− f
2πR2R3
(|w1|2 + |w2|2 − (w¯1)2 − (w2)2)]∑
m
e
2im v
R2 gm(u)
(3.79)
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where gm(u) is to be determined from the other periodicity conditions.
When going around the torus in the x8 direction, i.e. when x8 → x8 +
2πR2, the condition on the wave function forces gm(u) to have periodicity
πR2. So our Fourier mode decomposition in (3.79) is a double sum, i.e.
φ+ = exp
[
− f
2πR2R3
(|w1|2 + |w2|2 − (w¯1)2 − (w2)2)]∑
m,n
Cm,ne
2i(mv+nu)/R2 .
(3.80)
Finally, similar to the T 2 case, going around the torus in the x6 and x9 gives
us two recursive relations for the coefficients Cm,n, of the form
Cm−f1,n+f2 = Cm,n exp
[
−πR3
R2
(
f + 2
(−f1m+ f2n)
f
)]
Cm+f2,n+f1 = Cm,n exp
[
−πR3
R2
(
f + 2
(f2m+ f1n)
f
)]
. (3.81)
The series defined by these recursive relations converges for any sign of f1
and f2 and factorizes into theta functions as
φ+ =
∑
k,l
Dk,l exp
[
− f
2πR2R3
(|w1|2 + |w2|2 − (w¯1)2 − (w2)2)]
×ϑ
[
−f1k+f2l
f2
0
](−f1v + f2u
πR2
,
ifR3
2R2
)
×ϑ
[
f2k+f1l
f2
0
](
f2v + f1u
πR2
,
ifR3
2R2
)
(3.82)
after solving the recursion, where the sum on k, l is over points in the unit
cell for m,n as in (3.80) (see figure 3.2).
If instead of working with the first choice of ground state in (3.73) we
start with the second possibility, we get a similar solution to (3.80), but the
recursive relations are such that the series doesn’t converge for any sign of
f1 and f2. At first glance, the fact that the |+〉 state is normalizable for any
magnetic field, while the |−〉 is not, appears contradictory with the results
for a particle on T 2. Physically, we expect that, as in the particle case, a
change of sign of the magnetic field would be compensated by a change of
spin. This is indeed still the case in the current scenario; our change of
basis (3.71) reverses the physical spin of the string (given by the ψ and φ
variables) as the field is reversed.
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CC
C 0,0
2,−3
3,2
Figure 3.2: Lattice of coefficients Cm,n. For f2 = 2, f1 = −3, the indepen-
dent coefficients are those that lie inside the fundamental cell. The number
of BPS states in this case is 13 = f2.
The number of ground states is given by the number of independent
coefficients. This number is equal to f2 = f21 + f
2
2 , as can be seen from
figure 3.2.
The orientifold projection forces Cm,n = C−m,−n. Then, some of the
elements in the fundamental lattice are related to one another. For the case
f2 = 2, f1 = −3, we indicate in figure 3.3 all those coefficients that are
related after the orientifold projection and a translation along the lattice
basis vectors. In this case, the number of independent coefficients is 7 (6
interior points, plus the origin).
There is no general formula for the number of ground states that survive
after the projection, but nevertheless there are only a finite number of cases
to consider in the string compactification. Because 3-form flux carries D3-
brane charge, tadpole cancellation then imposes conditions on this flux of the
form [1] gsf
2 ≤ 8 (see equation (1.27)). Besides, the self duality condition
on the 3-form flux requires gs ≥ 1/min f1,2, leaving only the possibilities
considered in table 3.1 (the number of ground states for the pair (f1, f2) =
(1, 0), for example, is equal to that for (f1, f1) = (0, 1)).
There is one final issue to consider; in some cases, a point (m,n) maps to
itself under the Z2 projection followed by several recursion relations among
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CC
C 0,0
2,−3
3,2
1 2
3 4 6
6 5 4
2 1
3
5
Figure 3.3: The lattice points inside the unit cell for the same case as in
figure 3.2; numbered points are identified under the orientifold reflection
followed by lattice translations (equivalent to identifying point related by a
reflection with respect to the center of the lattice).
the Fourier coefficients. In order to verify that those points truly survive the
orientifold, we should check that the necessary recursion relations truly give
C−m,−n = Cm,n. First, we note that, in this case, ±(m,n) are separated by
integer numbers of the recursion shift vectors:
(m,n)− q(−f1, f2)− p(f2, f1) = (−m,−n) , p, q ∈ Z . (3.83)
Since the recursion relations (3.81) are independent of position along the
orthogonal shift vector, we have then
C−m,−n = exp
{
−πR3
R2
[
(p + q)f +
2f1
f
q−1∑
i=0
(m+ if1)− 2f2
f
q−1∑
i=0
(n− if2)
−2f2
f
p−1∑
j=0
(m− jf2)− 2f1
f
p−1∑
j=0
(n− jf1)
Cm,n . (3.84)
Carrying out the arithmetic sums and using (3.83) shows easily that the
exponent indeed vanishes.
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(f1, f2) # indep. Cm,n # indep. Cm,n
before orientifold after orientifold
(0, 1) 1 1
(0, 2) 4 4
(0, 3) 9 5
(0, 4) 16 10
(1, 1) 2 2
(1, 2) 5 3
(2, 3) 13 7
(3, 3) 18 10
(4, 4) 32 17
Table 3.1: Possible combinations of 3-form fluxes, and the number of ground
states obtained before and after the orientifold projection.
Other BPS States
There are other BPS states that we can consider. In this section, we will find
BPS states localized at singularities of the D-string moduli space, show how
to count the states of F-strings, and discuss briefly the problem of threshhold
bound states.
Singularities in Moduli Space As the D-string moves on the torus, it
encounters two types of singularities. First, at x5 = · · · = x9 = 0, it passes
through two orientifold planes and doubles back on itself. (Note that the
D-string does not end on an O3-plane; this is because, with vanishing flux,
it is T-dual to a type I D5-brane, which always has 2 CP indices.) Also, if
tadpole cancellation so requires, the string could intersect a D3-brane (which
we specifically ignored in our calculation). These are direct analogs of the
singularities in the moduli space of type I and heterotic 5-branes mentioned
in [103].
To count states localized at the singularities, we should be able to ignore
the 3-form background. The reason is the localized states do not have zero
modes that can move through the fluxes. Therefore, the counting should be
the same as without 3-forms, which is dual to the SO(32) heterotic 5-brane.6
Translating the results of [123, 124] to IIB language, we find that there are
no localized states at the O3-planes and that there is one BPS multiplet
attached to each D3-brane.
6For an E8 application, see [122].
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Counting for an F-string We can obtain the number of BPS states for
an F-string by starting with the Green-Schwarz action for superstrings and
accounting for the background fields; because of supersymmetry, we expect
it to suffice for the calculation of our index. However, it is easier to proceed
by applying S-duality and rotating the background fields, and then using
the results from the previous section. We want to find the number of BPS
states for an F-string wrapped in the 7-direction, so we will S-dualize the
background, and then rotate in the 4-7 plane.
Under an SL(2,Z) transformation,
τ → aτ + b
cτ + d
,
[
H3
F3
]
→
[
d c
b a
] [
H3
F3
]
. (3.85)
An S-duality is τ → − 1τ . Then, H(3) → F(3) and F(3) → −H(3). So f1 and
f2 from the previous sections get mapped to h1 and h2 respectively.
A rotation in the 4-7 plane interchanges h1 with h2. From (2.50), we see
that a rotation of π/2 gives h1 → −h2 and h2 → h1. A rotation of −π/2
does the same thing with opposite signs. Therefore, the number of BPS
states of the rotated F-string is just h21+h
2
2 plus one state at each D3-brane
before taking into account the orientifold.
Bound States So far we have considered only states of one D- or F-string
at a time, which are the states of minimal BPS electric charge. However, it
would be very interesting to consider the BPS spectrum of multiple strings,
since there could be threshhold bound states. We will largely leave this
question for the future, but we can make some comments.
Consider, for example, the case of two BPS charges. If they are widely
separated in the noncompact dimensions, then the spectrum should just be
the direct product of the spectra of the individual charges (appropriately
symmetrized). As the two charges become coincident, we expect that there
would, in addition, be BPS multiplets associated with threshhold bound
states. The counting of multiplets breaks down according to the nature of
the strings. A bound state of two D-strings, for example, would have twice
the charge but would be otherwise identical to our previous analysis, so
there would be four times as many nonlocalized states. A bound state of a
D-string and F-string seems more complicated in that the two strings feel
different fluxes.
Another question that we leave to future work is the nature of the bound
states. For two D-strings, we really should take into account the non-Abelian
nature of the worldvolume theory; we can do this using the D-brane action
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of [94], and supersymmetrizing. It is possible that the bound state is a
“polarized” configuration, or it is possible that there are polarized and un-
polarized bound states. We should also mention that we could start with,
instead of the action of [94], super-Yang-Mills with a superpotential due
to the 3-forms along with the appropriate velocity coupling to the vector
potential. The problem is to guess how the superpotential depends on the
3-form flux.
3.3 Dualities
There are generally two types of dualities in string theory: U dualities, which
leave the string background fixed up to motion in the space of moduli, and
“string-string” dualities, which change the string background but leave the
4D effective theory the same. Both of these can potentially move us from
a complicated description of the physics to a simple one, so I will start by
discussing the U dualities of the simplest compactification with fluxes, the
N = 3 cases.
3.3.1 U Duality
In this section, we discuss the stringy duality group of these compactifica-
tions. In particular, we are interested in the dual description that governs
the physics when the radii become small. The U duality group of N = 3
self-dual flux compactifications was first discussed in [1]. While I will focus
on N = 3 dualities, much of the same discussion should apply for N = 2
backgrounds.
Dualities of the N = 4 theory with 16 D3-branes
As a warmup, let us first consider the dualities of the N = 4 theory with
16 D3-branes, which is the T dual of type I on T 6 and the TS dual of the
heterotic theory on T 6. The duality of the latter theory is SO(22, 6,Z) ×
SU(1, 1,Z) [101, 102]. Consider first the perturbative SO(22, 6,Z) factor.
This group is generated by discrete shifts of the Wilson lines, Weyl reflections
in the gauge group, discrete shifts of Bmn, large coordinate transformations
on the torus, and the inversion of one or more directions on the torus (this
is not meant to be a minimal set of generators). We will call this last oper-
ation R-duality to distinguish it from the full perturbative T duality. The
first three operations are manifest in the IIB description, as the periodicities
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of the D3-brane collective coordinates, permutations of the D3-branes, dis-
crete shifts of the Cmnpq, and large coordinate transformations respectively.
The R-duality is not manifest in the IIB description. Note that this is not
the same as IIB R-duality, because it leaves fixed the ten-dimensional IIB
coupling and not the four-dimensional coupling. Rather, it is the image of
the heterotic R-duality; therefore we will henceforth designate it Rhet.
To see Rhet in the IIB description it is useful to focus on its action on
the BPS states. In the heterotic description Rhet interchanges the electric
charges, KK states and winding F-strings. We remember from section 3.2.1
that in IIB these are winding F-strings and D5-branes. Similarly the duality
interchanges winding D-strings and NS5-branes. This is an electric-magnetic
duality in the IIB case.
To analyze the duality carefully we need the masses of these objects,
taking for simplicity a rectangular torus ds2 = r2mdx
mdxm, and vanishing
R-R backgrounds. We take the F- and D-strings to be wound in the 4-
direction, and the D5- and NS5-branes to be wound in the 56789-directions.
Then (in the 10D string frame)
mF1 =
r4
α′
, mD1 =
r4
α′gs
,
mD5 =
v
2r4α′3gs
, mNS5 =
v
2r4α′3g2s
, (3.86)
where v =
∏
m rm. The factors of 2 come about because the strings must
be wound on cycles of T 6, while the 5-branes can be wound on the fixed
cycle x4 = 0 whose volume is halved. For future reference let us also give
the masses in the type I description, where r′m = α
′/rm; the couplings are
related by v′/g′2s = v/2g
2
s , the factor of 2 being from the orientifold volume.
Then
mKK′ =
1
r′4
, mD5′ =
v′
√
2
r′4α
′3g′s
, mD1′ =
r′4
v′g′s
√
2
. (3.87)
The factors of
√
2 are as found in [100].
In units of the four-dimensional Planck mass m4 = (v/2)
1/2α′−2g−1s
(given in the string frame metric with fixed moduli) the BPS masses are
mF1
m4
=
r4α
′gs
√
2
v1/2
=
g
1/2
s
ρ4
,
mD1
m4
=
r4α
′
√
2
v1/2
=
1
ρ4g
1/2
s
,
mD5
m4
=
v1/2
r4α′
√
2
= ρ4g
1/2
s ,
mNS5
m4
=
v1/2
r4α′gs
√
2
=
ρ4
g
1/2
s
. (3.88)
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We have defined ρ4 = v
1/2/r4α
′g
1/2
s
√
2, which is just the radius in the het-
erotic string picture, in heterotic string units. The first and second lines
interchange under inversion of ρ4, as expected.
The SU(1, 1,Z) of the heterotic theory maps to the SU(1, 1,Z) of the
ten-dimensional IIB theory. In particular, gs → g−1s interchanges the states
in each line of (3.88).
Dualities of the N = 3 theories
We expect that the duality group will be an integer version of the con-
tinuous low energy symmetry U(3, 3 + N). The simplest guess would be
that it is the intersection of this continuous group with the discrete sym-
metry SO(6, 22,Z) × SU(1, 1,Z) of the N = 4 theory. In other words,
the fluxes break the duality symmetry to a subgroup, just as they do with
the supersymmetry. However, we will see that the situation is much more
complicated.
We will start by considering whether the N = 4 duality Rhet survives
with self-dual flux in the N = 3 theory. The remainder of the duality group
would be generated by large coordinate transformations mixing the holomor-
phic coordinates, periodicities of the D3-brane coordinates, permutations of
the D3-branes, and shifts of the R-R backgrounds, just as in the N = 4
case. Therefore, we will then discuss these dualities.
The Fate of Rhet Remember that the magnetic objects in this theory are
bound states of a D5-brane and an NS5-brane. We recall from section 3.2.1
that these bound states have twice the minimum N = 4 mass for a given
magnetic charge. It follows that the duality Rhet that interchanges the basic
1- and 5-branes does not survive in the N = 3 theory7.
The simplest conjecture would then be that the duality group inter-
changes the objects of minimum electric and magnetic charge. With the
D5-brane masses (3.88) doubled, this would now mean that ρ′m = 1/(2ρm);
it is not clear whether this symmetry could be inherited from the N = 4
theory8. To be precise, this symmetry can act independently on any set
7Note that this duality interchanges electric and magnetic objects, while the
SO(6, 22,Z) of the heterotic theory acts separately on each. This is because the un-
broken gauge fields (3.29) are a linear combination of electric and magnetic gauge fields
in the heterotic picture: the nonlinear Higgs field has both electric and magnetic charges.
8Such a duality does exist in the heterotic string for a nonzero axion [41], but it has not
been determined if it can be combined with the heterotic strong-weak coupling duality [101]
to generate the proper action on the BPS states. This possibility also requires that the
axion of the “heterotic” description of the N = 3 theory be shifted by half a unit, and it
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of paired indices, 4-7, 5-8, or 6-9: it must preserve equation (2.51). This
conjectured symmetry relates rather different objects, and so for example
the total number of BPS states of a D-string in the 4-direction and an F-
string in the 7-direction must equal that of the D5/NS5 bound states. This
emphasizes the importance of the counting of BPS states carried out in [2]
and described in section 3.2.2.
Large Coordinate Transformations When discussing large coordinate
transformations on the torus, we should distinguish between U dualities,
which leave the background invariant, and string-string dualities, which take
one background into a different but equivalent self-dual flux compactifica-
tion on T 6/Z2. The transformations that give string-string dualities are dis-
cussed in [72] and reviewed in section 2.3; here we are interested in finding
those that give U dualities. One basic constraint is that any large coordinate
transformation that is a U duality must be holomorphic so that it does not
change the complex structure.
A large coordinate transformation will leave the background G1¯2¯3¯ invari-
ant if its determinant is unity. Nevertheless, the duality can include elements
of nontrivial determinant. For example, at τ = i, rotation of a single coordi-
nate z1 → iz1 changes the background 3-form G1¯2¯3¯ → iG1¯2¯3¯, but this can be
undone by one of the broken SL(2;Z) dualities of the IIB string, τ → −1/τ .
Note that this combined operation leaves the background invariant and so
does not act on the moduli space, but it does mix the BPS states and so is
a nontrivial duality. Also, if the fluxes are chosen so that τ 6= i, this duality
is not a U duality, so we find that different N = 3 backgrounds have slightly
different U duality groups.
Note that in models with fluxes on the orientifold planes, we must restrict
to transformations that take O3-planes of a given type into the same type.
If we insist that all the fixed points map to themselves under dualities, then
the off-diagonal elements of the linear transformation must be even and the
diagonal elements must be unity (or −1 with a translation). Again, different
backgrounds will have different U duality groups.
D3-brane Shifts Permutations of the D3-branes are trivial dualities, so
we focus here on the shifts of D3-brane positions, especially considering the
effect on BPS charges.
The D3-brane gauge charges do not appear in the IIB superalgebra,
and a zero-length F- or D-string stretched between coincident D3-branes is
is not immediately clear that this is so.
87
massless, giving an enhanced gauge symmetry. When the D3-branes are
separated the stretched string begins to couple to the bulk gauge fields, and
acquires a BPS mass and charge. When the D3-branes shift fully around the
1-cycles of the torus, the attached F- and D-strings acquire integer winding
charges. Since the electric charges on the D3-branes are the end points of F-
strings, this duality shifts the bulk electric charges by the D3-brane electric
charges. Note that since the magnetic D3-brane charges are D-string end
points, the shift also depends on the D3-brane magnetic charges: as noted
in footnote 7, the duality group is nontrivially embedded in the low energy
electric-magnetic duality group.
Axion Shifts In order to understand the R-R shift dualities in detail one
needs to consider the BPS instantons and spacetime strings of 3.2.1.
It is sufficient to study just the case that couples to the diagonal part
of β, in which the instantons are just a single wrapped Euclidean D3-brane.
In the N = 4 theory the wrapped D3-branes are dual to type I instantonic
D-strings. These have a single Chan-Paton index, so the minimal D3-brane
instantons wrap the special half-volume 4-cycles. Their action is given by
1
(2π)3α′2
∫
c˜5689dx
5dx6dx8dx9 = πc˜5689 . (3.89)
This implies that c˜5689 can shift by even integers without changing the path
integral. As this shifts β1¯1 by i/2 times that integer, we see that the shift
duality has been broken by the instantons to Z for each axion.
Let us check that this is consistent with the spacetime strings. A D3-
brane wrapped on 47 is dual to a D5-brane in the N = 4 type I theory. Since
the type I D5-brane must have two Chan-Paton indices, these D3-branes can
only wrap 2-cycles of volume (2π)2α′. Using the relative coefficients of terms
in the action, the 10-dimensional Bianchi identity for the 5-form integrates
to
1
(2π)7α′4
∮
M
F˜(5) =
1
(2π)3α′2
. (3.90)
The surface surrounding the string is M = S1 × T 4/Z2. Integrating over
the torus factor gives ∮
S1
dc˜5689 = 2 , (3.91)
which is the minimum shift consistent with the instanton amplitude.
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The Unfinished Picture It would be very interesting to have a more
complete understanding of U dualities in self-dual flux compactifications,
but the problem is not yet solved. We would then be able to describe
completely the global as well as local structure of the moduli space and
possibly make concrete statements about the behavior at small volume.
It is also possible that the U dualities are part of a more intricate pattern
of string-string dualities, in which the various self-dual flux models mix.
For example, the N = 3 dualities might involve other types of N = 3
construction, such as the free-fermion models of [74], though we have no
particular reason to expect this. I will review some results on dualities to
other constructions below.
A related issue is that of enhanced symmetries at special points of moduli
space due to new massless states. These usually occur at fixed points of
a U duality group, such as when D3-branes become coincident, which we
mentioned above. However, there are more exotic situations; in the heterotic
string on T 6, with zero Bmn, winding strings with other charges become
massless when the proper radii of the compactification are string length.
This is in fact the fixed point of the Rhet duality. In the IIB picture, these
are the wrapped D5-branes; it is very difficult to see how to find a massless
state of the 5-brane bound states necessary for the compactifications with
flux, however. This problem is clearly tied to the survival of Rhet or some
related duality.
3.3.2 T Duality
As we discussed in section 3.1.3, there is a clear relation to the heterotic
string for these type IIB compactifications. In particular, with non 3-form
fluxes, the T 6/Z2 compactifications are dual to the heterotic string by T
dualizing all six internal dimensions and then S dualizing. K3 × T 2/Z2
compactifications are dual to heterotic compactifications by T dualizing the
T 2 and S dualizing. Note, however, that there is no reason to expect an
effective heterotic description anywhere in the moduli space for self-dual
flux compactifications on T 6/Z2. For the N = 4 theories such a description
holds when the IIB radii are small and the ten-dimensional IIB coupling is
large, but in the generic flux compactifications the latter coupling is always
of order one. Also, because of the T duality rules for the NS-NS flux,
taking six T dualities gives a metric that might be hard to interpret. On
the other hand, T duality is still a useful tool when only some of the radii
become small. For example, supersymmetric self-dual flux compactifications
on K3×T 2 are dual to type C compactifications in type I string theory and
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type A models in the heterotic theory [23, 37]. Below, I will stick with
T 6/Z2 compactifications and illustrate the relations to other known types
of solutions.
An Aside: “−1” T Dualities
Before getting into the T dualities of the internal directions, we should men-
tion that the self-dual flux compactifications of type IIB string theory are T
dual on a noncompact direction to M theory with three noncompact dimen-
sions. The supersymmetry conditions for such compactifications were first
studied in [22], and the analysis is similar to the type IIB case (as presented
in section 1.3.2). Also, the equations of motion admit nonsupersymmetric
solutions of the same form, just as in IIB SUGRA [125].
The T duality to type IIB theory was first presented in [16, 23, 58], as
follows. Start with M theory on an 8D manifold with a shrinking T 2. One of
the directions of the torus is the M direction, so we have type IIA string the-
ory with a shrinking circle. These IIA compactifications have been studied in
detail, with attention paid to moduli fixing, on the T 7/Z2 orientifold [126].
Then we can T dualize on the type IIA circle to get type IIB theory with
6 compact dimensions; the small circle in IIA becomes noncompact in IIB
string theory, and it has precisely the right warp factor to preserve 4D
Lorentz invariance [23].
One thing interesting to note is that, since the M theory compactifica-
tions have only SO(2, 1) Lorentz invariance, they can have a smaller number
of supercharges than the IIB compactifications. The 3D N = 1 compactifi-
cations were given in type IIA language in [126], and they correspond to M
theory on a Spin(7) manifold with flux [127]. The gauged supergravity of
these compactifications has been pursued in [128].
One T Duality
For our discussion of T dualities and their action on self-dual flux compact-
ifications, I follow the discussion of [73] and use the background given by
(2.48). For simplicity, we consider the initial background to have a diagonal
metric
ds2 = R21
[
(dx4)2 + |t1|2(dx7)2
]
+R22
[
(dx5)2 + |t2|2(dx8)2
]
+R23
[
(dx6)2 + |t3|2(dx9)2
]
, (3.92)
remembering that we are also taking τ, ti to be purely imaginary. For the
purposes of T duality, we take the coordinate radii to be 2π
√
α′ for all
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internal coordinates. We also take a gauge
B2 = − 2
2π
√
α′
(
x5dx4 ∧ dx6 + x8dx7 ∧ dx6) . (3.93)
Also, we will ignore the warp factor because it introduces some subtleties
which we will discuss briefly at the conclusion of this section.
Using the T duality rules given for IIA/B string theories in [129], [73]
showed that a single T duality along the x4 direction gives a type IIA back-
ground of the form
ds2 =
1
R21
(
dx4 +
2
2π
√
α′
x5dx6
)2
+R21|t1|2(dx7)2
+R22
[
(dx5)2 + |t2|2(dx8)2
]
+R23
[
(dx6)2 + |t3|2(dx9)2
]
H3 =
2
2π
√
α′
dx7 ∧ dx8 ∧ dx6 or B2 = − 2
2π
√
α′
x8dx7 ∧ dx6
F2 =
2
2π
√
α′
dx5 ∧ dx9 or C1 = 2
2π
√
α′
x5dx9
F4 =
2
2π
√
α′
dx4 ∧ dx7 ∧ dx8 ∧ dx9
eφ =
1
R1|τ | . (3.94)
Here the Fp = dCp−1 are the IIA R-R field strengths and H3 is the IIA
NS-NS field strength. D3-branes and O3-planes become D4-branes and O4-
planes wrapping the x4 direction.
There are some very interesting features to this background. First of
all, the metric is “twisted,” meaning that traversing the circle x5 changes
the complex structure of the x4, x6 torus by two units. Since integer shifts
of the complex structure of a T 2 are dualities of toroidal compactifications,
these are compactifications of the Scherck-Schwarz type [55, 130]. In fact,
the x4,5,6 directions form a coset manifold [43, 73], which turns out to be
non-Ka¨hler [73]. The gauge invariant field strength F˜4 = F4 − C1H3 is also
twisted. In addition, we have lost one of the components of the NS-NS flux
(which has turned into the spin connection of the metric [73]).
The moduli of the original background include R1,2,3 and τ , t1,2,3 subject
to the constraints (2.49). Therefore, for this IIA background to be the good
effective background, we should be in a region where R1 < 1 and |t1| > 1/R1
from geometrical considerations. Then (2.49) implies that |τ | < R1, so the
IIA string coupling is eφ > 1. In fact, if we want R1 very small, we find
that the solution has very large coupling. This problem is somewhat worse
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when τ, t1 are fixed independently, because then it is impossible for both the
x4 and x7 proper radii to become large in IIA, and the string coupling still
becomes very large as the original R1 becomes small.
The previous paragraph suggests that we should probably think about
these IIA solutions in terms of M-theory on a 7D orbifold with M5-branes.
Because F2 is the Kaluza-Klein field strength of M-theory, there should be
twists involving the M circle, as well. Finally, there are also 4-form fluxes.
While it has not been confirmed explicitly, these solutions must be of the
type classified in [131].
Two T Dualities
Now take a second T duality, this time along the x7 direction, so the back-
ground returns to IIB string theory. In geometric terms, this should be a
good description for R1 < min(1, 1/|t1|). Again ignoring the warping, [73]
showed that the IIB background becomes
ds2 =
1
R21
(
dx4 +
2
2π
√
α′
x5dx6
)2
+
1
R21|t1|2
(
dx7 +
2
2π
√
α′
x8dx6
)2
+R22
[
(dx5)2 + |t2|2(dx8)2
]
+R23
[
(dx6)2 + |t3|2(dx9)2
]
F3 =
2
2π
√
α′
(
(dx7 + 2x8dx6)dx5dx9 − (dx4 + 2x5dx6)dx8dx9)
τ ′ = iR21|t1||τ | (3.95)
with all other fluxes, including H3, vanishing. The prime on τ
′ is to dis-
tinguish it from the original dilaton-axion. The original D3-branes and
O3-planes become D5-branes and O5-planes.
This type of background (modulo the warp factor) is just a type C back-
ground as we discussed in section 1.3.2. There should be relations between
the flux F3 and the complex structure of the manifold, as in equation (1.76);
however, we note as in [73] that the correct complex structure may not be
obvious from the T duality. One question that might arise is whetherH3 = 0
always after two T dualities, as it should for type C. Start with the original
(type B) model; section 1.3.2 shows that H3 is primitive. For a diagonal
metric, primitivity implies that the indices of H3 all fall in different complex
coordinates (for example, H121¯ is not allowed). In the complex coordinates
(2.47), therefore, each component of H3 has either an x
4 index or an x7
index but not both, so H3 does indeed vanish after two T dualities.
We do into problems again with large string coupling for the same reasons
as after a single T duality. Therefore, we should S dualize; we end up with
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a type A solution [43]. In the case of K3 × T 2/Z2, [16, 23, 37] made this
realization, although the S dual of those compactifications is heterotic.
Three T Dualities
We have so far chosen our T dualities to be along directions along which
the background is independent. If we continue in this vein, we can choose
to make a third T duality along x6,9. In addition, we want to T dualize
in a direction with no cross-components in the metric in order to prevent
the reappearance of the H3 flux; the possible T duality directions are x
5,8,9.
Therefore, we will chose to T dualize along x9, still following [73]9. We find
that the metric is unchanged up to |t3|R3 → 1/|t3|R3 and
eφ =
1
R21R3|t1||τ ||t3|
F2 =
2
2π
√
α′
(
(dx7 + 2x8dx6)dx5 − (dx4 + 2x5dx6)dx8) . (3.96)
There are now D6-branes and O6-planes.
When the radii of this geometry are all large, the dilaton is large also,
so this is really an M-theory background. Up to any details from the warp
factor, this background is purely geometrical when lifted to M-theory [73].
Since it is a 4D N = 2 background, it must be M-theory on a CY 3-fold
times a circle. Performing a 9-11 flip, it could reduce to IIA on a CY 3-
fold. As [73] point out, this result is very interesting because it shows flux
compactifications on T 6/Z2 are connected to Calabi-Yau compactifications.
One puzzle is that a Calabi-Yau compactification typically does not have
the same hierarchy of scales as a flux compactification and does not have a
superpotential for moduli. A possible resolution of the paradox is that the
modes frozen by the fluxes in the IIB picture end up with masses of order
the Kaluza-Klein scale on the M-theory side of the duality. We are working,
after all, out of the large radius limit of the original IIB theory.
Finally, as a bit of nomenclature, taking three T dualities gives a mirror
symmetry. Therefore, we could have started with a CY 3-fold geometry in
type IIB string theory and taken three T duals. This more general case has
recently been studied in [132].
9However, as we discuss in the subsection below, it is not necessary to T dualize along
a direction of which the background is independent, so it might be very interesting to
study T dualities along x5,8.
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The Warp Factor
Including the warp factor in analysis of T duality, with D-brane and O-
plane sources, is problematic because it is not uniform along the directions
of T duality. Ignoring the point sources, however, [37] showed that the warp
factor and dilaton behave precisely as required under two T dualities and
S duality to turn a K3 × T 2/Z2 compactification into a heterotic type A
solution. Given the O7-plane boundary conditions, it is also easy to see
that the two T dualities remove the 5-form flux, as necessary for type A
and C solutions [37]. It is less obvious how to understand the vanishing
of the 5-form after two T dualities on T 6/Z2 because naively there could
be components F˜4mnpq, F˜7mnpq. If we ignore brane sources, it should be
possible to take C4 gauge trivial on the internal manifold, in which case
F˜5 = −C2H3; in this gauge, then, the fluxes (2.48) seem to require that
C2H3 always have both x
4,7 indices. This approach is similar to that of [37].
However, the fluxes (2.48) are nongeneric; a more generic approach is to
examine the determining equation (1.26) for the warp factor in a double
scaling limit R1 → 0, R2,3 →∞. Then (1.26) becomes the Laplace equation
on the x4,7 torus, and the boundary conditions at the O7-planes indicate
that ∂4,7A → 0. This is not rigorous, though, and we would like to have
the appropriate solution even away from limits of moduli space. Another
resolution is that the solutions after T duality are not actually type C but
the more general interpolating solutions of section 1.3.2, but this issue has
not been resolved in detail.
We should also note that the warp factor has not been considered in the
cases of one or three T dualities.
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Chapter 4
The Scalar Potential &
Nonperturbative Effects
As we have seen, even understanding the classical vacuum of self-dual flux
compactifications is a difficult problem. Not only are the vacua themselves
complicated due to the warp factor and the potential for the moduli, but
there is a rich array of vacua on a given geometry because of the large num-
ber of possible fluxes. However, there are many reasons to look beyond the
classical vacuum. For example, evidence is increasingly in favor of an infla-
tionary phase in the early universe [133] as well as a less rapid acceleration
in the modern era. Therefore, we want to see whether self-dual flux com-
pactifications can accommodate an accelerating universe. The answer, as
we shall see, depends on exactly what we consider.
In this chapter, I return to the large radius limit, in which 10D and 4D
SUGRA remains valid, to study the cosmology of self-dual flux compactifi-
cations. Our first approach will be to find the cosmological evolution of the
flux-induced potential. Then we will review some interesting brane cosmol-
ogy that can be embedded in self-dual flux compactifications. Third, we will
see how nonperturbative effects can generate a cosmological constant and
examine the consequences.
4.1 Cosmology from Moduli Fixing
As we saw in section 2.2, the fluxes give a potential to many of the moduli
of the geometric compactification, freezing the scalars to definite vacuum
expectation values. We can hope to get double-duty out of this potential;
perhaps it is shallow enough that it leads to an accelerating expansion of
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the universe, either for cosmological inflation or for quintessence in the cur-
rent era. In this section, we ask what the cosmology of the flux-generated
potential could be and find that the potential does not give inflation. For
specificity, we consider the case of compactification on T 6/Z2, but our an-
swer will clearly generalize to more complicated compactifications. This
discussion follows [3].
4.1.1 Canonically Normalized Scalars
It is easiest to study the cosmology of canonically normalized scalars; so we
will break down the geometric moduli. For simplicity we will consider only
the factorized case T 6 = (T 2)3. We can then parameterize the metric on an
individual 2-torus (say, the (4− 7) torus) as
γmn = e2λ
[
e−ζ + eζd2 −eζd
−eζd eζ
]
. (4.1)
We use the definition of γmn as in sections 3.1.2 and 3.1.3. Here, λ gives
the overall size of the T 2, ζ gives the relative length of the two sides, and
d controls the angle between the two directions of periodicity. Then the γ
kinetic term becomes
Skin = −M
2
P
16π
∫
d4x
√−gE
3∑
i=1
[
2∂µλi∂
µλi +
1
2
∂µζi∂
µζi +
1
2
∂µdi∂
µdi
]
.
(4.2)
Here and in the rest of the section, we use the unreduced Planck constant
M2P = 8πM
2
4 for convenience of comparison to the cosmology literature. For
canonical normalization, the coefficient of the kinetic terms should simply
be −1/2, so a further rescaling is necessary.
For reference, with
√
det gmn = e
6u, equation (3.6) gives
∑
i λi = 6u −
(3/2)φ − ln 8.
4.1.2 The Potential from Fluxes
The scalar potential comes from dimensional reduction of the background 3-
form terms in the IIB action. After converting to our variables, the potential
action for the bulk modes is, in generality,
SV = − M
2
P
4! · 8π
∫
d4x
√−gE (det γmn) γmqγnrγpseφGmnpG¯qrs (4.3)
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along with an additional term that subtracts off the vacuum energy 1. This
potential was derived from dimensional reduction in [24, 72], from gauged
supergravity in [76,79], and from the superpotential of [58], as we reviewed
in chapter 2. One feature to note in this potential is that it always has
(at least) three flat directions at the minimum, corresponding to the radii
of factorization T 6 = T 2 × T 2 × T 2. Also, the β moduli do not enter into
the potential, although some become Goldstone bosons via the super Higgs
effect [1, 76,77,92].
For cosmological purposes, we will need to have a more explicit form of
the potential in hand. Since there are 23 scalars γmn, φ, C, writing the full
potential for a given set of 3-form fluxes would be prohibitively complicated,
but we can write down a few simple examples and focus on the universal
aspects. In the following, a subscript 0 indicates the VEV.
The simplest case is to take the three T 2 to be square, so that the
geometric moduli are γ44 = γ77 = e2λ1 , etc., with all others vanishing.
Then, above a vacuum that satisfies (1.24), we can calculate the potential
Vdil =
h2M4P
4(8π)3
e−2
∑
i λi
[
e−φ0 cosh (φ− φ0)+ 1
2
eφ (C − C0)2−1
]
, (4.4)
h2 =
1
6
hmnphqrsδ
mqδnrδps (4.5)
This potential was written explicitly in SU(1, 1) notation in [79] and is valid
for any 3-form background. The most important feature of this potential is
that there is a vanishing vacuum energy, and, further, the radial moduli u
feel a potential only when the dilaton-axion system is excited. Since this is
the simplest potential to write down, it will be our primary focus in section
4.1.3. It is very interesting to note that the cosmology of this potential
for the dilaton-axion has been discussed earlier in [134–136] from SUGRA.
Importantly, though, their models did not include the radial moduli or the
negative term that subtracts off the cosmological constant.
Adding the complex structure is more complicated and more model-
dependent. The simplest possible case, for example, f456 = −h789, is non
generic in that (1.24) is satisfied at φ −∑i ζi = C = di = 0, so the ζi give
extra moduli compared to other background fluxes (at the classical level).
However, we still have φ−∑i ζi fixed by a cosh potential with a polynomial
1This comes from the D3/O3 tension, which must cancel the vacuum potential for
string tadpole conditions to be satisfied to leading order in α′.
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in C, di:
V0 =
h2M4P
4(8π)3
e−2
∑
i λi
{
cosh
(
φ−
∑
i
ζi
)
+
1
2
eφ+
∑
i ζi
[
C2 − 2Cd1d2d3
+d21d
2
2d
2
3 + e
−2ζ3d21d
2
2 + e
−2ζ2d21d
2
3 + e
−2ζ1d22d
2
3
+e−2ζ2−2ζ3d21 + e
−2ζ1−2ζ3d22 + e
−2ζ1−2ζ2d23
]
− 1
}
(4.6)
using again (4.5). It is straightforward but tedious to show that this poten-
tial is positive definite, and the only extremum is at φ−∑i ζi = C = di = 0.
As this case is nonsupersymmetric, quantum mechanical corrections should
lift the flat directions.
On the other end of the supersymmetry spectrum are the N = 3 models
of [1], which fix the dilaton as well as all the complex structure. If we ignore
C, di (set them to a vanishing vacuum value), we find a potential
V3 =
h2M4P
(8π)3
e−2
∑
i λi
[
cosh (φ− ζ1 − ζ2 − ζ3) + cosh (φ− ζ1 + ζ2 + ζ3)
+ cosh (φ+ ζ1 − ζ2 + ζ3) + cosh (φ+ ζ1 + ζ2 − ζ3)− 4] . (4.7)
This again has the same cosh structure for the dilaton; the only difference
is a factor of 4 due to the number of components of flux in the background.
Including the non-Abelian coupling for the D3-brane scalars αmI intro-
duces new terms in the potential (see [80] for a supersymmetry based ap-
proach). In the absence of fluxes and even in the ground state of the bulk
fields, this potential is monotonic and simply forces the αmI to commute.
Otherwise, the branes pick up a 5-brane dipole moment and become non-
commuting, as discussed in [94]. Writing the brane positions as U(N) ma-
trices, the potential is
Vb = 2πM
4
P
[
2πeφγmpγnq tr ([α
m, αn][αq, αp])
+
i
12
(det γmn)
1/2eφ
(
e−φh− ⋆6(f − Ch)
)
mnp
tr (αmαnαp)
]
.(4.8)
To illustrate this potential, we take f456 = −h789 as before, set C = di =
ζi = 0, and consider α
4,5,6 ∝ IN and α7,8,9 = ρt1,2,3 with ti a representation
of SU(2). Then
Vb = 2πM
4
P
[
16πeφ
(
e−2λ1−2λ2 + e−2λ1−2λ3 + e−2λ2−2λ3
)
ρ4
+
h789
2
e−2
∑
i λieφ
(
e−φ − 1
)
ρ3
]
. (4.9)
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There are actually more terms in this potential as required by supersymme-
try; these are just the lowest order terms that appear in the D-brane action
given by [94]. For example, the underlying N = 4 supersymmetry gives a ρ6
term [81], and there is also a ρ2 term from gravitational backreaction that
has been calculated in one case (see [137,138])2 ; in any event, there is a local
maximum in the αmI direction. Like the bulk potential, this potential has
exponential prefactors from the λ moduli, and, if the bulk scalars are away
from their minimum, there is the same exp[−2∑i λi] factor.
The key point to take from this discussion of the potential is the expo-
nential prefactor that appears in all terms, whether bulk or brane modes.
4.1.3 Cosmological Evolution
We seek the cosmological evolution of the dilaton and the moduli fields λi
in our 4D effective theory. We start by looking at the bulk fields only.
Bulk-driven Evolution
It is sufficient to consider a toy model which illustrates the behavior of the
potentials Vdil, V0 and V3 described in the earlier section:
V ≈ e−
∑
i αiλiV (φ) . (4.10)
Let us also assume that the above potential has a global minimum φ0 deter-
mined by V (φ). At φ0 the potential vanishes. In the above, φ mimics the
dilaton (and complex structure) and λi play the role of moduli with vari-
ous coefficients αi that determine the slope of the potential. For generality
we have assumed that there are any number of moduli. In our potentials
(4.4,4.6,4.7), all the slopes are fixed at αi = 4
√
π/MP (with normalized
scalars).
It is interesting to note that the potential (4.10) is quite adequate to de-
termine the cosmological evolution if it dominates the energy density, which
is fixed by the value V (φ) in our case. Given generic initial conditions for all
the moduli φ, λi ∼ MP in the dimensionally reduced action, we hope that
the rolling moduli could lead to the expansion of the universe. The equa-
tions of motion in a Robertson-Walker space-time metric with an expansion
2It is somewhat unclear whether the ρ2 term would arise in a background with self-dual
flux.
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factor a(t) (t is proper time) are (in Einstein frame)
φ¨+ 3Hφ˙+ e−
∑
i αiλiV ′(φ) = 0 , (4.11)
λ¨i + 3Hλ˙i − αie−
∑
i αiλiV (φ) = 0 , (4.12)
H2 =
8π
3M2P
[
1
2
φ˙2 +
1
2
∑
i
λ˙2i + e
−
∑
i αiλiV (φ)
]
. (4.13)
The Hubble expansion is given by H = a˙/a, an overdot denotes ∂t, and
prime denotes ∂/∂φ.
To determine whether the expansion of the universe is inflationary or
not, we assume that the dilaton (and complex structure) rolls slowly. Our
justification is that once the dilaton reaches its VEV, the λ moduli have no
potential, so expansion will be radiation or matter dominated (depending on
what other ingredients might be in the universe). Therefore, we expect that
long periods of accelerating expansion are more likely if the dilaton spends
a long time away from its vacuum. Let us see what happens in that case.
We argue that there exists an attractor solution for the moduli with a
power law solution a(t) ∝ tp which, from equation (4.13), dimensionally
satisfies H2 ∝ t−2 ∝ e−
∑
i αiλiV (φ). Hence we write
eαiλi =
ki
tci
, (4.14)
n∑
i=1
ci = 2 , (4.15)
where ki are dimensional and ci are dimensionless constants respectively.
Equation (4.14), coupled with the equations of motion (4.12), results in
(3p − 1)ci = α2i V (φ)
n∏
k=1
kk , (4.16)
from which we find, using equations (4.15,4.12),
V (φ)
n∏
k=1
kk =
2(3p − 1)∑n
i=1 α
2
i
,
(
ci
αi
)2
=
4α2i(∑n
k=1 α
2
k
)2 . (4.17)
When substituted into (4.13) with φ˙≪ λ˙i, we obtain the key result
a(t) ∝ tp , p = 16π
M2P
1∑n
j=1 α
2
j
. (4.18)
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It is also easy to see that (
λ˙i
λ˙k
)2
=
(
αi
αk
)2
. (4.19)
In fact, [139,140] showed that this solution is a late time attractor for fields
λi in exponential potentials.
So far we have concentrated on the toy potential (4.10). Nevertheless,
the situation remains unchanged for the type of potentials we are interested
in (4.4,4.6,4.7), since the only difference is the number of “dilaton” fields
φ. Note that the dynamical behavior of the moduli will remain unchanged.
By inspecting the potentials we find the corresponding slope of the three
moduli, αi = 4
√
π/MP . Therefore, the moduli driven expansion of the
universe leads to
p =
1
3
< 1 or a(t) ∝ t1/3 . (4.20)
This expansion is actually slower than even matter or radiation dominated
expansion, so it is clearly not a candidate either for inflation or quintessence!
It could be an exit phase of inflation before or during reheating, however.
Because even a slowly rolling dilaton (or complex structure) gives a de-
celerating expansion, the dilaton’s evolution is not particularly informative.
Details were given in [3] based on the soft-inflation models of [141–143].
Brane-driven Evolution
Now we briefly comment on the brane-induced potential (4.9). Note, even
if the dilaton is settled down the minimum with e−φ = 1, the moduli fields
λ still contribute to the potential. In fact, we are most interested when the
dilaton is in its vacuum because the ρ3 term simply mimics the toy potential
(4.10) above.
So we are interested in the potential
Vb = 32π
2M4P ρ
4
n∑
s=1
exp
 m∑
j=1
αsjλj
 . (4.21)
This kind of potential has also been solved exactly without using slow-roll
conditions [140], including the possibility of αsj = 0 for some s, j. As in
section 4.1.3, we demand that exp
(∑m
j=1 αsjλj
)
∝ 1/t2. There is a late
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time attractor solution with [140](
λ˙j
λ˙l
)2
=
(∑n
q=1 αqjB
q∑n
r=1 αrlB
r
)2
. (4.22)
In the above equation, B ≡
(∑m
j=1 αsjαqj
)T
COF
, where T stands for trans-
pose and COF stands for the cofactor, and Bs ≡ ∑nq=1Bsq is the sum of
elements in row s. The power law solution a(t) ∝ tp can be found to be [140]
p =
16π
M2P
∑n
s
∑n
q Bsq
det A
, (4.23)
where Asq =
∑m
j=1 αsjαqj .
Now, we can read αsj from the potential (4.9). After little calculation
with the normalized αsj, we obtain the value of p
p =
3
16
≪ 1 . (4.24)
Again we find that there is no accelerated expansion.
Comments
In this section, we would like to comment on the conclusion that we cannot
get power-law inflation (or quintessence) from the 3-form induced potential.
The reason seems related to comments in [144, 145]; exponential potentials
consistent with the constraints of supersymmetry are generically too steep.
Our results, then, are consistent with a generalization to many fields of
the work of [144, 145] that a system cannot simultaneously relax to a su-
persymmetric minimum and cause cosmological acceleration. Even though
the models considered here do not necessarily preserve supersymmetry, they
are all classically of “no-scale” structure, meaning that they all have van-
ishing cosmological constant and no potential for the radial moduli. So
even the non-supersymmetric vacua have characteristics of supersymmetric
cases. Furthermore, the potential arises from the supergravity Ward iden-
tity [76,79], which means it suffers from the same kind of constraints imposed
by the arguments of [144, 145]. Heuristically, the vacua of our system give
Minkowski space time, which is static, and there is no way to accelerate into
a static state. In all our examples we found that the moduli trajectories
follow the late time attractor towards Minkowski spacetime.
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This sort of argument based on supersymmetry is readily generalized
[146] to the Calabi-Yau models with 3-form fluxes that were studied in [24].
Indeed, the form of the bulk mode potential (4.3) is identical, although the
complex structure decomposition of the metric will differ from case to case.
The key thing to note is that the overall scale of the internal manifold is
always a modulus, as if we set λ1,2,3 = λ. In fact, it works out so that the
exponential prefactor gives the same a ∼ t1/3 evolution. The potential for
brane modes should also be similar, at least for small non-Abelian parts of
the brane coordinates. Considering a more complicated CY compactification
is not the route to an accelerating universe. Again, this seems to be a feature
of the broken supersymmetry.
We should contrast this case to other work that does find inflationary
physics in supergravity. In the 1980s, [147,148] found no-scale supergravities
with inflation, but they specified the potential to give slow-roll inflation. The
freedom to insist on inflation does not exist in our string compactifications.
More recently, other gauged supergravities have been found that can give
at least a give few e-foldings of inflation [134–136,149], but these do not yet
have a known embedding in string theory. These gauged supergravities are
not of the no-scale type and have a cosmological constant.
4.2 Cosmology from Brane Motion
As I mentioned in the last section, there is generally great interest in em-
bedding models of physics in string theory, simply because string theory is a
candidate theory of everything and has strict conditions for self-consistency.
Indeed one of the main interests in self-dual flux compactification has been
the fact [14] that it gives a natural string embedding for the warped com-
pactifications of [11]. As it happens, there has been much work on cosmology
due to brane physics in braneworld and warped compactification models3. In
this section, I will give a brief review of two models of brane cosmology which
naturally embed in self-dual flux compactifications. The first is a model of a
brane that passes from a contracting to an expanding phase while avoiding
a Big Crunch singularity; the second is an inflationary scenario based on
brane motion in a warp factor.
We should note that both of the scenarios described in this section will
be affected by nonperturbative physics. In particular, [62] has shown that,
when the volume modulus is fixed by a nonperturbative superpotential (as
discussed in 4.3.1 below), the D3-brane positions will also develop a potential
3The literature is too extensive to list here; see [150] for a review.
103
that could modify the bounce of 4.2.1 or violate the slow-roll conditions in
the model of 4.2.2 reviewed below.
4.2.1 A Big Bounce on a Conifold
One of the challenges of cosmology has been developing an understanding
of the Big Bang singularity; in a string theoretical context, the question
would be whether string could propagate in such a singular background or if
the singularity could be avoided by some mechanism. Within a braneworld
compactification, we could imagine that brane motion through a varying
warp factor drives cosmology. Then it is very easy to guess that the brane
could smoothly transition from a contracting phase to an expanding one,
completely avoiding a Big Bang singularity. Here we discuss a stringy im-
plementation of this idea, due to [151].
The background is just a self-dual flux compactification on a CY 3-fold,
as in section 1.3.1, either with O3-planes or O7-planes. The details are
fairly unimportant. Now consider a conifold throat on the compact space,
as in section 2.2.4. In the model of [151], a D3-brane (which feels no force
in a self-dual flux compactification) moves into a conifold throat. At first
it feels the metric (2.39) and warp factor (2.40), and the induced metric
on the brane shrinks due to the warp factor. The motion is therefore just
what we describe below in 4.3.2 and C.3 (but with no potential). In terms
of brane cosmology, the warp factor just becomes the scale factor of the
induced metric:
a(t) = eA(r(t)) . (4.25)
This type of brane cosmology has been described in [152].
If the metric (2.39) persisted all the way through the throat, the warp
factor would reach a minimum and then diverge (see the trajectory plotted
in [151]). However, as we know from section 2.2.4, the conifold is deformed
with a fixed deformation parameter (2.46) and a fixed warp factor at the tip
(2.38). At the tip, the radial coordinate y is just like the radial coordinate
of a plane, and the D3-brane can smoothly roll through the tip and back out
of the throat. The D3-brane trajectory was numerically integrated in [151].
One thing to note is that the metric that has a cosmological evolution
is the induced metric on the brane rather than the Einstein frame metric
(1.5), which has the warp factor scaled out. The reason is that the masses of
brane fields vary with the warp factor in the Einstein frame (see (1.8,1.9));
[151] argue that brane observers should work in a frame with fixed particle
masses. Rescaling to make the masses fixed just gives the induced metric,
as demonstrated in a toy model [151]. In fact, other than the addition
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of a conformal coupling for one matter field, the toy effective Lagrangian
of [151] is just the Einstein-Hilbert term plus two copies of the brane action
(1.8) with one modification: if our Higgs scalar H is one of the D3-brane
positions, we should add a factor of gmn = e
−2Ag˜mn to its kinetic and mass
terms. Then, as [151], we can rescale gE,µν to the induced metric and the
scalar to H˜ = e−AH. These give fixed masses and a time-varying Planck
scale.
We should note that [151] showed that several types of backreaction are
unimportant, such as the Jeans instability for energy on the brane (dur-
ing the time of the bounce) and the backreaction of the D3-brane on the
geometry.
4.2.2 D7/D3-brane Cosmology
Brane physics can also give inflation. In this section, we consider a shallow
potential that can arise between D7-branes and D3-branes at a distance,
which, when coupled to gravity, can give inflation [153]. This model is an
embedding of “P-term” inflation from N = 2 gauge theory (see [154] and
references therein).
Consider, as in [153], a D7-brane and a D3-brane with three common
spatial directions. The two branes are mutually supersymmetric, so they
experience no forces. From the D7-brane WZ action, there is a term
µ7
∫
C4 ∧ F ∧ F , (4.26)
so a D7 worldvolume instanton transverse to the D3-brane directions has the
charge (and it turns out, the tension) of a D3-brane. If the worldvolume field
strength is self-dual F = ⋆F on the directions transverse to the D3-brane,
the entire configuration is supersymmetric (remember that F = 2πα′F−B).
As in [153], we take a configuration that is not self-dual, which breaks SUSY
and introduces a force between the two branes. This model is roughly dual
to a D4/D6/NS5-brane model given in [155].
There are several ways to find the potential between the D-branes [153].
For simplicity, we discuss only one. In the self-dual flux compactifications
at the orientifold limit, D7-branes are expected to be fixed at the O7-planes
(because the dilaton-axion, which would vary if the D7s and O7s separated,
is frozen [36]). Therefore, we take the point of view that the D3-brane moves
in the field of the D7-brane, which is at a fixed position. The background
includes a warp factor, a nontrivial dilaton, and potential C8 from the D7-
brane, and the worldvolume field strength sources C2,4. Putting everything
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together, the D3-brane experiences a potential at large distance
V = µ3
[
1 + c7 ln
(
r
r0
)]
, (4.27)
where c7 is a constant depending on the D7-brane worldvolume field strength
and r0 is a length scale introduced to regularize the calculation [153]. This
potential in fact reproduces the form of the one-loop potential in the gauge
theory, as was noted in [153]. Also, when the D3-brane gets within roughly a
string length of the D7-brane, the open string spectrum develops a tachyon
(in string perturbation theory). Therefore the slowly-rolling period of infla-
tion would end in a steep potential. The system would end as a D7/D3-
bound state with supersymmetry [153].
Of course, to discuss inflation, the D-brane worldvolume theories should
really be coupled to 4D gravity through a compactification. Our self-dual
flux backgrounds are ideal candidates for compactifying this model, as they
can accommodate both D7-branes and D3-branes. In fact, that is the pro-
posal of [153]. In the simplest case, take coincident D7-branes and O7-planes
on a K3×T 2/Z2 compactification. Turning on G3 flux is not absolutely nec-
essary, but it is useful for satisfying tadpole cancellation, fixing the complex
structure of the compactification, and reducing the number of D3-branes. As
initial conditions for the inflation, [153] take a D3-brane in the center of the
T 2/Z2 where all the D7-branes have a non-self-dual field strength. This is
actually a de Sitter (or inflationary) state; eventually quantum fluctuations
push the D3-brane into the basin of attraction of one group of D7-branes.
The D3 then rolls down the logarithmic potential as before.
4.3 Nonperturbative Physics and de Sitter
So far, I have only discussed the classical potential. However, we expect
that the potential will have both α′ and quantum mechanical corrections.
In this section, we examine the consequences of nonperturbative physics; in
particular, I will review the construction of 4D de Sitter spacetime (dS) in
self-dual flux compactifications [156]. I will continue by analyzing how the
cosmological constant can decay in those models.
4.3.1 Construction of dS
String models of dS have been difficult to find partly because, as non-
supersymmetric vacua, they are isolated points in moduli space with all
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moduli stabilized. There are also no-go theorems against SUGRA com-
pactifications to dS [31,32], so (like the self-dual flux compactifications) we
have to access purely string theoertic physics. Notably, [157] constructed dS
backgrounds by compactifying noncritial strings, and [158] argued that cer-
tain F-theoretic 7-branes should lead to de Sitter spacetimes. The first well-
controlled dS compactification in critical string theory was given by Kachru,
Kallosh, Linde, & Trivedi [156]. They asked whether nonperturbative cor-
rections maintained the no-scale potential of self-dual flux compactifications
and whether supersymmetry breaking could lead to a cosmological constant.
Their compactification has no unfixed moduli. We review it here4.
Basics of dS Construction
To begin, take a general F-theory background in the orientifold limit with
3-forms, as in section 1.3.1. In this case, the integrated Bianchi identity
(1.27) can be written as
0 = ND3 −ND3 +
1
2κ210µ3
∫
M
H3 ∧ F3 − χ(X)
24
. (4.28)
We will work in the orientifold limit of F-theory, so X is a T 2 fibered over
an (orientifolded) CY 3-fold M . The Euler number of the CY fourfold
χ(X) gives the effective negative D3-brane charge in IIB of O7-planes and
D7-branes wrapped on 4-cycles of. For typical choices of X, χ(X) can be
up to O(105) [159]. Start by choosing the fluxes to balance χ precisely,
so that there are no D3- or D3-branes. Although the story would not be
altered significantly otherwise, take h1,1(M) = 2, so that M has a single
Ka¨hler modulus ρ (with imaginary part a function of the volume modulus
u as given in equation (2.30)). We will use the superpotential formalism
of section 2.2 and the metric (1.11) with the warp factor pulled out of the
internal metric as in that section.
To generate a nontrivial potential for ρ, as suggested in [24], [156] con-
sidered non-perturbative corrections to the superpotential (2.28). Both
wrapped Euclidean D3-branes (as in section 3.2.1) and gluino condensation
on the worldvolume of non-Abelian D7-branes generate additional terms of
the form
δW = Aeiaρ , (4.29)
4Throughout this section, a dimensionful quantity given as a pure number should be
taken to be in string/Planck units. For comparison to the literature, we assume that the
string and 4D Planck scale are the same.
107
where the constants A ∼ O(1) and a ∼ O(10−1). For simplicity, take ρ
to be purely imaginary, ρ = iσ, and A, a to be real. With a tree-level
superpotential W0, the potential for σ becomes
V =
aAe−aσ
2σ2
{
Ae−aσ
(
1 +
aσ
3
)
+W0
}
, (4.30)
and for suitable W0 < 0 there is a supersymmetric vacuum with V0 < 0,
implying that the non-compact directions are AdS [156]. For |W0| ≪ 1, the
AdS minimum lies at σcr ≫ 1 where the SUGRA can be trusted and α′
corrections are small. Note that these AdS vacua exhibit a nonperturbative
restoration of SUSY since W0 6= 0 breaks SUSY at tree level. Also, if W0 =
0, the nonperturbative superpotential breaks SUSY because the vacuum
runs away to infinity. In fact, this nonperturbative superpotential seems to
make N = 2 → 1 in K3 × T 2/Z2 compactifications impossible, recalling
the no-go theorem of [160]. Additional, more complex, nonperturbative
superpotentials have been considered in [161].
The final step in the construction is to add D3-branes. The D3-branes
break supersymmetry and add some extra energy [162],
δV =
Dp
σ2
; D = 2µ3gse
4Aσ−1 , (4.31)
where µ3 is the brane charge as usual.
5 To minimize their energy, the D3-
branes migrate to a region of small warp factor, a conifold tip, for example,
so the energy density per D3-brane depends, through equation (2.38), on
the fluxes. Note, though, that the warp factor at the tip is proportional
to σ so D is independent of σ. For sufficiently fine-tuned parameters, this
additional term in the potential lifts the AdS global minimum to a dS local
minimum. Note that global F˜5 charge must still be conserved via equation
(4.28), so we have to adjust the fluxes to balance the D3-branes.
We should note that this construction is given in the 4D effective theory
and not the 10D string theory. In particular, the sources no longer saturate
the inequality (1.23) and the 5-form no longer satisfies (1.25). It would be
very interesting to see how the nonperturbative energy densities would allow
these compactifications to satisfy the de Sitter generalization of equation
(1.22).
5Actually, [156,162] used a potential ∝ σ−3, which was corrected in [62]. The qualita-
tive physics is not changed; however, the results of figure 4.1 and tables 4.1 and 4.2 were
obtained using the original (incorrect) potential. Therefore, even though the conclusions
are unchanged, the numerical results are not quite correct.
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Explicit dS Compactification
Obtaining the vacua constructed in [156] requires fine tuning subject to
several constraints. First, one must adjust the bulk fluxes so that |W0| ≪ 1.
Moreover, finding a dS minimum requires fine tuning of the fluxes, K and
M , in the conifold throat to give an appropriate warp factor because a
given value of W0 tightly constrains one’s choice for Dp (see (4.31)). For
example, [156] presented a model with W0 = −10−4 and an AdS minimum
of V0 = −2.00 × 10−15; by adding one D3-brane with D = 3 × 10−9, they
achieved a dS minimum of V0 = 1.77 × 10−17. This is a very special choice
of fluxes indeed. For Dp . 3× 10−9, the minimum is at V0 < 0 and is AdS,
and, for Dp & 7.5 × 10−9, a local minimum no longer exists. There are
additional constraints as well. In [162] it is shown that there is a classical
instability of the D3-branes if p/M & 0.08. Furthermore, results from [24]
(see section 1.3.1) rely on approximations valid when K/(gsM) & 1/2.
Taking into account that the tuning parameters K and M are discrete,
one might question if it is possible to build such a model at all. Tuning would
require the existence of a “discretuum”6. It is possible to do numerical
searches in order to map out the discrete landscape of dS vacua, as was
first reported in [5]. Figure 4.1 shows the existence of a discretuum of
states. Here we have plotted the possible values V0 that have a dS minimum
and can be achieved with integer fluxes for the parameters used in [156],
W0 = −10−4, a = .1, A = 1, gs = 0.1, κ4 =
√
α′ = 17. For each of
the models studied K/gsM > 1/2. Here we have allowed M to range from
75 to 1000. The lower bound avoids the classical instability (for p ≤ 6).
As one goes to higher and higher values of M , one must also increase the
amount of induced D3-brane charge on the D7-branes in order to satisfy
(4.28). This might require adding more D7-branes and, thus, more degrees
of freedom, which, though massive, could cause problems when considering
loop corrections.
The smallest possible value of V0, for the parameters used in KKLT,
is O(10−20), a far cry from the desired O(10−120). In order to obtain a
more realistic vacuum energy, one must attempt to construct a background
with |W0| ∼ O(10−55). While such a fine tuning seems improbable, with
6The authors of [163] coined this term to refer to situations in which a discrete spectrum
is sufficiently dense to allow for an (almost) arbitrarily fine tuning. Our discretuum is not
as finely spaced as those in [163].
7In addition to tuning V0 by varying the fluxes M and K, one could, in principle,
vary W0 by adjusting the bulk fluxes. While this would certainly increase the discretuum
density, we leave W0 constant as explicit calculation of W0 in terms of bulk fluxes is
prohibitively complicated.
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Figure 4.1: The possible dS vacua with V0 for given M illustrate the density
of states consistent with a discretuum.
the number b3 of 3-cycles sufficiently large, it is at least possible
8, if not
particularly natural [163].
We have so far considered only a single conifold throat, as in [156].
However, a general CY 3-fold has many of them. In backgrounds with
multiple throats, the discretuum density increases dramatically. One finds
that (4.31) becomes,
δV =
∑
i
Di pi
σ3
; Di = 2µ3e
4Ai . (4.32)
where i labels the different throats. Clearly, by adjusting the fluxes in each
individual throat, one may tune δV with greater accuracy. For a single
throat we found O(103) configurations with a dS minimum. Analogously,
for 2 throats (75 ≤ M1 ≤ M2, 75 ≤ M2 ≤ 300) we find O(105) dS minima.
It is easy to find configurations with O(10) conifold throats9, leading to an
amazingly dense set of vacua. The inclusion of a second throat also lowers
our minimum value of V0 by an order of magnitude. Though this is nice,
it does little good in helping build a model with a realistic cosmological
8One can estimate the smallest |W0| to have log(|W0|) ∼ −2b3. Thanks to S. Kachru
for discussion on this point. This sort of estimate is related to the statistics of string vacua
as discussed in [164,165].
9For example, in [166] a family of quintics are constructed with 16 conifold singularities.
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constant. We suspect that even with the addition of 10 or more throats the
lofty goal of V0 ∼ 10−120 would still be far out of reach.
4.3.2 Decays of Stringy dS
De Sitter spacetime is a very unusual state of quantum gravity. The observer-
dependent horizon of dS, like a black hole horizon, yields a thermal state
with finite entropy. Not only are the S-matrix observables of string theory
precluded in Λ > 0 spaces [144], but, due to the inevitable Poincare´ recur-
rences [167], all observables are ill-defined [168]. In fact, it seems that dS
cannot be a stable state in any theory of quantum gravity. The symmetries
of dS are incommensurate with the discrete spectrum implied by finite en-
tropy [169]. Rather than a stable vacuum, we should interpret dS instead as
a metastable resonance whose lifetime, on general entropic grounds, must be
less than the recurrence time [146,156,169]. In this section, I address some
of the decay modes of the dS string compactification reviewed in 4.3.1 above.
I will describe three decay modes and then compare their decay rates.
Decompactification Decays
Generically, any string theoretic dS compactification can decay and decom-
pactify [146,170] because the 10D Poincare´ invariant string vacuum is super-
symmetric and so has vanishing energy density. In fact, [156] studied these
decompactification decays within the context of the self-dual flux compact-
ifications. We review their results here, following the discussion in [5].
Since the potential vanishes as σ → ∞, the decompactification decay
can be described simply as barrier tunneling, which are well understood
even including gravitational back reaction [171]. In terms of a canonical
scalar field ϕ = (
√
3/2 log σ)/κ4, the Euclidean action is
SE [ϕ] =
∫
d4x
√
g
(
− 1
2κ24
R+
1
2
(∂ϕ)2 + V (ϕ)
)
= −
∫
d4x
√
gV (ϕ) (4.33)
using Einstein’s equations to get the second line. The instanton ϕ¯ is an
O(4)-symmetric interpolation between the dS vacuum at ϕcr and the su-
persymmetric vacuum at ϕ = ∞. When Wick rotated back to Minkowski
signature, this gives an expanding bubble of true vacuum inside the false dS
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vacuum. The action of the static dS vacuum is simply computed to give
S0 = −24π
2
κ44V0
= −S0 , (4.34)
where S0 is the entropy of the dS vacuum. The tunneling probability per
unit volume is given by the difference between the action of the instanton
solution and the static dS vacuum [171]:
Pdecay ∼ e−S[ϕ¯]+S0 . (4.35)
From eqn (4.33), S[ϕ] < 0 for V (ϕ) > 0, and the resulting lifetime is expo-
nentially less than the Poincare´ recurrence time tr ∼ eS0 :
tdecay ∼ eS0−|S[ϕ]| < tr (4.36)
which is in line with the general arguments of [146,169,172].
These tunneling instantons are often considered in the thin-wall limit,
in which there is a clear transition radius from one vacuum to another. For
thin-wall instantons, we can say that there are well-defined “bubble” radius
and tension. Appendix C.2 shows how to calculate the thin-wall instanton
action for given initial and final cosmological constants and bubble tension,
using the formalisms of [171,173] and [174,175]. Of particular interest is the
existence of a critical tension (C.8) at which the bubble fills half of the dS
spacetime (the bubble radius is the dS radius). Above the critical tension,
the decay time rapidly approaches the recurrence time; for example, if the
decay has a final Minkowski vacuum, the decay action is (see equation (C.11)
and [156])
∆SE = − S0
(1 + T 2c /T
2)2
. (4.37)
In fact, for decays, such as decompactification, that end in Minkowski space-
time,
T
Tc
=
1√
4V (ϕ+)/3
∫ ∞
ϕ+
dϕ
√
2V (ϕ) ≥ 1 , (4.38)
for any V (ϕ) whose barrier width (in string/Planck units for our normal-
ization) is greater that
√
2/3. Indeed, [156] argue that their models have
supercritical decays to decompactification.
In addition, [156] considered decompactification decay via stochastic in-
stantons [176]. (These are the opposite type of instantons when compared
to the thin-wall instantons that were considered in greatest detail in [171].
However, it is clear [173] that all types of instantons should contribute to the
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decay rate.) Considering decays of general dS string compactifications, [169]
and [146] also discussed thermal fluctuations using this reasoning. The ther-
mal instanton relies on thermal fluctuations to carry ϕ to the top of the po-
tential, where it can then roll down the other side to the true vacuum. While
the original discussions took this process to be homogeneous [176], [156] ar-
gued it should be interpreted as a horizon-sized fluctuation. If the potential
has a broad, flat maximum at ϕ1, the state there is approximately dS with
energy V (ϕ1) > V0 and entropy S1. The probability per unit volume for
a thermal fluctuation is given by the difference in entropies between the
fluctuation and equilibrium:
Pdecay ∼ eS1−S0 . (4.39)
The decay time tdecay = (Pdecay)
−1 is again less than the recurrence time
tr and is also less than the thin-wall decay time (4.36) when the potential
barrier is short and wide (precisely when the thin-wall approximation is
invalid). In fact, the thin-wall tension is above critical when the thermal
decays begin to dominate the decay amplitude [156].
NS5-Brane Decays
There are, of course, decay modes other than decompactification. For ex-
ample, in any compactification in which R-R fluxes contribute to the cos-
mological constant, D-brane instantons change the fluxes and the cosmo-
logical constant. This has been an object of study in many papers, includ-
ing [163, 174, 175, 177, 178]. In the dS compactifications reviewed in 4.3.1,
the (0, 3) part of the flux contributes to the cosmological constant in roughly
that manner (although the situation is somewhat complicated due to feed-
back into the minimum of σ). We are interested in fluxes in a conifold
throat. These do not contribute directly to the 4D cosmological constant,
but, because of tadpole cancellation (4.28), changing fluxes do change the
number of D3-branes and therefore the cosmological constant.
Conifolds and NS5-brane Instantons Remember from section 2.2 that
the geometry found at conifold points of self-dual flux compactifications
was first studied in the usual decoupling limit of string-gauge theory du-
alities [67]. The relevant gauge theory dual is a duality cascade with an
energy dependent effective number of D3-branes; in the IR, most of the D3-
branes have been transformed into 3-form fluxes. The BPS domain wall that
transforms the D3-branes to fluxes was described by [162]; it is a spherical
NS5-brane that carries D3-brane charges and bends over the A cycle at the
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Figure 4.2: Top: p D3-branes polarize into an NS5-brane wrapping an S2
on the A cycle. The NS5-brane then slides to the opposite pole, becoming
M −p D3-branes. Bottom: In the thin-wall limit, the NS5-brane is instead
wraps the A cycle at a particular Euclidean radius.
deformed conifold tip [162]. As the NS5-brane moves over the A cycle, the
D3-branes are absorbed into the background RR flux, and the background
NSNS flux jumps by a unit due to the NS5-brane charge.
Nonsupersymmetric gauge theories can be defined with p D3-branes at
the tip of the conifold [162], as in the dS compactifications of [156]. Due
to the 3-form flux background, the D3-branes suffer a classical instability
to brane polarization (first discovered in [94]) as an NS5-brane wrapping an
S2 in the A cycle. However, for p & M/12, the NS5-brane itself is unstable
to collapse around the A cycle, reducing the NS-NS flux and turning the
D3-branes into supersymmetric D3-branes. For smaller p, the decay of the
NS5-brane proceeds by tunneling; in Euclidean spacetime, the NS5-brane is
slightly polarized with D3 charge at infinity and bends around the A cycle
to leave D3-branes at the origin [162]. This process is illustrated in the top
line of figure 4.2.
For p small enough, [162] showed numerically that the thin-wall approx-
imation is very reasonable. In that limit, the instanton appears to be an
NS5-brane wrapping the full S3 of the A cycle at a fixed radius, as shown
in the bottom line of figure 4.2. The wrapped F3 flux induces M units of
charge in the NS5 worldvolume gauge theory which is canceled by the charge
carried by the ends of M D3-branes. The p D3-branes end on the outside of
the NS5-brane, and M −p D3-branes end on the inside. The bubble tension
in the effective theory is just the NS5-brane tension times the volume of the
A cycle. These instantons are clearly related to the BPS domain walls.
In the rest of this paper, we will focus on the thin-wall limit to esti-
mate the instanton bubble tension. As has been argued strenuously [173],
the thin-wall limit certainly does not describe the full picture of the decays,
114
but the other contributions to the Euclidean path integral (such as thermal
instantons at the other extreme) should only enhance the decay rate. There-
fore, we take the point of view that the thin-wall limit estimates an upper
limit for the decay time. As a consequence of the thin-wall limit, we may,
as in [156], ignore the polarization of the D3-branes in the initial metastable
state. Before we turn to the modifications necessary for including NS5-brane
instantons in dS compactifications, let us also note that our instantons are
cousins of the supersymmetry-changing domain wall bubbles found in [60],
just as the AdS/CFT instantons of [162] are related to the BPS domain
walls. The following considerations were discussed in [5].
Gravitational Backreaction The first and most obvious correction due
to the finite length of the conifold throat and overall compactification is that
gravity is no longer decoupled, so we should include the effects of gravitation
on the decay time. These effects are well known [171,174,175]; in appendix
C.2, we work out the specific formula we need. The decay time, including
gravity (but ignoring the large number of massive fields in the compactifi-
cation), is tdecay ∼ exp[∆SE], where ∆SE is the difference of the Euclidean
actions for the instanton and the initial background state as given in eqn
(C.10). It depends only on the bubble tension, the initial vacuum energy
density, and the change in energy density. Given two dS states from section
4.3.1, we just need to calculate the bubble tension and plug into (C.10).
NS5-brane Tension in Einstein Frame There are also modifications
to the tension of the bubble. The easiest to calculate is an effect of working
in the 4D Einstein frame. Let us emphasize that we need to work in the 4D
Einstein frame to use the superpotential formalism of section 2.2, and this
is also the frame in which the potential has been calculated. The Einstein
frame is also the frame used in calculating the instanton decay time. It is
easiest to get this by going to the NS5-brane action
SE =
µ5
g2s
∫
d4x
√
det gµνδ
∫
d3x
√
gS3 , (4.40)
where gµν is the 4D pullback of the 10D metric, δ is the delta function at
the radius of the bubble (with the determinant of the metric included), and
gS3 is the determinant of the metric on the A cycle. With the 4D Einstein
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frame defined by equation (1.5), the NS5 action becomes
SE = 2π
2r3T5 ,
T5 ≡ µ5gse−9u
(
z2/3
gsM
)3/2
(2π2)
(
bgsMα
′
)3/2
=
b3/2z
16π3α′3/2g
5/4
s σ9/4
.(4 41)
In the first equality for the tension T5, we have separated the contribution
from the conversion to Einstein frame, the warp factor, and the volume of
the A cycle. We have ignored the contribution to the action from the NS-
NS 6-form potential, which [162] showed is negligible in the thin-wall limit.
Heuristically this is because the 6-form potential only has two legs on the A
cycle and the 5-brane fills the entire cycle, as shown in figure 4.2. However,
the R-R field strength F3 gives a worldvolume anomaly that requiresM D3-
branes to attach to the 5-brane. Here, there are p D3-branes on the outside
and M − p D3-branes on the inside.
Tension from Moduli The other correction we should make is due to the
action for the moduli. Since the moduli are fixed by the flux superpotential
(2.28), after the NS5-brane bubble changes the flux, the VEVs of the moduli
will change. Therefore, we need to take into account the rolling of the
moduli to the new vacuum. We will focus on the deformation modulus z of
the conifold for the following reasons. First, it clearly changes significantly
when K changes (see (2.38)). Also, for a noncompact conifold, K does not
affect the dilaton or other moduli, so we would expect that they would be
only minimally affected by a change of K in the compact case (the other
moduli are typically fixed by fluxes on other cycles). Also, [156] have shown
that the VEV of σ does not change much due to the presence of D3-branes.
Therefore, since we expect τ and σ to keep roughly the same values before
and after the decay, we expect that they will not roll much, and we will
treat them as constants. There is actually a significant tree-level potential
for gs and σ when z is not at its VEV, and we will consider its effects
below. Nevertheless, we expect our estimate of the contribution from z not
to be affected significantly by other moduli. To be conservative, one could
multiply the contribution from z by a fudge factor, but we note that we are
only making an estimate to begin with, so we are not quite that careful.
To estimate the tension due to the rolling of z, we will assume that just
inside the NS5-brane z is in its original vacuum value outside of the NS5-
brane and rolls quickly to the new VEV inside. This is probably not the
exact classical solution, but we will use it and the thin-wall approximation
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as an upper limit. At tree level (where we are working), we can write the
action as
SE(z) =
1
κ24
∫
d4x
√
g4
[Kzz¯∂µz∂µz¯ + κ44eKKzz¯DzWD¯z¯W¯ ]
=
2π2
κ24
∫
dξr3
[
Kzz¯
(
Kzz¯∂ξz − κ24eK/2−iωD¯z¯W¯
)
(Kzz¯∂ξ z¯
−κ24eK/2+iωDzW
)
+ κ24e
K/2+iω∂ξzDzW
+κ24e
K/2−iω∂ξ z¯D¯z¯W¯
]
, (4.42)
where ω is some phase (physically, we have to take it so that the Euclidean
action comes out positive because it started positive definite). As above,
r is the radius of curvature of the bubble, while ξ is the radial coordinate
corresponding to proper distance. This is clearly minimized when only the
last two terms contribute. Taking the average Ka¨hler potential in the expo-
nential, we get (up to numerical factors of order unity)
Tz ≈ 2π2e〈K〉/2 (|∆W |+ |∆K||〈W 〉|) . (4.43)
(This comes from the definition of the covariant derivative and the chain
rule.) This derivation is very similar to that of BPS domain walls and is
also used in [179]. Actually, it is easy to generalize this estimate to include
other moduli, but we will only consider z in the superpotential and Ka¨hler
potential. We should note that ∆W and ∆K are calculated from the inside
of the NS5-brane (where z is not in a vacuum state) to the new vacuum on
the interior of the instanton and not from the original vacuum to the new
vacuum. Since we are just making an estimate, 〈· · · 〉 will be an average
value over the region of variation of z.
The change in the superpotential is given entirely by the superpotential
of the conifold just inside the NS5-brane minus W0. This is because in
the vacuum states, the K and M fluxes are (2, 1) forms and so do not
contribute to the superpotential (see, for example, [69]). Using the notation
and conventions of [18,24], we get
∆W = −W (z) = −(2π)
2α′5/2
κ84
(
MG(z) − iK
gs
z
)
≈ −(2π)
2α′5/2
κ84
z
(
M
2πi
ln z − iK
gs
)
≈ −i(2π)
2α′5/2
gsκ
8
4
z , (4.44)
where K is the NS-NS flux on the inside of the bubble and z is evaluated
outside the bubble. This follows from the definitions (2.42) and the relation
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from eqn (2.46) that z(outside) ≈ exp(−2π/gsM)z(inside). To overesti-
mate 〈W 〉, we will take
|〈W 〉| ≈ |W0|+ |∆W | . (4.45)
The Ka¨hler potential is significantly more complicated, and, because we
are concerned with a modulus that lives at the bottom of a throat, we need
to take the warp factor into account. We calculated this effect already in
section 2.2.4, equation (2.45). Then, using (2.29,2.31) for ρ, τ and assuming
the complex structure gives small contributions to Kc, we get roughly
e〈K〉 ≈ gs
16σ3
,
∆K ≈ −α
′3(gsM)
2
2πκ64
|z|2/3
[
4π
gsM
e4π/3gsM + log |z|2
(
e4π/3gsM − 1
)]
.(4 46)
The total bubble tension is therefore
T = T5 + Tz ≈ b
3/2z
16π3α′3/2g
5/4
s σ9/4
+
2π2g
1/2
s
4σ3/2
{
(2π)2α′5/2
gsκ
8
4
z
+
(
W0 +
(2π)2α′5/2
gsκ
8
4
z
)
α′3(gsM)
2
2πκ64
|z|2/3
∣∣∣∣ 4πgsM e4π/3gsM
+ log |z|2
(
e4π/3gsM − 1
)∣∣∣} . (4.47)
With the bubble tension in hand we are now in a position to calculate decay
rates. However, before moving on we would like to take a closer look at
subtle issues ignored in the above calculation.
D3-brane Migration The NS5-brane instanton bubble not only reduces
the NS-NS flux K and annihilates D3-branes, but it also leaves behind D3-
branes. If there are D3-branes in other throats, the D3-branes will feel an
attraction and roll through the bulk10 and into the throat with the D3-
branes. Eventually, they will annihilate with the D3-branes via tachyon
condensation. If this migration is part of the instanton, then, in many
cases, all the D3-branes will be annihilated, leaving a Big Crunch spacetime
with negative energy density. If there are more D3-branes to start, the final
state could still be dS.
10We assume forces due to objects in the bulk, such as D7-branes with gluino condensa-
tion [180], can be ignored. Thanks to S. Kachru and L. McAllister for discussion on this
point.
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However, we argue that we should not consider the migration of the D3-
branes to be part of the instanton, but rather as a classical process that
occurs after the bubble nucleates. Our logic is something like the discussion
of the bounce instanton of quantum mechanics in [181]; the instanton should
only tunnel through the barrier to some energy slightly lower than the initial
state, and classical evolution should take over. Typically, in the thin-wall
limit, we just assume that the inside of the instanton is just the final state.
In our case, though, we expect that the D3 migration would not be well
approximated at all by a thin-wall instanton because they are very far from
the D3-branes, so the potential is very flat. (Contrast this to the case for the
z modulus, where the gradient of the potential is Planck scale.) This logic is
consistent with the discussion of thermal and related instantons in [156,173].
We expect the migration time to be similar to the bubble thickness for
the motion of the D3-branes in the Euclidean description of the instanton.
The migration times are larger than the bubble radius for the rest of the
instanton, so we will treat the D3-brane migration as a classical process. In
fact, the migration times are larger than the initial dS radius itself for the
models we consider, which is the maximum bubble radius.
In appendix C.3, we estimate the classical migration time for a single
D3-brane migrating from one tip to another. For the particular model we
examine, ∆tM ∼ O(1015) (in string units). As discussed below, decay times
for the instantons we are considering are much larger, O(exp[109]). Thus,
in spite of the fact that total migration will vary a great deal from model to
model, the total decay time is unaffected.
We should note that the classical D3-brane migration followed by D3/D3
annihilation could leave a state with negative cosmological constant. In cos-
mology, if the spatial slices have nonnegative curvature, the FRW constraint
equation means that the universe cannot actually transition to a negative
cosmological constant. Instead, there is a Big Crunch singularity [182–184].
Though it is preferable to end in a dS state after the full decay, this is not
necessary as long as the initial instanton has a lifetime much longer that the
age of the universe. Note that the instanton, however, ends in a state of
positive cosmological constant, so we avoid the concerns raised by [173].
As a diversion, let us note that D3/D3-brane potential given in C.3
is quite flat, so these instantons seem a good candidate for creating the
initial conditions for slow-roll inflation. In fact, [62] argue that generally
D3/D3-brane potentials with background warp factors do have inflationary
regimes (see [150] for a review of earlier work on brane/anti-brane inflation).
However, the story is not that simple; the Ka¨hler potential (2.32) in concert
with the nonperturbative superpotential generates a potential for the D3-
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brane moduli [62]. Generically, the mass term from that potential violates
the slow-roll conditions of inflation, although a full analysis would requite
calculating the dependence of the nonperturbative superpotential on the
D3-brane positions [62]. As applied to the instantons, this nonperturbative
potential could stabilize the D3-branes from migrating to the D3-branes.
Rolling Radius Now we should go back and examine the classical poten-
tial for σ that arises because z is away from its VEV. We are in a different
regime from the studies of cosmology in section 4.1 and in [3] because we
do not take z to be slowly rolling. One point to address is that we cannot
actually calculate the Ka¨hler potential with warping for z excited because
it is not clear if eqn (2.38) would still hold as z changes. However, we will
assume that it is valid since the starting and ending points of our evolution
are vacuum states for some values of the flux K. The key point is that for
instantons that go from dS to dS, the boundary conditions on σ mean it
should not roll much, so the following discussion does not apply. What we
are doing here is comparing instantons with different boundary conditions,
one with σ unchanged in the final state and one with σ → ∞ in the final
state.
We make the comparison as follows. The classical potential for σ and
z naturally pushes σ to large radius as long as z is not in its vacuum state
(note that this potential is extremely large compared to the nonperturba-
tive potential (4.30), so we can ignore the nonperturbative potential here).
We will make a very rough estimate of the change in σ while z rolls to its
vacuum. If we believe that σ changes enough to get over the barrier of
the nonperturbaive potential before z reaches its vacuum and the classical
potential vanishes, then we expect dS to Minkowski decays – mediated by
NS5-branes! – will dominate over dS to dS decays. This is because the clas-
sical evolution should have a lower action. Otherwise, the dS to dS decays
will dominate, at least in the NS5-brane channel. We will not say anything
else about these dS to Minkowski decays since they are less computationally
tractable and are somewhat redundant with other decays to large radius.
Now we can roughly estimate the potential for σ and z. As in [24],
we work assuming small z, which implies that ∂zW > (∂zK)W , so we will
consider only the derivative of the superpotential. As before, the DρW
terms cancel with −3|W |2. As a final approximation, we take only the
leading terms of the Ka¨hler metric for z small. Thus, we approximate the
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potential as
V = g4se
−12u(2π)5
α′2
κ84(gsM)
2
|z|4/3
| log |z|2|
∣∣∣∣M2π log z + Kgs
∣∣∣∣2 . (4.48)
We have used
Kzz¯ = −(gsM)
2α′3
18πκ64
|z|−4/3 log |z|2 (4.49)
as the Ka¨hler metric for z. This is singular at z = 0, but our evolution never
takes z → 0.
To get a very rough estimate of the change in radial modulus u (re-
member that σ = e4u/gs) while z changes, we approximate that the proper
distance in the u direction of moduli space is proportional to the proper
distance moved in the z direction of moduli space. The proportionality con-
stant is given by the directional derivative (in the moduli space orthonormal
frame) of the potential. Using the Ka¨hler metric (4.49) to get the orthonor-
mal frame, we find that
∆u ≈ ∇uˆV∇zˆV
√Kzz¯∆z√
12
(4.50)
∆u ≈ (gsM)
2α′3
18πκ64
|z|2/3| log |z|2|
(
e2π/gsM − 1
)
(4.51)
up to factors of order unity. We have used
√Kzz¯∆z for the proper distance
in the z direction. The factor of
√
12 in (4.50) comes from the normalization
of u.
From the nonperturbative potential [156], we expect that ∆u only needs
to be & 0.1 for the Minkowski decay to predominate, which is achieved by
z & 10−3. As it turns out, we will mainly be interested in cases with smaller
z, so we will not consider the 5-brane mediated dS to Minkowski decays any
further.
Thermal Enhancements Due to the fact that dS has a temperature, we
might expect that the 5-branes that make up our instantons should have
some nonzero entropy. Since the exponential of the entropy gives a density
of states, the decay time should be reduced by a factor exp[−S(NS5)]. This
argument was first given in [177]. There it was argued that the brane instan-
tons probably are out of thermal equilibrium with any matter or radiation
in the cosmology, so they should have a temperature corresponding to the
dS temperature. However, whether the temperature should be the initial
121
dS temperature, final dS temperature, or the geometric mean was undeter-
mined. It is now clear [185] that the brane has a well-defined temperature
because it corresponds to accelerating observers in the two dS spacetimes.
We will, however, neglect this effect. The bubble temperature is just the
inverse radius, T = 1/(2πr) [185]. Therefore, the temperature is not high
enough to excite the “Kaluza-Klein” modes of the bubble much, and the
entropy would access only the zero-mode quantum mechanics. We expect
that the enhancement factor would be relatively weak, therefore.
Throat-to-throat Decays
Another particularly simple decay mode occurs in models with multiple
conifold throats. The potential energy of a D3-brane is proportional to e4A,
the inverse warp factor given by eqn (2.38), which is locally minimized at
the tip of each throat. However, the energy is lower still at the tip of other
throats with smaller z. D3-branes can therefore tunnel from one throat to
another. On the other hand, A ∼ 0 in the bulk, presenting a substantial
potential barrier through which to tunnel. These instantons are similar to
the glueball decays considered in [186,187].
As in previous examples, we consider models with two KS throats. The
D3-brane portion of the total potential is initially (cf. equation (4.32))
δV =
2µ3
σ3
e4A(r˜1) p1 +
2µ3
σ3
e4A(r˜2) p2 . (4.52)
After the tunneling occurs, the form of δV is unchanged except for p1 →
p1+1 and p2 → p2− 1. These decays have little effect on σ, and thus σ will
be treated as a constant throughout this calculation.
To find the decay rate, we compute the instanton tension from the Eu-
clidean brane action in the thin-wall limit using [171]:
T = (2π
√
σ)3/2g1/4s α
′
∫ r˜2
r˜1
dr 2
√
µ3
σ3
[e4A(r)− e4A(r˜1)] . (4.53)
The prefactor is from the conversion between r and a canonically normalized
scalar in the 4D Einstein frame. We then plug T and Λ± = κ
2
4(V + δV±)
into eqn (C.10) to obtain the “throat-to-throat” decay time (tT2Tdecay).
Calculated Decay Times
Here we give some numerical results illustrating the relative speeds of the
different decay modes. Table 4.1 lists some specific models that we can
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Model p1, p2 K1 M1 K2 M2 z1 × 1017 z2 × 105
1 1,1 9 15 3 19 4.2 4.9
2 1,1 9 15 4 26 4.2 6.3
3 1,1 9 15 9 69 4.2 28
4 1,5 9 15 8 51 4.2 5.2
5 1,5 9 15 13 91 4.2 13
|∆Λ| × 1031 Λ− × 1017
3.9 69
3.9 2.7
3.9 4.5
3.9 4.5
3.9 7.6
Table 4.1: Models and Cosmological Constants
use to compare decay rates; the models have D3-branes in two conifold
throats. The reader should note that here Λ− is the cosmological constant
for a vacuum with just the D3-branes in throat 2 and |∆Λ| is the additional
contribution from the D3-branes in throat 1. For the NS5-brane decays, we
take the NS5-branes to form in throat 1 because the decay occurs faster for
smaller z. For the throat-to-throat decays, the brane will tunnel from throat
2 to throat 1.
The tensions (compared to critical) and decay times for the three types
of decays discussed in this section are given in table 4.2. We should note
that the NS5-brane mediated decays occur much more rapidly than the other
types because they have subcritical tensions. This fact is due to the small
values of the deformation parameters in throat 1, which can be attributed
to some extent to our choice of models. If we consider a model with D3-
branes in only one throat, this trend does not continue. In particular, for
3 D3-branes sitting at the tip of a throat with K = 12, M = 87, one
finds that the probability per unit volume for NS5-brane mediated decay
is P ∼ exp(−1019). Radial decays to decompactification are much faster,
P ∼ exp(−1017). Moreover, as discussed in [173], since all single throat
decays will have Λ < 0 in the final state, the instantons mediating these
decays might not exist. It is for this reason we have chosen to focus on
models with 2 throats, which, after the initial decay, have Λ > 0.
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Model radial: T/Tc ln(tdecay)× 10−18 NS5: T/Tc ln(tdecay)× 10−9
1 1.8 0.32 0.163 0.66
2 7.7 8.9 0.164 86
3 5.9 5.2 0.164 40
4 2.9 1.1 0.163 3.7
5 4.6 3.1 0.164 18
T2T: T/Tc ln(tdecay)× 10−18
24970 0.35
24257 8.9
16512 5.2
34054 1.1
33517 3.1
Table 4.2: Tensions and Decay Times
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Chapter 5
Future Directions
In conclusion, I would like to point out very briefly a few interesting direc-
tions for future study. There is no single theme to this chapter, so we will
jump into it.
5.1 Relation to Other Compactifications
As we pointed out in section 3.3.2, T duality relates type IIB self-dual flux
compactifications to other interesting types of compactifications. For exam-
ple, a single T duality should give M theory compactified to 4D with 4-form
flux, which was discussed in [131]. However, that relationship has not been
confirmed in detail. Also, [73] demonstrated that the mirror of an N = 2
example is M-theory on a CY 3-fold times a circle. Both of these dualities
build a bridge between IIB self-dual flux compactifications and compacti-
fications of M-theory on manifolds of G2 holonomy (the literature is very
extensive; see [188–190] and [191] for a review). The case of one T dual-
ity would seemingly make contact, at least in N = 1 cases, with the very
interesting case of fluxes on a G2 manifold [192–194].
The case of two T dualities is also of great interest. We saw that the T
duals are type C compactifications, so the S duals are type A compactifica-
tions, either in type IIB or heterotic string theory. Indeed, type A compact-
ifications have been of great interest recently, with [45, 195–198] studying
both geometric aspects and the effective theory. In particular, [197, 199]
have developed a superpotential analogous to the one discussed in section
2.2.
There is another intriguing aspect of these particular type A compact-
ifications. Starting with a self-dual flux compactification, two T dualities
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and an S duality interchange the dilaton and the volume modulus of the T 2
that was dualized [37]. Since the dilaton is generically fixed in the original
self-dual flux compactification, this implies that the type A compactification
has a T 2 figure with a fixed volume. The feature of a fixed-volume torus
resembles the “nongeometric” compactifications of [200]. In those compact-
ifications, a T 2 has monodromies in both SL(2,Z) factors of its T duality
group around different singularities. These are stringy implementations of
Scherk-Schwarz compactifications [55,130]. The monodromies in the nonge-
ometric models are actually the same twists as those in the type A duals of
self-dual flux compactifications, and the H3 flux gives the monodromies in
the other SL(2,Z) factor. The difference is that the geometric twists and
H3 flux in [200] both cover the same T
2, while they are on different tori
in [37,73]. Still, it would be very interesting to see how closely the self-dual
flux compactifications are related to nongeometric compactifications.
The moduli space of nongeometric constructions also has a limit in which
they appear to be asymmetric orbifolds [201]. This correspondence was
checked by matching the SUGRA spectrum on the nongeometric compact-
ification with the perturbative spectrum of the asymmetric orbifold in two
simple examples [200]. This fact suggests mildly that the self-dual flux com-
pactifications (and their twisted T duals) may also be related to asymmetric
orbifolds, which would further link string vacua. There is one further piece
of evidence to suggest this link. Perturbative string theories with all degrees
of supersymmetry were constructed in [74] by an asymmetric orbifold of free
fermions on the worldsheet, and these exhibit properties similar to the self-
dual flux compactifications. For example, the BPS spectrum also appears
to have similarities to a particle in a magnetic field [104]. In addition, [104]
showed that string dualities [202] map their perturbative asymmetric orb-
ifolds to models with a fixed dilaton.
5.2 Phenomenology
There are many aspects of the phenomenology of self-dual flux models that
remain to be understood; no detailed models have yet been described. Here
we list some points that should be addressed as further progress is made.
• As discussed in section 2.1, the Kaluza-Klein decomposition of the
supergravity fields is nontrivial once the warp factor is included, even
for the zero modes. Therefore, the superpotential (2.28) and Ka¨hler
potential (2.31) may not be correct when we take into account the
variation of the warp factor with the geometric moduli. Clearly, the
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full 10D equations of motion need to be solved to address this thorny
issue. Some progress is currently being made in this direction [57].
• The worldvolume fields of D7-branes have not been studied carefully
so far. We expect that some of the open string moduli, the D7-brane
positions, will be fixed by the flux [36], and we also anticipate that the
gauge sector will have gluino condensation [156], but the worldvolume
theory needs to be worked out in detail.
• Where does the Standard Model live? Originally, [24] envisioned D3-
branes at the bottom of a deep conifold throat, with the warp factor
generating a large hierarchy as in [11]. The only difficulty is that
the D3-branes are free to move through the entire compact manifold.
However, D3-branes do feel a potential and would be stuck at the
bottom of a throat, as in [156]. With D3-branes, the problem is to have
large enough fluxes to allow enough D3-branes for the Standard Model.
Also, since D3-branes break supersymmetry, they raise the issue of
the cosmological constant, as in section 4.3. Since the hierarchies
required are different, there would have to be different throats for
the cosmological constant and the Standard Model. Embedding other
types of singularities in self-dual flux compactifications might also be
interesting, such as the non-Abelian orbifold of [203] that puts the
Standard Model on a single D3-brane. One example that has chiral
fermions in the D3-brane spectrum has been given by orbifolding the
T 6/Z2 orientifold by an additional Z2×Z2 [204]; chiral fermions also
appear when D9-branes are included [205].
• Stringy corrections to the 10D background were considered in [206].
However, the full form of the corrections, even at leading order in α′,
are not known in the presence of 3-form and 5-form flux. Therefore,
for our understanding of compactifications with flux to advance to the
same level as those without, we need to find the full stringy corrections.
(See appendix B.1.3 for a discussion.) In a related direction, loop
and Kaluza-Klein threshhold corrections are interesting for the same
reasons.
• Although [18] calculated explicitly the gravitino masses, they discov-
ered that the fluxes allowed by condition (1.24) cannot break super-
symmetry in the D3-brane gauge theory at tree level. Indeed, [207]
(which analyzed SUSY breaking in the non-Abelian orbifold of [203])
showed that self-dual fluxes, whether supersymmetric or not, do not
affect the gauge theory at tree level. However, they would affect the
gauge theory on D3-branes. A different approach (that avoids the ex-
plicit SUSY breaking of anti-branes) is to consider loop and string cor-
rections to the D3-brane action that could communicate SUSY break-
ing from the bulk gravitational sector to the brane Standard Model.
Although the corrections to the brane action are not known completely
(see B.1.3), an analogy we discuss below suggests that string correc-
tions are as important as loops.
As the list above suggests, there are many investigations that could lead
to a better understanding of self-dual flux compactification phenomenology.
Below, we turn our attention briefly to a calculation that demonstrates the
importance of string corrections to the brane action. Because the corrections
due to 3-forms are not known, we cannot see how the fluxes break SUSY on
D3-branes, but we briefly review an analogous communication of symmetry
breaking from the gravitational sector to the brane.
5.2.1 An Analogy
One of the interesting problems left to solve regarding self-dual flux com-
pactifications regards the communication of supersymmetry breaking from
the supergravity sector to fields on D3-branes. No matter what supersymme-
tries the 3-form fluxes preserve, as long as they satisfy (1.24), the D3-brane
gauge theory retains the N = 4 structure at the classical level [18]. Of
course, we expect that loops would mediate supersymmetry breaking in the
brane sector, but α′ corrections to the action at string tree level could also.
Unfortunately, α′ corrections to the D3-brane action involving the 3-forms
are not known, so the necessary technology for studying that effect is not
available yet.
What we can do is look at an analogous problem in which symmetry
breaking occurs in the bulk but can be communicated to brane fields either
by loops or α′ corrections. The model is a braneworld, as before. The
following results were presented in [4].
Lorentz Violating Braneworlds
Despite the successes outlined in section 4.3, there is still not a consensus on
the explanation of the size of the cosmological constant. The review [208]
considers many different possible resolutions of the cosmological constant
problem, including the possibility of “tuning” by a scalar field that reduces
the effect of the vacuum energy density. The conclusion is that such a
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method does not work in models with standard 4D physics. Nonetheless,
self-tuning has enjoyed a revival of interest with the discovery by [209,210]
that vacuum energy density on a brane can be translated into curvature of
a bulk scalar. Because of singularities in the bulk, however, these models
require fine-tuning to reproduce 4D gravity and therefore do not excape the
no-go theorem stated above [211].
Seemingly, the way around this difficulty is to place the singularity be-
hind an event horizon; additionally, the spacetime metric can be written in
a 5D Schwarzschild-like form
ds2 = −h(r)dt2 + (kr)2d~x2 + h−1(r)dr2 , (5.1)
where k is a natural mass scale of the 5D compactification (for h(r) = (kr)2,
this is the same as [11,12].). These types of solutions with a charged black
hole background were first studied in [212–215] and generalized in [216,217].
Even though the full metric does not have SO(3, 1) symmetry, [212–215]
argue that these asymmetrically warped models evade limits on standard
model Lorentz violation because brane fields feel an SO(3, 1) symmetry as
long as the brane stays at a fixed position. The only effect at the field theory
tree level would be to alter the speed of gravitons.
Quantum mechanically, Lorentz violation can be communicated to the
Standard Model by loops [218] in a manner relatively independent of the
model details. As it turns out, any Lorentz violation in the Standard Model
is subject to tight limits, so the loop calculations can put limits on gravita-
tional Lorentz violation [218]. In particular, many unobserved effects, such
as Cˇerenkov radiation by charged particles in vacuum and photon decay,
can occur if the maximum attainable velocities (MAVs – the speed of light
in Lorentz invariant theories) of photons and fermions are different [219]1.
In fact, vacuum Cˇerenkov radiation and photon decay are so efficient that
we should observe no particles above threshhold for those interactions (see,
for example [220]). These two interactions give the constraint that the mag-
nitude of the difference of photon and electron MAVs should not be greater
than 10−16 (in units with the speed of light equal to unity). A demonstra-
tion of this result, along with a review of many dispersion relation tests, is
given in [221]2.
1We do not consider interactions, such as electromagnetic muon decay, that also violate
lepton number.
2There are more stringent constraints. For example, ignoring the parton structure, the
proton MAV should differ from the photon MAV by no more than 10−22 [221]. Atomic
spectroscopy experiments measuring spatial anisotropy of nuclear dipole and quadrupole
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To see how α′ corrections can play the role of loops in communicating
Lorentz violation to the brane fields, we need a specific solution of string the-
ory that breaks 4D Lorentz invariance. We take an asymmetrically warped
model as in [212–215]:
ds2 = −e2A(xm)dt2 + e2B(xm)d~x2 + gmn(xm)dxmdxn . (5.2)
Here the vector symbol ~x indicates just the spatial coordinates3. An appro-
priate 5-form field strength can both solve the equations of motion and stabi-
lize the position of a D3-brane, which feels potential −µ3(eA+3B/gs−C4) [4],
at least locally at the D3-brane position. There are of course other ways to
stabilize the D3-brane position, but the only feature of concern is that the
warp factors have nonvanishing derivatives at the brane position. That is,
taking our coordinates so that A = B = 0 at the brane xm = 0,
A = amx
m +
1
2
amnx
mxn + · · · , B = bmxm + 1
2
bmnx
mxn + · · · . (5.3)
Kinetic Terms at O(α′2)
Because the most stringent limits are from unobserved physics dependent on
differing MAVs for photons and fermions, we concentrate on finding just the
Lorentz violating kinetic terms. Unfortunately, α′ corrections are unknown
for worldvolume fermions, but we can use the worldvolume scalars to get an
order of magnitude estimate.
To get the modified MAVs for the scalar fields on the brane, we just need
to calculate the Lorentz violating kinetic terms that arise in the corrected
action (B.6). We can write these all as (· · · )~∂X · ~∂X (because ∂0X∂0x
differs by a Lorentz invariant term). Knowing this allows us to simplify our
calculation greatly; we need keep only terms up to O(∂X)2 and can ignore
terms in which X appears without a derivative as well as ∂2X terms. Also,
since the background would be Lorentz invariant if the warp factors were
equal, A = B, we can write A = B + Λ and take only terms in which Λ,
the Lorentz violating function, appears. To get the best limits on Lorentz
violation, we keep only terms that are linear in Λ.
The key to our results is that the extrinsic curvature has terms that
are zero-th order in the brane fluctuations that come from Γmµν . In our
couplings give a similar (indirect) bound of 10−22 [222]; this is the limit used by [218].
Additionally, other Lorentz (and even CPT) violating effects in QED have been considered
by many authors (see, for example, [223,224]).
3In this section and appendix C.4 only, I will also use i, j indices to indicate the three
noncompact spatial directions.
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background, the extrinsic curvature is
Ωm00 = a
m − 2an∂0Xn∂0Xm + · · · ,
Ωm0i = −an∂iXn∂0Xm − bn∂0Xn∂iXm + · · · ,
Ωmij = −bmδij − 2bn∂(iXn∂ j)Xm + · · · . (5.4)
We use standard notation regarding symmetrization of indices with a weight-
ing of 1/2. Also, to reduce proliferation of indices, we replace the normal
bundle index aˆ with the coordinate index m since they are the same at
lowest order in perturbation theory. We have still included all the appro-
priate terms from the expansion of the normal bundle vielbein, however.
Additional zero-th order terms appear in the Riemann tensor part of R¯mn.
We leave those, along with the details of the rest of the calculation to the
appendix C.4.
After much algebra, and carefully accounting for all terms, we find the
following Lorentz violating kinetic terms for the scalars to linear order in
Λ [4]:
δS =
µ3
gs
∫
d4x
(2πα′)2
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~∂Xm · ~∂Xn [162b2b(mλn) + 90b · λbmbn − 4b2λmn
+8b · λbmn − 32λpbp(m bn) − 32bpbp(mλn) + 188b2b · λδmn
+16bpqλpqδmn + 32λ
pqbpbqδmn + 160b
pqλpbqδmn] . (5.5)
These are probably not the only Lorentz violating kinetic terms for the
scalars because of the shortcomings of the corrected action (B.6) that we
noted elsewhere. However, because Lorentz invariance is broken by the
background, there is no reason to suppose that the terms we have calculated
are precisely canceled by those that we have not. Therefore, we can take
these as an estimate of the change in MAV for the scalars. From (5.5), we
can see clearly why these terms modify the MAV of the scalars; by a field
dependent redefinition of the “speed of light,” we can clearly combine all the
time and space derivatives of the fields into the usual form ∂µX∂
µX. Each
scalar has a Lorentz invariant kinetic action, but the Lorentz groups are in
general different for the different scalars. This way of thinking about our
corrections is essentially the formalism of [219].
It is also possible to calculate the change to the photon MAV by using
a T duality argument, as in [4]. The result is that
δS =
µ3
gs
∫
d4x
(2πα′)2
192
FijF ij
[
44b2b · λ+ 12bmnλmn + 24λmnbmbn
+72bmnλmbn] . (5.6)
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The T duality argument is reviewed in appendix (C.4).
Bounds on Lorentz Violations
Given the limits on Lorentz violation in the Standard Model that we have
already discussed, [4] used the MAVs (5.5,5.6) to put bounds on the Lorentz
violating part of the warp factor, assuming that the Lorentz invariant warp-
ing was about an order of magnitude lower than the string scale. In compar-
ison to the loop calculations of [218], these string corrections actually appear
to be as important. Additionally, they remain important over a wider region
of parameter space. Therefore, in the context of self-dual flux compactifica-
tions, we might expect that the α′ corrections might play as much of a role
in mediating supersymmetry breaking on the brane as loops would.
5.3 Conclusion
It is my hope that this document proves a useful review for researchers
unfamiliar with self-dual flux compactifications. I have tried to present
a comprehensive review, while highlighting my own contributions to the
subject. The past few years have seen an expansion of our knowledge of the
vacua of string theory, and hopefully this document makes one type of those
vacua a bit more accessible.
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Appendix A
Conventions
A.1 Index and Tensor Notation
When dealing with compactification schemes, it is useful to have some type
of index notation that separates the compact (internal) dimensions from
the noncompact (spacetime or external) dimensions. Here, I use capital
Roman indices M,N, · · · for all dimensions, Greek indices µ, ν, · · · for the
spacetime dimensions (usually 0, 1, 2, 3), and lower case Roman m,n, · · ·
for the internal dimensions. Complex coordinates will be denoted i, j, · · ·
and ı¯, ¯, · · · . Hats (ˆ ) will denote orthonormal frame indices parallel to the
corresponding coordinates. (For example, emˆm is the vielbein in the compact
space.) I will use Greek indices from the beginning of the alphabet α, β, · · ·
for pulled-back world-volume indices, and hatted Roman indices aˆ, bˆ, · · · for
normal bundle indices for branes. I also use Roman indices from the start of
the alphabet with and without dots for spinor indices (a, b, · · · and a˙, b˙, · · · );
see A.2 for spinor conventions.
Other conventions to note are the following. I take the Levi-Civita tensor
to be a tensor as opposed to a tensor density; that is,
ǫ01···D = −√−g , (A.1)
although the value in an orthnormal frame is ±1 (as denoted with hats on
the indices). Symmetrization and antisymmetrization are denoted by (· · · )
and [· · · ] respectively and are weighted by 1/p!, where p is the number of
indices (anti)symmetrized. Similarly, forms are weighted,
Fp =
1
p!
FM1···Mpdx
M1 · · · dxMp , F(p,q) =
1
p!q!
Fi1···ip ı¯1···¯ıqdz
i1dz¯ ı¯1 · · · dz¯ ı¯q
(A.2)
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(the latter refers to forms in complex coordinates). The square of a form is
similarly weighted:
|Fp|2 = 1
p!
FM1···MpF
M1···Mp . (A.3)
Hodge stars are defined by
⋆FM1···MD−p =
1
p!
ǫM1···MD−p
MD−p+1···MDFMD−p+1···MD , ⋆⋆ = ∓(−1)p(D−p)
(A.4)
with the ∓ coming in Lorentzean/Euclidean signature. These conventions
essentially follow [17]. I will often drop the wedge “∧” in wedge products
for notational convenience.
A.2 Spinor Conventions
We work with Dirac matrices that satisfy{
ΓM ,ΓN
}
= 2gMN . (A.5)
With tangent frame indices, the metric is replaced by the flat metric ηMˆNˆ .
The 10D chirality matrix is Γ(1̂0) = Γ
0ˆ · · ·Γ9ˆ = (1/10!)ǫM1 ···M10ΓM1···M10 .
We use the notation that
ΓMN ···P = Γ[MΓN · · ·Γp] . (A.6)
Since the 10D spacetime is broken into 4D and 6D parts, it is convenient
to take the Dirac matrices as tensor products of SO(3, 1) and SO(6) parts:
Γµ = γµ ⊗ 1, Γm = γ(4ˆ) ⊗ γm . (A.7)
The 4D and 6D chirality matrices are
γ(4ˆ) = iǫµνλργ
µνλρ, γ(6ˆ) = −iǫmnpqrsγmnpqrs, Γ(1̂0) = γ(4ˆ)γ(6ˆ) . (A.8)
Likewise, a 10D spinor ε decomposes into ζ ⊗ χ with ζ an anticommuting
4D spinor and χ a commuting 6D spinor.
With complex coordinates, it is possible to define the spinors on the in-
ternal manifold in terms of spins. The gamma matrices in those coordinates
are raising and lowering operators according to the algebra (A.5), so we
can define a “spin-down” spinor that is annihilated by all antiholomorphic
gamma matrices. Then we define a spinor with spin vector s on an n-fold
by
|s〉 = (γn)(sn+1/2) · · · (γ1)(s1+1/2) | − − · · · −〉 . (A.9)
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External dimensions are similar; we just replace the first complex coordinate
with a lightcone coordinate.
In particular, we will make heavy use of an SO(1, 1)× SO(8) decompo-
sition of 10D spinors in section 3.2.2, following complex coordinates (3.55).
The Majorana-Weyl spinors of SO(8) are real linear combinations of the
basis spinors
u1 = |++++〉+ | − − −−〉 , v1 = |+−++〉 − | −+−−〉
u2 = i (|++++〉 − | − − −−〉) , v2 = i (|+−++〉+ | −+−−〉)
u3 = |++−−〉 − | − −++〉 , v3 = | −+++〉+ |+−−−〉
u4 = i (|++−−〉+ | − −++〉) , v4 = i (| −+++〉 − |+−−−〉)
u5 = |+−+−〉+ | −+−+〉 , v5 = |+++−〉 − | − − −+〉
u6 = i (|+−+−〉 − | −+−+〉) , v7 = i (|++−+〉+ | − −+−〉)
u7 = |+−−+〉 − | −++−〉 , v7 = |++−+〉 − | − −+−〉
u8 = i (|+−−+〉 − | −++−〉) , v8= i(|++−+〉−| − −+−〉).(A.10)
The ua (va˙) form an 8 (8
′). To write a spinor from the SO(3, 1) × SO(6)
basis in this basis, we can simply find linear combinations of ua, va˙ that
are annihilated by the correct combinations of SO(3, 1) × SO(6) gamma
matrices converted to the complex coordinates (3.55).
A.3 String and Einstein Frames
Because the 10D string metric (the metric that the string worldsheet feels)
does not have a canonical Einstein-Hilbert action, many authors use a Weyl
rescaled Eintein frame metric even in 10D. This metric is
gEMN = e
−φ/2gMN (A.11)
(see for example [17]). We should also note that this rescaling mixes the
gravitino and dilatino (and rescales the SUSY parameter) as [43,53]
λE = eφ/8λ , ψEM = e
−φ/8
(
ψM +
i
4
λ∗
)
, εE = e−φ/8ε . (A.12)
Additionally, the rescaled metric rescales the definition of mass in 10D. Con-
sider a scalar mass. The kinetic term is e−φ/2gE,MN∂Mψ∂Nψ = g
MN∂Mψ∂Nψ
while the potential term is the same (up to overall scaling). Therefore, the
effective mass is rescaled
m2E = e
φ/2m2 , (A.13)
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where m is the mass in the string frame.
Also, the type IIB SUGRA supersymmetry transformations and equa-
tions of motion were originally derived [50, 51] in a formulation that is dif-
ferent from the usual string conventions. Conversions are given in multiple
places in the literature, such as [48,49].
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Appendix B
Actions and Equations of
Motion
B.1 String Frame IIB Actions
B.1.1 IIB SUGRA
The action for type IIB supergravity is ( [17,225] and references therein)
S =
1
2κ210
∫
d10x
√−g
{
e−2φ
[
R+ 4(∂φ)2 − 1
2
|H3|2
]
−1
2
(∂C)2 − 1
2
|F˜3|2 − 1
4
|F˜5|2
}
+
1
4κ210
∫ (
C4 − 1
2
B2 ∧ C2
)
∧ F3 ∧H3 . (B.1)
The last term contributes only as a boundary term. We have defined H3 =
dB2, F3 = dC2, F˜3 = F3−CH3, F5 = dC4, and F˜5 = F5 −C2H3. Note that
2κ210 = (2π)
7α′4. Also, we commonly write τ = C + ie−φ.
B.1.2 D-brane Actions
The action for a Dp-brane comes in two parts, the Dirac-Born-Infeld part,
and the Wess-Zumino part (again, see [17,225]). These are
SDBI = −µp
∫
dp+1ζe−φ
√
− det (gαβ + Fαβ) , (B.2)
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where F = 2πα′F −B is a U(1) field strength1, and
SWZ = µp
∫
eF ∧ ⊕qCq , (B.3)
where the integral projects onto p + 1 forms. The D-brane charge is µp =
1/(2π)pα′(p+1)/2. The coordinates ζα are the embedding coordinates of the
D-brane. Note that the spacetime fields are pulled back to the world volume.
Multiple D-branes have a non-Abelian gauge theory and indeed non-
Abelian positions in the 10D spacetime. The action in this case was found
by [94]. Also, the action including worldvolume fermions is given by κ-
symmetry, which we discuss for a D-string in B.1.4.
B.1.3 String Corrections
Both the bulk and brane actions are corrected order by order in α′. However,
these corrections are not very well known; mainly they are understood only
for the metric even at lowest order in α′. The most important corrections for
us are those to the D7-brane action because they give an induced D3-brane
charge and tension.
The first study of α′ corrections in the string action was CITE. Recently,
[226] discussed the supersymmetric completion of the α′3 terms; it also lists
many references. The reader can find a discussion and review of corrections
that include the other NS-NS fields in [227], which also gives the metric
contribution in a particularly nice form:
δS = − α
′3
2κ210
ζ(3)
8
∫
d10x
√−ge−2φ [RTMNURPMNQRTRSPRQRSU
+
1
2
RTUMNRPQMNRT
RSPRQRSU
]
. (B.4)
These are the type of corrections examined in [206].
Probably the most famous α′ corrections to D-brane actions are from
the couplings to the RR potentials; Riemann curvature becomes lower-
dimensional brane charge. The Wess-Zumino part of the action is
SWZ = µp
∫
eF ∧ ⊕qCq ∧
√
Aˆ (4π2α′RT )
Aˆ (4π2α′RN )
(B.5)
1The world volume gauge field therefore transforms as δA = λB/2piα
′ under a SUGRA
gauge transformation δB2 = dλB .
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where Aˆ is the Dirac “A-roof genus” and RT , RN are the tangent and normal
bundle Riemann tensors to be defined below (see [228] for a full derivation
and [225] for a review). These corrections are precisely those that give a
D7-brane that is wrapped on K3 a negative D3-brane charge, which arises
from a term in the expansion of Aˆ proportional to trR ∧R.
There are also corrections to the DBI action, which have been studied
in [229–233]. These are responsible for modifying the tension of wrapped
D7-branes, for example. The most complete results for curved backgrounds
are in [231], but only the geometry is considered and not other SUGRA
fields. The DBI action becomes (considering the bosonic part only)
SDBI = −µp
∫
dp+1ζ e−φ
√
− det (g + F)
[
1− (2πα
′)2
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(
(RT )αβγδ(RT )
αβγδ
−2(RT )αβ(RT )αβ − (RN )αβaˆbˆ(RN )αβaˆbˆ + 2R¯aˆbˆR¯aˆbˆ
)]
(B.6)
up to O(α′)2. There is an additional contribution at this order with an
undetermined coefficient, but it vanishes on-shell, so it does not affect S-
matrix elements or dispersion relations [231]. Here, aˆ, bˆ are normal bundle
indices in an orthonormal basis with vielbein ξaˆ. Terms involving fermions
are not known, although [233,234] give steps in that direction.
We now define the various Riemann and Ricci tensors above, as is dis-
cussed in [229–232]. In the following, we use P [· · · ] to denote the pullback
to the worldvolume or pushforward to the normal bundle, but for brevity
we write gαβ ≡ P [g]αβ and gαβ ≡ (P [g]αβ)−1. Start with the extrinsic
curvature, or second fundamental form, of the D-brane embedding
Ωaˆαβ = ξ
aˆ
M
(
∂α∂βX
M − (ΓT )γαβ∂γXM + ΓMNP∂αXN∂βXP
)
, (B.7)
where (ΓT )
γ
αβ is the Christoffel connection of the pulled-back metric. The
tangent and normal bundle Riemann tensors can be shown to be
(RT )αβγδ = P [R]αβγδ + δaˆbˆ
(
ΩaˆαγΩ
bˆ
βδ −ΩaˆαδΩbˆβγ
)
, (B.8)
(RN )αβ
aˆbˆ = P [R]αβ
aˆbˆ + gγδ
(
ΩaˆαγΩ
bˆ
βδ − ΩbˆαγΩaˆβδ
)
. (B.9)
Then (RT )αβ is just the Ricci tensor associated with the tangent Riemann
tensor, and
R¯aˆbˆ = gαβP [R]α
aˆbˆ
β + g
αγgβδΩaˆαβΩ
bˆ
γδ . (B.10)
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B.1.4 κ-Symmetry and Superfield Expansions
As we saw in section 3.2.2, the way to get the appropriate supersymetric ac-
tion for a D-brane is to replace the spacetime fields by spacetime superfields;
in IIB string theory, there are two Majorana-Weyl fermionic coordinates
Θ1,Θ2 in the superspace. Therefore, the supersymmetry transformations
take Θ1 → Θ1 + ε1, Θ2 → Θ2 + ε2.
D-branes have a local κ-symmetry that can be used to fix a gauge, keep-
ing only 16 of those 32 degrees of freedom. For a D-string, the κ-symmetry
transformations are [120,121]
δ
[
Θ1
Θ2
]
=
(
1 + γ(2ˆ) ⊗ σ3iσ2
)[ κ1
κ2
]
=
[
κ1 + γ(2ˆ)κ
2
κ2 + γ(2ˆ)κ
1
]
. (B.11)
It is clear from this formula that we can set Θ2 = 0 on the D-string, so
we take that gauge. It is because of this gauge fixing that the worldvolume
supersymmetries are not simply the spacetime supersymmetries. Henceforth
we drop the superscript “1” on Θ.
The expansions of the spacetime fields in terms of the world-volume
spinor Θ in this gauge are, for constant dilaton-axion [119],
emˆm = e
mˆ
m +
i
8
ΘΓmˆnˆpˆΘwmnˆpˆ − i
16
ΘΓmˆnpΘHmnp
emˆa =
i
2
(ΘΓmˆ)a
eam = 0
eba = δ
b
a
φ = φ− i
48
ΘΓpqrΘHpqr
Bmn = Bmn +
i
4
ΘΓpˆqˆ [mΘwn]pˆqˆ −
i
8
ΘΓpq [mΘHn]pq
Bma =
i
2
(ΘΓm)a
Cmn = Cmn − i
8
ΘΓpq [mΘF
′
n]pq + CBmn|Θ2
Cma = CBma
C = C − i
48
ΘΓpqrΘF ′pqr . (B.12)
We have introduced a factor of i in each fermion bilinear compared to the
usual SUGRA notation, so that the action (3.52) matches usual quantum
field theory conventions and gives a real anticommutator.
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B.2 String Frame Equations of Motion
The equations of motion for type IIB supergravity, neglecting brane fields,
were derived in [51]. To get them in string frame in our conventions for the
fields, we can convert from the Einstein frame conventions of [137]. We find
the following.
The equation of motion for the metric is
RMN =
1
2
gMN (∂φ)
2 − 2∇M∇Nφ− 1
4
gMN∇2φ+ 1
96
e2φF˜MPQRSF˜N
PQRS
+
1
4
e2φG(M
PQG¯N)PQ −
1
48
e2φgMNGPQRG¯
PQR
+κ210e
2φ
(
T ′MN −
1
8
gMNT
′P
P
)
. (B.13)
Here T ′MM is the stress tensor contriubtion from localized objects such as
D-branes and O-planes defined by differentiating their action with respect
to the metric. The factor e2φ comes from the noncanonical Einstein-Hilbert
term.
The equation of motion for the scalars is
∇2τ = −ieφ|∂τ |2 − i
12
eφGMNPG
MNP . (B.14)
Note that the 3-form is not multiplied by the complex conjugate here and
that G3 includes the scalar τ . We are leaving off brane sources for the
dilaton. There is also a Bianchi identity for these scalars that has 7-brane
sources, but we do not need it.
The 5-form satisfies ten-dimensional self-duality F˜ = ⋆F˜ , so its equation
of motion is given by its Bianchi identity
dF˜5 = H3 ∧ F3 + 2κ210µ3ρ3 . (B.15)
ρ3 is the charge density 6-form of D3-branes, normalized to unity for a single
D3-brane. (Thus, a normal O3-plane would have integrated ρ3 of −1/4.)
The 3-forms are a bit more messy. They have equations of motion
d ⋆ F˜3 = F˜5 ∧H3 + 2κ210µ1ρD1
d ⋆
(
e−2φH3 − CF˜3
)
= −F˜5 ∧ F3 + 2κ210µ1ρF1 . (B.16)
The charge densities, normalized to unity for a single string, are ρD1 for a
D-string and ρF1 for an F-string. The Bianchi identities are
dF3 = 2κ
2
10µ5ρD5
dH3 = 2κ
2
10µ5ρNS5 . (B.17)
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Again, ρD5, ρNS5 are D5-brane and NS5-brane charge densities.
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Appendix C
Auxilliary Material
C.1 Corrections to D-String QM
Here we will estimate a number of possible corrections to the Hamiltonian
given in section 3.2.2 and argue that they will not change the counting of
BPS states1. Because a single long multiplet could only be formed from four
short multiplets (of differing spins), we anticipate that it would be difficult
to lift the supersymmetric states given in section 3.2.2; this is essentially
the argument of [112]. We will mainly here be concerned if any of the long
multiplets could be made BPS by corrections to our Hamiltonian, eqn (3.59).
We work in the framework of perturbation theory and concentrate on the
bosonic terms. We take all the coordinate radii to be similar ∼ R.
First we note the structure of the Hilbert space once we include excited
states. The center of mass modes considered in the text have excited states
with energy of the order of the magnetic field, ∼ α′/R3. Then there are
modes that move around the D-string, which form a tower of supersymmetric
harmonic oscillators with frequency ∼ 1/R. Each oscillator has a unique
supersymmetric ground state, and we don’t expect perturbations to the
Hamiltonian to break the supersymmetry.2
Just like the center of mass modes, the oscillators couple to the 3-form;
we treat this as a perturbation. Because the perturbation couples different
oscillators, it appears only in second order perturbation theory. Since the
magnetic field is of order α′/R3, the energy shift is of order α′2/R5. The
3-form flux Fmn7 also couples to the oscillators; this perturbs the excited
1The arguments of this appendix were given in [2].
2We should note that the oscillator amplitudes are not periodic, unlike center of mass
modes. This is clear because these modes represent bending of the string, not position.
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state energies by ∼ α′3/R7. There are also higher derivative terms in the
D-brane action, coming from the Born-Infeld determinant. One typical term
is (X˙∂4X)
2. This can contribute at first order in perturbation theory, giving
an energy shift α′/R2 times the energy of the state.
We also briefly consider bulk supergravity effects. At large but finite
radius, there is a metric warp factor; it’s lowest order contribution is α′2/R4
times the energy of the state. The interaction with bulk modes is a little
trickier to understand. The massless moduli of the compactification should
not affect the BPS spectrum, since the same supercharges are preserved in
the spacetime. The BPS particle mass and excited state energies will change,
however. The massive scalars of the 4D effective theory, such as the dilaton,
should also not change the BPS spectrum. One argument for this is that
the dilaton enters into the Hamiltonian only through the mass of the BPS
particle (when one takes into account the normalization of the fermions),
which affects only the excited states of the center of mass modes. Another
argument is that there are some cancellations among different terms in the
perturbation theory for the dilaton.
Finally, we should note that the 4D gauge fields can change the BPS
spectrum rather violently. For example, a BPS particle in the field of an
oppositely charged particle should have no supersymmetric ground states.
C.2 Inclusion of Gravity in Bubble Nucleation
In this appendix, I compare two formalisms for calculating the decay rate for
thin-wall instantons3. The method of Coleman and De Luccia (CDL) [171,
173] describes smooth instantons in the limit of large radius of curvature;
this formalism was used by [156] to argue that bubbles will always nucleate in
a dS background before the recurrence time. Alternately, however, we could
imagine that the bubble wall is truly an infinitesimally thin membrane, such
as a D-brane, with a delta function stress tensor. This type of configuration
was studied by Brown and Teitelboim (BT) [174, 175]. In a description of
dS solutions in noncritical string theory [157, 178] use the BT formalism
to argue that there is a critical tension above which the bubble occupies
more than half the original de Sitter sphere and above which the decay time
changes behavior as a function of the bubble tension. Additionally, [178]
claims that the decay time is of order the recurrence time at the critical
tension.
3The calculations presented here were given in [5].
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In this appendix, we show that the CDL and BT formalisms actually
agree; this is reassuring, since even D-branes should be described as smooth
objects in a complete version of string theory. Our results show that the
decay time is always less than the recurrence time, as in [146,156,169,172].
Additionally, we confirm that more than half the original de Sitter sphere
decays when the tension is above critical, but we show that (due to some
technical considerations) the decay time is actually a smooth function of the
bubble tension. We work in a 4D effective theory throughout.
We begin by describing the two formalisms. In both CDL and BT,
the nucleation/decay time is given by exponentiating the difference of the
(Euclidean) bubble and background actions. Therefore, the exterior of the
bubble, which is approximated by the background, contributes nothing in
both formalisms.
At that point, CDL note that, since both bubble and background have
the same behavior at infinity, they can integrate some terms in the Ricci
tensor by parts. After determining the bubble tension T as a functional of
the potential, they find that the action is
∆SE = 2π
2r3T +
12π2
κ24
{
1
Λ−
[(
1− Λ−
3
r2
)3/2
− 1
]
− 1
Λ+
[(
1− Λ+
3
r2
)3/2
− 1
]}
(C.1)
where Λ± = κ
2
4V± are the potential outside and inside the bubble respec-
tively (this is a combination of eqns (3.11) and (3.13) from [171]). Minimiz-
ing this action with respect to the bubble curvature radius r gives the decay
rate.
On the other hand, BT cannot use the same integration by parts because
the infinite stress of the bubble wall separates the interior and exterior re-
gions. Instead, the bubble action must include extrinsic curvature terms;
it is these terms that will explain the apparent contradiction between CDL
and BT formalisms. The extrinsic curvatures of the interior and exterior
regions are
K± = −3σ±
(
1
r2
− Λ±
3
)1/2
(C.2)
where σ± = 1 if the radius of curvature of the outside/inside region of
the bubble is increasing toward the exterior of the bubble and is −1 if the
radius is decreasing. Since the Ricci scalar in the bubble is given by the
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cosmological constant, the action just becomes
∆SE = 2π
2Tr3 +
2π2
κ24
r3 (K− −K+)− 1
κ24
(Λ−V− − Λ+V+) . (C.3)
The interior volumes for the bubble and background are given by (for either
sign of the cosmological constant)
V± = 2π2
(
3
Λ±
)2{1
3
[
σ±
(
1− Λ±
3
r2
)3/2
− 1
]
−
[
σ±
(
1− Λ±
3
r2
)1/2
− 1
]}
. (C.4)
It is algebraically simple to see that the extrinsic curvature terms combine
with the square root terms from the volume to give exactly the CDL action
(C.1) up to the signs σ±. The reason [178] found a different action is that
they omitted the extrinsic curvature terms.
Now we should see why the CDL result should actually have the signs
σ±. For a de Sitter background, the terms in square brackets of eqn (C.1)
come from integrals ∫ ξ(r)
0
dξ r
(
1− Λ±
3
r2
)
, (C.5)
which CDL evaluate by replacing dξ = dr(1 − r2Λ±/3)−1/2. However, as
they note, r =
√
3/Λ± sin[
√
Λ±/3ξ], so ξ(r) is double-valued. In fact, the
correct integral is
3
Λ±
∫ 1
σ±(1−r2Λ±/3)1/2
dy y2 (C.6)
which just introduces a factor of σ± in the (· · · )3/2 terms. This precisely
agrees with the BT results. In this paper, we will be concerned only with
the case σ− = 1, and σ+ = −1 only for Λ+ > 0 and tension above critical.
To find the radius of the bubble given the two cosmological constants
and the tension, we could minimize the action with respect to r. However, it
is easier to use the Israel matching condition across the bubble wall, which
has trace K+ − K− = (3/2)κ24T . The answer is given by [178] and can be
written as
1
r2
=
(
κ24T
4
)2
+
Λ¯
3
+
(
∆Λ
3κ24T
)2
, Λ¯ =
Λ+ + Λ−
2
, ∆Λ = Λ−−Λ+ . (C.7)
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It is tedious but straightforward to check that this matches the result from
minimizing the action. The maximum radius occurs at critical tension
κ24Tc =
(
4
3
|∆Λ|
)1/2
(C.8)
and is 1/r2 = Λ+/3 = 1/R
2
dS for positive initial cosmological constant.
Note that for vanishing initial vacuum energy, gravity stabilizes the false
vacuum for tension bigger than critical, as in [171]. Also, for negative initial
cosmological constant, the radius becomes infinite for tensions lower than
critical. We will concern ourselves only with initial de Sitter spacetimes,
so we do not face some of the concerns raised by [173] about decays of
Minkowski and AdS spacetimes.
We will finally write down the action for the bubbles:
∆SE = 2π
2r3
T + 6κ24Λ+Λ−
∆Λ
r3
+ Λ+
((
κ24T
4
)2
− ∆Λ
6
+
(
∆Λ
3κ24T
)2)3/2
−σ+Λ−
((
κ24T
4
)2
+
∆Λ
6
+
(
∆Λ
3κ24T
)2)3/2 (C.9)
=
2π2((
κ2
4
T
4
)2
+ Λ−−∆Λ/23 +
(
∆Λ
3κ2
4
T
)2)3/2
T + 6κ24 ((Λ− − ∆Λ2 )2 − ∆Λ24 )
×
∆Λ((κ24T
4
)2
+
Λ− − ∆Λ2
3
+
(
∆Λ
3κ24T
)2)3/2
+(Λ− −∆Λ)
(
κ24T
4
− ∆Λ
3κ24T
)3
+ Λ−
(
κ24T
4
+
∆Λ
3κ24T
)3]}
. (C.10)
While this is a mess, the reader should note that the sign of the last term
is independent of the tension. That is because, for T < Tc, σ+ = 1 but
the quantity in the parentheses in the last term of (C.9) is the square of
a negative number, so the square root introduces a sign. For supercritical
tension, that quantity is the square of a positive number, but then σ+ = −1.
We have chosen to write the variables in this form in order to illuminate the
dependence on the level spacing. Please see figure C.1 for the qualitative
features of the action ∆S as a function of Λ−,∆Λ. While in some ways the
physics depends more directly on the initial cosmological constant Λ+, in
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Figure C.1: The bubble minus background action as a function of the cos-
mological constants. The variables are S = κ44T
2∆S, L = Λ−/κ
4
4T
2, and
dL = ∆Λ/κ44T
2.
this paper we typically works with a fixed final Λ−, and ∆Λ depends on the
same moduli that control the bubble tension.
We should note that this action reduces to the known formulae in special
cases. In particular, the result of CDL as quoted in [156],
∆SE = − S0
(1 + T 2c /T
2)2
(C.11)
is valid for all tensions when the final vacuum energy vanishes. A related
result is that, for any Λ± ≥ 0, as the bubble tension goes to infinity, the
decay time goes to the recurrence time of the original dS.
As final comments, let us reemphasize, following [171, 173], that the fi-
nal states are not maximally symmetric spacetimes but rather cosmological
ones. In particular, decays with a negative final cosmological constant lead
not to AdS but to a Big Crunch singularity within the bubble. Addition-
ally, as mentioned in [173], these instantons are technically different from
instanton decays of inflationary spacetimes. It seems reasonable that for
sufficiently small decay rates that treating the initial spacetime as dS is a
good approximation, but it remains an interesting problem to study decays
of possibly more cosmologically relevant spacetimes.
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C.3 Migration of D3-branes
The NS5-brane decay leaves D3-branes at the tip of the throat where it
occurs. In this appendix we analyze their subsequent classical motion in
configurations with multiple throats4. The D3-branes, produced by a de-
cay in one throat (Throat 1), are attracted by D3-branes in another throat
(Throat 2), migrate across the compact manifold M , and eventually anni-
hilate the D3-branes. As discussed in section 4.3.2, the decay times are so
large that the migration times have little effect. We assume that the back-
reaction of the migrating D3-branes is negligible, the proper velocity of the
branes remains small, and that the majority of the travel time comes from
the two throats (i.e. the time through the bulk of the CY may be ignored).
We ignore the most of the details coming from the deformation of the
conifold since the motion is assumed to be radial. We will use the unde-
formed metric (2.39) and, when working near the tip, multiply the warp
factor e−4A by an overall constant ∼ 0.4 to account for the deformation. 5
The warp factor, away from the tip, is
e−4A =
L4
r4
ln(r/rs) (C.12)
rs = r0 exp(−2π(N + p)
3gsM2
− 1
4
) (C.13)
p ≡ # of D3-branes ; r20 = 3/25/3 . (C.14)
Due to the deformation of the conifold discussed above we will only be
interested in the region r˜ = rs exp(1/4) ≤ r ≤ r0. Note that this avoids the
naked singularity at r = rs.
The Ramond-Ramond potential C4 depends only on the radial distance
r:
C4 =
f(r)
gs
dt ∧ dx1 ∧ dx2 ∧ dx3 (C.15)
where t ≡ x0. Working in the gauge ξ0 = τ(t) (proper time) and ξi = xi,
the D3-brane Lagrangian becomes,
µ−13 L = −
e4A
gs
(
√
t˙2 − e−4Ar˙2) + f(r)t˙. (C.16)
4These calculations were given in [5].
5One finds this correction by comparing the “near tip” warp factor found in [67] to the
naive limit of the undeformed Klebanov-Tseytlin [70] geometry.
Assuming that the proper velocity is small,
µ−13 L ≃
1
2
r˙2t˙−1
gs
− (e
4A − gsf(r))
gs
t˙ (C.17)
It is easy to check that this a valid approximation. In particular, one only
needs to consider throat 2, since this is where the D3-branes are moving
fastest. One can show that p << (gsM
2)/8 will insure that (C.17) is valid.
Since t(τ) is a cyclic variable, we know that ∂L/∂t˙ ≡ −E/gs is constant,
leaving us with
E =
1
2
(∂tr)
2 + V (r) ; V (r) ≡ (e4A − f(r)) , (C.18)
and the travel time through a single throat is therefore,
∆t = ±
∫ r˜
r0
dr√
2(E − V (r)) . (C.19)
The +/− corresponds to branes traveling into/out of the throat.
Note that the time here is a coordinate time, but we will see that it
is so small compared to decay times that we do not need to worry about
conversion to proper time in the 4D Einstein frame.
C.3.1 Throat 1
The D3-branes, produced at rest in throat 1, feel a slight gravitational at-
traction to the D3-branes at the bottom of throat 2. We see below that
almost all the migration time does come in throat 1.
The Ramond-Ramond potential, C4 = e
4A1/gs, is not effected by charge
contained in throat 2. Physically, this is due to the charge being screened;
mathematically, we are working on a compact manifold and may consider
just the charge enclosed in throat 1. However, the geometry does, albeit
slightly, know about what is happening in throat 2.
In order to get an estimate of the migration time we will make the
(perhaps bold) assumption that, as with most multi-pole solutions in gravity,
the warp factor is changed by an additive factor,
e−4A1(r)→ e−4A1(r) + δ(r); δ(r) ≡ − 27πα
′
(2r0 − r)4
(
N2 + p+ 3gsM
2/8π
)
.
(C.20)
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Figure C.2: The potential for D3-branes in the presenece of D3-branes on
the compact manifold.
Here, the subscripts indicate the throat in which the fluxes are contained,
p is the number of D3-branes in throat 2 (there are no D3-branes in throat
1). Expanding to first order in δ, we see that
V (r) = − 27πα
′
(2r0 − r)4
(
N2 + p+ 3gsM
2/8π
)
e8A1(r) . (C.21)
Figure C.2(a) shows the this potential. Note that the majority of the time
will be spent at the tip of this throat. We have been unable to evaluate the
integral (C.19) explicitly. However, one may gain control of the situation by
linearizing the potential near r = r˜ (where the branes are at rest) and inte-
grate numerically. It is in this limit that we multiply e−4A by the numerical
factor ∼ 0.4 discussed above. Once a safe distance away from r = r˜, which
for technical reasons coming from the linearization of (C.21) we take to be
r ∼ r˜ + zr0, one may evaluate the rest of the integral (C.19) numerically.
For model 1, one finds that
∆t1 = 1.5× 1016 . (C.22)
C.3.2 Throat 2
For completeness, we will determine time spent in throat 2, subsequently
showing that it is of no importance. In order to deduce C4, recall that∫
⋆dC4 ∼ (Neff − p). Plugging in the appropriate constants, this leaves us
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with
r5e−8A∂rf = (27πα
′2)(Neff − p) . (C.23)
Using what we know from the geometry, we define f = e4A + V , where the
potential, V (r), satisfies
∂rV =
(27πα′2gs)p
L5
r3/L3
(ln(r/rs+))
. (C.24)
This can be integrated and gives a solution depending on exponential- in-
tegral functions. The potential is shown in figure C.2(b). Numerically inte-
grating (C.19) for throat 2 gives
∆t2 ≈ 9.9 , (C.25)
which is clearly negligible compared to (C.22).
C.4 α′ Corrections in Asymmetric Warping
C.4.1 Calculation of Scalar MAVs
Here we demonstrate how to calculate the α′ corrections to the D3-brane
scalar kinetic terms in the presence of the asymmetrically warped metric
(5.2). We keep only the Lorentz violating terms.
We start by specifying the tangent to the D-brane, which we take as
∂αX
µ = δµα with perturbatively small ∂αX
m. Then the normal bundle
vielbein satisfies
∂αX
MξaˆM = 0 or ξ
aˆ
µ = −δαµ∂αXmξaˆm (C.26)
which has solution to second order
ξaˆµ = −δαµ∂αXmemˆmδaˆmˆ , ξaˆm = δaˆmˆemˆm−
1
2
gµνδαµδ
β
ν ∂αX
p∂βX
neˆnˆnδ
aˆ
nˆgmp . (C.27)
Here emˆm is the vielbein of gmn and is trivial at the position of the brane
(we use Riemann normal coordinates on the compact manifold at the brane
position). Since its expansion would just give powers of Xm and not deriva-
tives, we will ignore it from now on. Also, for notational convenience, since
the normal bundle indices aˆ always enter through Kronecker deltas with
compact space indices, we will abuse notation slightly and replace aˆ with m
in future formulae.
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The nonvanishing Christoffel symbols are
Γ00m = ∂mA , Γ
m
00 = g
mneA∂nA , Γ
i
jm = ∂mBδ
i
j , Γ
m
ij = −gmneB∂nBδij
(C.28)
on the spacetime and
(ΓT )
0
00 = ∂0X
m∂mA , (ΓT )
0
0i = ∂iX
m∂mA , (ΓT )
i
00 = e
A−Bδij∂jX
m∂mA
(ΓT )
0
ij = e
B−Aδij∂0X
m∂mB , (ΓT )
i
0j = δ
i
j∂0X
m∂mB
(ΓT )
i
jk =
(
δik∂jX
m + δij∂kX
m − δjkδil∂lXm
)
∂mB (C.29)
on the tangent space. This is just the Christoffel symbol of the pulled-back
metric gαβ . Plugging into eqn (B.7), we can very easily get eqn (5.4) for the
extrinsic curvature.
Then, from eqn (B.8), the tangent Riemann components out toO(∂Xm)2
are
(RT )0i0j = −ambmδij + 2ambnδij∂0Xm∂0Xn − 2a(mbn)∂iXm∂jXn
− (amn + 3aman) ∂iXm∂jXn + (bmn + bmbn) δij∂0Xm∂0Xn
(RT )ijkl = b
2 (δikδjl − δilδjk) + (bmn + 3bmbn) (∂iXm∂kXnδjl
+∂jX
m∂lX
nδik − ∂iXm∂lXnδjk − ∂jXm∂kXnδil) . (C.30)
The other components are only O(∂Xm)2, so they square to O(∂Xm)4.
When squaring, we also need to take into account the second order part of
the inverse metric pull-back. Note that the only terms involving Λ come
from (RT )0i0j . To get (RT )αβ we just contract the Riemann tensor, being
careful of second order terms in the metric.
From eqn (B.9), the normal bundle Riemann tensor is always second
order in ∂Xm, so it does not contribute to the kinetic terms. That leaves
just R¯mn. We end up with
R¯mn = − (amn + 2aman)− 3bmn +Rpmnq∂µXp∂µXq
−2
(
ap
(m + 3apa
(m
)
∂0X
n)∂0X
p −
(
bp
(m − 3bpb(m
)
~∂Xm · ~∂Xn
− (amn + 5aman) δpq∂0Xp∂0Xq
+(bmn − bmbn) δpq~∂Xp · ~∂Xq . (C.31)
Here Rmnpq is the Riemann tensor of gmn; note that it enters in a Lorentz
invariant fashion. Getting the action (5.5) is just a matter of squaring.
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C.4.2 T Duality for Photon MAV
Our T duality argument runs as follows. Suppose we compactify one of the
noncompact spatial dimensions, say x3, on a large circle. Then we perform
T duality on x3, giving a metric of
ds2 = −e2Adt2 + e2B
2∑
i=1
(
dxi
)2
+ e−2B
(
dx3
)2
+ gmndx
mdxn (C.32)
with, as before, all components of the metric depending only on xm. Now x3
is compactified on a small circle, and the braneworld is a D2-brane. In fact,
this metric is of the same form as our original metric (5.2) except that x3
is not a Riemann normal coordinate. The only difference this makes from
the calculations of scalar calculation is that we now have to keep in mind
that there is a nonvanishing Christoffel symbol Γm33 that contributes kinetic
terms to Ωmαβ (Γ
3
3m will not matter because Ω
3
αβ will already be second order
in ∂X). Otherwise some numerical factors differ. If we recalculate equation
(5.5) for fluctuations of X3 in 2 dimensions, we find
δS =
µ2
gs,2
∫
d3x
(2πα′)2
192
∣∣∣~∂X3∣∣∣2 [44b2b · λ+ 12bmnλmn + 24λmnbmbn
+72bmnλmbn] . (C.33)
Here µ2, gs,2 are the appropriate tension and string coupling for the D2-brane
case.
If we then T-dualize back to the D3-brane and take the x3 circle radius
to infinity, we get back the original tension and string coupling and take
X3 → (2πα′)A3. Then by gauge invariance, we must replace (2πα′)∂iA3 →
Fi3, and isotropy requires that we promote Fi3F i3 → FijF ij . Then we get
the result (5.6).
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