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Abstract
A structure of linear operators in the finite-dimensional supercase is considered. In partic-
ular, we get the sufficient conditions for matrices of these operators to have a block-diagonal
form with respect to some basis. An approach is based on the concept of the characteristic
polynomial in the supercase.
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1. Introduction
It is known that a lot of classical results of linear operators over a field are not
correct in the supercase. For example, let A be a linear transformation of the Grass-
man envelope of a Z2-graded linear space (see the definitions). Then the image and
the kernel of A are not free in the general case (see, for instance, Example 3.1).
Correspondingly, in this case the matrix A ∈ Mn,k of the transformation A cannot
be reduced to the associated block-triangle form by a conjugation. Or, again, suppose
A ∈ Mn,k and λ is a root of the characterictic polynomial χA(t) of the matrix A (see
[1,2], and Section 3). Then, generally, the eigenvector of A of value λ does not exist
(see Example 4.1).
At the same time let the characteristic polynomial χA(t) of a matrix A ∈ Mn,k
can be expanded into coprime factors. Then we show that A is conjugated to a
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block-diagonal matrix associated with this expansion (see Proposition 3.3). By δA
denote the lowest coefficient of χA(t). For any A ∈ Mn,k the product δAχA(t) has
a special expansion into the factors (see Proposition 3.6). Using these results, in
Section 3 we prove the principle property of elements of the full matrix superalgebra
Mn,k , that is, if the lowest coefficient δA of the characteristic polynomial of a matrix
A ∈ Mn,k is invertible, then this matrix is conjugated to a block-diagonal one (see
Theorem 2.1).
In Section 2 another proof of Theorem 2.1 is obtained. Here we use the explicit
description of the action by conjugation.
In Section 4 we reprove the well-known theorem of F.A. Berezin: any matrix of
Mn,k of general position is conjugated to a diagonal one (see [3]). To prove this we
use one particular case of mentioned Proposition 3.3 (see Theorem 3.2). It appears
to be possible as the characteristic polynomial of any matrix of general position can
be uniquely expanded into linear prime in pairs factors (see Theorems 4.2 and 4.3).
In Section 4 some properties of the super-determinant Det are considered. In par-
ticular, a sufficient condition for kerA /= {0} is obtained (see Theorem 4.4 and also
Examples 4.2 and 4.3).
2. The explicit description of the action by conjugation
Let K be a field of characteristic zero. Let G = G0 ⊕G1 be the Grassman al-
gebra over the field K with a countable set of generators ζ1, ζ2, . . . The full matrix
superalgebra Mn,k is the associative algebra of all matrices of the form
A =
(
A11 A12
A21 A22
)
,
where A11, A22 are G0-matrices of orders n and k, respectively, and A12, A21 are
rectangular G1-matrices of corresponding orders. Fragmentations of matrices into
blocks we use in Section 2 are as in this definition only.
Let τ : G→ K be the homomorphism of the K-algebras such that τ(1) = 1 and
τ(ζi) = 0 for all generators ζi of the algebra G. The mapping τ can be naturally
extended to spaces of G-matrices of arbitrary order.
Let A ∈ Mn,k .
Proposition 2.1. Suppose A′ is a matrix of the algebra Mn,k such that
(i) A′ is conjugated to A;
(ii) A′ is block-diagonal and its diagonal blocks are of orders n and k, respectively.
ThenA′ is determined uniquely up to independent conjugations of its diagonal blocks.
To prove this proposition, we need the following auxiliary result. Suppose A,A′
are as above and C ∈ Mn,k is an invertible matrix such that A′ = CAC−1.
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Lemma 2.1. The diagonal blocks A′11 and A′22 of the matrix A′ are determined by
the equalities
A′11 = (C11A11 + C12A21)C−111 , (2.1)
A′22 = (C21A12 + C22A22)C−122 , (2.2)
where Cij are the corresponding blocks of the matrix C.
Proof. By C˜ij denote the blocks of the matrix C−1, that is,
C−1 =
(
C˜11 C˜12
C˜21 C˜22
)
;
then (see, for example [3])
C˜11 = (C11 − C12C−122 C21)−1, (2.3)
C˜22 = (C22 − C21C−111 C12)−1, (2.4)
C˜12 = −C−111 C12C˜22, (2.5)
C˜21 = −C−122 C21C˜11. (2.6)
By assumption, the non-diagonal blocks A′12 and A′21 of the matrix A′ = CAC−1
are the zero matrices of corresponding orders. In particular, it follows from A′12 = 0
that
(C11A12 + C12A22)C˜22 = −(C11A11 + C12A21)C˜12.
Substituting the explicit expression of C˜12 (see (2.5)) in the last equality and mul-
tiplying it from the right by C˜−122 , we obtain
C11A12 + C12A22 = (C11A11 + C12A21)C−111 C12. (2.7)
By analogy, it follows from A′21 = 0 that
C21A11 + C22A21 = (C21A12 + C22A22)C−122 C21. (2.8)
The explicit expression of the block A′11 is
A′11 = (C11A11 + C12A21)C˜11 + (C11A12 + C12A22)C˜21.
If we combine this with (2.7) and (2.6) we get
A′11=(C11A11 + C12A21)C˜11 − (C11A11 + C12A21)C−111 C12C−122 C21C˜11
=(C11A11 + C12A21)(En − C−111 C12C−122 C21)C˜11
=(C11A11 + C12A21)C−111 (C11 − C12C−122 C21)C˜11,
where En is the unit matrix of order n.
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Taking into account equality (2.3), we obtain (2.1). Equality (2.2) can be proved
by analogy. 
Let A be a matrix of Mn,k such that A12 = 0 and A21 = 0. Then it follows from
(2.1) and (2.2) that any conjugation that takes the matrix A to another block-diagonal
one is equivalent to a conjugation by a block-diagonal matrix. Thus we have
Lemma 2.2. Let block-diagonal matrices A,A′ ∈ Mn,k be conjugated by a matrix
C. Then the matrix C can be considered as a block-diagonal one.
Proof of Proposition 2.1. Follows immediately from Lemma 2.2. 
Example 2.1. Let the algebra M1,1 be under consideration. In this case the block-
diagonal form of a matrix is equivalent to the diagonal one. Therefore it follows from
Proposition 2.1 that if a matrix is conjugated to a diagonal one, then this diagonal
matrix is uniquely determined.
Let
A =
(
x ξ
η y
)
∈ M1,1 and C =
(
u λ
µ v
)
∈ M1,1
be an invertible matrix such that A′ = CAC−1 is diagonal. By x′, y′ denote the di-
agonal elements of A′. Using (2.1) and (2.7), we get
x′ = x + λη
u
, (2.9)
and (resp.)
uξ = λ(x − y). (2.10)
Suppose the element (x − y) is invertible. Then with (2.9) and (2.10) we ob-
tain x′ = x + ξη/(x − y). By analogy, equalities (2.2) and (2.8) yield y′ = y +
ξη/(x − y). At last we have
A ∼ A′ =
(
x + ξη
x−y 0
0 y + ξη
x−y
)
.
Notice that the element (y − x) is the lowest coefficient δA of the characteristic
polynomial χA(t) of the matrix A ∈ M1,1 (see [1]).
The following theorem generalizes the result of Example 2.1.
Theorem 2.1. Let the lowest coefficient δA of the characteristic polynomial of a
matrix A ∈ Mn,k be invertible. Then the matrix A is conjugated to a block-diagonal
matrix such that its diagonal blocks are of orders n and k, respectively.
To prove this theorem we need some auxiliary results.
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Let us remark that, in the following, along with δA we use also the element
n,k(A) = (−1)nδA (2.11)
(see [4]).
By Mn×k(G1) denote the space of G1-matrices of order n× k. Suppose A11 and
A22 are square G0-matrices of orders n and k (resp.). Let the mapping ψ(A11, A22) :
Mn×k(G1)→ Mn×k(G1) be given by
ψ(A11, A22) : Z → A11Z − ZA22. (2.12)
Let
D =
(
D11 0
0 D22
)
∈ Mn,k
be a block-diagonal matrix.
Proposition 2.2. n,k(D) is equal to the determinant of the mapping ψ(D11,D22),
that is,
n,k(D) = detψ(D11,D22). (2.13)
Proof. Let D be a diagonal matrix, that is, D11 = diag(x1, . . . , xn) and D22 =
diag(y1, . . . , yk). Then
n,k(D) =
n∏
i=1
k∏
j=1
(xi − yj ) (2.14)
(see [4]). At the same time ψ(D11,D22)(Z) = ((xi − yj )zij ), where Z = (zij ), that
is, the matrix of the mapping ψ(D11,D22) is diagonal with all kind of differences
(xi − yj ) on the main diagonal. Hence det ψ(D11,D22) is also equal to right-hand
side of (2.14).
Now let us check that n,k(D) and det ψ(D11,D22) are invariant on the classes
of conjugation of the block-diagonal matrices.
Indeed, n,k(D) is one of the coefficients of the characteristic polynomial. There-
fore like the others it is a polynomial in the invariant functions Ii = strDi, i =
0, 1, . . . (see [4,5]). Thus n,k(D) is invariant.
By Lemma 2.2, it can be assumed that matrices of a class of conjugation are
conjugated by block-diagonal matrices.
Suppose A11 and A22 are as above. Let the mapping ϕ(A11, A22) : Mn×k(G1)→
Mn×k(G1) be given by
ϕ(A11, A22) : Z → A11ZA22.
Let D′11 = C11D11C−111 ,D′22 = C22D22C−122 . It can easily be checked that
ψ(D′11,D′22) = ϕ(C11, C−122 )ψ(D11,D22)ϕ(C−111 , C22)
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and
ϕ(C11, C
−1
22 )ϕ(C
−1
11 , C22) = id.
This yields that the nk × nk-matrices of the mappings ψ(D11,D22) and ψ(D′11,
D′22) are conjugated. Hence their determinants are equal.
Thus equality (2.13) holds on the subset of block-diagonal matrices that are con-
jugated to diagonal matrices. Since this subset is open in the set of all block-diagonal
matrices, we see that the proof is complete. 
Let
A =
(
A11 A12
A21 A22
)
∈ Mn,k.
Corollary. The element n,k ≡ n,k(A) is invertible if and only if the determinant
 = detψ(A11, A22) is invertible.
Proof. The element n,k(A) is a polynomial in the matrix elements of the matrix
A and the coefficients of this polynomial are rational numbers (see [5]). Hence it
can be represented in the form n,k = d1 + d2, where every monomial of the term
d2 contains as a factor at least one matrix element of the odd blocks A12, A21 of the
matrix A. In turn monomials of the term d1 do not contain such kind of factors.
By Proposition 2.2, d1 =  = detψ(A11, A22). Any element g ∈ G is invertible
if and only if τ(g) /= 0. Now that τ(d2) = 0. Thus τ(n,k) = τ(). 
Proof of Theorem 2.1. Let us show that solutions of matrix equations (2.7) and
(2.8) are exist. We claim that if C11 = En and C22 = Ek , then Eqs. (2.7) and (2.8)
have univalent solutions. Indeed, in this case equation (2.7) (the case of (2.8) can be
considered by anlaogy) has the form
ψ(A11, A22)(C12)+ C12A21C12 = A12
(see definition (2.12)).
The mapping ψ¯(A11, A22) adjoint to ψ(A11, A22) takes the last equality to
C12 + ψ¯(A11, A22)(C12A21C12) = ψ¯(A11, A22)(A12).
By Corollary to Proposition 2.2, it follows that the determinant  is invertible and so
we get
C12 + 1

ψ¯(A11, A22)(C12A21C12) = 1

ψ¯(A11, A22)(A12).
Hence to find the elements λi ∈ G1 of the block C12 we have the system of the
type
λi +
∑
J
αij1,j2λj1λj2 = βi, (2.15)
where i = 1, 2, . . . , q, q = nk, αij1,j2 , βi ∈ G1 and J ranges over all pairs {j1, j2}
of integers such that 1  j1 < j2  q.
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But by Lemma 2.3, it follows that system (2.15) has an univalent solution. To
prove this lemma, we need some concepts.
Let P 0q be the set of the polynomial mappings of G
q
1 to G
q
1 (q  1) such that if
f ∈ P 0q , then
(i) f (0, . . . , 0) = (0, . . . , 0);
(ii) the linear part of f is identical.
In other words, if ν¯ = f (µ¯), then the components νi of the line ν¯ = (νi) can be
represented in the form
νi = µi +
∑
Jk
αik1,...,klµk1 . . . µkl , (2.16)
where αik1,...,kl ∈ G, the parity of each of these elements is (l + 1) mod 2, i = 1, . . . ,
q and Jk ranges over all collections of integers {k1, . . . , kl} such that 2  l  q, 1 
k1 < · · · < kl  q. In the following the collection {αik1,...,kl } is called the determining
parameters of the mapping f . 
Lemma 2.3. Any mapping f ∈ P 0q has its inverse in the set P 0q , that is, there exists
g ∈ P 0q such that
f (g(λ¯)) = λ¯ for all λ¯ ∈ Gq1 . (2.17)
Proof. By αik1,...,kl and β
j
t1,...,tr denote the determining parameters of the mappings f
and g, respectively (see (2.16)). Let us show that Eq. (2.17) has an univalent solution
with respect to the elements βjt1,...,tr as unknowns.
Indeed, the explicit form of (2.17) is
λi = λi +
∑
Ji
βii1,...,ipλi1 · · · λip +
∑
Jk
αik1,...,kl

λk1 +∑
Jj
β
k1
j1,...,jr
λj1 · · · λjr


· · ·

λkl +∑
Jt
β
kl
t1,...,ts λt1 · · · λts

 , (2.18)
where i = 1, 2, . . . , q and Ji, Jj , Jk, . . . , Jt are as in (1.16). Rewrite the equalities
of (1.18) in the form∑
γ iz1,...,zr λz1 · · · λzr = 0,
where γ iz1,...,zr depend on the determining parameters of f and g only. By assumption,
the odd Grassman elements λ1, . . . , λq can be considered as independent variables.
Hence all the coefficients of the type γ iz1,...,zr are equal to 0. Therefore we arrive at
the system with respect to the unknowns βjt1,...,tr with the coefficients of the type
αik1,...,kl
.
Define the ordering on the parameters βjt1,...,tr by the degrees of the corresponding
monomials, that is, βji1,...,it < β
i
j1,...,jl
iff t < l.
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Let us check that the proof can be concluded by induction. Indeed, it follows from
(2.18) for the parameters of “degree” r = 2 that βii1,i2 = −αii1,i2 . Let r > 2. There
is an univalent equation for every parameter βjt1,...,tr such that this parameter enters
with the unit coefficient in it. The “degrees” of other parameters of this equation less
than r .
This completes the proof of the lemma and also of Theorem 2.1. 
3. The expansion of the characteristic polynomial and the block-diagonal form
of matrix
Let V0 = 〈e1, . . . , en〉 and V1 = 〈ε1, . . . , εk〉 be linear spaces over the main field
K of characteristic zero and V = V0 ⊕ V1 be the Z2-graded space over the field K .
Let VG be the Grassman envelope of the space V , that is, VG = V ⊗K G,VG =
VG,0 ⊕ VG,1. In other words, VG is the free Z2-graded G-module. In what follows
considering submodules of VG or free G-modules, we mean these are Z2-grad-
ed. The pair (n, k) is called the signature of the module VG (see [2]), where n =
dimK V0, k = dimK V1.
Let A be an even G-linear transformation of VG. Then, in particular, A(vλ) =
A(v)λ for all v ∈ VG, λ ∈ G. We use the right notation for vectors of VG (G-coor-
dinates are to the right of basis vectors, see [1]). Then, along with the classic case,
A can be represented in the coordinate form. The matrix A of A is an element of
Mn,k . Thus, for instance, the kernel of A ∈ Mn,k can be considered and so on.
A lot of basic results of the theory of linear spaces over a field are not correct for
G-modules.
Example 3.1. Let G = 〈ζ1, ζ2〉, V0 = 〈e〉, V1 = {0}. Then VG = VG,0 ⊕K VG,1,
where VG,0 = eK ⊕ eζ1ζ2K,VG,1 = eζ1K ⊕ eζ2K . Let the mapping A : VG →
VG be given by A : ν → νζ1ζ2. Then kerA = eζ1ζ2K ⊕ eζ1K ⊕ eζ2K, imA =
eζ1ζ2K . It is easy to see that the G-modules kerA and imA have no bases and any
K-subspaces complemented to kerA or imA are not submodules of VG.
At the same time there is the following simple criterion of the freedom of a G-
submodule of VG in the general case.
Theorem 3.1. A submodule UG of the module VG is free if and only if it is a direct
summand of the module VG.
To prove this theorem, we need several lemmas.
Notice that the mapping τ (see Section 2) can be naturally extended to submod-
ules of VG.
Let a1, . . . , an ∈ VG,0, b1, . . . , bk ∈ VG,1 and a′i = τ(ai), b′j = τ(bj ) for i =
1, 2, . . . , n, j = 1, 2, . . . , k.
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Lemma 3.1. Let the elements a′1, . . . , a′n, b′1, . . . , b′k be linearly independent over
the field K . Then the elements a1, . . . , an, b1, . . . , bk make up a G-basis of the mod-
ule VG.
Proof. Let C be the matrix that takes the line of the vectors (e1, . . . , en, ε1, . . . , εk)
to the line (a1, . . . , an, b1, . . . , bk), that is, (e1, . . . , εk)C = (a1, . . . , bk). Then the
matrix τ(C) ∈ Mn+k(K) is a block-diagonal and its diagonal blocks are non-singu-
lar. Whence the matrix C is invertible (see [3]). Since e1, . . . , en, ε1, . . . , εk make
up the G-basis of VG, we see that the elements a1, . . . , an, b1, . . . , bk also make up
a G-basis of VG. 
Lemma 3.2. Let elements a1, . . . , al ∈ VG be G-linearly independent. Then the ele-
ments a′i = τ(ai) (i = 1, 2, . . . , l) are linearly independent over the field K .
Proof. Assume the converse. Then there exist the elements α1, . . . , αl ∈ K such
that these are not equal to zero simultaneously and
a′1α1 + · · · + a′lαl = 0.
The last condition is equivalent to
τ(a1α1 + · · · + alαl) = 0. (3.1)
Also, by assumption,
a1α1 + · · · + alαl /= 0.
Let ζ1, . . . , ζr be all pairwise distinct generators ofG appearing in the decomposition
of a1, . . . , al as G-linear combinations of e1, . . . , en, ε1, . . . , εk .
By ζ denote the product ζ1ζ2 · · · ζr . Then it follows from (3.1) that
a1α1ζ + · · · + alαlζ = 0
but this contradicts G-linear independence of the elements a1, . . . , al . 
Proof of Theorem 3.1. Suppose a submodule UG of the module VG can be distin-
guished as a direct summand, that is, there exists a submodule U ′G such that
VG = UG ⊕G U ′G. (3.2)
Since τVG = V , we have
V = τUG + τU ′G. (3.3)
Suppose there exist elements v ∈ UG and w ∈ U ′G such that
τv = τw /= 0. (3.4)
Then, if vα = 0 and wβ = 0 for some Grassman elements α and β, α = β = 0.
Since the sum in the right-hand side of the decomposition (3.2) is direct, we see that
the elements v and w are G-linearly independent. Thus by Lemma 3.2, it follows
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that equality (3.4) is impossible. As a result the sum in the right-hand side of (3.3) is
direct. Because, UG and U ′G are Z2-graded and the mapping τ remains parity, τUG
and τU ′G are Z2-graded. It is easy to prove that
V0 = (τUG)0 ⊕ (τU ′G)0, (3.5)
V1 = (τUG)1 ⊕ (τU ′G)1. (3.6)
Let us choose bases of the spaces V0 and V1 in accordance with decompositions
(3.5) and (3.6). Choose also a certain preimage for every element of these bases in
the module UG or (resp.) in U ′G. By Lemma 2.1, it follows that these preimages
make up a G-basis of the module VG. Moreover, we claim that the preimages that
belong to the module UG (to U ′G) make up a basis of this module. Indeed, these are
G-linearly independent and generate UG (U ′G) by decomposition (3.2).
Conversely, let UG be a free submodule of VG and a1, . . . , al, b1, . . . , bt be a
G-basis of UG, where ai ∈UG,0, bj ∈UG,1, i = 1, . . . , l, j=1, . . . , t, ln, tk.
Let a′i = τai, b′j = τbj . It is evident that a′i ∈ V0, b′j ∈ V1.
By Lemma 2.2, it follows that the elements a′1, . . . , a′l (b′1, . . . , b′t ) are linearly
independent over the field K . Let us complement the collections {a′i} and {b′j } up to
bases of the spaces V0 and V1 (resp.) if it is necessary, that is,
V0 = 〈a′1, . . . , a′l , a′l+1, . . . , a′n〉,
V1 = 〈b′1, . . . , b′t , b′t+1, . . . , b′k〉.
By U ′G denote the G-submodule of VG generated by the elements a′l+1, . . . , a′n,
b′t+1, . . . , b′k . By Lemma 3.1, it follows that the elements
a1, . . . , al, a
′
l+1, . . . , a′n,
b1, . . . , bt , b
′
t+1, . . . , b′k,
make up a G-basis of the module VG. Hence, in particular, we have
UG + U ′G = VG, UG ∩ U ′G = {0}. 
Remark. There is reason to think that this theorem was known to Berezin and
Karpelevich. An analogy of the converse assertion of this theorem is obtained in [6].
Note that if C is an arbitrary even G-linear transformation of VG, then ketC and
imC are Z2-graded. Using Theorem 3.1, we can obtain sufficient conditions of the
freedom for kerC and imC.
Let A and B be even G-linear transformations of the module VG.
Proposition 3.1. Let
A+B = id,
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AB = BA = 0.
Then the G-modules AVG = kerB and BVG = kerA are free.
The proof is left to the reader.
Proposition 3.2. Let
A2 =A.
Then the G-modules ker A and imA are free.
The proof is left to the reader.
Let f (t), g(t) be polynomials of the algebra G0[t].
Proposition 3.3. Suppose
f (A)g(A) = 0 (3.7)
and there exist polynomials u(t), v(t) ∈ G0[t] such that
uf + vg = 1. (3.8)
Then
ker f (A) = im g(A), (3.9)
ker g(A) = im f (A), (3.10)
VG = kerf (A)⊕G kerg(A), (3.11)
and a matrix of the transformation A has a block-diagonal form with respect to a
basis associated with decomposition (3.11).
Proof. It follows from (3.7) thatg(A)VG⊆ker f (A). Conversely, leta ∈ ker f (A).
Then, using (3.8), we have a = v(A)g(A)a ∈ im g(A). Equality (3.10) can be
easy proved by analogy. Equalities (3.7)–(3.10) imply the decomposition (3.11).
According to (3.11) and Theorem 2.1 ker f (A) and ker g(A) are the free G-mod-
ules. Hence there exists a G-basis is VG associated with decomposition (3.11). ker
f (A) and ker g(A) are A-invariant. Therefore the matrix of the mapping A has a
block-diagonal form with respect to this basis. 
Applications of Prosposition 3.3 are connected first with expansions of the char-
acteristic polynomial into coprime factors.
LetA be a matrix of the transformationA. Suppose λ is a root of the characteristic
polynomial χA(t), then there exists m > 0 such that
χA(t) = ϕ(t)(t − λ)m,
where ϕ(t) ∈ G0[t] and ϕ(λ) /= 0. By ψ(t) denote (t − λ)m.
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Theorem 3.2. Suppose Res(ϕ(t), ψ(t)) is invertible. Then
VG = U ⊕G U ′,
where U = kerψ(A), U ′ = kerϕ(A), and the matrix A can be reduced by a con-
jugation to a block-diagonal form associated with this decomposition of VG.
Proof. Follows immediately from Proposition 3.3, the Cayley–Hamilton equation,
and the property of the resultant (see, for example, [7]). 
We use Theorem 3.2 in Section 4.
Recall that
V = V0 ⊕K V1 (3.12)
and n = dimK V0, k = dimK V1.
Notice that if C is an even G-linear transformation of VG, then τC is the K-linear
transformation of V .
Another proof of Theorem 2.1 is based on the following result.
Under the conditions of Proposition 3.3, in addition, suppose A is a block-diago-
nal matrix of the linear transformation A.
Proposition 3.4. Let
τf (A)V0 = 0, (3.13)
τg(A)V1 = 0. (3.14)
Then the dimensions of the blocks of the matrix A are equal to n and k, respectively.
Proof. It follows from (3.13) and (3.14) that
V0 ⊆ ker τf (A), (3.15)
V1 ⊆ ker τg(A). (3.16)
Taking into account (3.12), we obtain
ker τf (A)+ ker τg(A) = V.
From (3.8) it follows that
τu(A)τf (A)+ τv(A)τg(A) = id.
Therefore,
ker τf (A) ∩ ker τg(A) = {0}
and we get
ker τf (A)⊕K ker τg(A) = V. (3.17)
I.M. Trishin / Linear Algebra and its Applications 357 (2002) 59–82 71
Now combining (3.12), (3.15)–(3.17), we have
ker τf (A) = V0, ker τg(A) = V1.
On the other hand, τVG = V . Hence, from decomposition (3.11), Theorem 3.1,
and Lemma 3.2 it follows that
V = τ ker f (A)⊕K τ ker g(A). (3.18)
Evidently,
τ ker f (A) ⊆ ker τf (A)(= V0),
τ ker g(A) ⊆ ker τg(A)(= V1).
Whence, from (3.18) and (3.12) it follows that
τ ker f (A) = V0, (3.19)
τ ker g(A) = V1. (3.20)
Choose a basis of the module VG in accordance with decomposition (3.11) (this
can be done by Theorem 3.1). The τ -images of these basis elements generate the
spaces V0 and V1, respectively (see (3.18)–(3.20)). Also, these τ -images are linearly
independent by Lemma 3.2. Thus we have
dimG ker f (A) = dimK V0 = n,
dimG ker g(A) = dimK V1 = k. 
Recall that Ii = str Ai for i = 0, 1, 2, . . . and A ∈ Mn,k . By i denote the func-
tions on Mn,k defined by the recursion relation
i = 1
i
i∑
t=1
(−1)t−1i−t It
for i = 1, 2, . . . ; 0 = 1 and i = 0 for i < 0 (see [5]).
Example 3.2. Let the signature of the module VG be (1, 1). Let
A =
(
x ξ
η y
)
∈ M1,1(x, y ∈ G0, ξ, η ∈ G1)
be the matrix of a transformation A with respect to the original basis of the mod-
ule VG. Suppose i = i (A) is also the meaning of the function i on the matrix
A(i = 1, 2, . . .). The characteristic polynomial χA(t) = Det(A− tE) of the matrix
A has the form
χA(t) = −1t2 + (21 − 22)t − 3 + 12
(see [5]).
By definition, put χ ′(t) = 1t + 2 − 21 and χ ′′(t) = 1t + 2. Suppose the
lowest coefficient δA = −1 = y − x of the characteristic polynomial is invertible.
Since there is the identity 22 = 13 on the algebra M1,1 (see [5]), we have
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χA(t) = δ−1A χ ′(t)χ ′′(t).
Let us show that the conditions of Proposition 3.4 hold. Indeed, χ ′(A)χ ′′(A) =
δAχA(A) = 0 by the Cayley–Hamilton equation; −21 (χ ′′(t)− χ ′(t)) = 1; with
τ2 = (τy)2 − (τx)(τy) conditions (3.13), (3.14) can be easily checked at once.
Let
e′ =
(
x − y
η
)
and ε′ =
( −ξ
x − y
)
.
Then ker χ ′(A) = 〈e′〉 and ker χ ′′(A) = 〈ε′〉. Besides,
Ae′ = e′
(
x + ξη
x − y
)
and Aε′ = ε′
(
y + ξη
x − y
)
.
Thus the matrix A′ of the transformation A with respect to the basis {e′, ε′} is diag-
onal and it has the form
A′ =
(
x + ξη
x−y 0
0 y + ξη
x−y
)
=
(
21−2
1
0
0 −21
)
(see also the expressions for χ ′(t) and χ ′′(t)).
In the rest part of this section we extend the results of the last example to the
general case.
In what follows along with the functions i we use also the functions i :
i = 1
i
i∑
t=1
i−t It , i = 1, 2, . . . .
By definition, put also 0 = 1 and i = 0 for i < 0.
By ωi (resp., ϑi) denote the restriction of the function i (resp., i) to the di-
agonal matrices diag(x1, . . . , xn, y1, . . . , yk), where i ∈ Z (see [4]). Let τt and εr
be the elementary symmetric functions in the variables x1, . . . , xn and y1, . . . , yk ,
respectively. Both ωi, ϑj , and τt , εr are the elements of the algebra of polynomials
K[x1, . . . , xn, y1, . . . , yk].
Let µ = (µ1, . . . , µp) be a sequence of integers and let zt (t ∈ Z) be commu-
tative variables. Denote by |zµ1 , . . . , zµp |p the determinant of order p of the form|zµi+j−i |.
Lemma 3.3.
|ωn, . . . , ωn|k τt εr = (−1)r
∣∣∣∣∣∣ωn+1, . . . , ωn+1︸ ︷︷ ︸
r
, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
, (3.21)
0  t  n, 0  r  k, n > 0, k > 0.
Remark. Identity (3.21) follows from the more general result obtained earlier by
Berele and Regev [8]. At the same time to prove our particular case we do not need
an advanced combinatorial theory.
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Proof of Lemma 3.3. Let 0 < r  k. Consider the determinant of the right-hand
side of (3.21). Using the equality
ωj = −
j∑
i=1
ωj−iεi , j  n+ 1
(see [4]), rewrite the elements of the first row of this determinant. We so obtain∣∣∣∣∣∣ωn+1, . . . , ωn+1︸ ︷︷ ︸
r
, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
=
∣∣∣∣∣∣−
n+1∑
i=1
ωn−i+1εi, ωn+1, . . . , ωn+1, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
= −
n+1∑
i=1
∣∣∣∣∣∣ωn−i+1, ωn+1, . . . , ωn+1︸ ︷︷ ︸
r
, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
εi
Let us check that if i /= r for a determinant of the last sum, then this determinant
is equal to 0. Indeed, in this case it has two equal rows (if i < r , then the first row
coincides with the (i + 1)th one and if i > r , then it coincides with the ith). Hence,
the determinant of the right-hand side of (3.21) is equal to
−
∣∣∣∣∣∣ωn−r+1, ωn+1, . . . , ωn+1︸ ︷︷ ︸
r
, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
εr .
Moving by cycle the first row to the place of the rth one, we see the last expression
takes the form
− |ωn, . . . , ωn, ωt |k+1 (−1)r−1εr = (−1)r |ωn, . . . , ωn, ωt |k+1 εr .
Hence we have∣∣∣∣∣∣ωn+1, . . . , ωn+1︸ ︷︷ ︸
r
, ωn, . . . , ωn︸ ︷︷ ︸
k−r
, ωt
∣∣∣∣∣∣
k+1
= (−1)r |ωn, . . . , ωn, ωt |k+1 εr (3.22)
for 0 < r  k. Trivially, equality (3.22) also holds for r = 0.
Since ω0 = τ0 = 1 and ωi = 0 for i < 0, we see that (3.22) is equivalent to (3.21)
for t = 0.
Let 0 < t  n. We claim that
|ωn, . . . , ωn, ωt |k+1 =
∣∣∣∣∣∣ϑk+1, . . . , ϑk+1︸ ︷︷ ︸
t
, ϑk, . . . , ϑk
∣∣∣∣∣∣
n
. (3.23)
Indeed, it is known there are the two ways to represent every Schur function in
the classic case: it is the determinant in the complete and (resp.) in the elementary
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symmetric functions (see [9]). But the functions ϑi and ωj are represented in terms
of Il by means of just the same relations as the complete and (resp.) the elementary
symmetric functions are represented in terms of the power sums (see above and [9]).
Now consider the determinant of the right-hand side of (3.23). Using the relation
ϑj =
j∑
i=1
(−1)i−1ϑj−1τi, j  k + 1
(see [4]), rewrite the elements of the first row of this determinant. As above, we
obtain∣∣∣∣∣∣ϑk+1, . . . , ϑk+1︸ ︷︷ ︸
t
, ϑk, . . . , ϑk
∣∣∣∣∣∣
n
= |ϑk, . . . , ϑk|n τt , (3.24)
for 0  t  n. With
|ϑk, . . . , ϑk|n = |ωn, . . . , ωn|k
equality (3.21) follows from (3.22)–(3.24). 
The leading coefficient of the characteristic polynomial of a matrix A ∈ Mn,k is
the super-determinant Det A (see [1,5]). The restriction of DetA to the diagonal
matrices T = diag(x1, . . . , xn, y1, . . . , yk) has the forms
Det T =
∣∣∣∣∣∣ωn+1, . . . , ωn+1︸ ︷︷ ︸
k
, ωn
∣∣∣∣∣∣
k+1
=
∣∣∣∣∣∣ϑk+1, . . . , ϑk+1︸ ︷︷ ︸
n
, ϑk
∣∣∣∣∣∣
n+1
. (3.25)
The restriction of the lowest coefficient of the characteristic polynomial to the diag-
onal matrices is δT = (−1)nn,k(T ), where
n,k(T ) = |ωn, . . . , ωn|k = |ϑk, . . . , ϑk|n =
n∏
i=1
k∏
j=1
(xi − yj ) (3.26)
(see [4]). By definition, put also n,k(T ) = 1 for n = 0 or k = 0.
Proposition 3.5.
(−1)kDet T = n,k(T )τnεk. (3.27)
Proof. Let n = k = 0. By definition, ω0 = τ0 = ε0 = 0,0 = 1 (see [4,9]). This im-
plies (3.27).
Let k = 0 and n  1. Then Det T = ωn. For k = 0 the functions Ii coincide with
the usual power sums in the variables xt . The expressions of the functionsωj in terms
of Ii coincide exactly with the expressions of the elementary symmetric functions in
terms of the power sums in the classics (compare (2.11′) in [9] with (3.5) in [4]).
Thus we have ωn = τn. This is equivalent to (3.27).
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If n = 0 and k  1, then Det T = ϑk . For n = 0 the functions Ii differ by the
sigh from the power sums in the variables yj . Comparing the expressions of the
elementary and the complete symmetric functions in terms of the power sums (see
[9]), we get ϑk = (−1)kεk and this is equivalent to (3.27).
If n > 0 and k > 0, then equality (3.27) coincides with (3.21). 
Suppose A ∈ Mn,k is a block-diagonal matrix and A11, A22 are its square diago-
nal blocks of orders n and k (resp.). Arguing as above (see the end of the proof of
Proposition 2.2), and using (3.27) and (2.11), we arrive at
Theorem 3.3.
(−1)n+kDetA = δA detA11 detA22. (3.28)
Let A ∈ Mn,k . Recall that
χA(t) = Det(A− tE) (3.29)
is the characteristic polynomial of A, where E = En+k . Let also χ ′A(t) and χ ′′A(t) be
the polynomials of the forms
χ ′A(t) =
n∑
i=0
(−1)n−i t i
∣∣∣∣∣∣n, . . . ,n︸ ︷︷ ︸
k
,n−i
∣∣∣∣∣∣
k+1
, (3.30)
χ ′′A(t) =
k∑
i=0
t i
∣∣∣∣∣∣∣n+1, . . . ,n+1︸ ︷︷ ︸
k−i
,n, . . . ,n
∣∣∣∣∣∣∣
k
. (3.31)
Proposition 3.6.
δAχA(t) = χ ′A(t)χ ′′A(t). (3.32)
Proof. The matrices conjugated to diagonal ones make up the open set in the algebra
Mn,k (see [3]). Therefore it is sufficient to prove (3.32) for diagonal matrices.
Multiply both sides of equality (3.27) by the factor (−1)n+kn,k and shift the di-
agonal matrix T by the unit matrix: T → T − tE. Since the elementn,k is invariant
with respect to this shift (see for example (3.26)), we get
(−1)nn,k Det(T − tE) = (−1)n+k2n,k
n∏
i=1
(xi − t)
k∏
j=1
(yj − t). (3.33)
By definitions (3.29) and (2.11), the restriction of the polynomial δAχA(t) to the
diagonal matrices coincides with the left-hand side of (3.33). Combining the defini-
tion of the elementary symmetric functions (see [9]), Lemma 3.3, (3.30), and (3.31),
we see that the factors of right-hand side of (3.33) have the form
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(−1)nn,k
n∏
i=1
(xi − t) = n,k
n∑
i=0
(−1)n−iτn−i t i
=
n∑
i=0
(−1)n−i t i
∣∣∣∣∣∣ωn, . . . , ωn︸ ︷︷ ︸
k
, ωn−i
∣∣∣∣∣∣
k+1
= χ ′T (t), (3.34)
(−1)kn,k
k∏
j=1
(yj − t) = n,k
k∑
j=0
(−1)j+kεk−j tj
=
k∑
j=0
tj
∣∣∣∣∣∣∣ωn+1, . . . , ωn+1︸ ︷︷ ︸
k−j
, ωn, . . . , ωn
∣∣∣∣∣∣∣
k
= χ ′′T (t).  (3.35)
Proposition 3.7.
Res(χ ′A(t), χ ′′A(t)) = n+k+1n,k . (3.36)
Proof. As above, it is sufficient to consider the restriction to diagonal matrices. Tak-
ing into account the definition of the resultant as the determinant in the coefficients
of polynomials (see [7]), (3.34), and (3.35), we have
Res(χ ′T (t), χ ′′T (t)) = n+kn,k Res

 n∏
i=1
(t − xi),
k∏
j=1
(t − yj )

 .
But the last resultant is equal to n,k =∏ni=1∏kj=1(xi − yj ) (see [7]). 
Proof of Theorem 2.1. It follows from (3.36) and from the property of the resultant
(see [7]) that there exist polynomials ϕ′(t), ϕ′′(t) ∈ G0[t] such that
ϕ′χ ′A + ϕ′′χ ′′A = 1.
It follows from (3.32) and the Cayley–Hamilton equation that
χ ′A(A)χ ′′A(A) = δAχA(A) = 0.
Under the conditions of Theorem 3.3, we have
χ ′A(t) = (−1)nn,k det(A11 − tEn),
χ ′′A(t) = (−1)kn,k det(A22 − tEk),
(see (3.34), (3.35)). Thus χ ′A(A11) = 0 and χ ′′A(A22) = 0 by the Cayley–Hamilton
equation. This is equivalent to (3.13), (3.14) for f = χ ′A and g = χ ′′A.
Theorem 2.1 now follows from Proposition 3.4. 
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4. On the theorem of F.A. Berezin
In the following the main field K of characteristic zero is algebraically closed.
Recall from [3] that a matrix A ∈ Mn,k is of general position if the eigenvalues
of the matrix τA are pairwise distinct.
Theorem 4.1 (Berezin [3]). Any matrix A ∈ Mn,k of general position is conjugated
to a diagonal one.
In the present section we reprove this theorem. Our approach is based on the
results of Section 3 (see Theorem 3.2) and on the expansion of the characteristic
polynomial into linear factors.
Notice that on factorization polynomials of G0[t] may have properties that are
absent in the classic case of K[t].
For example, suppose f (t) = t2 + (2 + ζ1ζ2)t + 1, where ζ1, ζ2 are generators
of the algebra G. It can easily be checked that this polynomial has no roots in the
algebra G0. Hence it can not be expanded into factors in G0[t].
On the other hand, for instance, the polynomial f (t) = t2 − 2ζ1ζ2t can be ex-
panded into linear factors but this expansion is not unique: t2 − 2ζ1ζ2t = t (t −
2ζ1ζ2) = (t − ζ1ζ2)2 = (t − ζ1ζ3)(t − 2ζ1ζ2 + ζ1ζ3) = · · ·.
At the same time the characteristic polynomial χA(t) of any matrix A ∈ Mn,k of
general position can be uniquely expanded into linear factors (see Theorems 4.2 and
4.3).
Suppose f ∈ G0[t] is a unitary polynomial of degree m. Recall that
D(f ) = (−1)m(m−1)/2 Res(f, f ′) (4.1)
is the discriminant of the polynomial f , where f ′ = df/dt (see, for example [7]).
If a unitary polynomial f ∈ G0[t] can be expanded into linear factors, that is,
f (t) =∏mi=1(t − αi) for some αi ∈ G0, then
D(f ) =
∏
i<j
(αi − αj )2 (4.2)
(see [7]).
Suppose f (t) ∈ G0[t] is a unitary polynomial of degree m.
Theorem 4.2. Let D(f ) be invertible. Then
(i) the set {α1, . . . , αm} ⊂ G0 of the roots of f (t) is uniquely determined;
(ii) τ(αi) /= τ(αj ) for i /= j ;
(iii) The polynomial f (t) can be uniquely expanded into linear factors:
f (t) =∏mi=1(t − αi).
Proof. Let
f (t) = tm + a1tm−1 + · · · + am−1t + am,
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where ai =∑pij=0 ai,2j ∈ G0, i = 1, 2, . . . , m; ai,2j are homogeneous elements of
degree 2j in the generators ζr of G. In particular, ai,0 ∈ K .
We seek a solution of the equation f (t) = 0 in the form ∑∞l=0 t2l , where any
unknown t2l is a homogeneous element of degree 2l in the generators of G.
The element t0 is a root of the polynomial
f0(t) = tm + a1,0tm−1 + · · · + am−1,0t + am,0 ∈ K[t].
Let us check that for any q (q  1) the elements t2q is a solution of the equation of
the form
f ′0(t0)t2q + g2q = 0, (4.3)
where g2q ∈ G0 is the homogeneous element of degree 2q that depends on ai,2j for
j  0 and on t2s for s < q. Indeed, consider the terms of degree 2q of the expression
ait
m−i =
pi∑
j=0
ai,2j
( ∞∑
l=0
t2l
)m−i
.
Here the element t2q is the leading one among the elements of the type t2l . Its coef-
ficient belongs to the main field K and is equal to (m− i)ai,0tm−i−10 .
By assumption,
Res(f0(t), f ′0(t)) /= 0. (4.4)
Hence, if t0 is a root of the equation f0(t) = 0, then f ′0(t0) /= 0. Consequently the
unknown t2q id uniquely determined by Eq. (4.3), where q  1. Thus any root of the
equation f0(t) = 0 determines uniquely a root of the equation f (t) = 0.
Let α1, . . . , αm ∈ G0 be roots of the equation f (t) = 0. It follows from (4.4) that
any difference (αi − αj ) is invertible in G.
Using the Euclidean algorithm, represent the polynomial f (t) in the form
f (t) = g(t)(t − α1),
where g(t) ∈ G0[t]. Since f (α2) = 0 and the element (α2 − α1) is invertible, we get
g(α2) = 0. By induction, we obtain the expansion of f (t) into linear factors. 
Note the properties of a matrix of general position.
Lemma 4.1. For any matrixA∈Mn,k of general position the elementn,k=n,k(A)
is invertible.
Proof. There exists an invertible matrixC ∈ Mn,k such that the matrixA′ = CAC−1
has the properties.
(i) τA′ is diagonal;
(ii) the diaonal elements of τA′ are pairwise distinct.
Denote by a1, . . . , an, b1, . . . , bk the diagonal elements of τA′(ai, bj ∈ K). Tak-
ing into account n,k is invariant, using (2.14), we obtain
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τn,k(A) = τn,k(A′) = n,k(τA′) =
n∏
i=1
k∏
j=1
(ai − bj ) /= 0.
Hence n,k(A) is invertible. 
It follows from Lemma 4.1 that for any matrix A ∈ Mn,k of general position the
unitary polynomial
χ˜A(t) = (−1)n−1n,kχA(t) = δ−1A χA(t) (4.5)
is well defined.
Lemma 4.2. For any matrixA ∈ Mn,k of general position the discriminant D(χ˜A(t))
is invertible.
Proof. Let A′, ai, bj be as in Lemma 4.1. Then
χ˜A(t) = χ˜A′(t).
But τ χ˜A′(t) = χ˜τA′(t) =∏ni=1(t − ai)∏kj=1(t − bj ) (see (3.33)). Thus the roots of
the poynomial τ χ˜A(t) are pairwise distinct. Hence, D(τχ˜A(t)) /= 0. Therefore the
element D(χ˜A(t)) is invertible. 
Lemmas 4.1 and 4.2 can be converted:
Lemma 4.3. If n,k(A) and D(χ˜A(t)) are invertible, then the matrix A is of general
position.
Proof. The discriminant D(χ˜A(t)) is invertible if and only if D(χ˜τA(t)) /= 0. To
conclude the proof, let us check that χ˜τA(t) is the characteristic polynomial of the
matrix
τA =
(
τA11 0
0 τA22
)
∈ Mn+k(K).
In fact, if follows from (3.28) and (2.11) that
(−1)kDet τA = n,k(τA) det τA11 det τA22. (4.6)
Shifting the matrix τA by the unit matrix (τA→ τA− tEn+k), using (3.29) and
(4.5), we obtain
χ˜τA(t) = det(tEn − τA11) det(tEk − τA22). 
With Lemmas 4.1–4.3 we have:
Theorem 4.3. A matrix A ∈ Mn,k is of general position if and only if the elements
n,k(A) and D(χ˜A(t)) are invertible.
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To prove Theorem 4.1, we need a result that is of interest itself. In the classic case
a matrix has a non-zero kernal if and only if the determinant det of this matrix is
equal to 0. Going to the supercase, we use the super-determinant Det as an analogy
of det. But now the conditon Det A = 0 is not sufficient for ker A /= {0}.
Example 4.1. For
A =
(
x ξ
η y
)
∈ M1,1
we have
Det A = xy2 − x2y − ξη(x + y)
(see [1]). Suppose
A = E2 =
(
1 0
0 1
)
.
Then DetA = 0 but also ker A = {0}.
At the same time we have:
Theorem 4.4. Suppose A ∈ Mn,k is a matrix such that Det A = 0 and n,k(A) is
invertible. Then kerA /= {0}.
Proof. By assumption, Det τA = 0 and n,k(τA) /= 0. Hence, from (4.6) it fol-
lows that det τA11 = 0 or det τA22 = 0. Therefore there exist a non-zero column
v ∈ Kn+k such that (τA)v = 0 or (this is the same) τ(Av) = 0.
Let ζ1, . . . , ζr be all pairwise distinct generators of G appearing in the notation of
Av. By ζ denote the product ζ1 · · · ζr . The condition τ(Av) = 0 implies A(vζ ) = 0.
It is evident that vζ /= 0. 
Remark. Under the condition of the last theorem, an important problem is re-
mained: if kerA is a free G-module (kerA contains a free G-submodule) or not.
Example 4.2. Suppose
A =
(
x ξ
η y
)
∈ M1,1, 1,1(A) = x − y
is invertible, and Det A = 0. Then (see Example 2.1)
A ∼ A′ = diag
(
x + ξη
x − y , y +
ξη
x − y
)
.
Since Det is invariant, using (3.28) and (2.11), we get
Det A = Det A′ = (y − x)
(
x + ξη
x − y
)(
y + ξη
x − y
)
= 0. (4.7)
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By assumption, at least one of the elements x and y is invertible. Suppose x is in-
vertible. Then (4.7) yields
y + ξη
x − y = 0 and A
′ = diag
(
x + ξη
x − y , 0
)
.
Hence, kerA′ = 〈(0, 1)T〉. (The case when y is invertible can be considered by anal-
ogy.) Thus, under the conditions of Theorem 4.4, ker A is a non zero free G-module
for A ∈ M1,1.
Example 4.3. SupposeA=diag(ζ1ζ2, ζ1ζ2, 1) ∈ M2,1. Then the element2,1(A) =
(ζ1ζ2 − 1)2 is invertible and DetA = −2,1(ζ1ζ2)2 = 0 (see (3.28) and (2.11)). At
the same time if v = (v1, v2, 0)T ∈ kerA, then v1, v2 are zero divisors. It follows
that, generally, ker A of Theorem 4.4 does not contain a free G-submodule.
Proof of Theorem 4.1. Suppose A ∈ Mn,k is a matrix of general position. By The-
orems 4.2 and 4.3, the characteristic polynomial χA(t) can be uniquely expanded
into linear factors:
χA(t) = (−1)nn,k
n+k∏
i=1
(t − αi).
By Theorem 4.2, it follows that
Res

τn,k
n+k∏
j=1
j /=i
(t − ταj ), (t − ταi)

 /= 0.
Hence,
Res

n,k
n+k∏
j=1
j /=i
(t − αj ), (t − αi)


is invertible for i = 1, 2, . . . , n+ k. The G-submodules ker(A− αiE) are non-zero
and free (see Theorems 4.4, 3.2, and 3.1). This implies that
dimG ker(A− αiE)  1. (4.8)
Moreover, by Theorem 3.2, it follows that
ker
n+k∏
j=1
j /=i
(A− αjE)

 ∩ ker(A− αiE) = {0}.
Whence the join of G-bases of G-modules ker(A− αiE) is a G-linearly independent
set of vectors. Hence, by Lemma 3.2, we have
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n+k∑
i=1
dimG ker(A− αiE)  dimK V = n+ k. (4.9)
Combining (4.8) and (4.9), we obtain
dimG ker(A− αiE) = 1
for i = 1, 2, . . . , n+ k. Thus the matrix A has n+ k G-linearly independent eigen-
vectors of uniquely determined parity (see the proof of Theorem 3.1). Consider the
τ -images of these vectors. These are K-linearly independent. The parity of a vector
is kept under the mapping τ . Therefore there are n even and k odd vectors among the
original eigen-vectors. By Lemma 3.1, these vectors make up a G-basis of VG. Thus
the matrix A is conjugated to a diagonal one with the elements α1, . . . , αn+k on the
main diagonal. 
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