Abstract. We present an algorithm to reduce the constructive membership problem for a blackbox group G to three instances of the same problem for involution centralizers in G. If G is a finite simple group of Lie type in odd characteristic, then this reduction can be performed in (Monte Carlo) polynomial time.
Introduction
A vital component of many group-theoretic algorithms is an e‰cient solution of the constructive membership problem which may be defined as follows: given a finite group G ¼ hX i, and g A G, express g as a straight-line program in X .
One may intuitively think of a straight-line program (SLP) for g as an e‰ciently stored group word on X that evaluates to g. For a formal definition, we refer the reader to [30, p. 10] . While the length of a word in a given generating set constructed in m multiplications and inversions can increase exponentially with m, the length of the corresponding SLP is linear in m. Babai and Szemerédi [5] proved that every element of G has an SLP of length at most Oðlog 2 jGjÞ in every generating set. The concept of a black-box group was also introduced in [5] . In this model, group elements are represented by bit-strings of uniform length; the only group operations permissible are multiplication, inversion, and checking for equality with the identity element. Permutation groups, groups of words with a confluent rewriting system, and matrix groups defined over finite fields are covered by this model. Over the past decade, a major research project, initiated by Babai and Beals, has sought to develop polynomial-time algorithms to determine the abstract group-theoretic structure of a black-box group. We refer the reader to [7] for an excellent account of this work.
Seress [30, p. 17 ] defined a black-box algorithm as one which does not use specific features of the group representation, nor particulars of how group operations are performed; it can only use the operations listed above. However, a common assumption is that oracles are available to perform certain tasks: for example, an order oracle to compute the order of an arbitrary element. Babai and Beals [7] proved that if the primes dividing the order of a black-box group are known, then the order of an element can be computed in polynomial time.
Many of the algorithms developed for black-box groups rely on random selections. Babai [4] presented a black-box Monte Carlo algorithm to construct in polynomial time nearly uniformly distributed random elements of a finite group. An alternative is the product replacement algorithm of Celler et al. [15] . That this also runs in polynomial time was established by Pak [28] . For a discussion of both algorithms, we refer the reader to [30, pp. 26-30] .
In this paper, we show that the constructive membership problem in a black-box group G with order oracle can be reduced to three instances of the same problem for involution centralizers in G. Our reduction algorithm applies to all such groups. However, if G has no non-central involutions, then the algorithm is not e¤ective; even if it is successful, the reduction may run in time exponential in the size of the input. We prove that the reduction algorithm runs in Monte Carlo polynomial time for the finite simple groups of Lie type defined over fields of odd characteristic.
We establish some notation. If the elements of a black-box group G are represented by bit-strings of uniform length n, then n is the encoding length of G and jGj c 2 n . If G also has Lie rank r and is defined over a field of size q, then r ¼ Oð ffiffi ffi n p Þ and log q ¼ OðnÞ. Let m, x and r denote the costs of a group operation, constructing a random element of G, and an order oracle respectively.
Our principal result is the following.
Theorem 1. Let G be a black-box group having an encoding of length n and equipped with an order oracle. There is a black-box Monte Carlo algorithm which reduces the constructive membership problem for G to three instances of the same problem for involution centralizers of G. Let e > 0 denote the probability that the algorithm fails. If G is a simple group of Lie type defined over a field of odd characteristic, then this reduction algorithm is polynomial and can be carried out in time Oðn 3=2 ðx þ rÞ logð1=eÞ þ nmÞ.
The conclusion of Theorem 1 appears not to be true for groups of Lie type defined over fields of even characteristic. In particular, a key component of the proof of Theorem 1 is Theorem 8, which guarantees the abundance of elements of even order. But the corresponding result does not hold in even characteristic: now most elements are regular semisimple and have odd order, and the proportion of elements of even order is Oð1=qÞ. Hence the complexity of the reduction algorithm in these cases is at least linear in q, and so is not polynomial in the size of the input.
Our reduction algorithm, Reduction, can readily be embedded into a constructive membership algorithm, SLPViaCentralisers, which we present in Section 2. A critical decision is how to solve each instance of the constructive membership problem for an involution centralizer. These can be solved either by a recursive call to SLPViaCentralisers or to an arbitrary constructive membership algorithm. However, our analysis of the cost of Reduction applies only to simple groups of Lie type in odd characteristic. The fundamental di‰culty in producing an analysis of SLPViaCentralisers is that it appears to require knowledge of the composition factors of a black-box group. These are not known to be computable in polynomial time. The best results in this direction are those of [7] .
We can however control to some extent the Lie ranks of the non-abelian composition factors of the three involution centralizers. In particular we prove the following.
Theorem 2. Let G be a simple group of Lie type and rank r, defined over a field of odd characteristic, having a black-box encoding of length n, and equipped with an order oracle. Let d be a constant where 2=3 < d < 1. If r is su‰ciently large, then, at the cost of Oðn 2 Þ random selections, we can choose the three involutions for Reduction so that the Lie ranks of the non-abelian composition factors of their centralizers are at most dr.
Our principal motivation was a practical algorithm for constructive membership testing. As we demonstrate, our algorithm works well in practice, and often succeeds in cases where other constructive membership algorithms fail. The significance of Theorem 2 is that it allows us to direct the algorithm to choose involutions with relatively small centralizers, which ensures that (in practice) SLPViaCentralisers completes as quickly as possible. If the obstructions to a fully recursive algorithm could be overcome, then Theorem 2 could also be used to bound the depth of that recursion to Oðlog rÞ, and the total number of recursive calls to a polynomial in r.
Black-box algorithms for constructive membership of the alternating groups have been developed by Beals et al. [9] . In various works, Brooksbank, Kantor, and Seress have also developed black-box algorithms for the classical groups; see, for example, [13] , [14] and [21] . These algorithms also compute constructive isomorphisms between the input group G and a 'standard' (or natural) representation of G. Such an isomorphism is not a natural by-product of our work. Ambrose et al. [2] develop another general framework for membership testing in black-box groups.
Constructive membership in a permutation group can be decided by constructing a base and strong generating set (BSGS), a concept introduced by Sims [31] . For an analysis of the algorithm, see [18] or [30, p. 64] . For a discussion of practical algorithms to decide constructive membership in a soluble group described by a polycyclic presentation, see [32, Chapter 8] .
Of course, the use of involution centralizers to obtain insight into group structure is not a new concept. As is well known, they played a fundamental role in the classification of finite simple groups. They were used extensively in early computations with sporadic groups; see [25] for a survey. Altseimer and Borovik [1] used them as a central component of an algorithm to distinguish between PSp 2r ðqÞ and W 2rþ1 ðqÞ. Both Borovik [10] and Parker and Wilson [29] consider them in the general context of black-box groups.
The structure of the paper is as follows. In Section 2 we present a constructive membership algorithm which incorporates our reduction algorithm. In Section 3 we present and analyse an algorithm to construct the centralizer of an involution. In Sections 4 and 5 we prove Theorems 1 and 2. In Section 6 we report on a practical implementation in Magma [11] of the constructive membership algorithm for quasisimple linear groups.
The constructive membership algorithm
Our Monte Carlo constructive membership algorithm, SLPViaCentralisers, solves a slightly more general problem than that stated in the introduction. It takes as input a black-box group G equipped with an order oracle, a subgroup H of G, and g A G. If the algorithm concludes that g A H, then it returns an SLP for g in the generators of H, otherwise it returns false. The algorithm is the following. In practice, we may wish to select h and x carefully, so that the involutions have the property identified in Theorem 2; we consider this in Section 5. We now more precisely specify Reduction: it constructs the involutions x, y, z and their centralizers in H.
We make the following observations.
(a) Each instance of the constructive membership problem for an involution centralizer could be solved by a recursive call to SLPViaCentralisers or to a di¤er-ent algorithm. If any one of the constructive membership tests reports false, then SLPViaCentralisers terminates, returning false. If SLPViaCentralisers is called recursively, then it must also handle base cases: those groups where Reduction is not e¤ective.
(b) Observe that hx; zi is D 2m having central involution y ¼ ðxzÞ m . Hence y is in the centralizer of x and z is in the centralizer of y.
(c) It is easy to deduce that the method is constructive. After Step 1, we know an SLP w h for h in the generators of H. After Step 2 we similarly know an SLP w x for x. In Step 3 we record SLPs for the generators of X , and so the call in Step 4 will return an SLP for y. Similarly, in
Step 5, we record SLPs for the generators of Y and so in
Step 6 obtain an SLP w z for z. Finally in Step 7 we record SLPs for the generators of Z; so in Step 8 we find an SLP w gh for gh and hence an SLP given an involution, construct its centralizer; solve the constructive membership problem in this centralizer.
We consider these in detail in the remainder of the paper.
Constructing an involution centralizer
The centralizer of an involution in a black-box group having an order oracle can be constructed using an algorithm of Bray [12] .
Theorem 3 ([12])
. If x is an involution in a group H, and w is an arbitrary element of H, then ½x; w either has odd order 2k þ 1, in which case w½x; w k commutes with x, or has even order 2k, in which case both ½x; w k and ½x; w À1 k commute with x.
Proof. In the first case xw½x; w k ¼ wx½x; w kþ1 ¼ wx½x; w Àk ¼ w½x; w k x since x is an involution; in the second case x½x; w
This theorem is used to convert a supply of independent nearly uniformly distributed random elements of H into a supply of elements of C H ðxÞ. While these are not, in general, nearly uniformly distributed, we have the following result (due to Richard Parker).
Theorem 4 ([12]).
With the above notation, if w is uniformly distributed among the elements of the group for which ½x; w has odd order, then w½x; w k is uniformly distributed among the elements of the centralizer of x.
Proof. If w 0 ¼ yw, where y A C H ðxÞ, then ½x; w 0 ¼ ½x; w so that
so each element of C H ðxÞ occurs exactly once as w runs through any coset of C H ðxÞ in H. r
Thus if the odd order case occurs su‰ciently often (with probability at least a positive rational function of the input size), then we can construct nearly uniformly distributed random elements of the involution centralizer in Monte Carlo polynomial time. Of course, in practice, we can also use the output of the even-order case to obtain a generating set for the centralizer more rapidly.
We now restrict our attention to groups of Lie type over fields of odd characteristic. Here, the structure of the involution centralizers is well known; see, for example, [19, Parker and Wilson [29] prove the following for classical groups.
Theorem 5. There is an absolute constant c > 0 such that if H is a finite simple classical group of Lie rank r defined over a field of odd characteristic, and x is an involution in H, then ½x; h has odd order for at least a proportion c=r of the elements h A H.
They also prove the following result for the exceptional groups.
Theorem 6. There is an absolute constant c > 0 such that if H is a finite simple exceptional group, defined over a field of odd characteristic, and x is an involution in H, then ½x; h has odd order for at least a proportion c of the elements h A H.
We now analyse the cost of constructing an involution centralizer C by generating elements of C using Theorem 3.
Theorem 7. Let H be a simple group of Lie type defined over a field of odd characteristic, having a black-box encoding of length n and equipped with an order oracle. The centralizer in H of an involution can be computed in time Oð ffiffi ffi n p ðx þ rÞ logð1=eÞ þ nmÞ with probability of success at least 1 À e, for positive e.
Proof. By Theorems 5 and 6, we need Oð ffiffi ffi n p Þ random elements to find a commutator of odd order. The probability that two random elements of a cyclic group G generate G is
where the product is over all primes p dividing the order of G. The structure of the involution centralizers [19, 
Finding the involutions
Let G be a simple group of Lie type in odd characteristic and Lie rank r. Our analysis of Reduction assumes that G and its subgroup H coincide. Recall that Reduction constructs three involutions in G by powering up elements of even order. We need to estimate the size of the random samples required to obtain these elements. Observe that (since G ¼ H) the involutions z and x are powers of random elements of even order, but y ¼ ðxzÞ m is obtained as a power of their product and so y is not a random element.
Parker and Wilson [29] prove the following result.
Theorem 8. There exists a constant c > 0 such that for every simple group G of Lie type in odd characteristic, of Lie rank r, and every conjugacy class C of involutions of G, the proportion of elements of G having a power in C is at least c=r 3 .
Indeed, they show that for the symplectic and orthogonal groups, this proportion is at least c=r 2 .
Theorem 9. Let G be a simple group of Lie type defined over a field of odd characteristic, having at least two conjugacy classes of involutions, and a black-box encoding of length n. In time Oðn 3=2 ðx þ rÞ logð1=eÞ þ nmÞ we can construct the three involutions x, y, z, with probability of success at least 1 À e, for positive e.
Proof. By [20, Theorem 5.2] , at least 1=4 of the elements of G have even order. Hence we obtain z with probability at least 1 À e by selecting at most Oðlogð1=eÞÞ elements h. Now we need to obtain an involution x such that xz has even order. A su‰cient condition for this is that x and z are in di¤erent conjugacy classes. Since G has at least two classes of involutions, and by Theorem 8 the proportion of elements of G which power into any given class of involutions is at least c=n 3=2 , it follows that, with probability at least c=n 3=2 , the involutions x and z are in di¤erent conjugacy classes. Thus we need at most Oðn 3=2 logð1=eÞÞ random elements before we find one where xz has even order. Powering up to construct the involution takes time at most OðnmÞ. r
We now prove a similar result for groups having a unique class of involutions.
Theorem 10. Let G be a simple group of Lie type defined over a field of odd characteristic, having a unique class of involutions, and a black-box encoding of length n. In time Oððx þ rÞ logð1=eÞ þ nmÞ we can construct the three involutions x, y, z, with probability of success at least 1 À e, for positive e.
Proof. We deduce from [19, [3, (39.6) ] implies that there exist two conjugates of an involution whose product has even order. We show that the proportion of pairs of involutions whose product has even order is at least a positive constant.
We illustrate the method of proof with the example of G ¼ 2 G 2 ðqÞ. Observe that jGj ¼ ðq 3 þ 1Þðq À 1Þq 3 and the involution centralizer has order qðq 2 À 1Þ. Hence the number of involutions is a ¼ q 2 ðq 2 À q þ 1Þ. We want to count the number of pairs of involutions whose product has even order greater than 2 and dividing q þ 1. Since the dihedral group they generate lies in the centralizer 2 Â PSL 2 ðqÞ of another involution, its normalizer is contained in
The number of such pairs in H is c ¼ ðq þ 1Þðq À 3Þ=4. Moreover, no pair is in two distinct conjugates of H. Hence the desired proportion is
The other cases are similar. Since we need only an asymptotic result, we may assume that q is large and consider only the leading terms of the various polynomials in q which arise.
In the case of PSL 2 ðqÞ we look in D qÀ1 or D qþ1 according as q 1 1 or 3 mod 4. The number of such subgroups is of the order of q 2 =2, and in each subgroup the number of pairs of involutions generating a suitable subgroup is at least of the order of q 2 =8. But the total number of involutions is of the order of q 2 =2, so the proportion of pairs whose product has even order is at least of the order of ðq 2 =2Þðq 2 =8Þ=ðq 2 =2Þ 2 ¼ 1=4. In PSL 3 ðqÞ our two involutions negate a common 1-space, and we can work in GL 2 ðqÞ instead. Similarly in PSU 3 ðqÞ, we may work in GU 2 ðqÞ. In G 2 ðqÞ the involution centralizer is 2 Á ðPSL 2 ðqÞ Â PSL 2 ðqÞÞ:2, and there is a dihedral group D 2ðq 2 À1Þ which has index 2 in its normalizer. Therefore there are approximately q 8 involutions and q 12 =4 such dihedral groups, each containing at least of the order of q 4 =2 pairs of involutions whose product is regular semisimple of even order. Thus the desired proportion is at least of the order of 1=8 in this case.
Both PSL 4 ðqÞ and PSU 4 ðqÞ are most easily treated as orthogonal groups, so we work in SO 
Prescribing the conjugacy classes of the involutions
Let G be a simple group of Lie type in odd characteristic and Lie rank r, having a black-box encoding of length n. In Reduction we construct three involutions in G by powering up elements of even order. If we simply choose the involutions as powers of random elements of even order, then each centralizer may have a composition factor of Lie rank r À 1. We now prove Theorem 2: we can choose our involutions so that the non-abelian composition factors of their centralizers have Lie rank at most a proper fraction of r. Theorem 8 implies that at a cost of at most Oðr 3 Þ random selections we can choose precisely the conjugacy class of both x and z. In the proof of Theorem 2, we discuss how to identify the class. We now consider the choice of y ¼ ðxzÞ m in more detail. In particular, we consider the case where y lies in a conjugacy class of involutions whose eigenspaces on the natural module have a prescribed dimension.
We first prove a preliminary lemma.
Lemma 11. Let p be an odd prime, k d 2, and let C be the (unique) subgroup of order p k þ 1 in the multiplicative group of the field F of order p 2k . Then the proportion of elements of C which lie in a proper subfield of F is at most 1=ð2p À 1Þ.
Proof. We need only consider subfields of order p 2k=l where l is prime, so that the number of elements of C lying in the subfield is h :
, and
so that h ¼ p k=l þ 1. Therefore (counting G1 only once) the number of elements in C which lie in proper subfields is at most
where l is an odd prime. If there are at least two odd primes dividing k, then
and so the stated proportion is at most
If there is a unique odd prime dividing k, then the stated proportion is at most
If k is a power of 2, then the stated proportion is
In fact the same argument shows more.
Lemma 12.
If q is an odd prime power and k d 2, then the proportion of elements in C q k þ1 that are regular semisimple in GL 2k ðqÞ is at least 1 À 1=ð2q À 1Þ d 4=5.
We also need the following order estimates for classical groups extracted from [29] . There exists a constant c > 0 such that, with probability at least c=k, the product of two random conjugates of x powers up to an involution of type À1 4k 1 dÀ4k .
Proof. We prove this result for SL d ðqÞ by looking inside the normalizer of a Singer cycle (namely, a cyclic subgroup of order q 4k À 1) in GL 4k ðqÞ. In SU d ðqÞ we look at the normalizer of a Singer cycle in GL 2k ðq 2 Þ, and in the symplectic groups we look at a Singer cycle in GL 2k ðqÞ. The orthogonal groups, as usual, are a little more complicated.
The normalizer of a Singer cycle in GL 2k ðqÞ contains a subgroup C q 2k À1 : C 2 , whose centre has order q k À 1. There are involutions of type À1 k 1 k inverting the subgroup of order q k þ 1. (All this can be seen already in the subgroup GL 2 ðq k Þ.) By Lemma 12, there are at least ð 4 5 Þ 2 q 2k pairs of involutions whose product is a regular semisimple element in this C q k þ1 , and in at least half of these cases the product has even order. For brevity call such pairs of involutions good. There are at least
q 2k good pairs of involutions in the normalizer of a particular cyclic group of order q k þ 1. Now we estimate the number of these tori, and the number of pairs of involutions in the given conjugacy class, in order to estimate the proportion of these pairs which are good: namely those whose product powers into the desired conjugacy class of involutions.
First The normalizer of C q k þ1 is GU 2 ðq k Þ:C 2k Â Sp dÀ4k ðqÞ and so the number of such cyclic groups is
Thus the proportion of good pairs of involutions from this class is at least 1=ð2 9 kÞ. Finally consider the orthogonal groups. To complete the argument, we must estimate the number of elements in the cyclic group of order C q 2k À1 which are regular semisimple in O 4k ðqÞ. Again, this is bounded below by a positive constant times q 2k and so the powers of q cancel as required. r Corollary 15. The same result holds for simple classical groups.
Proof. Working modulo scalars has no e¤ect on the above argument. r
Theorem 8 implies that in
Step 1 of the algorithm we need at most Oðr 3 Þ trials to find an involution in a particular conjugacy class. We now show, by allowing a range of dimensions for the eigenspace, that we can reduce the cost of this step to Oðr 2 Þ.
Lemma 16. Let 0 < k < l < 1 and let G be a simple classical group with natural module of dimension d > 2=ðl À kÞ defined over a field of odd characteristic. Then the proportion of elements of G which power to an involution whose ðÀ1Þ-eigenspace on the natural module has dimension in the range kd to ld is at least c=d 2 for some constant c depending on k and l.
Proof. If r is the Lie rank of G, then d is r þ 1 or 2r or 2r þ 1. Therefore by Theorem 8, for each eigenspace dimension the proportion is at least a constant times d À3 . Since ðl À kÞd > 2, there exists at least one even integer in the range ðkd; ldÞ. Hence there is at least one conjugacy class of involutions with ðÀ1Þ-eigenspace dimension in this range, and indeed the number of possible dimensions is at least a constant times d. r Proof of Theorem 2. We may assume r > 8, so that exceptional groups of Lie type do not arise. Let d denote the dimension of the natural module for G. We choose d 0 in the range ð2=3; dÞ and now define k
0 À 2Þ, then Lemma 16 implies that in OðnÞ attempts we can choose the involution x and (its conjugate) z to have ðÀ1Þ-eigenspace of dimension 2k where ð1 À d 0 Þd < 2k < d 0 d=2. Theorem 14 implies that among a sample of Oð ffiffi ffi n p Þ random conjugates of x, we find two whose product powers up to an involution y of type À1 4k 1 dÀ4k . It is easy to deduce that
Hence both eigenspaces for each of the three involutions have dimension less than
Recall that the non-abelian composition factors of a centralizer of such an involution in a classical group are of the same classical type (linear, unitary, symplectic or orthogonal) in smaller Lie rank. Further r is d À 1 (linear, unitary), or ðd À 1Þ=2 or d=2 (orthogonal, symplectic). Hence, for su‰ciently large r, the Lie ranks of the nonabelian composition factors are at most dr.
For each involution in the sample, we must also identify its conjugacy class. We construct its centralizer C using Theorem 7; using the algorithm of [6] , we construct the last term of the derived series of C, which is a product of at most two semisimple groups; we construct its composition factors using the algorithm of [7, Claim 5.3] ; we identify the defining characteristic using the algorithm of [24] ; finally, we name the composition factors using the algorithm of [8] . All of these steps can be performed using a sample of at most OðnÞ elements. r One might hope that Theorem 2 would allow us to bound by log r the depth of the recursion tree arising in a recursive application of SLPViaCentralisers to a simple group of Lie rank r. However, Theorem 2 does not apply to the centralizers, since they need not be simple. Such a result appears to require the ability to construct the composition factors of the centralizers: then both the number of recursive calls and the number of base cases could be bounded by a polynomial in r.
A practical realization for matrix groups
We now consider how the constructive membership algorithm can be realized in practice for quasisimple linear groups.
We implemented a version of SLPViaCentralisers which solves the constructive membership problem in each centralizer, by constructing its composition factors using the composition tree algorithm (see [27] ). If the Lie rank of a composition factor is too large for a direct solution of the membership problem, then we recursively apply SLPViaCentralisers to this factor.
Recall that a necessary component of Reduction is an order oracle. Celler and Leedham-Green [16] present an algorithm to determine the order of g A GLðd; qÞ. While it requires the factorization of certain large integers, a variation can, as discussed in [27] , in polynomial time determine a multiple of the order. From this multiple, we can determine if the element has even order and if so, construct an involution. Knowledge of a multiple of the order also su‰ces for Theorem 3. In practice, we use projective orders so that we can work in the simple group.
If the input group is classical in its natural representation, then we can determine the type of an involution directly.
6.1 Applications to sporadic groups. The original application of Reduction was as one step in the classification of conjugacy classes of subgroups of E 7 ð5Þ isomorphic to the Rudvalis sporadic simple group (see [22] ).
As we earlier observed, its performance depends critically on the proportions of elements gh (respectively xz) which power up to involutions of each class. For the sporadic groups, these proportions are constants which can be calculated from the character tables. In some cases, these proportions are zero: for certain choices of involution classes C 1 , C 2 , C 3 , there are no elements x A C 1 , z A C 2 , with xz powering to an element in C 3 . Hence we do not have a completely free choice of these three classes. In practice, we choose x, y and z all to be elements of the largest class of involutions, in which case it turns out that the probabilities are all positive. Indeed, as can be deduced from the character tables, the probability that gh powers to an element in this class is at least 5=64 ¼ 0:078125, while the probability that xz powers to an element in this class is at least 6181967=148341375 A 0:041674.
For each sporadic group, we can calculate explicitly the proportion of commutators ½x; g which have odd order. For every class of involutions x this proportion is always greater than 17%, and therefore Bray's algorithm to construct an involution centralizer C completes rapidly. We now construct its composition tree and solve the membership problem for C directly. Table 1 records some data supporting our claim that the algorithm works well for the sporadic groups.
6.2 Implementation and performance. SLPViaCentralisers is implemented in Magma. One motivation for its development was to solve the constructive membership problem for composition factors of matrix groups. The input to our implementation is an irreducible representation of a group of Lie type in odd defining characteristic, or a sporadic group.
Reduction constructs (at most) three involution centralizers. A composition tree is constructed for each centralizer, whose leaves are its composition factors. For each factor, we may generate further calls to SLPViaCentralisers until we construct a base case. Alternatively, if the factor is su‰ciently small, we invoke the SchreierSims algorithm [31] (or its variations) to solve the problem.
Our implementation uses the following components:
the product replacement algorithm [15] A variation of Theorem 3 allows us to decide constructively if two involutions x and y are conjugate in a group H. We construct random conjugates x i of x, until we find x i y with odd order 2k þ 1, say. In the dihedral group D 4kþ2 ¼ hx i ; yi, we can see that ð yx i Þ k conjugates x i to y. If two random conjugates of x have a high enough probability of having a product of odd order, this provides an e¤ective method. Moreover, it is constructive in the sense that it provides h A H such that x h ¼ y, and hence C H ðxÞ h ¼ C H ð yÞ. We exploit this observation in our implementation. If we repeatedly test for membership in the same group, then we store the chosen involutions and their associated composition trees; as a preliminary step in a new membership test, we decide if the new involutions are conjugate to the known ones; if so, we do not need to construct a new composition tree.
Our constructive membership algorithm is competitive with the standard BSGS machinery for matrix groups of moderate dimension. If the matrix group has no subgroup of reasonable index, then our algorithm is currently the only practical approach. For example, the largest proper subgroup of J 4 has index about 10 8 ; our algorithm readily succeeds in the 112-dimensional representation over GFð2Þ.
In Table 1 , we report on the application of SLPViaCentralisers to some of the larger sporadic groups and to groups of Lie type. The strategy of Theorem 2 to direct the choice of involution works well. For example, in SL 20 ð5Þ, the three involutions chosen have types À1 8 1 12 , À1 12 1 8 , and À1 10 1 10 . A further recursion then reduces to d c 6, and an invocation of a Schreier-Sims algorithm now completes the task. None of these examples completed using the existing machinery in Magma V2.12 on a Pentium IV 2.8 GHz processor with 2GB of RAM. The input to the algorithm is an irreducible subgroup of GL d ðqÞ. In the column entitled 'Time', we list the CPU time in seconds (averaged over three runs) needed to solve the constructive membership problem for a random element of the group.
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