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Abstract
The purpose of the thesis is to investigate momentum trading strategies in equity and futures markets and
to explore the links between momentum profitability and the equity market correlation of the economy.
The first topic focuses on cross-sectional equity momentum patterns by modeling a stock’s price path
as the interaction between a long-term growth component and a number of fluctuating price components
that oscillate around the long-term trend at various distinct frequencies. Based on this specification, the
dependence of momentum profitability on the asset price response to oscillations at various frequen-
cies is explored. The evidence is consistent with a behavioural overreaction-to-private-information and
underreaction-to-public-information explanation of the momentum patterns. Cross-sectional momentum
profitability is found to be robust to realistic transaction costs and is shown to be optimized in terms of
minimising the effects of transaction costs for a 6-month holding horizon. Simple stop-loss rules are
shown to improve the performance of strategies with long-term holding horizon by discarding big and
growth stocks, which achieve higher levels of price efficiency and therefore realise their momentum po-
tential faster than small and value stocks.
The second topic focuses on the source of profitability for cross-sectional momentum portfolios and
other commonly used long-short zero-cost factor-mimicking portfolios and investigates whether these
abnormal premia are justified as compensation for bearing correlation risk. Using a novel dataset on
correlation swaps and building on the fact that large equity market declines are accompanied by increases
in stock correlations, it is shown that correlation risk is priced in the cross-section of stock returns even
after including conventional risk factors. Moreover, it is documented that a significant part of long-short
portfolios’ return premia is explained by exposure to correlation risk. Interestingly, the inflow of capital
into long-short hedge fund strategies coincides with increases in the realized equity market correlation,
and consequently with decreases in the price of insurance against unexpected correlation surprises.
Finally, the profitability and the mechanics of time-series momentum strategies in futures markets are
explored. A time-series momentum strategy involves the volatility-adjusted aggregation of univariate
strategies and therefore relies heavily on the efficiency of the volatility estimator and on the quality of
the momentum trading signal. The evidence shows that trading signals generated by fitting a linear trend
on the asset price path maximise the out-of-sample performance while minimising the portfolio turnover.
The momentum patterns are found to be strong at the monthly frequency of rebalancing, relatively strong
at the weekly frequency and relatively weak at the daily frequency. In fact, significant reversal effects are
documented at the very short-term horizon. Regarding the volatility-adjusted aggregation of univariate
strategies, the Yang-Zhang range estimator constitutes the optimal choice for volatility estimation in terms
of maximising efficiency and minimising the bias and the ex-post portfolio turnover.
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1. Introduction & Literature Review
“...The momentum effect drives a juggernaut through one of the tenets of finance theory, the efficient-
market hypothesis...”, January 8, 2011, The Economist, “Why Newton was wrong”, pp. 63-64.
During the last two decades, the rational asset pricing framework and the efficient market hypothesis
have experienced hard times in explaining the highly persistent and significant momentum patterns. This
thesis aims to shed light on various aspects of momentum effects in the equity and futures markets and to
investigate the conditions under which momentum premia can be explained as ex-ante compensation for
bearing correlation risk.
The momentum effect is manifested both in the cross-section of asset returns and in the time-series
of individual return series. Cross-sectional momentum refers to the empirical finding by Jegadeesh and
Titman (1993, 2001) that a portfolio of securities with the largest returns over the past 6 to 12 months
(“winners”) outperforms a portfolio of securities with the lowest returns over the same lookback period
(“losers”). The effect is statistically significant and economically important, for investment horizons that
reach up to 12 months1 and is historically equal to about 1% on average on a monthly basis. Interestingly,
the momentum effect attenuates after the passage of the first year and the relation reverses with loser
stocks significantly outperforming winners for holding periods ranging between 3 and 5 years, as iden-
tified by DeBondt and Thaler (1985, 1987). On the other hand, time-series momentum is a more recent
empirical finding documented by Moskowitz, Ooi and Pedersen (2011) and refers to the trading strategy
that results from the aggregation of a number of univariate momentum strategies on a volatility-adjusted
basis. Arguably, this type of momentum depends exclusively on the serial correlation of each asset’s
return series.
Neither type of momentum can be captured by the linear factor models like the capital asset pricing
model (CAPM) of Sharpe (1964) and Lintner (1965), or the Fama and French (1993) 3-factor model2,
1For investment horizons shorter than 1 month, the empirical evidence is controversial with earlier evidence support-
ing reversal behaviour in monthly stock returns (Lehmann 1990, Jegadeesh 1990), attributed partially to bid-ask spread
(Kaul and Nimalendran 1990, Cooper 1999, Subrahmanyam 2005), non-synchronous trading, overreaction effects (Lo and
MacKinlay 1990, Jegadeesh and Titman 1995) or even to the well documented January effect (Roll 1983, Thaler 1987),
whereas more recent empirical studies are in favour of momentum effects in weekly stock returns (Gutierrez and
Kelley 2008). Clearly, shorter holding periods are affected by the market microstructure (e.g. refer to O’Hara 1997) and the
market for short-run liquidity.
2Fama and French (1996) show that the Fama and French (1993) 3-factor model can satisfactorily capture several other em-
pirical patterns of cross-sectional variation in expected returns, that have been initially characterised as price anomalies,
like for instance patterns with respect to market capitalisation (Banz 1981) (known as the size effect), book-to-market ra-
tio (B/M) (Stattman 1980, Rosenberg, Reid and Lanstein 1985) (known as the value effect), earnings-to-price ratio (E/P)
(Basu 1977, Basu 1983), cashflow-to-price ratio (C/P) (Lakonishok, Shleifer and Vishny 1994), long-term past return
(DeBondt and Thaler 1985, DeBondt and Thaler 1987) (known as the reversal effect), recent earnings surprise (Chan, Je-
gadeesh and Lakonishok 1996). In fact, the size and value effects fully subsume the remaining list of price patterns.
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as shown in Fama and French (1996) and in Moskowitz et al. (2011). Clearly, if time-varying expected
returns do not explain these price patterns, then momentum can be interpreted as evidence against Fama’s
(1970) efficient market hypothesis. Under this hypothesis, past information should by no means predict
future price movements, since this piece of information should have already been fully incorporated in
the observed market prices. For this reason, momentum effect is usually characterised as an asset pricing
“anomaly”3.
Reviewing the vast literature on the momentum anomaly, momentum patterns are not only limited
to US equity markets (Jegadeesh and Titman 1993, Jegadeesh and Titman 2001), but instead consti-
tute an important empirical finding in industries (Moskowitz and Grinblatt 1999), in international equity
markets (Rouwenhorst 1998, Griffin, Ji and Martin 2003, Griffin, Ji and Martin 2005, Chabot, Ghysels
and Jagannathan 2009, Leippold and Lohre 2011), in international equity indices (Chan, Hameed and
Tong 2000, Bhojraj and Swaminathan 2006), in futures markets (Pirrong 2005, Miffre and Rallis 2007),
in currencies (Okunev and White 2003, Harris and Yilmaz 2009) and in commodities (Miffre and Rallis
2007, Gorton, Hayashi and Rouwenhorst 2007). An overview of momentum evidence across all these
asset classes is also found in Asness, Moskowitz and Pedersen (2009).
Clearly, momentum anomaly constitutes a very active field of ongoing research with risk-based and
behavioural models competing with each other in an effort to provide a reasonable explanation of the
price patterns.
According to rational explanations4, hence safeguarding the efficient market hypothesis, it can be
argued that if there exist cross-sectional differences in expected returns, then, given a plausible pricing
kernel as in Liu and Zhang (2008), the risk exposure of past winners differs from that of past losers in
such a way that past winners/losers are likely to consist primarily of stocks with high/low expected returns,
thus yielding consistently positive expected returns for the spread momentum strategy. For instance, in
the single-firm partial equilibrium model of Johnson (2002), past return is correlated with the expected
growth rate of the dividend, which, in turn, is monotonically related to risk5. Note that if stocks exhibit
time-varying expected returns, then momentum profits could represent compensation for bearing time-
varying risk, which is not inconsistent with rational asset pricing theories. This is supported by Berk,
Green and Naik (1999), who argue that a firm’s optimal investment choices can change its systematic risk
and expected return and consequently allow for return predictability. Chordia and Shivakumar (2002)
link return predictability to the business cycle6, whereas Avramov and Chordia (2006) introduce time
variation in the alpha of conditional versions of several asset pricing models and deduce that the impact
3Momentum is one of various empirical asset pricing anomalies. For a detailed overview of these anomalies see Schwert (2003)
and Fama and French (2008).
4For completeness, additional support for a risk-based explanation of the momentum/reversal anomaly can be found in the
works by Conrad and Kaul (1998) (however directly questioned by Jegadeesh and Titman 2002), Brav and Heaton (2002),
Lewellen and Shanken (2002), Ahn, Conrad and Dittmar (2003), Sagi and Seasholes (2007), Chen, Zhang and Drive (2008),
Avramov and Hore (2008), Martens and van Oord (2008) and Vayanos and Woolley (2010).
5Extending this single-firm result, it can be argued that past winners/losers exhibit positive future differential return, due to
different levels of expected growth rate and therefore fundamental risk.
6As it is discussed later, the notion of predictability could in general be linked to evidence of inefficiency of the markets,
consistent with theoretical models of investor irrationality. However, Chordia and Shivakumar (2002) emphasise the fact that
if this irrationality existed, then it would be expected that both macroeconomic information and firm-specific information
are interpreted in a biased manner and not just the macroeconomic one as indicated by their empirical experiments.
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of momentum in the cross-section of stock returns could potentially be captured by an undiscovered risk
factor related to the business cycle and need not necessarily be a manifestation of investor irrationality.
On the other hand, the fact that past performance can yield significant information about future stock
returns has led a number of researchers to link this predictability to investor irrationality and to be-
havioural cognitive biases that affect investment decisions, thus questioning directly the efficiency of the
markets. Behavioural explanations7 are already motivated by the authors that initially document the mo-
mentum and reversal patterns (Lehmann 1990, Jegadeesh 1990, Jegadeesh and Titman 1993, DeBondt
and Thaler 1985). Barberis, Shleifer and Vishny (1998) incorporate the representativeness heuristic
(Kahneman and Tversky 1982) and the conservatism bias (Edwards 1968), in order to link momentum
to underreaction effects. Daniel, Hirshleifer and Subrahmanyam (1998) make use of the overconfidence
effect and the biased self-attribution effect and eventually link price momentum to overreaction effects to
private information and therefore to underreaction to public information in agreement with Barberis et al.
(1998)8. Hong and Stein (1999) attribute momentum patterns to underreaction effects caused by gradu-
ally diffusing news in the return expectations of the investors followed -by construction of their model-
by overreaction effects that account for long-term price reversals9. More recently, Friesen, Weller and
Dunham (2009) introduce a judgement bias called the confirmation bias and present the very first con-
crete behavioural attempt to explain in the most unifying way all anomalies exhibited by cross-sectional
momentum and contrarian strategies across all investment horizons.
Following the above discussion and review of the literature, it is evident that price momentum patterns
constitute an important feature of financial markets and current research has been inconclusive about its
source. No wonder why Cochrane (2001, p.452) characterises momentum as the “anomaly-du-jour”.
This thesis tries to shed light on various aspects of cross-sectional and time-series momentum effects and
looks for a potential explanation on the grounds of ex-ante compensation for bearing correlation risk. I
next describe briefly the structure of the remaining chapters of the thesis.
Chapter 2 focuses on the profitability of cross-sectional momentum strategies in the US equity markets
between the years 1962 and 2008 and provides evidence that is consistent with a behavioural overreaction-
to-private-information and underreaction-to-public-information explanation of the patterns. Following the
general stock return modeling approach, where news of different frequencies and magnitude is announced
7For an overview of behavioural finance, refer to Hirshleifer (2001) and Barberis and Thaler (2003). Additional support
of a behavioural explanation of the momentum puzzle can be found in the works by Daniel and Titman (1999), Daniel,
Hirshleifer and Subrahmanyam (2001), Holden and Subrahmanyam (2002), Chan (2003), Grinblatt and Han (2005), Jiang,
Lee and Zhang (2005), Daniel and Titman (2006), Frazzini (2006), Verardo (2009), Leippold and Lohre (2011) and Antoniou,
Doukas and Subrahmanyam (2011).
8Soon after the behavioural models by Barberis et al. (1998) and Daniel et al. (1998) are published and question explicitly
the efficiency of the markets, Fama (1998) argues that market efficiency is strong enough to allow for any overreaction and
underreaction effects since there exists no strong documentation or unified explanation of which effect is truly dominant and
they simply co-exist with same probability of occurrence. In contrast, his main argument suggests that “...consistent with
the market efficiency hypothesis that the anomalies are chance results, apparent overreaction of stock prices to information
is about as common as underreaction. And post-event continuation of pre-event abnormal returns is about as frequent as
post-event reversal...”.
9More precisely, Hong and Stein (1999), in accordance with Fama (1998), emphasise the necessity of a unified behavioural
model that suggests the existence of just a single primitive type of shock in the markets, that of the slow dissemination of
news regarding future fundamentals. If this is the case, then underreaction effects to this news that leads to momentum
abnormal returns should be followed by overreaction behaviour and price reversals in the longer run.
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and affects the stock prices over time (e.g. Friesen et al. 2009), I model a stock’s price path as the interac-
tion between a long-term growth component and a number of fluctuating price components that oscillate
around the long-term trend at various frequencies. By constructing specific fluctuation metrics that ac-
count for different frequencies of price variation, it is feasible to independently assess the link between
momentum profitability and the information content of past price fluctuations at various frequencies.
High-frequency fluctuations capture the price reaction to new information being available to the markets,
possibly driven by the market trading mechanism, whereas low-frequency fluctuations reflect a measure
of response to longer term and more persistent effects of potentially macroeconomic nature. Without
being restrictive, the identification of the trend and intrinsic contemporaneous fluctuations of a price pro-
cess is achieved by means of a recent numerical decomposition method known by the name of Ensemble
Empirical Mode Decomposition (EEMD), introduced by Wu and Huang (2009). Using the above speci-
fication, it is first shown that cross-sectional momentum strategies formed based on either past return or
some estimate of past price trend are statistically indistinguishable from each other. These two perfor-
mance metrics result in very similar momentum portfolios in terms of composition and consequently in
terms of out-of-sample performance.
Focusing on the information content of the contemporaneous cyclical price fluctuations, I investigate
the relationship between various frequencies of intrinsic price fluctuations and momentum patterns. I
find that momentum patterns are more pronounced among stocks with the largest high frequency price
variability, which in turn translates to larger cross-sectional volatility. This subset of stocks in general
consists of stocks with larger information uncertainty, lower analyst coverage stocks and slower dissemi-
nation of news (Hong, Lim and Stein 2000, Zhang 2006b), which eventually lead to underreaction effects
and positive serial correlation in the return series. That combined with the fact that volatility as a statis-
tical measure constitutes publicly available information to the investment world leads to the conclusion
that momentum patterns are a result of investor underreaction to public information in line with Hong and
Stein (1999) and Arena, Haggard and Yan (2008). These patterns reverse for longer holding periods that
reach up to 60 months, hence also supporting long-run overreaction effects.
On the other hand, momentum patterns are also more pronounced among stocks with the least low
frequency price variability. Contrary to higher frequencies of price fluctuations, which behave similarly to
the ordinary volatility measure, the results show that the lower frequencies of price fluctuations cannot be
proxied by some standard statistical measure and can only be extracted using a spectral analysis technique,
like the EEMD. It can be therefore argued that this piece of information can be justified as some sort
of privately held information. This finding links momentum profitability with investor overreaction to
private information, which in turn translates to underreaction to public information in support to Daniel
et al.’s (1998) behavioural theory. It is important to notice that eventually the underreaction-to-public-
information explanation channel of the momentum patterns has been reached using both ranges (high and
low) of frequencies of intrinsic price variation. However, on one hand, investors underreact to public
information related to stocks with larger information uncertainty and on the other hand, they overreact to
their private information, due to potential overconfidence effects, and therefore indirectly underreact to
public information.
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A limits-to-arbitrage (Shleifer and Vishny 1997) type of argument regarding the persistence of momen-
tum abnormal profits is that transactions costs can act as an important constraint on constructing and sub-
sequently capitalizing momentum profits (e.g. Korajczyk and Sadka 2004, Heston and Sadka 2008, Leip-
pold and Lohre 2011). Focusing on the practical implications of transaction costs to the performance
of momentum strategies, I find that cross-sectional momentum profitability remains robust to realistic
transaction costs. Interestingly, a holding period of around 6 months seems to be the optimal tradeoff
between the frequent position openings/closings and the percentage of stocks that remain winners/losers
after the end of the period and as a consequence remain part of the respective portfolio, without incurring
additional costs.
Finally, given the existence of cross-sectional momentum effects, simple stop-loss rules are employed
on a daily basis, in order to improve the performance of the strategies and reduce the ex-post volatility. It
is shown that such risk management policies can significantly improve strategies with longer investment
horizon, because they can successfully safeguard against eminent price reversals. For shorter investment
horizons, these techniques do not have any added value and the reason for that is directly linked to the
features of momentum patterns. An interesting feature is revealed after decomposing the return series of
the momentum strategies that employ these stop-loss rules using Fama and French’s (1993) and Carhart’s
(1997) models. It is found that the stop-loss rules have the tendency to discard big and growth (low
book-to-market ratio) stocks from the momentum portfolios and essentially keep small and value (high
book-to-market ratio) stocks. This finding supports the hypothesis that big and growth stocks achieve
higher levels of price efficiency and consequently momentum patterns are more robust and long-lasting
among small and value stocks, which are generally characterised by low analyst coverage and slower
information diffusion (Hong et al. 2000, Zhang 2006b) that, in turn, result to investor underreaction.
Chapter 3 builds on the fact that unexpected increases in average stock correlations are an important
source of risk for diversified equity portfolios and therefore takes one step further on the investigation
of the source of profitability of cross-sectional momentum portfolios and more generally of long-short
portfolios, i.e. zero-cost investments that invest $1 in a long position of stocks and finance this investment
by shorting $1 of another group of stocks. In particular, given that correlation risk is indeed priced in the
cross-section of option returns (Driessen, Maenhout and Vilkov 2009) and hedge fund returns (Buraschi,
Kosowski and Trojani 2011) and that large equity market declines are accompanied by increases in stock
correlations (e.g. Longin and Solnik 2001, Moskowitz 2003), it is investigated whether correlation risk is
priced in the cross-section of stock returns. It is then tested whether exposure to unexpected changes in
equity correlations helps explain the expected return and risk of long-short equity strategies that underlie
zero-cost factor mimicking portfolios commonly used in the asset pricing literature (e.g. Fama and French
1996, Carhart 1997), as well as long-short equity strategies employed by alternative investment funds.
Making use of a unique dataset of actual correlation swap data on the S&P500 for the period between
April 2000 and December 2008, a traded correlation risk factor is constructed as the difference between
the ex-post realized pairwise correlation of the market and the correlation swap rate, which, as a whole,
can be interpreted as the return on purchasing equity correlation risk insurance. Using this correlation risk
factor, which effectively isolates the exposure to shifts in equity correlation structure, I first confirm that
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correlation risk is indeed priced in the cross-section of stock returns and bears a significant negative risk
premium in line with Krishnan, Petkova and Ritchken (2009), even after controlling for conventional risk
factors like the Fama and French’s (1993) size and value factors and the Pastor and Stambaugh’s (2003)
liquidity factor as well as for the Carhart’s (1997) momentum (feature-attribution) factor. Additionally,
it is shown that long-short equity strategies, such as those underlying the size and value factors and most
importantly the momentum factor, exhibit high exposure to correlation risk surprises, despite their low
market beta exposures.
These findings are extremely important from an asset pricing perspective, as they imply that a signifi-
cant part of the return premia of the conventional long-short factor mimicking portfolios can be interpreted
as ex-ante compensation for bearing correlation risk and not as abnormal return, hence supporting a risk-
based explanation of these price effects and especially that of cross-sectional momentum. Interestingly,
long-short factor mimicking portfolios are commonly used as a means of testing for asset pricing anoma-
lies. For these factors to be interpreted as economic risk factors, they should be related to state variables
that describe the conditional distribution of future asset returns and therefore marginal utility growth
(Merton 1973). A recent study by Pollet and Wilson (2010) shows that average pairwise correlation is a
dominant predictor of future monthly and quarterly excess market returns and subsumes any predictabil-
ity coming from the average pairwise variance, even if the latter is the dominant predictor of future stock
market variance. This finding is supportive to the hypothesis that correlation risk is an important risk
factor that affects the cross-section of stock returns. Besides, Buraschi, Trojani and Vedolin (2011) build
a general equilibrium model that justifies the existence of correlation risk in the form of disagreement
risk.
In an effort to explore the sources of correlation structure breakdowns and consequently the reasons
why a long-short strategy is exposed to equity market correlations, I examine the effect that institutional
changes in the asset management industry have on stock returns and correlations. In particular, the hedge
fund industry has substantially grown relative to total equity market capitalisation during the last decade
and the hedge funds account for a significant part of the daily trading activity. Focusing specifically on
the funds that employ equity long-short strategies, since they can also trade correlations explicitly in a
number of ways, including option-based dispersion strategies and correlation swaps, it is reasonable to
expect that their trading behaviour can potentially constitute an important driver of equity prices (e.g.
Malkiel and Saha 2005) and correlations. After controlling for various variables, I conclude that the flow
of capital into long-short equity funds has indeed coincided with an increase in average correlations. This
finding combined with the results of Buraschi, Kosowski and Trojani (2011), who document that funds
with low net exposure act as correlation insurance sellers, leads eventually to a decrease in the price of the
insurance (correlation swap rate/implied correlation) relative to the observed risk (realized correlation),
for larger capital flows into the hedge fund industry.
Chapter 4 focuses on the profitability of time-series momentum strategies using a novel dataset of
high-frequency intra-day quotes of 12 futures contracts for the period between November 1999 and Oc-
tober 2009. Contrary to the cross-sectional momentum strategy, time-series momentum, as defined by
Moskowitz et al. (2011), refers to the trading strategy that results from the aggregation of a number of
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univariate momentum strategies on a volatility-adjusted basis, each of which is trivially formed using
some binary trading signal computed over a certain lookback period. Evidently, time-series momentum
relies heavily on the serial correlation/predictability of the asset’s return series. The objective is to inves-
tigate the mechanics of the time-series momentum strategy and to explore the persistence of momentum
effects at higher frequencies of portfolio rebalancing.
First, I perform a number of comparison tests for five different procedures that capture a trending
behaviour: (a) the traditional momentum trading signal, that of the sign of the past return (Moskowitz et al.
2011), (b) a moving average indicator used also by Han, Yang and Zhou (2011) and Yu and Chen (2011),
(c) a signal related to the price trend that is extracted using the Ensemble Empirical Mode Decomposition,
introduced by Wu and Huang (2009), (d) the t-statistic of the slope coefficient from a least-squares fit of
a linear trend on the price path and (e) a more robust version of the previous signal using the statistically
meaningful trend methodology of Bryhn and Dimberg (2011). For convenience, I assign these signals
the shorthand notations SIGN, MA, EEMD, TREND, SMT respectively. Using these signals, I explore
time-series momentum profitability for a broad grid of lookback and holding periods. The results show
strong momentum patterns at the monthly frequency for lookback and holding periods that range up to
12 months, which partly reverse after the first year of investment in line with Moskowitz et al. (2011),
relatively strong momentum patterns at the weekly frequency for up to 8 weeks of investment and scarce
momentum patterns at the daily frequency. Almost across all lookback periods, holding periods and
frequencies of portfolio rebalancing, the trend-related signals (TREND and SMT) offer the best out-of-
sample momentum performance in terms of ex-post mean return, dollar growth, positive skewness of the
return distribution and portfolio turnover. These features are in general very desirable from an investment
perspective and explicitly demonstrate the importance of the choice of an appropriate trading signal.
Quantitatively, momentum profits are maximised for the strategy that uses the SMT trading signal and
has a lookback and holding horizon of 6 months and 1 month respectively. The annualised mean return of
this strategy exceeds 28% with a Sharpe ratio of 1.18, a downside-risk Sharpe ratio (Ziemba 2005) of 1.83
and a dollar growth of $11.1 for the 10-year sample period of the dataset. The out-of-sample performance
remains statistically significant and economically important for the weekly frequency of rebalancing with
annualised return, dollar growth and downside-risk Sharpe ratio being equal to 19.99%, $5.60 and 0.95
respectively for the strategy that uses the SMT signal and has a lookback period of 3 weeks and holding
horizon of 1 week. As mentioned, time-series momentum patterns are also tractable at the daily frequency
of portfolio rebalancing but are in general relatively weaker. In fact, the most interesting feature at the
daily frequency is the statistically significant and economically important reversal effect that appears for
the strategy with a 3-day lookback period and a 1-day holding period; using the SMT trading signal, the
strategy loses on average 13.38% annualised and an initial investment of $1 shrinks to $0.21 at the end of
the 10-year period of the sample.
The construction of the time-series momentum strategy involves a volatility-adjusted aggregation of
the individual momentum strategies. This adjustment is critical, because it offers a common baseline for
aggregation. Otherwise, on an equally-weighted basis, the broad cross-sectional variation in risk-return
profile of the available instruments could potentially lead to conclusions driven solely by a few domi-
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nant instruments. In order to shed light on the investment implications of the efficiency of the volatility
estimation, I employ and compare a series of estimators: two daily estimators, the range estimators by
Parkinson (1980), Garman and Klass (1980), Rogers and Satchell (1991) and Yang and Zhang (2000) that
make use of daily information on opening, closing, high and low prices and the intra-day high-frequency
realized variance estimator by Andersen and Bollerslev (1998). Excluding the realized variance estimator,
whose superiority among the rest of available estimators is theoretically and empirically unquestionable, I
conclude that the Yang and Zhang (2000) estimator dominates the family of volatility estimators because
(a) it is theoretically the most efficient estimator, (b) it exhibits the smallest bias when compared to the
realized variance, (c) it generates the lowest turnover, hence minimising the costs of rebalancing the mo-
mentum portfolio and (d) it constitutes an optimal tradeoff between efficiency, turnover and the necessity
of intra-day high-frequency data, since it can be computed using daily information on opening, closing,
high and low prices that is in general readily available to investors.
Clearly, the documentation of statistically strong and economically significant time-series return pre-
dictability at various frequencies poses a substantial challenge to the random walk hypothesis and the ef-
ficient market hypothesis. It is stressed that the objective of chapter 4 is not to explain which mechanism
is at work, but instead to complement Moskowitz et al.’s (2011) evidence on the existence of time-series
momentum patterns and to investigate various implementation issues of the strategy. Nevertheless, the
fact that time-series return predictability is merely a single firm effect relates the findings to two strands
of literature, namely the rational and the behavioural explanations of serial correlation in a firm’s return
series. As discussed earlier in the introduction and among others, Berk et al. (1999), Chordia and Shiv-
akumar (2002), Johnson (2002) and Sagi and Seasholes (2007) explain time-series return predictability in
a rational framework as compensation for bearing time-varying systematic risk. Besides, Christoffersen
and Diebold (2006) and Christoffersen, Diebold, Mariano, Tay and Tse (2007) show that there exists a
direct link between volatility predictability and return sign predictability even when there exists no return
predictability. Obviously, return sign predictability is enough to generate time-series momentum trading
signals. From a different perspective, Daniel et al. (1998), Barberis et al. (1998) and Hong and Stein
(1999) build behavioural models that justify the existence of momentum patterns as evidence of investor
irrationality.
Finally, Chapter 5 summarizes the findings of the thesis, recognises possible limitations of the method-
ologies and points to various directions for future research.
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2. Explaining Momentum Strategies using Intrinsic
Price Fluctuations
2.1. Introduction
This chapter investigates the links between cross-sectional momentum patterns (Jegadeesh and Titman
1993, 2001) in the US equity markets and the information content of the recent stock price path for the
period 1962 to 2008. The evidence is consistent with a behavioural overreaction-to-private-information
and underreaction-to-public-information explanation of these patterns. Additionally, an elaborate study
on the practical implications of the momentum strategies shows that momentum is robust to realistic
transaction costs and that simple risk management policies can significantly improve the performance of
strategies with long-term holding horizon.
Without any loss of generality, a stock’s price path can be assumed to follow a generic representation
of a long-term growth component that is perturbed by oscillating price shocks at various frequencies. In
fact, news of different frequencies and magnitude is announced and affects the stock prices over time, as
for instance in Friesen et al.’s (2009) specification. A plethora of events like earnings announcements,
portfolio rebalancings, investment decisions by individuals and institutional investors occurring across
different frequencies result in stock prices deviating from their long-term trend10. The objective of this
chapter is to assess the information content of the price trend and its intrinsic price fluctuations and
to explore the dependence of cross-sectional momentum profitability on these fluctuations at various
frequencies.
For the identification of the trend and intrinsic fluctuations of a price process, one could use some ap-
propriate filtering technique of consecutive band-pass filters that sequentially capture the variability of the
process for a specific frequency range, thus separating for instance weekly from bi-weekly and monthly
effects. I choose to use a numerical technique known as the Ensemble Empirical Mode Decomposition
(EEMD) and introduced by Wu and Huang (2009). EEMD is a very recent and powerful -in terms of
robustness, uniqueness of the result, adaptability and mathematical completeness- method for the decom-
position of a data series into components of specific properties. It is designed to cope with the most
obscure and complicated class of data series, that of non-stationary and nonlinear data series; financial
data series do arguably constitute part of this particular class. Indicatively, the application of the EEMD
10In any case, a set of oscillating signals of different frequencies that are laid over a long-term trend is the most reasonable
and general constructive assumption one could impose for any observed and recorded signal in natural sciences (Huang and
Wu 2008).
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to 6 months of daily stock data identifies five distinct zero-mean price fluctuating processes that oscillate
around a long-term trend component with frequencies that range between one cycle per 3 business days
up to even one cycle per 5.3 months.
In order to independently assess the dependence of the ex-post cross-sectional variation in stock returns
on the information content of past price oscillations, a set of specifically constructed fluctuation metrics
is employed. In particular, I compute the mean absolute deviation for each oscillating price component
in order to define fluctuation metrics at various frequencies. Evidently, each metric accounts for intrinsic
price response to events of certain frequency; higher-frequency fluctuations capture the price reaction
to new information being available to the markets, possibly driven by the market trading mechanism,
whereas lower-frequency fluctuations reflect a measure of response to longer-term and more persistent
effects of potentially macroeconomic nature.
Clearly, even if there exist conceptual links between the suggested fluctuation metrics and the standard
volatility measure, I regard the suggested approach as a more flexible and straightforward way to disen-
tangle price trending effects from volatility. The reason for this is that volatility, as a statistical measure of
risk, inevitably captures part of an upward/downward price trend, because algebraically, it is equal to the
average return deviation around an estimated and constant sample mean return. In contrast, the proposed
fluctuation metrics exclude the contemporaneous information of the trend and only measure the degree
of deviations around it. It is found that in general higher frequencies of fluctuation constitute a proxy for
volatility hence these metrics can at least qualitatively be used interchangeably11. However, the lower
frequencies of fluctuation reveal novel patterns in the momentum literature that are discussed next.
According to the above specification, I reach four important findings, which, to the best of my knowl-
edge, are new contributions to the momentum literature. The results are also of great importance for the
practical implementation and profitability of momentum strategies.
First, it is hypothesised that momentum strategies base their profitability on the predictive power of the
trending component of the past price path. In other words, forming momentum portfolios based on either
past return or past price trend behaviour should not yield any statistically significant difference between
the two ex-post return series. The results support this intuition. The time series average agreement
between the two metrics in terms of portfolio composition exceeds 80% and the monthly mean return of
either spread portfolio is around 1.20% for the entire timeline of the sample, 1962-2008. These results
are robust and largely significant across various subperiods of this sample.
Second and most importantly, I focus on the information content of the contemporaneous cyclical price
fluctuations and investigate the relationship between various frequencies of intrinsic price fluctuations and
momentum patterns. Momentum patterns are shown to be more pronounced among stocks with the largest
high frequency price variability. In fact, since high frequency of intrinsic price fluctuations is a proxy for
the asset’s volatility, which, in turn, constitutes a piece of information that is readily available to the in-
11From a different perspective, Hwang and Satchell (2000) claim that the fundamental volatility of an asset is not observable
and is only proxied by various volatility measures that are available in the spot, futures and derivative markets of the asset.
The authors focus on the cross-section of volatility measures and try to estimate the common and fundamental component
among them, whereas I focus on a single time-series and focus on the spectral properties of price variability. If anything, the
risk characterisation of an asset is not clear-cut.
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vestment world, momentum patterns are shown to be more pronounced among stocks with the largest
volatility. This subset of stocks in general consists of stocks with larger information uncertainty, lower
analyst coverage stocks and slower dissemination of news (as shown in Hong et al. 2000, Zhang 2006b),
which, in turn, lead to underreaction effects and positive serial correlation in stock returns. Consequently,
these findings give support to an underreaction-to-public-information explanation of the momentum pat-
terns in support to Hong and Stein (1999) and Arena et al. (2008). Quantitatively, a momentum strategy
based on stocks with high cross-sectional degree of price fluctuations for frequencies of oscillations that
range between one cycle per three business days up to one cycle per almost two business weeks signif-
icantly outperforms a strategy on stocks with low degree of price fluctuations for the same frequencies
by around 5-6% annualised for a 3-month holding horizon and by around 3.5% for a 6-month holding
horizon. These patterns heavily reverse for longer holding periods that reach up to 60 months, signalling
for overreaction effects in the longer-run in response to the intermediate term underreaction.
On the other hand, momentum patterns are also more pronounced among stocks with the least low fre-
quency price variability, which importantly constitutes a piece of information that is not readily available
to investors, contrary to the higher frequencies of intrinsic price fluctuations that behave similarly to -and
therefore can be proxied by- the ordinary volatility measure. These findings link momentum profitability
with investor overreaction to private information and consequently underreaction to public information in
full support to Daniel et al.’s (1998) behavioural theory. The most robust findings exist for the quarterly
frequency of price perturbations, which constitutes an important frequency of events in financial markets.
Events like earnings announcements, macroeconomic variables announcements, like the GDP, the unem-
ployment, occur on a quarterly basis. My results could in other words imply that stocks are likely to
exhibit stronger momentum if the price response to the above kind of events, is limited at least in relative
terms in the cross-section. Quantitatively, a momentum strategy based on stocks with low cross-sectional
degree of price fluctuations for the quarterly frequency of oscillations significantly outperforms a strategy
on stocks with high degree of price fluctuations for the same frequencies by around 3-4%, for a holding
horizon between 6 to 24 months and it remains significant for a holding period of even 60 months. As
a side comment, my results constitute indirect support to the recent literature stream that supports the
contradicting empirical effect that low idiosyncratic volatility stocks enjoy larger future returns or equiv-
alently that high idiosyncratic volatility stocks have very low future returns as in Ang, Hodrick, Xing and
Zhang (2006), Ang, Hodrick, Xing and Zhang (2009) and Jiang, Xu and Yao (2009).
Note that the suggested methodology offers a novel and more flexible way to disentangle the various
effects that different frequencies of intrinsic price fluctuations have on ex-post momentum patterns. Inter-
estingly, the underreaction-to-public-information explanation channel of the momentum patterns has been
reached via two different paths; on one hand, investors underreact to public information related to stocks
with larger information uncertainty, lower analyst coverage stocks and slower dissemination of news and
on the other hand, they overreact to their private information due to potential overconfidence effects and
therefore indirectly underreact to public information.
Third, I focus on the practical implications of transaction costs to the performance of momentum strate-
gies and investigate whether the profits from the long living momentum patterns, which have not been
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arbitraged away, as it has normally happened for the majority of price anomalies that have historically
been documented12 are in practice written off by the transaction costs for the construction and rebalanc-
ing of the momentum strategy (partly supported by Heston and Sadka 2008, Leippold and Lohre 2011).
This hypothesis is motivated by the fact that momentum patterns are more pronounced for small, volatile,
illiquid and low credit rating stocks (Zhang 2006b, Avramov, Chordia, Jostova and Philipov 2007), whose
transaction costs are relatively larger in the cross-section. After incorporating roundtrip costs of 50 and
100 basis points13, I find that transaction costs indeed lower the momentum profits, but do not elimi-
nate them completely, in line with Korajczyk and Sadka (2004). In fact, transaction costs have larger
effects for shorter holding horizons of 1 to 3 months, when the trading procedure is rather frequent, and
for longer horizons of 12 months, when the number of stocks that remain in the winner/loser decile is
smaller, because the momentum effect has already attenuated. A holding period of 6 months appears to
be the optimal tradeoff horizon between the short-term and the longer-term effect of the transaction costs.
As a consequence, the resulting Sharpe ratio of the momentum strategies exhibits a humped shape with
respect to the holding period and it is maximised for a period of 6 months (in the absence of transac-
tion costs the Sharpe ratio of the momentum strategy exhibits almost monotonic decrease as the holding
horizon increases).
Fourth, in an effort to improve the momentum strategies and reduce volatility, simple stop-loss rules are
applied to the momentum portfolios on a daily basis during the holding period. Arguably, if stock prices
follow random walks, then such risk management policies have no impact (Samuelson 1965) on momen-
tum strategies and generally underperform simple buy-and-hold strategies (Scherer 2009), let alone when
transaction costs are incorporated. Nevertheless, the documented momentum patterns imply positive se-
rial correlation in the return series and in that sense, a stop-loss order can potentially safeguard against
future price reversals. Different levels of stop-loss boundaries are employed, but it is ultimately found
that the efficacy of the rules depends heavily on the holding period. For a 6-month horizon, even the
mildest boundary results in degradation of strategy’s performance, measured in terms of Sharpe ratio. On
the other hand, for the 24-month horizon all stop-loss boundaries lead to better performing strategies.
The interpretation of these findings is directly linked to the features of momentum patterns. Clearly, a
6-month horizon is the critical period of time that stocks are empirically found to exhibit momentum
effects. Hence, dropping from the portfolio any stock that temporarily generates loss of a certain level
eliminates the possibility to capitalise any potential subsequent momentum correction. Consequently,
the stop-loss rules appear to degrade the performance of momentum strategies for this relatively short
investment horizon. On the other hand, for a 24-month holding period, momentum effects have on aver-
age already started attenuating and longer-term reversal effects start becoming significant. Consequently,
dropping stocks that generate loss to the overall momentum portfolio implicitly safeguards against these
effects and ultimately improves the performance.
In order to shed more light on the effects of the risk management policies and the properties of mo-
mentum patterns, I decompose the momentum return series using Fama and French’s (1993) 3-factor
12As described in Schwert (2003), apart from the momentum anomaly, almost all other price anomalies, like the size effect (Banz
1981) or the value effect (Basu 1977), seem to attenuate, disappear or even reverse following their initial documentation.
13These levels of transactions costs are considered very conservative, following a discussion with a practitioner.
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model and also using Carhart’s (1997) extension that incorporates a momentum factor. By construction
the latter specification does a better job in explaining the risk profile of momentum strategies. However,
the common feature between the two factor decompositions, which also constitutes the most important
feature of this analysis is the fact that the stop-loss rules discard big and growth stocks from the momen-
tum portfolios and essentially keep small and value stocks. This result provides indirect support to the
hypothesis that the former classes of stocks achieve higher levels of price efficiency and therefore realise
their momentum potential faster than the latter classes of stocks. Subsequently, the correction/reversal
phase becomes sooner apparent and the violation of the stop-loss boundaries results in these stocks be-
ing discarded from the momentum portfolio. Instead, momentum patterns appear to be more robust and
long-lasting for small and value stocks, which are generally characterised by low analyst coverage and
slower information diffusion (Hong et al. 2000, Zhang 2006b), hence supporting the underreaction-to-
public-information explanation channel of the momentum patterns.
The rest of the chapter is organized as follows. Section 2.2 presents the research methodology and
section 2.3 provides an overview of the dataset that is used. Next, section 2.4 presents the main empirical
results regarding momentum profitability and its dependence on various frequencies of intrinsic price fluc-
tuations during the lookback period. Section 2.5 studies the practical implications for the implementation
of momentum strategies and in particular the effect of transaction costs and risk management techniques
to the ex-post momentum performance. Finally, section 2.6 concludes.
2.2. Methodology
This section presents the building blocks of the methodology: (i) the definition of cross-sectional momen-
tum and (ii) the stock price process setup and construction of the price fluctuation metrics.
2.2.1. Cross-Sectional Momentum
The cross-sectional momentum strategy as defined by Jegadeesh and Titman (1993) is a long-short zero-
cost portfolio that consists of securities with the best and worst relative performance over a lookback pe-
riod. In particular, let J denote the lookback period over which we measure the asset’s past performance
and K denote the holding period, both measured in months for this chapter. At the end of each month
t, all stocks that satisfy specific admissibility criteria (to be discussed later on) are sorted with respect to
some metric of their performance throughout the lookback period. The cross-sectional trading strategy
of interest takes a long position on the top quantile of the sorting and finances this investment by means
of a short position on the bottom quantile. Clearly, in the absence of transaction costs, a cross-sectional
momentum strategy needs no capital to be constructed. The momentum portfolio return equals the differ-
ential return between past winners and past losers over the subsequent K months. For convenience, this
strategy is denoted by the pair (J,K).
In order to safeguard against any microstructure effects (bid-ask spread, lead-lag effect, short-term
price pressure) affecting the inference, it is general practice in the momentum literature to allow for a
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short period of time, known as the skip period and usually equal to 1 month, between the lookback
and the holding periods. Hence, for the time t momentum portfolio, the metric of past performance is
computed over the interval [t−1− J, t−1] and the portfolio is held throughout the interval [t, t+K]. A
holding period that is larger that 1 month would imply that the rebalancing of the momentum portfolio
cannot be done on a monthly basis, but instead every K months, i.e. after the previously constructed
portfolio is unwound. However, monthly rebalancing is feasible using the overlapping methodology of
Jegadeesh and Titman (2001) that is depicted for convenience in Figure 2.1. In particular, a new portfolio
is built at the last trading day of each month and takes the place of the portfolio that was built K months
ago in a composite portfolio that consists of all the active momentum portfolios. The monthly return is
computed as the equally-weighted average across the K active portfolios during the month of interest14.
Figure 2.1.: Overlapping Portfolio Construction
The figure presents the overlapping methodology by Jegadeesh and Titman (2001) for momentum
strategies. The (J,K) cross-sectional momentum portfolio constitutes a composite portfolio, which
consists of K sub-portfolios. At the end of month t, the oldest sub-portfolio, formed at the end of
month t −K, is liquidated/dropped from the composite portfolio and its position is taken by a new
sub-portfolio that is formed based on stock performance during the lookback period [t−1− J, t−1].
14For example, for K = 3, at the end of January, the Jan-Feb-Mar portfolio (built at the beginning of January, using information
up until the end of November in order to account for the 1-month skip period) has been active for one month, the Dec-Jan-
Feb portfolio has one more month to be held and the Nov-Dec-Jan portfolio is unwound and its place is taken by the newly
constructed Feb-Mar-Apr. Hence, the January return is measured as the equally weighted average of the returns of the three
portfolios Jan-Feb-Mar, Dec-Jan-Feb and Nov-Dec-Jan.
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2.2.2. The Stock Price Process Setup
The ordinary measure of past performance throughout the lookback period that is used by the existing
literature on cross-sectional momentum is the stock return metric, denoted for convenience by M0 (t;J)
and trivially defined as:
M0 (t;J) = R(t−1− J, t−1) = S (t−1)−S (t−1− J)S (t−1− J) , (2.1)
where S (t) denotes the price process. Intuitively, the measure of past return does capture information
about some price trend throughout the lookback period. Hence, the primary objective in the direction
of understanding the features of momentum strategies is to examine the partial effect that past price
variability at various frequencies has on future momentum profits.
In order to achieve that, the stock price path needs to be split into a long-term trend and a zero-mean
residual signal; this representation expectedly resembles an arithmetic Brownian motion with non-zero
drift. Even more flexibility can be offered, if one could naturally assume that the stock price of a firm, S (t),
is the superposition of a long-term trend and a number of intrinsic, simultaneously occurring, oscillating
processes at various distinct frequencies. High-frequency signals describe the short-term behaviour of
the stock price as reaction to new information being available in the markets, possibly driven by market
trading mechanism, whereas low-frequency components can account for longer-term effects of potentially
macroeconomic nature; this specification is in line for instance with the model suggested by Friesen et al.
(2009). Reasonably, these variations should have no upward or downward trend, but instead should
oscillate around zero, leaving any trend-like behaviour to be captured by some residual long-term non-
oscillating trend. Putting these pieces together and without any loss of generality, the stock price process
can be written as the complete summation of an arbitrary number, n, of oscillating components ci (t), for
i = 1, · · · ,n and a residual long-term trend p(t),
S (t) =
n
∑
i=1
ci (t)+ p(t) . (2.2)
The key issue following the above specification is the identification of the contemporaneous cyclic
components of the stock return process during the lookback period. Unfortunately, this procedure cannot
be directly generated by observing the market trading mechanism, but these intertemporal variations
need to be technically/numerically extracted from the price time series using an appropriate filtering
technique. Arguably, this constitutes a caveat of the approach, because under this framework there is no
straightforward economic interpretation of the components. It is believed however that this is not entirely
unfeasible and this effort could be considered as opening a new direction in explaining the cross-sectional
variation in stock returns.
The decomposition of a stock’s price path into intrinsic variations can be achieved by some generic
band-pass filtering technique, as for instance in Baxter and King (1999), or by means of the Hodrick and
Prescott’s (1997) filter using various values for the smoothing parameter or even by more sophisticated
25
techniques like the Fourier transform or the wavelets (e.g. for an effort to use wavelet approach for
measuring the business cycles refer to Yogo 2008). Instead, I choose to use a recent data-driven signal
processing technique, known as the Ensemble Empirical Mode Decomposition (EEMD), introduced by
Wu and Huang (2009). The choice of this numerical method is due to its superiority in terms of robustness,
uniqueness of the result, adaptability and mathematical completeness. The EEMD decomposes a time-
series of observations into a finite number of almost orthogonal components called the Intrinsic Mode
Functions (IMF) that oscillate at various frequencies and a residual component that captures the long-
term trend of the original series, without virtually imposing any restrictions of stationarity or linearity
upon its application. EEMD’s mechanics are extensively presented in Appendix A.
Following this rationale, the return rank metric as defined in equation (2.1) can be interpreted as the
sum of differences of all past contemporaneous variations of the price process during the lookback period
normalized by the initial stock price at the beginning of the lookback period.
R(t−1− J, t−1) = S (t−1)−S (t−1− J)
S (t−1− J) (2.3)
=
1
S (t−1− J)
{
n
∑
i=1
ci (t−1)+ p(t−1)−
[
n
∑
j=1
ci (t−1− J)+ p(t−1− J)
]}
=
1
S (t−1− J)
{
n
∑
i=1
[ci (t−1)− ci (t−1− J)]+ [p(t−1)− p(t−1− J)]
}
=
1
S (t−1− J)
{
n
∑
i=1
∆ci (t−1− J, t−1)+∆p(t−1− J, t−1)
}
(2.4)
⇔ R(t−1− J, t−1) = R˜p (t−1− J, t−1)+
n
∑
i=1
∆ci (t−1− J, t−1)
S (t−1− J) , (2.5)
where R˜p (t−1− J, t−1), denotes the normalized (by the initial price) change of the level of the trend
throughout the lookback period and constitutes on its own an alternative rank metric for the construction
of cross-sectional momentum strategies, the trend metric, which I denote for convenience by M1 (t;J):
M1 (t;J) = R˜p (t−1− J, t−1) = p(t−1)− p(t−1− J)S (t−1− J) . (2.6)
Interpreting the result of equation (2.5), the past return metric for a firm is a synthetic return measure
that incorporates both the artificial return in the long-term trend, R˜p (t−1− J, t−1), as well as the nor-
malized differences of all contemporaneously fluctuating signals, ∆ci(t−1−J,t−1)S(t−1−J) . It is expected that from
time to time the oscillating components add significant information to the long-term trend return for the
intertemporal behaviour of the stock price during the lookback period. However, by construction, these
components do not exhibit any persistent trend, since they oscillate around zero at distinct frequencies
amongst them. Hence, the respective changes in the levels, {∆ci (t−1− J, t−1)}ni=1, are expected on
average to be zero or at least to offset each other. Economically, prices deviate from time to time from
their long-term growth path due to intertemporal short-living shocks in demand and supply caused by the
trading mechanism, whose aggregate effect though on average attenuates since it is arbitraged away by
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the investors. Consequently, it can be argued that at least in expectation at the beginning of the lookback
period, the stock return is approximately equal to the long-term trend return15:
Et−1−J [R(t−1− J, t−1)] = Et−1−J
[
R˜p (t−1− J, t−1)+
n
∑
i=1
∆ci (t−1− J, t−1)
S (t−1− J)
]
= Et−1−J
[
R˜p (t−1− J, t−1)
]
+
n
∑
i=1
Et−1−J [∆ci (t−1− J, t−1)]
S (t−1− J)
' Et−1−J
[
R˜p (t−1− J, t−1)
]
, (2.7)
where the operator Et−1−J [·] denotes the conditional expectation given the available information at the
end of month t−1− J, i.e. at the beginning of the lookback period.
The above result yields the first testable hypothesis of this study. It is expected that cross-sectional
momentum strategies that are based on past return metric have no statistical difference from strategies
that are based on past trend metric. The empirical results are presented in section 2.4.
2.3. Data Description
The dataset to be used consists of the daily closing prices of all stocks traded on NYSE, Alternext (AMEX
prior to October 2008) and NASDAQ that are listed in the daily file of the Center for Research in Security
Prices (CRSP) database from July 1962 to December 2008 . I only include securities with share code
10 or 11, which correspond to equities; any closed-end funds, REIT’s etc. are excluded from the sam-
ple. The use of daily stock data makes possible the precise identification of the long-term trend and the
contemporaneous past cyclic components throughout the lookback period.
At the end of each month, I form the set of admissible stocks for inclusion in the time-series momentum
strategy, which should satisfy the following admissibility criteria. Following the general practice in cross-
sectional momentum literature, stocks that (i) are priced below $5, (ii) reside in the lowest NYSE size
decile16 at the beginning of the holding period or (iii) have more than 5% of missing data during a 6-
month lookback period are excluded from the dataset, so to safeguard that the results are not driven by
either low-priced or extremely illiquid stocks. After screening the entire dataset for the above criteria on
a monthly basis, I obtain a set of 22.457 unique stocks throughout the 46-year period 1962-2008, and
15In fact, the result is exact if the price process follows an arithmetic Brownian motion with non-zero drift. Let µ and σ denote
the price drift and degree of price uncertainty. Then:
dS (t) = µdt+σdW (t)
⇔ S (t−1)−S (t−1− J) = µJ+σ [W (t−1)−W (t−1− J)]
⇔ Et−1−J
[
S (t−1)−S (t−1− J)
S (t−1− J)
]
= Et−1−J
[
µ
S (t−1− J)J+
σ
S (t−1− J) [W (t−1)−W (t−1− J)]
]
⇔ Et−1−J [R(t−1− J, t−1)] = µJS (t−1− J) .
16The NYSE market capitalisation breakpoints are retrieved from the web site of Kenneth French, http://mba.tuck.
dartmouth.edu/pages/faculty/ken.french/data_library.html.
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2.048 available stocks on average at the end of each month, with minimum number of stocks being 1.126
in January 1964 and maximum number being 3.491 in March 2000. Figure 2.2 presents the evolution
of the number of admissible stocks throughout the entire period, with the grey bands representing the
recessionary periods as documented by the NBER17.
1960 1970 1980 1990 2000 2010
1000
1500
2000
2500
3000
3500
Admissible Number of Stocks
Figure 2.2.: The Set of Admissible Stocks
The figure presents the time evolution of the number of admissible stocks on a monthly basis. At the
end of each month, all active stocks in the CRSP database [NYSE, Alternext (AMEX prior to October
2008), NASDAQ from July 1962 to December 2008] need to satisfy the following criteria in order
to be included in the set of admissible stocks: (i) their current price must be more than $5, (iii) their
market capitalisation must not reside in the lowest NYSE size decile and (iii) they must not have more
than 5% of missing data during a 6-month lookback period. The grey bands represent recessionary
periods as documented by the NBER.
In order to explore the cross-section of stock characteristics throughout the lookback period, I build
decile portfolios at the end of each month using the past return metric computed over a 6-month lookback
period. Panel A of Table 2.1 presents the time-series mean of cross-sectional averages of this past 6-
month return, total volatility, size, price and turnover for all deciles. The size represents the market
capitalisation at the end of the lookback period and is computed as the product of the shares outstanding
and the closing price of each stock. The total volatility is measured as the standard deviation of the
daily returns throughout the lookback period and is expressed in monthly terms. Lastly, the turnover is
an indication of the liquidity of the stocks and is measured as the overall volume of trades during the
17The National Bureau of Economic Research (NBER) is actively focusing its research on the aggregate economy, examining in
detail the business cycle and long-term economic growth. The historical transition dates between business cycle expansions
and contractions can be found in http://www.nber.org/cycles.html.
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lookback period normalized by the shares outstanding at the beginning of the holding period. The data
for shares outstanding and volume is retrieved from the monthly stock file of CRSP database.
The observed patterns across deciles are consistent with prior literature, with extreme deciles exhibiting
larger total volatility, smaller size, smaller price and larger turnover in comparison to the median deciles.
The U-shaped patterns (regular for total volatility and turnover and reversed for size and price) justify the
presence of larger momentum potential to the subset of volatile, small, and illiquid stocks (in line with
Hong et al. 2000, Zhang 2006b, Avramov et al. 2007, Arena et al. 2008).
Panel B of Table 2.1 reports the time-series mean of monthly correlations between the above firm
characteristics across all admissible stocks. Consistent with the observations from Panel A, total volatility
and turnover are positively correlated to each other and negatively correlated with the size and the price
characteristics in full support of Arena et al. (2008).
Panel A: Time-Series Means of Cross-Sectional Averages
Decile Return (%) Volatility (%) Size (106 $) Price ($) Turnover (%)
P1 (W) 76.10 14.80 1023.02 35.37 93.63
P2 34.84 11.35 1716.33 43.24 60.48
P3 23.10 10.28 2102.20 41.48 50.59
P4 15.60 9.68 2250.17 44.67 44.88
P5 9.75 9.46 2307.02 42.65 42.27
P6 4.58 9.44 2290.15 47.24 41.84
P7 -0.49 9.64 2184.75 40.45 42.84
P8 -6.07 10.14 1995.27 39.34 46.36
P9 -13.27 11.23 1570.63 31.20 55.01
P10 (L) -27.54 14.08 910.53 19.89 83.47
Panel B: Time-Series Means of Monthly Correlations
Volatility Size Price Turnover
Volatility 1.00
Size -0.17 1.00
Price -0.17 0.25 1.00
Turnover 0.50 -0.07 -0.02 1.00
Table 2.1.: Data Characteristics for Momentum Decile Portfolios
The sample consists of all stocks (CRSP share code of 10 or 11) traded in NYSE, Alternext (AMEX
prior to October 2008) and NASDAQ from July 1962 to December 2008. At the end of each month, all
stocks that satisfy the admissibility criteria - (i) current price is larger than $5, (ii) market capitalisation
is larger than the lower NYSE decile breakpoint, and (iii) no more than 5% of missing data during
a 6-month lookback period - are split into decile portfolios, P1 (winners) through P10 (losers), based
on their past return during the lookback period. With a 6-month lookback period and a 1-month gap
period, Panel A presents the time-series mean of cross-sectional averages of past 6-month return, total
volatility, size, price and turnover for all deciles. The size represents the market capitalization at the end
of the lookback period. The total volatility is measured as the standard deviation of the daily returns
throughout the 6-month lookback period and is expressed in monthly terms. The turnover is measured as
the overall volume of trades during the 6-month lookback period normalized by the shares outstanding
at the beginning of the holding period. Panel B presents the time-series mean of monthly correlations
between the above stock characteristics.
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2.4. Cross-Sectional Momentum Strategies
2.4.1. Price and Trend Cross-Sectional Momentum
The analysis begins by examining the relationship between the return metric and the trend metric as
defined by equation (2.1) and (2.6) respectively. I first hypothesize that there is no statistical difference
in terms of out-of-sample mean return for momentum portfolios that are based on either the past return
metric M0 or the trend metric M1.
Momentum strategies based on both performance metrics over a 6-month lookback period and various
investment horizons are constructed, i.e. strategies (6,K) with K = 3,6,12,24,36,60 months. The first
three investment horizons ranging from 3 to 12 months are used to verify the mid-term return continu-
ation (Jegadeesh and Titman 1993, 2001) and the last two holding periods of 3 and 5 years are used in
order to check the documented long-term return reversal effect (DeBondt and Thaler 1985, 1987). Ta-
ble 2.2 reports the equally weighted average monthly return (in %) for all decile portfolios, along with
the respective standard deviations. The momentum spread portfolio return series is calculated as the dif-
ferential return between the top and the bottom deciles. The statistical significance of the average returns
is determined by t-statistics that are computed using Newey and West (1987) standard errors.
Commenting on the results, it is first obvious that the well-documented mid-term momentum anomaly
is statistically strong and economically important for my dataset. Average momentum returns reach val-
ues of 14-15% annualised -statistically significant at 1% level-, for holding periods of 3 and 6 months.
Momentum returns diminish, but still remain significantly positive at the 1% level for a holding period
of 1 year and only after 3 years past losers marginally -but insignificantly- outperform past winners. The
reason why there exist no significant reversals after 3 years or more from portfolio formation is solely
due to the relatively short 6-month lookback period; DeBondt and Thaler (1985) document statistically
significant reversal effects for investment horizons of 3 to 5 years, but they form their portfolios based on
the past 1 to 3 years performance.
Second, the results of Table 2.2 imply that price momentum performance is closely related to trend
momentum performance across all deciles and horizons. In order to statistically compare the mean
monthly returns of the momentum strategies based on the two rank metrics, the table reports two-sample t-
statistics18, which are very close to zero for all horizons and consequently the null of equality in the mean
return cannot be rejected. Apparently, price and trend cross-sectional momentum patterns constitute the
very same type of price anomaly.
Given the statistical commonalities between the return and trend metrics, it is very likely that the two
rank metrics sort the universe of stocks in a similar way and as a consequence all portfolios and especially
the winner and loser portfolios that are of more interest, should be very similar in terms of their stock
composition. Figure 2.3 presents the percentage agreement19 of winner and loser portfolios as they are
18In order to safeguard against the possibility of having to deal with two samples with unequal variances, I also compute the
Welch (1947) two sample t-statistics, whose values are identical to the simple two-sample t-statistics, thus reinforcing the
similarity of the rank metrics.
19For example, if each decile consists of 100 stocks and the two winner portfolios have 90 common stocks, then these two
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formed at the end of each month based on the return and the trend metrics. The average agreement is
around 80% for both winner and loser deciles (80.5% for winners, 78% for losers), thus leading to the
quantitatively similar results of Table 2.2.
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Figure 2.3.: Agreement in Portfolio Composition
This figure presents the time evolution of the percentage of agreement in winner and loser portfolios
for the momentum strategies with a 6-month lookback period, between two rank metrics: the past
return metric, M0, and the trend metric, M1, where the trend is extracted from the price path using the
Ensemble Empirical Mode Decomposition (EEMD) method. At the end of each month, all stocks of
NYSE, Alternext (AMEX prior to October 2008), NASDAQ from July 1962 to December 2008, which
satisfy the appropriate admissibility criteria, are sorted independently based on the above metrics and
are split into decile portfolios. The resulting two winner and loser portfolios are compared with each
other and the percentage of agreement is defined as the number of common stocks in both portfolios
divided by the number of total stocks of each portfolio (both portfolios have the same size). The grey
bands represent recessionary periods as documented by the NBER.
The consistent evolution of the agreement percentage over time implies robustness of my results across
various subperiods of the 1962-2008 timeline. Table 2.3 follows the same methodology as Table 2.2, but
splits the sample in three subperiods 1962-1989, 1990-1998, 1999-2008. For brevity, only the results for
the winner, loser and spread portfolios are reported. All reported two sample t-statistics are very close to
zero, thus solidifying the above results. In terms of significance of the average returns, early periods up
portfolios agree on the 90% of the composition.
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until the end of 1998 exhibit strong momentum effects especially for a holding period of 6 months20. In-
terestingly, the earliest period 1962-1989, i.e. prior to the initial documentation of momentum (Jegadeesh
and Titman 1993), exhibits significantly positive momentum returns (at the 10% level though) for holding
periods of up to 2 years, which however turn insignificant, even if larger in magnitude, for the subsequent
period 1990-1998. The most recent period 1999-2008 exhibits the largest 3-month momentum profits,
which are significant at the 5% level, due to increased levels of volatility during this period.
2.4.2. Exploring the Information Content of Price Fluctuations
Since cross-sectional momentum portfolios based on either the return or trend metric are statistically
indistinguishable from each other, it is very natural to subsequently assess the residual information content
of the stock price path during the lookback period, as this is captured by the oscillating intertemporal
components that are extracted by means of the EEMD in equation (2.2). The challenge towards this
direction is to devise appropriate price fluctuation metrics from the cyclical components of the price path
and afterwards use them to build more sophisticated cross-sectional momentum portfolios. Given the
EEMD methodology, all resulting Intrinsic Mode Functions exhibit cyclical behaviour around zero with
decreasing frequency of oscillations as we move from the first extracted component to the last one21.
Therefore, an appropriate measure of the degree of fluctuation is the time-series average of the absolute
value of the IMF component throughout the lookback period:
M(i)2 (t;J) =
1
NJ ·S (t−1− J) ∑t∈[t−1−J,t−1]
|ci (t)| , i = 1,2, · · · ,n, (2.8)
where NJ denotes the number of trading days throughout the lookback period. The normalization by the
initial stock price is done so that the metrics are measured in percentage terms and therefore are cross-
sectionally comparable.
This procedure leads to n different fluctuation metrics, each of which, by construction, accounts for
intrinsic price response to certain frequency of events. For instance, M(1)2 captures the most local activity
of the stock price with the highest-frequency of disturbances, potentially driven by market microstruc-
ture effects and market reaction to new information becoming available. Instead, M(n)2 captures the most
persistent shocks to the trend, which are expected to account for longer-term effects of potentially macroe-
conomic changes. Panel C of Table 2.4 presents the mean period of oscillations for the five22 IMF com-
ponents resulting from all 6-month overlapping periods using all stocks in the data universe. Assuming
that the average month has 21 business days, it appears that the third component (and consequently M(3)2 )
captures the monthly effects of a stock price path, whereas the fourth component captures the quarterly
20In untabulated results, I have also calculated the returns for the period 1963-1998 (the union of the first two subperiods of
Table 2.3), which coincides with Jegadeesh and Titman’s (2001) period of interest, with very similar results in terms of
statistical significance.
21In fact, the higher frequency signals exhibit stationarity, but as we move towards larger periods of price fluctuations, the
components become more persistent and non-stationary, even if they retain a cyclical/seasonal behaviour- and non-stationary;
see the indicative example of EEMD application in the appendix paragraph A.5.
22Following the theory of EEMD in Appendix A, a data series of T data points yields log2(T )− 1 IMF components. For a
6-month period, assuming that the average month has 21 business days, we expect log2(21∗6)−1 = 5 IMF components.
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frequency of price fluctuations.
Panel A: Time-Series Means of Monthly Correlations
Volatility M(1)2 M
(2)
2 M
(3)
2 M
(4)
2 M
(5)
2
Volatility 1.00
M(1)2 0.83 1.00
M(2)2 0.79 0.88 1.00
M(3)2 0.70 0.77 0.80 1.00
M(4)2 0.61 0.68 0.68 0.64 1.00
M(5)2 0.52 0.61 0.57 0.51 0.47 1.00
Panel B: Time-Series Means of Cross-Sectional Averages
Volatility M(1)2 M
(2)
2 M
(3)
2 M
(4)
2 M
(5)
2
Decile (%) (%) (%) (%) (%) (%)
P1 (W) 14.80 2.00 1.97 2.97 4.85 5.25
P2 11.35 1.22 1.24 1.93 3.12 3.11
P3 10.28 1.03 1.05 1.66 2.69 2.60
P4 9.68 0.92 0.95 1.51 2.46 2.31
P5 9.46 0.87 0.90 1.43 2.33 2.15
P6 9.44 0.84 0.88 1.39 2.27 2.08
P7 9.64 0.83 0.87 1.38 2.25 2.05
P8 10.14 0.85 0.88 1.41 2.30 2.10
P9 11.23 0.90 0.93 1.48 2.43 2.26
P10 (L) 14.08 1.04 1.06 1.66 2.74 2.74
Panel C: Period of Oscillations
c1 c2 c3 c4 c5
Mean Period (days) 3.35 8.27 21.05 63.87 112.42
Mean Period (months) 0.16 0.39 1.00 3.04 5.35
Table 2.4.: Volatility and Price Fluctuation Characteristics
The sample consists of all stocks (CRSP share code of 10 or 11) traded in NYSE, Alternext (AMEX
prior to October 2008) and NASDAQ from July 1962 to December 2008. At the end of each month, all
stocks that satisfy the appropriate admissibility criteria are split into decile portfolios, P1 (past winners)
through P10 (past losers), based on their past return during a 6-month lookback period. Panel A reports
the time-series mean of monthly correlations between volatility and all five fluctuation metrics. The total
volatility is measured as the standard deviation of the daily returns throughout the 6-month lookback
period and is expressed in monthly terms. The fluctuation metrics are measured as the mean absolute
value of the respective IMF components, after the EEMD application to the past 6-month stock price
paths, normalised by the stock price at the beginning of the lookback period. Panel B presents the time-
series mean of cross-sectional averages of these metrics for all deciles. Panel C presents the mean period
of oscillations in both business days and months for the five fluctuation metrics. A business month is
assumed to have 21 business days.
Before proceeding to the portfolio construction with the use of the fluctuation metrics, it should be
stressed that there exist conceptual links between the suggested fluctuation metrics, especially those cap-
turing the higher-frequency price perturbations, and the ordinary volatility measure, since both method-
ologies capture some type of price variability. However, the suggested approach has two advantages over
a return-volatility approach. First, it offers a more flexible and straightforward way to disentangle price
trending effects from volatility. The reason is that volatility, as a statistical measure of risk, inevitably
captures part of an upward/downward price trend, since it is algebraically equal to the standard deviation
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of the return distribution of a price process. In contrast, the proposed fluctuation metrics exclude the
contemporaneous information of the trend and only measure the degree of deviations around it. Second,
the suggested approach provides a way to break down the volatility effects to various frequencies of price
variability. Volatility is only dependent on the frequency of observations over which it is computed, thus
one usually computes daily, weekly, monthly, annual estimates using either different sampling frequency
or by accordingly scaling an estimate of different frequency23. Instead, the set of price fluctuation metrics
offers a spectrum for the degree of price variability and consequently makes it feasible to characterise the
shorter and longer term risk profile of a stock.
Using a 6-month lookback period, I estimate for the universe of stocks the time-series mean of monthly
correlations between volatility and all five fluctuation metrics and the results are reported in Panel A of
Table 2.4. Clearly, all metrics exhibit a large degree of commonality as deduced by the relatively large
values of correlation. The largest correlation between volatility and fluctuation metrics is observed for the
M(1)2 metric, which corresponds to the fastest-changing component of stock price paths with the period
of oscillations being around 3 to 4 business days (see Panel C of Table 2.4). The correlation decreases
monotonically as the frequency of price fluctuations decreases. As expected, volatility measure is more
closely related to the smallest time-scale events that affect the stock price.
Splitting the universe of stocks into momentum deciles by means of the return metric during the 6-
month lookback period, I subsequently report in Panel B of Table 2.4 and separately for each decile, the
time-series mean of cross-sectional averages of the volatility and price fluctuation metrics. The volatility
column, which is exactly the same as the respective column in Table 2.1, documents a totally symmetric
U-shaped pattern across deciles. However, even if a similar U-shape pattern still exists for all fluctuation
metrics, this pattern is not similarly symmetric. In fact, the pattern is symmetric for decile portfolios P3
through P10, but the best performing portfolios, P1 and P2, exhibit the largest degree of price fluctuation
in the cross-section. Interestingly, the winner decile exhibits values of price fluctuation that are almost
twice as large as those for the loser decile. In terms of absolute values of price fluctuation, as expected,
the lower the frequency of fluctuations, the more persistent the price shocks and the larger the percentage
deviations around the price-trend.
Interpreting these findings, it can be argued that the price fluctuation metrics do capture price dynamics
that the volatility measure cannot. Clearly and to a certain extent, past winners owe part of their past
performance superiority, which places them to the top momentum decile, to the substantially larger degree
of price fluctuation throughout the lookback period relative to the cross-section. Instead, past losers are
characterised as such mostly due to their persistent downward price trend as the degree of their price
fluctuation is not so largely different from the rest of the weak past performers. These observations
constitute novel findings in the momentum literature and potentially reveal new research paths towards
the explanation of the momentum anomaly. The next section builds on the price fluctuation metrics and
investigates their effect on the construction of double-sorted momentum strategies.
23For instance, a daily measure of volatility is often expressed in monthly or annual terms if multiplied by
√
21 or
√
252
respectively, given that a month and a year are assumed to have 21 and 252 business days respectively.
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2.4.3. Double-Sorted Momentum Strategies
In order to investigate the effect of different frequencies of price fluctuation on cross-sectional momentum
strategies, I construct momentum strategies using dependent double-sorted24 portfolios of stocks based
on the trend metric and the various price fluctuation metrics. In particular, at the end of each month,
stocks are ranked into decile portfolios based on their trend metric, M1, and subsequently, stocks of each
decile are split into terciles based on a price fluctuation metric, M(i)2 . Hence, each decile is split into a low,
medium and high fluctuation tercile, thus leading to thirty portfolios consisting of the same number of
stocks, whose out-of-sample performance is evaluated for various holding periods, K = 3,6,12,24,36,60
months.
Table 2.5 reports the average equally weighted monthly returns and the respective standard deviations
of all possible intersections between the winner (P1) decile, the loser (P10) decile, the spread momentum
portfolio (P1-P10), the low (Low) fluctuation tercile, the intermediate (Mid) fluctuation tercile, the high
(High) fluctuation tercile and the spread fluctuation portfolio (L-H). The portfolio resulting as the inter-
section of the P1-P10 and L-H portfolios is the quantity of interest and it can be constructed/interpreted
as the difference in the momentum effect between subsets of stocks with low and high price variability.
Given the nature of the results, the discussion proceeds separately for higher and lower frequencies of
intrinsic price fluctuation.
Volatility & High-Frequency of Price Fluctuations: If momentum patterns are more pronounced for
stocks with higher information uncertainty, lower degree of news dissemination and higher idiosyncratic
volatility (in line with Hong et al. 2000, Zhang 2006b, Arena et al. 2008), then it is hypothesised that
cross-sectional momentum should be more pronounced when the portfolio consists of stocks with higher
cross-sectional degree of high-frequency price fluctuations.
Table 2.5 documents that M(1)2 and M
(2)
2 , which capture the high-frequency price variability with period
of oscillations of around 3-4 and 8-9 business days respectively (see Table 2.4), behave very closely to the
volatility and in line with my hypothesis, momentum patterns are more pronounced for the subset of stocks
with higher cross-sectional (a) degree of high-frequency price fluctuations or (b) volatility. In particular,
the momentum strategy that invests in stocks with large high-frequency price variability/volatility (High
& P1-P10) significantly outperforms the similar strategy that consists of stocks with low degree of price
fluctuations/volatility (Low & P1-P10) for holding periods of 3 and 6 months. Quantitatively and for a 3-
month investment horizon, the average monthly spread return is 0.49%, 0.43% and 0.47% (all significant
at the 1% level), when the double-sorting is based on M(1)2 , M
(2)
2 and volatility measures respectively, or in
other words equal to about 5-6% in annual terms with an annualised Sharpe ratio (reward-to-risk ratio) of
about 0.42-0.46. Interestingly, these effects and for horizons of up to 12 months are mostly driven by the
loser deciles in line with the findings of Arena et al. (2008), who document that momentum investing is
24In dependent double-sorting, the order of application of the two rank metrics does matter and ultimately all resulting sub-
portfolios have the same size. On the other hand, in independent double-sorting the order of application does not play a
role to the final result, but on the other hand the sizes of portfolios cannot be equal and in general it is expected that the
extreme portfolios, of type low-low, low-high, high-low, high-high will on average consist of smaller number of stocks. This
latter effect could imply some sort of selection bias to the inference and for that reason I refrain from using independent
double-sorts.
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more profitable among stocks with high idiosyncratic volatility and especially among high idiosyncratic
volatility losers.
Interestingly, the above effects reverse, i.e. the momentum strategy consisting of stocks with large high-
frequency fluctuations/volatility significantly underperforms (at 5% and 10% levels for M(1)2 and volatility
measures) the momentum strategy that consists of stocks with low degree of price fluctuations/volatility,
for holding periods of 24 to 60 months, with the winner deciles now driving the results. The spread return
between momentum portfolio of different levels of price variability are relatively smaller and equal to
the economically not very important annualised return of about 2% and a reward-to-risk ratio of about
0.33. However, this result cannot write off the fact that there exists statistically significant cross-sectional
variation is stock returns even for such long investment horizons.
This piece of empirical evidence supports the findings of Hong et al. (2000), Zhang (2006b) and Arena
et al. (2008) and is in line with a behavioural explanation of intermediate-term momentum, under which
increased level of uncertainty leads to underreaction effects and positive serial correlation in stock re-
turns (e.g. Hong et al. 2000). Following this route, my results imply that stocks with a persistent up-
ward/downward price trend are more prone to continue moving in the same direction if the degree of
their short-term response to market trading mechanism is more pronounced in the cross-section, which in
turn causes more pronounced underreaction effects due to larger information uncertainty (Zhang 2006b).
This piece of uncertainty needs relatively more time to be resolved and therefore to be incorporated into
market prices, and as a result overreaction effects result in the stocks with larger cross-sectional degree
of price fluctuations to eventually underperform stocks with lower degree of price fluctuations. Overall,
both underreaction and overreaction effects are more pronounced for stocks that have larger short-term
price variability.
Low-Frequency of Price Fluctuations: Contrary to the above findings, lower frequencies of intrinsic
price fluctuations, which, in turn, are linked to more persistent price shocks, reveal different patterns in
the cross-section of stock returns. Focusing on the quarterly frequency of price perturbations (captured by
M(4)2 ) around the long-term trend, the momentum patterns are found to be more pronounced and significant
within stocks with low degree of fluctuation for all investments horizons of interest larger that 3 months.
Except for the 3-month holding period, the return differential between the momentum portfolios of low
and high fluctuating stocks (i.e. the strategy P1-P10 & L-H) is positive and statistically significant at 1%
level even for a holding period of 60 months. The reward-to-risk ratio for the 12-month and 24-month
strategies, for instance, equals 0.51 and 0.72.
These findings are novel to the momentum literature and clearly manifest the different effects that (i)
the ordinary past volatility metric (or similarly the high-frequency price fluctuations) and (ii) the low
frequency and more persistent price shocks to the long-term price trend have on ex-post momentum
profitability. If anything, the quarterly frequency of price fluctuations constitutes an important frequency
of events in financial markets; numerous events like earnings announcements, estimates announcements
for macroeconomic variables like the GDP, the unemployment etc., analyst recommendations occur with
a period of a quarter of a year. Hence, stocks that are categorized as past winners or losers are likely to
exhibit stronger momentum if the response to the above kind of events, is limited at least in relative terms
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to the cross-section. Interestingly, these patterns are mostly driven by the winner deciles, with the least
fluctuating winners stocks strongly outperforming the highly fluctuating ones by 0.39% on a monthly
basis for a holding period of 3 months, down to the -still significant at 5%- 0.21% for a 60-month horizon.
Interpreting these results, it is obvious that momentum patterns can also be a manifestation of overre-
action effects with no need of existing prior underreaction effects. Even from a 6-month holding period,
stocks with large low-frequency price variability underperform in the cross-section, hence signaling an
overreacting investor behaviour. In fact, the fact that the fluctuation metrics are not directly observed
in the market and consequently are not readily available to the investors implies that the information
content of these metrics can be potentially interpreted as a form of private information. Along these
lines, overreaction to private information can lead to momentum patterns in line with Daniel et al. (1998),
who develop a behavioural-based model on investor overconfidence that describes the consequences of
changes in confidence caused by biased self-attribution of trading activity success. The authors show
that investors overreact to their private information and consequently underreact to publicly available
information, hence generating positive return autocorrelations.
Overreaction or Underreaction: To summarise, the above findings are striking and novel to the mo-
mentum literature. Using a family of measures of price variability, each of which captures a different
frequency of price fluctuations around the trend of a price path, I identify different patterns for the mo-
mentum strategies that are consistent with an overreaction-to-private-information and/or underreaction-
to-public-information explanation of momentum patterns. In particular, (i) momentum patterns are more
pronounced among stocks with the largest high frequency price variability or equivalently with the largest
volatility (which constitutes readily available information to the investment world), i.e. stocks that are
shown to exhibit larger underreaction effects and subsequent longer-term corrections (Hong et al. 2000,
Zhang 2006b, Arena et al. 2008). The findings up to the 12-month holding horizon are driven by the loser
leg of the momentum strategy, while the longer term effects are mostly driven by the winner leg. (ii) Mo-
mentum patterns are also more pronounced among stocks with the least low frequency price variability,
which constitutes piece of information that is not readily available to investors hence linking momentum
profitability with investor overreaction to private information and consequently underreaction to public
information (Daniel et al. 1998). These effects are persistent across both short and long term horizons
and are constantly driven by the winner side of the strategy.
For illustrative purposes, Figure 2.4 plots the differential return between the lowest and highest fluctu-
ating momentum portfolios for all fluctuation metrics along with the respective 90% confidence interval
bands.
2.5. Momentum Investing & Practical Implications
Following the documentation of various novel patterns related to the cross-sectional momentum strategy,
it is important from a practitioner’s viewpoint to explore the practical implications of the implementation
of a momentum strategy and in particular to investigate (i) whether transaction costs do in reality eliminate
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Figure 2.4.: Difference in Momentum Performance between Low and High Degree of Price Fluctuations
This figure presents in the upper left corner the mean monthly differential return between two mo-
mentum portfolios using all fluctuation metrics; the first portfolio is formed based on stocks with low
degree of past price variability with respect to a fluctuation metric and the second portfolio is formed
based on stocks with high degree of past price variability. The estimates appear in grey cells in Ta-
ble 2.5. The remaining five graphs plot the same result separately for each fluctuation metric along
with a 90% confidence interval band. The sample consists of all stocks of NYSE, Alternext (AMEX
prior to October 2008), NASDAQ from July 1962 to December 2008, which satisfy the appropriate
admissibility criteria. All momentum strategies are double-sorted strategies of the form (6,K), with
K = 3,6,12,24,36,60 months. The portfolios are built based on dependent double-sorts according to
the trend metric, M1, and all fluctuation metrics, M
(i)
2 , for i = 1, · · · ,5.
any arbitrage opportunities that seem to be prevalent in the data and (ii) whether the introduction of
ordinary risk management techniques to the momentum strategies can improve their performance.
Given the big number of cross-sectional momentum strategies, I focus on three representative strategies
to be used for the purposes of this analysis, which are denoted for convenience by:
• S1: Traditional single-sort momentum strategy based on the return metric, M0, or the trend metric,
M1 (following their statistical equivalence).
• S2: Return-volatility double-sort momentum strategy based on the return metric, M0, and the
volatility metric.
• S3: Double-Sort strategy based on the trend metric, M1, and the quarterly fluctuation metric, M(4)2 .
The lookback period is equal to 6 months. The quantity of interest for the single-sort strategy, S1, is
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the return of the spread portfolio (P1-P10), and for the double-sort strategies, S2 and S3, the return of the
spread portfolio within the low volatility/fluctuation subset of stocks (Low & P1-P10).
2.5.1. Transaction Costs
A rich discussion has followed the initial documentation of the cross-sectional momentum effect (Jegadeesh
and Titman 1993) regarding its persistence over time and the reasons why it has not been arbitraged
away, as it has normally happened with the majority of price anomalies that have been historically docu-
mented (Schwert 2003). A limits-to-arbitrage argument is that transaction costs for the construction and
rebalancing of a momentum strategy are so large that write off any momentum gains (e.g. Heston and
Sadka 2008, Leippold and Lohre 2011). Additionally, given that the extreme deciles mostly consist of
small, volatile, illiquid and low credit rating stocks (Zhang 2006b, Avramov et al. 2007), it is reasonable
to argue that transaction costs are relatively larger for this subset of stocks, hence reinforcing the above
argument. However, Korajczyk and Sadka (2004) study the winner leg of the momentum strategy and
argue that transactions costs do diminish momentum gains, without though eliminating them completely.
Following discussions with an anonymous practitioner for the level of reasonable transaction costs in
the market, I decide to use two rather conservative levels of costs; 25 basis points and 50 basis points
for a single transaction (50 and 100 basis points round-trip costs respectively). In order to limit the
effect of transaction costs, momentum portfolio rebalancings are carried out in such a way so that stocks,
which are chosen in the winner/loser portfolio and are chosen again for the respective portfolios after the
holding period has passed (i.e. remain winners/losers after K months), are continuously held, thus saving
the costs of closing and reopening a position. The fact that cross-sectional momentum is empirically
found to be an intertemporal and transitory price effect that attenuates after a few months (up to a year)
from portfolio construction leads to two contradicting consequences regarding the transaction costs: (a)
the larger the investment horizon, the smaller the number of stocks that will remain in the winner/loser
portfolio and thus the larger the transaction costs; (b) on the other hand, the smaller the investment horizon
the more frequent is the opening and closing of positions hence raising again the costs. Consequently,
it should be expected that there exists some form of a transaction-cost-tradeoff between the length of
the investment horizon and the percentage of stocks that remain winners/losers after the passage of the
investment horizon.
Table 2.6 reports three portfolio characteristics for the winner and loser deciles for all three momentum
strategies of interest and investment horizons of 1, 3, 6 and 12 months based on the complete sample of
stocks from 1962 to 2008. In particular, I present the monthly average number of stocks comprising each
decile, the average percentage of stocks that remain alive till the end of the holding period, i.e. stocks
that have not been delisted, and lastly the average percentage of stocks that remain in the respective
winner/loser portfolio at the end of the holding period. As a reminder, each decile is the composite decile
that consists of K overlapping subportfolios and this is the reason why for longer horizons the average
number of stocks becomes larger; for example this number of stocks is almost tripled when going from a
1-month horizon to a 3-month horizon and so on, so forth. Besides, S1 is a single-sort strategy yielding
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ten portfolios of stocks, whereas S2 and S3 are both double-sort strategies, thus yielding thirty portfolios
and consequently the average number of stocks is one third of the respective number for S1.
# of Stocks Alive (%) Composition (%)
K W L W L W L
S1 1 204 204 99.81 99.97 61.74 56.72
3 606 611 97.30 99.57 33.52 31.23
6 1194 1216 94.95 98.60 13.06 13.24
12 2325 2394 92.05 95.91 10.07 11.67
S2 1 68 68 99.79 99.97 45.11 42.72
3 201 203 97.84 99.75 18.88 17.47
6 397 404 95.65 98.97 4.92 4.14
12 776 797 93.26 96.79 4.27 4.71
S3 1 68 68 99.79 99.95 37.21 36.81
3 201 203 97.61 99.66 12.97 12.40
6 397 404 95.27 98.83 3.84 3.30
12 773 796 92.48 96.44 3.31 3.55
Table 2.6.: Winner/Loser Characteristics of Representative Momentum Strategies
The table presents the monthly averages for three winner/loser characteristics of selected momentum
strategies. The characteristics are (a) the average number of stocks of the winner and loser composite
portfolios, which both consist of K overlapping subportfolios, (b) the average percentage of stocks that
remain alive till the end of the holding period and (c) the average percentage of stocks that remain
in the respective composite portfolio after the holding period has passed, i.e. winners/losers that are
still part of the winner/loser portfolio after K months. The strategies of the table are: S1: the traditional
single-sort momentum strategy, S2 the double-sort return/volatility momentum strategy, S3: the double-
sort momentum strategy based on trend and quarterly fluctuation metrics. The quantity of interest for
S1 is the return of the spread portfolio (P1-P10), and for the double-sort strategies, S2 and S3, the
return of the spread portfolio within the low volatility/fluctuation subset of stocks (Low & P1-P10). All
strategies have a 6-month lookback period, a 1-month skip period and a holding period of K = 1,3,6,12
months. The sample consists of all stocks traded in NYSE, Alternext (AMEX prior to October 2008)
and NASDAQ from July 1962 to December 2008, which satisfy the admissibility criteria.
Regarding the percentage of alive stocks at the end of the holding period, it is documented that in all
cases and for all investment horizons of interest, the percentage does not fall below 92%. Importantly
though, the percentage of the loser decile is always larger than the respective percentage of the winner
decile. It seems that, even marginally, stocks that are delisted are mostly past winners (possibly due to
an acquisition) than past losers (possibly due to bankruptcy). Regarding the percentage of stocks that
remain winners/losers at the end of the holding period, which constitutes a statistic that indirectly sheds
some light on the persistence of the momentum anomaly, it is found that for the traditional single-sort
momentum strategy S1, more than half of the stocks remain winners/losers on average after the passage
of 1 month, always based on a 6-month lookback period. This ratio goes down to around three out of ten
stocks after 3 months or one out of ten for a larger period of 6 or 12 months. All respective percentages
are smaller for the two double-sort strategies and this difference essentially characterises the group of
stocks that remain winners or losers, but change volatility/fluctuation profile as the time goes by.
Following the above discussion, Table 2.7 reports for all strategies and holding horizons of interest
several performance evaluation measures: (i) the first four moments (mean, standard deviation, skewness,
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kurtosis) of the monthly return series, (ii) the achieved annualised Sharpe ratio, (iii) the 5% Value-at-
Risk of the monthly return series estimated both empirically via the bootstrapping technique and via a
parametric approach assuming a normal distribution for the returns and (iv) the maximum drawdown
exhibited, accompanied by the number of months that this loss is incurred.
Apparently, the Sharpe ratio decreases with the length of holding period, when no transaction costs are
assumed, especially for the traditional momentum strategy S1, because the momentum effects attenuate
as time passes by. Nevertheless, after the introduction of transaction costs, a very interesting feature
is revealed. Transaction costs do of course degrade the performance of all strategies and investment
horizons, but however, the performance degradation seems to be more devastating for the short-term
horizon of 1 month and relatively less devastating for the holding period of 3 and 12 months. Importantly,
for a holding period of 6 months, the decrease in the Sharpe ratio and the other performance metrics is
the smallest in relative terms. Evidently, a holding period of around 6 months seems to be the optimal
tradeoff between the frequent openings/closings of positions and the percentage of stocks that remain
winners/losers after the end of the period and as a consequence still remain part of the respective portfolio,
without incurring additional costs. Table 2.7 reports in bold the maximum annualised Sharpe ratios that
are observed for each strategy and transaction costs level. With the only exception of the S1 strategy
under no transaction costs, all other maximum ratios are observed for the holding period of 6 months.
Figure 2.5 presents these numerical results in bar diagrams for each level of transaction costs for a visual
comparison between different strategies and different levels of transaction costs.
One last important observation is that the double-sort return/volatility strategy is universally the worst
strategy of the three in terms of Sharpe ratio, the traditional single-sort momentum strategy dominates
for the shorter holding horizons of 1 and 3 months, whereas the trend/fluctuation strategy dominates for
holding horizons of 6 and 12 months.
To summarise, transaction costs do lower the performance of momentum strategies, but the patterns
remain robust and significant even after accounting for these costs. Additionally, there appears to exist
an optimal investment horizon, that of 6 months, which optimises the momentum profitability and the
transaction costs incurred. For this investment horizon, the Sharpe ratio of the momentum portfolio is
maximised, when it contains the winners and losers with the lowest degree of price fluctuation at the
quarterly frequency.
2.5.2. Risk Management
One of the most common and automated risk management techniques that is used by practitioners (either
fund managers or individual investors), in order to safeguard against extreme future loses, is the stop-loss
order25 (also know as the stop order). Arguably, if stock prices follow random walks, there is no serial
correlation in the return series, future movements are thus not predictable and consequently stop-loss rules
have no effect for an investor (Samuelson 1965), let alone when transaction costs are incorporated.
25More information on the stop-loss order and can be found at the U.S. Securities and Exchange Commission (SEC) website;
http://www.sec.gov/answers/orderbd.htm.
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Moments Sharpe 5%-VaR Max Drawdown
K Costs Mean St.Dev. Skew Kurtosis Ratio Bstrap Param. (%) Period
S1 1 0 bps 1.50 5.79 0.22 11.57 0.62 -7.10 -9.84 -50.47 3
25 bps 1.09 5.78 0.22 11.57 0.38 -7.46 -10.24 -51.13 3
50 bps 0.68 5.78 0.23 11.58 0.13 -7.85 -10.64 -51.78 3
3 0 bps 1.28 5.50 0.18 14.78 0.52 -6.50 -9.48 -46.56 3
25 bps 1.05 5.49 0.17 14.77 0.37 -6.72 -9.69 -46.89 3
50 bps 0.83 5.49 0.18 14.77 0.23 -6.96 -9.92 -47.30 3
6 0 bps 1.21 4.85 -0.17 15.69 0.53 -6.00 -8.28 -35.69 1
25 bps 1.06 4.84 -0.18 15.65 0.43 -6.13 -8.41 -35.84 1
50 bps 0.92 4.84 -0.18 15.66 0.33 -6.28 -8.56 -35.98 1
12 0 bps 0.73 3.73 0.26 9.21 0.25 -5.15 -6.57 -23.75 3
25 bps 0.65 3.73 0.26 9.20 0.18 -5.22 -6.64 -23.80 3
50 bps 0.58 3.73 0.26 9.20 0.11 -5.31 -6.72 -23.99 3
S2 1 0 bps 1.04 5.73 -0.14 10.24 0.35 -8.53 -10.18 -46.36 3
25 bps 0.47 5.73 -0.13 10.30 0.01 -9.11 -10.75 -47.41 3
50 bps -0.09 5.73 -0.13 10.31 -0.33 -9.69 -11.30 -48.45 3
3 0 bps 1.03 5.28 -0.32 9.97 0.37 -7.67 -9.30 -40.23 3
25 bps 0.76 5.28 -0.32 9.95 0.20 -7.94 -9.57 -40.96 3
50 bps 0.49 5.28 -0.32 9.94 0.02 -8.19 -9.84 -41.53 3
6 0 bps 1.07 4.69 -0.65 11.82 0.45 -6.58 -8.12 -34.15 1
25 bps 0.91 4.70 -0.65 11.92 0.33 -6.74 -8.29 -34.49 1
50 bps 0.76 4.70 -0.65 11.93 0.22 -6.93 -8.45 -34.65 1
12 0 bps 0.76 3.66 -0.19 6.16 0.28 -5.55 -6.41 -18.37 3
25 bps 0.68 3.67 -0.19 6.16 0.20 -5.67 -6.50 -18.55 3
50 bps 0.60 3.67 -0.19 6.16 0.13 -5.75 -6.58 -18.81 5
S3 1 0 bps 1.44 6.28 0.04 9.64 0.54 -8.20 -10.86 -50.76 3
25 bps 0.81 6.28 0.04 9.65 0.20 -8.79 -11.49 -51.86 3
50 bps 0.18 6.28 0.04 9.65 -0.15 -9.45 -12.11 -52.94 3
3 0 bps 1.31 5.77 -0.49 11.94 0.51 -7.04 -9.99 -46.09 3
25 bps 1.02 5.77 -0.51 11.96 0.33 -7.30 -10.27 -46.75 3
50 bps 0.73 5.77 -0.50 11.96 0.16 -7.56 -10.56 -47.30 3
6 0 bps 1.31 5.08 -0.83 15.63 0.58 -6.46 -8.64 -41.41 1
25 bps 1.15 5.07 -0.81 15.60 0.47 -6.59 -8.79 -41.40 1
50 bps 0.99 5.07 -0.81 15.60 0.36 -6.77 -8.95 -41.56 1
12 0 bps 0.86 3.85 -0.20 7.32 0.36 -5.29 -6.68 -21.83 2
25 bps 0.78 3.85 -0.19 7.34 0.29 -5.36 -6.77 -21.93 2
50 bps 0.70 3.85 -0.19 7.34 0.21 -5.43 -6.85 -22.07 2
Table 2.7.: The Effect of Transaction Costs
The table presents several performance measures of selected momentum strategies under transaction
costs. These measures are (a) the moments -mean, standard deviation, skewness, kurtosis- of the spread
portfolio return series, (b) the annualised Sharpe ratio, (c) the 5% Value-at-Risk measured empirically
using bootstrapping and analytically assuming a normal distribution and (d) the maximum drawdown ac-
companied with the number of consecutive months that the latter is observed. The strategies of the table
are: S1: the traditional single-sort momentum strategy, S2 the double-sort return/volatility momentum
strategy, S3: the double-sort momentum strategy based on trend and quarterly fluctuation metrics. All
strategies have a 6-month lookback period, a 1-month skip period and a holding period of K = 1,3,6,12
months. The sample consists of all stocks traded in NYSE, Alternext (AMEX prior to October 2008)
and NASDAQ from July 1962 to December 2008, which satisfy the admissibility criteria. The transac-
tion costs are assumed to be equal to 25 and 50 basis points on the month of opening/closing a position.
The table presents in bold font the maximum Sharpe ratio per level of transaction costs for each of the
three strategies.
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Figure 2.5.: The Effect of Transaction Costs on the Sharpe Ratio
The bar diagram presents the effect of various levels of transaction costs to the annualised Sharpe
ratio of selected momentum strategies. The strategies of the table are: S1: the traditional single-
sort momentum strategy, S2 the double-sort return/volatility momentum strategy, S3: the double-sort
momentum strategy based on trend and quarterly fluctuation metrics. The quantity of interest for the
single-sort strategy is the return of the spread portfolio and for the double-sort strategies, the return
of the spread portfolio within the low volatility/fluctuation subset of stocks. All strategies have a 6-
month lookback period, a 1-month skip period and a holding period of K = 1,3,6,12 months. The
sample consists of all stocks traded in NYSE, Alternext (AMEX prior to October 2008) and NASDAQ
from July 1962 to December 2008, which satisfy the admissibility criteria. The transaction costs are
assumed to be equal to 0 (i.e. no costs), 25 and 50 basis points on the month of opening/closing a
position.
However, the documentation of momentum patterns, implies positive serial correlation and therefore
return predictability, which, in turn, could render the stop-loss policy a useful risk management technique,
so to protect against subsequent price correction (reversal). In fact, using Scherer’s (2009) exact words
“...a stop loss is just a version of a momentum rule (stay invested if markets are rising and sell if markets
have fallen by a given cumulative amount)”. In that sense, the gain from such a policy is just the opportu-
nity gain of not incurring the subsequent losses of the strategy. Even if stop-loss policies are heavily used
in practice, they have not gained particular interest by the academics26, due to the parsimony and wide
acceptance of the random walk paradigm, despite the evidence against it (e.g. Lo and MacKinlay 1988).
In order to investigate whether simple stop-loss rules have an effect on momentum strategies, I track
the performance of the three chosen strategies S1, S2, S3 on a daily basis and stocks are dropped from the
portfolio if a drawdown (cumulative loss) of a certain level is achieved. Strictly speaking, a sell stop order
26See for instance Dybvig (1988), Samuelson (1994), Kaminski and Lo (2008) and Erdestam and Stangenberg (2008).
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is employed for winner stocks, so that they are dropped, when they exhibit consecutive days of negative
return and the cumulative loss during this period exceeds a boundary level. On the other hand, a buy stop
order is applied to the loser stocks, so that a short position is closed, when it exhibits consecutive days
of positive return, and the cumulative gain (which constitutes a loss for the momentum portfolio) exceeds
the same boundary level.
When a winner stock is dropped, a long position is closed and consequently inflow of capital is gen-
erated; this amount of capital is subsequently invested on the daily risk-free rate up until the end of the
holding period. On the other hand, when a loser stock is dropped, a short position is closed and for this
order to be carried out, capital is necessary, which can be assumed that comes from the margin account
that had been initially set for the short position. In order to simplify the implementation, it is assumed
that when a short position is closed, the return of that position post-closure is equal to zero up until the
end of the holding period.
The investment horizons of interest are 6 months and 24 months, so that we have an indication for
the effect of the stop-loss rules in the intermediate and longer term respectively. The boundary levels are
chosen to be 15%, 10% and 5% for the 6-month horizon and 20%, 15% and 10% for the 24-month horizon.
It is expected that these stop-loss rules limit the volatility of the return series, potentially increase the mean
return and as a result improve the performance of the strategies in the reward-to-risk sense (Sharpe ratio).
Table 2.8 follows the structure of Table 2.7 and presents various performance evaluation measures for
the three strategies before and after the application of the stop-loss rules. For comparison purposes, the
annualised Sharpe ratio before transaction costs exhibited by the market portfolio throughout the entire
sample period 1962-2008 is 0.32. The traditional (6,6) momentum strategy exhibits a Sharpe ratio of
0.53 in my sample, as reported in the first row of the table. As expected, for all strategies and investment
horizons, the application of the stop-loss rules reduces the standard deviation of the return series and the
probability of observing extreme values, as measured by the kurtosis; the former is even halved for the
mildest27 stop-loss boundary (15% for a holding period of 6 months and 20% for 24 months) and the latter
is even diminished by a factor of three to four. The risk measures (Values-at-Risk, maximum drawdown)
of the resulting return series are in line with the above findings.
However, a very different pattern is observed for the mean monthly return and the Sharpe ratio of
the strategies for the two holding periods of this study. Stop-loss rules degrade the performance of the
strategies with a 6-month investment horizon. A stop-loss boundary level of 10% results in mean monthly
return falling from 1.21% to 0.65% for S1, from 1.07% to 0.74% for the double-sort S2 and from 1.31%
to 0.75% for the double-sort S3. Similarly, the Sharpe ratio falls from 0.53 to 0.39 for S1, from 0.58 to
0.50 for S3 and only for S2 there seems to occur no change after the application of stop-loss rules with
the Sharpe ratio staying almost constant at 0.45 for all boundaries28.
27The “mild” characterisation refers to the amount of aggressiveness of the stop-loss boundary, in the sense that larger bound-
aries are less frequently violated, hence they have milder effects to the performance of the strategy.
28In untabulated results, for the 6-month holding period, I have also applied milder boundary levels for the stop-loss rules in the
range of 40% up to even 60%, without any significant improvement of the Sharpe ratio and the mean return of the strategies.
Besides, the milder the stop-loss rule, the closer the resulting return series to the original return series of the strategy in the
absence of any risk management policy. For instance, strategy S3 yields a Sharpe ratio of 0.59, 0.61 and 0.60 for stop-loss
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Panel A: Holding Period: 6 Months
Moments of Returns Sharpe 5%-VaR Max Drawdown
Mean St.Dev. Skew Kurtosis Ratio Bootstrap Param. (%) Period
S1 Raw 1.21 4.85 -0.17 15.69 0.53 -6.00 -8.28 -35.69 1
RM 15% 0.78 2.48 0.20 4.52 0.45 -3.27 -4.08 -17.89 9
RM 10% 0.65 1.68 0.30 3.64 0.39 -1.85 -2.63 -10.12 11
RM 5% 0.56 0.74 1.18 8.47 0.49 -0.48 -0.89 -3.47 8
S2 Raw 1.07 4.69 -0.65 11.82 0.45 -6.60 -8.12 -34.15 1
RM 15% 0.85 2.91 -0.23 3.86 0.46 -4.31 -4.86 -19.85 9
RM 10% 0.74 2.13 0.07 3.63 0.46 -2.62 -3.43 -12.12 7
RM 5% 0.60 1.09 0.87 6.10 0.44 -0.90 -1.54 -6.32 11
S3 Raw 1.31 5.08 -0.83 15.63 0.58 -6.46 -8.64 -41.41 1
RM 15% 0.90 2.78 -0.07 4.37 0.54 -3.85 -4.55 -19.44 9
RM 10% 0.75 2.01 0.18 3.60 0.50 -2.36 -3.18 -11.86 16
RM 5% 0.57 0.98 0.38 4.01 0.40 -0.94 -1.35 -5.31 12
Panel B: Holding Period: 24 Months
Moments Sharpe 5%-VaR Max Drawdown
Mean St.Dev. Skew Kurtosis Ratio Bootstrap Parametric (%) Period
S1 Raw 0.18 2.65 -1.20 13.93 -0.38 -3.72 -5.01 -40.49 54
RM 20% 0.37 1.65 0.11 4.64 -0.20 -2.27 -2.87 -20.95 28
RM 15% 0.45 1.21 0.02 4.76 -0.04 -1.35 -1.92 -9.53 9
RM 10% 0.49 0.66 -0.17 6.32 0.12 -0.42 -0.81 -3.98 2
S2 Raw 0.32 2.61 -0.88 8.32 -0.06 -4.04 -4.78 -27.75 44
RM 20% 0.44 1.88 -0.07 4.80 -0.06 -2.71 -3.25 -23.39 28
RM 15% 0.50 1.54 -0.27 4.67 0.07 -2.05 -2.52 -11.85 28
RM 10% 0.51 0.96 -0.17 5.35 0.16 -0.96 -1.36 -5.17 9
S3 Raw 0.34 2.75 -1.39 12.12 -0.05 -4.04 -5.04 -30.27 16
RM 20% 0.48 1.88 0.01 4.67 0.02 -2.65 -3.21 -22.68 28
RM 15% 0.52 1.50 -0.08 4.34 0.12 -1.93 -2.43 -12.66 28
RM 10% 0.53 0.87 -0.16 5.59 0.25 -0.73 -1.18 -4.16 1
Table 2.8.: The Effect of Stop-Loss Rules
The table presents several performance measures of selected momentum strategies with the use of stop-
loss rules. These measures are (a) the moments -mean, standard deviation, skewness, kurtosis- of the
spread portfolio return series, (b) the annualised Sharpe ratio, (c) the 5% Value-at-Risk measured empir-
ically using bootstrapping and analytically assuming a normal distribution and (d) the maximum draw-
down accompanied with the number of consecutive months that the latter is observed. The strategies
of the table are: S1: the traditional single-sort momentum strategy, S2 the double-sort return/volatility
momentum strategy, S3: the double-sort momentum strategy based on trend and quarterly fluctuation
metrics. The sample consists of all stocks traded in NYSE, Alternext (AMEX prior to October 2008)
and NASDAQ from July 1962 to December 2008, which satisfy the admissibility criteria. Panel A
presents (6,6) strategies and the stop-loss rule that is applied drops from the spread momentum port-
folio any stock that suffers a drawdown (losers are shorted, so a loss in that case is generated when a
loser stock drift upwards) above 5%, 10% and 15%. Panel B presents (6,24) strategies and the stop-loss
boundaries are 10%, 15% and 20%. Once a winner stock is dropped, the capital from the closing of the
position is reinvested on the daily risk-free rate till the end of the holding period. Once a loser stock is
dropped, a zero return is assumed till the end of the holding period.
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On the other hand, for a 24-month investment horizon the situation is totally different. Stop-loss rules
have a great impact on the monthly mean return and Sharpe ratio of the strategies. For a boundary level
of 15%, the mean monthly return jumps from 0.18% to 0.45% for S1, from 0.32% to 0.50% for S2 and
from 0.34% to 0.52% for S3 and the Sharpe ratios increase from -0.38 to -0.04 for S1, from -0.06 to 0.07
for S2 and from -0.05 to 0.12 for S3.
In an effort to track down the sources of the decrease in the mean return and in the Sharpe ratio after
the application of the stop-loss rules for the 6-month investment horizon, I report in Table 2.9 various
performance measures and characteristics separately for the winner and loser deciles.
Apparently, the decrease in the mean return of the strategies with a 6-month holding period comes from
the decrease in the mean return of the winner decile after the application of the stop-loss rules, even if the
performance of the winner decile improves considerably in terms of Sharpe ratio, reaching values of 0.70,
0.86 and 0.79 for S1, S2 and S3 respectively. Evidently, the decrease in the mean return of the winner
decile is accompanied by a decrease in the volatility of the return series, whose relative effect is implicitly
larger, thus yielding an improvement in the Sharpe ratio. Similarly, the mean return of the loser decile is
always decreasing after the application of the stop-loss rules, with an exception of the 15% boundary for
the 6-month holding period. In contrast to the winner decile, this decrease is more than welcome for the
investor, given that the loser decile is shorted. The respective Sharpe ratios go negative always in favor of
the momentum investor. It seems though that the relative effect of the loser decile to the spread portfolio
is smaller than the effect of the winner decile and ultimately the risk-management policies fail to yield
larger mean return and Sharpe ratios for a holding period of 6 months.
In the absence of a stop-loss rule, the average life in the momentum portfolio for all stocks and strategies
is more than 5.8 months for a 6-month horizon and more than 19 months for a 24-month horizon (stocks
are only dropped from the portfolio when they are delisted during the holding period). The stop-loss rules
impose shorter holding periods for the majority of stocks, since most of them are dropped following a
bad performing period. A stop-loss boundary level of around 10% for the 6-month holding period and
around 15% for the 24-month holding period decreases the average holding period for the constituents of
the winner and loser portfolios to almost half of the original holding period of the momentum strategy.
Risk Exposure of Momentum Strategies: The contradicting effects of the risk management policies to the
momentum strategies for different horizons are intriguing. An initial guess for the reason of this outcome
is linked to the momentum anomaly features. Based on the above results as well as the literature findings,
it is deduced that intermediate term (up to a year) momentum effects are accompanied by subsequent
longer-term reversal effects. Following these empirical observations, it is expected that past winners and
losers have intrinsic potential of exhibiting momentum in the future 6-month period, even if a short period
of reversal effect occurs during the holding period. Consequently, dropping the winners (losers) that have
suffered a temporary downturn (upturn) ultimately decreases the performance of the strategies with a 6-
month holding horizon. On the other hand, for a 24-month horizon, the majority of the stocks comprising
boundaries of 40%, 50% and 60%, when the Sharpe ratio in the absence of a stop-loss rule is 0.58. The improvement is
marginal and insignificant and it is expected to become a deterioration, once transaction costs are accounted for, which of
course have a greater impact when implementing such risk management policies.
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Panel A: Holding Period: 6 Months
Mean Return Sharpe Ratio # of Stocks Alive (%) Avg. Life
W L W L W L W L W L
S1 Raw 1.53 0.32 0.53 -0.06 1184 1214 94.95 98.60 5.82 5.96
RM 15% 1.21 0.43 0.59 -0.03 799 622 55.84 38.06 4.39 3.55
RM 10% 0.98 0.33 0.67 -0.21 481 340 26.98 15.29 2.93 2.21
RM 5% 0.63 0.07 0.70 -1.46 135 77 5.33 1.34 1.11 0.81
S2 Raw 1.70 0.63 0.79 0.10 394 403 95.65 98.97 5.85 5.97
RM 15% 1.41 0.56 0.76 0.10 318 269 71.66 56.37 5.05 4.38
RM 10% 1.16 0.42 0.80 -0.06 219 171 40.96 28.70 3.75 3.06
RM 5% 0.73 0.14 0.86 -0.94 68 44 7.44 2.77 1.52 1.16
S3 Raw 1.69 0.38 0.71 -0.04 394 403 95.27 98.83 5.84 5.97
RM 15% 1.35 0.46 0.70 -0.01 301 242 66.57 48.21 4.84 4.02
RM 10% 1.10 0.35 0.76 -0.16 199 146 36.38 22.78 3.47 2.70
RM 5% 0.69 0.12 0.79 -1.12 61 37 6.89 2.31 1.38 1.02
Panel B: Holding Period: 24 Months
Mean Return Sharpe Ratio # of Stocks Alive (%) Avg. Life
W L W L W L W L W L
S1 Raw 0.99 0.82 0.28 0.82 4428 4579 87.01 90.07 19.17 19.05
RM 20% 0.86 0.49 0.36 0.02 2956 2136 50.16 30.30 16.12 11.89
RM 15% 0.78 0.33 0.45 -0.26 2020 1315 28.91 14.48 11.47 7.68
RM 10% 0.63 0.14 0.55 -1.29 958 533 10.66 3.22 5.79 3.47
S2 Raw 1.21 0.89 0.51 0.28 1485 1536 89.05 92.24 19.58 19.40
RM 20% 1.06 0.63 0.53 0.18 1215 981 70.00 48.67 19.33 15.86
RM 15% 0.92 0.43 0.55 -0.06 907 679 42.48 27.60 14.95 11.45
RM 10% 0.73 0.22 0.65 -0.67 466 310 15.76 7.20 8.16 5.69
S3 Raw 1.18 0.84 0.45 0.22 1485 1536 88.09 91.01 19.38 19.10
RM 20% 1.01 0.53 0.49 0.08 1140 857 61.47 40.11 18.29 14.03
RM 15% 0.89 0.37 0.53 -0.18 831 572 38.27 21.65 13.86 9.73
RM 10% 0.67 0.17 0.64 -1.01 421 256 14.47 5.56 7.43 4.73
Table 2.9.: Winner/Loser Characteristics with Stop-Loss Rules
The table presents several performance measures and monthly averages for various portfolio charac-
teristics for the winner and loser deciles of selected momentum strategies that employ stop-loss rules.
The metrics are (a) the monthly mean return, (b) the annualised Sharpe ratio, (c) the average number
of stocks of the winner and loser composite portfolios, which both consist of K overlapping subport-
folios, (d) the average percentage of stocks that remain alive till the end of the holding period and (e)
the average life of stocks before they are dropped or stop traded. The strategies of the table are: S1:
the traditional single-sort momentum strategy, S2 the double-sort return/volatility momentum strategy,
S3: the double-sort momentum strategy based on trend and quarterly fluctuation metrics. The sample
consists of all stocks traded in NYSE, Alternext (AMEX prior to October 2008) and NASDAQ from
July 1962 to December 2008, which satisfy the admissibility criteria. Panel A presents (6,6) strategies
and the stop-loss rule that is applied drops from the spread momentum portfolio any stock that suffers a
drawdown (losers are shorted, so a loss in that case is generated when a loser stock drift upwards) above
5%, 10% and 15%. Panel B presents (6,24) strategies and the stop-loss boundaries are 10%, 15% and
20%. Once a winner stock is dropped, the capital from the closing of the position is reinvested on the
daily risk-free rate till the end of the holding period. Once a loser stock is dropped, a zero return is
assumed till the end of the holding period.
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the momentum portfolio should have started exhibiting reversal effects and consequently dropping the
bad performers should implicitly safeguard against these effects and ultimately lead to better portfolio
performance.
For visual verification, Figure 2.6 presents the dollar growth for the double-sort strategy S3, which is
the best-performing strategy of this study, for the time period between 1990-2008.
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Figure 2.6.: Dollar Growth for the Double-Sort Trend/Fluctuation Strategy
The figures present the dollar growth of the double-sort momentum strategy S3 (based on trend and
quarterly fluctuation metrics), before and after the application of stop-loss rules for holding periods of
6 and 24 months. The period of interest is 1990-2008 and the sample consists of all stocks traded in
NYSE, Alternext (AMEX prior to October 2008) and NASDAQ. The stop-loss boundaries are 15%,
10% and 5% for the 6-month horizon and 20%, 15% and 10% for the 24-month horizon. For compar-
ison purposes, for the 6-month horizon, the figure includes the dollar growth of a strategy that invests
in the market weighted index. The grey bands represent recessionary periods as documented by the
NBER.
In order to elaborate on the performance evaluation of the selected momentum strategies, with and
without the introduced risk managements techniques, I decompose the monthly excess returns of each
strategy i using the Fama and French (1993) 3-factor model and its 4-factor extension introduced by
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Carhart (1997), which incorporates a momentum factor,
Ri,t − r f ,t = αi+βi (Rm,t − r f ,t)+ siSMBt +hiHMLt + εi,t (2.9)
Ri,t − r f ,t = αi+βi (Rm,t − r f ,t)+ siSMBt +hiHMLt +miUMDt + εi,t , (2.10)
where SMB and HML denote the returns of the factor mimicking portfolios that account for the size
and value exposure, introduced by Fama and French (1992), and UMD denotes the returns of a factor
mimicking portfolio that captures the momentum effect, introduced by Carhart (1997), following the
inability of Fama and French (1993) model to explain the momentum anomaly (Fama and French 1996).
Monthly data for all these factors, the market excess return, RMRFt = Rm,t−r f ,t and the monthly risk-free
rate are obtained from the web site of Kenneth French29. The estimated alpha and factor exposures along
with the respective Newey and West (1987) adjusted t-statistics are reported in Table 2.10 for the holding
periods of 6 and 24 months.
Irrespective of the holding horizon, the Fama and French (1993) model cannot explain the observed
patterns for all strategies of interest, in line with the evidence in Fama and French (1996), even if the
fit is considerably better in terms of adjusted R2 for the 24-month horizon. In the absence of a stop-
loss rule, the unexplained part of the returns, captured by alpha, is largely significant. The introduction
of stop-loss rules for the 6-month horizon results in a monotonic decrease in the magnitude of alpha
with the level of strictness of the rule; the effects are much weaker for the 24-month horizon. The most
important finding is that the risk management policy discards from the momentum portfolios mostly big
and growth (low book-to-market ratio) stocks, since the exposure to SMB is positive and the exposure to
HML, even if negative, it becomes progressively smaller in absolute value with the strictness of the rule.
These exposures are both sporadically significant across different strategies and stop-loss boundaries and
the effects are far more pronounced for the 24-month horizon.
The Carhart (1997) model provides better insight regarding the risk exposure of the abnormal returns
of momentum strategies. In the absence of a risk management technique, the part of abnormal returns is
relatively small in comparison to the Fama and French’s (1993) alpha, and it is only significant for the
single-sort strategy S1 and the double-sort trend/fluctuation S3 for a 6-month horizon. As expected, the
exposure to the momentum factor is positive and largely significant for any available setting. Irrespective
of the holding horizon, the application of stop-loss rules decreases the fit of the model, hence increasing
both the magnitude and the significance of the alpha, in contrast to the findings using the Fama and French
(1993) model. Additionally, the covariation between momentum returns and the momentum factor falls
with the strictness of the rule and so does the respective significance. In line with the Fama and French’s
(1993) decomposition, the Carhart (1997) model implies that the risk management policy discards from
the momentum portfolios mostly big stocks, with the exposure to SMB being positive and statistically
significant almost for any setting and for both holding horizons. Weak signs of discarding growth stocks
are also apparent in the 24-month holding horizon, where a heavily significant negative exposure to HML
in the absence of a stop-loss rule turns insignificant and much smaller in magnitude after the employment
29http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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of the rule.
To summarise, the common feature between Fama and French’s (1993) and Carhart’s (1997) decompo-
sitions, which also constitutes the most important feature of this analysis is the fact the risk management
techniques show a preference to small and value stocks and essentially discard big and growth stocks
from the momentum portfolios. If the stop-loss rules discard big and growth stocks from the portfolios,
then it is evident that these classes of stocks realise their momentum potential faster than small and val-
ues stocks and subsequently the correction/reversal phase becomes apparent, hence the violation of the
stop-loss rules. On the other hand, small and value stocks, which are mostly characterised by slower
cross-sectionally flow of information (Hong et al. 2000) exhibit more persistent momentum patterns and
are kept in the momentum portfolios for longer periods, thus supporting the underreaction explanation of
cross-sectional momentum in line with Hong and Stein (1999).
2.5.3. Joint Effects
For completeness of the current section, Table 2.11 presents the interaction of the risk management tech-
niques and the transaction costs. For both holding periods of interest, transaction costs of 25 basis points
for a single transaction (50 basis points of round-trip costs) are assumed.
Evidently, transaction costs swamp the performance of risk-management policies, since the latter in-
crease the number of trades with the continuous position closing throughout the holding period. The
effects are expectedly more adverse for the 6-month investment horizon, and as far as the 24-month hori-
zon is concerned, transaction costs limit -if not eliminate- the positive effect of stop-loss rules.
2.6. Concluding Remarks
This chapter provides a new perspective to the understanding of the persistent cross-sectional momentum
effects in stock returns (Jegadeesh and Titman 1993, 2001) by modeling a stock’s price path as the interac-
tion between a long-term trending growth component and a finite number of price fluctuating components
at distinct frequencies. This specification allows the exploration of the link between intrinsic price vari-
ability at different frequencies during the lookback period and the subsequent cross-sectional variation in
future stock returns and consequently offers more flexibility than a traditional return/volatility analysis.
Without being restrictive, the identification of the trend and intrinsic fluctuations of a price process is
achieved by the Ensemble Empirical Mode Decomposition (Wu and Huang 2009).
Using the above specification, I reach four important findings that constitute novel contributions to the
relevant literature. First, it is shown that cross-sectional momentum strategies that are formed based on
either past return or some estimate of past price trend are statistically indistinguishable from each other.
Second, the results show that momentum patterns are more pronounced among stocks with the largest
high frequency price variability, which, in turn, is equivalent to larger cross-sectional volatility. These
stocks are in general characterised by larger information uncertainty and slower dissemination of news
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Panel A: Holding Period: 6 Months
Moments of Returns Sharpe 5%-VaR Max Drawdown
Costs Mean St.Dev. Skew Kurtosis Ratio Btstrap Param. (%) Period
S1 Raw 0 bps 1.21 4.85 -0.17 15.69 0.53 -6.00 -8.28 -35.69 1
RM 15% 0 bps 0.78 2.48 0.20 4.52 0.45 -3.27 -4.08 -17.89 9
25 bps 0.63 2.48 0.19 4.50 0.23 -3.42 -4.23 -19.04 9
RM 10% 0 bps 0.65 1.68 0.30 3.64 0.39 -1.85 -2.63 -10.12 11
25 bps 0.49 1.68 0.28 3.66 0.06 -2.04 -2.80 -11.68 11
S2 Raw 0 bps 1.07 4.69 -0.65 11.82 0.45 -6.60 -8.12 -34.15 1
RM 15% 0 bps 0.85 2.91 -0.23 3.86 0.46 -4.31 -4.86 -19.85 9
25 bps 0.69 2.92 -0.25 3.90 0.27 -4.50 -5.03 -21.02 9
RM 10% 0 bps 0.74 2.13 0.07 3.63 0.46 -2.62 -3.43 -12.12 7
25 bps 0.58 2.02 0.15 3.65 0.21 -2.53 -3.37 -14.12 16
S3 Raw 0 bps 1.31 5.08 -0.83 15.63 0.58 -6.46 -8.64 -41.41 1
RM 15% 0 bps 0.90 2.78 -0.07 4.37 0.54 -3.85 -4.55 -19.44 9
25 bps 0.73 2.78 -0.07 4.34 0.33 -4.06 -4.72 -20.98 9
RM 10% 0 bps 0.75 2.01 0.18 3.60 0.50 -2.36 -3.18 -11.86 16
25 bps 0.58 2.02 0.15 3.65 0.21 -2.52 -3.37 -14.12 16
Panel B: Holding Period: 24 Months
Moments of Returns Sharpe 5%-VaR Max Drawdown
Costs Mean St.Dev. Skew Kurtosis Ratio Btstrap Param. (%) Period
S1 Raw 0 bps 0.18 2.65 -1.20 13.93 -0.38 -3.72 -5.01 -40.49 54
RM 20% 0 bps 0.37 1.65 0.11 4.64 -0.20 -2.27 -2.87 -20.95 28
25 bps 0.33 1.66 0.10 4.63 -0.28 -2.33 -2.91 -21.97 28
RM 15% 0 bps 0.45 1.21 0.02 4.76 -0.04 -1.35 -1.92 -9.53 9
25 bps 0.41 1.22 0.00 4.79 -0.15 -1.39 -1.97 -9.99 9
S2 Raw 0 bps 0.32 2.61 -0.88 8.32 -0.06 -4.04 -4.78 -27.75 44
RM 20% 0 bps 0.44 1.88 -0.07 4.80 -0.06 -2.71 -3.25 -23.39 28
25 bps 0.39 1.89 -0.08 4.80 -0.13 -2.77 -3.30 -24.36 28
RM 15% 0 bps 0.50 1.54 -0.27 4.67 0.07 -2.05 -2.52 -11.85 28
25 bps 0.45 1.54 -0.28 4.69 -0.03 -2.09 -2.57 -13.08 28
S3 Raw 0 bps 0.34 2.75 -1.39 12.12 -0.05 -4.04 -5.04 -30.27 16
RM 20% 0 bps 0.48 1.88 0.01 4.67 0.02 -2.65 -3.21 -22.68 28
25 bps 0.44 1.88 0.00 4.68 -0.05 -2.69 -3.25 -23.57 9
RM 15% 0 bps 0.52 1.50 -0.08 4.34 0.12 -1.93 -2.43 -12.66 28
25 bps 0.48 1.51 -0.10 4.38 0.02 -1.96 -2.47 -13.81 28
Table 2.11.: The Joint Effects of Transaction Costs and Stop-Loss Rules
The table presents several performance measures of selected momentum strategies with the use of stop-
loss rules after accounting for transaction costs. These measures are (a) the moments -mean, standard
deviation, skewness, kurtosis- of the spread portfolio return series, (b) the annualised Sharpe ratio, (c)
the 5% Value-at-Risk measured empirically using bootstrapping and analytically assuming a normal
distribution and (d) the maximum drawdown accompanied with the number of consecutive months that
the latter is observed. The strategies of the table are: S1: the traditional single-sort momentum strategy,
S2 the double-sort return/volatility momentum strategy, S3: the double-sort momentum strategy based
on trend and quarterly fluctuation metrics. The sample consists of all stocks traded in NYSE, Alternext
(AMEX prior to October 2008) and NASDAQ from July 1962 to December 2008, which satisfy the
admissibility criteria. Panel A presents (6,6) strategies and the stop-loss rule that is applied drops from
the spread momentum portfolio any stock that suffers a drawdown (losers are shorted, so a loss in that
case is generated when a loser stock drift upwards) above 5%, 10% and 15%. Panel B presents (6,24)
strategies and the stop-loss boundaries are 10%, 15% and 20%. Once a winner stock is dropped, the
capital from the closing of the position is reinvested on the daily risk-free rate till the end of the holding
period. Once a loser stock is dropped, a zero return is assumed till the end of the holding period. The
transaction costs are assumed to be equal to 25 basis points on the month of opening/closing a position.
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(Hong et al. 2000, Zhang 2006b), which eventually lead to underreaction effects. The fact that volatility
constitutes publicly available information to investors leads to the conclusion that momentum patterns
are a result of investor underreaction to public information (in line with Hong and Stein 1999, Arena
et al. 2008). Interestingly, these patterns weakly reverse for longer holding periods that reach up to 60
months, hence also supporting overreaction effects in the longer-run. Moreover, momentum patterns are
also more pronounced among stocks with the least low frequency price variability. Lower frequencies
of price fluctuations do not appear to be proxied by some publicly available statistical measure and can
only be extracted using some sophisticated spectral analysis technique like the EEMD. This finding links
momentum profitability with investor overreaction to private information, which, in turn, translates to
underreaction to public information in full support to Daniel et al.’s (1998) behavioural theory.
Third, it is shown that profits from cross-sectional momentum investing remain robust under realistic
transaction costs, in line with Korajczyk and Sadka (2004). In fact, a holding period of 6 months is
shown to be the optimal tradeoff between the frequent openings/closings of positions and the percentage
of stocks that remain winners/losers after the end of the holding period and as a consequence remain part
of the respective portfolio, without incurring additional costs. Hence, a momentum strategy is optimized
in terms of transaction costs for a 6-month holding horizon.
Finally, given the existence of cross-sectional momentum effects, simple stop-loss rules are employed
in order to improve the performance of the strategies and reduce the ex-post volatility. Such risk man-
agement policies are found to significantly improve strategies with longer investment horizon, because
they can successfully safeguard against eminent price reversals. The decomposition of the return series of
momentum strategies that employ stop-loss rules using Fama and French’s (1993) and Carhart’s (1997)
models shows that these rules have the tendency to discard big and growth stocks in favour of small and
value stocks. This finding supports the hypothesis that big and growth stocks achieve higher levels of price
efficiency and consequently momentum patterns are more robust and long-lasting among small and value
stocks. In fact, small and value stocks are generally characterised by low analyst coverage and slower
information diffusion (Hong et al. 2000, Zhang 2006b) that, in turn, result to investor underreaction and
serial dependence in the return series.
The findings of this chapter aim to open a new direction of research for the cross-sectional momentum
anomaly, under which predictability in stock returns could be related to different frequencies of events
linked to various trading mechanisms. Clearly, the extracted family of intrinsic fluctuations is not observ-
able and therefore their economic interpretation is not straightforward. Alternative spectral analysis tech-
niques, such as the Fourier or Wavelet transforms, could potentially assist in that direction. If anything,
underreaction and overreaction effects are apparent in the data and the degree of price efficiency seems to
be cross-sectionally variable. It remains an open question for future research whether a risk-based expla-
nation can account for these empirical patterns. The next chapter constitutes one novel approach towards
that direction.
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3. Long-Short Cross-sectional Equity Strategies
and Correlation Risk
3.1. Introduction
Unexpected increases in average stock correlations are an important source of risk for diversified equity
portfolios and recently a market for trading and hedging equity correlation has emerged in the form
of correlation swaps and option-based dispersion trading strategies used by sophisticated investors30.
Moreover, correlation risk has been shown to be priced in the cross-section of option returns (Driessen
et al. 2009). A natural question that follows from the observation that derivatives can be bought to hedge
average stock correlation risk, is whether correlation risk is priced in the cross-section of stock returns.
The purpose of this chapter is to rigorously answer this question and examine its implications for the
risk of long-short equity strategies, like the cross-sectional momentum strategy of chapter 2. I investigate
whether exposure to unexpected changes in equity correlations helps explain the expected return and
risk of long-short equity strategies that underlie zero-cost factor mimicking portfolios commonly used in
the asset pricing literature31, as well as, long-short equity strategies employed by alternative investment
funds. Finally, I examine recent institutional changes in the equity market and study whether capital flows
into long-short hedge fund strategies have a predictable effect on stock returns and pairwise correlations.
A long-short (LS, henceforth) portfolio is a zero-cost investment that invests $1 in a long position
of stocks and finances this investment by shorting $1 of another group of stocks. A well-established
empirical fact is that large equity market declines are accompanied by increases in stock correlations.
Longin and Solnik (2001), Moskowitz (2003) and Buraschi, Porchia and Trojani (2010), for example,
document that bear markets and recessionary periods are characterised by extreme co-movement in stock
prices and large increases in pairwise equity correlations. Given that the profitability of LS strategies
depends on the realized correlation between two assets/portfolios, the question that arises is whether
the ex-ante positive expected return of such strategies can be interpreted as compensation for bearing
correlation risk.
What theoretical framework can be used to understand the link between equity market correlations
and expected stock returns? Recently, Buraschi, Trojani and Vedolin (2011) build a heterogenous agent
general equilibrium model based on a risk-sharing mechanisms between an optimist and a pessimist.
30“Correlation Vehicles - Techniques for trading equity correlation”, May 24, 2005, JPMorgan, European Equity Derivatives
Strategy.
31See, for example, Fama and French (1996) and Carhart (1997).
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The model leads to an endogenous time-varying correlation risk premium that reflects disagreement risk
between the two agents. Higher market-wide uncertainty increases stock return co-movement. In equi-
librium, correlation risk is priced and stocks with higher exposure to correlation/disagreement risk earn
a higher risk premium. The model can be used to motivate why LS portfolios that go long (short) stocks
with high (low) correlation risk exposure earn a risk premium on average, but suffer drawdowns when
correlations unexpectedly change.
There have been several approaches in the literature to construct a correlation risk factor. A risk factor
should be based on a zero-cost portfolio and should be ideally tradeable. Hence, the theoretically soundest
way of proxying for correlation risk is via a correlation swap (Buraschi, Kosowski and Trojani 2011).
A correlation swap is a contract that pays the difference between a standard estimate of the realized
correlation and the fixed correlation swap rate. Since these contracts cost zero to enter, the correlation
swap rate is the arbitrage free price, i.e., the risk-adjusted expected value, of the realized correlation.
Compared to option-based correlation trading using dispersion trading strategies, the advantage of the
correlation swap is that it is only exposed to correlation (Driessen et al. 2009). It is important to note that
a correlation swap is tradable, that is, it provides correlation risk exposure in real time. This is not the case
for approaches that build factor-mimicking portfolios based on historical realized correlation (Krishnan
et al. 2009).
Several recent studies have used different correlation risk proxies to show that correlation risk is priced
in various asset classes and that it carries a negative risk premium. A negative risk premium implies that
assets which (do not) pay off in high correlation states should exhibit below (above) average expected
returns. Using an option based correlation risk factor, Driessen et al. (2009) show that correlation risk is
priced in the cross-section of option returns. Krishnan et al. (2009) construct a factor-mimicking portfolio
based on correlation innovations and find that correlation risk is also priced in the cross-section of stock
returns32. Buraschi, Kosowski and Trojani (2011) use actual correlation swap data and document that
correlation risk is the only factor that is priced in the cross-section of hedge fund returns. In particular, they
show that the performance of hedge funds with low net exposure is substantially reduced once controlled
for correlation risk. A subgroup of alternative investment funds, such as LS equity hedge funds, pursue
LS equity investment strategies and this chapter aims to provide a more in-depth understanding of the
risk-return profile of these strategies and funds.
Motivated by the above findings, I use a unique dataset33 of actual correlation swap data on the S&P500
for the period between April 2000 and December 2008 and construct a traded correlation risk factor as the
return series of a one-month correlation swap contract, i.e. as the difference between the ex-post realized
pairwise correlation of the market and the correlation swap rate that is determined ex-ante so that there is
no exchange of money at the initiation of the contract. This time series can be interpreted as the return
on purchasing equity correlation risk insurance. In line with previous evidence of a negative correlation
32Krishnan et al. (2009) show that the negative price of the correlation risk premium remains robust after controlling for the
Fama and French (1993) size and value risk factors, the Pastor and Stambaugh (2003) liquidity factor, as well as for various
business cycle variables like the default premium, the unanticipated inflation, the growth in industrial production and the
aggregate market volatility.
33The dataset is the same as in Buraschi, Kosowski and Trojani (2011) and I thank the authors for sharing it with me.
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risk premium, the mean return of a long position on the 1-month correlation swap is a highly significant
-3.10% per month during this period34. Using this factor, I attempt to answer the following research
questions.
First, I test whether correlation risk is priced in the cross-section of stock returns. The findings of
Krishnan et al. (2009) are confirmed and it is shown that, using the correlation swap-based factor, corre-
lation risk is indeed priced in the cross-section of stock returns and bears a negative price of risk. This
finding is robust even after controlling for conventional risk factors such as the Fama and French (1993)
size (SMB) and value (HML) factors and the Pastor and Stambaugh (2003) liquidity factor as well as for
the (feature-attribution) Carhart (1997) momentum factor (UMD). Second, building on the finding that
correlation risk is a priced risk factor, I investigate whether LS cross-sectional equity strategies based on
size, value and past performance (i.e. strategies such as those underlying the size, value and momen-
tum factors) exhibit high exposure to correlation risk surprises, despite their low market beta exposures.
Third, it is directly tested whether the average returns of the SMB and HML factor mimicking portfolios
can be interpreted as ex-ante compensation for bearing correlation risk. Fourth, I study specifically the
cross-sectional momentum anomaly, initially documented by Jegadeesh and Titman (1993), and inves-
tigate whether momentum profits can be explained by correlation risk exposure. Fifth, it is examined
whether capital flows into these hedge fund strategies have a predictable effect on stock returns and cor-
relations. Hedge funds’ assets under management have been growing significantly over the last decades
and hedge funds account for a large portion of daily trading activity35. Since hedge funds are known to
trade correlation in a variety of ways, it is plausible that their trading behaviour has an effect on stock
returns and correlations, which motivates this investigation36.
My findings regarding the exposure of LS equity portfolios to correlation risk have important implica-
tions for the asset pricing literature for two reasons. First, LS portfolios are commonly used as a means of
testing for asset pricing anomalies and mispricings37. As mentioned above, examples of commonly used
LS factor mimicking portfolios are the Fama and French (1993) size and value factors and the Carhart
(1997) momentum factor. For the value, size and momentum factors to be interpreted as economic risk
factors, they should be related to state variables that describe the conditional distribution of future asset
returns and therefore marginal utility growth (Merton 1973). A recent study by Pollet and Wilson (2010)
shows that average pairwise correlation is a dominant predictor of future monthly and quarterly excess
market returns and subsumes any predictability coming from the average equity variance, even if the latter
34Even if the return on a long position of a correlation swap is on average negative, the strategy exhibits right-skew with large
and infrequent positive extreme values. These positive payoffs take place when realized stock market correlation suddenly
increases and consequently the insurance-type correlation swap contract compensates the holder. Unsurprisingly, the largest
positive payoffs of the correlation swap in my sample coincide with periods of financial instability like for instance the
turbulent period of September 2008 when Lehman Brothers collapsed and the period of August 2002, following the downturn
of the Internet bubble.
35“Hedge funds account for 50-60 per cent of trading volume in the US, and the strong growth in ETF assets coincided with
that of the hedge fund sector.”, January 31, 2010, Financial Times, “Advance of the index trackers”.
36“I have hedge fund clients who are very active traders of volatility, correlation and dispersion. Trading correlation and
dispersion as an asset class can have a diversification effect,...”, Denis Frances, Global Head of Equity Derivatives Flow
Sales at BNP Paribas, January 28, 2008, FTfm.
37Schwert (2003) and Fama and French (2008) provide a good overview of the historical performance of various asset pricing
anomalies.
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is the dominant predictor of future stock market variance. This finding is supportive to the hypothesis that
correlation risk is in important risk factor that affects the cross-section of stock returns.
The empirical evidence of this chapter shows that correlation risk is priced in the cross-section of
stock returns. Moreover, LS cross-sectional equity portfolios, such as those based on size, value and past
performance, show a statistically significant exposure to the correlation risk factor over time.
To illustrate why correlation risk may explain part of the observed average return of LS portfolios,
consider the following simplified example. Suppose that an investor uses the CAPM to price assets and
decides to take a long position in a portfolio A with a beta of βA = 1.20 and an expected abnormal monthly
return of αA = 0.50%, and a short position in a portfolio B with βB = 1.15 and αB =−0.60%. Portfolios
A and B could for instance be portfolios of small/big, value/growth or past winner/loser stocks38. I assume
that the investor perceives the difference in alphas as an arbitrage opportunity. In particular, the positive
alpha represents underpricing and the negative alpha represents overpricing. The relative difference in the
alphas determines the long and short positions of the arbitrage portfolio. The LS portfolio achieves low
net exposure equal to βA−B = 1.20−1.15 = 0.05 and entitles the investor to an abnormal expected profit
of αA−B = αA−αB = 1.10%39.
If the covariance structure of the market was static, then a market-wide negative shock of -10% would
reduce the return of the LS portfolio by 0.05 ∗ 10% = 0.50% due to the low beta of 0.05. However,
empirical evidence shows that correlations are stochastic and pairwise correlations tend to increase in low
market return states (Longin and Solnik 2001, Moskowitz 2003). Figure 3.1 presents a scatterplot between
market excess returns and changes in average pairwise correlation among all NYSE/AMEX/NASDAQ
stocks (CRSP universe) from August 1962 to December 2008. Clearly, the largest market losses coincide
with positive correlation surprises. It is important to note the asymmetries in the plot: market losses
are larger in absolute value (unconditional skewness of -0.59) and occur mainly during high correlation
states40. Ang and Chen (2002) find that this asymmetry in correlations is more pronounced for small,
value and loser stocks.
Continuing the motivating example and for the purposes of illustration, assume that the market-wide
down shock of -10% results in an increase in pairwise correlations in such a way that the betas increase to
βˆA = 2.00 and βˆB = 1.80. The increase in betas is empirically supported by Lewellen and Nagel (2006),
who document negative correlation between the market excess return and the beta loadings of the size and
momentum strategies. In this example, the LS portfolio experiences an ex-post loss (2.00−1.80)∗10%=
38The chosen values of alphas and betas in the example closely match empirically estimated values of the momentum cross-
sectional strategy found in Jegadeesh and Titman (2001) and Lewellen and Nagel (2006).
39One can always form an exact zero-beta portfolio by accordingly weighting the long and short position. This however would
not in general imply a zero-cost investment as for every dollar invested in A a hedge ratio of βAβB =
1.20
1.15 = $1.04 should
be invested in B, so to achieve βZBA−B = βA−βB βAβB = 0. In this case, the zero-beta portfolio incurs an initial setup cost of
$(1−1.04) =−$0.04 (in this particular case, this is effectively setup surplus) and qualifies the investor to an abnormal profit
of αA−B = αA−1.04αB = 1.13%. A zero-beta portfolio achieves zero net exposure and is theoretically completely hedged
against market changes.
40Regressing market excess returns on correlation surprises and a quadratic term of correlation surprises yields highly significant
negative loadings for both regressors and an R2 of 19%, therefore confirming the asymmetric non-linear effects.
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Figure 3.1.: Market Excess Return against Changes in Average Pairwise Correlation
The figure presents the monthly excess return of the CRSP universe (NYSE/AMEX/NASDAQ) against
the contemporaneous changes in average pairwise realized correlation. The sample period is August
1962 - December 2008.
2%41. This loss comes as a surprise to the investor, who was ex-ante expecting a loss of 0.50% due to
the extreme market drop. This example illustrates that with time-varying correlations, the combination of
long and short positions might appear ex-ante as a hedge against unexpected market changes, but this will
only be the case ex-post if correlations do not change.
After documenting that correlation risk is priced in the cross-section of stock returns and that LS equity
portfolios are exposed to correlation risk, I examine the effects that institutional changes in the asset man-
agement industry have on stock returns and correlations. Hedge funds employ long short strategies and
can also trade correlations explicitly in a number of ways, including option-based dispersion strategies,
correlation swaps and pairs trading. At the same time, the assets under management of hedge funds have
increased dramatically and in 2010 reached pre-2008 levels. Hedge funds have also grown in relative
terms compared to the total equity market capitalisation and therefore it is sensible to expect that equity
funds constitute an important driver of equity prices (see e.g. Malkiel and Saha (2005)). I investigate
41The ex-ante theoretically completely hedged against market moves zero-beta portfolio would also suffer an ex-post loss of
(2.00−1.04∗1.80)∗10% = 1.28%
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whether capital inflows into the hedge fund industry have affected realized stock correlations. I find that
after controlling for other variables, the inflow of capital into LS equity hedge funds has coincided with an
increase in average correlations. This finding combined with the results of Buraschi, Kosowski and Tro-
jani (2011), who document that funds with low net exposure supply insurance against correlation events,
should lead to a decrease in the price of the insurance (as captured by the correlation swap rate/implied
correlation) relative to the observed risk (realized correlation), for larger capital flows into the hedge fund
industry. It is empirically confirmed that this is indeed the case.
Following the above discussion, I summarise the main findings of the chapter. First, correlation risk
is priced in the cross-section of stock returns and carries a significant negative premium. Second, all
three size, value and momentum cross-sectional patterns are economically and significantly exposed to
the correlation risk factor. Quintile portfolios based on single sorts (and for each of the three character-
istics) generate a strict monotonic increase in the correlation factor loading. Third, market-wide realized
correlation increases coincide with large fund inflows to LS equity funds. Fourth, the more capital flows
into the long-short equity funds, the less expensive it becomes to hedge against unexpected correlation
events.
This chapter is related to three strands of literature. First, it is related to the asset pricing literature
that examines characteristic-sorted portfolios and to the debate about the theoretical underpinnings and
empirical performance of the Fama and French (1993) 3-factor model; see Daniel and Titman (1997),
Avramov and Chordia (2006) and Davis, Fama and French (2000). This factor model cannot explain
the momentum effect and Carhart (1997) proposes a 4-factor model that augments the Fama and French
(1993) specification with the momentum factor, UMD. Related multi-factor asset pricing models are the
7-factor model by Fung and Hsieh (2004) and its 8-factor extension by Buraschi, Kosowski and Trojani
(2011), both devised for the evaluation of hedge fund strategies.
The hypothesis of a link between long/short portfolios and the correlation risk factor is indirectly con-
sistent with the findings of Lewellen and Nagel (2006). The authors document significant time-variation
in the conditional CAPM beta loadings of the SMB, HML and UMD portfolios (see their Figure 2), even
though the unconditional beta loadings (or the time-series average of the conditional loadings) are in-
significantly different from zero (see their Table 4). The time-variation of the beta loadings shows that
the exposure of these strategies to changes in the aggregate market is at times magnified. In fact, the
time-varying beta loadings of the size and momentum portfolio are significantly negatively correlated
with the market excess return (see their Table 6), implying that at low market states the exposure of the LS
portfolios to the aggregate market becomes larger therefore leading to larger ex-post loses than what was
ex-ante expected. The increase in betas in low market states could be attributed to increases in market-
wide correlation. This increase in betas also justifies the arguments in the numerical example presented
above.
Second, this chapter is related to the part of literature that documents that variance risk is priced in
the index option markets. Among others, Bakshi and Kapadia (2003b), Bakshi and Kapadia (2003a),
Bakshi and Madan (2006) and Carr and Wu (2009) provide evidence of a negative and statistically signif-
icant spread between the realized variance and the implied variance of index options. This pattern is not
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exhibited by individual index constituent options and this fact gives rise to a significant correlation risk
premium as identified by Driessen et al. (2009).
Third, this work is related to the literature on time-series predictability and temporal variation in ex-
pected returns. Bollerslev, Tauchen and Zhou (2009) document that the variance risk premium predicts
future monthly and quarterly stock market returns and argue that this forecasting power is due to the fact
that this premium isolates the risk stemming from the volatility of consumption growth volatility. Pol-
let and Wilson (2010) show that average pairwise correlation is a dominant predictor of future monthly
and quarterly excess market returns and subsumes any predictability coming from the average equity
variance, even if the latter is the dominant predictor of future stock market variance. The coefficient of
average correlation in the predictive regressions is positive, which means that an increase in average cor-
relation predicts higher returns. An increase in average correlation at time t in general coincides with a
bear market, when diversification benefits diminish. A stock market decline at time t, accompanied by an
increase in correlations predicts larger expected returns at time t+1.
The rest of the chapter is organized as follows. Section 3.2 presents a simplified theoretical framework
to illustrate the relationship between the performance of LS strategies and time-varying equity market
correlations and states the two main testable hypotheses of the chapter. Section 3.3 provides an overview
of the dataset to be used and presents the details for the construction of the correlation risk factor using
the correlation swap dataset. The empirical results are presented in section 3.4, where I first test whether
correlation risk is priced in the cross-section of stock returns and then I investigate the links between
LS cross-sectional strategies and correlation risk in time-series. Section 3.5 presents the links between
correlation intertemporal patterns and the hedge fund activity and finally section 3.6 concludes.
3.2. Theoretical Framework
This section presents an illustrative theoretical framework that motivates the investigation of the rela-
tionship between correlation risk and LS premia and presents two of the main testable hypotheses of the
chapter.
Consider a two-period simplified economy observed at times t−1, t0 and t1. For convenience, I refer
to the intervals [t−1, t0] and [t0, t1] as the ex-ante (lookback) period and the ex-post (holding) period re-
spectively. At time t0, a momentum investor uses incorrectly a 1-factor model (CAPM), in order to price
assets for the period [t−1, t0] and identify mispricings for two stock portfolios A and B. The excess returns
of the two portfolios of stocks, denoted by RA,t and RB,t respectively, are decomposed by the investor as
follows:
RA,t = αA+βA ·RM,t + εA,t , (3.1)
RB,t = αB+βB ·RM,t + εB,t , (3.2)
where the residual terms εA,t and εB,t are idiosyncratic firm-specific return components that are assumed
to be independent to the market excess return, RM,t . The investor naively assumes that the firm-specific
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components are also independent to each other and that the market return explains the cross-section of
portfolio returns. Along these lines, she believes that non-zero alpha estimates appear as an arbitrage
opportunity. For illustration purposes, it is assumed that the investor identifies mispricings over the period
[t−1, t0]; portfolio A exhibits αA > 0 (underpriced portfolio) and portfolio B exhibits αB < 0 (overpriced
portfolio). The model-implied ex-ante covariance and correlation between the return series of A and B is
deduced as follows:
Cov(RA,t ,RB,t) = Cov(αA+βA ·RM,t + εA,t ,αB+βB ·RM,t + εB,t)
= βA ·βB ·σ2M +Cov(εA,t ,εB,t) (3.3)
= ρA,M ·ρB,M ·σA ·σB+Cov(εA,t ,εB,t) (3.4)
⇒ ρA,B = ρA,M ·ρB,M + Cov(εA,t ,εB,t)σAσB (3.5)
As mentioned above, the investor incorrectly assumes that Cov(εA,t ,εB,t) = 0 and therefore estimates
the ex-ante covariance/correlation between A and B using just the individual betas/correlations with the
aggregate market. Without loss of generality, suppose that the investor estimates equal ex-ante betas
βA = βB (this is indeed a realistic assumption; empirical support for this argument can be found in Fama
and French (1992) and Fama and French (1996) for size and value portfolios and in Jegadeesh and Titman
(2001) for momentum portfolios). The investor constructs a strategy at time t0 by taking a long position in
the underpriced portfolio A and a short position in the overpriced portfolio B. The LS portfolio achieves a
zero net exposure ex-ante and entitles the investor to an abnormal -according to her pricing model- profit
of αA−B = αA−αB > 0. Subtracting by parts equations (3.1) and (3.2), it is deduced that:
RA−B,t = RA,t −RB,t
= αA−αB+(βA−βB) ·RM,t +(εA,t − εB,t)
= αA−B+(εA,t − εB,t) (3.6)
and consequently the expected return-beta representation is:
E [RA−B,t ] = αA−B > 0. (3.7)
Clearly, if the 1-factor model is well-specified, the spread portfolio eliminates any risk exposure to aggre-
gate market moves and the investor expects to enjoy -effectively risk-free- positive future returns.
The main hypothesis of this chapter is that part of the ex-ante premium of the LS strategy is explained
by exposure to equity correlation risk and in the advent of a market-wide negative shock the LS strategy
suffers large losses. Hence, I conjecture that LS portfolios with ex-ante positive alphas can be interpreted
as selling insurance against these states of the world.
Suppose that instead of the 1-factor model, which is used by the investor to evaluate portfolios A and B,
the true model contains a second factor, a correlation risk factor that spans the portfolio returns over the
same lookback period [t−1, t0]. This essentially gives rise to the first testable hypothesis of this chapter.
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I test later in the chapter whether such a factor exists and the evidence shows that correlation risk is
indeed priced in the cross-section of stock returns. For the purpose of illustration, it is assumed that if the
correlation risk factor is incorporated, then there are no pricing errors (alphas) and additionally the (new)
idiosyncratic return components εCRA,t and ε
CR
B,t are independent to each other:
RA,t = βA ·RM,t + γA ·RCR,t + εCRA,t , (3.8)
RB,t = βB ·RM,t + γB ·RCR,t + εCRB,t . (3.9)
The correlation risk factor can in practice be constructed as the time-series returns of a correlation swap
contract. For simplicity, it is assumed that beta market loadings βA and βB do not change substantially
from the 1-factor estimates. In that case, the 2-factor model-implied covariance between the return series
of A and B is deduced as follows:
Cov(RA,t ,RB,t) = Cov
(
βA ·RM,t + γA ·RCR,t + εCRA,t ,βB ·RM,t + γA ·RCR,t + εCRB,t
)
= βA ·βB ·σ2M + γA · γB ·σ2CR+(βA · γB+βB · γA)Cov(RM,t ,RCR,t)+
Cov
(
εCRA,t ,ε
CR
B,t
)
= βA ·βB ·σ2M + γA · γB ·σ2CR+(βA · γB+βB · γA)Cov(RM,t ,RCR,t) (3.10)
Equating the two covariance expressions in equations (3.3) and (3.10), a measure of investor’s model
misspecification is deduced:
Cov(εA,t ,εB,t) = γA · γB ·σ2CR+(βA · γB+βB · γA)Cov(RM,t ,RCR,t) (3.11)
Given the specifications in (3.8) and (3.9), the ex-ante return decomposition of the LS portfolio becomes:
RA−B,t = RA,t −RB,t
= 
(βA−βB) ·RM,t +(γA− γB) ·RCR,t +
(
εCRA,t − εCRB,t
)
= (γA− γB) ·RCR,t +
(
εCRA,t − εCRB,t
)
, (3.12)
and therefore the expected return-beta representation for the LS portfolio is:
E [RA,t −RB,t ] = (γA− γB)E [RCR,t ] (3.13)
= (γA− γB)λCR, (3.14)
where λCR =E [RCR,t ] denotes the correlation risk premium. A well-established empirical result (Krishnan
et al. 2009, Driessen et al. 2009, Buraschi, Kosowski and Trojani 2011) and the first important finding
of the current chapter is that the correlation risk premium is negative. Therefore, for the LS portfolio
to exhibit unconditionally positive expected returns (as the investor incorrectly deduces from equation
(3.7)), it must be that the slope coefficients of portfolio A and B on the correlation risk factor satisfy:
E [RA,t −RB,t ]> 0
E [RCR,t ] = λCR < 0
}
⇒ γA− γB < 0⇔ γA < γB. (3.15)
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It is important at this point to observe that, according to equations (3.6) and (3.7), the investor believes
that her LS portfolio is completely hedged against market movements and given that she assumes inde-
pendence between the idiosyncratic return components of A and B, she does not expect any systematic
pattern in the realisations of the difference εA,t − εB,t . On the other hand, based on the 2-factor structure,
equation (3.14) justifies the positive expected return of the LS portfolio as exposure to correlation risk
and therefore it can be interpreted as ex-ante risk compensation. Furthermore, the LS portfolio seems by
no means as a risk-free strategy. Instead, equation (3.12) states clearly that the realisations of the return
of the LS strategy co-move with the realisations of the returns of the correlation swap. If, according to
(3.15), the slope coefficient of the LS portfolio on correlation risk is negative (γA− γB < 0), then when
combined with the negative correlation risk premium, it yields direct exposure to correlation surprises. In
normal times, a correlation swap generates a negative payoff and therefore the expected return of the LS
portfolio is positive.
However, the advent of an extreme market drop during the holding period [t0, t1], accompanied by an
unexpected pairwise correlation increase, implies an ex-post negative return for the LS portfolio according
to the 2-factor structure. The LS portfolio turns out ex-post not to have been hedged. Evidently, the
supposedly independent idiosyncratic return components of the 1-factor model, εA,t and εB,t , must have
moved in a systematic way during the holding period and their realisation in equation (3.6) generated the
negative portfolio return. Compared to the true model, the investor must have incorrectly assumed an
ex-ante zero correlation between εA,t and εB,t . The degree of systematic co-movement between εA,t and
εB,t increases in low market states and therefore justifies the negative ex-post return of the LS portfolio.
Failure to account for this fact results in the ex-ante characterisation of the LS premium as an arbitrage in
expectation.
Condition (3.15) gives rise to a second testable hypothesis. A LS strategy is exposed to correlation
risk if the slope coefficient γA−B = γA− γB on a correlation risk factor is negative and this is interpreted as
the following pair of null and (one-sided) alternative hypotheses:{
H0 : γA−B = 0
H1 : γA−B < 0
(3.16)
In particular, a LS portfolio is exposed to correlation risk if the long portfolio has a significantly smaller
correlation risk slope coefficient than the short portfolio. Since LS portfolios consist of two extreme
portfolios based on a sort of the universe of stocks with respect to some firm-characteristic, it is argued
that correlation risk is cross-sectionally priced in equity portfolios, when the sorted portfolios exhibit a
monotonic increase in the value of the correlation slope coefficient when we go from the long leg to the
short leg of the LS strategy.
To summarise, in order to test the above implications, it must be tested (1) whether correlation risk is
priced in the cross-section of stock returns and (2) if LS portfolios are exposed to correlation risk in the
time-series. I therefore employ a 2-factor model that extends the CAPM with a traded zero-cost factor
acting as a proxy for correlation risk. This factor is built using actual correlation swap data as described in
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the next section. Hence, the month-t excess return Ri,t of a portfolio i is expressed as a linear combination
of the month-t return realisations of the market excess return denoted as RMRFt ≡ RM,t and the correlation
risk zero-cost factor denoted as CRt ≡ RCR,t :
Ri,t = αi+βi ·RMRFt + γi ·CRt + εi,t , (3.17)
The key quantity of interest is the slope coefficient of the correlation risk factor, γi.
3.3. Data Description & The Correlation Risk Factor
This section presents the building blocks of the methodology: (i) the description of the dataset and (ii)
the construction of a zero-cost (factor mimicking) portfolio with direct exposure to changes in average
pairwise stock market correlation, whose realized returns constitute a proxy for correlation risk.
3.3.1. Data
The necessary data for the experiments of the chapter are collected from five different data sources:
1. Monthly data of closing prices, returns, and shares outstanding for all stocks that are traded on
NYSE, AMEX and NASDAQ are collected from the monthly file of the Center for Research in
Security Prices (CRSP) database (securities with share code 10 or 11 are only included in the
sample, because they correspond to equities; any closed-end funds, REIT’s etc. are excluded from
the sample). Market capitalisation is computed as the product of the shares outstanding and the
closing price of each stock. The time span of this dataset is July 1962 - December 2008 and
includes 22457 unique stocks.
2. Accounting data, which are used in order to synthesize the book equity value of stocks (and con-
sequently book-to-market ratios), are collected from the CRSP/Compustat Merged Database. The
procedure to compute the book equity value follows closely Daniel and Titman (2006) and is de-
scribed briefly in Appendix B. Out of the 22457 stocks that exist in my CRSP dataset, 15081 of
them have accounting data. The time span of this dataset is January 1950 - December 2010.
3. Monthly data for the conventional risk factors RMRF , SMB and HML as well as for the momentum
factor UMD and the risk-free rate are collected from the website of Kenneth French42. I additionally
collect from the same source monthly data for single-sorted quintile portfolios based on size and
book-to-market ratio. The time span of this dataset is January 1927 - December 2009.
4. A unique dataset of correlation swap rates on S&P500 is provided by a large international bank; the
dataset is identical to that used by Buraschi, Kosowski and Trojani (2011) and I thank the authors
for sharing it with me (Appendix C includes a brief overview of correlation trading and the pricing
of correlation swaps). It consists of daily implied and realized correlation quotes of one-month
42http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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(1M, henceforth) correlation swap contracts on S&P500. Since all the experiments are built on a
monthly frequency, the end-of-month quotes are extracted from this daily dataset. The correlation
risk factor is built using these monthly quotes in a way described later in this section. The time
span for the 1M correlation swap data is April 2000 - December 2008.
5. Hedge fund monthly data of returns, assets-under-management and investment objective are col-
lected from the BarclaysHedge database. This database is survivorship bias-free (including both
dead and alive funds) and reports net-of-fee returns from January 1994 to December 2010. After
excluding the funds of funds, the sample includes 9984 funds that operate in US dollars.
The shortest time span of the above datasets is that of correlation swaps. Therefore, except for cases
where the time span of interest is explicitly stated, all experiments cover the period between April 2000
and December 2008 (105 months). Panel A of Table 3.1 presents ordinary performance statistics for the
three conventional Fama and French (1993) risk factors, RMRF , SMB, HML and the momentum factor
UMD for this particular period; for comparison, Panels B and C present the same statistics for the two
decades preceding the period of interest, i.e. January 1980 to December 1989 and January 1990 to March
2000 respectively.
The only factor with positive mean return across all three periods is the momentum factor, which
reaches the highly statistically significant (t-statistic of 3.69) and economically important 1.20% per
month during the nineties generating an impressive Sharpe ratio of 1.16, but falls to insignificant lev-
els in the most recent period of interest, mostly due to the high level of volatility (5.76% per month;
the highest level of volatility across all four factors and across all three subperiods). Interestingly, the
value factor has performed considerably well during the most recent period, exhibiting the statistically
significant mean return of 0.86% per month, even if the value effect had disappeared during the nineties
(Schwert 2003).
Finally, Table 3.2 presents mean returns and CAPM alphas of quintile portfolios based on size, B/M
and t−7 to t−1 past return43, which essentially lead to LS cross-sectional strategies earning the premia
small-minus-big, high-minus-low and winners-minus-losers for the period of interest. The table includes
the same statistics for the respective factor mimicking portfolios SMB, HML and UMD.
3.3.2. Construction of the Correlation Risk Factor
In order to study the exposure of LS investment strategies to correlation risk, one would optimally need
a zero-cost factor mimicking portfolio that is directly exposed to changes in the average pairwise stock
market correlation. Following Buraschi, Kosowski and Trojani (2011), I proxy for correlation risk us-
ing the payoff of a correlation swap. The correlation swap is an over-the-counter financial product that
provides the holder with insurance against unexpected changes in the correlation structure of the market
(further information on the pricing of a correlation swap can be found in Appendix C). It is set at time
t−T and pays the holder (long position) at time t a payoff proportional to the difference between a stan-
43Using the terminology of chapter 2, a t− 7 to t− 1 past return is essentially a 6-month past return with a 1-month of skip
period.
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Panel A: April 2000 - December 2008
Mean (%) t-stat Max (%) Min (%) Volatility (%) Skewness Kurtosis SR
RMRFt -0.42 -0.92 8.18 -18.55 4.67 -0.85 4.27 -0.31
SMBt 0.38 1.21 13.80 -7.49 3.18 0.67 5.07 0.41
HMLt 0.86 2.57 13.87 -9.77 3.43 0.61 5.88 0.87
UMDt 0.58 1.03 16.50 -25.04 5.76 -0.83 6.52 0.35
CRt -3.10 -3.18 30.53 -29.00 9.99 0.60 3.70 -1.09
Panel B: January 1980 - December 1989
Mean (%) t-stat Max (%) Min (%) Volatility (%) Skewness Kurtosis SR
RMRFt 0.68 1.52 12.43 -23.14 4.86 -0.91 7.10 0.48
SMBt 0.01 0.06 6.17 -8.38 2.37 -0.19 3.99 0.02
HMLt 0.50 1.95 7.57 -8.47 2.79 -0.14 3.57 0.62
UMDt 0.75 2.30 15.21 -9.58 3.57 -0.10 5.20 0.73
Panel C: January 1990 - March 2000
Mean (%) t-stat Max (%) Min (%) Volatility (%) Skewness Kurtosis SR
RMRFt 1.02 2.89 10.30 -16.20 3.93 -0.80 5.14 0.91
SMBt -0.01 -0.02 21.99 -16.85 3.85 0.92 12.90 -0.01
HMLt -0.13 -0.48 8.04 -12.37 3.03 -0.43 4.94 -0.15
UMDt 1.20 3.69 18.35 -9.13 3.62 0.81 7.27 1.16
Table 3.1.: Summary Statistics for Market, Size, Value, Momentum and Correlation Factors
The table presents performance statistics for the market excess return (RMRF), the size factor (SMB),
the value factor (HML), the momentum factor (UMD) and the correlation risk factor (CR). The reported
statistics are the mean return, OLS t-statistic, maximum return, minimum return, volatility, skewness,
kurtosis and Sharpe ratio (SR). All statistics are expressed in monthly terms except for the Sharpe ratio,
which is the annualised. The correlation risk factor is constructed as the payoff of a long position on
a 1M correlation swap contract on S&P500: at the end of each month an investor generates a payoff
proportional to the difference between the ex-post realized covariance and the ex-ante fixed correlation
swap rate upon the respective horizon of interest. Panel A covers the period of interest for this chapter
(the period of availability of data for CR), April 2000 - December 2008. Panels B and C report the same
statistics for the periods January 1980 to December 1989 and January 1990 to March 2000 respectively.
dard estimate of the realized pairwise stock market correlation over the period of interest T and the fixed
correlation swap rate over the same period of time that is determined at the initiation of the contract at
time t − T , so that there is no initial change of money between the two counterparties. Therefore, the
correlation swap rate coincides with the risk-neutral expected value of the realized correlation over the
subsequent period of time as determined by the time horizon of the swap contract.
Let ICTt denote the correlation swap rate that is determined at some generic time t and applies to
the subsequent period of time of length T , i.e. period [t, t+T ]. Let RCTt denote the realized average
pairwise stock market correlation computed at time t over the most recent period of time of length T , i.e.
period [t−T, t]. Notice that ICTt is a forward-looking expectation, whereas RCTt is a backward-looking
computation. Hence, a long position on a correlation swap leads to a payoff CRTt at time t that refers to
the most recent period [t−T, t] and is equal to:
CRTt = L
[
RCTt − ICTt−T
]
, (3.18)
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Panel A: Size Portfolios
Small 2 3 4 Big Small-Big SMB
Mean Return (%) 0.35 0.21 0.14 0.02 -0.14 0.49 0.38
t-stat (0.52) (0.32) (0.22) (0.04) (-0.28) (1.15) (1.21)
CAPM α (%) 0.63 0.60 0.50 0.34 0.12 0.51 0.48
t-stat (1.43) (1.95) (2.20) (1.82) (1.18) (1.16) (1.90)
adj.R2 (%) 64.24 78.22 85.55 91.51 92.86 1.19 13.66
Panel B: Book-to-Market Portfolios
Value 2 3 4 Growth Value-Growth HML
Mean Return (%) 0.76 0.58 0.53 0.30 -0.43 1.19 0.86
t-stat (1.29) (1.17) (0.99) (0.49) (-0.52) (2.67) (2.57)
CAPM α (%) 1.02 0.79 0.78 0.58 0.01 1.01 0.74
t-stat (2.29) (2.30) (2.49) (2.00) (0.03) (2.44) (2.43)
adj. R2 (%) 64.65 69.14 76.66 81.20 75.12 29.45 14.01
Panel C: Momentum Portfolios
Winner 2 3 4 Loser Winner-Loser UMD
Mean Return (%) 0.45 0.53 0.47 0.30 -0.61 1.06 0.58
t-stat (0.67) (1.13) (1.04) (0.55) (-0.71) (1.53) (1.03)
CAPM α (%) 0.69 0.65 0.59 0.51 -0.17 0.85 0.38
t-stat (1.95) (2.79) (2.68) (2.13) (-0.41) (1.44) (0.86)
adj. R2 (%) 60.61 74.91 80.03 82.28 76.70 9.96 14.23
Table 3.2.: Performance Statistics for Quintile Portfolios with respect to Size, B/M and Past Return
The table presents monthly mean return and CAPM alpha, both expressed as percentages, for equally-
weighted quintile portfolios of the CRSP universe after sorting all stocks with respect to size (Panel A)
using NYSE breakpoints, B/M ratio (Panel B) using NYSE breakpoints or the t−7 to t−1 past return
(Panel C) using CRSP breakpoints. Especially for the momentum sorting, stocks are only included
in the portfolios that are priced above $5 at the end of month t and whose market capitalization does
not reside below the lowest NYSE size decile. The penultimate column presents the same statistics
for the respective LS portfolios small-minus-big, value-minus-growth and winner-minus-loser that are
formed by taking appropriate positions on the extreme quintile portfolios. The last column presents the
same statistics for the respective size, value and momentum factors (SMB, HML, and UMD). The table
reports OLS t-statistics for the mean return and Newey and West (1987) t-statistics for the CAPM alpha
in parentheses below every estimate. The sample period is April 2000 to December 2008.
where L denotes the notional amount invested in the swap. The correlation swap rate ICTt−T is the condi-
tional risk-neutral expectation of RCTt :
ICTt−T = EQ
[
RCTt
∣∣Ft−T ] , (3.19)
where Q denotes the risk-neutral measure, Ft−T denotes the information available at time t − T and
E [ ·|Ft−T ] is the conditional expectation operator.
The availability of quotes on implied and realized correlation enables the explicit computation of the
correlation swap payoff of equation (3.18) at the end of each month in the period April 2000 - December
2008. Panel A of Table 3.1 presents various performance statistics for the return of a long position
on the 1M swap contract. The return series of the 1M contract is the proxy for the correlation risk
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factor of equation (3.17). Figure 3.2 presents the time evolution of a smoothed version (6-month moving
average) of the two components of a correlation swap and the histogram of the 1M correlation swap payoff
superimposed -for illustration purposes- with a normal distribution with the same mean and variance as
the sample of correlation swap returns.
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Figure 3.2.: Historical Performance of the 1M Correlation Swap on S&P500
The top figure presents the time evolution of the six-month moving average of the fixed 1M correlation
swap rate IC on S&P500 and the 1M realized average pairwise stock correlation RC among S&P500
constituents. The bottom figure presents the histogram of the 1M correlation swap payoffs (computed
as the difference between RC and IC) superimposed with a normal distribution with the same mean
and variance as the sample of correlation swap returns. The sample period is April 2000 - December
2008
The monthly spread between the realized correlation and the correlation swap rate is largely negative
and statistically significant with average value equal to -3.10%. The negative average return of a long
position on a correlation swap, which is a free-to-enter investment (zero-cost portfolio), implies a negative
correlation risk premium. The correlation risk premium is theoretically defined as the difference between
the conditional expectation of RCTt under the true measure P and the conditional expectation of RCTt under
the risk-neutral measure Q:
CRPTt−T = EP
[
RCTt
∣∣Ft−T ]−EQ [RCTt ∣∣Ft−T ]= EP [RCTt ∣∣Ft−T ]− ICTt−T < 0, (3.20)
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These empirical results are indirectly supported by the findings of Bakshi and Kapadia (2003a), Bakshi
and Kapadia (2003b) and Carr and Wu (2009), who document that index options incorporate a large
negative volatility/variance risk premium, which however is not apparent across the universe of individual
stock options, thus signaling for a negative correlation risk premium. Direct support to my results appears
in the findings of the very recent papers by Driessen et al. (2009), Krishnan et al. (2009), Buraschi, Trojani
and Vedolin (2011) and Buraschi, Kosowski and Trojani (2011), who study directly correlation risk and
show that this is indeed priced in various asset classes and its price is significantly negative.
The interpretation of an asset that bears a negative correlation risk premium is that it provides an in-
vestor with insurance against unexpected future market-wide correlation increase or equivalently against
states of the world when diversification opportunities are limited and consequently the amount of sys-
tematic risk rises. The insurance, that is the correlation swap contract, is an asset that would perform
relatively well in such states, due to the unexpected increase of the realized correlation relative to the
ex-ante determined swap rate. Therefore, the investor would agree to pay a premium ex-ante via investing
in a long position on this correlation swap contract, in order to hedge away the possibility of being hit in
a high correlation state ex-post.
Intuitively, the financial institution that issues a correlation swap acts as an insurance seller and is
compensated ex-ante by a positive correlation risk premium for bearing the risk of a sudden increase in
market-wide correlation. Even if this short position appears to be quite profitable, it is indeed exposed
to large losses, when the stock market correlation suddenly increases. Following from equation (3.18) a
sudden increase in the realized correlation would result in large payoff for the swap holder, hence in large
losses for the issuer. The return histogram of Figure 3.2 and the measure of skewness in Panel A of Table
3.1 deduce that the returns from a long position on a correlation swap are right-skewed, hence exhibiting
less frequently but larger in absolute value positive extreme values. Some indicative examples include (a)
the turbulent period of September 2008 when Lehman Brothers collapsed and the 1M correlation swap
maturing on the last trading day of September generated a huge positive return of 30.53% to its holder
and the same contract maturing on the last trading day of October 2008 generated a positive return of
16.12% to its holder (these are respectively the largest and the fourth largest return for the 1M correlation
swap in my dataset), (b) February 2007, when worries about future economic growth became more sound
and on February 27 led Dow Jones Industrial Average to its seventh biggest one-day point drop ever and
S&P500 to its worst one-day percentage loss since March 2003 with the 1M correlation swap generating
23.86%, the second largest return in my sample and (c) last but not least, August 2002, following the
downturn of the Internet bubble, when the 1M correlation swap generated 15.28%, the fifth largest return
in my sample.
3.3.3. Pairwise Correlation among Factors
The main hypothesis of the chapter states that net of market-wide changes, LS cross-sectional strategies
should be exposed to correlation risk. Panel A1 of Table 3.3 presents the unconditional pairwise corre-
lation matrix between the correlation factor (CR), the market excess return (RMRF) and the size, value
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and momentum premia, as captured by the respective factors SMB, HML and UMD. For comparison
purposes, Panels B and C present the correlation matrices for the two decades preceding the period of
interest as in Table 3.1 (of course without any interactions with a correlation factor, in the absence of
correlation swap data for these periods).
Panel A1: April 2000 - December 2008
RMRFt SMBt HMLt UMDt CR1Mt
RMRFt 1
SMBt 0.38 1
HMLt -0.39 -0.35 1
UMDt -0.39 -0.01 0.13 1
CR1Mt -0.51 -0.31 0.09 0.09 1
Panel A2: April 2000 - December 2008 (RMRFt < 0)
RMRFt SMBt HMLt UMDt CR1Mt
RMRFt 1
SMBt 0.14 1
HMLt -0.15 -0.16 1
UMDt -0.37 0.23 -0.07 1
CR1Mt -0.21 -0.20 -0.18 -0.03 1
Panel B: January 1980 - December 1989
RMRFt SMBt HMLt UMDt
RMRFt 1
SMBt 0.23 1
HMLt -0.56 -0.26 1
UMDt 0.26 0.09 -0.31 1
Panel C: January 1990 - March 2000
RMRFt SMBt HMLt UMDt
RMRFt 1
SMBt 0.11 1
HMLt -0.43 -0.49 1
UMDt 0.06 0.23 -0.41 1
Table 3.3.: Pairwise Correlation between Factors
The table presents the pairwise correlations between the five benchmark factors: market excess return
(RMRF), size factor (SMB), value factor (HML), momentum factor (UMD), correlation factor (CR).
Panels A1 and A2 cover the period of interest for this chapter, April 2000 - December 2008 (105
months). Panel A1 presents unconditional estimates of the pairwise correlations, whereas Panel A2
presents correlation estimates only for the months with a negative market return (48 out of 105 months).
Panels B and C report the correlations for the first four factors for the periods January 1980 to December
1989 and January 1990 to March 2000 respectively.
The positive correlation between the size factor and the market has gone up in the most recent period
to 0.38, whereas the negative correlation between the value factor and the market has steadily decreased
in absolute value through the three decades, remaining though to high absolute levels of -0.39. The
correlation between market excess return and the momentum factor has exhibited the largest variability,
starting from a positive correlation of 0.26 during the 80’s, going down to 0.06 during the 90’s and turning
largely negative to -0.39 during the most recent period44. Surprisingly, the well documented negative
44This observation is indirectly in line with Cooper, Gutierrez and Hameed (2004), who document that momentum is highly
75
correlation between size and momentum (e.g. see Asness et al. 2009) has reversed in the most recent
period to a positive unconditional correlation of 0.13.
Focusing on the pairwise relationship between the correlation risk factor and the remaining factors, we
observe largely negative correlations of -0.51 between the correlation factor and the market and of -0.31
between the correlation factor and the size factor, which are in line with my hypothesis. Unexpectedly,
the correlation between the correlation risk factor and the value and the momentum factors is positive and
small in value, equal to 0.09. However, it should be stressed that these estimates constitute unconditional
pairwise linear correlations. The important relationship between correlation risk and the rest of the premia
should exhibit an asymmetric non-linear effect; correlation risk should matter especially when the investor
faces a down market/high correlation state. For that reason, Panel A2 of Table 3.3 presents the correlation
matrix conditional on a negative monthly market return. Out of 105 months in the period April 2000 -
December 2008, 48 months exhibit a negative market return. Clearly, conditional on a down market, the
correlation swap pays off well when all factors perform badly, hence giving support to my expectations.
3.4. Main Results
In this section, it is first tested whether correlation risk is priced in the cross-section of stock returns.
For this purpose, I regress characteristic sorted portfolios on the correlation risk factor and a number
of other conventional factors used in the asset pricing literature. Next, the links between size and value
effects and correlation risk are investigated. In particular, I evaluate the performance of LS cross-sectional
strategies that potentially capture these effects (including the factors SMB and HML themselves in the
study). Finally, I study the intriguing cross-sectional momentum patterns and show that once one controls
for correlation risk, momentum returns decline significantly.
3.4.1. Cross-Sectional Regressions
If correlation risk is a priced risk factor in the cross-section of expected excess stock returns, then exposure
to correlation should appear as an ex-ante compensation and therefore justify unconditional premia of
LS cross-sectional portfolios. The literature on the estimation of beta pricing models is vast and the
choices for a methodology are quite numerous. I perform the standard two-pass cross-sectional regression
(CSR, henceforth) developed by Black, Jensen and Scholes (1972) and Fama and MacBeth (1973). In
the first pass, excess returns of a group of N test assets are regressed on a set of K risk factors to identify
(multivariate) betas using the complete time sample:
Ri,t −RF,t = αi+
K
∑
j=1
β ji ·Z jt + εi,t , t = 1, · · · ,T for every i = 1, · · · ,N. (3.21)
significant during expansionary periods, but turns insignificant during recessionary periods. The most recent period has been
rather volatile with two major recessionary periods -the “Dot-Com” bubble and the credit crisis-, therefore justifying to some
extent the large negative correlation between momentum and market return.
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Ideally, the factors
{
Z j
}
j=1,··· ,K should be zero-cost traded portfolios. In the second pass, asset mean
excess returns are regressed cross-sectionally on the factor coefficient estimates that have been computed
in the first pass, in order to estimate the risk premia of the respective risk factors,
{
λ j
}
j=1,··· ,K :
ET [Ri,t −RF,t ] = ai+
K
∑
j=1
λ j ·β ji +υi, i = 1, · · · ,N, (3.22)
where the operator ET [.] stands for the standard time-series mean operator. Hypothesis testing for the
significance of the estimates of the second-pass CSR gives rise to the errors-in-variables (EIV) problem
that is initially identified and alleviated by the methodology of Shanken (1992). In short, EIV describes
the fact that the independent variables in equation (3.22) are not the true values, but instead estimates from
the first-pass regression (3.21). This fact should be taken into account when generating the standard errors
of
{
λ j
}
j=1,··· ,K . The estimation of the second-pass CSR regression is originally carried out by Fama and
MacBeth (1973) using standard OLS procedures. Among others, Shanken (1985) suggests the use of
a GLS procedure, whereas more recently WLS methodology has also been employed (e.g. in Shanken
and Zhou (2007) and Buraschi, Kosowski and Trojani (2011)). GLS and WLS procedures underlie the
estimation of the covariance matrix of asset returns, hence imposing a limit in the number of test assets,
especially when the time-series sample size is small. This is one important reason why researchers tend
to use a set of portfolios as test assets instead of the complete universe of stocks, which is anyway far
more noisy, hence leading to insignificant estimates. Besides, Jagannathan and Wang (1998) suggest the
use of t-statistics that accommodate the possibility of conditional heteroscedasticity in asset returns and
additionally investigate the possibility of estimating univariate betas (UB, henceforth) for each test asset,
i.e. beta coefficients from K single factor regressions instead of multivariate betas (MB, henceforth) from
a single equation of type (3.21). The benefit of the UB approach is that when factors are not orthogonal,
then the beta estimate for a particular factor in the multifactor setting depends on the set of other factors
included in the regression.
Clearly, there exists no definitive answer about which is the optimal methodology. I therefore present
in Table 3.4 a series of two-pass CSR results for OLS, GLS, WLS methodologies using both multivariate
and univariate beta estimates and reporting Fama and MacBeth (1973) t-statistics across all regressions,
Shanken (1992) t-statistics for the MB cross-sectional regressions and Jagannathan and Wang (1998) t-
statistics for the UB cross-sectional regressions. The chosen methodologies are well described concisely
in Kan, Robotti and Shanken (2011) and Kan and Robotti (2011). Given the fact that the sample size
is quite small (105 months from April 2000 to December 2008), I decide to use a limited set of 23 well
diversified portfolios as my test assets (return data retrieved from Kenneth French’s website45): 6 size-
B/M value-weighted portfolios resulting from the intersection of 2 portfolios sorted with respect to size
and 3 portfolios sorted with respect to B/M ratio, 6 size-momentum value-weighted portfolios resulting
from the intersection of 2 portfolios sorted with respect to size and 3 portfolios sorted with respect to
t−12 to t−2 past return, 10 industry value-weighted portfolios and the correlation swap payoff.
Panel A of Table 3.4 reports the risk premia estimates for the 2-factor linear structure that incorporates
45http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
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Panel A: 2-factor Setting: Market Excess Return & Correlation Risk
OLS GLS WLS
MB UB MB UB MB UB
constant 0.63 0.63 0.27 0.27 0.52 0.52
(1.64) (1.72) (1.14) (1.18) (1.43) (1.40)
[1.50] {1.50} [1.01] {0.78} [1.51] {1.32}
λRMRF −0.88 −2.53** −0.70 −2.14** −0.88 −2.47**
(−1.47) (−3.51) (−1.37) (−3.13) (−1.49) (−3.38)
[−1.37] {−2.44} [−1.20] {−2.19} [−1.43] {−2.50}
λCR −4.09*** −6.87*** −3.62*** −5.97*** −3.88*** −6.60***
(−3.90) (−4.48) (−3.62) (−4.56) (−3.74) (−4.05)
[−3.83] {−3.80} [−3.29] {−3.45} [−3.50] {−3.74}
Panel B: Multi-factor Setting
OLS GLS WLS
MB UB MB UB MB UB
constant 0.80** 0.80* 0.22 0.22 0.39 0.39
(1.87) (2.86) (0.79) (0.98) (1.21) (1.25)
[2.06] {1.79} [0.76] {0.51} [1.43] {1.12}
λRMRF −1.16** −3.81* −0.65 −2.00 −0.81 −2.56
(−1.88) (−3.27) (−1.22) (−1.67) (−1.45) (−2.31)
[−1.98] {−1.70} [−1.04] {−1.01} [−1.37] {−1.37}
λCR −4.15*** −7.37*** −3.56*** −5.32** −3.75*** −5.93***
(−3.91) (−4.97) (−3.53) (−3.99) (−3.67) (−3.72)
[−3.63] {−3.04} [−3.24] {−2.32} [−3.42] {−2.74}
λSMB 0.38 0.42** 0.37 0.58 0.42 0.61
(1.20) (0.90) (1.20) (1.35) (1.36) (1.65)
[1.31] {2.03} [1.43] {1.17} [1.49] {1.27}
λHML 0.65* −0.11 0.86** 0.69 0.78** 0.47
(1.84) (−0.17) (2.59) (1.08) (2.31) (0.94)
[1.69] {−0.13} [2.41] {0.94} [2.22] {0.73}
λLIQ 0.41 0.99 0.07 0.08 0.08 0.24
(0.68) (1.61) (0.13) (0.14) (0.15) (0.35)
[0.65] {0.80} [0.12] {0.08} [0.15] {0.25}
λUMD 0.94** −0.30 0.58 −0.23 0.65 −0.32
(1.62) (−0.60) (1.04) (−0.48) (1.16) (−0.52)
[2.04] {−0.63} [1.35] {−0.30} [1.45] {−0.41}
Table 3.4.: Cross-Sectional Regressions and Factor Risk Premia
The table presents the results for a two-pass Fama and MacBeth (1973) cross-sectional regression for 23 test equity strategies
using three different least squares methodologies: ordinary least squares (OLS), generalized least squares (GLS) and weighted
least squares (WLS). The test assets include: 6 double-sorted size-B/M portfolios, 6 double-sorted size-momentum portfolios,
10 industry portfolios (all portfolios return series are value-weighted and are obtained from Kenneth French’s website) and the
correlation swap payoff. In the first pass, excess portfolio returns are regressed on a set of risk factors to identify individual
betas. The columns denoted by MB (UB) correspond to multivariate (univariate) betas from the first pass following Kan and
Robotti (2011). In the second pass, portfolio mean returns are regressed cross-sectionally to the factor coefficient estimates that
have been computed in the first pass in order to estimate the risk premia of the respective risk factors. Panel A presents the
results of the second-pass regression for a 2-factor structure that incorporates the market excess return and the correlation risk
factor, whereas Panel B presents the results for a 6-factor model, which extends the 2-factor model of Panel A with the Fama and
French (1993) size and value factors SMB and HML, the Pastor and Stambaugh (2003) traded liquidity factor and the momentum
factor UMD. All premia estimates are reported as percentages per month. Fama and MacBeth (1973) t-statistics are reported in
parentheses, t-statistics adjusted for errors-in-variables (EIV) problem using Shanken’s (1992) correction are reported in square
brackets-adjusted and t-statistics following Jagannathan and Wang (1998) are reported in curly brackets. Statistically significant
estimates with respect to the Shanken (Jagannathan and Wang) t-statistic for MB (UB) specification are denoted by ∗, ∗∗, ∗ ∗ ∗
for significance levels of 10%, 5% and 1% respectively. The sample period is April 2000 to December 2008.
78
the market excess return and the correlation swap payoff as risk factors, whereas Panel B presents the risk
premia estimates for an extended 6-factor setting the incorporates except for the afore mentioned factors,
the Fama and French (1993) size and value factors SMB and HML, the Pastor and Stambaugh (2003)
traded liquidity factor and the momentum factor UMD. The results are striking; across all specifications
in both panels, only the correlation risk factor is strongly and consistently priced. The correlation risk
premium, λCR, bears a negative point estimate that is hugely significant at 1% significance level (with
the exception of the GLS/UB procedure of Panel B, where the significance level is 5%) and takes values
between -3.56% and -4.15% for MB procedures and between -5.32% and -7.37% for UB procedures. For
comparison purposes, the estimate of the correlation risk premium computed as the simple time-series
average of the correlation swap payoff equals -3.10% with NW t-statistic of -3.18 (see Table 3.1). Across
all specifications and panels, the UB methodology substantially overestimates λCR in absolute value. This
observation also holds for the market, size and liquidity risk premia and the reason of course lies on the
non-zero correlation structure among the factors (see Table 3.3).
Focusing on the MB specification, the market risk premium is most of times insignificant or at most
marginally significant with a negative point estimate in line with the insignificant mean market excess
return of -0.42% per month for the period of interest (see Table 3.1). The only risk factor that seems to
be also priced in the cross-section of stock returns is the value factor HML with a positive premium in
the region between 0.65% and 0.86% (from Table 3.1, the mean return of the HML factor is a significant
0.86% per month). The significance levels of the λHML are substantially smaller than the respective levels
for correlation risk.
To summarise, the results of this subsection reinforce the well established fact that correlation risk is
priced in the cross-section of stock returns (Krishnan et al. 2009), bearing a large negative price. As a
robustness check, the same estimation procedures are performed using various combinations of test assets
from a wide range of single-sorted and double-sorted portfolios based on size, value, and momentum
characteristics as well as a set of different industry portfolios, and the results remain qualitatively the
same. Correlation risk bears a significantly negative price and only the value risk factor seems to survive
marginally is most specifications.
3.4.2. Long-Short Cross-sectional Equity Strategies
Having documented the negative price for correlation risk in equity portfolio returns, I proceed with test-
ing the second hypothesis, which states that LS strategies’ profitability should be at least partly captured
by exposure to correlation risk. I focus my attention on the size, value and momentum cross-sectional
patterns.
Size and value have been historically recognized as risk factors (Fama and French 1992, Fama and
French 1993) with the argument being that smaller and value stocks face additional -in the cross-section-
systematic risk to default in the short-term future than larger stocks and growth stocks. On the other
hand, momentum, initially documented by Jegadeesh and Titman (1993), has constituted the major asset
pricing challenge for academic researchers with rational and behavioural stories competing each other
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for the most convincing explanation, as discussed in chapter 2. On average past winners outperform past
losers by approximately 1% per month, the effect remains significant for a holding period up to even a
year (see e.g. Jegadeesh and Titman (2001)) and it cannot be explained by the Fama and French (1993)
model (evidence in Fama and French (1996)).
Table 3.5 presents the main results of this section. Panels A, B and C follow the same structure for
size, value and momentum portfolios respectively. Stocks from the CRSP universe are sorted in equally-
weighted quintile portfolios based on each of the three firm-specific characteristics. The sorting with
respect to size and B/M follows the conventional procedure by Fama and French (1993); size quintiles
are constructed at the end of each June based on sorts on market capitalisation, whereas B/M quintiles are
constructed at the end of each June based on sorts on B/M at the end of the last fiscal year. Following the
general practice, I safeguard against effects of small and illiquid stocks using breakpoints of the NYSE
subsample of stocks. For the momentum portfolios, following the general practice in the cross-sectional
momentum anomaly as described in chapter 2, quintile portfolios are built at the end of each month
using a 6-month lookback period, without taking into account the return on the most recent month, which
constitutes the gap period. The sorting is done with respect to breakpoints from the complete CRSP
universe and I safeguard against effects of small and illiquid stocks by excluding stocks that are priced
below $5 and those whose market capitalisation is lower than the lowest NYSE size decile at formation
date. The holding horizon is one month, hence leading to a (6,1) cross-sectional momentum strategy.
The monthly excess return series of all quintile portfolios are regressed on a 2-factor linear model
that incorporates the market excess return factor and the correlation risk factor. Table 3.5 reports also
the return decomposition for three LS portfolios that are constructed as the difference between small/big,
value/growth and winner/loser quintile portfolios. Finally, I report the results for the widely used risk
factors SMB, HML46 and UMD47 and investigate the extend to which the respective unconditional premia
can be interpreted as ex-ante compensation for bearing correlation risk.
To test the significance of the results, Newey and West (1987) t-statistics are reported in order to control
for conditional heteroscedasticity (given that the frequency of observations is monthly) and additionally
for potential autocorrelation in the regression residuals. The lag is computed using the automatic lag
selection by Newey and West (1994). Given that the data sample extends from April 2000 to December
2008, i.e. 105 months, I provide, as a measure of additional robustness, p-values for the significance
of the estimates using the pairs bootstrap methodology (Freedman 1981) with 1999 iterations. Brief
description of the pairs bootstrap methodology is provided in Appendix D. The results show that both
statistics provide similar quality of inference.
46Fama and French (1993) construct the size and value factors SMB and HML using six value-weighted double-sort portfolios,
which are formed as the independent intersections of two portfolios formed on size (market capitalization) and three portfo-
lios formed on the book-to-market ratio. The return of SMB (HML) is the average return of a long position on the three small
portfolios (two value portfolios) and the average return on a short position on the three big portfolios (two growth portfolios)
and offers direct exposure to changes in cross-sectional differences in market equity value (book-to-market ratio).
47The momentum factor, UMD, is constructed by Kenneth French and is available for download at his website. It is built using
six value-weighted double-sort portfolios, which are formed as the intersections of two portfolios formed on size and three
portfolios formed on the past twelve-month return, without taking into account the return on the most recent month (also
denoted as “prior 12-2” return). The return of UMD is the average return of a long position on the two high prior return
portfolios minus the average return of a short position on the two low prior return portfolios.
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Panel A: Size Portfolios
Small 2 3 4 Big Small-Big SMB
α (%) 0.42 0.46 0.48 0.33 0.17 0.25 0.31
t(α) (0.97) (1.37) (1.89) (1.61) (1.26) (0.58) (1.19)
pbs(α) (%) [37.20] [21.50] [9.15] [13.10] [25.25] [58.40] [27.50]
β 1.15 1.26 1.27 1.23 1.09 0.06 0.21
t(β) (15.31) (19.89) (19.89) (29.60) (22.52) (0.62) (2.62)
pbs(β) (%) [0] [0] [0] [0] [0] [57.40] [1.90]
γ
(×10−2) -5.82 -4.01 -0.70 -0.43 1.32 -7.14 -4.77
t(γ) (-2.15) (-1.22) (-0.32) (-0.31) (0.95) (-2.10) (-1.47)
pbs(γ) (%) [5.15] [24.80] [74.00] [75.70] [38.60] [5.60] [17.15]
p(H0) (%) - - - - - 1.91 7.23
adj. R2 (%) 64.40 78.26 85.42 91.43 92.84 2.17 14.57
Panel B: Book-to-Market Portfolios
Value 2 3 4 Growth Value-Growth HML
α (%) 0.72 0.55 0.56 0.45 0.03 0.68 0.56
t(α) (1.77) (1.78) (1.92) (1.54) (0.09) (1.79) (2.08)
pbs(α) (%) [9.60] [9.50] [7.15] [15.30] [94.70] [9.05] [5.80]
β 0.96 0.83 0.97 1.18 1.60 -0.64 -0.34
t(β) (9.99) (10.00) (12.87) (21.37) (13.35) (-3.55) (-2.19)
pbs(β) (%) [0] [0] [0] [0] [0] [1.10] [7.75]
γ
(×10−2) -8.36 -6.80 -6.18 -3.77 0.71 -9.07 -5.08
t(γ) (-2.75) (-2.77) (-2.75) (-1.75) (0.24) (-2.33) (-1.63)
pbs(γ) (%) [1.60] [1.05] [1.75] [9.70] [83.35] [4.20] [12.25]
p(H0) (%) - - - - - 1.09 5.31
adj. R2 (%) 65.70 70.17 77.37 81.28 74.88 31.69 14.76
Panel C: Momentum Portfolios
Winner 2 3 4 Loser Winner-Loser UMD
α (%) 0.30 0.34 0.43 0.52 0.12 0.18 0.08
t(α) (0.82) (1.66) (2.15) (2.01) (0.26) (0.28) (0.17)
pbs(α) (%) [42.15] [11.25] [4.15] [6.50] [79.65] [80.60] [87.85]
β 1.04 0.79 0.83 1.09 1.75 -0.71 -0.57
t(β) (7.20) (9.30) (11.95) (17.09) (12.92) (-2.94) (-3.20)
pbs(β) (%) [0.00] [0.00] [0.00] [0.00] [0.00] [1.95] [0.55]
γ
(×10−2) -11.02 -8.64 -4.51 0.19 7.97 -18.98 -8.53
t(γ) (-2.95) (-3.48) (-2.18) (0.09) (1.83) (-3.17) (-2.05)
pbs(γ) (%) [1.25] [0.45] [3.80] [92.25] [10.50] [0.75] [5.75]
p(H0) (%) - - - - - 0.10 2.15
adj. R2 (%) 62.11 77.11 80.55 82.11 77.08 14.37 15.03
Table 3.5.: Regression Results for Quintile Portfolios with respect to Size, B/M and Past Return
The table presents 2-factor regression results for equally-weighted quintile portfolios of the CRSP universe after sorting all stocks
with respect to size (Panel A) using NYSE breakpoints, B/M ratio (Panel B) using NYSE breakpoints or the t− 7 to t− 2 past
return (Panel C) using CRSP breakpoints. Especially for the momentum sorting, stocks are only included in the portfolios that
are priced above $5 at the end of month t and whose market capitalisation does not reside below the lowest NYSE size decile.
The factor slope coefficients are denoted by β for the market excess return and γ for the correlation risk factor. The unexplained
part of returns (α) is expressed in monthly percentage terms. The penultimate column presents the estimates for the respective
LS portfolios small-minus-big, value-minus-growth and winner-minus-loser that are formed by taking appropriate positions on
the extreme quintile portfolios. The last column presents the results for the respective size, value and momentum factors (SMB,
HML, and UMD). The table reports Newey and West (1987) t-statistics in parentheses and bootstrap p-values, using the pairs
bootstrap methodology, in square brackets below every estimation. The p(H0) statistic reports the one-sided p-value for a zero γ
coefficient for the LS portfolio. The sample period is April 2000 to December 2008.
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The results in Table 3.5 are in line with the hypotheses. All size, B/M and momentum quintiles exhibit a
strong monotonic increase in the slope coefficient for the correlation risk factor. For illustration purposes,
Figure 3.3 presents these loadings along with a 90% confidence interval band. The monotonic increase in
the correlation risk loading across quintiles leads to a negative loading for the custom build LS portfolios
small-minus-big, value-minus-growth and winner-minus-loser. The correlation risk loadings for these
LS cross-sectional strategies strongly reject the null hypothesis of a zero value in favor of the one-sided
alternative hypothesis of a negative value with p-values 1.91%, 1.09% and 0.10% respectively. The
effects are similar, even though slightly weaker for the respective LS factors with p-values 7.23%, 5.31%
and 2.15% for SMB, HML and UMD respectively.
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Figure 3.3.: Correlation Risk Loadings for Size, B/M and Momentum Sorted Portfolios
This figure presents the correlation risk loading γ from a 2-factor linear setting along with a 90%
confidence interval band for equally-weighted quintile portfolios of the CRSP universe after sorting
all stocks with respect to size (top panel) using NYSE breakpoints, B/M ratio (middle panel) using
NYSE breakpoints and the t − 7 to t − 2 past return (bottom panel) using CRSP breakpoints. All
estimates are retrieved from Table 3.5. The sample consists of all stocks of NYSE, Alternext (AMEX
prior to October 2008), NASDAQ from July 1962 to December 2008, which satisfy the appropriate
admissibility criteria.
The negative loading of the size and B/M sorted LS portfolios is mainly due to the large negative loading
of the small and value stocks, therefore leading to an important result that part of the size and value
premia is due to the largest exposure of the small and value stocks on correlation risk. Concerning the
big and growth firms, the correlation risk factor loading is positive but insignificant, hence giving weak
support that the short positions of size and B/M LS portfolios provide some sort of insurance against
high correlation states. Contrary to these patterns, the negative correlation risk factor loading of the
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LS momentum portfolio is due to a far more symmetric spread around zero for the winner and loser
correlation slope coefficients (both statistically significant). Hence, the momentum premium is due to both
winners and losers behaving significantly differently in a high correlation state; winners are dramatically
hit, whereas losers seem to perform best in the cross-section.
Correlation risk appears to be a very important factor of the cross-sectional momentum pattern with
the factor loading of the winner-minus-loser portfolio being around twice as large in absolute value as the
respective correlation factor loadings for size and B/M LS portfolios. This finding also holds for the UMD
and SMB, HML factors as well. Looking at the abnormal return of the LS portfolios, we observe that only
the B/M strategies exhibit significant alpha estimates. This appears as failure of the 2-factor structure.
However, in undocumented results, I run tests using the Pastor and Stambaugh (2003) traded liquidity
factor and find that the significant value premium for the period of interest (April 2000 to December
2008) is largely due to liquidity effects (the liquidity risk factor coefficient for HML generates a NW
t-statistic of 3.03).
These findings are robust to various alternative specifications of the experiments. In undocumented
results, I use decile and tercile portfolios, value-weighted portfolios (interestingly, the value-weighted
winner-minus-loser strategy exhibits negative alpha after accounting for correlation risk), double-sorted
portfolios using independent sorts across all pairs of the three firm-characteristics of interest and the
results remain qualitatively the same.
To summarise, correlation risk explains a large part of the size, value and momentum patterns cross-
sectionally along quintile portfolios as well as in the time-series. Small, value and winner stocks exhibit
strong negative exposure to unexpected changes in the correlation structure of the economy and therefore
are substantially hit in a high correlation state of the economy. On the other hand, loser stocks behave
as insurance buyers and thus exhibit lower expected returns in the cross-section, only paying off well in
high correlation states, when momentum strategy suffers losses. These findings justify -at least partly-
the size, value and momentum premia as ex-ante compensation for bearing correlation risk. The evidence
is in line with the asymmetric correlation effects across small and value stocks documented by Ang and
Chen (2002).
3.5. Evidence from the Hedge Fund Industry
The size, value and momentum cross-sectional portfolios that are examined above are commonly used in
the asset pricing literature even though transaction costs are likely to make the implementation of such
portfolios difficult. In practice, hedge funds follow similar strategies that are transaction-cost optimized.
Mutual funds can engage in short selling, but hedge funds can to so more extensively. The hedge fund
industry has been steadily growing over the last fifteen years. Using the universe of funds from the
BarclaysHedge database, it is estimated that the amount invested -in form of assets-under-management
(AUM, henceforth)- in the industry exceeds $2 trillion dollars during the first half of 2008, before falling
by around 40% down to $1.2 trillion, following the credit crisis and the Lehman Brothers collapse in
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September 200848,49. I focus specifically in equity funds -excluding Funds of Funds- (ALL EQUITY,
henceforth), that operate exclusively in USD and I split this category of funds into four major groups of
funds based on their investment objective: long-short equity funds (LSE), equity market neutral funds
(EMN), equity long-only jointly with equity long-bias funds (LONG) and finally equity short-bias funds
(SHORT). The important type of funds for the purposes of this chapter is effectively that of long-short
funds, which actively employ LS strategies and therefore are expected to be largely linked to correlation
innovations.
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Figure 3.4.: Ratio between AUM of the Hedge Fund Industry and the Total Market Capitalization
The figure presents the percentage share of market capitalisation that is in the form of assets-under-
management (AUM) in the hedge fund industry. The total market capitalisation is computed as the sum
of the market capitalisation of all stocks from the CRSP universe (NYSE/AMEX/NASDAQ) at the end
of each month. The hedge fund AUM value is computed for all equity funds that operate exclusively
in USD, after excluding Funds of Funds, and for four major sub-groups of the equity funds: long-short
equity funds (LSE), equity market neutral funds (EMN), equity long-only jointly with equity long-bias
funds (LONG) and finally equity short-bias funds (SHORT). The sample period of the graph is January
1994 - December 2008.
To shed light on the relative size of the hedge fund industry in the equity markets, Figure 3.4 presents
the percentage share of the AUM of all equity funds and of the above mentioned four sub-groups of funds
relative to the total market capitalisation of the CRSP universe (NYSE/AMEX/NASDAQ). By the end
48Focusing on funds that operate exclusively in USD and after excluding Funds of Funds, the respective values are $1.1 trillion
of peak amount during the first half of 2008, which went down by around 40% to $0.6 trillion during the first half of 2009.
49I also confirm the estimates by Malkiel and Saha (2005), who document the amount invested in the hedge fund industry to be
above $1 trillion by the end of 2004.
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of 2008, the relative size of the equity funds reaches 1.5%, with LSE funds (closely followed by LONG
funds) constituting the largest part among the subgroups and reaching close to 0.8% of the total market
capitalisation by the end of 200850. EMN and SHORT groups are substantially smaller in terms of total
AUM. Even if hedge funds are small relative to the market capitalisation, they do account for large trading
volume51. Hence, they can be expected to affect equity prices and correlations. Buraschi, Kosowski and
Trojani (2011) show that hedge funds with low net exposure (like Long/Short Equity Funds, Option Trader
Funds, Merger Arbitrage Funds) exhibit large exposure to correlation risk and their alpha performance is
substantially reduced once they account for this type of risk in a multifactor linear setting. Motivated by
these facts, I first investigate the exposure of equity funds to correlation risk, focusing on various fund
investment objectives. Subsequently, I study the links between the intertemporal fluctuations in the AUM
of the hedge funds and the fluctuations of market-wide equity correlation. Finally, I relate the level of
the correlation risk factor, which is the -relative- price of insurance against correlation surprises, to the
relative share of the hedge fund industry in the equity markets.
3.5.1. Correlation Risk and Hedge Fund Returns
To begin with, Table 3.6 presents summary statistics for the period April 2000 to December 2008 for
AUM-weighted indexes of various subgroups of the hedge fund industry that have already been men-
tioned. During this turbulent period when the market lost on average -0.42% per month (see Table 3.1),
all equity fund indexes exhibit a positive point estimate of mean return. The largest part of equity funds
in terms of number of funds operating and AUM (as also deduced from Figure 3.4) follows LS strategies
and generates a significant monthly return of 0.39% and an annualised Sharpe ratio of 0.80. By far the
largest mean return comes from the SHORT category (significant at the 10% significance level); however,
this type of funds is tiny in terms of number of funds operating and AUM and exhibits the largest volatil-
ity, hence limiting the annualised Sharpe ratio to 0.62. LONG funds constitute around 40% of all equity
funds, but exhibit the lowest and least significant mean return of 0.18%. Finally, in this sample, EMN
funds generate the best Sharpe ratio of 2.07 mostly due to the very low volatility of 0.81% per month.
Buraschi, Kosowski and Trojani (2011) use a correlation risk factor from January 1996 to December
2008 (that is identical to the one used in this chapter for the period between April 2000 and December
2008 and synthesized out of variance swap contracts for the earlier period) and show that hedge funds
with low net exposure exhibit large exposure to correlation risk. In undocumented results and in a similar
context, I run regressions of AUM-weighted fund indexes for all groups of funds appearing in Table 3.6
on a 2-factor structure that incorporates the market excess return and the correlation risk factor and I ef-
fectively confirm their findings. LSE fund index exhibits a statistically significant exposure to unexpected
changes in correlation with a p-value for the rejection of the null H0 of a zero value in favor of a negative
50In order to have a measure of comparison, the complete BarclaysHedge universe has a total AUM relative to the total market
capitalisation at the end of 2008 of approximately 15%.
51“Hedge fund trading activity in US equities is growing in contrast to trades carried out by proprietary trading desks, new
research has shown. A report on low-touch trends in US equity trading indicated that trading by hedge funds and long-only
asset managers accounted for almost one-third of the average US daily share volume in the first quarter of 2010. This was
an increase from 25% in December 2008.”, Joanne Harris, July 19, 2010, Risk Magazine.
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AUM in billions
No. Funds Mean Max Mean (%) t-stat Min (%) Max (%) Vol (%) Skew Kurt SR
ALL FUNDS 8435 544.5 1102.0 0.50 2.62 -6.67 3.70 1.60 -1.07 6.07 1.07
ALL EQUITY 2224 135.3 243.2 0.32 1.28 -6.33 4.18 2.06 -0.82 3.61 0.52
LSE 1075 63.9 111.5 0.39 2.03 -4.38 4.54 1.71 -0.41 2.81 0.80
EMN 259 14.8 25.2 0.47 5.46 -2.54 4.04 0.81 0.21 6.92 2.07
LONG 849 55.9 107.0 0.18 0.45 -12.64 5.42 3.22 -1.17 5.11 0.17
SHORT 40 0.7 1.3 0.95 1.70 -10.21 17.75 5.18 0.76 3.89 0.62
Table 3.6.: Summary Statistics for Hedge Funds
The table presents various characteristics for AUM-weighted indexes for various groups of the hedge
fund industry: all hedge funds, excluding funds of funds (ALL FUNDS), all equity funds (ALL EQ-
UITY), long-short equity funds (LSE), equity market neutral funds (EMN), equity long only together
with equity long-bias funds (LONG) and finally equity short-bias funds (SHORT). The characteris-
tics that are reported are the number of unique funds of each group for the sample period of interest,
the average and the maximum value of the assets-under-management (AUM) in each group, the mean,
maximum and minimum return of the fund indices, the volatility, the skewness, the kurtosis of the
same return series and the Sharpe ratio. The Newey and West (1987) t-statistic is also reported for the
mean return. All characteristics are reported on a monthly basis except for the Sharpe ratio which is
annualised. The sample period is April 2000 to December 2008.
value being 1.12%. Interestingly, the ALL EQUITY group generates a p-value of 3.58%, largely driven
by the LSE component, whereas the complete ALL FUNDS group generates a value of 0.31%52. These
estimates remain qualitatively the same and most of them quantitatively significant when for robustness I
additionally control for the Fama and French (1993) size and value factors SMB and HML, the Pastor and
Stambaugh (2003) traded liquidity factor or the Fung and Hsieh (2004) factors.
3.5.2. Realized Correlation and Hedge Fund Flows
To the extent that equity hedge funds and in particular LSE funds are largely exposed to correlation risk,
I next explore the potential links between the intertemporal changes in fund flows and the changes in
average market-wide equity correlation. It is conjectured that, to some degree, inflow of funds should
appear contemporaneously with increases in average correlation, in order to justify for the exposure of
hedge fund returns to correlation risk as mentioned in the previous subsection53.
For that purpose, I first define the aggregate fund flow FuF(t) within a group of funds with the same
investment objective as the AUM-weighted average of individual fund flows FuFj(t)54. The individual
52The groups EMN and LONG generate an insignificant negative correlation risk exposure. Besides, the SHORT fund group
index behaves in exactly the opposite way when compared to the other indexes, generating a positive -but insignificant-
exposure. These findings demonstrate that hedge funds that follow short strategies are essentially buying some type of
insurance against a correlation event, which is reasonable in the sense that correlation events tend to occur during low market
states, when the market falls and when short strategies effectively do pay off! For these reasons, the SHORT index exhibits
positive correlation with the payoff of a correlation swap contract.
53In a similar reasoning, Jylha¨ and Suominen (2010) show that in a two-country general equilibrium setting, positive fund
flows, which are interpreted as a proxy of increasing number of speculators, decrease (increase) the interest rate in high
(low) interest rate countries due to carry trading strategies becoming more popular.
54Notice that the order of averaging does not matter. It can be easily mathematically proven that the AUM-weighted average
fund flow equals the fund flow computed on the index level using an AUM-weighted index return.
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fund flow of capital, net of fund performance is computed using standard methodologies as in Ozik and
Sadka (2010):
FuFj(t) =
AUM j(t)−AUM j(t−1) · (1+R j(t))
AUM j(t−1) , j = 1, · · · ,Nt , (3.23)
where Nt is the active number of funds at the end of month t and R j(t) denotes the return of fund j at the
end of month t.
Panel A of Table 3.7 presents the results from regressing the first-order difference of the average real-
ized market-wide correlation on lagged correlation changes (in order to accommodate the negative serial
correlation) and the aggregate fund flow of various groups of funds. The average market-wide correlation
is computed at the end of each month as the equally-weighted average correlation across all pairs of stocks
in the CRSP universe using daily returns. This regression is reported below:
∆RC(t) = const.+b1 ·∆RC(t−1)+b2 ·FuF(t)+ ε(t), t = 1, · · · ,T (3.24)
It should be stressed that the dependent variable is always the same for all regressions. The regressions
differ among each other in the category of hedge funds with respect to which the aggregate fund flow
FuF is defined.
As expected, the flow of capital into the funds is positively related to changes in market-wide correla-
tions. The strongest dependence is exhibited for LSE and LONG groups of funds, and the fact that these
two groups constitute almost 90% of the overall equity-based hedge fund industry lends a significantly
positive coefficient for the ALL equity group as well. These findings are in line with my hypotheses. The
only negative -but insignificant- point estimate appears for the EMN group of funds.
Given the empirically established fact that market volatility tends to increase when pairwise correlations
increase, therefore yielding biased estimation of realized correlations (e.g. see Forbes and Rigobon 2002),
I present as a robustness test in Panels B and C of Table 3.7 the results of the following two augmented
time-series regressions:
∆RC(t) = const.+b1 ·∆RC(t−1)+b2 ·∆RV (t)+b3 ·FuF(t)+b4 ·R#F(t)+υ(t), (3.25)
∆RC(t) = const.+b1 ·∆RC(t−1)+b2 ·∆RV (t)+b3 ·FuF(t) · IRMRFt<0+b4 ·R#F(t)+ν(t) (3.26)
Specification (3.25) controls for monthly changes in the average market volatility, RV . The average
market volatility is computed at the end of each month as the square root of the equally-weighted average
of the realized variance across all stocks in the CRSP universe using daily returns. Figure 3.5 presents
the time evolution of the average correlation and volatility for the period between January 1994 and De-
cember 2008. The spikes in the correlation and volatility plots seems to occur simultaneously, especially
before 2004. Post-2004 average volatility has been extremely low before reaching extreme levels during
the recent credit crisis. On the other hand, average correlation seems to follow an upward pattern with
various correlation events taking place. The increasing correlation patterns contradict the evidence docu-
mented in Campbell, Lettau, Malkiel and Xu (2001), whose sample however ends in 1997. The fact that
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Panel A: Dependent Variable: ∆RC(t)
ALL Equity Based
FUNDS ALL LSE EMN LONG SHORT
constant 0.00 0.00 0.00 0.00 0.00 0.00
(0.67) (0.04) (0.11) (1.25) (0.18) (0.81)
∆RC(t−1) −0.31 −0.29 −0.28 −0.32 −0.30 −0.31
(−4.40) (−4.34) (−4.30) (−4.52) (−4.39) (−4.23)
Fund Flows 0.04 0.17 0.18 −0.04 0.14 0.03
(0.82) (1.91) (2.00) (−1.27) (2.16) (0.73)
adj. R2 (%) 8.69 10.38 10.48 9.15 10.76 8.77
Panel B: Dependent Variable: ∆RC(t), after controlling for changes in Realized Volatility
ALL Equity Based
FUNDS ALL LSE EMN LONG SHORT
constant 0.00 0.00 0.00 0.00 0.00 0.00
(0.73) (0.57) (0.41) (1.13) (0.48) (0.83)
∆RC(t−1) −0.34 −0.32 −0.31 −0.36 −0.34 −0.34
(−5.44) (−5.66) (−5.45) (−5.29) (−5.94) (−5.29)
∆RV (t) 0.34 0.39 0.37 0.33 0.39 0.33
(3.92) (4.28) (4.10) (3.92) (4.32) (3.70)
Fund Flows 0.10 0.36 0.33 −0.03 0.23 0.02
(1.52) (3.25) (3.36) (−1.08) (3.16) (0.55)
% Change in # Funds −0.12 −0.30 −0.17 −0.03 −0.19 −0.01
(−1.00) (−1.93) (−1.97) (−0.40) (−1.44) (−0.58)
adj. R2 (%) 16.95 21.52 20.33 16.73 21.61 16.31
Panel C: Dependent Variable: ∆RC(t), using only negative market return fund flows
ALL Equity Based
FUNDS ALL LSE EMN LONG SHORT
constant 0.00 0.00 0.00 0.00 0.00 0.00
(0.74) (0.44) (0.44) (1.07) (0.31) (0.97)
∆RC(t−1) −0.35 −0.34 −0.34 −0.36 −0.35 −0.34
(−5.45) (−5.37) (−5.33) (−5.33) (−5.53) (−5.64)
∆RV (t) 0.34 0.36 0.36 0.33 0.36 0.34
(3.81) (4.06) (3.95) (4.04) (4.15) (3.75)
Fund Flows · IRMRF<0 0.30 0.30 0.35 −0.07 0.20 −0.00
(2.01) (2.10) (1.84) (−0.91) (2.45) (−0.08)
% Change in # Funds −0.17 −0.12 −0.07 −0.04 −0.10 −0.00
(−1.50) (−0.88) (−0.82) (−0.58) (−0.81) (−0.30)
adj. R2 (%) 18.12 18.58 18.97 16.74 18.71 16.17
Table 3.7.: Changes in the Level of Average Market-wide Correlation
The table presents in Panels A, B and C the results of the time-series regressions (3.24), (3.25) and
(3.26). ∆RC(t) denotes the first order difference in the level of average market-wide correlation and
∆RV (t) is the first order difference in the level of average realized volatility. The regressions in each
panel differ from each other in the group of hedge funds with respect to which the fund flows of capital
and the percentage change in the number of active funds are defined. The six columns of the table
correspond to all USD hedge funds, excluding funds of funds (ALL FUNDS), all equity funds (ALL),
long-short equity funds (LSE), equity market neutral funds (EMN), equity long only together with
equity long-bias funds (LONG) and finally equity short-bias funds (SHORT). The table reports Newey
and West (1987) t-statistics in parentheses below every estimation. The sample period is from February
1994 to December 2008.
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there seems to exist this structural change in the relationship between the average realized volatility and
correlation might be due to the increased activity of hedge funds as shown in Figure 3.4. Besides, the
fact that Campbell et al. (2001) attribute their evidence of a downward trend in aggregate correlation to
the increasing patterns of idiosyncratic volatility of stocks should therefore give rise to new implications
about the intertemporal variability of idiosyncratic volatility after their sample period. These effects do
constitute part of future research.
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Figure 3.5.: Time Evolution of the Average Pairwise Correlation and the Average Volatility
The figure presents in the top (bottom) panel the equally-weighted pairwise correlation (volatility)
computed at the monthly frequency using intra-monthly daily stock return data. The estimation in-
volves all stocks from the CRSP universe (NYSE/AMEX/NASDAQ). The average volatility is esti-
mated as the square root of the average variance. The sample period of the graph is January 1994 -
December 2008.
Instead of the original fund flow variable, FuF(t), specification (3.26) makes use of the product of this
variable with a binary variable that takes the value one when the market excess return on the same month
is negative and zero otherwise. In that way, I focus specifically on low market states. For additional
robustness, both specifications include a factor that measures the monthly percentage change in the total
number of operating funds in each fund group, denoted by R#F .
The positive correlation between volatility and correlation shocks is confirmed in Table 3.7. However,
the positive relationship between fund flows and positive correlation surprises not only remains positive,
but also increases in magnitude and significance, hence corroborating my arguments. The evidence from
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Panel C is also in line with the above arguments. Interestingly, it gives rise to a significant coefficient even
for the complete hedge fund industry, which includes funds that trade various asset classes apart from just
equities. Finally, the change in the number of funds does not seem to add much explanatory power (the
only significant coefficients appear in Panel B for ALL equity funds with 10% significance level and for
LSE funds with 5% significance level).
For additional robustness, various similar specifications of the above regressions have been tested,
but the main conclusions remain unchanged. These alternative settings include value-weighted (instead
of equally-weighted) measures of realized correlation and realized volatility, and the replacing of the
realized volatility measure with the VIX index, which constitutes the implied volatility of S&P500 index
options.
3.5.3. Correlation Swap and Market Share of the Hedge Fund Industry
As already discussed and in line with the findings of Buraschi, Kosowski and Trojani (2011), hedge funds
act as sellers of correlation swaps and therefore supply insurance against correlation events. It would be
expected that the price of insurance (as proxied by the implied correlation, IC) decreases as supply of
insurance increases. This is observed for instance in the market for hurricane insurance (in Florida), and
also by Jylha¨ and Suominen (2010), who examine the performance of carry trade portfolios. Motivated
by these observations, I study the impact of the increasing market share of the hedge fund industry as
depicted in Figure 3.4 to the returns of a trading strategy that is exposed to correlation surprises, that is,
to the returns of a correlation swap contract. Table 3.8 presents a univariate regression of the correlation
swap payoff on the first-order difference of the log-ratio of the AUM of LSE funds and the total market
capitalisation of CRSP, which essentially measures the intertemporal changes of the share of total market
capitalisation that is invested in hedge funds. It is indeed found that the price of insurance (IC) decreases
relative to the observed risk (RC), the more capital flows into the industry.
Dependent Variable: CR
constant (%) ∆ log
( AUM
TOT CAP
)
adj. R2 (%)
−3.93*** 0.64*** 6.41
(−3.81) (3.52)
Table 3.8.: Correlation Swap Payoff and Changes in the Market Share of LSE Funds
The table presents the univariate regression of the 1M correlation swap payoff on the log-ratio between
the assets-under-management of the LSE funds and the total market capitalisation of CRSP database.
The table reports Newey and West (1987) t-statistics in parentheses below every estimation. Statistically
significant estimates with respect to the t-statistics are denoted by ∗, ∗∗, ∗∗∗ for significance levels of
10%, 5% and 1% respectively. The sample period is April 2000 to December 2008.
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3.6. Concluding Remarks
Motivated by evidence of priced correlation risk in derivatives markets (Driessen et al. 2009) and the
tendency of correlation surprises to coincide with equity market downturns (Longin and Solnik 2001,
Moskowitz 2003), this chapter uses novel data on correlation swaps in order to construct a traded corre-
lation risk factor (as in Buraschi, Kosowski and Trojani 2011) and examines whether correlation risk is
priced in the cross-section of stock returns. It is shown that correlation risk is indeed priced in the cross-
section of stock returns, it bears a negative price of risk and this result is robust to different estimation
methodologies.
Moreover, it is found that long-short factor mimicking portfolios such as those for size, value and
momentum exhibit high exposure to correlation risk surprises, despite their low market beta exposures.
This result is extremely important from an asset pricing perspective, as it implies that a significant part of
the return premia of the above factors can be interpreted as ex-ante compensation for bearing correlation
risk and not as abnormal return. Hence, the evidence is consistent with a risk-based explanation of these
price effects and especially that of cross-sectional momentum.
Finally, this chapter explores the sources of correlation structure breakdowns and consequently the
reasons why a long-short strategy is exposed to equity market correlations. Given that the hedge fund
industry has substantially grown during the last decades and that the hedge funds account for a significant
part of the daily trading activity, it is reasonable to expect that the trading behaviour of long-short equity
funds can potentially constitute an important driver of equity prices (in line with Malkiel and Saha 2005)
and correlations. Focusing on such institutional changes in the equity markets, the results reveal a signif-
icant relationship between capital flows into long-short equity funds, realized equity market correlations
and the payoff of correlation swap contacts.
Following the above findings, future work should focus on building a rational model that justifies the
existence of a correlation risk premium in long-short equity strategies. Additionally, that fact that capital
flows into the hedge funds that employ long-short equity strategies co-exists with correlation increases
should have an impact on idiosyncratic equity volatilities. Since correlation risk is priced in the cross-
section of stock returns, it remains to be tested whether the idiosyncratic volatility of the stocks is reduced
after accounting for this exposure.
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4. Momentum in Futures Markets: A Survey on
Trading Signals and Volatility Estimators
4.1. Introduction
Until recently, the cross-sectional momentum effect in equity (Jegadeesh and Titman 1993, 2001) and
futures markets (Pirrong 2005, Miffre and Rallis 2007) has received most of the academic interest.
Moskowitz et al. (2011) offer the first concrete piece of empirical evidence on time-series momentum,
using a broad daily dataset of futures contracts. As described in chapter 1, time-series momentum refers
to the trading strategy that results from the aggregation of a number of univariate momentum strategies
on a volatility-adjusted basis. The univariate time-series momentum strategy relies heavily on the serial
correlation/predictability of the asset’s return series, in contrast to the cross-sectional momentum strat-
egy, which is constructed as a long-short zero-cost portfolio of securities with the best and worst relative
performance during the lookback period55. The purpose of this chapter is to explore the profitability of
time-series momentum strategies for a broad grid of lookback periods, holding horizons and frequencies
of portfolio rebalancing, using a novel dataset of intra-day quotes of 12 futures contracts for the period
between November 1999 and October 2009. Furthermore, I investigate the mechanics of the time-series
momentum strategy and in particular focus (a) on the momentum trading signals and (b) on the volatility
estimation that is crucial for the aggregation of the individual strategies. The choice between various
available methodologies for these two components of the strategy heavily affects the ex-post momentum
profitability and portfolio turnover and is therefore very important for a momentum investor.
Following the above, the aim of this chapter is to address the following research topics. First, I focus on
the information content of traditional momentum trading signals and also devise new signals that capture
a price trend, in an effort to maximise the out-of-sample performance and to minimise the transaction
costs incurred by the portfolio rebalancing. Second and most importantly, the significance of time-series
momentum patterns is assessed for a broad grid of lookback periods, holding horizons and frequencies
of portfolio rebalancing. Briefly, momentum patterns are indeed found to be strong and robust at the
monthly and weekly frequencies, but relatively weaker at the daily frequency. In fact, there also exist
some signs of very short-term reversal effects. Lastly, I investigate a family of volatility estimators and
55In the absence of transaction costs, a cross-sectional momentum strategy needs no capital to be constructed. The short
portfolio finances the long portfolio and each of these two portfolios consists of a fraction of the available M instruments, for
instance when decile portfolios are used, then each of these two portfolios consists of M/10 securities. Instead, a time-series
momentum strategy always consists of M open positions, which in the extreme case can even simultaneously be M long or
M short positions.
92
assess their efficiency from a momentum investing viewpoint. The availability of high-frequency data
allows the examination of various range and high-frequency volatility estimators.
Regarding the first objective of the chapter, the results show that the traditional momentum trading
signal, that of the sign of the past return (Moskowitz et al. 2011) and denoted for convenience by SIGN,
can only provide a rough indication of a price trend. The reason is that it merely constitutes a comparison
between the farthest and most recent price levels, disregarding the information content of the price path
itself throughout the lookback period. For that purpose, I introduce another four methodologies that focus
on the trend behaviour of the price path: (i) a moving average indicator as, for instance, in Han et al.
(2011) and Yu and Chen (2011), (ii) a signal related to the price trend that is extracted using the Ensemble
Empirical Mode Decomposition, introduced by Wu and Huang (2009), (iii) the t-statistic of the slope
coefficient from a least-squares fit of a linear trend on the price path and (iv) a more robust version of
the previous signal using the statistically meaningful trend methodology of Bryhn and Dimberg (2011).
For convenience, I call these four signals using the shorthand notations MA, EEMD, TREND, SMT
respectively. I refer to the last two signals, TREND and SMT, as the “trend-related” trading signals and
it is stressed that only these two methodologies from the family of available signals offer a natural way
to decide upon the type of trading activity (long/short position) or the absence of any trading activity for
the forthcoming investment horizon, hence resulting in trading signals of long/inactive/short type. This
is achieved by using the statistical significance of the extracted linear-trend and abstaining from trading
when the significance is weak, in order to avoid eminent price reversals. To give an indication of the
resulting trading activity in the sample, a 12-month lookback period leads to trading activity for about
87% of the time when using the TREND signal and for 63% of the time when using the SMT signal.
This sparse trading activity gives by construction an advantage to the trend-related signals, because it
significantly lowers the turnover of the momentum portfolio, which at times is halved.
For the above family of momentum signals, I study the profitability of the time-series momentum strat-
egy using monthly, weekly and daily frequencies of portfolio rebalancing and a broad grid of lookback
and holding periods. The results show strong momentum patterns at the monthly frequency for lookback
and holding periods that range up to 12 months. With the passage of time the momentum profits diminish
and the patterns partly reverse for longer holding periods in line with the findings of Moskowitz et al.
(2011). Similar time periods are also associated with the cross-sectional momentum strategy in futures
markets as in Pirrong (2005), Miffre and Rallis (2007), but the time-series momentum is not fully cap-
tured by the cross-sectional patterns following Moskowitz et al. (2011). Regarding higher frequencies of
portfolio rebalancing, relatively strong momentum patterns are documented at the weekly frequency for
lookback and holding periods that range even up to 8 weeks for some trading signals and lastly scarce
momentum patterns on the daily frequency. In fact, significant reversal effects are documented at the
very short-term horizon. Apart from a small number of exceptions, the trend-related trading signals offer
the best out-of-sample momentum performance in terms of mean return, dollar growth and Sharpe ratio
across all frequencies of portfolio rebalancing, all lookback and holding periods.
Quantitatively, the time-series momentum strategy with a 6-month lookback period and a 1-month hold-
ing period generates 28.36% annualised mean return using the SMT signal compared to the 15.97% of the
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traditional SIGN signal; both are strongly significant at the 1% level. The growth of an initial investment
of $1 at the beginning of the sample is $11.1 for the SMT signal and only $4 for the SIGN signal. The
difference in the ex-post Sharpe ratio is not so pronounced (1.18 versus 1.00), because of the increased
ex-post volatility of the momentum strategies due to the sparse trading activity of the trend-related sig-
nals. It appears, however, that the increased volatility is the result of successful trend capturing by the
trend-related signals and therefore successful momentum bets, which lead to more positively skewed re-
turn distributions. This is desirable from an investment perspective. I compute for the above strategies the
downside-risk Sharpe ratio (Ziemba 2005), which constitutes a modification of the ordinary Sharpe ratio
and treats differently the negative and positive returns by penalizing more the negatively skewed return
distributions. I find it to be 1.83 for the SMT signal and only 1.38 for the SIGN signal. That, combined
with the significant decline in the portfolio turnover -it is more than halved when using the SMT signal-
renders the trend-related trading signals superior by all metrics.
Additionally, a strategy that is weekly rebalanced and uses a 3-week lookback period and a 1-week
holding period generates annualised return, dollar growth and downside-risk Sharpe ratio equal to 19.99%,
$5.60 and 0.95 for the SMT signal compared to the 10.56%, $2.49 and 0.70 for the SIGN signal, hence
reinforcing my arguments. For the daily frequency of rebalancing, the momentum patterns are in general
relatively weaker, hence the differences across signals regarding the ex-post momentum profitability are
not so pronounced. Instead, the most interesting feature of the daily frequency of portfolio rebalancing is
found for the strategy with a 3-day lookback period and a 1-day holding period. This is the only strategy
across all strategies, signals and frequencies of rebalancing in this chapter that generates statistically
significant and economically important reversal effects. For instance, using the SMT signal, the time-
series momentum strategy loses on average 13.38% annualised and an initial investment of $1 shrinks to
$0.21 at the end of the 10-year period of my sample.
Finally, I show that traditional daily volatility estimators, like the standard deviation of daily past
returns, provide relatively noisy volatility estimates, hence worsening the turnover of the time-series
momentum portfolio. In fact, Moskowitz et al. (2011) acknowledge that there exist various more effi-
cient volatility estimators than their simple exponentially-weighted moving average of past daily returns,
without however exploring any of them. Using a 30-minute quote high-frequency dataset on 12 futures
contracts, I provide more efficient volatility estimates by employing a high-frequency volatility estima-
tor, the realized variance by Andersen and Bollerslev (1998) and a family of estimators, known as range
estimators that make use of daily information on open, close, high and low prices. In particular, I employ
the estimators by Parkinson (1980), Garman and Klass (1980), Rogers and Satchell (1991) and Yang and
Zhang (2000). The term “range” refers to the daily high-low price difference and its major advantage
is that it can even successfully capture the high volatility of an erratically moving price path intra-daily,
which happens to exhibit similar opening and closing prices and therefore a low daily return56. Alizadeh,
56As an indicative example, on Tuesday, August 9, 2011, most major exchanges demonstrated a very erratic behaviour, as a
result of previous day’s aggressive losses, following the downgrade of the US’s sovereign debt rating from AAA to AA+ by
Standard & Poor’s late on Friday, August 6, 2011. On that Tuesday, FTSE100 exhibited intra-daily a 5.48% loss and a 2.10%
gain compared to its opening price, before closing 1.89% up. An article in the Financial Times entitled “Investors shaken
after rollercoaster ride” on August 12 mentions that “...the high volatility in asset prices has been striking. On Tuesday, for
example, the FTSE100 crossed the zero per cent line between being up or down on that day at least 13 times...”.
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Brandt and Diebold (2002) show that the range-based volatility estimates are approximately Gaussian,
whereas return-based volatility estimates are far from Gaussian, hence rendering the former estimators
more appropriate for the calibration of stochastic volatility models using a Gaussian quasi-maximum
likelihood procedure.
As expected the realized variance estimator is superior among the volatility estimators. Given the
fact that it uses the complete high-frequency price path information leads to greater theoretical efficiency
(Barndorff-Nielsen and Shephard 2002) and therefore is used as the benchmark for the comparison among
the rest of estimators. It is found that the Yang and Zhang (2000) estimator dominates the remaining
estimators and is therefore used throughout the chapter for the construction of time-series momentum
strategies. The reasons for this choice are: (a) it is theoretically the most efficient estimator (after the
realized variance of course), (b) it exhibits the smallest bias when compared to the realized variance and
(c) it generates the lowest turnover, hence minimising the costs of rebalancing the momentum portfolio.
It can be argued that based on the above discussion the optimal choice for volatility estimation would be
the realized variance estimator. It must be stressed that this is indeed the case. I choose to use the Yang
and Zhang (2000) estimator, because it constitutes an optimal tradeoff between efficiency, turnover and
the necessity of high-frequency data, since it can be satisfactorily computed using daily information on
opening, closing, high and low prices. If anything, it is shown that the numerical difference between these
two estimators is relatively small and consequently they lead to statistically indistinguishable results for
the performance of the momentum strategies.
In a nutshell, the above findings document statistically strong and economically important time-series
return predictability and therefore pose a substantial challenge to the random walk hypothesis and the ef-
ficient market hypothesis (Fama 1970, Fama 1991). The objective of this chapter is not to explain which
mechanism is at work57, but the fact that the source of this predictability is merely a single firm effect
relates the findings to two strands of literature, namely the rational and the behavioural explanations to
serial correlation in a firm’s return series. Along the first strand and among others, Berk et al. (1999)
argue that a firm’s optimal investment choices can change its systematic risk and expected return and con-
sequently allow for return predictability. Based on that, Chordia and Shivakumar (2002) link time-series
momentum to time variation in expected returns that is captured by a set of macroeconomic variables,
related to the business cycle. Johnson (2002) develops a single-firm partial equilibrium model, under
which past performance is correlated with the expected growth rate of the dividend process, which in
turn is monotonically related to risk. Sagi and Seasholes (2007) build a model for a single firm that is
based on revenues, costs, growth options and shutdown options and show how the return autocorrelation
depends on these firm-specific attributes. Finally, from a relatively different perspective, Christoffersen
and Diebold (2006) and Christoffersen et al. (2007) show that there exists a direct link between volatility
predictability and return sign predictability even when there exists no return predictability. Obviously,
return sign predictability is enough to generate time-series momentum trading signals.
Along the behavioural strand of literature, it should be noted that most theories that have been devel-
oped in order to explain cross-sectional momentum patterns are solely single-firm paradigms that manifest
57This would require various theoretical economic models with testable implications.
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return predictability and therefore apply more to the time-series momentum explanation. Some indicative
examples of these models of investor sentiment are Barberis et al.’s (1998) model, which incorporates
the representativeness heuristic and the conservatism bias and links return autocorrelation to underreac-
tion effects and Daniel et al.’s (1998) model, which incorporates the overconfidence effect and the biased
self-attribution effect of investment outcomes and eventually links momentum to overreaction effects to
private information. Finally, Hong and Stein (1999) justify momentum profitability by means of investor
underreaction caused by the gradual information diffusion.
The rest of the chapter is organized as follows. Section 4.2 provides an overview of the high-frequency
dataset, section 4.3 presents the mechanics of the time-series momentum strategy focusing explicitly on
the trading signal and on the volatility estimation. The empirical results regarding the return predictabil-
ity and the time-series momentum profitability are next presented in section 4.4 and finally section 4.5
concludes.
4.2. Data Description
The dataset to be used consists of intra-day futures prices for 6 commodities (Cocoa, Crude Oil, Gold,
Copper, Natural Gas and Wheat), 2 equity indices (S&P500 and Eurostoxx50), 2 FX rates (US Dollar
Index and EUR/USD rate) and 2 interest rates (Eurodollar and 10-year US Treasury Note) spanning a pe-
riod of 10 years, from November 1, 1999 to October 30, 2009 (2610 days, 520 weeks, 120 months). The
frequency of intra-day quotes is 30 minutes, hence leading to 48 observations per day and 125280 obser-
vations per contract for the entire 10-year period. The dataset is appropriately adjusted for rollovers58 and
is provided by a large financial institution. Since the contracts are traded in various exchanges each with
different trading hours and holidays, the data series are appropriately aligned in order to avoid potential
lead-lag effects by filling forward any missing asset prices, following Pesaran, Schleicher and Zaffaroni
(2009), and quoted in US dollars using the appropriate exchange rates from Datastream. Figure 4.1
presents the time evolution of the futures prices and the respective 60-day running volatility (in annual
terms) computed using the Yang and Zhang (2000) estimator (discussed in the next sections).
Using the end-of-month/end-of-Wednesday/end-of-day quotes, I build monthly/weekly/daily data se-
ries. I then construct return series for each contract and each frequency by computing the percentage
change in the closing asset price level. The construction of a return data series for a futures contract does
not have an objective nature and various methodologies have been used in the literature59. Among oth-
ers, Bessembinder (1992), Bessembinder (1993), Gorton et al. (2007), Pesaran et al. (2009) and Fuertes,
58This is the standard methodology when working with futures contracts; see for instance, de Roon, Nijman and Veld (2000)
and Miffre and Rallis (2007).
59As noted by Miffre and Rallis (2007), the term “return” is imprecise for futures contracts, because the mechanics of opening
and maintaining a position on a futures contract involve features like initial margins, potential margin calls, interest accrued
on the margin account and if anything, no initial cash payment at the initiation of the contract. Constructing a data series
of percentage changes in the asset price level implies that initial cash payment takes places, which, in turn, is practically
inaccurate. Following the above discussion, it must be stressed that the use of the term “return” throughout this chapter
should be interpreted as a holding period return on a fully-collateralized position (in the sense that the initial margin equals
the settlement price at the initiation of the contract) without any interest rate accruals, hence leading to a more conservative
estimate of the return.
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Figure 4.1.: Futures Prices and Running Annualized Volatilities
The figure presents in the first column the time evolution of the futures prices for the 12 instruments
of the dataset and in the second column the annualised estimates of the volatility for each instrument
respectively. The volatilities are estimated using the Yang and Zhang (2000) estimator with a rolling
window of 60 days. The sample period of the graphs is November 1, 1999 to October 30, 2009.
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Miffre and Rallis (2010) compute returns similarly as the percentage change in the price level, whereas
Pirrong (2005) and Gorton and Rouwenhorst (2006) also take into account interest rate accruals on a
fully-collateralized basis. Miffre and Rallis (2007) use the change in the logarithms of the price level.
Lastly, Moskowitz et al. (2011) use the percentage change in the price level in excess of the risk-free rate.
In undocumented results, all the above return definitions have been tried without significant -qualitative
or quantitative- changes in my conclusions; one reason for this is the fact that the interest rates have been
kept to relatively lower historical levels during the period 1999-2009 (on average less than 3% annually).
Table 4.1 presents in Panels A, B and C various summary statistics of monthly, weekly and daily return
series respectively for all contracts. The return series essentially represent the performance of a buy-
and-hold or equivalently a long-only strategy. The mean return, the volatility and the Sharpe ratios are
annualised to allow comparison across panels. The first observation is that there exists a great amount of
cross-sectional variation in mean returns and volatilities, with the commodities being historically the most
volatile contracts, in line with Pesaran et al. (2009) and Moskowitz et al. (2011). The distribution of the
buy-and-hold return series exhibits, except for very few instances, fat tails as deduced by the kurtosis and
the maximum-likelihood estimated degrees of freedom for a Student t-distribution; a normal distribution
is almost universally rejected by the Jarque and Bera (1987) and the Lilliefors (1967) tests of normality.
Interestingly, the fatness of the tails and the departure from normality becomes more pronounced and
aggressive in higher frequencies. The conclusions about potential first-order time-series autocorrelation
using the Ljung and Box (1978) test are mixed, with the daily frequency though exhibiting stronger rejec-
tion of the null hypothesis suggesting serial independence. This could constitute an indirect, elementary
indication of stronger momentum patterns in lower (than daily) frequencies. Additionally, very strong
evidence of heteroscedasticity is apparent across all frequencies with only one and four exceptions in the
weekly and monthly frequency respectively, as deduced by the ARCH test of Engle (1982); this latter
effect of time-variation in the second moment of the return series is also apparent in the volatility plots of
Figure 4.1.
The last column of Table 4.1 presents a modification of the ordinary Sharpe ratio (SR), known as
the downside-risk Sharpe ratio (DR-SR) and introduced by Ziemba (2005), which treats differently the
negative and positive returns60. From an investment perspective, increased volatility generated by positive
returns is desired, however the ordinary SR offers a reward-to-risk ratio that treats equally positive and
negative returns. Ziemba (2005) suggests a reward-to-risk ratio that uses as a measure of the asset variance
(risk) twice the variance generated only by the negative returns. The two ratios are summarized in the
formulas below:
SR =
R¯
σ
, where σ2 =
1
N−1
N
∑
j=1
(R j− R¯)2 (4.1)
DR-SR =
R¯√
2σ(−)
, where σ2(−) =
1
N−1
N
∑
j=1
(
R j ·1{R j<0}
)2
, (4.2)
60Knight, Satchell and Tran (1995) also acknowledge the necessity for handling positive and negative shocks to returns differ-
ently and introduce a model for asset returns that accounts for such asymmetries.
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Panel A: Using Monthly Return Series [N=120 observations]
Mean (%) NW t-stat Vol. (%) Skewness Kurtosis JB(p) LF(p) t-DoF LB(p) ARCH(p) SR DR-SR
Cocoa 11.26 1.65 27.74 0.25 3.19 0.41 0.00 16.65 0.02 0.09 0.41 0.47
Crude Oil 8.24 0.86 23.17 -0.40 6.62 0.00 0.32 4.95 0.00 0.00 0.36 0.36
Dollar Index -2.71 -0.94 8.34 0.26 4.22 0.02 0.18 6.05 0.25 0.43 -0.33 -0.31
Euro 3.69 1.06 10.56 -0.05 4.47 0.01 0.08 4.26 0.48 0.46 0.35 0.38
Eurodollar 0.94 2.71 0.92 2.25 10.66 0.00 0.00 2.35 0.08 0.84 1.03 2.07
S&P500 -3.20 -0.57 15.32 -0.63 4.28 0.01 0.00 5.56 0.01 0.00 -0.21 -0.19
Gold 9.00 2.33 14.15 -0.27 5.64 0.00 0.22 5.31 0.15 0.00 0.64 0.73
Copper 36.75 1.95 60.32 1.06 5.92 0.00 0.00 2.82 0.04 0.06 0.61 0.83
Gas -8.37 -0.98 27.52 0.36 5.07 0.00 0.08 4.21 0.67 0.02 -0.31 -0.29
T-Note 10Y 6.37 2.75 8.05 0.14 4.19 0.03 0.26 7.75 0.72 0.67 0.79 0.96
Wheat -4.19 -0.68 19.47 -0.05 5.24 0.00 0.00 2.31 0.89 0.00 -0.22 -0.20
Eurostoxx50 -4.61 -0.56 23.24 -0.25 3.18 0.41 0.09 19.71 0.22 0.19 -0.20 -0.18
Panel B: Using Weekly Return Series [N=522 observations]
Mean (%) NW t-stat Vol. (%) Skewness Kurtosis JB(p) LF(p) t-DoF LB(p) ARCH(p) SR DR-SR
Cocoa 10.85 1.43 25.79 0.08 3.93 0.00 0.04 6.60 0.33 0.05 0.42 0.44
Crude Oil 8.20 1.02 23.19 -0.20 6.09 0.00 0.00 4.11 0.65 0.00 0.35 0.36
Dollar Index -2.68 -0.97 8.44 -0.30 6.09 0.00 0.21 8.43 0.66 0.05 -0.32 -0.30
Euro 3.70 1.08 10.74 0.57 8.17 0.00 0.05 6.95 0.94 0.09 0.34 0.37
Eurodollar 0.94 3.19 0.77 1.09 10.48 0.00 0.00 2.28 0.00 0.00 1.22 1.60
S&P500 -2.70 -0.49 17.92 -0.60 8.46 0.00 0.00 3.52 0.44 0.00 -0.15 -0.14
Gold 9.14 1.97 16.41 -0.01 10.84 0.00 0.00 3.06 0.44 0.00 0.56 0.59
Copper 32.49 2.06 51.58 1.76 17.56 0.00 0.00 4.35 0.07 0.13 0.63 0.75
Gas -8.62 -1.10 26.25 0.51 8.90 0.00 0.00 2.75 0.04 0.06 -0.33 -0.32
T-Note 10Y 6.30 2.46 7.91 -0.10 3.76 0.01 0.23 9.91 0.68 0.05 0.80 0.86
Wheat -3.81 -0.56 21.18 0.71 9.70 0.00 0.00 2.35 0.56 0.00 -0.18 -0.19
Eurostoxx50 -3.54 -0.46 27.17 0.15 7.88 0.00 0.00 4.45 0.00 0.00 -0.13 -0.13
Panel C: Using Daily Return Series [N=2610 observations]
Mean (%) NW t-stat Vol. (%) Skewness Kurtosis JB(p) LF(p) t-DoF LB(p) ARCH(p) SR DR-SR
Cocoa 10.63 1.29 26.07 -0.28 6.30 0.00 0.00 3.71 0.50 0.00 0.41 0.41
Crude Oil 8.21 1.14 24.05 -0.20 6.79 0.00 0.00 3.59 0.02 0.00 0.34 0.34
Dollar Index -2.59 -1.00 8.45 -0.17 4.34 0.00 0.00 6.96 0.41 0.00 -0.31 -0.30
Euro 3.57 1.11 10.41 0.11 4.65 0.00 0.00 5.69 0.49 0.00 0.34 0.35
Eurodollar 0.91 3.62 0.77 0.53 13.28 0.00 0.00 1.62 0.00 0.00 1.18 1.31
S&P500 -1.98 -0.36 21.36 0.53 17.77 0.00 0.00 2.52 0.00 0.00 -0.09 -0.09
Gold 9.00 1.84 16.14 0.14 13.87 0.00 0.00 2.57 0.48 0.00 0.56 0.57
Copper 31.16 2.13 48.64 0.46 7.53 0.00 0.00 3.88 0.12 0.00 0.64 0.68
Gas -8.59 -1.12 25.26 0.42 8.33 0.00 0.00 2.44 0.00 0.00 -0.34 -0.34
T-Note 10Y 6.17 2.57 8.21 -0.07 5.03 0.00 0.00 5.67 0.18 0.00 0.75 0.77
Wheat -3.80 -0.61 20.49 -0.07 8.64 0.00 0.00 2.07 0.49 0.00 -0.19 -0.18
Eurostoxx50 -2.43 -0.31 30.62 0.17 7.05 0.00 0.00 3.34 0.00 0.00 -0.08 -0.08
Table 4.1.: Summary Statistics for Futures Contracts
The table presents summary statistics for the 12 futures contracts of the dataset using monthly (120 ob-
servations; Panel A), weekly (522 observations; Panel B) and daily (2610 observations; Panel C) return
series. The statistics are: mean return, Newey-West t-statistic, volatility, skewness, kurtosis, Jarque-Bera
p-value (H0: normal distribution), Lilliefors p-value (H0: normal distribution), ML-estimated degrees
of freedom for a Student-t distribution, Ljung-Box p-value (H0: no first-order autocorrelation), p-value
of Engle’s ARCH test for heteroscedasticity (H0: no conditional heteroscedasticity), Sharpe ratio (SR)
and downside risk Sharpe ration (DR-SR) by Ziemba (2005). The mean return, the volatility and the
Sharpe ratios are expressed in annual terms (using appropriate scaling) for comparison purposes. The
dataset covers the period November 1, 1999 to October 30, 2009.
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where N denotes the number of trading periods and R¯ = 1N ∑
N
j=1 R is the average return over these N
periods. Clearly, DR-SR and SR will be very similar for a symmetric distribution, but DR-SR will be
substantially larger for a positively skewed distribution. This is apparent in Table 4.1, where for instance
for the Eurodollar contract in the monthly frequency, DR-SR is more than twice the ordinary SR. DR-SR
will prove to be a very useful statistic to evaluate the performance of time-series momentum strategies in
the next sections.
4.3. Methodology
This section presents the building blocks of the methodology: (i) the definition of time-series momentum,
(ii) the family of methodologies that I employ, in order to estimate the realized volatility of the assets and
(iii) the family of methodologies that I employ, in order to capture a price trend and therefore generate
momentum trading signals.
4.3.1. Time-Series Momentum
Univariate time-series momentum is defined as the trading strategy that takes a long/short position on
an asset based on a metric of the recent asset performance. Let J denote the lookback period over which
the asset’s past performance is measured and K denote the holding period. Throughout the chapter, both
J and K are measured in months, weeks or days depending on the rebalancing frequency of interest; for
convenience, this strategy is denoted by the pair (J,K).
In line with Moskowitz et al. (2011), I subsequently construct the return series of the (aggregate) time-
series momentum strategy as the inverse-volatility weighted average return of all available individual
momentum strategies:
RT S (t, t+K) =
M
∑
i=1
Xi (t− J, t) · 10%/
√
M
σi (t;D)
·Ri (t, t+K) , (4.3)
where M is the number of available assets and σi (t;D) denotes an estimate at time t of the realized
volatility of the ith asset computed using a window of the past D trading days. Xi (t− J, t) is the trading
signal for the ith asset which is determined during the lookback period and in general takes values in the set
{−1,0,1}, which in turn translates to {short, inactive, long}. The scaling factor 10%/√M is used in order
to achieve an ex-ante volatility equal to 10% as in Moskowitz et al. (2011)61. The families of volatility
61This scaling is arguably simplistic as it ignores any covariation among the individual momentum strategies and also ignores
any potential changes in the individual volatility processes. In the case that the individual time-series strategies are mutu-
ally independent the resulting portfolio conditional variance at time t is Vart
[
RT S (t, t+K)
]
= ∑Mi=1 X
2
i (t− J, t) · (10%)
2/M
σ2i (t;D)
·
Vart [Ri (t, t+K)] = ∑Mi=1
(10%)2
M = (10%)
2, since X2i (t− J, t) = 1 and also it can be assumed that Vart [Ri (t, t+K)] ≈
σ2i (t;D), due to the persistence of the volatility process. Consequently the ex-ante portfolio volatility is the desired 10%.
In practice, the ex-post volatility is not 10% due to time-varying volatility conditions among the portfolio constituents and
also due to potential covariation among them. Nevertheless, such a scaling easies the interpretation of the results as it offers
reasonable, real-life ex-post volatilities. Besides, note that there might exist trading periods when Xi (t− J, t) = 0 for some
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estimators and trading signals that are used in this chapter are described in the following subsections.
4.3.2. Volatility Estimation
The time-series momentum strategy is defined in equation (4.3) as an inverse-volatility weighted average
of individual time-series momentum strategies. This risk-adjustment (in other words, the use of stan-
dardized returns) across instruments is very common in the futures literature (see e.g. Pirrong (2005)
and Moskowitz et al. (2011)), because it allows for a direct comparison and combination of various
asset classes with very different return distributions (see cross-sectional variation in mean returns and
volatilities in Table 4.1) in a single portfolio and safeguards against dominant assets in a portfolio with
non-standardized constituents.
The momentum literature to date has used simple ways to estimate asset volatilities, the reason being
that the available data series most frequently consist of daily data and consequently no further efficiency
can be gained out of using intra-day information. Pirrong (2005) uses the standard estimate of volatility,
which is the -equally weighted- standard deviation of past daily returns, whereas Moskowitz et al. (2011)
use an exponentially-weighted measure of squared daily past returns. In fact, Moskowitz et al. (2011) do
insist that “...while all of the results in the paper are robust to more sophisticated volatility models, we
chose this model due to its simplicity...”. Let D denote the number of past trading days that are used to
estimate the volatility and C(t) denote the closing log-price at the end of day t. The above two estimators
are given below.
• Standard Deviation of Daily Returns (STDEV):
The daily log-return at time t is R(t) =C(t)−C(t− 1). Hence, the annualised D-day variance of
returns is given by:
σ2STDEV (t;D) =
261
D
D−1
∑
i=0
[R(t− i)− R¯(t)]2 , (4.4)
where R¯(t) = 1D ∑
D−1
i=0 R(t− i) and 261 is the number of trading days per year.
• Exponentially-Weighted Moving Average estimator (EWMA):
Moskowitz et al. (2011) use an exponentially-weighted moving average measure of lagged squared
daily returns with the center of mass of the weights being equal to 60 days:
σ2EWMA (t;D) = 261
∞
∑
i=0
(1−δ)δi [R(t− i)− R¯(t)]2 . (4.5)
where R¯(t) = ∑∞i=0 (1−δ)δiR(t− i) and δ is chosen so that ∑∞i=0 (1−δ)δii = δ1−δ = 60 (note that
∑∞i=0 (1−δ)δi = 1).
The availability of intra-day data allows the employment of volatility estimators that make use intra-day
trading signal X and some asset i, but the frequency of such events is relatively small, as it is documented later in the chapter,
to affect the above argument.
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information for more efficient volatility estimates. As mentioned in section 4.2, the dataset includes 48
30-minute intra-day data points per contract. Not all of them constitute transaction quotes, since for some
hours during the day the contracts are not traded in the respective exchange or in the respective online
trading platform62. As it has been mentioned, these entries are filled forward during the construction of
the dataset in order to avoid potential lead-lag effects. My purpose is to estimate running volatility at the
end of each trading day, after trading in all exchanges has been terminated.
For that purpose, I employ six different methodologies that make use of intra-day information. I also
generate for each contract and trading day four daily price series using this intra-day information, namely
the opening, closing, high and low log-price series. Let Nday(t) denote the number of active price quotes
during the trading day t, hence the intra-day quotes are denoted by S1 (t) ,S2 (t) , · · · ,SNday(t). Then:
Opening price: O(t) = logS1 (t) (4.6)
Closing price: C (t) = logSNday (t) (4.7)
High price: H (t) = log
(
max
j=1,··· ,Nday
S j (t)
)
(4.8)
Low price: L(t) = log
(
min
j=1,··· ,Nday
S j (t)
)
(4.9)
Normalized Closing price: c(t) = C (t)−O(t) = log(SNday (t)/S1 (t)) (4.10)
Normalized High price: h(t) = H (t)−O(t) = log
(
max
j=1,··· ,Nday
S j (t)/S1 (t)
)
(4.11)
Normalized Low price: l (t) = L(t)−O(t) = log
(
min
j=1,··· ,Nday
S j (t)/S1 (t)
)
(4.12)
Using the above definitions I describe below the six methodologies of interest.
• Realized Variance/Volatility (RV):
Andersen and Bollerslev (1998) and Barndorff-Nielsen and Shephard (2002) use the theory of
quadratic variation, introduce the concept of integrated variance and show that the sum of squared
high-frequency intra-day log-returns is an efficient estimator of daily variance in the absence of
price jumps and serial correlation in the return series. In fact, theoretically, in the absence of market
microstructure noise effects (lack of continuous trading, bid/ask spread, price discretization), the
daily variance can be estimated arbitrarily well, as long as one can get ultra high-frequency data.
However, the above effects swamp the estimation procedure and in the limit, microstructure noise
dominates the result63. Among others, Hansen and Lunde (2006) show that microstructure effects
start to significantly affect the accuracy of the estimation when the sampling interval of observations
62For example, the Wheat Futures contract is traded in the Chicago Mercantile Exchange (CME) trading floor from Monday
to Friday between 9:30am and 1.15pm Central Time (CT) and in the electronic platform (CME Globex) from Monday to
Friday between 9:30am and 1.15pm and between 6:00pm and 7:15pm CT. Instead, the Cocoa Futures contract is traded in the
Intercontinental Exchange (ICE) between 4:00am and 2:00pm New York Time, and the Eurostoxx50 Index Futures contract
is traded in Eurex between 07:50am to 10:00pm Central European Time (CET).
63The research on high-frequency volatility estimation and the effects of microstructure noise is currently extremely active.
Among others, see Aı¨t-Sahalia, Mykland and Zhang (2005), Bandi and Russell (2006), Hansen and Lunde (2006), Bandi
and Russell (2008), Andersen, Bollerslev and Meddahi (2011) and Bandi and Russell (2011).
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becomes smaller than 5 minutes. On the other hand, intervals between 5 to 30 minutes tend to
give satisfactory volatility estimates, even if the variance of the estimation increases for lower
frequencies.
Following the above, the availability of 30-minute quotes allows the estimation of the daily variance
that is virtually free of microstructure frictions as:
σ2RV (t) =
Nday
∑
j=2
[logS j (t)− logS j−1 (t)]2 . (4.13)
• Parkinson (1980) estimator (PK):
Parkinson (1980) is the first to propose the use of intra-day high and low prices in order to estimate
daily volatility as follows:
σ2PK (t) =
1
4log2
[h(t)− l (t)]2 . (4.14)
This estimator assumes that the asset price follows a driftless diffusion process and is shown
(Parkinson 1980) to be theoretically around 5 times more efficient than STDEV (Garman and Klass
(1980) compute the efficiency with respect to STDEV to be 5.2 times larger).
• Garman and Klass (1980) estimator (GK):
Garman and Klass (1980) extend Parkinson’s (1980) estimator and include opening and closing
prices in an effort to increase the efficiency of the PK estimator. However, like the PK estimator,
their estimator assumes that the asset price follows a driftless diffusion process and also does not
take into account the opening jump. The GK estimator is given by:
σ2GK (t) = 0.511 [h(t)− l (t)]2−0.019{c(t) [h(t)+ l (t)]−2h(t) l (t)}−0.383c2 (t) (4.15)
Garman and Klass (1980) show that the GK estimator is 7.4 times more efficient than STDEV. The
authors also offer a computationally faster expression that eliminates the cross-product terms, but
still achieves virtually the same efficiency:
σ2GK (t) = 0.5 [h(t)− l (t)]2− (2log2−1)c2 (t) (4.16)
• Yang and Zhang (2000) modification of Garman and Klass (1980) estimator (GKYZ):
Yang and Zhang (2000) modify the GK estimator by incorporating the difference between the cur-
rent opening log-price and the previous day’s closing log-price. This estimator becomes robust to
the opening jump, but still assumes a zero drift in the price process. The estimator is given by:
σ2GKYZ (t) = σ
2
GK+[O(t)−C (t−1)]2 (4.17)
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• Rogers and Satchell (1991) estimator (RS):
Rogers and Satchell (1991) are the first to introduce an unbiased estimator that allows for a non-
zero drift in the price process. However, the RS estimator does not account for the opening jump.
The estimator is given by:
σ2RS (t) = h(t) [h(t)− c(t)]+ l (t) [l (t)− c(t)] (4.18)
The RS estimator is not significantly worse in terms of efficiency when compared to the GK esti-
mator. Rogers and Satchell (1991) show that GK is just 1.2 times more efficient than RS. Besides,
Rogers, Satchell and Yoon (1994) show that the RS estimator can also efficiently deal with time-
variation in the drift component of the price process.
The last five estimators, RV, PK, GK, GKYZ and RS provide daily estimates of variance/volatility. An
annualised D-day estimator is therefore given by the average estimate over the past D days.
σ2meth (t;D) =
261
D
D−1
∑
i=0
σ2meth (t− i) , where meth = {RV, PK, GK, GKYZ, RS} . (4.19)
• Yang and Zhang (2000) estimator (YZ):
Yang and Zhang (2000) are the first to introduce an unbiased volatility estimator that is independent
of both the opening jump and the drift of the price process. By construction, such an estimator has to
have a multi-period specification. This estimator is a linear combination of the STDEV estimator,
the RS estimator and an estimator in the nature of STDEV that uses opening prices instead of
closing prices. The YZ estimator is given by:
σ2YZ (t;D) = σ
2
OPEN (t;D)+ kσ
2
STDEV (t;D)+(1− k)σ2RS (t;D) (4.20)
where σ2OPEN (t;D) =
261
D ∑
D−1
i=0
[
O(t− i)−O(t−1− i)− 1D ∑D−1i=0 [O(t− i)−O(t−1− i)]
]2
and k
is chosen so that the variance of the estimator is minimised. Yang and Zhang (2000) show that this
is in practice achieved for k = 0.341.34+(D+1)/(D−1) .
The YZ estimator can optimally achieve efficiency of around 14 for D = 2 (i.e. a 2-day estimator)
in comparison to STDEV. Throughout the chapter, I use 30-day or 60-day estimates of volatility.
The efficiency of the YZ estimator for these windows is around 8 and 8.164.
Loosely speaking, the only estimator that uses high-frequency intra-day data is the RV65, whereas
64Yang and Zhang (2000) show that the efficiency of the YZ estimator in comparison to the STDEV estimator is given by
EffYZ = 1+ 1k . Hence, for D = 30, k =
0.34
1.34+(D+1)/(D−1) = 0.14 and consequently EffYZ ≈ 8.1. For D = 60, EffYZ ≈ 8.
65There exist several more high-frequency volatility estimators in the literature, most of which constitute improvements of the
original RV estimator, in order to counteract potential market microstructure frictions, like for instance the Two-Scale RV
(Zhang, Mykland and Aı¨t-Sahalia 2005) and the Multi-Scale RV (Zhang 2006a). These estimators however are designed for
datasets with sampling intervals that go down to few minutes or even few seconds (these are the frequencies that microstruc-
ture effects are largely pronounced). My 30-minute intra-day dataset is therefore inadequate for the employment of these
techniques.
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the remaining estimators (PK, GK, GKYZ, RS and YZ), also known as “range” estimators66 only need
opening, closing, high and low price daily information. Strictly speaking though, the more high-frequent
the dataset, the finer the discretization of the true price process and the more precise the estimation of the
high and low prices. If anything, the discretization of a continuous price process will almost always lead
to an estimate of the maximum (minimum) that resides below (above) the true maximum (minimum) of
the continuous price path. Consequently, the approximated range h(t)− l (t) will always underestimate
the true range and therefore the estimated volatility will be underestimated. See Rogers and Satchell
(1991) for a discussion on this matter and an effort to bias-correct the RS and GK estimators.
On the other hand, the advantage of the range is that it can even successfully capture the high volatility
of an erratically moving price path during a day that simply happens to exhibit similar opening and closing
prices and therefore exhibits a low daily return (this applies for instance to the STDEV and EWMA
estimators, but not to the RV estimator, because of its high-frequency nature). Furthermore, Alizadeh
et al. (2002) show that the range-based volatility estimates are approximately Gaussian, whereas return-
based volatility estimates are far from Gaussian, hence rendering the former estimators more appropriate
for the calibration of stochastic volatility models using a Gaussian quasi-maximum likelihood procedure.
The above methodologies are first applied to the 12 futures contracts using a rolling window of D = 60
trading days. The outcome is plotted in Figure 4.2 and serves as a visual inspection of the co-movement
and the cross-sectional variation of the various estimators. The degree of co-movement appears to be
large, which is also quantitatively certified by Panel A of Table 4.2, which presents the average correlation
matrix of the volatility estimators across the 12 futures contracts.
Nevertheless, there exists a great amount of cross-sectional variation in the absolute estimates of volatil-
ity, especially during the first half of the sample for some contracts (e.g. Cocoa, Dollar Index, Euro,
Copper and T-note). In order to quantitatively assess the accuracy of the various estimators, the bias of
the estimators is computed assuming that the true volatility process -given that we do not observe it- coin-
cides with the RV estimator. The assumption that the RV estimator provides a good proxy of the volatility
process is also made by Brandt and Kinlay (2005) and Shu and Zhang (2006), who present similar com-
parison studies for various volatility estimators. Panel B of Table 4.2 presents for each futures contract
the annualised volatility bias computed as:
Bias =
1
2610−D
2610
∑
t=D
[σRV (t;D)−σmeth (t;D)] , (4.21)
where meth = {STDEV, EWMA, PK, GK, RS, GKYZ, YZ}, 2610 is the number of trading days in my
sample and D is chosen to be 60 trading days (results for D = 30 are extremely similar).
As it is expected, all five range estimators underestimate on average the RV estimator in all but three
66Martens and van Dijk (2007) follow the RV rationale and build a more efficient volatility estimator, the Realized Range
(“RR”) estimator, which instead of computing the sum of squared intra-day returns, it computes the sum of squared high-low
ranges over the same intra-day intervals. Just as Parkinson’s (1980) estimator (squared daily high-low range) improves the
traditional STDEV estimator (squared daily returns), the RR estimator should theoretically improve the RV estimator. For
the purposes of this chapter, I cannot employ the RR estimator, because the 30-minute intra-day quotes do not allow the
measurement of intra-day high-low ranges.
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Figure 4.2.: Running Annualized Volatilities using various Volatility Estimators
The figure presents the volatility estimates for the 12 futures contracts of the dataset using eight differ-
ent volatility estimators: (a) Realized Volatility (RV), (b) standard deviation of past returns (STDEV),
(c) exponentially-weighted average of past squared returns (EWMA), (d) Parkinson (1980) estimator
(PK), (e) Garman and Klass (1980) estimator (GK), (f) Roger and Satchell (1991) estimator (RS), (g)
Garman and Klass estimator adjusted by Yang and Zhang to allow for opening jumps (GKYZ) and
(h) Yang and Zhang (2000) estimator (YZ). The estimation period is a rolling window of 60 trading
days. The RV is estimated using intra-day 30min returns, whereas all the rest estimators use daily data
for opening, closing, high and low futures prices. The dataset covers the period November 1, 1999 to
October 30, 2009.
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Panel A: Volatility Estimator Correlation Matrix (across the 12 instruments; 60 days of estimation)
RV STDEV EWMA PK GK RS GKYZ YZ
RV 1.000
STDEV 0.937 1.000
EWMA 0.932 0.994 1.000
PK 0.986 0.923 0.918 1.000
GK 0.983 0.899 0.895 0.995 1.000
RS 0.978 0.886 0.881 0.988 0.998 1.000
GKYZ 0.934 0.972 0.965 0.907 0.898 0.894 1.000
YZ 0.934 0.973 0.966 0.907 0.896 0.893 1.000 1.000
Panel B: Average Bias assuming RV is the true volatility
RV STDEV EWMA PK GK RS GKYZ YZ
Cocoa 0.00 5.87 5.38 -3.86 -6.17 -6.90 -0.51 0.04
Crude Oil 0.00 2.13 1.70 -2.83 -4.32 -4.85 -2.40 -2.10
Dollar Index 0.00 0.62 0.47 -1.44 -1.89 -2.04 -0.63 -0.52
Euro 0.00 1.45 1.27 -1.18 -1.79 -2.03 -0.14 -0.04
Eurodollar 0.00 -0.01 -0.02 -0.16 -0.21 -0.23 -0.14 -0.13
S&P500 0.00 1.10 0.76 -2.25 -3.44 -3.83 -2.98 -2.67
Gold 0.00 0.86 0.58 -1.98 -2.90 -3.29 -1.82 -1.65
Copper 0.00 6.19 5.36 -6.96 -9.96 -10.91 -2.16 -1.42
Gas 0.00 3.06 2.54 -2.73 -4.39 -5.12 -2.14 -1.89
T-Note 10Y 0.00 0.69 0.55 -1.12 -1.70 -1.88 -1.04 -0.89
Wheat 0.00 -0.33 -0.69 -7.57 -9.65 -10.58 -1.59 -1.42
Eurostoxx50 0.00 7.71 7.20 -2.76 -4.70 -5.18 1.97 2.56
Avg. RANK - 3.33 2.42 4.25 5.83 6.83 3.17 2.17
Panel C: Average
∣∣∆( 1σ)∣∣
RV STDEV EWMA PK GK RS GKYZ YZ
Cocoa 4.64 5.41 6.74 7.42 7.91 9.69 5.45 5.27
Crude Oil 3.91 6.10 7.73 6.09 6.57 8.18 5.42 5.32
Dollar Index 8.96 15.18 19.28 14.92 15.09 17.04 12.05 11.90
Euro 7.69 12.75 16.02 12.43 12.69 14.39 10.09 10.00
Eurodollar 176.49 362.01 430.50 344.58 354.88 375.79 285.62 279.90
S&P500 5.20 9.06 11.33 7.77 7.89 8.78 7.67 7.65
Gold 8.47 11.52 14.41 13.19 13.31 14.81 9.78 9.72
Copper 1.94 2.98 3.76 3.03 3.13 3.57 2.56 2.52
Gas 6.94 8.32 10.22 9.87 10.87 13.11 8.21 8.03
T-Note 10Y 10.48 16.57 20.80 15.08 15.62 18.40 13.77 13.71
Wheat 9.80 9.96 12.27 2.72 2.89 3.28 9.94 9.89
Eurostoxx50 4.32 5.28 6.59 6.64 6.85 8.16 4.70 4.64
Avg. RANK 1.25 5.17 7.17 4.33 5.50 7.00 3.33 2.25
Table 4.2.: Volatility Estimators
The table presents in Panel A the average (across the 12 futures contracts) correlation matrix of eight dif-
ferent volatility estimators: (a) Realized Volatility (RV), (b) standard deviation of past returns (STDEV),
(c) exponentially-weighted average of past squared returns (EWMA), (d) Parkinson (1980) estimator
(PK), (e) Garman and Klass (1980) estimator (GK), (f) Roger and Satchell (1991) estimator (RS), (g)
Garman and Klass estimator adjusted by Yang and Zhang to allow for opening jumps (GKYZ) and (h)
Yang and Zhang (2000) estimator (YZ). The estimation period is a rolling window of 60 trading days.
The RV is estimated using intra-day 30min returns, whereas all the rest estimators use daily data for
opening, closing, high and low futures prices. Panel B presents the average bias of all estimators for
all contracts, assuming that the RV is the true volatility. The last row presents the average rank of each
estimator across the futures contracts in terms of absolute bias (1: BEST, 7: WORST). Panel C presents
the average change of the ratio 1σ for all futures contracts and volatility estimators. The last row presents
the average rank of each estimator across the futures contracts in terms of VTO (1: BEST, 8: WORST).
The dataset covers the period November 1, 1999 to October 30, 2009.
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occasions (YZ for Cocoa, YZ and GKYZ for Eurostoxx50), while the two traditional estimators in all but
two contracts (Eurodollar, Wheat) overestimate the RV estimator in line with the findings of Brandt and
Kinlay (2005) and Shu and Zhang (2006). Since there exists a great amount of cross-sectional variation
in the volatility level of the future contracts (see Figure 4.2), it would be inappropriate to compute the
average bias of each estimator across all instruments. Instead, I sort the absolute biases per contract,
hence assigning a rank score from 1 to 7 to each estimator per contract and then I average across contracts
to deduce the last row of Panel B of Table 4.2. Clearly, the YZ estimator exhibits on average -and also for
most contracts- the lowest absolute bias followed by EWMA, GKYZ and STDEV estimators. This result
gives the YZ estimator a practical advantage that, in conjunction with its theoretical dominance, renders
it the best candidate for the sizing of my momentum strategies.
From a trading perspective, it is always important to limit a portfolio’s turnover. Lower turnover means
that a smaller part of the portfolio composition changes at each rebalancing date, which, in turn, lowers
the transaction costs that are incurred during rebalancing. This is arguably desirable for the investor. From
equation (4.3), it is clear that an important determinant of the portfolio turnover is the asset volatility. In
fact, the intertemporal change of the ratio 1σ along with the momentum trading signal jointly determine the
portfolio turnover. Clearly, the more persistent the volatility process, the lower the resulting turnover for
the momentum portfolio. Given the fact that the true volatility process is unknown and is only estimated
using various methodologies, the persistence of the estimated path is solely dependent on the noise that
is introduced by the estimation procedure, or equivalently on the efficiency of the estimator67. The more
efficient the estimator, the less noisy or in other words the more persistent the estimated volatility path
and therefore the lower the turnover. Hence, it is expected to see the most efficient estimator, the RV
estimator, which makes use of high-frequency data, to generate the most persistent volatility estimates,
followed by the range estimators that use intra-day information for high and low prices, with the worst
performing estimators being those that only use daily information in closing prices, i.e. the STDEV and
EWMA estimators.
In order to empirically assess the persistence of the volatility estimates, I compute for each estimator
the following expression:
VTO =
1
2610− (D+1)
2610
∑
t=D+1
∣∣∣∣ 1σ(t;D) − 1σ(t−1;D)
∣∣∣∣ , (4.22)
which I call for convenience as the volatility turnover (VTO). Panel C of Table 4.2 presents the VTO for
each futures contract. Arguably, the large cross-sectional variation in the volatility levels leads to a great
variation in the VTO estimates for each contract. As in Panel B, the last row presents the average rank for
each volatility estimators after ranking the VTO’s for each contract. As it is expected, the RV estimator
generates the most persistent volatility estimates and therefore the lowest turnover. Putting aside the RV
estimator, the YZ estimator is, both on a contract-by-contract basis and on average, the estimator that
generates the smoother volatility paths, hence achieving the lowest turnover and subsequently incurring
the lowest transaction costs. On the other hand, the traditional EWMA estimator generates one of the
67I thank Filip Zikes for this observation.
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largest turnovers across all contracts. It is almost universally 1.5 times larger than that of YZ, hence
casting doubts on its practical use due the increased transaction costs.
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Figure 4.3.: Ranks of Volatility Estimators
The bar diagram presents the average (across the 12 futures contracts) rank with respect to the absolute
bias (BIAS) from the Realized Variance estimator (RV) and the volatility turnover (VTO) (i.e. the
absolute change of 1σ ) for seven different volatility estimators: (a) standard deviation of past returns
(STDEV), (b) exponentially-weighted average of past squared returns (EWMA), (c) Parkinson (1980)
estimator (PK), (d) Garman and Klass (1980) estimator (GK), (e) Roger and Satchell (1991) estimator
(RS), (f) Garman and Klass estimator adjusted by Yang and Zhang to allow for opening jumps (GKYZ)
and (g) Yang and Zhang (2000) estimator (YZ). The estimation period is a rolling window of 60 trading
days. The dataset covers the period November 1, 1999 to October 30, 2009.
In a nutshell, after conducting a series of tests, it is concluded that the RV estimator is in general
superior to the other estimators. The use of intra-day information gives the RV the advantage of larger
efficiency, because all intra-day price movements are taken into account in the estimation procedure.
Figure 4.3 summarises the ranks of the remaining volatility estimators from Table 4.2 in a bar diagram
(due to the fact that the RV estimator is used as the baseline measure for the bias estimation and therefore
does not have a bias rank, I decide to exclude the RV rank estimate for VTO as well in the figure; the
VTO ranks for the remaining estimators are then recomputed). Excluding RV, the YZ estimator dominates
the family of estimators and therefore is used throughout the chapter for the construction of momentum
strategies. The reasons for this choice are: (a) it is theoretically the most efficient estimator, (b) it exhibits
the smallest bias when compared to the RV, (c) it generates the lowest turnover, hence minimising the costs
of rebalancing the momentum portfolio and (d) it can be satisfactorily computed using daily information
on opening, closing, high and low prices. One could argue that the use of the RV estimator throughout the
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chapter would be optimal based on the above discussion, which is indeed a fair point. Instead, I choose
to use the YZ estimator, because it is believed that this estimator constitutes an optimal tradeoff between
efficiency, turnover and the necessity of proper high-frequency data. If anything, my results are more
conservative and in any case the small bias among the YZ and RV estimator leads to very similar results
for the performance of the momentum strategies68.
4.3.3. Momentum Signals
Five different methodologies are employed, in order to generate momentum trading signals. All method-
ologies focus on the asset performance during the lookback period [t− J, t].
Return Sign (SIGN): The standard measure of past performance in the momentum literature as in Moskowitz
et al. (2011) is the sign of the J-period past return. A positive (negative) past return dictates a long (short)
position:
SIGN(t− J, t) =
{
+1, if R(t− J, t)> 0
−1, otherwise (4.23)
Moving Average (MA): The moving average indicator has been extensively used by practitioners as a
way to extract price trends. For the purposes of this study, a long (short) position is determined when the
J-period lagging moving average of the price series lies below (above) a 1-period leading moving average
of the price series. Let S (t) denote the price level of an instrument at time t, NJ (t) denote the number of
trading days in the period [t− J, t] and AJ (t) denote the average price level during the same time period:
AJ (t) =
1
NJ (t)
NJ(t)
∑
i=1
S (t−NJ (t)+ i) . (4.24)
Hence, the trading signal that is determined at time t is:
MA(t− J, t) =
{
+1, if AJ (t)< A1 (t)
−1, otherwise (4.25)
The idea behind the MA methodology is that when a short-term moving average of the price process
lies above a longer-term average then the asset price exhibits an upward trend and therefore a momen-
tum investor should take a long position. The reverse holds when the relationship between the averages
changes. Clearly, this comparison of the long-term lagging MA with a short-term leading MA gives the
MA methodology a market-timing feature69 that the other signals of my chapter do not have. The choice
of the 1-period for the short-term horizon is justified, because it captures the most recent trend breaks. In
a similar fashion, Yu and Chen (2011) study the cross-sectional momentum anomaly and try to maximise
the performance by building portfolios based on the comparison between the geometric average rate of
68In undocumented results, I have used the RV estimator for the simulations and the conclusions remain both quantitatively and
quantitatively the same.
69Han et al. (2011) apply the MA methodology to volatility-sorted decile portfolios in order to take advantage of this market-
timing feature and subsequently to maximise the performance of these portfolios.
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return during the past 12 months and during a shorter period of time; in fact, the authors show that the ex-
post momentum returns are maximised when using a short period of 1 month. Lastly, Harris and Yilmaz
(2009) apply the MA methodology in order to form time-series momentum strategies with currencies.
EEMD Trend Extraction (EEMD): This trading signal relies on some extraction of the price trend during
the lookback period. In order to extract the trend from a price series, I choose to use a recent data-
driven signal processing technique, known as the Ensemble Empirical Mode Decomposition, which is
introduced by Wu and Huang (2009), presented extensively in Appendix A and also used for the purposes
of chapter 2. This method decomposes a time-series of observations into a finite number of oscillating
components and a residual non-cyclical component that captures the long-term trend of the original series,
without virtually imposing any restrictions of stationarity or linearity upon application. Following the
above, the stock price process can be written as the complete summation of an arbitrary number, n, of
oscillating components ci (t), for i = 1, · · · ,n and a residual long-term trend p(t),
S (t) =
n
∑
i=1
ci (t)+ p(t) (4.26)
The focus is on the extracted trend p(t) and therefore an upward (downward) trend during the lookback
period determines a long (short) position:
EEMD(t− J, t) =
{
+1, if p(t)> p(t− J)
−1, otherwise (4.27)
Time-Trend t-statistic (TREND): Another way to capture the trend of a price series is through fitting a
linear trend on the J-period price series using least-square. The momentum signal can them be determined
based on the significance of the slope coefficient of the fit. Assume the linear regression model:
S (i)
S (t−NJ (t)) = α+β · i+ ε(i), i = 1,2, · · · ,NJ (t) . (4.28)
Estimating this model for the asset using all NJ (t) trading days of the lookback period yields an estimate
of the time-trend, given by the slope coefficient β. The significance of the trend is determined by the
t-statistic of β, denoted as t (β), and the cutoff points for the long/short position of the trading signal are
chosen to be +2/-2 respectively:
TREND(t− J, t) =

+1, if t(β)>+2
−1, if t(β)<−2
0, otherwise
(4.29)
In order to account for potential autocorrelation and heteroscedasticity in the price process, Newey and
West (1987) t-statistics are used. Lastly, notice that the normalization of the regressand in equation (4.28)
is done for convenience, since it allows for cross-sectional comparison of the slope coefficient, when
necessary; the t-statistic of β is of course unaffected by such scalings.
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Statistically Meaningful Trend (SMT): Bryhn and Dimberg (2011) study the statistical significance
of a linear trend and claim that if the number of data points is large, then a trend may be statistically
significant even if the data points are very erratically scattered around the trend line. For that purpose,
they introduce the term of statistical meaningfulness in order to describe a trend that not only exhibits
statistical significance, but also describes the behaviour of the data to a certain degree. The authors
therefore show that a trend is informative and strong if, except for a significant t-statistic (or equivalently
a small p-value), the R2 of the linear regression exceeds 65%. Furthermore, they proceed one step further
and for more robust inference they suggest splitting the dataset of the regression in a certain number
of sub-intervals (usually between 3 to 30 intervals) and re-estimate (4.28) using as new data points the
average values of the regressand and the regressors (asset price and linear trend respectively) over each
subinterval. This method essentially provides some sort of pre-smoothing in the data before the extraction
of the trend. They conclude that “...if one or several regressions concerning time and values in a time
series, or time and mean values from intervals into which the series has been divided yields R2 ≥ 0.65 and
p≤ 0.05, then the time series is statistically meaningful”, where p is the p-value of the slope coefficient.
Along these lines, I follow the above methodology and split the lookback period in 4 to 10 intervals (i.e.
7 regressions per lookback period per asset) and decide upon a long/short position only if at least one of
the regressions satisfies the above criteria. Thus:
SMT(t− J, t) =

+1, if tk(β)>+2 and R2k ≥ 65%, for some k
−1, if tk(β)<−2 and R2k ≥ 65%, for some k
0, otherwise
(4.30)
where k denotes the kth regression with k = 1,2, · · · ,7. Notice that SMT and TREND constitute the only
signals in the family of available methodologies that allow for inactivity in the momentum strategy, i.e.
periods when no position is taken due to the nonexistence of a strong price trend and consequently a
strong momentum pattern. Clearly, SMT is a stricter signal than TREND and therefore would lead to
more periods of inactivity.
In order to assess the ability of the above five signals to capture a trending behaviour, they are first
applied to the 12 futures contracts using a 12-month lookback period. For each asset, I construct the
correlation table between the five resulting momentum signals and consequently the correlation matrices
are averaged across all assets. The outcome is presented in Panel A of Table 4.3. The same panel also
presents a similarly constructed matrix (average over the 12 futures contracts) that presents the number
of time periods of agreement in the long/short position across all possible pairs of momentum signals
divided by the number of active periods (i.e. either +1 or -1) of the signals across the vertical direction;
for instance, the value 61.24 in the first row means that in almost 61% of the periods that the SIGN signal
dictates a long or a short position, the SMT agrees (both in terms of trading activity and direction of
trade).
As expected, the pairwise correlations between the momentum signals are relatively large ranging
between 0.68 up to 0.89. The smallest correlations with the rest of the signals are exhibited by MA and
SMT; this was partly expected due to the ability to capture a trend break for the former and the strictness
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Panel A: Momentum Signal Correlation and Position Agreement (%) Matrices
SIGN MA EEMD TREND SMT SIGN MA EEMD TREND SMT
SIGN 1.00 - 86.31 90.75 82.19 61.24
MA 0.68 1.00 86.31 - 87.00 79.43 60.55
EEMD 0.78 0.69 1.00 90.75 87.00 - 85.93 62.69
TREND 0.79 0.73 0.89 1.00 94.38 91.32 98.84 - 72.12
SMT 0.71 0.69 0.75 0.82 1.00 97.23 96.20 99.78 99.89 -
Panel B: Percentage of Long and Short Positions
Long Activity Short Activity
SIGN MA EEMD TREND SMT SIGN MA EEMD TREND SMT
Cocoa 56.88 55.05 57.80 48.62 28.44 43.12 44.95 42.20 33.94 12.84
Crude Oil 64.22 67.89 66.97 59.63 51.38 35.78 32.11 33.03 25.69 17.43
Dollar Index 32.11 31.19 32.11 28.44 17.43 67.89 68.81 67.89 63.30 47.71
Euro 68.81 68.81 70.64 62.39 46.79 31.19 31.19 29.36 26.61 15.60
Eurodollar 65.14 63.30 65.14 59.63 51.38 34.86 36.70 34.86 30.28 23.85
S&P500 49.54 47.71 52.29 48.62 34.86 50.46 52.29 47.71 45.87 37.61
Gold 77.98 78.90 79.82 68.81 53.21 22.02 21.10 20.18 13.76 11.01
Copper 57.80 65.14 61.47 53.21 41.28 42.20 34.86 38.53 25.69 14.68
Gas 35.78 33.94 36.70 30.28 23.85 64.22 66.06 63.30 54.13 42.20
T-Note 10Y 83.49 80.73 83.49 76.15 48.62 16.51 19.27 16.51 11.01 5.50
Wheat 34.86 33.94 39.45 33.03 18.35 65.14 66.06 60.55 58.72 45.87
Eurostoxx50 39.45 40.37 39.45 34.86 25.69 60.55 59.63 60.55 50.46 38.53
Average 55.50 55.58 57.11 50.31 36.77 44.50 44.42 42.89 36.62 26.07
Table 4.3.: Momentum Signals
The table presents various properties of the five different momentum signals of interest: (a) SIGN: the
sign of past return, (b) MA: the moving average crossovers between a 12-month lagging indicator and
a 1-month leading indicator, (c) EEMD: the direction of the extracted price trend using the EEMD
procedure, (d) TREND: the t-statistic of the slope coefficient in a regression of the price level on a time
trend, (e) SMT: the t-statistic of a statistically meaningful time trend by Bryhn and Dimberg (2011).
The lookback period is equal to 12 months for the entire table. Panel A presents the correlation and
the position agreement matrices of the momentum signals. Both matrices constitute averages across all
12 futures contracts. The position agreement matrix denotes the number of time periods of agreement
in the long/short positions across all possible pairs of momentum signals normalized by the number of
active periods (i.e. either +1 or -1) of the signals across the vertical direction; for instance, the value
62.69 in the last column means that in 62.69% of the periods that the EEMD signals a long or a short
position, the SMT agrees. Panel B presents the percentage of time periods that each momentum signal
indicates a long or a short position in the underlying contract; by construction, the percentages of long
and short positions sum up to one for the SIGN, MA and EEMD signals. The dataset covers the period
November 1, 1999 to October 30, 2009.
in the trend definition for the latter. Looking across the last row of the second table of Panel A, we realise
that SMT, when active, almost fully agrees with all the rest of the signals. However, looking across the
last column of the same table, it is observed that over the entire trading period, about 40% of the time, the
signals SIGN/MA/EEMD capture a trend that SMT characterises as non statistically meaningful.
Panel B of Table 4.3 presents the percentage of time periods that each momentum signal dictates a
long or a short position in each of the 12 futures contracts; note that by construction, the percentages
of long and short positions sum up to one for the SIGN, MA and EEMD signals. On average, TREND
generates activity for about 87% of the time and SMT for 63% of the time. This would give a practical
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advantage to the trend-related signals, since the sparse activity would lower the portfolio turnover, hence
the transaction costs. However, the sparse activity could potentially limit the ex-post portfolio mean
return. For that reason, I next estimate for each contract and for each signal an activity-to-turnover ratio,
which is called70 “signal speed” and is computed as the square root of the ratio between the time-series
average of the squared signal value and the time-series average of the squared first-order difference in the
signal value:
SPEEDX =
√√√√ E [X2]
E
[
(∆X)2
] =
√√√√ 1T−J ∑Tt=1 X2 (t− J, t)
1
T−J−1 ∑
T
t=1 [X (t− J, t)−X (t−1− J, t−1)]2
. (4.31)
Clearly, the larger the signal activity and the smaller the average difference between consecutive signal
values (in other words the smoother the transition between long and short positions), the larger the signal
speed. Notice that for the SIGN, MA and EEMD signals the nominator is always equal to 1, because they
constantly jump between long (+1) to short (-1) positions. Figure 4.4 presents the average speed of each
signal across the 12 futures contracts for various lookback periods at daily (T =2610), weekly (T =520)
and monthly (T =120) frequencies. The trend-related signals exhibit the largest activity-to-turnover ratio,
drawing their advantage from the smoother transition between long and short positions, as there exist
trading periods that these signals remain inactive, while the rest of the signals (SIGN, MA and EEMD)
change erratically between +1 and -1. The worst performer is the MA signal which appears to be the most
aggressively changing signal.
4.4. Time-Series Momentum Strategies
This section focuses on the evaluation of performance of time-series momentum strategies. This is first
achieved by examining the time-series return predictability using a pooled panel regression analysis and
consequently by constructing a series of momentum strategies on a grid of lookback and investment
horizons. I first study the monthly momentum effects and subsequently investigate the weekly and daily
frequencies of portfolio rebalancing.
4.4.1. Return Predictability
Before constructing momentum strategies, I first assess the amount of return predictability that is inherent
in a series of predictors by running a pooled time-series cross-sectional regression of the contemporaneous
standardized return on a lagged return predictor in line with Moskowitz et al. (2011):
R(t−1, t)
σYZ (t−1;D) = α+βλZ (t−λ)+ ε(t) , (4.32)
70I thank Yoav Git for sharing with me the practitioner’s view regarding this measure.
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Figure 4.4.: Speed Rank for Various Frequencies and Lookback Periods
The figure presents the speed of the five momentum signals of interest: (a) SIGN: the sign of
past return, (b) MA: the moving average crossovers between a J-period lagging indicator and a 1-
period leading indicator, (c) EEMD: the direction of the extracted price trend using the EEMD pro-
cedure, (d) TREND: the t-statistic of the slope coefficient in a regression of the price level on a
time trend, (e) SMT: the t-statistic of a statistically meaningful time trend by Bryhn and Dimberg
(2011). The lookback period (J) is measured in days, weeks and months in the first, second and third
row respectively. The signal speed is computed for every of the 12 futures contracts of my dataset
as SPEEDX =
√
1
T−J ∑
T
t=1 X2 (t− J, t)/ 1T−J−1 ∑Tt=1 [X (t− J, t)−X (t−1− J, t−1)]2, where T is the
number of trading periods and X (t− J, t) denotes the momentum signal taking values -1, 0 or +1 at
the end of period t. The aggregate speed of each signal is computed as the average speed across the 12
futures contracts. The sample period is November 1, 1999 to October 30, 2009.
where λ denotes the lag, D = 30 trading days and the regressor Z is chosen from a broad collection of
momentum-related quantities:
Z (t) =
{
R(t−1, t)
σYZ (t−1;D) , SIGN(t−1, t) , EEMD(t−1, t) ,
β for [t−1, t] , t-stat t (β) for [t−1, t] , TREND(t−1, t) ,
SMT β for [t−1, t] , SMT t-stat tk (β) for [t−1, t] , SMT(t−1, t)} . (4.33)
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Notice that all possible choices are comparable across the various contracts and refer to a single period
J = 1, in order to avoid serial autocorrelation71 in the error term of (4.32). Moreover, the second and third
rows of regressor choices in (4.33) are solely related to the TREND and SMT methodologies respectively.
Lastly, notice that the asset volatility, wherever used, is always lagged by one period in order to satisfy
the real-life practice of risk-adjusting the asset position with the ex-ante volatility, as in equation (4.3).
The regression (4.32) is estimated for each lag and regressor by pooling all the futures contract together.
Note that all regressor choices are normalized, in order to allow for the pooling across the instruments;
the asset returns are normalized and the β’s have been estimated for normalized price paths in equation
(4.28).
The quantity of interest in these regressions is the t-statistic of the coefficient βλ for each lag. Large
and significant t-statistics essentially support the hypothesis of time-series return predictability. Each
regression stacks together T = 120−λ monthly returns for each of the N = 12 contracts therefore leading
to 1440− 12λ data points. The t-statistics t (βλ) are computed using standard errors that are clustered
by time and asset72, in order to account for potential cross-sectional dependence (correlation between
contemporaneous returns of the contracts) or time-series dependence (serial correlation in the return series
of each individual contract). Briefly, the variance-covariance matrix of the regression (4.32) is given by
(see Cameron, Gelbach and Miller 2011, Thompson 2011):
VTIME&ASSET =VTIME+VASSET−VWHITE, (4.34)
where VTIME and VASSET are the variance-covariance matrices of one-way clustering across time and asset
respectively, and VWHITE is the White (1980) heteroscedasticity-robust OLS variance-covariance matrix.
In fact, Petersen (2009) shows that when T >> N (N >> T ) then standard errors computed via one-
way clustering by time (by asset) are close to the two-way clustered standard errors; nevertheless, one-
way clustering across the “wrong” dimension produces downward biased standard errors, hence inflating
the resulting t-statistics and leading to over-rejection rates of the null hypothesis. I document that for
my dataset where T > N two-way clustering or one-way clustering by time (i.e. estimating T cross-
sectional regressions as in Fama and MacBeth (1973)) produces similar results, whereas clustering by
asset produces inflated t-statistics that are similar to simple OLS t-statistics. One-way clustering by time
is used by Moskowitz et al. (2011) in a similar setting of return predictability in futures markets.
Figure 4.5 presents for each one of the regressors Z, the two-way clustered t-statistics t (βλ) for lags
λ = 1,2, · · · ,24. The t-statistics are almost always positive for the first twelve months for all regressor
choices, hence indicating momentum patterns. However, exactly after the first year there exist strong
signs of return reversal that subsequently attenuate and only seem to gain some significance for a lag of
71Notice that the regression choices do not include the MA signal, because by construction the MA signal compares a J-period
average price level to the last period’s average price level and therefore J must be larger than 1 for the MA signal to make
sense. Choosing a larger J for this particular regressor would result in the error term of the regression (4.32) having an
autoregressive structure. For that reason and for comparison purposes with the rest of the regressor choices, I refrain from
reporting results for, say, Z (t) =MA(t−2, t), even if they are qualitatively very similar to those that are reported, due to the
large commonality between the momentum signals.
72Petersen (2009) and Gow, Ormazabal and Taylor (2010) study a series of empirical applications with panel datasets and
recognise the importance of correcting for both forms of dependence.
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Figure 4.5.: Return Predictability using a family of Predictors
The figure presents the t-statistics of the βλ coefficient for the pooled panel linear regression
R(t−1,t)
σYZ(t−1;D) =α+βλZ (t−λ)+ε(t) for lags λ= 1,2, · · · ,24 months and a broad collection of regressors
Z. The t-statistics are computed using standard errors clustered by asset and time (Cameron, Gelbach
and Miller 2011, Thompson 2011). The volatility estimates are computed using the Yang and Zhang
(2000) estimator on a D = 30 day rolling window. The regressors are: column 1: (a) the standardized
level of past return, (b) the trading signal SIGN, and (c) the trading signal EEMD; column 2: (a) the
slope coefficient from fitting a time trend to the normalized asset path over the lagged month of in-
terest, (b) the Newey and West (1987) t-statistic of the afore-mentioned slope coefficient and (c) the
trading signal TREND; column 3: similar to column 2 but instead of using the simple linear fit of a
time trend, the statistically meaningful trend (SMT) by Bryhn and Dimberg (2011) is employed. The
colouring of the various figures is done in order to visually group together quantities that relate to each
other on the basis of a certain methodology, e.g. the second column involves quantities that are related
to the TREND signal methodology. The dashed (dot-dashed) lines represent significance at the 5%
(10%) level. The dataset covers the period November 1, 1999 to October 30, 2009.
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two years. The first two plots of the first column, where the regressor is the past standardized return and
the sign of it are essentially a replication of the methodology in Moskowitz et al. (2011); the similarities
between this figure and the respective figure in Moskowitz et al. (2011) are large, even if the t-statistics
are generally larger in the latter case, the reason probably being that the dataset of Moskowitz et al. (2011)
includes 58 futures contract over a 45-year period, whereas mine is substantially smaller, consisting of 12
futures contracts over a 10-year period.
The similarity of all plots of Figure 4.5 offers an additional piece of evidence on the commonality of
all regressor choices to capture trending activity, in line with Panel A of Table 4.3. Focusing exclusively
on the ability of the trading signals SIGN, EEMD, TREND and SMT to capture return continuation, it is
observed that the first two exhibit stronger patterns for the most recent four months, whereas SMT has a
more widespread ability to capture return continuation, which becomes stronger during the farthest half
of the most recent 12-month period. This observation leads us to expect the momentum strategies with
shorter lookback periods to be more profitable with the SIGN or EEMD signals, whereas the strategies
with longer lookback periods to be more profitable with trend-related trading signals.
Lastly, it must be noted that part of this severe transition from a the largest positive t-statistic to the
largest negative t-statistic after the lag of 12 months can be potentially attributed to seasonal patterns in the
futures returns73. In undocumented results, I repeat the pooled panel regression after removing 4 contracts
from the dataset that for various reasons might exhibit seasonality: the agricultural contracts (Cocoa,
Wheat) and the energy-related contracts (Crude Oil, Gas). In general the patterns become relatively less
pronounced, but my conclusions remain qualitatively the same and the momentum/reversal transition is
still apparent.
4.4.2. Momentum Profitability
Having established the return predicability in futures markets, I proceed with the construction of time-
series momentum strategies at the monthly frequency for a grid of lookback (J) and investment periods
(K) both measured in months and for all five different trading signals: SIGN, EEMD, MA, TREND
and SMT. The return of the aggregate time-series momentum strategy over the investment horizon is the
volatility-adjusted weighted average of the individual time-series momentum strategies and is computed
using equation (4.3), which is repeated below for convenience:
RT S (t, t+K) =
M
∑
i=1
Xi (t− J, t) · 10%/
√
M
σi (t;D)
·Ri (t, t+K) ,
where M = 12 is the number of the futures contracts and σi (t;D) is chosen to be the YZ ex-ante volatility
estimate for each contract i using a rolling window of D = 30 days. Instead of forming a new momentum
portfolio every K months, when the previous portfolio is unwound, I follow the overlapping methodology
of Jegadeesh and Titman (2001) and perform portfolio rebalancing at the last trading day of each month.
The monthly return is then computed as the equally-weighted average across the K active portfolios during
73I thank Yoav Git for bringing that to my attention.
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the month of interest74.
Table 4.4 presents in five panels -each for different momentum trading signal- various out-of-sample
performance statistics for the (J,K) time-series momentum strategy with K,J = {1,3,6,12,24} months.
The statistics are all annualised and include the mean portfolio return along with the respective Newey
and West (1987) t-statistic, the portfolio volatility, the dollar growth, the Sharpe ration and the downside-
rise Sharpe ratio (Ziemba 2005). For each panel and statistic, I present the largest value in bold and,
especially, for the t-statistic I present in italic the t-statistics that generate p-values larger than 10% (hence,
insignificant at the 10% level).
There appear several commonalities across panels, i.e. trading signals, but there also exist some inter-
esting features that are next pointed out.
First, it is apparent that the time-series momentum strategy generates a statistically and economically
significant mean return, especially, when both the lookback and holding periods are at most equal to 12
months. Except for very few occasions the significance is strong at the 1% significance level. In terms
of mean return, it is maximised for a lookback period of 6 to 12 months and a holding horizon of 1 to
3 months, depending on the trading signal of interest, ranging from 19.34% for the SIGN signal up to
the impressive 28.36% for the SMT signal. These conclusions are in line with Moskowitz et al. (2011),
who base their empirical results solely on the SIGN signal and document similar windows of time-series
momentum significance with their largest t-statistic being observed for the (12,1) strategy. Regarding
the ex-post volatility of the time-series momentum strategies, there exists a general pattern of decreasing
volatility for longer holding periods, and shorter lookback periods. The effects for the former pattern are
more pronounced for shorter lookback periods and for the latter pattern are more pronounced for longer
holding periods. This is apparent from Figure 4.8, which is discussed later on in the next subsection.
Focusing on the most notable differences among the performance of the momentum strategies across
the trading signals and in particular across the trend-related signals (TREND and SMT) and the other sig-
nals (SIGN, MA, EEMD), note that the former aim to capture only significant price trends and therefore,
as shown in Panel B of Table 4.3, refrain from instructing trading activity in transient periods of trend
reversals. In fact, SMT is a stricter version of TREND and generates trading activity only for the 63%
of time in my sample using a 12-month lookback period (87% for TREND and by construction 100%
for the rest). This sparse activity results in increased volatility for momentum strategies based on the
TREND and SMT signals and consequently in limiting the resulting SR to similar values as for the rest of
the signals. However, this “additional volatility” appears to be generated by successful momentum bets
therefore leading to substantially larger mean return and a more positively-skewed return distributions75.
The latter effect is captured by the DR-SR measure, which exceeds the value of 2 for the (3,3) strategy
reaching for the SMT signal the value 2.33, which constitutes the largest value across all strategies of
74For example if K = 3, at the end of January the Jan-Feb-Mar portfolio (built at the beginning of January) has been active
for one month, the Dec-Jan-Feb portfolio has one more month to be held and the Nov-Dec-Jan portfolio is unwound and its
place is taken by the newly constructed Feb-Mar-Apr. Hence, the January return is measured as the equally weighted average
of the returns of the three portfolios Jan-Feb-Mar, Dec-Jan-Feb and Nov-Dec-Jan.
75For instance the (12,1) strategy has a skewness of 0.36 for SIGN and 0.81 for SMT, while the (6,1) has a skewness of 0.35
and 0.79 respectively.
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Panel A: SIGN Trading Signal
K 1 3 6 12 24 1 3 6 12 24 1 3 6 12 24
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 10.43 11.46 9.75 7.58 3.57 15.96 11.82 8.23 7.14 6.46 2.15 2.90 3.55 3.33 1.73
3 15.03 16.57 13.07 8.82 4.59 16.37 14.01 12.48 9.86 8.66 2.90 3.80 3.32 2.83 1.78
6 15.97 13.93 12.69 9.87 5.47 16.02 15.13 13.75 11.81 11.21 3.06 2.77 2.76 2.67 1.57
12 19.34 18.19 16.24 13.44 7.66 18.23 16.49 15.39 14.67 15.26 3.05 3.21 3.41 2.93 1.56
24 5.49 7.36 5.84 1.96 -1.38 15.06 15.05 15.69 16.57 15.99 1.08 1.54 1.24 0.35 -0.25
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 2.46 2.88 2.51 2.05 1.39 0.66 0.97 1.19 1.07 0.55 0.82 1.47 1.62 1.56 0.60
3 3.79 4.54 3.30 2.25 1.51 0.92 1.19 1.05 0.90 0.53 1.30 1.83 1.49 1.12 0.57
6 4.02 3.36 3.04 2.39 1.58 1.00 0.92 0.93 0.84 0.49 1.38 1.25 1.22 1.03 0.52
12 4.88 4.52 3.85 3.03 1.79 1.07 1.11 1.06 0.92 0.50 1.50 1.59 1.51 1.20 0.54
24 1.42 1.65 1.45 1.05 0.81 0.37 0.49 0.37 0.12 -0.09 0.43 0.59 0.44 0.13 -0.09
Panel B: EEMD Trading Signal
K 1 3 6 12 24 1 3 6 12 24 1 3 6 12 24
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 10.41 10.44 9.40 7.42 2.65 17.46 12.27 8.81 7.63 6.90 1.95 2.43 3.13 2.97 1.16
3 12.38 14.86 12.02 7.87 3.53 16.10 12.55 11.03 8.97 8.15 2.53 3.76 3.25 2.78 1.47
6 21.82 15.16 11.21 10.48 6.15 16.31 15.10 13.17 11.33 10.77 3.86 3.01 2.67 3.06 1.94
12 17.86 17.24 14.43 11.17 6.48 17.07 16.04 15.12 14.34 14.61 3.07 3.03 2.97 2.51 1.39
24 6.25 8.04 8.25 4.18 -1.09 15.18 15.00 15.50 16.23 16.21 1.23 1.76 1.85 0.78 -0.19
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 2.40 2.59 2.42 2.01 1.27 0.60 0.85 1.07 0.98 0.39 0.72 1.24 1.52 1.35 0.38
3 2.94 3.92 3.03 2.07 1.36 0.77 1.19 1.09 0.88 0.43 1.00 1.89 1.56 1.08 0.44
6 6.93 3.77 2.67 2.54 1.70 1.34 1.01 0.86 0.93 0.57 2.18 1.46 1.15 1.20 0.64
12 4.35 4.18 3.29 2.48 1.62 1.05 1.08 0.96 0.78 0.45 1.59 1.59 1.37 0.97 0.48
24 1.50 1.74 1.76 1.26 0.82 0.41 0.54 0.53 0.26 -0.07 0.50 0.67 0.66 0.28 -0.07
Panel C: MA Trading Signal
K 1 3 6 12 24 1 3 6 12 24 1 3 6 12 24
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 - - - - - - - - - - - - - - -
3 13.44 14.61 10.81 6.05 2.62 16.43 12.30 10.50 9.13 8.04 2.60 3.79 3.35 2.13 1.01
6 19.23 16.81 11.27 8.92 5.42 18.04 14.71 12.93 11.07 10.45 3.24 3.45 2.65 2.51 1.55
12 19.58 20.67 17.22 14.27 9.06 17.26 16.00 14.38 13.60 14.78 3.47 3.78 3.62 3.32 1.92
24 15.72 13.30 10.43 6.72 0.44 16.29 15.66 15.32 15.78 16.84 2.71 2.42 2.11 1.29 0.07
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 - - - - - - - - - - - - - - -
3 3.24 3.84 2.71 1.73 1.25 0.82 1.19 1.03 0.67 0.33 1.09 1.81 1.36 0.75 0.32
6 5.29 4.43 2.69 2.20 1.59 1.07 1.15 0.88 0.81 0.52 1.57 1.76 1.17 0.96 0.54
12 5.06 5.67 4.26 3.31 2.04 1.14 1.30 1.20 1.05 0.62 1.76 1.96 1.73 1.45 0.65
24 3.15 2.62 2.09 1.55 0.92 0.97 0.85 0.68 0.43 0.03 1.37 1.15 0.89 0.48 0.03
(Continued on next page)
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Panel D: TREND Trading Signal
K 1 3 6 12 24 1 3 6 12 24 1 3 6 12 24
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 7.09 11.24 11.34 8.62 2.42 19.60 15.43 11.06 8.87 7.46 1.14 2.12 3.05 3.08 0.93
3 14.36 20.32 14.36 8.27 4.15 20.17 14.27 12.88 11.06 10.42 2.16 4.62 3.52 2.36 1.25
6 23.82 16.99 11.27 10.70 6.18 19.57 16.27 14.17 12.46 12.37 3.57 3.09 2.34 2.80 1.63
12 22.47 22.29 16.04 12.61 7.49 19.00 17.49 15.89 15.51 16.48 3.60 3.63 3.06 2.56 1.40
24 6.66 5.70 8.83 4.50 -1.73 16.84 16.16 15.98 17.08 17.37 1.27 1.14 1.87 0.76 -0.28
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 1.67 2.69 2.86 2.24 1.23 0.36 0.73 1.03 0.98 0.33 0.43 1.02 1.38 1.27 0.32
3 3.32 6.49 3.72 2.11 1.42 0.72 1.43 1.12 0.75 0.40 0.88 2.26 1.54 0.86 0.39
6 7.92 4.40 2.65 2.56 1.67 1.22 1.05 0.80 0.86 0.50 1.84 1.41 1.03 1.07 0.52
12 6.36 6.40 3.76 2.78 1.73 1.19 1.28 1.01 0.82 0.46 1.79 1.89 1.37 1.00 0.47
24 1.52 1.42 1.83 1.27 0.77 0.40 0.35 0.56 0.26 -0.10 0.48 0.43 0.70 0.29 -0.10
Panel E: SMT Trading Signal
K 1 3 6 12 24 1 3 6 12 24 1 3 6 12 24
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 8.50 11.47 11.24 9.30 2.34 21.84 16.74 12.40 10.11 9.26 1.18 2.09 2.84 2.88 0.71
3 14.10 22.17 13.99 8.63 3.47 23.82 15.96 13.43 12.08 11.94 1.86 4.29 3.15 2.29 0.90
6 28.36 18.71 12.72 11.01 4.64 24.18 19.04 16.16 13.43 13.12 3.51 2.94 2.50 2.66 1.18
12 24.56 19.08 16.11 12.69 6.55 23.44 18.99 18.04 17.06 17.06 3.13 2.93 2.83 2.45 1.28
24 14.96 9.15 10.93 6.22 -1.25 19.66 19.35 17.91 18.50 19.48 2.15 1.46 1.90 0.95 -0.18
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 1.83 2.70 2.79 2.37 1.20 0.39 0.69 0.91 0.92 0.25 0.45 0.96 1.24 1.13 0.23
3 3.00 7.58 3.57 2.16 1.31 0.59 1.39 1.05 0.72 0.29 0.68 2.33 1.42 0.79 0.28
6 11.10 4.95 2.95 2.60 1.43 1.18 0.99 0.79 0.82 0.36 1.83 1.35 1.00 1.00 0.37
12 7.09 4.71 3.67 2.74 1.58 1.05 1.01 0.90 0.75 0.39 1.63 1.45 1.22 0.95 0.41
24 2.83 1.79 2.11 1.43 0.77 0.76 0.48 0.61 0.34 -0.06 1.01 0.60 0.79 0.38 -0.06
Table 4.4.: Time-Series Momentum with Monthly Portfolio Rebalancing
The table presents the annualised mean return, the annualised volatility, the Newey and West (1987) t-
statistic of the mean return, the dollar growth, the annualised Sharpe ratio and the annualised downside-
risk Sharpe ratio by Ziemba (2005) for various (J,K) time-series momentum strategies, where J denotes
the lookback period and K denotes the investment horizon, both measured in months. The portfolio
rebalancing takes place at the end of each month and the momentum signals are: (a) SIGN: the sign of
past return, (b) MA: the moving average crossovers between a J-month lagging indicator and a 1-month
leading indicator, (c) EEMD: the direction of the extracted price trend using the EEMD procedure, (d)
TREND: the t-statistic of the slope coefficient in a regression of the price level on a time trend, (e)
SMT: the t-statistic of a statistically meaningful time trend by Bryhn and Dimberg (2011). The time-
series momentum strategy is the volatility-adjusted (using the 30-day Yang and Zhang (2000) estimator)
weighted average of the individual momentum strategies. The dataset covers the period November 1,
1999 to October 30, 2009.
Table 4.3.
In order to shed light on the sources of the aggregate time-series momentum profitability, Figure 4.6
presents the t-statistic and the ex-post Sharpe ratio for the univariate (6,1) and (12,1) strategies for
all trading signals. Except three and two occasions respectively, the time-series momentum patterns
are apparent -though not always strongly significant- in the univariate strategies as well, hence further
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supporting the evidence in Moskowitz et al. (2011).
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Figure 4.6.: Univariate (6,1) and (12,1) Time-Series Momentum Strategy
The figure presents the Newey-West t-statistics and annualised Sharpe ratios of the univariate (6,1)
and (12,1) time-series momentum strategy for the 12 futures contracts of the dataset. The momentum
strategies are built based on five trading signals: (a) SIGN: the sign of past return, (b) MA: the moving
average crossovers between a J-month lagging indicator and a 1-month leading indicator, (c) EEMD:
the direction of the extracted price trend using the EEMD procedure, (d) TREND: the t-statistic of
the slope coefficient in a regression of the price level on a time trend, (e) SMT: the t-statistic of a
statistically meaningful time trend by Bryhn and Dimberg (2011). All futures positions have been
scaled by the 30-day ex-ante volatility that is estimated using the Yang and Zhang (2000) methodology.
The red dashed line in the t-statistics plots represents significance at the 10% level. The dataset covers
the period November 1, 1999 to October 30, 2009.
Further support to the dominance of the trend-related signals is offered by the growth of $1 invested in a
(6,1) time-series momentum strategy in April 2000; using the SMT signal $1 grows to $11.10 in October
2009, to $7.92 using the TREND signal and to just $4.02 using the SIGN signal. In order to visually
inspect the wealth accumulation, Figure 4.7 presents the growth path of the $1 for all five (6,1) strategies.
Clearly, the SIGN signal generates the worst path and lies at all times below every other momentum
strategy. On the other hand, the trend-related signals dominate with the SMT signal achieving almost
three times larger final wealth compared to the SIGN signal.
An interesting feature is revealed for the largest lookback period, that of 24 months, for which the
MA and SMT signals do still capture momentum patterns. In particular, the (24,1), (24,3) and (24,6)
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Figure 4.7.: Dollar Growth for the (6,1) Time-Series Momentum Strategy
The figure presents the growth of $1 invested in five (6,1) time-series momentum strategies, each one
of which is using a different trading signal: (a) SIGN: the sign of past return, (b) MA: the moving
average crossovers between a 6-month lagging indicator and a 1-month leading indicator, (c) EEMD:
the direction of the extracted price trend using the EEMD procedure, (d) TREND: the t-statistic of the
slope coefficient in a regression of the price level on a time trend, (e) SMT: the t-statistic of a statisti-
cally meaningful time trend by Bryhn and Dimberg (2011). The dataset covers the period November
1, 1999 to October 30, 2009. The plot starts from the end of April 2000, since the first 6 months from
November 1999 to April 2000 are used as the initial lookback period.
strategies based on the MA signal generate relatively large and significant mean returns. The effects are
weaker and remain relatively significant for the SMT signal, but the rest of the signals generate mostly
insignificant mean returns. For example, the (24,1) strategy using the MA signal achieves an annualised
mean return of 15.72%, significant at the 1% level, with a SR of 0.97; the same strategy for the SMT
signals generates a mean return of 14.96%, significant at the 5% level, with a SR of 0.76. All the other
signals cannot generate significant returns, and even the point estimate of the mean annualised return does
not exceed 7%.
4.4.3. Investment Implications
Interpreting the above findings from an investment perspective, there exists a clear indication that the
trend-related signals and especially the SMT signal succeed in appropriately filtering strong return con-
tinuation and consequently generating superior and strongly significant out-of-sample momentum perfor-
mance in terms of mean return, DR-SR and dollar growth, even with trading activity that is substantially
less frequent compared to standard trading signals like the SIGN or MA signals.
123
Monthly Portfolio Turnover (%)
K 1 3 6 12 24 1 3 6 12 24
J SIGN EEMD
1 102.2 109.7 803.1 412.1 571.2 105.0 125.4 587.4 394.8 76.9
3 62.4 129.4 167.3 123.2 60.7 65.9 98.1 725.0 90.4 175.5
6 44.9 98.7 439.0 87.6 50.2 43.2 66.0 153.1 81.8 80.0
12 31.5 37.4 75.9 58.3 47.1 29.5 54.8 70.8 58.2 43.8
24 23.0 30.5 39.0 53.7 162.1 20.5 25.1 50.2 31.3 115.5
J MA
1 - - - - -
3 74.05 93.2 363.3 102.1 104.4
6 49.8 69.8 241.5 270.2 41.0
12 33.2 48.4 111.6 42.4 76.8
24 23.4 25.7 44.2 32.51 28.5
J TREND SMT
1 68.2 539.9 238.7 183.2 112.2 55.6 417.4 194.4 141.8 86.9
3 41.6 351.3 147.2 90.8 72.7 30.4 344.7 377.6 223.8 693.5
6 24.3 193.0 163.3 92.0 121.8 19.3 47.2 83.0 87.1 69.6
12 18.0 62.2 57.7 70.0 47.1 15.6 22.5 38.3 58.4 85.6
24 14.2 18.6 39.8 57.2 33.8 11.6 13.9 15.0 47.7 51.6
Table 4.5.: Monthly Portfolio Turnover for Time-Series Momentum Strategies
The table presents the monthly portfolio turnover for various (J,K) time-series momentum strategies,
where J denotes the lookback period and K denotes the investment horizon, both measured in months.
The portfolio turnover is computed as the percentage change in the aggregate number of open positions
in futures contracts. The portfolio rebalancing takes place at the end of each month and the momentum
trading signals are: (a) SIGN: the sign of past return, (b) MA: the moving average crossovers between
a 12-month lagging indicator and a 1-month leading indicator, (c) EEMD: the direction of the extracted
price trend using the EEMD procedure, (d) TREND: the t-statistic of the slope coefficient in a regression
of the price level on a time trend, (e) SMT: the t-statistic of a statistically meaningful time trend by Bryhn
and Dimberg (2011). The time-series momentum strategy is the volatility-adjusted (using the 30-day
Yang and Zhang (2000) estimator) weighted average of the individual momentum strategies. The dataset
covers the period November 1, 1999 to October 30, 2009.
In order to further support this conclusion, the turnover of all strategies is presented in Table 4.5 and
it is expected that the trend-related signals significantly lower the portfolio turnover and subsequently
any transaction costs. The turnover of the momentum portfolio is computed as the equally weighted
average of the turnover of all univariate time-series strategies. The turnover of a univariate strategy is
measured as the percentage change in the number of open positions in the underlying futures contract,
after ignoring positions that mutually cancel each other76. The evidence shows that the trend-related
signals do indeed generate the lowest turnover among all signals, especially for holding horizons between
1 to 6 months, which are the most profitable periods of time-series momentum strategies. The remaining
signals (SIGN, EEMD, MA) have in general very similar turnover estimates to each other, which are
almost always twice as large as those for SMT for the afore mentioned holding horizons. For instance,
the (6,1) strategy generates 19.3% turnover when the SMT signal is used and 44.0% when the SIGN
76If, for instance, at a given month there exist four long positions and two short positions on the contract, we ultimately have
two open positions.
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signal is used. Remember that for the same strategy the two signals exhibit annualised mean returns of
28.36% and 19.34% respectively.
Manifestly, not only does the SMT signal offer a means to superior momentum profitability, but it
also achieves so with the least amount of transaction costs. Regarding the general turnover pattern, it
is observed that in general the longer the lookback period and the shorter the holding horizon the lower
the turnover of the portfolio. This is expected, because longer lookback periods offer a slower-moving
characterisation of the intertemporal performance of the assets, therefore generating lower changes in the
momentum portfolio. Similarly, shorter holding horizons offer the flexibility of maintaining a certain
momentum position only for the period that the momentum pattern is strong.
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Figure 4.8.: Time-Series Momentum using SMT Signal with Monthly Portfolio Rebalancing
The plots present the annualised mean return, the annualised volatility, the Newey and West (1987)
t-statistic of the mean return, the dollar growth, the annualised downside-risk Sharpe ratio by Ziemba
(2005) and the monthly turnover for the (J,K) time-series momentum strategies, where J = 1,2, · · · ,24
denotes the lookback period and K = 1,2, · · · ,24 denotes the investment horizon, both measured in
months. The portfolio rebalancing takes place at the end of each month and the momentum signal is
the SMT, i.e. the sign of the t-statistic of a statistically meaningful time trend by Bryhn and Dimberg
(2011). The time-series momentum strategy is the equally-weighted average of the return series across
all futures contracts. All futures positions have been scaled by the 30-day ex-ante volatility that is
estimated using the Yang and Zhang (2000) methodology. The dataset covers the period November 1,
1999 to October 30, 2009.
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It is important at this point to emphasise that the interpretation of the turnover results has to be done
with the appropriate caution. The fact that the trend-related signals generate lower turnover is partly due
to the fact that, by construction, these signals only instruct trading at times when a significant trend is
identified. Hence, a direct comparison in the turnover among the trend-related signals and the rest of
signals is ex-ante biased towards the former. One could argue that SIGN signal can be altered, so that
it is only instructing investment when the past return is larger/smaller than a certain positive/negative
percentile of the ex-ante return distribution. Similar methodologies could be also devised for the EEMD
and MA signals, but the key point is that these cutoff percentiles have to be ad-hoc chosen and should
be based on historical information, therefore rendering these approaches not as straightforward as the
TREND and SMT methodologies.
Lastly, focusing on the SMT signal and given its superiority across various directions, the methodology
of Table 4.4 is repeated for lookback and holding periods ranging between 1 and 24 months. Figure 4.8
plots the various out-of-sample performance statistics across these two time dimensions. All the identified
patterns that have been discussed so far in the previous and current subsections are visually apparent.
4.4.4. Towards Weekly and Daily Effects
Having established the strong momentum patterns at the monthly frequency, I then study higher fre-
quencies of portfolio rebalancing and in particular I explore momentum profitability at weekly and daily
frequencies. For brevity, only the results for three momentum signals, SIGN, MA and SMT, are reported,
since the EEMD signal behaves very similarly to the SIGN signal and the TREND signal behaves very
similarly to the SMT signal.
Regarding the weekly frequency, the dataset consists of 520 weeks. Using the methodology of the
time-series momentum strategy, I evaluate the performance of various (J,K) momentum strategies at the
end of each Wednesday, where J and K are now measured in weeks. Table 4.6 shows that momentum
patterns do exist at the weekly frequency. Across all three signals, the mean return is economically and
statistically significant almost for every pair (J,K), except for the shortest lookback and holding periods
of 1 to 2 weeks. The SIGN signal does capture large momentum patterns even for lookback and holding
periods that range up to 8 weeks. The MA signal fails to follow across K = 8, whereas the SMT signal
fails to follow across J = 8. Except for very few occasions, the significance is strong at the 1% level.
The mean return is in general maximised for a lookback period of 3 to 4 weeks and a holding period
of 1 to 2 weeks. The SIGN signal achieves an annualised return of 15.84% for the (4,1) strategy, with a
SR of 0.95 and a dollar growth of $4.19 at the end of the 10-year period of my dataset. The SMT signal
offers again the best performance across the signals, which is maximised for the (3,1) strategy, reaching
19.99% and a dollar growth of $5.60. Overall, the SMT signal remains the dominant performer, offering
the largest mean return (at times even twice as large as that of the SIGN signal) and SR for most of the
cases, except for the strategies with an 8-week lookback period and a holding horizon of 1 to 3 weeks.
This latter effect was partly expected from the monthly momentum results, as the above strategies loosely
resemble -except for the feature of weekly rebalancing- a monthly strategy with a 2-month lookback
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Panel A: SIGN Trading Signal
K 1 2 3 4 8 1 2 3 4 8 1 2 3 4 8
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 3.33 4.38 9.04 8.24 6.67 16.46 11.58 10.22 9.36 7.78 0.69 1.25 3.18 2.95 2.67
2 5.53 7.21 7.55 6.41 4.78 16.32 14.29 12.76 11.79 9.59 1.14 1.71 2.04 1.78 1.58
3 10.56 10.41 9.40 8.00 5.94 16.38 14.78 13.95 13.29 10.85 2.18 2.39 2.23 1.98 1.72
4 15.89 13.08 11.28 8.99 8.21 16.75 15.57 14.95 14.60 12.33 3.20 2.82 2.44 1.96 2.01
8 12.03 10.18 10.46 9.69 10.62 17.15 16.82 16.42 16.07 14.49 2.31 1.93 2.01 1.89 2.25
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 1.22 1.44 2.32 2.16 1.88 0.20 0.38 0.89 0.88 0.86 0.21 0.40 0.96 0.94 0.94
2 1.51 1.85 1.95 1.76 1.53 0.34 0.51 0.59 0.54 0.50 0.35 0.52 0.60 0.56 0.52
3 2.49 2.51 2.30 2.02 1.70 0.65 0.70 0.67 0.60 0.55 0.70 0.75 0.71 0.64 0.58
4 4.19 3.24 2.74 2.19 2.09 0.95 0.84 0.76 0.62 0.67 1.03 0.90 0.82 0.67 0.74
8 2.84 2.38 2.46 2.29 2.57 0.70 0.61 0.64 0.60 0.73 0.75 0.64 0.68 0.64 0.81
Panel B: MA Trading Signal
K 1 2 3 4 8 1 2 3 4 8 1 2 3 4 8
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 - - - - - - - - - - - - - - -
2 6.12 9.61 8.88 7.19 4.58 16.35 13.92 12.21 11.19 8.89 1.29 2.32 2.57 2.18 1.66
3 6.72 8.88 7.47 6.80 4.19 16.73 15.03 13.60 12.72 9.96 1.43 2.18 2.02 1.88 1.34
4 8.28 9.37 7.31 6.49 4.06 16.49 15.37 14.28 13.70 11.15 1.81 2.21 1.82 1.63 1.14
8 12.52 10.51 8.97 8.39 8.07 17.03 16.46 16.04 15.65 13.41 2.55 2.16 1.85 1.75 1.87
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 - - - - - - - - - - - - - - -
2 1.60 2.35 2.24 1.92 1.51 0.37 0.69 0.73 0.64 0.52 0.38 0.72 0.77 0.69 0.55
3 1.69 2.15 1.91 1.81 1.44 0.40 0.59 0.55 0.54 0.42 0.41 0.62 0.56 0.56 0.44
4 1.98 2.25 1.86 1.73 1.41 0.50 0.61 0.51 0.47 0.36 0.52 0.63 0.53 0.49 0.38
8 2.98 2.47 2.14 2.03 2.03 0.74 0.64 0.56 0.54 0.60 0.79 0.68 0.59 0.57 0.65
Panel C: SMT Trading Signal
K 1 2 3 4 8 1 2 3 4 8 1 2 3 4 8
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
1 2.60 7.26 9.62 8.67 7.40 21.79 16.27 14.27 12.66 10.32 0.41 1.51 2.16 2.11 2.17
2 12.76 14.60 14.78 11.01 9.14 22.73 18.65 16.16 15.32 12.68 1.91 2.66 3.33 2.40 2.24
3 19.99 18.29 13.31 9.70 10.74 22.58 19.18 17.17 16.26 13.55 3.07 3.29 2.62 1.98 2.40
4 18.65 14.93 10.53 9.83 7.23 22.85 20.02 18.35 17.17 14.40 2.79 2.61 1.93 1.83 1.50
8 9.76 6.21 8.32 9.79 12.24 24.34 21.76 20.30 19.32 15.91 1.24 0.90 1.31 1.67 2.28
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
1 1.02 1.80 2.34 2.18 1.97 0.12 0.45 0.67 0.69 0.72 0.12 0.47 0.71 0.71 0.76
2 2.73 3.57 3.79 2.65 2.28 0.56 0.78 0.92 0.72 0.72 0.59 0.86 0.98 0.76 0.77
3 5.60 5.08 3.23 2.29 2.64 0.89 0.95 0.78 0.60 0.79 0.95 1.01 0.83 0.64 0.88
4 4.89 3.60 2.40 2.29 1.85 0.82 0.75 0.57 0.57 0.50 0.92 0.82 0.63 0.65 0.56
8 1.95 1.46 1.85 2.18 2.96 0.40 0.29 0.41 0.51 0.77 0.40 0.29 0.42 0.52 0.85
Table 4.6.: Time-Series Momentum with Weekly Portfolio Rebalancing
The table presents the annualised mean return, the annualised volatility, the Newey and West (1987) t-statistic of the mean return,
the dollar growth, the annualised Sharpe ratio and the annualised downside-risk Sharpe ratio by Ziemba (2005) for various (J,K)
time-series momentum strategies, where J denotes the lookback period and K denotes the investment horizon, both measured in
weeks. The portfolio rebalancing takes place at the end of each Wednesday and the momentum signals are: (a) SIGN: the sign
of past return, (b) MA: the moving average crossovers between a J-month lagging indicator and a 1-month leading indicator, (c)
SMT: the t-statistic of a statistically meaningful time trend by Bryhn and Dimberg (2011). The time-series momentum strategy
is the volatility-adjusted (using the 30-day Yang and Zhang (2000) estimator) weighted average of the individual momentum
strategies. The dataset covers the period November 1, 1999 to October 30, 2009.
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period and a 1-month holding period, i.e. in the region that the SMT signal performs poorly (see for
instance the (1,1) monthly strategy in Table 4.4).
Lastly, Table 4.7 presents the performance statistics for time-series momentum strategies with daily
frequency of rebalancing (J and K are now measured in days). A number of new patterns arise. First,
there are very slight signs of daily momentum, which are interestingly scattered in various regions depend-
ing on the trading signal. Using the SIGN signal, significant -even at 1% significance level- momentum
patterns are identified when the lookback period is equal to 30 days and the holding horizon is 1, 3 or 5
days. In contrast, using the SMT signal, momentum patterns are identified for shorter lookback periods
that range between 3 to 15 days and longer holding horizons of 15 or 30 days. Lastly, the MA signal
seems to loosely behave like the SMT signal, but it is indeed the weakest momentum signal for daily
strategies leading on average to insignificant ex-post performance. Contrary to the monthly and weekly
frequencies of portfolio rebalancing, it is not the SMT signal, but the SIGN signal the one that offers the
largest mean return throughout the grid of daily strategies, equal to 13.75% and a SR of 0.83 for the (30,1)
strategy. However, the SMT signal still generates better performance than the SIGN signal in terms of
mean return in 21 out of 30 strategies in the grid, but the differences are relatively smaller compared to
the monthly and weekly results and consequently the SMT strategies are penalized in the SR statistic due
to the increased -by construction- ex-post volatility.
Second and most importantly, the daily strategies reveal an important feature of time-series strategies,
that of the very short-term reversal. In particular the (3,1) generates a statistically significant -at the 5%
level for the SMT signal and at the 10% level for the SIGN and MA signals- negative return that reaches
even -13.38% annualised for the SMT signal, resulting in an almost 80% decrease of the initial investment
at the beginning of my 10-year period. This is the only instance across all trading signals and rebalancing
frequencies that a statistically and economically significant reversal pattern is documented.
4.5. Concluding Remarks
The time-series momentum strategy refers to the trading strategy that results from the aggregation of
various univariate momentum strategies on a volatility-adjusted basis. This chapter builds on recent work
by Moskowitz et al. (2011) that focuses on the profitability of time-series momentum strategies in futures
markets and extends it by exploring monthly, weekly and daily frequencies of portfolio rebalancing for a
broad grid of lookback and holding periods. The availability of a unique dataset of intra-day quotes for
12 futures contracts allows the investigation of two important aspects of the strategy that have not been
studied in detail in the past, namely the efficiency of the volatility estimation procedure that is crucial
for the aggregation of the univariate strategies and the trading signal that is used to build the univariate
strategies.
The main findings of the chapter are next summarized. First, a novel overview of momentum trading
signals is presented and the results show that the information content of the price path throughout the
lookback period can be used to provide more descriptive indicators of the intertemporal price trends and
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Panel A: SIGN Trading Signal
K 1 3 5 10 15 30 1 3 5 10 15 30 1 3 5 10 15 30
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
3 -8.92 -0.54 1.04 2.01 3.04 2.84 16.08 11.67 9.65 7.17 6.18 5.09 -1.89 -0.16 0.36 0.98 1.62 1.84
5 -1.60 2.76 3.07 3.59 5.00 3.81 16.47 14.19 12.30 9.71 8.49 6.97 -0.32 0.65 0.84 1.25 1.93 1.79
10 3.39 3.48 3.28 4.60 5.87 3.89 16.19 15.08 14.31 12.86 11.71 9.72 0.69 0.79 0.76 1.17 1.65 1.29
15 4.88 4.02 4.73 5.69 6.12 4.04 16.44 15.35 14.90 14.13 13.37 11.36 0.96 0.85 1.04 1.35 1.52 1.13
30 13.75 12.73 10.05 7.24 7.29 6.04 16.62 16.23 16.07 15.79 15.44 13.96 2.71 2.57 2.06 1.50 1.52 1.35
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
3 0.35 0.88 1.06 1.20 1.34 1.32 -0.55 -0.05 0.11 0.28 0.49 0.56 -0.55 -0.05 0.11 0.28 0.50 0.56
5 0.74 1.20 1.27 1.38 1.61 1.44 -0.10 0.19 0.25 0.37 0.59 0.55 -0.10 0.20 0.25 0.37 0.60 0.55
10 1.24 1.27 1.26 1.47 1.70 1.42 0.21 0.23 0.23 0.36 0.50 0.40 0.21 0.23 0.23 0.36 0.50 0.40
15 1.43 1.34 1.45 1.62 1.71 1.42 0.30 0.26 0.32 0.40 0.46 0.36 0.30 0.26 0.32 0.41 0.46 0.35
30 3.54 3.22 2.45 1.85 1.87 1.68 0.83 0.78 0.63 0.46 0.47 0.43 0.86 0.81 0.64 0.46 0.47 0.43
Panel B: MA Trading Signal
K 1 3 5 10 15 30 1 3 5 10 15 30 1 3 5 10 15 30
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
3 -8.04 -0.68 2.89 3.25 3.99 3.53 15.68 12.32 10.71 8.21 7.14 5.92 -1.70 -0.19 0.91 1.35 1.85 1.94
5 -2.69 4.27 5.20 4.76 5.74 4.13 15.93 13.54 12.16 10.01 8.94 7.51 -0.54 1.07 1.45 1.61 2.13 1.79
10 1.47 3.28 3.62 4.46 6.21 4.17 16.12 14.61 13.65 12.22 11.34 9.72 0.29 0.75 0.89 1.21 1.81 1.37
15 5.00 4.86 5.07 6.00 6.72 4.35 16.20 15.04 14.37 13.41 12.70 11.13 0.99 1.06 1.16 1.48 1.74 1.24
30 8.88 7.83 7.70 7.62 8.04 6.82 16.32 15.66 15.39 14.91 14.45 13.18 1.73 1.62 1.64 1.68 1.80 1.62
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
3 0.39 0.86 1.27 1.35 1.47 1.41 -0.51 -0.05 0.27 0.40 0.56 0.60 -0.50 -0.06 0.27 0.39 0.56 0.60
5 0.67 1.41 1.58 1.55 1.73 1.48 -0.17 0.32 0.43 0.48 0.64 0.55 -0.17 0.32 0.44 0.48 0.65 0.55
10 1.02 1.25 1.32 1.46 1.77 1.46 0.09 0.22 0.27 0.37 0.55 0.43 0.09 0.23 0.27 0.36 0.55 0.43
15 1.46 1.46 1.51 1.68 1.83 1.47 0.31 0.32 0.35 0.45 0.53 0.39 0.32 0.33 0.35 0.44 0.53 0.39
30 2.17 1.97 1.95 1.95 2.05 1.84 0.54 0.50 0.50 0.51 0.56 0.52 0.56 0.51 0.50 0.51 0.55 0.51
Panel C: SMT Trading Signal
K 1 3 5 10 15 30 1 3 5 10 15 30 1 3 5 10 15 30
J Annualized Mean (%) Annualized Volatility (%) NW t-statistic
3 -13.38 -0.35 1.97 2.85 3.98 3.64 18.96 13.49 11.34 8.48 7.35 6.05 -2.31 -0.09 0.58 1.16 1.80 1.96
5 0.77 3.90 3.54 4.89 6.83 5.63 21.66 17.67 15.10 12.36 11.08 9.46 0.11 0.71 0.76 1.29 2.02 1.95
10 2.63 7.33 5.71 7.84 10.78 5.77 22.15 19.20 17.62 15.36 14.17 12.58 0.39 1.26 1.06 1.62 2.45 1.45
15 7.02 7.42 5.79 10.59 9.83 7.59 22.88 20.43 18.97 16.87 15.65 13.82 1.01 1.18 0.99 2.09 2.06 1.75
30 11.67 11.92 10.91 5.00 3.52 5.71 23.51 21.92 20.80 18.96 17.84 16.00 1.62 1.81 1.74 0.84 0.63 1.10
J Dollar Growth Sharpe ratio Downside-Risk Sharpe ratio
3 0.21 0.88 1.15 1.29 1.46 1.42 -0.71 -0.03 0.17 0.34 0.54 0.60 -0.71 -0.03 0.18 0.34 0.55 0.60
5 0.85 1.27 1.28 1.53 1.89 1.70 0.04 0.22 0.23 0.40 0.62 0.60 0.04 0.22 0.24 0.40 0.63 0.60
10 1.02 1.75 1.53 1.98 2.72 1.66 0.12 0.38 0.32 0.51 0.76 0.46 0.12 0.39 0.33 0.51 0.77 0.46
15 1.57 1.73 1.50 2.56 2.41 1.97 0.31 0.36 0.31 0.63 0.63 0.55 0.31 0.37 0.31 0.64 0.63 0.55
30 2.48 2.65 2.45 1.39 1.22 1.57 0.50 0.54 0.52 0.26 0.20 0.36 0.50 0.55 0.53 0.26 0.20 0.36
Table 4.7.: Time-Series Momentum with Daily Portfolio Rebalancing
The table presents the annualised mean return, the annualised volatility, the Newey and West (1987) t-
statistic of the mean return, the dollar growth, the annualised Sharpe ratio and the annualised downside-
risk Sharpe ratio by Ziemba (2005) for various (J,K) time-series momentum strategies, where J denotes
the lookback period and K denotes the investment horizon, both measured in days. The portfolio re-
balancing takes place at the end of each day and the momentum signals are: (a) SIGN: the sign of past
return, (b) MA: the moving average crossovers between a J-month lagging indicator and a 1-month
leading indicator, (c) SMT: the t-statistic of a statistically meaningful time trend by Bryhn and Dim-
berg (2011). The time-series momentum strategy is the volatility-adjusted (using the 30-day Yang and
Zhang (2000) estimator) weighted average of the individual momentum strategies. The dataset covers
the period November 1, 1999 to October 30, 2009.
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therefore to avoid eminent price reversals. Time-series momentum portfolios that are based on trend-
related signals dominate -in terms of ex-post mean return, dollar growth, positive skewness and turnover-
similar portfolios based on the traditional momentum signal, the sign of past return. Second, for a broad
grid of lookback and holding periods, I document strong momentum patterns at the monthly frequency
that partly reverse after the first year of investment, relatively strong momentum patterns at the weekly
frequency for up to 8 weeks of investment and scarce momentum patterns at the daily frequency. In fact,
significant reversal effects are documented for the momentum portfolio that is built using information
from the last 3 days and held only for the following trading day. Finally, it is empirically shown that
the volatility adjustment of the constituents of the time-series momentum is critical for the resulting
portfolio turnover. The use of more efficient estimators like the Yang and Zhang (2000) range estimator
can substantially reduce the portfolio turnover and consequently the transaction costs for the construction
and rebalancing of the portfolio.
Time-series momentum profitability implies strong autocorrelation in the individual return series of the
contracts. From a theoretical perspective, this finding poses a substantial challenge to the random walk
hypothesis and the market efficiency. The objective of this study is not to explain which mechanism is at
work, but the fact that the source of this predictability is merely a single-firm effect relates the empirical
findings of the chapter to two strands of literature, namely the rational and behavioural models that en-
dogenise serial autocorrelation in the return series of an asset. For instance, Berk et al. (1999), Chordia
and Shivakumar (2002) and Johnson (2002) justify the existence of time-series return predictability and
consequently momentum profitability as compensation for bearing time-varying risk. Instead, Barberis
et al. (1998), Daniel et al. (1998) and Hong and Stein (1999) develop theories of investor irrationality and
attribute time-series return predictability to cognitive biases that affect investment decisions. Given the
existence of this broad range of rational and behavioural attempts to explain the momentum patterns, the
need for a unified theoretical explanation remains a fertile ground for future research.
From an investment perspective, the findings of the chapter are clearly interesting. Future research on
the appropriate sizing of the univariate time-series momentum strategies, instead of ordinary volatility-
adjusted aggregation, appears fruitful and challenging. Similarly challenging appears to be the part of
research that could optimally combine various frequencies of portfolio rebalancing as this would closer
mimic investor’s behaviour.
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5. Conclusions & Future Research
This thesis builds on one of the most prevalent asset pricing anomalies, namely the momentum effect,
and investigates its profitability both in the cross-section of asset returns and in the time-series of indi-
vidual return series. From what has been discussed so far and in line with the existing literature, the
explanation of the patterns is bilateral. The evidence of this thesis is consistent with both a behavioural
overreaction-to-private-information and underreaction-to-public-information explanation and a rational
explanation under which the abnormal premia of cross-sectional momentum strategies, and more gen-
erally long-short cross-sectional strategies, are justified as ex-ante compensation for bearing correlation
risk. These findings, which are achieved by means of recent numerical methodologies like the Ensem-
ble Empirical Mode Decomposition of chapter 2 and by means of new datasets like the correlation swap
dataset of chapter 3 and the high-frequency futures dataset of chapter 4, constitute novel contributions to
the literature. This section aims to provide an overview of these contributions and to reveal future research
paths.
5.1. General Conclusions
The first topic of the thesis focuses on cross-sectional equity momentum patterns (Jegadeesh and Titman
1993, 2001) and reveals that momentum profitability is largely dependent on conditioning information
related to various frequencies of intrinsic price fluctuations throughout the lookback period. In particu-
lar, the results show that momentum patterns are more pronounced among stocks with the largest high
frequency price variability and among stocks with the least low frequency price variability. High fre-
quencies of price fluctuations are shown to be largely related to the standard measure of volatility, which
constitutes piece of information that is readily available to the investment world. Instead, low frequencies
of price fluctuations can be assumed as a piece of private information available only to sophisticated in-
vestors. These observations are consistent with an overreaction-to-private-information and underreaction-
to-public-information explanation of cross-sectional momentum patterns in line with Daniel et al.’s (1998)
behavioural theory.
With regards to the practical implications of implementing a cross-sectional momentum strategy, the
results show that the profits from this strategy are robust to realistic levels of transaction costs. In fact, a
6-month holding period appears to be the optimal tradeoff horizon between the short-term and the longer-
term effect of the transaction costs. Furthermore, simple risk management policies that employ stop-loss
rules are shown to improve the performance of strategies with long-term holding horizon. It is found
that this efficacy of the stop-loss rules lies on the fact that they discard big and growth stocks from the
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momentum portfolios and essentially show preference for small and value stocks. This result, in turn, is
indirectly consistent with the hypothesis that the former groups of stocks achieve higher levels of price
efficiency and therefore realise their momentum potential faster than the latter groups of stocks, for which
momentum patterns appear to be more robust and long-lasting potentially due to low analyst coverage
and slower information diffusion in line with Hong et al. (2000) and Zhang (2006b). This latter effect
provides another channel of support to the behavioural underreaction-to-public-information explanation
of momentum patterns.
The second topic offers a risk-based interpretation of the abnormal premia of cross-sectional momen-
tum portfolios and other commonly used long-short factor-mimicking portfolios like the Fama and French
(1993) size and value factors. In particular, building on the fact that large equity market declines are ac-
companied by increases in stock correlations (Longin and Solnik 2001, Moskowitz 2003), which, in turn,
constitute an important source of risk for diversified equity portfolios, it is first shown that correlation risk
is indeed priced in the cross-section of stock returns and carries a significantly negative risk premium, in
line with recent evidence by Driessen et al. (2009), Krishnan et al. (2009), Buraschi, Kosowski and Tro-
jani (2011), and Buraschi, Trojani and Vedolin (2011). Using a correlation risk factor that is constructed
by means of a novel dataset on correlation swaps, it is then documented that a significant part of long-short
cross-sectional size, value and momentum premia can be interpreted as ex-ante compensation for bearing
correlation risk and does not constitute -at least to some extent- an indication of market inefficiency.
In an effort to explore the reasons why a long-short strategy is exposed to equity market correlations,
special attention is paid on the effect that institutional changes in the asset management industry have on
stock returns and correlations. Arguably, it is reasonable to expect that the trading behaviour of long-
short equity funds can potentially constitute an important driver of equity prices (in support to Malkiel
and Saha 2005) and correlations. The evidence shows that the inflow of capital into long-short hedge
fund strategies coincides with increases in the realized equity market correlation, and consequently with
decreases in the price of insurance (implied correlation of a correlation swap contract) against unexpected
correlation surprises, as measured by the ex-post market-wide realized correlation.
Finally, the third topic of the thesis examines the mechanics and the profitability of time-series mo-
mentum strategies (Moskowitz et al. 2011) in futures markets. The evidence shows that time-series mo-
mentum patterns are strong at the monthly frequency of rebalancing (in support to Moskowitz et al. 2011),
relatively strong at the weekly frequency and relatively weak at the daily frequency. In fact, significant
reversal effects are documented at the very short-term horizon. These patterns, in contrast to the cross-
sectional patterns, rely heavily on the serial correlation/predictability of the asset’s return series and can
be justified either as compensation for bearing time-varying systematic risk (e.g. Berk et al. 1999, Chordia
and Shivakumar 2002, Johnson 2002, Sagi and Seasholes 2007) or as evidence of investor irrationality
(e.g. Daniel et al. 1998, Barberis et al. 1998, Hong and Stein 1999).
The construction of the time-series momentum portfolio involves the aggregation of volatility-adjusted
univariate strategies (Moskowitz et al. 2011). Each univariate momentum strategy is, in turn, formed
based on a trading signal estimated over a certain lookback period. Evidently, this strategy involves two
key components that are not part of the cross-sectional methodology, namely the momentum trading sig-
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nal for the construction of each univariate strategy and the volatility estimates for the aggregation of the
univariate strategies. After employing a family of trading signals that capture some feature of past per-
formance, it is found that signals, which are generated by fitting a linear trend on the asset price path,
generate superior out-of-sample momentum performance by maximising the ex-post average return and
the wealth growth and by minimising the portfolio turnover. As far as the efficiency of the volatility esti-
mation is concerned, it is empirically shown that the high frequency realized variance estimator Andersen
and Bollerslev (1998) is superior to the other estimators, due to the use of high frequency intra-day price
information. Additionally, the Yang and Zhang (2000) range estimator constitutes the second best choice
for volatility estimation, especially when intra-day information is not available, since it only needs daily
information for opening, closing, high and low prices, which is in general available to the investment
world for most traded assets. Hence, the Yang and Zhang (2000) range estimator constitutes the optimal
tradeoff between efficiency, ex-post turnover and the necessity of intra-day high-frequency data.
5.2. Limitations & Future Research
The findings of the thesis give rise to various directions of future research in an effort first to allevi-
ate potential limitations of current methodologies and second to provide more robust explanation of the
phenomena.
First and foremost, the ground for a theoretical explanation of the momentum patterns remains fertile.
Either behavioural or risk-based, the sound empirical findings call for a unified theoretical framework
that captures jointly these cross-sectional and time-series effects. Regarding the cross-sectional patterns,
it would also be important to identify which part of the profitability is attributed to cross-sectional differ-
ences in mean returns and which part is attributed to positive serial autocorrelation of individual security
returns. Clearly, the latter effect is the one and only source of time-series patterns. Besides, it is also inter-
esting to apply the methodologies of the entire thesis and investigate if the findings hold across industries
and across other asset classes apart from equities and futures.
Regarding the limitations of the methodology of chapter 2, it must be stressed that the decomposition
of a stock’s price path into a family of intrinsic contemporaneous fluctuations and a long term trend is not
observable, nor can it be directly generated by some market trading mechanism procedure. In contrast,
these intertemporal variations need to be technically extracted from the stock price time series. Hence,
straightforward economic interpretation of the components is not easy. Future research can therefore
focus, on one hand, on different decomposition techniques and, on the other hand, on the economic
characterisation of the intrinsic price fluctuations at different frequencies.
Regarding the findings of chapter 3, it is evident that a rational model that justifies the existence of
a correlation risk premium in long-short equity strategies should be the ultimate objective. Future work
should also study the relationship between capital flows into funds that employ long-short equity strategies
and idiosyncratic equity volatilities. It might well be the case that if correlation risk is priced in the cross-
section of stock returns then idiosyncratic volatility of the stocks should be reduced.
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Finally, regarding the findings of chapter 4, one important challenge is to investigate whether the results
hold for a larger dataset consisting of more futures contracts. Furthermore, future research should focus
explicitly on the appropriate sizing of the univariate time-series momentum strategies, instead of using
volatility-adjusted aggregation. Moreover, given the fact that time-series momentum and reversal patterns
are strong at various frequencies of portfolio rebalancing, it would be important from an investment
viewpoint to explore the optimal combination of strategies with multiple frequencies of rebalancing.
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Appendices
A. Empirical Mode Decomposition
This appendix section presents the empirical tool that is used, in order to identify the long-term trend
and the contemporaneous intrinsic variations of a stock price process. Theoretically, there exist numer-
ous filtering techniques that can isolate intrinsic oscillations of a time-series data set, each with specific
conditions of application, advantages and disadvantages.
Trying to get the less parameterized and more data-driven intrinsic specification of a stock price path,
I decide to use a recent numerical method, known as the Ensemble Empirical Mode Decomposition
(EEMD) introduced by Wu and Huang (2009), which is an extension of the Empirical Mode Decomposi-
tion (EMD), by Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu (1998) and Huang, Shen and
Long (1999). Briefly, the EMD/EEMD77 methodology was developed in order to analyse and characterise
the most obscure and complicated class of signals, that of non-stationary and nonlinear data series78. The
EMD/EEMD methodology has been scarcely applied to financial data. Huang, Wu, Qu, Long, Shen and
Zhang (2003) apply EMD to mortgage rate data, Wu, Huang, Yu and Chiang (2006) and Wu (2007) use
EMD to explore the phase correlation between US stock indices and foreign exchange rates respectively,
whereas Zhang, Lai and Wang (2008) apply EEMD to crude oil prices.
A.1. Intrinsic Mode Functions
The EMD/EEMD decomposes a data series into a finite and well-specified number of almost orthogonal
components, known as the Intrinsic Mode Functions (IMF) and a non-cyclical residual that represents the
long-term trend of the series. In general, every decomposition technique can be regarded as the projection
77For completeness, it should be mentioned that the EMD/EEMD procedure is the first step of an adaptive two-step decom-
position transform that captures the instantaneous properties of a signal, known by the name of Hilbert-Huang Transform
(HHT) and introduced by Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu (1998). Further information on the
functionality of the complete HHT can be found in Huang et al. (1999), Rilling, Flandrin and Gonc¸alves (2003), Huang and
Shen (2005), Kizhner, Blank, Flatley, Huang, Petrick, Hestnes, Center and Greenbelt (2006), Huang and Wu (2007), Huang
and Wu (2008) and Rato, Ortigueira and Batista (2008).
78Examples of EMD/EEMD application to non-stationary and nonlinear datasets: blood pressure (Huang, Shen, Huang and
Fung 1998, Yeh, Lin, Shieh, Chen, Huang, Wu and Peng 2008), ocean waves (Huang et al. 1999), climate variations (Wu,
Schneider, Hu and Cao 2001), heart rate analysis (Echeverrı´a, Crowe, Woolfson and Hayes-Gill 2001), earthquake motion
(Asce, Ma, Asce and Hartzell 2003), molecular dynamics (Phillips, Gledhill, Essex and Edge 2003), ocean acoustic data
(Oonincx and Hermand 2004), solar cycles (Coughlin and Tung 2004), electrocardiogram (ECG) denoising (Weng, Blanco-
Velasco and Barner 2006) and many other.
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of the original data series into an appropriately chosen set of basis functions79. The great virtue of the
EMD/EEMD methodology is its adaptability to the data series’ instantaneous characteristics in such a way
that the basis set of functions is only determined a posteriori, since it is derived directly from the dataset
itself in a dynamic and data-driven way. Importantly, the IMF components constitute the result and the
basis set of the decomposition at the same time; one could think of it as an one-to-one correspondence
between the projection components of the dataset and the set of basis functions. This property justifies
the term “intrinsic” in the name of the resulting components.
For the purposes of chapter 2, it is exactly these IMF components that represent the contemporaneous
oscillating price perturbations around the long-term trend that form the stock process according to the
equation (2.2), which is restated here for convenience,
S(t) =
n
∑
i=1
ci(t)+ p(t).
More strictly, an intrinsic mode function ci(t) is in general any function that satisfies the following two
conditions (Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu 1998):
1. in the entire dataset, the number of extrema (minima and maxima) and the number of zero crossings
must be either equal or differ at most by one,
2. at any point, the mean value of the envelope defined by the local maxima and the envelope defined
by the local minima is zero; this practically implies that all its maxima are positive and all minima
are negative.
The key feature of IMF’s is that each one of them represents one simple oscillating mode80 that is in-
trinsic to the original dataset. By definition, in each cycle (subinterval bounded by consecutive zero
crossings), an IMF involves a single mode of oscillation and as a consequence, no complex riding waves
are -theoretically- permitted. Thus, an IMF can even be non-stationary data series. Importantly, the time
scale of changes for each component can optimally have a physical interpretation, thus leading to a robust
and detailed description of the decomposed data series.
A.2. The Decomposition Technique and the Sifting Process
Consider the general case of a stochastic process observed and recorded over time, like the price process
of a stock, S(t), that is observed over some lookback period. It is expected at each time instant that
S(t) consists of more than one oscillatory intrinsic modes superimposed to a non-oscillatory long-term
trend. Rilling et al. (2003) and Rilling, Flandrin and Gonc¸alves (2005) argue that for each period of time
between two consecutive extrema, S(t) can include a fast-oscillating part, known as the local detail, and a
corresponding slow-oscillating part, known as the local trend, so that it can be written as the summation
79For instance, in the Fourier series expansion, a signal is projected into an infinite number of sine and cosine functions, which
form the basis set of the expansion. Evidently, the basis set of Fourier expansion is known a priori.
80One could consider this oscillation mode as the generalized concept of the simple harmonic function (sine/cosine) of the
Fourier series expansion with variable frequency and magnitude.
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of those two parts. The purpose of the EMD is to disentangle these two parts and in general to even split
these parts in further subparts of relatively faster and lower oscillating modes81, thus resulting in the IMF
components. The EMD performs successfully only if the following conditions hold82:
• The original data series S(t) has at least two extrema, i.e. one maximum and one minimum,
• the characteristic time scale is defined by the time lapse between the extrema and
• when S(t) does not exhibit any extrema, it should contain inflection points83 and thus it can be
differentiated once or twice to reveal the extrema. In that case, the final results are obtained by
integration of the resulting components.
The extraction of each IMF component from S(t) is carried out by a data-driven filtering procedure
called the sifting process, because the whole process really looks like an iterative sifting of the given
dataset that tries to dynamically define the local extrema and thus produce the respective oscillation mode.
Following Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu (1998), the procedure begins by
identifying all the minima and maxima of S(t), and then connecting them via the cubic spline interpolation
technique, in order to come up with the lower and the upper envelope respectively. Let the mean value
of the two envelopes be denoted by m1,0(t), which, when subtracted from S(t), yields the so called first
“proto-IMF”, h1,0(t),
m1,0(t) =
1
2
[Upper(S(t))+Lower(S(t))] (A.1)
h1,0(t) = S(t)−m1,0(t). (A.2)
Ideally, h1,0(t) satisfies the IMF conditions. In practice, this is not the case and h1,0(t) exhibits new local
extrema that need further sifting, in order to come up with the first, fastest-oscillating IMF component.
The sifting process tries to eliminate any riding waves and thus ends up with symmetric wave profiles.
One could think of it as zooming locally in the evolution of the data series, discarding any long-term
trend and capturing the local activity, which ideally should have a symmetric (around zero) profile. As
a consequence, h1,0(t) is next treated as the original data series and is further analyzed, so that after M1
siftings the IMF conditions are met and thus the first IMF, denoted by c1(t), is produced (in the following
equations, the dependence in time (t) is dropped, in order to simplify the expressions),
h1,1 = h1,0−m1,1
⇒ h1,2 = h1,1−m1,2
...
⇒ h1,M1 = h1,M1−1−m1,M1 (A.3)
⇒ c1 = h1,M1 . (A.4)
81This discrimination of relative faster and lower oscillating modes applies only locally and should not be regarded as a prede-
fined sequential band filtering, like for instance in wavelet approach.
82Note that these restrictions are almost always satisfied and should not be regarded as limitations to EMD/EEMD application.
83An inflection point is a point on a curve, where the curvature changes sign, going from convex to concave or vice versa.
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It is evident that c1(t) contains the fastest oscillating mode that is intrinsically present in the evolution
of the stock price process S(t) or equivalently the shortest-term fluctuations of S(t), the time scale of
which is defined by the mean duration of a cycle between two successive extrema (alternative definitions
of the mean period make use of the time between successive zero-crossings or even between successive
curvature extrema as in Huang et al. (1999)). This finest detail of the stock price path should represent
the price reaction to short-lived news announcement and to high-frequency trading mechanisms.
Once the first IMF has been extracted, the remainder r1(t) = S(t)−c1(t) can be considered as a natural
smooth version of the original dataset, since the finest-scale details have been removed. However, this
residual potentially still contains lower-frequency oscillating modes and hence it needs further sifting, so
as to come up with the remaining IMF components, till the residual of the decomposition is a monotonic
function or contains only two extrema, and further sifting is infeasible (i.e. no other intrinsic oscillating
behavior can be captured). The second IMF, c2(t), is thus identified by sifting the residual r1(t) (for M2
sifting steps), which is now treated as the original data. The same procedure is repeated as indicated, until
the n IMF components and the final residue p(t)≡ rn(t), which cannot be further sifted, are extracted,
c2 = h2,M2
r2 = r1− c2⇒ c3 = h3,M3
...
ri = ri−1− ci⇒ ci+1 = hi+1,Mi+1 (A.5)
...
p≡ rn = rn−1− cn (A.6)
Typically, for a data span of T data points of S(t), the number of IMF components extracted (including
the residue) is at most O(log2(T )) (Wu et al. 2001, Flandrin and Gonc¸alves 2005)).
By construction, the IMF components, {ci(t)}ni=1, capture gradually longer-term fluctuations of the
stock price process S(t), since the number of extrema is continuously decreasing when going from one
residual ri(t) to the next. This argument guarantees that the decomposition process will finally be com-
pleted and furthermore the last residual p(t) = rn(t) is either a constant or a monotonic function or even
a function with only one minimum and one maximum, from which no further oscillating mode can be
extracted. Roughly speaking, the residual should be the least “oscillating” mode of the original data se-
ries S(t) (strictly speaking, it should exhibit no oscillations), thus providing an indication of the long-term
trend of the price process. Finally, note that the number of siftings Mi for the extraction of the ith IMF is
not a constant number, but it is dependent on the local behavior of S(t) and intuitively should be generally
larger for the first components, where detailed sifting is necessary in order to capture the shortest period
changes.
Given the result of the decomposition, the original dataset S(t) can be written as the exact sum of the
IMF’s and the residue p(t). In order to simplify notation and have a more generic representation of the
138
EMD procedure, I improperly define an (n+1)th artificial mode cn+1(t) to be equal to the residue p(t),
{ci(t)}n+1i=1 = EMD [S(t)] (A.7)
⇔ S(t) =
n
∑
i=1
ci(t)+ p(t) =
n+1
∑
i=1
ci(t) (A.8)
The last important aspect of the sifting process that needs special attention is the identification of a
“proper” stopping criterion that renders each IMF physically meaningful84. Following the above discus-
sion, given the adaptive and dynamic nature of EMD, there is no theoretically unique stopping criterion
of the sifting process and hence several criteria have been proposed in the relevant literature85.
Briefly, Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu (1998) suggest a Cauchy-like ad-hoc
convergence criterion, where the sifting process stops, when the size of the standard deviation between
two consecutive candidates for an IMF is limited in the interval [0.2,0.3]. This choice of criterion is not
related to the properties of the IMF’s at all and for that reason Huang et al. (1999) suggest the S-criterion,
under which the sifting should stop, when the number of extrema equals the number of the zero crossings
(or at most differ by one) for S consecutive sifting results, where the number S needs to be determined
most of the times by trial-and-error; values in the range of 3 ≤ S ≤ 5 seem to be a successful stoping
criterion for the sifting process (Huang, Wu, Long, Shen, Qu, Gloersen and Fan 2003). Obviously, as
the number of S increases, the number of necessary sifting iterations increases and over-sifting can have
devastating effects on the extracted IMF components. To alleviate the detrimental over-sifting, Rilling
et al. (2003) suggest the use of two thresholds, in order to guarantee both globally small fluctuations in
the IMF and at the same time allow for locally large excursions of the mean value, which theoretically
should be close to zero. Another way of safeguarding against over-sifting is to impose a limit to the
total number of siftings, M, for the extraction of the IMF components. Intuitively, such a limitation is
practically only useful when S is a relatively large number and as a consequence may potentially result
in infinite sifting loops. As pointed out in Huang, Wu, Long, Shen, Qu, Gloersen and Fan (2003), the
number of maximum sifting steps is not as critical as the stopping criterion of the sifting process and for
that reason it should have a relatively large value in order to guarantee that the stopping criterion is at
least marginally satisfied.
84By definition, the sifting process tries to eliminate any riding waves and at the same time make the components’ profile
more symmetric around zero. In this way, the instantaneous properties of the dataset are pronounced, whereas any trends
and long-term variations are suppressed. This could -naively- be achieved by running the sifting process as many times as
needed to satisfy the above requirements. Nevertheless, as pointed out in Huang, Wu, Long, Shen, Qu, Gloersen and Fan
(2003), the continuous sifting of the dataset to the direction of satisfying these requirements leads to neighboring waves of
a single IMF to have more even amplitudes, i.e. the IMF gets smoother and as a consequence the amplitude fluctuations are
extensively suppressed. In fact, a trade off exists between the satisfaction criteria of the IMF components and the loss of
intrinsic information that is supposed to be captured by the IMF components, due to over-sifting. Therefore, the number of
iterations (i.e. the stopping criterion) of the sifting process should be determined by the above trade off.
85Other parameters and features for the sifting process, which are out of the scope of this thesis are (a) the intermittence criterion
(Huang et al. 1999), which accounts for potential mode mixing in an IMF that needs to be filtered out, and (b) the sifting
based on the curvature (Huang et al. 1999) instead of the extrema, which uses higher-order differentiation of the data set in
order to compute the envelopes and thus extract gentle humps that are characterized as hidden scales.
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If anything, the above suggestions reveal an important structural flaw of EMD methodology related to
the stopping criterion of the sifting process, which fortunately is overcome in a very recent alteration of
EMD, the Ensemble EMD, introduced by Wu and Huang (2009) and described in detail in the following
paragraph. Wu and Huang (2009) argue that the new technique is robust to the choice of the stopping
criterion and it is only the total number of siftings per IMF that matters for satisfactory decomposition
outcome; they conclude that a value of M = 10 is almost universally enough for accurate decomposition.
A.3. Ensemble Empirical Mode Decomposition
As discussed above, the EMD is a highly adaptive and data-driven decomposition technique, but is does
suffer from several shortcomings, which limit and sometimes degrade the outcome of the decomposi-
tion, thus questioning its performance and robustness. Setting aside (without however disregarding its
detrimental effects) the variability of the decomposition result for different stopping criteria of the sifting
process, Niazy, Beckmann, Brady and Smith (2009) argue that the most important drawback of the raw
EMD is the frequent appearance of mode mixing. Mode mixing is a phenomenon that is vaguely defined
as either (i) a single IMF that consists of signals of widely disparate scales (frequencies) or (ii) a signal of
similar scale that resides in more than one IMF components. Clearly, such a signal characteristic, which is
normally due to some signal intermittency of the driving mechanisms (e.g. see Huang et al. 1999, Huang,
Wu, Long, Shen, Qu, Gloersen and Fan 2003), swamps the decomposition result, damages irrecoverably
the clean separation of scales and makes the physical interpretation of the resulting components unclear,
if not infeasible.
The caveat of mode mixing was appearing threatening to the robustness of EMD until very recently.
However, Huang, Wu, Long, Shen, Qu, Gloersen and Fan (2003), Wu and Huang (2004), Flandrin, Rilling
and Gonc¸alves (2004), Flandrin and Gonc¸alves (2005), Rilling et al. (2005) show that when EMD is
applied to white noise, it acts as a dyadic filter-bank86 and thus extracts IMF components, whose mean
period is sequentially doubled when moving from one IMF to the next. Using this finding, Wu and Huang
(2009) introduce a major improvement on the EMD, named the Ensemble Empirical Mode Decomposition
(EEMD)87.
In particular, Wu and Huang (2009) suggest that the true outcome of the decomposition and the true
IMF components should be the mean of an ensemble of EMD trials, where each trial consists of the EMD
result of the original data series swamped by a finite-amplitude white noise process, which of course
should have independent realisations across trials. The principle of the EEMD is that the added white
noise acts as an optimal scale reference projection background (Flandrin et al. 2004), and can optimally
86A dyadic filter-bank is a collection of band-pass filters that exhibit identical band-pass region, but neighboring filters cover
half or double of the frequency range of any single filter in the bank.
87Briefly, Wu and Huang (2009) argue that for a generic data set, like the stock price process, S(t), {ci(t)}n+1i=1 = EMD [S(t)]
yields n = O(log2(T ))− 1 IMF components (i.e. at most log2(T )− 1) that suffer from mode mixing. However, for a pure
noise process W (t), results by Huang, Wu, Long, Shen, Qu, Gloersen and Fan (2003), Wu and Huang (2004), Flandrin
et al. (2004), Flandrin and Gonc¸alves (2005), Rilling et al. (2005) indicate a dyadic filter-bank behavior of EMD, so that
{ci(t)}n+1i=1 = EMD [W (t)] yields exactly n = log2(T )− 1 IMF components. It is thus feasible, via the use of EEMD to
eliminate any chances of mode mixing in the decomposition results of the core EMD and achieve this dyadic filter-bank
behavior for the original generic data set, so that {ci(t)}n+1i=1 = EEMD [S(t)] yields exactly n= log2(T )−1 IMF components.
140
map different scales of the original data series to respective IMF components, thus eliminating any mode
mixing effects in the decomposition outcome. Obviously, each EMD trial produces very noisy results,
since the signal to be decomposed has been contaminated with white noise. However, averaging the EMD
result across enough trials should cancel out any noise effects and thus the only persistent part across
trials should be the signal, which in turn is rendered more and more pronounced as the number of trials in
the ensemble mean increases. In a nutshell, using the exact words of Wu and Huang (2009):
“...EEMD utilizes the scale separation capability of the EMD and enables the EMD method to be a
truly dyadic filter bank for any data. By adding finite noise, the EEMD eliminated largely the mode
mixing problem and preserved physical uniqueness of decomposition. Therefore, the EEMD represents a
major improvement of the EMD method.”
The performance of EEMD is extensively compared with that of the original EMD in a recent study
by Niazy et al. (2009). The authors conclude that EEMD constitutes a highly significant improvement
of the EMD, providing robustness, stability and uniqueness of the decomposition result under several
sifting process stopping criteria. Driven by these observations, I decide to use the EEMD as the principal
decomposition technique of the stock price processes for the needs of the thesis.
Before proceeding, it would be useful to outline the EEMD steps and highlight any possible problems
that may arise. Consider again the stock price process S(t) over the lookback period. Application of the
EEMD to S(t) involves the following discrete steps:
1. Original data realisation is contaminated with white noise during the generic kth ensemble trial:
Sk(t) = S(t)+W k(t). (A.9)
2. EMD is applied to noisy Si(t): {
cki (t)
}n+1
i=1
= EMD
[
Sk(t)
]
. (A.10)
3. Repeat steps (1) and (2) for k = 1, ...,NEEMD trials with different realisations of the white noise
process W k(t) each time.
4. Obtain the ensemble mean of resulting IMF’s of the decomposition as the final result:
{ci(t)}n+1i=1 = EEMD [S(t)] (A.11)
⇔ ci(t) = 1NEEMD
NEEMD
∑
k=1
cki (t), i = 1, · · · ,NIMF . (A.12)
where NIMF = n+ 1 = log2(T ) exactly and no longer of order O(log2(T )), thus achieving the dyadic
behavior of the decomposition! The final averaging in step 4 guarantees that the added white noise series
cancel each other to produce the corresponding IMF.
Two issues arise after the introduction of the EEMD and these are the determination of (a) the number
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of ensemble trials, NEEMD, and (b) the amplitude of the white noise process. Intuitively, the mathematical
completeness of the core EMD as shown in equation (A.8) is now violated. The error of the EMD in
equation (A.8) was only bounded by the level of precision of the computer system running the decompo-
sition. However, in the case of EEMD the IMF’s are generated by ensemble noisy means. This procedure
provokes estimation errors between the summation of the decomposed components ∑n+1i=1 ci(t) and the
original dataset S(t). Following Wu and Huang (2009), the larger the number of the ensemble members
and the less the noise amplitude of the noise process, the smaller the error of the decomposition. In par-
ticular, the authors show that if ε denotes the amplitude of the added noise, the final standard deviation of
the error, εEEMD, is:
εEEMD =
ε√
NEEMD
(A.13)
As for the amplitude of the noise, empirical results of Wu and Huang (2009) suggest that if its standard
deviation resides in a region between 0.1− 0.4 of the standard deviation of the original data, and the
ensemble number of trials amounts to a few hundreds, then EEMD is successful in terms of eliminating
the chances of mode mixing and therefore in terms of resulting in a robust and unique decomposition.
A.4. Advantages and Deficiencies of EMD/EEMD and Other Filtering Techniques
There exist numerous filtering techniques that are frequently used for the spectral analysis of time-series
data (for instance refer to Chapter 6 of Hamilton 1994) and evidently all come with their strengths and
shortcomings. Some of the most famous filtering techniques with various applications in natural and
engineering sciences, include the Fourier Transform, the Wavelet Transform (for an application see Yogo
2008), the moving average filter like in Baxter and King (1999) and Harris and Yilmaz (2009), or even
a more generic band-pass filtering approach like the Hodrick and Prescott (1997) filter. Intuitively, the
choice of the appropriate filtering technique is a matter of application.
As it has already been mentioned, EMD/EEMD technique is a robust technique when it comes to
decompose non-stationary and nonlinear data sets, simply because it is totally data-driven and does not
impose any kind of restrictions to the nature of the input data set; restrictions like linearity or stationarity
are of vital importance for any frequency-domain filtering technique like the Fourier/Wavelet Transforms
(e.g. consult Huang, Shen, Long, Wu, Shih, Zheng, Yen, Tung and Liu 1998, Huang and Wu 2008)
or even for the moving average approach (e.g. consult Baxter and King 1999 for an investigation on
truncation errors). Hence, no restrictions or structural and distributional assumptions need to be imposed
in a stock’s price path during the lookback period and for that reason EEMD is regarded as an optimal
choice for the decomposition of the stock price process into contemporaneous oscillating modes.
Unfortunately, the superiority of EMD/EEMD does not come at no cost. In particular, unlike the
Fourier/Wavelet transforms, EMD/EEMD is not a theoretically justified technique, but is more of em-
pirical application. As a consequence, the advantage of having a basis set for the decomposition that is
determined a posteriori and stems straight from the data itself is compromised by the non-existence of
analytic mathematical formulae for the components of this set (in contrast for example to the mathemati-
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cally tractable Fourier Transform, where the a priori basis set is theoretically an infinite collection of sines
and cosines). However, note that this is not a restrictive limitation for the purposes of chapter 2, since a
stock’s price path needs only to be decomposed into intrinsic modes and a long-term trend, having as a
goal to explore the significance of each mode to the momentum patterns. Consequently, for the objective
of that chapter, rigorous mathematical tractability is not compulsory.
Besides, even if the introduction of EEMD smooths out some shortcomings of the core EMD, it in-
troduces some new limitations, whose significance though is incomparably smaller than the significance
of EMD’s limitations, at least as far as the quality of the decomposition result is concerned. First, given
that the final result of EEMD is derived by an ensemble mean of trials of EMD, it is not certified that
the resulting components will strictly satisfy the definition of an IMF. However, the deviations from strict
IMF’s are general small in magnitude (Wu and Huang 2009). Second, the ensemble averaging procedure
that yields the final decomposition outcome cracks down EMD’s mathematical completeness. In particu-
lar, EMD’s decomposition error is only bounded by the level of precision of the computer system running
the decomposition, whereas EEMD’s decomposition error is a function of the ensemble members and the
amplitude of the added noise as shown in equation (A.13). Lastly, the computational complexity of the
decomposition is magnified by the introduction of EEMD, since one decomposition result is achieved not
after one EMD application, as in core EMD, but after NEEMD repetitions of EMD, where this number of
trials may even amount to a few hundreds! Evidently, the latter is potentially the most crucial limitation
that EEMD imposes, but at least the quality of the result is getting better as the number of ensemble mem-
bers NEEMD increases. Needless to say that the computational complexity burden has been highly resolved
for other filtering techniques like the Fourier/Wavelet transforms with fast computational algorithms.
Table A.1 presents a brief comparison between the above discussed filtering techniques by augmenting
Table 1 of Huang and Wu (2008) with more information.
Fourier Wavelet EMD EEMD
Basis Set a priori a priori a posteriori a posteriori
Nonlinearity no no yes yes
Non-stationarity no yes yes yes
Feature no discrete, no; yes yes
Extraction continuous, yes
Theoretical complete complete empirical empirical
Base math. theory math. theory
Computational fast fast relatively slow depending can become
Complexity algorithms algorithms on the data span extremely slow
Mathematical in theory in theory yes (bounded by computer no (error is function of
Completeness precision) noise amplitude and
# of ensemble members)
Table A.1.: Comparison between Filtering Techniques
This table presents the properties of four different filtering techniques: (i) the Fourier Transform, (ii)
the Wavelet Transform, (iii) the Empirical Mode Decomposition and (d) the Ensemble Empirical Mode
Decomposition.
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A.5. Example of EEMD Application
As an indicative example of the functionality of EEMD methodology, I decompose a 6-month price path
that is randomly chosen from the data sample of chapter 2 into its 5 intrinsic mode functions (the sample
path consists of 126 data points, hence we expect log2(126)− 1 = 5 IMF components) and the residual
trend component. For the implementation parameters, the EEMD is applied using NEEMD = 100 EMD
trials, with each trial’s input being contaminated with white noise of standard deviation, ε, being equal
to 0.2 times the standard deviation of the original data. Lastly, each IMF component for each EMD
application is deduced after M = 10 repetitions of the sifting process. The outcome of the decomposition
is presented in figure A.1.
Evidently, the first components capture the short-term fluctuations of the price process and as we move
further towards the last components, the oscillations account for longer-term price shocks. Finally, the
residual can be identified as the long-term trend of the observed data series.
B. Estimation of Book Equity
The book equity value is computed using the methodology of Daniel and Titman (2006) from balance
sheet items collected from Compustat database. At first, I estimate shareholders’ equity using one of
the following choices, if data is available, in the order mentioned: (a) Total Parent Stockholders’ Equity
(item SEQ), (b) Total Common/Ordinary Equity (item CEQ) plus Total Preferred Stock (item PSTK),
(c) Total Assets (item AT) minus Total Liabilities (LT) minus Redeemable Non-controlling Interest (item
MIB). If any of the above is available, then the book equity for this firm year is reported as missing.
Book value is then computed as the difference between the estimated shareholders’ equity and one of the
following choices, if data is available, in the order mentioned: (a) Preferred Stock - Redemption Value
(item PSTKRV), (b) Preferred Stock - Liquidating Value (item PSTKL), (c) Total Preferred Stock (item
PSTK). If any of the above is available, then the book equity for this firm year is reported as missing.
C. Trading Correlation
Correlation constitutes a major determinant of the degree of diversification that is achieved by a portfolio
of assets. Recent empirical evidence shows that pairwise equity correlations are not constant, but instead
time-varying with a tendency to increase in low market states (for example see Erb, Harvey and Viskanta
1994, Longin and Solnik 1995, Longin and Solnik 2001, Ang and Chen 2002, Moskowitz 2003, Skintzi
and Refenes 2005). This empirical finding is clearly important for market participants as it documents
diminishing diversification opportunities under aggressive market moves88.
Following the above stylized facts, the RiskMetrics Group released in December 1998 a correlation
88“In fact, one of the empirical characteristics of the correlation is its strong increase in stressed markets, and this is why
correlation exposure could be considered as a bad risk by portfolio managers.”, August 1, 2007, article “Why the implied
correlation of dispersion has to be higher than the correlation swap strike” in Hedge Funds Review.
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Figure A.1.: Stock sample path and its EEMD result
This figure presents the 6-month stock sample path and the EEMD-decomposed components.
index (RMCI), which is essentially an estimate of the average market-wide correlation, in an effort to
quantify the level of intertemporal diversification (Finger 2000). Since then, the interest in correlation has
been largely increasing and correlation risk is currently actively traded by sophisticated investors (Granger
and Allen 2005), in order to either hedge against extreme correlation events that would cause a significant
drop in the value of their portfolios or to profit from the historically profitable short correlation exposure.
There exist two principal vehicles to trade correlation that are next discussed, namely dispersion trades
and correlation swaps.
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Initially, in the absence of a financial product that is directly exposed to correlation risk, investors
would hedge against correlation shocks (long correlation) indirectly by taking a long position on the
variance of a portfolio of assets (hence long position on individual variances and cross-asset covariances),
and offsetting the exposure to individual variances by a short position on the variance of the portfolio
constituents. Equivalently, shorting correlation involves a short position in index variance and a long
position in constituent variance. The latter trading strategy is known as the dispersion trade and has been
historically profitable due to the relative richness of index variance compared to the individual variance
(see e.g. Granger and Allen 2005, Driessen et al. 2009). Dispersion trades are very popular among market
participants and can be formed using (index and individual) options, straddles (as in Driessen et al. 2009)
or even variance swaps89 (as in Granger and Allen 2005).
Granger and Allen (2005) highlight that the ability of a dispersion trade to isolate correlation exposure is
largely dependent on the weighting scheme that is used to combine the positions in individual variances.
The authors focus on dispersion trades formed by taking opposing positions in index and constituent
variance swaps (also known as variance dispersion trades) and present the two most commonly used
weighting schemes90. The simplest scheme aggregates individual variance swaps using as weights the
(standard) market capitalisation share of each asset and leads to a strategy -vanilla dispersion trade- that
is largely exposed to volatility, even if it is also by construction exposed to correlation changes. Instead,
weighting the individual variance swaps by the implied correlation and the ratio of individual to index
implied volatility results in a strategy -correlation-weighted dispersion trade- that maximises the exposure
to correlation changes. This scheme achieves a zero vega exposure at the initiation of the strategy, but
turns out to be also exposed to the degree of implied volatility dispersion among the constituents of the
portfolio. However, the authors show that the driving factor of the returns of the strategy is indeed the
spread between the implied correlation of the index and the ex-post realised correlation.
The implied correlation of an index (portfolio of assets) refers to the market’s expectation of the future
realised average correlation and can be estimated using the index and individual implied volatility. Hence,
it can only be computed if there are actively traded derivatives on the index and its constituents. In other
words, implied correlation refers to the level of forward-looking correlation that is currently being priced
in by the market. Historically, implied correlation has been higher than the realised correlation due the
fact that index volatility is priced higher than individual volatility. The importance of an implied correla-
tion measure that essentially reflects the market forecast of future diversification levels is first emphasised
by Skintzi and Refenes (2005), who propose the construction of an implied correlation index using in-
dex and individual implied volatilities (in line with Bossu and Gu 2004) and apply their methodology to
Dow Jones Industrial Average (DJIA). As expected, their implied correlation measure exhibits large in-
tertemporal variability, clustering and mean-reverting effects (i.e. positive serial correlation in the levels,
negative serial correlation in the first order changes respectively), asymmetric response to market changes
(aggressive increase in negative market shocks, insignificant association in positive market shocks) and
89For hedging mechanics and pricing of variance swaps see Demeterfi, Derman, Kamal and Zou (1999b), Demeterfi, Derman,
Kamal and Zou (1999a) and Bossu, Strasser and Guichard (2005). For the documentation of the variance risk premium see
Bakshi and Kapadia (2003a), Bakshi and Kapadia (2003b), Bakshi and Madan (2006), Carr and Wu (2009), Bollerslev et al.
(2009) and Bollerslev, Gibson and Zhou (2011)
90Other weighting schemes that achieve vega, gamma or theta hedging are discussed in Jacquier and Slaoui (2010).
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finally performs significantly better than historical realised correlation when forecasting future realised
correlation. Recently, in July 2009, the Chicago Board Options Exchange (CBOE) introduced the CBOE
S&P500 implied correlation index91, which follows exactly the methodology by Skintzi and Refenes
(2005) and offers an estimate of future average correlation in the S&P500 index for various horizons92.
Recently, Zhou (2011) evaluates the forecasting power of the CBOE S&P500 implied correlation index
for the S&P500 future returns and finds significant relationship in the intermediate term horizon.
As discussed above, all different dispersion trades can satisfactorily offer exposure to correlation
changes, however they individually face various sources of risk leakage to other sources of risk. In order
to satisfy the need of pure correlation exposure, an over-the-counter financial product called correlation
swap appeared in the early 2000’s. Correlation swaps pay out a multiple (related to the notional amount
invested) of the difference between the ex-post realised average pairwise correlation of an index over a
specific period and an ex-ante predetermined strike of the swap. The pricing of the correlation swap in-
volves the computation of the strike, or fair value, so that the contract has zero value at initiation. By
construction, the correlation swap offers direct exposure to correlation shocks and a long position (long
correlation) provides a hedge against sudden correlation increases. For these reasons, correlation swaps
become progressively very popular as trading vehicles that facilitate correlation hedging or reversely al-
low speculation on future correlation levels.
Contrary to dispersion trades, correlation swaps are less liquid and consequently are harder to mark-
to-market, replicate and therefore to price. One would expect that the fair value of the correlation swap
should be close to the implied correlation of the portfolio. Empirical studies (e.g. Granger and Allen
2005, Bossu 2007) document that there exists a spread between the correlation swap strike and the implied
correlation for the same maturity, or equivalently the payoff of a dispersion trade does not coincide with
the payoff of a correlation swap. Jacquier and Slaoui (2010) focus explicitly on this discrepancy and show
that it is due to a second order (volga) effect in the payoff of the dispersion trade. Even if a dispersion
trade is dominantly exposed to changes in aggregate correlation, it is impossible to avoid an exposure to
the random movement on the implied volatility, which is essentially described by the volatility of implied
volatility parameter. This additional volatility exposure of the dispersion trade should then represent the
spread between the implied correlation and the fair value (strike) of the correlation swap.
The only theoretical attempt to explicitly price a correlation swap is given by a series of two papers
by Bossu (2005, 2007), which, however, suffers from the weakness of not being entirely arbitrage-free.
However, the pricing procedure offers insight into the determinants of the fair value of the correlation
swap and it is found that this should be very close to implied correlation. The author estimates a ratio
of the fair correlation and the implied correlation and find it to be very close to 1 (hence justifying my
91The CBOE technical report that describes the construction of the CBOE S&P500 implied correlation index can be found
in http://www.cboe.com/micro/impliedcorrelation/ImpliedCorrelationIndicator.pdf. Historical values of the
index back to 2007 and other relevant information can be found in: http://www.cboe.com/micro/impliedcorrelation/
default.aspx.
92CBOE disseminates two indexes tied to two different maturities on a rolling basis. The ticker symbols KCJ, ICJ and JCJ are
“rotated” as time passes. As of October 2011, KCJ (ICJ) offers a measure of implied correlation of S&P500 until January
2012 (January 2013). At the end of November 2011, quotation of index KCJ is suspended and its place is taken by JCJ,
which offers a measure of implied correlation of S&P500 until January 2014.
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approach for the construction of a correlation risk factor in Chapter 3) for a grid of maturity levels and
instantaneous correlation between the changes in the index variance and the constituent variance. In line
with the explanations by Jacquier and Slaoui (2010), the fair value of the correlation swap only seems
to significantly deviate from the implied correlation of the index for very extreme volatility of implied
volatility assumptions to unrealistic levels.
D. Pairs Bootstrap
The “pairs bootstrap” methodology is introduced by Freedman (1981), in order to produce bootstrap
p-values that accommodate for potential heteroscedasticity in the residuals in the estimation of linear
regression models. I present a brief overview of the methodology. Consider a linear heteroscedastic
model:
yt = Xtβ+ut , E [ut |Xt ] = 0, E
[
u2t |Xt
]
= σ2t , t = 1, · · · ,T, (D.1)
where yt is a dependent variable, Xt is a k-column matrix of independent variables, β is a k-vector of
unknown parameters and σ2t is the unknown time-varying variance of the error term ut . For simplicity
assume that Xt is a single variable (i.e. k = 1). Estimating the model using ordinary OLS methodology
yields an -unrestricted- estimate βˆ and the null hypothesis that this coefficient is equal to β0 is tested using
a t-statistic of the form:
τ=
βˆ−β0
se(βˆ)
, (D.2)
where se(βˆ) is the standard error of the estimate, which can be computed using some heteroscedasticity
consistent estimator. The pairs bootstrap methodology suggests that we resample with replacement the
regressand-regressor pairs, i.e. we resample the rows of the matrix [y X ], which are in the form in the form
[yt Xt ]. This resampling scheme does not alter the regression residual structure, thus preserving its original
heteroscedastic nature, and at the same time enables us to generate a series of B bootstrap samples. Let
one bootstrap sample be denoted as [y∗ X∗]. The bootstrap data generating process (DGP) is:
y∗t = X
∗
t β+u
∗
t , t = 1, · · · ,T. (D.3)
The above resampled model (D.3) is estimated B times; denote the jth estimate by βˆ∗j . Since the bootstrap
DGP is not imposing any restrictions on β, we must modify the bootstrap t-statistic, so that it is testing
some supposedly “true” condition for the bootstrap DGP. Along these lines the unrestricted estimate βˆ
appears to be the “true” value for the bootstrap DGP and the corresponding t-statistic is formed as:
τ∗j =
βˆ∗j − βˆ
se(βˆ∗j)
, j = 1, · · · ,B, (D.4)
where the standard error se(βˆ∗j) is calculated by whatever methodology was used for the estimation of
se(βˆ). The series of τ∗j’s offers an empirical distribution for the test statistic τ and therefore the bootstrap
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p-value is computed as the percentage of τ∗j’s that exceed τ in absolute value:
pbs =
1
B+1
B
∑
j=1
I|τ∗j |>|τ|. (D.5)
This is the p-value that is reported in Table 3.5 of chapter 3.
Further information on the pairs bootstrap can be found in Flachaire (1999) and Flachaire (2005).
Broader concise reviews of bootstrap methods are offered by Horowitz (2001) and MacKinnon (2006).
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