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Abstract
In this paper we study ideas which have proved useful in topological network theory [14, 15, 16, 18] in the
context of lattices of numbers. A number lattice LS is a collection of row vectors, over Q on a finite column
set S, generated by integral linear combination of a finite set of row vectors. A generalized number lattice
KS is the sum of a number lattice LS and a vector space VS which has only the zero vector in common
with it. The dual KdS of a generalized number lattice is the collection of all vectors whose dot product with
vectors in KS are integral and is another generalized number lattice.
We consider a linking operation (’matched composition‘) between generalized number lattices KSP ,KPQ
(regarded as collections of row vectors on column sets S∪P, P ∪Q, respectively with S, P,Q disjoint) defined
by KSP ↔ KPQ ≡ {(fS , hQ) : ((fS , gP ) ∈ KSP , (gP , hQ) ∈ KPQ}, and another (’skewed composition‘)
defined by KSP 
 KPQ ≡ {(fS , hQ) : ((fS , gP ) ∈ KSP , (−gP , hQ) ∈ KPQ}.
We show that these basic operations together with contraction and restriction, and the results, the
implicit inversion theorem (which gives simple conditions for the equality KSP ↔ (KSP ↔ KS) = KS ,
to hold) and implicit duality theorem ((KSP ↔ KPQ)d = (KdSP 
 KdPQ)), are both relevant and useful
in suggesting problems concerning number lattices and their solutions. While sets of generalized number
lattices are closed under matched and skewed composition and the dualization operation, not all sets of
number lattices are. However, it is easy to extract, from a generalized number lattice, its number lattice
part.
Using the implicit duality theorem, we give simple methods of constructing new self dual lattices from
old.
We also give new and efficient algorithms for the following problems:
• To construct a block diagonal basis for a number lattice, if it exists.
• Given VSP ,KP , such that VSP ↔ (VSP ↔ KP ) = KP , where VSP is a vector space with a totally
unimodular basis matrix, to construct
1. reduced bases for the number lattice part of VSP ↔ KP ,KdP , (VSP ↔ KP )d, from a reduced basis
for the number lattice part of KP ;
2. to construct approximate shortest vectors of LP from approximate shortest vectors of the
number lattice part of VSP ↔ LP , when LP ⊆ VSP ↔ (VSP ↔ LP ).
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1. Introduction
Number lattices are established areas of research in mathematics and computer science ([4], [12]). The
notion of ‘short vectors’ has been of importance for number lattices both from a theoretical as well as
a computational point of view ([11],[2]). They are often studied in terms of dual pairs and there are
fundamental results relating the lengths of short vectors in such pairs ([3],[10],[23],[13],[21]). However,
‘linked’ number lattices, related to each other through linear relations, do not appear to have been paid
attention to, in the literature.
In this paper, we introduce techniques for studying number lattices related to each other through linear
relations and through dualization. These techniques have been used successfully over many years to study
electrical networks ([18]). In this paper we use them, for instance, to efficiently construct reduced bases for
a number lattice using another such, for a related number lattice. We also bring out some analogies that
exist between electrical networks and linked number lattices, for instance, that dual number lattices are
similar to dual electrical networks and therefore that reciprocal networks are analogous to self-dual number
lattices.
The conventional notion of a dual number lattice is natural for the case of full dimensional lattices - the
dual lattice is simply the collection of all vectors whose dot product with the vectors of the original lattice
is integral. For the case where it is not full dimensional, we need to introduce an additional condition that
we work only within the span of the original number lattice. If we drop this additional condition, the dual
of a number lattice would, in general, be the sum of a number lattice and a vector space (Theorem 1).
The linking operation that we use is the ‘matched composition’ between KSP ,KPQ (regarded as collec-
tions of row vectors on column sets S ∪ P, P ∪Q, respectively with S, P,Q disjoint) defined by
KSP ↔ KPQ ≡ {(fS , hQ) : ((fS , gP ) ∈ KSP , (gP , hQ) ∈ KPQ}. This operation is usually performed with
KSP as a vector space, which does the linking, and with KPQ ≡ KP , which gets linked to KSP ↔ KP . We use
the ‘↔’ operation because it occurs naturally in many physical systems, such as electrical networks, systems
defined through linear block diagrams, etc. It also lends itself to being treated implicitly, without eliminating
variables. But, in general, even if KP is a number lattice, when KSP is a vector space, KSP ↔ KP would
be the sum of a vector space and a number lattice.
We therefore choose to work with a ‘generalized number lattice’ KP , defined to be the sum of a number
lattice LP and a vector space VP . There is no loss in generality if we assume VP and LP to be orthogonal.
In this case, both VP and LP are unique for KP and are also easy to extract from it. Further, if KS =
VSP ↔ KP , and KS = VS + LS , with VS , LS , orthogonal, under some weak conditions on VSP , one can
algorithmically relate vectors in LS uniquely to those in LP (Theorems 9, 25).
If we take the vectors in the generalized number lattice KP to be row vectors, VSP ↔ KP can be regarded
as a generalization of post multiplication by a matrix. There are essential differences: every vector of KP
would not get acted upon and a vector, in general, would get ‘transformed’ to a non trivial affine subspace.
Linking has the technical advantage, over post multiplication by a matrix, that it can be handled implicitly.
It is often associated with graphs, which are algorithmically easy to process. We choose to work, more
generally, in terms of a ‘regular’ vector space VSP , which is defined to be spanned by the rows of a totally
unimodular matrix (such as the incidence matrix of a graph), with KP being a generalized number lattice.
The greater generality, thus available, is theoretically more convenient while algorithmically the situation is
almost as good as working with graphs.
The theme of this paper is that the linking operation using regular vector spaces, has some of the
properties of post multiplication by a 0,±1 matrix, which are desirable from the point of view of number
lattices, such as short vectors getting linked. Finding the shortest (least norm) vector in a number lattice is
known to be a hard problem ([1],[9],[12]). Therefore, if we have somehow found a short vector in the number
lattice part of KP , it is interesting to note that a related vector in the number lattice part of VSP ↔ KP is
also short, the length being within a factor |S| × |P |, when VSP is regular.
The outline of the paper follows.
Section 2 is on preliminary definitions and results.
Section 3 is on basic operations used in the paper. These are, sum and intersection of generalized
number lattices, generalized to include their being defined on different sets, restriction and contraction and
2
the dualization of generalized number lattices.
Section 4 deals with algorithms for constructing a basis for a number lattice, given a generating set for it.
We mainly use the algorithms available for building the Hermite normal form (HNF) of an integral matrix.
An instance of the usefulness of HNF - to detect if the given number lattice is the direct sum of smaller
number lattices - is also described.
Section 5 is on the fundamental results available for linking or dualizing generalized number lattices.
These are:
the implicit inversion theorem which gives necessary and sufficient conditions for the statement
‘KSP ↔ (KSP ↔ KS) = KS ’ to hold and
the implicit duality theorem which states that ‘(KSP ↔ KP )d = KdSP ↔ KdP ’.
The implicit inversion theorem is used to show that, when VSP ↔ KP = KS and certain simple conditions
on VSP ,KP are satisfied, the number lattice parts of KP and KS have invertible maps between them.
The implicit duality theorem is used to build new self dual number lattices from old.
Section 6 is a discussion of how linkages permit wide ranging generalizations of the notion of maps.
Section 7 contains results on lengths of corresponding vectors in the number lattice parts of generalized
number lattices KP ,KS , linked through a regular vector space VSP , which satisfies some simple conditions
in relation to them. Among other results, it is proved that a shortest vector in one of the number lattices
can be transformed into a vector, in the other, whose length is no more than the shortest vector of that
lattice, by a factor of |S| × |P |.
Section 8 discusses how LLL-reduced basis for a dual number lattice can be built from an LLL-reduced
basis for the primal, efficiently.
Section 9 summarizes the results on approximate shortest vectors in number lattices related to each other
through linking by regular vector spaces and through dualization.
Section 10 relates shortest vectors of special kinds to the vectors closest to related number lattices.
Section 11 is on conclusions.
2. Preliminaries
The preliminary results and the notation used are from [18]. A vector f on a finite set X over F is a
function f : X → F where F is a field. In this paper, we work only with the rational field Q. The length of
a vector x is the Euclidean norm ||x|| of x.
The size of a set X is denoted by |X|. When X, Y are disjoint, X unionmulti Y denotes the disjoint union of X
and Y. A vector fXunionmultiY on X unionmulti Y would be written as fXY . The sets on which vectors are defined would
always be finite. When a vector x figures in an equation, we use the convention that x denotes a column
vector and xT denotes a row vector such as in ‘Ax = b, xTA = bT ’. Let fY be a vector on Y and let X ⊆ Y .
The restriction fY |X of fY to X is defined as follows: fY |X ≡ gX , where gX(e) = fY (e), e ∈ X.
When f is on X over F, λ ∈ F, then the scalar multiplication λf of f is on X and is defined by
(λf)(e) ≡ λ[f(e)], e ∈ X. When f is on X and g on Y and both are over F, we define f + g on X ∪ Y by
(f + g)(e) ≡ f(e) + g(e), e ∈ X ∩ Y, (f + g)(e) ≡ f(e), e ∈ X \ Y, (f + g)(e) ≡ g(e), e ∈ Y \X.
When X,Y, are disjoint, fX + gY is written as (fX , gY ). When f, g are on X over F, the dot product
〈f, g〉 of f and g is defined by 〈f, g〉 ≡∑e∈X f(e)g(e).
We say f , g are orthogonal (orthogonal) iff 〈f, g〉 is zero.
An arbitrary collection of vectors on X with 0X as a member would be denoted by KX .
A collection KX is a vector space on X iff it is closed under addition and scalar multiplication. For
any collection KX , span(KX) is the collection of all linear combinations of vectors in it.
For a vector space VX , since we take X to be finite, any maximal independent subset of VX has size less
than or equal to |X| and this size can be shown to be unique. A maximal independent subset of a vector
space VX is called its basis and its size is called the dimension of VX and denoted by dim(VX) or by
r(VX). For any collection of vectors KX , r(KX) is defined to be dim(span(KX)). The collection of all linear
combinations of the rows of a matrix A is a vector space that is denoted by row(A).
For any collection of vectors KX , the collection K⊥X is defined by K⊥X ≡ {gX : 〈fX , gX〉 = 0}, It is clear
that K⊥X is a vector space for any KX . When KX is a vector space, and the underlying set X is finite, it can
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be shown that (K⊥X)⊥ = KX and KX ,K⊥X are said to be complementary orthogonal. The symbol 0X
refers to the zero vector on X and 0X refers to the zero vector space on X. The symbol FX refers to
the collection of all vectors on X over the field in question. The notation VX would always denote a vector
space on X.
A collection KX on X is a number lattice iff there exists a set of vectors b1X , · · · , bnX in Qm, such that
KX ≡ {λ1b1X + · · · + λnbnX , λi ∈ Z}. Such a set is said to be a generating set for the number lattice.
If the generating set of vectors is independent, it is called a basis of the number lattice. Starting from a
generating set for a number lattice, it is possible to build a basis for it through efficient algorithms.
A collection KX on X is a generalized number lattice iff there exists a set of vectors
b1X , · · · , bnX , c1X , · · · , ckX in Qm, such that KX ≡ {λ1b1X + · · ·+λnbnX +µ1c1X + · · ·µkckX , λi ∈ Z, µj ∈ Q}. The
set of vectors {b1X , · · · , bnX , c1X , · · · , ckX} is called a set of generating vectors for KX . We say KX is full
dimensional iff dim(span(KX)) = |X|. Let c1X , · · · , ckX , in the above definition, span the vector space VX .
We call this the vector space part of KX . Clearly it is unique for KX , being the collection of all vectors
cX ∈ KX , such that αcX ∈ KX , α ∈ Q.
Each biX in the above generating set can be resolved into components b
i1
X , b
i2
X in V⊥X ,VX respectively.
Therefore KX = {λ1b11X + · · · + λnbn1X + µ1c1X + · · ·µkckX , λi ∈ Z, µj ∈ Q}. Let LX be the number lattice
generated by b11X , · · · , bn1X . It is clear that LX ⊆ V⊥X . The generating set for KX , can be taken without loss
of generality to be the set {b1X , · · · , bnX , c1X , · · · , ckX}, where the biX , i = 1, · · ·n, form a basis for LX and the
ciX , i = 1, · · · , k, form a basis for VX . Thus, we can take KX ≡ LX + VX , where LX ,VX , are orthogonal.
In this case, both LX and VX would be unique for the given KX .
Thus generalized number lattices are generalizations of finite dimensional vector spaces as well as of
number lattices. They arise naturally from number lattices through simple operations like dualization.
It is clear that a generalized number lattice that does not contain a nontrivial vector space (i.e., has the
vector space part as the zero vector space) is a number lattice.
We use the symbol LX for the number lattice on X as opposed to KX for arbitrary collections of vectors
on X with a zero vector as a member.
A matrix of full row rank, whose rows generate a vector space VX , is called a representative matrix
for VX . A representative matrix which can be put in the form (I | K) after column permutation is called a
standard representative matrix.
If the rows of a matrix generate a number lattice LX , by integral linear combination, then the matrix is
called a generating matrix for LX . If further the rows are linearly independent, the generating matrix is
called a basis matrix for LX .
When X, Y are disjoint we usually write KXY in place of KXunionmultiY .
The collection {(fX , λfY ) : (fX , fY ) ∈ KXY } is denoted by KX(λY ). When λ = −1 we would write more
simply KX(−Y ). Observe that (KX(−Y ))X(−Y ) = KXY .
We say sets X, X ′ are copies of each other iff they are disjoint and there is a bijection, usually clear
from the context, mapping e ∈ X to e′ ∈ X ′. When X,X ′ are copies of each other, the vectors fX and
fX′ are said to be copies of each other with fX′(e
′) ≡ fX(e), e ∈ X. The copy KX′ of KX is defined by
KX′ ≡ {fX′ : fX ∈ KX}.
2.1. Complexity convention
For any g, h : <m → <, g = O˜(h) denotes g = O(h logc(h)), for some constant c > 0.
We take the multiplication of two n× n matrices over a ring R to be O(nθ) ring operations over R. It is
known that θ ≤ 2.373.
3. Basic operations
The basic operations we use in this paper are as follows:
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3.1. Sum and Intersection
Let KSP , KPQ be collections of vectors on sets S ∪ P, P ∪ Q, respectively, where S, P,Q, are pairwise
disjoint. The sum KSP +KPQ of KSP , KPQ is defined over S ∪ P ∪Q, as follows:
KSP +KPQ ≡ {(fS , fP , 0Q) + (0S , gP , gQ), where (fS , fP ) ∈ KSP , (gP , gQ) ∈ KPQ}.
When S, Q, are pairwise disjoint, KS + KQ is usually written in this paper as KS ⊕KQ and is called the
direct sum. Thus,
KSP +KPQ ≡ (KSP ⊕ 0Q) + (0S ⊕KPQ).
The intersection KSP ∩ KPQ of KSP , KPQ is defined over S ∪ P ∪ Q, where S, P,Q, are pairwise
disjoint, as follows:
KSP ∩ KPQ ≡ {fSPQ : fSPQ = (fS , hP , gQ),
where (fS , hP ) ∈ KSP , (hP , gQ) ∈ KPQ.}.
Thus,
KSP ∩ KPQ ≡ (KSP ⊕FQ) ∩ (FS ⊕KPQ).
It is immediate from the definition of the sum operation that sum of generalized number lattices is a
generalized number lattice. In Subsection 3.3, we show, by using the notion of dualization, that intersection
of generalized number lattices is also a generalized number lattice.
3.2. Restriction and contraction
The restriction of KSP to S is defined by KSP ◦ S ≡ {fS : (fS , fP ) ∈ KSP }. The contraction of
KSP to S is defined by KSP × S ≡ {fS : (fS , 0P ) ∈ KSP }.
Here again KSPZ ◦ SP , KSPZ × SP , respectively when S, P, Z, are pairwise disjoint, denote
KSPZ ◦ (S unionmulti P ), KSPZ × (S unionmulti P ).
3.2.1. Visibility of restriction and contraction in bases of VSP
Let (BS
...BP ) be a representative matrix for vector space VSP . By invertible row operations on (BS
...BP ),
we can obtain a matrix of the form
(
CSP
) ≡
C1S ... 01P
C2S
... C2P
 ,
where the rows of (CSP ) form a basis for VSP (therefore the rows of (C1S) are linearly independent), and
the rows of (C2P ) are linearly independent. Whenever (fS , fP ) is a vector in VSP , it is clear that fP is
linearly dependent on the rows of (C2P ). Since these rows are independent, if (fS , 0P ) is a vector in VSP ,
fS must be linearly dependent on the rows of (C1S).
We conclude that (C1S) is a representative matrix for VSP ×S and that (C2P ) is a representative matrix
for VSP ◦ P and say that these latter are visible in the representative matrix (CSP ) of VSP .
3.2.2. Visibility of restriction and contraction in bases of LSP
The visibility of restriction and contraction in basis matrices of number lattices is similar to the case of
vector spaces except that instead of invertible linear operations on the rows, we have to perform ‘integral
invertible row operations’. These are integral operations whose inverses are also integral and correspond
to premultiplication by integral matrices whose inverses are also integral. Such matrices are said to be
unimodular.
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Given a generating matrix (CP ), for a number lattice LP , it is well known that, by integral invertible
row operations, we can get a matrix of the form (
01P
C2P
)
,
in which the rows of (C2P ) are linearly independent (see Section 4).
Starting from a basis matrix (CS
...CP ) for the number lattice LSP , by integral invertible row operations
on (CS
...CP ), we can obtain a basis matrix for LSP , of the form
(
CSP
) ≡
C1S ... 01P
C2S
... C2P
 ,
where the rows of (C2P ) are linearly independent. Whenever (fS , fP ) is a vector in LSP , it is clear that fP
is integrally linearly dependent on the rows of (C2P ). If (fS , 0P ) is a vector in VSP . it can be expressed as an
integral linear combination of the rows of (CSP ). This integral linear combination cannot involve the rows of
(C2S
...C2P ), since the rows of (C2P ) are linearly independent. Therefore, fS is integrally linearly dependent
on the rows of (C1S). Further, we know that the rows of (C1S) are linearly independent.
We conclude that (C1S) is a basis matrix for LSP × S and (C2P ) is a basis matrix for LSP ◦ P and say
that these are visible in the basis matrix (CSP ) of LSP .
3.3. Dualization
For any generalized number lattice KS , KdS is defined by
KdS ≡ {gS : 〈fS , gS〉 an integer, fS ∈ KS}.
We have the following useful characterization of KdS ([18]).
Theorem 1. Let KS ≡ L(1)S +V(1)S , where L(1)S is a number lattice and V(1)S , a vector space orthogonal to it.
Let B1 be a basis matrix for the number lattice L
(1)
S , let C1, D1 be representative matrices respctively for the
vector spaces V(1)S , (L(1)S + V(1)S )⊥.
Let B2C2
D2
T =
B1C1
D1
−1 . (1)
Then
1. Rows of B1, B2 span the same vector space and D2 is the representative matrix for V(2)S ≡ (L(1)S +V(1)S )⊥.
2. KdS is the generalized number lattice which is equal to L(2)S + V(2)S , where B2 is a basis matrix for the
number lattice L
(2)
S .
3. (KdS)d = KS .
Proof. Part 1 is straightforward.
2. It is clear that KdS ⊇ L(2)S + V(2)S , Let yS ∈ KdS . Since 〈xS , yS〉, xS ∈ V(1)S , is an integer we must have
yS ∈ (V(1)S )⊥ = span(L(2)S + V(2)S ). We can therefore write yS = y1S + y2S , y1S ∈ span(L(2)S ), y2S ∈ span(V(2)S ) =
(L
(1)
S + V(1)S )⊥. By part 1, rows of B2 generate span(L(1)S ). Let (y1S)T = λTB2. We will show that λT is
integral. If x1S ∈ L(1)S , i.e, x1S = (B1)Tµ, µ integral, then since 〈y1S + y2S , x1S〉 = 〈y1S , x1S〉 must be an integer,
we must have 〈y1S , x1S〉 = λTB2(B1)Tµ = λT (I)µ = λTµ, integral for arbitrary µ. This is possible only if λT
is integral. Thus yS ∈ L(2)S + V(2)S . We conclude that KdS = L(2)S + V(2)S .
3. This is immediate from part 2 above.
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The following corollary is immediate
Corollary 2. 1. When KS is a full dimensional number lattice (i.e., dimension = |S|), KdS is also a full
dimensional number lattice.
2. When KS is a vector space, KdS is the space K⊥S complementary orthogonal to it.
The following result is easy to see.
If KS , K̂S are generalized number lattices,
(KS + K̂S)d = KdS ∩ K̂dS .
Using (Kd)d = K, we get
(KS ∩ K̂S)d = KdS + K̂dS .
We will show that this result is true even if the generalized number lattices are defined on different sets with
appropriate modification of the dualization operation.
When S, P are disjoint, and KS ,KP are generalized number lattices, it is easily verified that
(KS ⊕KP )d = KdS ⊕KdP .
(Here we abuse notation for better readability, The ‘d’ on the left hand side is with respect to S unionmulti P while
the ones on the right hand side are with respect to S and P, respectively.)
When S, P are not disjoint, KS + KP ≡ (KS ⊕ 0P\S) + (KP ⊕ 0S\P ). If KS ,KP are generalized number
lattices on S, P, respectively, we have
(KS +KP )d = (KS ⊕ 0P\S +KP ⊕ 0S\P )d
= (KS ⊕ 0P\S)d ∩ (KP ⊕ 0S\P )d
= (KdS ⊕ (0(P\S))d) ∩ (KdP ⊕ (0(S\P ))d)
= (KdS ⊕F (P\S)) ∩ (KdP ⊕F (S\P ))
= KdS ∩ KdP ,
by the definition of intersection of generalized number lattices on two distinct sets.
Using (Kd)d = K for generalized number lattices, we have that KS ∩KP = (KdS +KdP )d, is a generalized
number lattice when KS ,KP are generalized number lattices.
The following results for generalized number lattices can also be easily verified:
(KSP ◦ S)d = KdSP × S
(KSP × S)d = KdSP ◦ S using (Kd)d = K.
The above pair of results will be referred to as the dot-cross duality.
When KSP is a generalized number lattice, it is immediate from the definition that so is KSP ◦ S. It
follows that KSP × S = (KdSP ◦ S)d is also a generalized number lattice.
4. Constructing a basis from a generating set
A convenient basis for a number lattice, for many purposes, is the one in Hermite Normal Form (HNF).
This is unique for a given number lattice. Given an integral generating matrix of a number lattice, one can
construct an HNF basis for the latter, by building the HNF of the generating matrix. When the matrix is
rational, but not integral, one multiplies all the entries by an integer k, so that they become integers, builds
the HNF of the resulting integral matrix, and divides all the entries by k. We will call the resulting matrix,
which is unique for the given rational generating matrix, its HNF.
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4.1. Hermite Normal Form
The Hermite Normal form (HNF) of an integral matrix is the number lattice analogue of the row reduced
echelon form for matrices over Q. Our definition is row based. The column based HNF can be defined
similarly. We remind the reader that a square matrix is said to be unimodular iff it has integral entries
and has determinant equal to one. It is clear that the inverse of a unimodular matrix is unimodular and
that product of unimodular matrices is also unimodular. We say that two matrices are integrally row
equivalent iff each can be obtained from the other by integral row operations. When the matrices have the
same number of rows, we say that each can be obtained from the other by integral invertible operations
iff each can be obtained from the other by premultiplication by a unimodular matrix. HNF is defined as
follows:
Definition 3. An integral matrix of full column rank is said to be in the Hermite Normal Form iff it
has the form
[
B
0
]
where B satisfies the following:
i. it is an upper triangular, integral, nonnegative matrix;
ii. its diagonal entries are positive and have the unique highest magnitude in their columns.
When a matrix K has dependent columns, one first picks the sequence of columns ci1 , · · · , cik , such
that, scanning from the left, ci1 is the first nonzero column, cij is independent of all columns occurring
before it and all columns occurring after cik are dependent on ci1 , · · · , cik . We will call such a column basis
lexicographically earliest.
Let the submatrix composed of these columns be M and let T be a unimodular matrix such that TM is
in HNF form. Then TK is said to be the HNF for K. Column cj will have no nonzero entries in rows after
r if j < ir+1.
The HNF of a matrix can be seen to be unique for a given matrix, by observing that once a matrix
is in the HNF form, it cannot be put in another such form by integral invertible row operations. If two
matrices with independent rows are integrally row equivalent, it is clear that they have the same HNF
matrix. Therefore all basis matrices of a number lattice have the same HNF.
A naive algorithm for constructing the HNF of a matrix is as follows. (It is naive because it does not
guarantee that numbers encountered during intermediate states of the algorithm do not grow exponentially
large in terms of the size of the matrix ([8]).)
Let ci1 , · · · , cik , be the lexicographically earliest column basis for the matrix. Let us suppose columns
ci1 , · · · , cir , r < k, of this matrix satisfy properties (i) and (ii) above of HNF matrices. Note that the
submatrix of this matrix composed of columns t < ir+1 has rows j > r as zero rows.
Let c′ir+1 , denote the column vector composed of the entries (j, ir+1), j ≥ r + 1, of the column cir+1 .
Perform integral invertible operations on the rows j ≥ r + 1 of the matrix to bring the gcd, say d, of the
entries of c′ir+1 to the (r + 1, ir+1) position, all other entries being zero. Subtract integral multiples of the
present (r + 1)th row of the matrix from earlier rows so that entries (j, ir+1), j < r + 1, are all less than d.
(Note that these operations do not disturb the submatrix composed of columns t < ir+1.) This completes
the processing of column cir+1 , of the matrix. It can be seen that ci1 , · · · , cir+1 of the resulting matrix satisfy
properties (i) and (ii) above of HNF matrices.
The present fastest algorithm for computing the HNF H of an m×n, rank n integral matrix A, appears
to be the one in [25]. This algorithm uses the ideas in [7] and has complexity O˜(mnθlog(max(|Aij |)) time.
The algorithm also produces, in addition to the HNF H, a unimodular matrix R, such that H = RA.
The matrix R has entries of bit size O˜(nlog(max(|Aij |))). We will call this the SL-algorithm for HNF.
Next, let us consider the case of a number lattice that is not full dimensional. Let (C1S |C1P ) be an
integral matrix with linearly independent rows and maximal independent columns corresponding to set S.
If now we have to find a basis for the number lattice LSP generated by rows of the (m× n) matrix
CSP ≡
C1S ... C1P
C2S
... C2P
 ,
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where the second set of rows are linearly dependent upon the first, we can use the SL-algorithm on
the set of columns S and obtain the (m × m) unimodular matrix R in O˜(m|S|θlog(κ)) time, where
κ = max(|CSP (i, j)|). The bit size of entries in R will be O˜(|S| × log(κ)). We can premultiply the ma-
trix CSP by R to obtain the matrix
CˆSP ≡ RCSP =
Cˆ1S ... Cˆ1P
02S
... 02P
 , (2)
where the first set of rows of the matrix constitute a basis matrix for the number lattice LSP . Multiplication
of the set of columns of CSP by R can be carried out in O˜(m|S|θlog(κ)) + O˜(m2|P | × |S|log(κ)) time.
In Subsection 3.2.2 we have discussed the usefulness of putting, by integral invertible row operations, a
basis matrix (CS
...CP ) for the number lattice LSP into the form
(
CSP
) ≡
C1S ... 01P
C2S
... C2P
 . (3)
We have shown there that, if the rows of (C2P ) are linearly independent, then rows of (C1S), (C2P ) respec-
tively form bases for the number lattices LSP × S and LSP ◦ P. By using the SL-algorithm, the basis of
the form in Equation 3 can be computed in O˜(m|P |θlog(κ)) + O˜(m2n|P |log(κ)) time, where (CS
...CP ) is
an m× n matrix and log(κ) is the maximum bit size of entries in CSP . The second term in the complexity
calculation is that of the multiplication RCSP . Here, R has bit size of entries O˜(|P |log(κ)).
Appendix A contains a discussion of a few common variations on the problem of finding a basis of a
number lattice.
4.1.1. Connectedness of number lattices through HNF
A number lattice LS can sometimes be regarded as the direct sum
⊕
i LSi , i = 1, 2, · · · , k. of number
lattices defined over the blocks of a partition {S1, · · · , Sk} of S. This would clearly make computations with
the lattice much easier. In this section, we discuss how to recognize this situation through the use of the
Hermite normal form of a basis matrix for LS .
From the definition of contraction and restriction it is clear that if LS =
⊕
i LSi , i = 1, 2, · · · , k, we must
have LS × Si = LS ◦ Si, i = 1, · · · k.
We now prove the converse. Suppose LS = LS1 ⊕ LS2 . Let us suppose, wlog, that the elements of S are
ordered such that those in S1 occur before those in S2. It is clear by the discussion in Subsection 3.2.2, that
we can build a basis matrix for LS = LS1S2 , which has the form
CS1S2 ≡
C1S1 ... 01S2
C2S1
... C2S2
 ,
with rows of (C2S2) linearly independent. We know that (C1S1) is a basis matrix for LS × S1 = LS ◦ S1.
Therefore by integral invertible row operations, we can reduce CS1S2 to the form
CˆS1S2 ≡
C1S1 ... 01S2
02S1
... C2S2
 , (4)
Thus LS = LS × S1 ⊕ LS × S2 = LS ◦ S1 ⊕ LS ◦ S2. The result follows by induction on k.
In general, we will be working with a column permuted version of the matrix in Equation 4. Therefore
it is clear that LS = LS1 ⊕ · · · ⊕ LSm iff it has a basis matrix where no row contains nonzero entries from
columns corresponding to more than one of the Si. We will say that such a basis matrix has sets of columns
Si, i = 1, · · ·m, decoupled.
9
We will now show that it is adequate for us to check if the HNF of any basis matrix of LS has this
property.
Let ci1 , · · · , cik , be the lexicographically earliest column basis for a basis matrix of LS , which has sets of
columns Si, i = 1, · · · ,m, decoupled.
Suppose, in the conversion to HNF, as we scan the columns of the lexicographically earliest column basis
from the left, we have processed columns up to and including cij . Let the resulting matrix have sets of
columns Si, i = 1, · · ·m, decoupled. We will show that this situation continues when we process cij+1 also.
Let rz denote the z
th row of the matrix at the current stage. Let cij+1 correspond to eij+1 ∈ Sh and let
ep ∈ Sq, h 6= q.
If column cij+1 , has a zero entry in rt, or in rs, we would not be adding a multiple of one of them to the
other. Therefore we need only consider the case where the column has both the entries nonzero.
But in this case, the column cp corresponding to ep must have zero entry in both rows. So when we add
an integral mutiple of say rt to rs the column cp will continue to have zero entries in both rows. So sets of
columns Si, i = 1, · · ·m, remain decoupled after this operation too.
Since processing column cij+1 is made up of only such elementary operations we conclude sets of columns
Si, i = 1, · · ·m, remain decoupled even after this processing is complete. It is therefore clear that during the
conversion of a basis matrix of LS which has sets of columns Si, i = 1, · · ·m, decoupled, into the HNF, the
matrices encountered will all have Si, i = 1, · · ·m, decoupled and this would be true for the HNF too.
But the HNF of all basis matrices of a number lattice has to be the same. Therefore if some basis matrix
of LS has sets of columns Si, i = 1, · · ·m, decoupled, so will be the HNF basis matrix of LS .
We say S1 ⊆ S is a separator for LS , iff LS = LS1 ⊕ LS−S1 . A separator of LS is elementary iff it
does not contain another separator of LS as a proper subset. The following simple algorithm detects the
elementary separators of LS from its HNF.
Build the graph GLS from the HNF of LS as follows. Let S ≡ {e1, · · · , en}. Take S to be the set of
nodes of GLS . Join ei, ej by an edge if there is a row in the HNF where both columns have nonzero entries.
Let Si, i = 1, · · · ,m be the node sets of the connected components of GLS . Then Si, i = 1, · · · ,m are the
elementary separators of LS .
5. Linking generalized number lattices
In this section, we introduce two basic operations, viz., matched and skewed composition, for ‘linking’
generalized number lattices. We prove two basic results ‘implicit inversion (IIT)’ and ‘implicit duality (IDT)’
(Theorems 8 and 11) involving these operations. From IIT, we are able to show that number lattice parts
of linked generalized number lattices have similar properties. From IDT, among other things, we develop a
technique for building new self dual lattices from old.
5.1. Matched and Skewed Composition
Let KSP ,KPQ, be collections of vectors respectively on SunionmultiP, P unionmultiQ, with S, P,Q, being pairwise disjoint.
Further, let 0SP ∈ KSP ,0PQ ∈ KPQ.
The matched composition KSP ↔ KPQ is on S unionmultiQ and is defined as follows:
KSP ↔ KPQ ≡ {(fS , gQ) : (fS , hP ) ∈ KSP , (hP , gQ) ∈ KPQ}.
Matched composition is referred to as matched sum in [18].
The skewed composition KSP ↔ KPQ is on S unionmultiQ and is defined as follows:
KSP 
 KPQ ≡ {(fS , gQ) : (fS , hP ) ∈ KSP , (−hP , gQ) ∈ KPQ}.
When S, Y are disjoint, both the matched and skewed composition of KS ,KY , correspond to the direct
sum KS ⊕KY .
It is clear from the definition of matched composition and that of restriction and contraction, that
KS ◦ (S − T ) = KS ↔ FT ,KS × (S − T ) = KS ↔ 0T , T ⊆ S.
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When KSP , KP are generalized number lattices, observe that (KSP ↔ KP ) = (KSP 
 KP ).
When S, P, Z, are pairwise disjoint, we have
(KSPZ ↔ KS)↔ KP = (KSPZ ↔ KP )↔ KS = KSPZ ↔ (KS ⊕KP ).
When KS ≡ 0S ,KP ≡ KSPZ ◦ P, the above reduces to
KSPZ × PZ ◦ Z = KSPZ ◦ SZ × Z.
Such an object is called a minor of KSPZ .
In the special case where Y ⊆ S, the matched composition KS ↔ KY , is called the generalized minor
of KS with respect to KY .
We have already seen (Subsection 3.3) that sum, intersection, restriction and contraction of generalized
number lattices are also generalized number lattices. We therefore have the following result.
Theorem 4. 1. Let KSP ,KPQ be generalized number lattices with S, P,Q disjoint. From the definition
of matched composition, we then have
(KSP ↔ KPQ) = (KSP +K(−P )Q)× (S ∪Q)
and also equal to
(KSP ∩ KPQ) ◦ (S ∪Q).
Similarly from the definition of skewed composition,
(KSP 
 KPQ) = (KSP +KPQ)× (S ∪Q)
and also equal to
(KSP ∩ K(−P )Q) ◦ (S ∪Q).
2. If KSP ,KPQ are generalized number lattices with S, P,Q disjoint, then KSP ↔ KPQ,KSP 
 KPQ, are
also generalized number lattices.
3. Let E(KS , · · · ,KQ) be an expression involving generalized number lattices,
and the operations +,∩,↔,
 . Then the expression yields a generalized number lattice.
5.2. Vector spaces and number lattices
We have seen in Theorem 4, that matched and skewed composition of generalized number lattices yield
other generalized number lattices. When KS = KSP ↔ KP , we say KS ,KP are linked through KSP . Below,
we prove two basic results related to linking, viz., ‘implicit inversion theorem’ and ‘implicit duality theorem’.
These enable us to relate properties of generalized number lattices that are linked, under certain relatively
weak conditions, in the case of the former and, very generally, in the case of the latter. The most natural
situation is when linking is done through vector spaces although the theorems are valid more generally.
Vector spaces are useful for linking number lattices as the following result indicates.
Lemma 5. Let rows of (BS
...BP ), (CP
...CQ) be bases for vector space VSP and number lattice LPQ respectively.
1. Let BS = BPN, for some matrix N, equivalently, let VSP × S = 0S . Then VSP ↔ LPQ is a number
lattice on S unionmultiQ.
2. Let BS = BPN and let every row of CP be a linear combination of rows of BP , equivalently, let
LPQ ◦ P ⊆ VSP ◦ P. Then (CPN
...CQ) is a basis matrix for the number lattice VSP ↔ LPQ.
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Proof. 1. Let (fS , gQ) ∈ VSP ↔ LPQ. Then there exist (fS , hP ) ∈ VSP and (hP , gQ) ∈ LPQ. Therefore
(fS , hP ) = σ
T (BS
...BP ) = σ
T (BPN
...BP ) for some rational vector σ and (hP , gQ) = λ
T (CP
...CQ) for some inte-
gral vector λ. We thus have σTBP = λ
TCP so that σ
TBPN = λ
TCPN. Therefore (fS , gQ) = λ
T (CPN
...CQ).
Thus the rows of (CPN
...CQ) generate all vectors in VSP ↔ LPQ through integral linear combination.
Therefore VSP ↔ LPQ does not contain a nontrivial vector subspace. On the other hand VSP ↔ LPQ is a
generalized number lattice. Since it does not contain a nontrivial vector subspace we conclude that it is a
number lattice.
2. We saw in the proof of part 1, that the number lattice generated by the rows of (CPN
...CQ) contains
the number lattice VSP ↔ LPQ. Now let (fS , gQ) = λT (CPN
...CQ), where λ
T is an integral vector and let
hP ≡ λTCP so that (hP , gQ) = λT (CP
...CQ). By the hypothesis, there exists a rational vector σ such that
σTBP = λ
TCP .
Now σT (BS
...BP ) = σ
T (BPN
...BP ) = λ
T (CPN
...CP ) = (fS , hP ). Hence, (fS , hP ) ∈ VSP , (hP , gQ) ∈ LPQ so
that (fS , gQ) ∈ VSP ↔ LPQ.
Remark 1. Lemma 5, is intended to motivate the notion of linking as well as the definition of generalized
number lattice. Its hypothesis is strong and the conclusion, not surprising. However, if we allow the result
of the linking to be a generalized number lattice, by using the implicit inversion theorem (IIT) (Theorem 8),
we can obtain Theorem 9, where with weaker hypothesis, we obtain a result of greater applicability.
Example 6. Let Z ≡ SunionmultiP and let VZ be a vector space on Z. Let Z ≡ {e1, · · · em} and let Z ′ ≡ {e′1, · · · e′m}
be a disjoint copy of Z. Let VZ be a vector space on Z and VZ′ be a copy on Z ′. The simplest such vector
space is the coboundary space spanned by the incidence matrix of a graph G, with directed edges Z. Let
VZZ′ ≡ VZ ⊕ V⊥Z′ .
Let (QS |QP ) be a representative matrix for VZ , and let (BS |BP ) be a representative matrix for V⊥Z . Let a
maximal linearly independent set of columns of (QS) be also a maximal linearly independent set of columns
of (QS |QP ). Further let the columns of (QP ) be linearly independent. It can be shown that a maximal linearly
independent set of columns of (BS) will also be a maximal linearly independent set of columns of (BS |BP )
and the columns of (BP ) will be linearly independent. If VZ is the coboundary space of graph G, the above
conditions mean that the edges in P can be included in a tree as well as in the complement of a tree (i.e., P
contains no loops or cutsets of G).
A consequence is that there will exist matrices M,N such that (QP ) = (QS)M and (BP ) = (BS)N.
Therefore VZ × P = 0P and V⊥Z × P = 0P , i.e., V⊥Z′ × P ′ = 0P ′ , so that VZZ′ × PP ′ = 0PP ′ .
If LSS′ is a number lattice on S unionmulti S′, by Theorem 5 , VZZ′ ↔ LSS′ is a number lattice on P unionmulti P ′.
5.2.1. Implicit Inversion
Consider the equation
KSP ↔ KPQ = KSQ.
In this subsection we examine when, given KSP ,KSQ, the equation has some solution KPQ, and when the
solution is unique.
The following lemma is a generalization of a result (Problem 7.5) in [18]. The proof is relegated to the
appendix.
Lemma 7. 1. Let KSP ,KSQ be collections of vectors on S unionmulti P, S unionmulti Q respectively. Then there exists a
collection of vectors KPQ on P unionmultiQ s.t. 0PQ ∈ KPQ and KSP ↔ KPQ = KSQ, only if
KSP ◦ S ⊇ KSQ ◦ S and KSP × S ⊆ KSQ × S.
2. Let KSP be a collection of vectors closed under subtraction on S unionmulti P and let KSQ be a collection of
vectors on S unionmultiQ, closed under addition. Further let KSP ◦S ⊇ KSQ ◦S and let KSP ×S ⊆ KSQ×S. Then,
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0SQ ∈ KSQ, and the collection of vectors KSP ↔ KSQ, is closed under addition with 0PQ as a member.
Further we have that KSP ↔ (KSP ↔ KSQ) = KSQ.
3. Let KSP be a collection of vectors closed under subtraction, and let KSQ satisfy the conditions, closure
under addition, KSP ◦ S ⊇ KSQ ◦ S and KSP × S ⊆ KSQ × S. Then the equation
KSP ↔ KPQ = KSQ,
where KPQ has to satisfy closure under addition, as well as the conditions
KSP × P ⊆ KPQ × P and KSP ◦ P ⊇ KPQ ◦ P,
has KˆPQ ≡ KSP ↔ KSQ, as the unique solution.
Remark 2. • We note that the collections of vectors in Lemma 7 can be over rings rather than over
fields - in particular over the ring of integers.
• The hypotheses of Lemma 7 are clearly true when KSP ,KPQ,KSQ are generalized number lattices. So
the lemma holds for them.
• Only KSP has to be closed over subtraction. The other two collections KPQ,KSQ have to be only closed
over addition with a zero vector as a member. In particular KSP could be a vector space over rationals
while KPQ,KSQ could be cones over rationals.
We specialize Lemma 7 to the case of generalized number lattices in the following theorem. We will call
this the implicit inversion theorem(IIT) for generalized number lattices.
Theorem 8. Consider the equation
KSP ↔ KPQ = KSQ,
where KSP ,KPQ,KSQ are generalized number lattices.Then
1. given KSP ,KSQ,∃KPQ, satisfying the equation iff KSP ◦ S ⊇ KSQ ◦ S and KSP × S ⊆ KSQ × S.
2. given KSP ,KPQ,KSQ satisfying the equation, we have KSP ↔ KSQ = KPQ iff KSP ◦ P ⊇ KPQ ◦ P
and KSP × P ⊆ KPQ × P.
3. given KSP ,KSQ, assuming that the equation KSP ↔ KPQ = KSQ is satisfied by some KˆPQ it is unique
under the condition KSP ◦ P ⊇ KPQ ◦ P and KSP × P ⊆ KPQ × P.
The following theorem, which relates number lattice parts of linked generalized lattices, is a consequence.
Theorem 9. Let VSP be a vector space, KP be a generalized number lattice with KP = VP +LP ,VP ∩LP =
0P . Let KS ≡ VSP ↔ KP , and let VS ≡ VSP ↔ VP . Let VSP × P ⊆ VP and let VSP ◦ P ⊇ KP . Then
1. VSP ↔ KS = KP ; VSP ↔ VS = VP ;
2. Let BP be a basis matrix for LP with rows x1P , · · · , xnP . Then there exist vectors xˆiS , i = 1, · · · , n,
such that (xˆiS , xiP ) ∈ VSP , i = 1, · · · , n.
Let BS be the matrix with xˆiS , i = 1, · · · , n, as the ith row. Then BS has independent rows and is a
basis matrix for a number lattice LS ⊆ VSP ↔ LP , such that LP ⊆ VSP ↔ LS ,VS ∩ LS = 0S , and
such that KS = VS + LS .
3. Let L′S ⊆ VSP ↔ LP be such that L′S ∩ VS = 0S and such that LP ⊆ VSP ↔ L′S .
(a) If xP ∈ LP , and xP 6= 0P , then there is a unique xˆS ∈ L′S , such that (xˆS , xP ) ∈ VSP . Further,
xˆS 6= 0S .
(b) Let BP be a basis matrix for LP with rows x1P , · · · , xnP . Let xˆiS ∈ L′S , i = 1, · · · , n, be such that
(xˆiS , xiP ) ∈ VSP , i = 1, · · · , n. Let BS be the matrix with xˆiS , i = 1, · · · , n, as the ith row. Then BS is
a basis matrix for L′S .
(c) KS = L′S + VS .
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Proof. 1. We have VSP × P ⊆ VP ⊆ KP and VSP ◦ P ⊇ KP ⊇ VP . Therefore, by Theorem 8,
VSP ↔ (VSP ↔ KP ) = VSP ↔ KS = KP and VSP ↔ (VSP ↔ VP ) = VSP ↔ VS = VP .
2. We have, LP ⊆ KP ⊆ VSP ◦ P. Therefore, if xip ∈ LP , i = 1, · · · , n, there exist xˆiS , i = 1, · · · , n, such
that (xˆiS , xip) ∈ VSP .
Let LS be the number lattice generated by xˆiS , i = 1, · · · , n. By the definition of the ↔ operation, LS ⊆
VSP ↔ LP and since we also have xˆiP , i = 1, · · · , n, as basis vectors for LP , we must have LP ⊆ VSP ↔ LS .
Suppose a nontrivial linear combination of the vectors xˆiS lies in VS . Then, since VSP ↔ VS = VP , the same
linear combination of xˆiP , i = 1, · · · , n, would lie in VP . But VP ∩ LP = 0P so that the nontrivial linear
combination yields a zero vector, a contradiction. Therefore, LS ∩ VS = 0S and xˆiS , i = 1, · · · , n, are basis
vectors for LS .
It is clear that KS ⊇ LS + VS . To see the reverse containment, let x˜S ∈ KS .
There exists x˜P ∈ VSP ↔ KS = KP , such that (x˜S , x˜P ) ∈ VSP . Since x˜P ∈ KP = VP + LP , there exist
x′P , x”P , such that x˜P = x
′
P+x”P , x
′
P ∈ VP , x”P ∈ LP . Let x′S , x”S , be such that (x′S , x′P ), (x”S , x”P ) ∈ VSP .
We know that there exists xˆS ∈ LS , such that (xˆS , x”P ) ∈ VSP .
Therefore, we must have (xˆS − x”S) ∈ VSP × S ⊆ VSP ↔ VP = VS , so that, x”S ∈ LS + VS .
Further, x′S ∈ VSP ↔ VP = VS . Therefore x′S + x”S ∈ LS + VS .
We have that (x′S + x”S , x˜P ), (x˜S , x˜P ) ∈ VSP , so that x˜S ∈ (x′S + x”S) + VSP × S,
i.e., x˜S ∈ LS + VS + VSP × S = LS + VS .
3. (a) Let xP ∈ LP , with xP 6= 0P . Since VSP ↔ L′S ⊇ LP , there exists xS ∈ L′S such that (xS , xP ) ∈
VSP . The uniqueness of xS follows from the fact that L′S ∩ (VSP × S) ⊆ L′S ∩ VS = 0S . Next, if xS = 0S ,
since VSP ↔ VS = VP , we must have xP ∈ VP . But LP ∩ VP = 0P so this means xP = 0P , a contradiction.
We conclude that xS 6= 0S .
(b) Next, let xˆiS , i = 1, · · · , n, be as in the hypothesis. Since L′S ⊆ VSP ↔ LP , and since x1P , · · · , xnP ,
generate LP . the vectors xˆiS generate L
′
S . Since VSP ↔ VS = VP , if a nontrivial linear combination of
xˆiS , i = 1, · · · , n, lies in VS , the same combination of x1P , · · · , xnP will lie in VP . But LP ∩ VP = 0P and
x1P , · · · , xnP are given to be independent. Hence xˆiS , i = 1, · · · , n, are independent and BS is a basis matrix
for L′S .
(c) The proof is as in that of part 2 of the theorem.
Definition 10. Let KS ,KP ,VSP be such that KS = VSP ↔ VP ,KP = VSP ↔ VS . Let LS ⊆ KS , LP ⊆ KP
be such that for each xP ∈ LP there exists a unique xS ∈ LS such that (xS , xP ) ∈ VSP and for each xS ∈ LS
there exists a unique xP ∈ LP such that (xS , xP ) ∈ VSP . We then say that KS ,KP are invertibly linked
through VSP and so are LS , LP .
5.2.2. Implicit Duality
Theorem 11, is from [18]. In the present paper, it is used to derive results on self duality and short
vectors of duals. The proof in this subsection is new. It generalizes naturally to the matroid case [24].
From the definition of matched composition, when KSP ,KPQ are generalized number lattices and
(S, P,Q) are disjoint,
(KSP ↔ KPQ) = (KSP +K(−P )Q)× (S ∪Q)
and also equal to
(KSP ∩ KPQ) ◦ (S ∪Q).
Similarly from the definition of skewed composition,
(KSP 
 KPQ) = (KSP +KPQ)× (S ∪Q)
and also equal to
(KSP ∩ K(−P )Q) ◦ (S ∪Q).
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Hence we have
(KSP ↔ KPQ)d = [(KSP +K(−P )Q)× (S ∪Q)]d
= (KSP +K(−P )Q)d ◦ (S ∪Q)
= (KdSP ∩ Kd(−P )Q) ◦ (S ∪Q)
= KdSP 
 KdPQ
In particular,
(KSP ↔ KP )d = KdSP ↔ KdP
since KP = K(−P ). To summarize, noting further that if VSP is a vector space VdSP = V⊥SP ,
Theorem 11. Let KSP ,KPQ be generalized number lattices. Then (KSP ↔ KPQ)d = (KdSP 
 KdPQ).
In particular,
• (KSP ↔ KP )d = (KdSP ↔ KdP ).
• (VSP ↔ KP )d = (V⊥SP ↔ KdP ).
The above result will be referred to as the implicit duality theorem (IDT) for generalized number
lattices.
Observe that the dot-cross duality is also a consequence of the implicit duality theorem since
(KSP × S)d = (KSP ↔ 0S)d = KdSP ↔ FS = KdSP ◦ S.
By Corollary 2, we know that the dual of a full dimensional number lattice is also full dimensional. When
KSP ,KPQ are full dimensional number lattices, it is easily verified that KSP ◦ S,KSP × S (= (KdSP ◦ S)d)
are full dimensional number lattices on S and KSP +KPQ, KdSP +KdPQ, KSP ∩KPQ (= (KdSP +KdPQ)d) are
full dimensional number lattices on S unionmulti P unionmultiQ.
From the definition of matched and skewed composition, we therefore have
Theorem 12. Let LSP , LPQ be full dimensional number lattices. Then LSP ↔ LPQ is a full dimwnsional
number lattice and therefore, (LSP ↔ LPQ)d is a full dimensional number lattice and is equal to
LdSP 
 LdPQ. In particular, (LSP ↔ LP )d = LdSP ↔ LdP .
The situation where VSP ↔ LPQ is a full dimensional number lattice is also of some interest and is dealt
with in the following theorem.
Theorem 13. Let VSP be a vector space such that VSP ◦S = FS , VSP ×S = 0S , and let LPQ be a number
lattice such that LPQ × Q is full dimensional and span(LPQ ◦ P ) = VSP ◦ P. Then VSP ↔ LPQ is a full
dimensional number lattice and therefore so is (VSP ↔ LPQ)d = VdSP ↔ LdPQ = V⊥SP ↔ LdPQ.
Proof. Let rows of (BS
...BP ), (CP
...CQ) be bases for vector space VSP and number lattice LPQ respectively.
Since VSP × S = 0S , there exists a matrix N, such that BS = BPN.
By Theorem 5, since span(LPQ ◦ P ) = VSP ◦ P, we must have that VSP ↔ LPQ is a number lattice for
which (CPN
...CQ) is a basis matrix. We will show that the columns of (CPN
...CQ) are linearly independent.
Let (C”Q) be a basis matrix for LPQ × Q. Therefore there exists a generating matrix (see Subsubsection
3.2.2)
(
CSQ
) ≡ [C ′PN C ′Q
0 C”Q
]
(5)
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for the number lattice VSP ↔ LPQ. Now LPQ × Q is full dimensional. So columns of (C”Q) are linearly
independent. The matrix (CSQ) is row equivalent to (CPN
...CQ). Since span(LPQ◦P ) = VSP ◦P, (CP ), (BP )
are row equivalent and therefore so also (CPN), (BPN). Now VSP ◦ S = FS . Therefore, columns of (BS) =
(BPN) are linearly independent and therefore also those of (CPN). It follows that columns of (C
′
PN) are
linearly independent and therefore also columns of (CSQ). Since (CSQ), (CPN
...CQ) are row equivalent, the
columns of (CPN
...CQ) are also linearly independent so that VSP ↔ LPQ is a full dimensional number
lattice.
Implicit duality theorem and its applications are dealt with in detail in [14], [16], [15], [18]. More recently,
there has been interest in the applications of this result in [6], in the context of ‘Pontryagin duality’. The
above proof is similar to the one in [15]. Versions for other contexts are available in [18], for operators in
[19], [20], for matroids in [24].
5.2.3. Self duality
Let Q ≡ {e1, · · · em}. Let p(·) be a permutation of the elements of Q such that p2(·) = identity.
Define, for a vector fe1,··· ,em on Q, the vector fp(e1),··· ,p(em) as follows:
fp(e1),··· ,p(em)(p(ei)) ≡ fe1,··· ,em(ei), i = 1, · · · ,m.
Note that 〈fp(e1),··· ,p(em), ge1,··· ,em〉 = Σifp(e1),··· ,p(em)(p(ei))ge1,··· ,em(ei).
Let KpQ ≡ {fp(e1),··· ,p(em), fe1,··· ,em ∈ KQ}.
We say the generalized number lattice KQ is self dual relative to the permutation p(·) iff KdQ = KpQ.
We now have, as a corollary to Theorem 11, a way of constructing new self dual (generalized) number
lattices from old.
Corollary 14. Let p(·) be a permutation of S unionmulti P such that p2(·) = identity, p(S) = S and p(P ) = P.
1. Let KSP ,KP be self dual generalized number lattices relative to p(·), p|P (·), respectively. Then so is
KSP ↔ KP relative to p|S(·).
2. Let LSP , LP be self dual number lattices relative to p(·), p|P (·), respectively. Then so is LSP ↔ LP
relative to p|S(·).
3. Let VSP be a vector space and let LP be a number lattice such that VSP ↔ LP is a number lattice.
Further, let VSP be self dual relative to the the permutation p(·) and let LP be self dual relative to
p|P (·). Then VSP ↔ LP is a self dual number lattice relative to p|S(·).
Proof. 1. Let KS ≡ KSP ↔ KP . We then have
KdS = (KSP ↔ KP )d = KdSP ↔ KdP = Kp(SP ) ↔ KpP = KpS .
2. From part 1 above, LSP ↔ LP is a self dual generalized number lattice relative to p|S(·).
We have that LSP , LP are full dimensional number lattices and so also (by Theorem 11) is LSP ↔ LP .
Therefore (LSP ↔ LP )d cannot contain a vector space. It is therefore a self dual number lattice.
3. From part 1 above, it is clear that VSP ↔ LP is a self dual generalized number lattice relative to
p|S(·). We know that KS ≡ VSP ↔ LP is a number lattice, and therefore KdS = KpS cannot contain a
nontrivial vector space. Therefore VSP ↔ LP is a self dual number lattice.
Corollary 14 suggests some simple ways of constructing new self dual lattices from old.
1. Suppose S1 unionmulti P1, · · · , Sk unionmulti Pk are identical copies of the set S1 unionmulti P1. Let S ≡ S1 unionmulti · · · unionmulti Sk and
let P ≡ P1 unionmulti · · · unionmulti Pk. We will suppose that the sets P and S1 are ‘small’ and that we have self dual
number lattices LS1P1 and LP . Let LSiPi , i = 2, · · · , k be copies of the number lattice LS1P1 . It is clear that
LS1P1⊕· · ·⊕LSkPk is self dual, so that LS1P1⊕· · ·⊕LSkPk ↔ LP is self dual. If now we define a permutation
p(·) on S unionmulti P, such that p2(·) = identity, p(Si) = Si, p(Pi) = Pi, i = 1, · · · , k, and LSiPi , i = 1, · · · , k and
LP are self dual relative to the permutation p(·), so would LS1P1 ⊕ · · · ⊕ LSkPk ↔ LP be.
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2. We describe a way of building self dual number lattices analogous to the manner in which reciprocal
electrical networks are built by connecting smaller reciprocal networks (see for instance [17] ).
Let VZ ,VZ′ be as in Example 6.
Let p(·) be the permutation on Z unionmultiZ ′ defined by p(ei) ≡ e′i, p(e′i) ≡ ei, i = 1, · · · ,m. Let VZZ′ ≡ VZ ⊕V⊥Z′ .
Clearly VdZZ′ = V⊥ZZ′ = (VZ ⊕ V⊥Z′)⊥ = V⊥Z ⊕ VZ′ = Vp(ZZ′). Therefore, VZZ′ is self dual relative to the
permutation p(·).
As in Example 6, let S ≡ {e1, · · · , en}, n ≤ m, P ≡ {en+1, · · · , em}, S′ ≡ {e′1, · · · , e′n}, P ′ ≡ {e′n+1, · · · , e′m}.
Let Z ≡ S unionmulti P,Z ′ ≡ S′ unionmulti P ′. Let VZ be the coboundary space of a graph G, and let the edges in P be
such that they can be included in a tree as well as in the complement of a tree (i.e., P contains no loops or
cutsets of G).
If LSS′ is a number lattice on S unionmulti S′, then by Theorem 5, as we saw in Example 6, VZZ′ ↔ LSS′ is also
a number lattice.
Suppose S1, · · · , Sk are identical copies of the set S1. Let S ≡ S1 unionmulti · · · unionmulti Sk. We will suppose that the
set S1 is ‘small’ and that we have a self dual number lattice LS1S′1 . Let LSiS′i , i = 2, · · · , k be copies of the
number lattice LS1S′1 . It is clear that LSS′ ≡ LS1S′1 ⊕ · · · ⊕ LSkS′k is self dual, so that VZZ′ ↔ LSS′ is self
dual relative to the permutation p(·).
6. Number lattices with a specified partition of the underlying set
In this section we compare composition of ‘maps’ with matched and skewed composition of the corre-
sponding objects, viz., ‘linkages’. A linkage is a generalized number latice KS with a partition {S1, · · · , Sk}
of S, specified. It will be denoted by KS1···Sk . When the linkage is a vector space it will be referred to as a
vs-linkage VS1···Sk .
Observe that a map xTK = yT can be regarded as a vs-linkage VSP , with a typical vector (xT , yT ),
whose basis is the set of rows of
[
I K
]
, the first set of columns of the matrix being indexed by S and the
second set by P.
The matched composition operation ‘↔’ can be regarded as a generalization of the composition operation
for ordinary maps.
Thus if xTK = yT , yTP = zT , it can be seen that VSP ↔ VPQ would have as the basis, the rows of[
I KP
]
, the first set of columns of the matrix being indexed by S and the second set by Q.
Remark 3. 1. When we compose matrices, the order is important. In the case of linkages, since vectors
are indexed by subsets, order does not matter. Thus KSP = KPS and KSP ↔ KPQ = KPQ ↔ KPS .
2. VSP mimics the map K by linking row vectors xT , yT which correspond to each other when xT is
operated upon by K, into the long vector (xT , yT ). The collection of all such vectors forms a vector
space which contains all the information that the map K and K−1 (if it exists) contain and represents
both of them implicitly.
But there are two essential differences: a map takes vectors in FX to vectors in FY , but takes the
vector 0S only to the vector 0P . In the case of vs-linkages only a subspace of FX may be involved as
VSP ◦ S and the vector 0S may be linked to a nontrivial subspace of FY .
6.1. Expressions of linkages
The ‘↔’ operation is not inherently associative. For instance, consider the expression
KBC ↔ 0AB ↔ 0BQ.
If we treat this expression to be KBC ↔ (0AB ↔ 0BQ), it will reduce to KBC ↔ 0AQ = KBC ⊕ 0AQ.
If, however, we treat it to be (KBC ↔ 0AB)↔ 0BQ, it will reduce to KBC × C ⊕ 0ABQ.
The two reduced expressions are clearly different if KBC ◦ C 6= KBC × C.
The problem here is that the index set B occurs more than twice.
Next consider the expression
(KAB ↔ KBC)↔ (KCA ↔ KPQ).
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Here, no index set occurs more than twice, but if we regard the expression as (KAB ↔ KBC ↔ KCA)↔
KPQ, we get a subexpression KAB ↔ KBC ↔ KCA, where the index set becomes null and the ‘↔’ operation
is not defined for such a situation. We will call such expressions ‘null’ expressions.
Let us only look at expressions where no index set occurs twice and which do not contain null subex-
pressions.
In the case of such expressions, the brackets can be got rid of without ambiguity. Consider for instance
the expression
KA1B1 ↔ KA2B2 ↔ KA1B2 ,
where all the Ai, Bj are mutually disjoint. It is clear that this expression has a unique meaning (evaluation),
namely, the collection of all (fA2 , gB1) such that there exist hA1 , kB2 with
(hA1 , gB1) ∈ KA1B1 , (fA2 , kB2) ∈ KA2B2 , (hA1 , kB2) ∈ KA1B2 .
Essentially the terms of the kind lDi survive if they occur only once and they get coupled through the terms
which occur twice. These latter dont survive in the final expression. Such an interpretation is valid even if
we are dealing with signed index sets of the kind −Ai. (We remind the reader that K(−A)B is the space of all
vectors (−fA, gB) where (fA, gB) belongs to KAB . ) If either −Ai, or Ai occurs, it counts as one occurrence
of the index set Ai. We state this result as a theorem but omit the routine proof.
Let us define a regular expression of linkages to be one of the form↔Ai,Bj ,Ck,··· (K(±Ai)(±Bj)(±Ck)···),
where the index sets ±Ai,±Bj ,±Ck, · · · are all mutually disjoint, where no index set occurs more than twice,
and that contains no null subexpressions.
We thus have,
Theorem 15. A regular expression of linkages has a unique evaluation as a linkage K··· ,±Di,··· where Di
are the index sets that occur only once in the expression.
Remark 4. The condition ‘no null subexpressions’ can be relaxed, if we permit a special ‘object’ K∅ such
that
1. K∅ = KS ↔ K′S , for any set S and any KS ,K′S , and
2. K∅ ↔ KP = KP , for any KP .
A regular expression of linkages is best represented by means of a diagram, where individual linkages are
represented by nodes, with edges corresponding to index sets common to two linkages.
This diagram would look different from the usual diagram for maps. In the case of maps, the usual
diagram would simply be a directed line going through a sequence of nodes, say Ti, i = 1, · · · , k, correspond-
ing to the composed map T1 × · · · × Tk. The diagram of the dual would correspond to the composed map
TTk × · · · × TT1 and the line would be directed in the opposite direction.
In the case of linkages there is no need of a directed line for describing simple matched composition, the
index set specification being adequate. We need only distinguish ‘↔’ from ‘
’. But KSP 
 KPQ can be
treated as KSP ↔ K(−P )Q. The dual of KSP ↔ KPQ would be KdSP ↔ Kd(−P )Q.
If the maps were regarded as linkages, there would be undirected bold edges corresponding to ‘↔’ and
undirected but, say, dotted edges corresponding to ‘
’. If a particular edge is bold in the diagram of the
primal expression, it would be dotted in the diagram of the dual expression.
Linkages permit much greater flexibility while losing none of the essential properties of dualization.
Linkages can simultaneously relate vectors over several sets: consider, for instance, a regular expression of
the kind KSPQ ↔ KSTW 
 KP . There is no natural analogue of this expression in the case of maps. But the
dual is still simple : (KSPQ ↔ KSTW 
 KP )d = (KSPQ ↔ KSTW ↔ K(−P ))d = Kd(−S)PQ ↔ KdSTW ↔ KdP .
Directed lines are needed corresponding to situations where the implicit inversion theorem (Theorem
8) is applicable. Appendix C contains a description of such diagrams and their essential invariance under
dualization.
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7. Number lattices invertibly linked through regular vector spaces
7.1. Regular vector spaces
We saw in Subsection 5.2.1, that when generalized number lattices are invertibly linked as in Theorem
9, a vector in the number lattice part of each is uniquely linked to a vector in that of the other. We show
in this section that when the vector space linking the two generalized number lattices has special properties
(such as having totally unimodular representative matrices), the length of a vector in one number lattice
bounds the length of the corresponding vector in the other. In particular ‘short’ vectors of one are linked to
‘short’ vectors of the other. The incidence matrix of a graph is totally unimodular. The ideas of this section
are immediately applicable when the linking vector spaces are spanned by or are orthogonal to the rows of
the incidence matrix of a graph.
We need some preliminary definitions and lemmas.
The column matroid of a matrix on column set S is the family of independent subsets of S. A set of
columns is linearly independent in a matrix iff it is linearly independent in any other matrix that is row
equivalent to it. Therefore, any two representative matrices of a vector space VS have the same column
matroid. We call this the matroid of VS and denote it byM(VS). A maximal independent subset of columns
of a representative matrix of VS is called a base of the matroid M(VS).
A matrix is said to be totally unimodular iff all its subdeterminants are 0,±1. A vector space which
has a totally unimodular representative matrix is called a regular vector space. We remind the reader that a
standard representative matrix is a representative matrix which can be put in the form (I | K) after column
permutation. It is clear that corresponding to every base B of M(VS), there is a standard representative
matrix of VS with the unit submatrix corresponding to B. We will call this the standard representative
matrix of VS with respect to B.
Definition 16. Let CS be a representative matrix of VS . We say a base B of M(VS) is picked according to
a priority sequence (S1, · · · , Sk), Si ⊆ S, Si∩Sj = ∅, i 6= j, iff B is a maximal independent set of columns CS
with elements from S1, · · · , Si, i < k, picked before elements from Si+1. The standard representative matrix
built with respect to a base of M(VS) picked according to a priority sequence (S1, · · · , Sk) would simply be
referred to as being built according to the priority sequence (S1, · · · , Sk).
The following lemma is well known and its routine proof is omitted ([27]).
Lemma 17. Every standard representative matrix of a regular vector space is totally unimodular. If (I | K),
is a standard representative matrix of VS , then (−KT | I) is a standard representative matrix of V⊥S .
Therefore, if VS is regular, so is V⊥S .
The following is an easy consequence
Lemma 18. Let a standard representative matrix of a regular vector space VS with respect to a base B1
of M(VS) be given. Let |B1| = dim(VS) = m. Then we can compute the standard representative matrix of
VS with respect to any other base B2 of M(VS), which could be specified in terms of a priority sequence of
elements from S, in O(m2|S|) time with all the numbers occurring during intermediate computations being
equal to 0,±1.
The proof is given in Appendix D.
The following simple result is useful for relating length of vectors in generalized number lattices linked
through regular vector spaces.
Lemma 19. Let Q ≡ (QT | QB) be a totally unimodular matrix with QB as a column permutation of
the identity matrix. Let x be linearly dependent on the rows of Q. Let xT , xB denote the vectors x|T , x|B
respectively. Then
||xT || ≤
√
(|T | × |B|)× ||xB ||.
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Proof. We have xTT = x
T
BQT , so that ||xT ||2 = xTTxT = xTBQTQTTxB . Now the maximum magnitude of an
entry in QTQ
T
T must be less or equal to |T | since entries of QT are 0,±1. It follows that the maximum
magnitude eigenvalue λmax of QTQ
T
T must satisfy |λmax| ≤ |T | × |B|.
Therefore, using Cauchy−Schwarz inequality,
||xT ||2 = ||xTBQTQTTxB || ≤ ||xTB ||× ||QTQTTxB || ≤ |λmax|||xB ||2 ≤ |T |× |B|× ||xB ||2. The result follows.
The next result states that a vector, of the kind in the above lemma, that is linked to a given vector, is
easy to find.
Lemma 20. Let VSP be a regular vector space on S unionmulti P.
Let xP ∈ VSP ◦ P. Then there exists (xS , xP ) ∈ VSP such that ||xS || ≤
√|S| × |P |||xP ||. Moreover, if a
standard representative matrix is available for VSP , built according to the priority sequence (P, S), then xS
can be computed in O˜(mnlog(M)) time, where m = r(VSP ◦P ), log(M) is the maximum bit size of an entry
in xP . and n = |S| − r(VSP × S) = r(V⊥SP ◦ S). The maximum bit size of an entry in xS is O(log(mM)).
Proof. The standard representative matrix with respect the base B ofM(VSP ), since it is picked according
to the priority sequence (P, S), must have the form
QSP ≡
Q1S ...... 01P
Q2S
...
... Q2P
 ≡
I1S1 ...Q1S2 ...... 01P1 ... 01P2
02S1
...Q2S2
...
... I2P1
... Q2P2
 (6)
We know, by Lemma 17, that this matrix is totally unimodular so that all its entries are 0,±1. Now let
xP ∈ VSP ◦ P. We know, from the discussion in Subsection 3.2.2, that xTP = λT (I2P1 | Q2P2). Therefore,
λT = xTP1 . Let us pick (xS , xP ) as
(xTS | xTP ) = (0T | xTP1)
Q1S ...... 01P
Q2S
...
... Q2P
 = (0T | xTP1)
I1S1 ...Q1S2 ...... 01P1 ... 01P2
02S1
...Q2S2
...
... I2P1
... Q2P2
 (7)
This yields xTS = x
T
P1
(02S1
... |Q2S2).
By Lemma 19 , we know that
||xS || ≤
√
(|S2| × |P1|)× ||xP1 || ≤
√
(|S| × |P |)× ||xP ||.
It is clear that xS can be computed in O((|P1| × |S2|)log(M)) time, where log(M) is the maximum bit
size of an entry in xP . Therefore, since m = r(VSP ◦ P ) = |P1|, n = |S2| = |S| − r(VSP × S) = r(V⊥SP ◦ S),
the computation can be done in O(mnlog(M)) time.
Since xTS = x
T
P1
(02S1
... Q2S2), Q2S2 has 0,±1 entries and m rows, and maximum bit size of an entry in
xP is O(log(M)), we must have that the maximum bit size of an entry in xS is O(log(mM)).
7.2. Approximate successive minima bases
An important problem associated with number lattices is the computation of approximately shortest
vectors of various kinds in the lattice. Even the approximate (with respect to a factor polyomial in the
dimension of the lattice) versions of these problems are known to be hard ([9],[1]). In this subsection, we
examine what can be inferred from short vectors of a number lattice about short vectors of a linked number
lattice, when the linking is through a regular vector space.
Definition 21. Let LS be a number lattice with basis matrix BS of rank n. For i = 1, · · ·m, we define the ith
successive minimum as λi(LS) = inf{r, dim(span(LS ∩B(0, r))) ≥ i}, where B(0, r) ≡ {x ∈ <|S|, ||x|| ≤ r}
is the closed ball of radius r around 0S .
It is clear from the definition of the succesive minima that if i ≤ j then λi(LS) ≤ λj(LS), and that there
exists a basis matrix for LS with i
th row having length λi(LS).
20
Definition 22. We say BS is an SM-basis matrix for LS iff the i
th row of BS has length λi(LS).
Let α ≡ (α1, · · · , αn). We say BS is an αSM-basis matrix for LS iff the ith row of BS has length ≤ αiλi(LS).
If we wish to not explicitly mention α, αSM-basis matrices are also referred to as reduced basis matrices.
Remark 5. It is immediate from the definition that if BS is an SM-basis matrix for LS , then its i
th row
has length no more than the length of its jth row, where i ≤ j. However, this is not necessarily true in the
case of an αSM-basis matrix.
The following lemma is an immediate consequence of the definition of an SM-basis matrix.
Lemma 23. Let BˆS be an SM-basis matrix for the number lattice LS , and let BS be any basis matrix of
LS . Then there exists a matrix B
′
S , obtained by permuting the rows of BS such that the length of the i
th row
of B′S is less or equal to that of the i
th row of BˆS .
We now present a way of relating lengths of vectors in the number lattice parts of two invertibly linked
generalized number lattices. We need the following routine lemma whose proof is relegated to the appendix.
Lemma 24. Let ν(·), µ(·) be permutations of the set {1, · · · , n}. Then, for every j ∈ {1, · · · , n} there exists
an i ∈ {1, · · · , n} such that ν(i) ≤ j ≤ µ(i).
Theorem 25. Let VSP be a regular vector space, and let VP ≡ VSP × P,VS ≡ VSP × S.
Let KP ,KS be generalized number lattices with KP ⊆ VSP ◦ P,KS ≡ VSP ↔ KP . Let KP = VP + LP ,
where VP , LP , are orthogonal.
1. KS = VS + LS , where VS , LS , are orthogonal. Further LS ⊆ VSP ↔ LP and LP ⊆ VSP ↔ LS .
2. Let xP ∈ LP , xP 6= 0P . Then, there is a unique xS ∈ LS such that (xS , xP ) ∈ VSP . Further, xS 6= 0S ,
||xS || ≤
√
(|S| × |P |) × ||xP ||. Similarly, if xS ∈ LS , xS 6= 0S , then, there is a unique xP ∈ LP such
that (xS , xP ) ∈ VSP . Further, xP 6= 0P , ||xP || ≤
√
(|S| × |P |)× ||xS ||.
3. Let BP be a basis matrix for LP , with rows x1P , · · · , xnP . Let xiS , i = 1, · · · , n, be the unique vector in
LS such that (xiS , xiP ) ∈ VSP , i = 1, · · · , n, and let BS be the basis matrix for LS , with xiS , i = 1, · · ·n,
as the ith row. Let the rows of BP , BS be permuted in order of increasing length to yield the matrices
B′P , B”S . Let B
′
P have rows x
′
1P , · · · , x′nP and let B”S have rows x”1S , · · · , x”nS . Then,
1√|S| × |P | ||x′iP || ≤ ||x”iS || ≤√|S| × |P |||x′iP ||.
4. Let BˆP be an αSM- basis matrix for LP with rows xˆ1P , · · · , xˆnP , and with ||xˆiP || ≤ ||xˆjP ||, i ≤ j.
Let BˆS be any basis matrix for LS with rows xˆ1S , · · · , xˆnS , and with ||xˆiS || ≤ ||xˆjS ||, i ≤ j. Then,
1
αi
√|S| × |P | ||xˆiP || ≤ ||xˆiS ||.
5. Let BˆP be an αSM- basis matrix for LP with rows xˆ1P , · · · , xˆnP , and with ||xˆiP || ≤ ||xˆjP ||, i ≤ j. Let
xiS , i = 1, · · · , n, be the unique vector in LS such that (xiS , xˆiP ) ∈ VSP , i = 1, · · · , n, and let BS be
the matrix with xiS , i = 1, · · · , n, as the ith row. Then BS is a βSM-basis matrix for LS ,
where β ≡ (β1, · · · , βn) = (α1(|S| × |P |), · · · , αn(|S| × |P |)).
Proof. 1. From Theorem 9, we know that there exists L′S ⊆ KS such that KS = VS + L′S , L′S ∩ VS =
0S , LP ⊆ VSP ↔ L′S . Let LS be the projection of L′S onto V⊥S . Then VS , LS are orthogonal and LS + VS =
L′S + VS = KS .
Next, since 0P ∈ LP , we must have that VSP × S ⊆ VSP ↔ LP and it is given that L′S ⊆ VSP ↔ LP so
that VSP × S + L′S ⊆ VSP ↔ LP . Therefore, LS ⊆ VSP × S + L′S ⊆ VSP ↔ LP .
Let xP ∈ VSP ↔ L′S . Then there exists x′S ∈ L′S such that (x′S , xP ) ∈ VSP . For any x”S ∈ VSP × S, we
have (x”S , 0P ) ∈ VSP so that (x′S + x”S , xP ) ∈ VSP . But L′S ⊆ LS +VSP ×S which means that x”S can be
chosen so that x′S + x”S ∈ LS . Thus xP ∈ VSP ↔ LS . But VSP ↔ L′S ⊇ LP . Therefore, VSP ↔ LS ⊇ LP .
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Thus, KS = VS + LS , with VS , LS orthogonal, with VSP ↔ LP ⊇ LS , and with VSP ↔ LS ⊇ LP .
2. Let xP ∈ LP , xP 6= 0P . Since VSP ◦P ⊇ KP ⊇ LP , we must have that xP ∈ VSP ◦P. From Lemma 20,
it is clear that there exists a vector x′S such that (x
′
S , xP ) ∈ VSP and such that ||x′S || ≤
√
(|S| × |P |)×||xP ||.
Since VSP ↔ KP = KS , we must have that x′S ∈ KS . Since KS = VS + LS , and VS , LS are orthogonal
to each other, we have x′S = x”S + xS , x”S ∈ VS , xS ∈ LS , ||xS || ≤ ||x′S || ≤
√
(|S| × |P |) × ||xP ||. Now
x”S ∈ VS = VSP × S, so that (x”S , 0P ) ∈ VSP . Therefore ((x′S , xP )− (x”S , 0P )) = (xS , xP ) ∈ VSP .
By Theorem 9, part 3(a), xS is the unique vector in LS such that (xS , xP ) ∈ VSP and since xP is nonzero,
so is xS .
The above argument clearly works with S, P interchanged so that the result is also true with S, P
interchanged.
3. Let µ(·), ν(·) be permutations of {1, · · · , n} such that xiP = x′µ(i)P , xiS = x”ν(i)S , i = 1, · · · , n. From
the previous part of the theorem we have that
||xiP || ≤
√
(|S| × |P |)||xiS ||; ||xiS || ≤
√
(|S| × |P |)||xiP ||.
Let j ∈ {1, · · · , n}. Then, by Lemma 24, there exists i ∈ {1, · · · , n} such that ν(i) ≤ j ≤ µ(i). We then have
||x′jP || ≤ ||x′µ(i)P || = ||xiP || ≤
√
(|S| × |P |)||xiS || =
√
(|S| × |P |)||x”ν(i)S || ≤
√
(|S| × |P |)||x”jS ||.
Interchanging S, P and µ(·), ν(·) in the above argument we get ||x”jS || ≤
√
(|S| × |P |)||x′jP ||.
4. Let BˆS be any basis matrix for LS with rows xˆ1S , · · · , xˆnS , and with ||xˆiS || ≤ ||xˆjS ||, i ≤ j. Let xiP , i =
1, · · · , n be the unique vectors in LP such that (xˆiS , xiP ) ∈ VSP . Let x”iP ∈ {x1P , · · · , xnP }, i = 1, · · · , n
be such that ||x”jP || ≤ ||x”iP ||, j ≤ i. Let B”P be the matrix with its ith row vector as x”iP , i = 1, · · · , n.
We then have, by the previous part, since BˆP is an αSM basis matrix,
1
αi
√
(|S| × |P |) ||xˆiP || ≤
1√
(|S| × |P |) ||x”iP || ≤ ||xˆiS ||.
5. Let B˜S be an SM-basis matrix for LS with rows x˜1S , · · · , x˜nS . We have
||xiS || ≤
√
|S| × |P |||xˆiP || ≤ αi
√
|S| × |P |
√
|S| × |P |||x˜iS || = αi(|S| × |P |)||x˜iS ||.
Remark 6. In Theorem 25 we work with VP = VSP ×P. Our primary interest is in linking number lattices.
So if KP = VP + LP and VP ⊇ VSP × P,LP ∩ VP = 0P and LP ,VSP × P are orthogonal, we redefine our
generalized number lattice on P to be KˆP ≡ VSP × P + LP and work with KˆP in place of KP . Theorem 25
would then be immediately applicable.
8. Approximate successive minima bases of dual number lattices
We show in this section that from certain approximate successive minima bases of lattices, such bases
can be built for dual number lattices, efficiently.
8.1. LLL- reduced bases
A special class of αSM − basis matrices that can be built in polynomial time is the LLL- reduced basis.
We give the definition and important properties of this basis matrix below.
Definition 26. Let BP ≡ (b1, · · · , bm)T , be an (m×n) basis matrix of number lattice LP . We say b∗1, · · · , b∗m
is the Gram-Schmidt orthogonalization of b1, · · · , bm iff
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1. b∗1 = b1;
2. b∗i = bi − Σi−1j=1αijb∗j , where αij =
<bi,b
∗
j>
<bj ,b∗j>
.
It can be seen that b∗1, · · · , b∗m are orthogonal vectors and have the same span as b1, · · · , bm.
We define B∗P ≡ (b∗1, · · · , b∗m)T .
It is clear that BP = KB
∗
P , where K is a lower triangular matrix with Kii = 1,Kij = αij , j ≤ i ≤ m.
Note that, if BˆP ≡ KˆBˆ∗P , where Kˆ is a lower triangular matrix with 1′s along the diagonal and the
rows of Bˆ∗P are orthogonal to each other, then the rows bˆ
∗
i , i = 1, · · ·m of Bˆ∗P constitute the Gram-Schmidt
orthogonalization of the rows bˆi, i = 1, · · ·m, of BˆP .
Let us rewrite BP = KB
∗
P as BP = KD(D
−1B∗P ), where D is a diagonal matrix with
Dii = ||b∗i ||, i = 1, · · · ,m. Observe that the rows of D−1B∗P have length 1 and are orthogonal to each other.
Let F ≡ KD.
Definition 27. We say BP is LLL-reduced, or, equivalently, satisfies the size reduction and the Lovasz
condition with respect to its Gram-Schmidt orthogonalization, with δ ∈ ( 14 , 1), iff
• (size reduction) |αij | ≤ 12 , 1 ≤ i ≤ m;
• (Lovasz condition) (α(i+1)i)2||b∗i ||2 + ||b∗i+1||2 ≥ δ||b∗i ||2, i.e., |F(i+1)i|2 + |F(i+1)(i+1)|2 ≥ δ(|Fii|2).
The following is an important property of LLL-reduced bases (Proposition 1.12 of [11]).
Theorem 28. For δ = 34 , an LLL reduced basis BP ≡ (b1, · · · , bm)T of LP , satisfies
< bj , bj > ≤ 2m−1(λj(LP ))2. Therefore, an LLL-reduced basis for LP is an αSM-basis matrix with α ≡
(α1, · · · , αm), αi = 2m−12 , i ≤ m.
LLL-reduced bases can be built in polynomial time from an integral basis of LP . The worst case com-
plexity of the LLL-algorithm is O˜(m4n(log(Mˆ))2), where m is the dimension of LP , n = |P |, Mˆ is the
maximum norm of a row in the original integral basis of LP ([11]). For comparison purposes we use the
(simply stated) complexity of the original LLL-algorithm. Faster algorithms are available ([22]).
We will show below, that once we have an LLL-reduced basis of LP , reduced bases, as good as the
LLL-basis, of lattices linked to LP , can be found more efficiently (Theorem 31). This would be true even if
one compares with the algorithms in [22].
8.2. LLL-reduced basis of dual from primal
Let KP = LP + VP , where LP is an integral lattice orthogonal to VP . Let VP have BP ≡ (b1, · · · , bm)T
as a basis matrix. Let KdP = L(2)P + V(2)P , where L(2)P ,V(2)P are orthogonal. By Theorem 1, we know that
V(2)P = (LP + VP )⊥ and L(2)P has B(2)P as a basis matrix, where row(B(2)P ) = row(BP ) and BP (B(2)P )T =
identity matrix Im.
It may be noted that a basis matrix of L
(2)
P would in general be rational rather than integral. However,
for construction of LLL-reduced basis, it can be treated as an integral matrix multiplying every entry by
det(BPB
T
P ). This integer has size O˜(Mˆ
m), i.e., bit size O˜(mlog(Mˆ)), where m is the dimension of LP and
Mˆ is the maximum size of ||BP (i)||.
The resulting matrix would have maximum norm M ′ of a row of bit length log(M ′) = O˜(mlog(Mˆ)).
The LLL-reduced basis for such a matrix can be computed, if one proceeds from a basis of L
(2)
P , in
O˜(m4n(log(M ′))2) = O˜(m6n(log(Mˆ))2) where m is the dimension of LP , n = |P |, Mˆ is the maximum size
of ||BP (i)||.
There are two components to the LLL-algorithm. The final reduced basis has to satisfy the size reduction
condition and the Lovasz condition. The latter is more involved. If it is not satisfied we have to swap the
successive bases which violate it and begin all over again. We will show that given an LLL-reduced basis
for LP , one can build one for L
(2)
P without having to verify the Lovasz condition. The method given below
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is not new. Although not explicitly stated in the lecture on dual lattices in [23], it is essentially immediate
from ideas there.
We have BP = F (D
−1B∗P ).
Let B
(2+)
P ≡ (K−1)TD−1(D−1B∗P ) = (F−1)T (D−1B∗P ).
It is clear that BP (B
(2+)
P )
T = Im, since (D
−1B∗P )(D
−1B∗P )
T = Im, and further, that row(BP ) =
row(B
(2+)
P ).
Let B
(2)
P be the matrix obtained from B
(2+)
P by reversing the order of its rows. Let E,H,G, be obtained
respectively by reversing the order of the columns and the order of the rows of D−1, (K−1)T , (F−1)T . For
computation of G from F one may use the algorithm due to Dixon ([5]) which has complexity O˜(m4log(Mˆ)),
where Mˆ is the maximum size of ||BP (i)||. (Faster algorithms are available ([26]) but the expressions are
not simple to state.)
Let Tk denote the k × k matrix obtained by reversing the order of rows of Ik. Note that C ′ = TkC has
the rows of C in reverse order. In particular this means that T 2k = Ik.
We then have
B
(2)
P = TmB
(2+)
P ;E = TmD
−1Tm;H = Tm(K−1)TTm;G = Tm(F−1)TTm = (Tm(K−1)TTm)(TmD−1Tm).
It is clear that B
(2)
P = GEB
∗
P = HE
2B∗P .
Since the rows of E2B∗P are orthogonal to each other and H is a lower triangular matrix with 1
′s along
the diagonal, we have the following lemma.
Lemma 29. The Gram-schmidt orthogonalization of B
(2)
P is E
2B∗P . The Lovasz condition for B
(2)
P with
respect to its Gram-schmidt orthogonalization is |G(i+1)i|2 + |G(i+1)(i+1)|2 ≥ δ(|Gii|2).
We now have
Theorem 30. 1. If BP satisfies the size reduction condition with respect to its Gram-schmidt orthogo-
nalization B∗P , then B
(2)
P satisfies the size reduction condition for the entries (i+1, i), i = 1, · · · ,m−1,
with respect to its Gram-schmidt orthogonalization E2B∗P .
2. If BP satisfies the Lovasz condition with respect to its Gram-schmidt orthogonalization B
∗
P , then B
(2)
P
satisfies the Lovasz condition with respect to its Gram-schmidt orthogonalization E2B∗P .
The proof is relegated to Appendix F.
While the matrix B
(2)
P = HE
2B∗P , satisfies the Lovasz condition, it may not satisfy the size reduction
condition, since the entries Hij , i > j + 1 are not necessarily of magnitude less or equal to
1
2 . We therefore
require one iteration, without swapping, of the LLL-algorithm, for performing the size reduction. The
matrix, if scaled by det(BPB
T
P ) would become integral. The maximum norm M
′ of a row of this matrix
would be O˜((Mˆ)m), where Mˆ is the maximum norm of a row of BP . If no swapping is involved, the size
reduction alone takes O˜(m2nlog(M ′)) = O˜(m3nlog(Mˆ)) time, where n = |P | ([22],[23]). The final LLL-
reduced matrix is obtained by scaling down the result of the size reduction by det(BPB
T
P ). We saw earlier,
that computation of G from F can be done in O˜(m4log(Mˆ)) time. Let M be the maximum magnitude of
an entry in LP . Then it is clear that log(Mˆ) = O(log(|P |M)) = O(log(nM)). The multiplication GEB∗P
can be done in O˜((mθn)log(Mˆ)) = O˜((mθn)log(nM)) time. Since θ < 3, the overall computation of B
(2)”
P
from BP can be performed in O˜((m
4 +m3n)log(nM)) time.
The above is a substantial improvement over computing using the LLL-algorithm directly on the basis
B
(2)
P of L
(2)
P (complexity O˜(m
6n(log(nM))2)). We summarize this discussion in part 1 of Theorem 31.
9. αSM-basis matrices for number lattices through linking and dualization
We summarize in this section our results on approximate SM-bases of number lattices related through
linking by regular vector spaces and by dualization.
24
Theorem 31. Let VSP be a regular vector space, KP be a generalized number lattice with KP = VP + LP ,
where LP is an integral lattice orthogonal to VP . Let VSP × P = VP and let VSP ◦ P = span(KP ).
Let KS ≡ VSP ↔ KP , with KS = VS + LS , where VS , LS , are orthogonal.
Let KdP = V(2)P +L(2)P , where V(2)P , L(2)P , are orthogonal. Let BP be an LLL-reduced basis for LP available
with its Gram-Schmidt orthogonalization. Let m ≡ dim(LP ), n ≡ |P |, and let M be the maximum size of an
entry in BP .
Let standard representative matrix QSP of VSP , which is built according to the priority (P, S), be available.
We then have the following.
1. If LP is integral, an αSM-basis matrix B
(2)”
P for L
(2)
P , where α ≡ (α1, · · · , αm), αi = 2
m−1
2 , i = 1, · · · ,m
can be built in O˜((m4+m3n)log(nM)) time. Further, the maximum bit size of an entry in B
(2)”
P would
be O˜(mlog(nM)).
2. A βSM-basis matrix BS for LS , where β ≡ (β1, · · · , βm), βi = (|S| × |P |)2m−12 , i = 1, · · · ,m can be
built in time
O˜(r4log(|S|)) + O˜(r2mlog((|S| × |P |)M)) +O((r(V⊥SP ◦ S))(r(VSP ◦ P ))mlog(M)),
where r ≡ min(r(VSP × S), r(V⊥SP ◦ S)). Further, the maximum bit size of an entry in BS would be
O˜(log((|S| × |P |)M)).
3. If LP is an integral matrix, and an LLL-reduced basis for L
(2)
P has already been computed as in part 1
above, a βSM-basis matrix B
(2)
S for L
(2)
S , where β ≡ (β1, · · · , βm), βi = (|S| × |P |)2
m−1
2 , i = 1, · · · ,m,
can be built in time
O((r(VSP ))2|S unionmulti P |) + O˜(rˆ4log(|S|)) + O˜(rˆ2m2log(M) + rˆ2mlog(|S| × |P |))
+O((r(VSP ◦ S)(r(V⊥SP ◦ P )m2log(M)),
where rˆ ≡ min(r(V⊥SP × S), r(VSP ◦ S)). Further, the maximum bit size of an entry in B(2)S would be
O˜(mlog(M) + log((|S| × |P |))).
We need the following lemma for the proof of Theorem 31.
Lemma 32. Let VSP ,KP , LP , be as in the statement of Theorem 31. Let QSP be a standard representative
matrix of a regular vector space VSP built according to the priority sequence (P, S). Let xP ∈ LP . Then,
1. to build a standard representative matrix Q′SP of VSP according to the priority sequence (S, P ) takes
O((r(VSP ))2|S unionmulti P |) time;
2. to find a vector xS such that (xS , xP ) ∈ VSP , ||xS || ≤
√
(|S| × |P |) × ||xP || and such that maximum
bit length of an entry in xS is O(log(|P |M)), where log(M) is the maximum bit length of an entry in
xP takes O((r(V⊥SP ◦ S))(r(VSP ◦ P ))log(M)) time.
3. to project xS onto VS , where VS stands for VSP × S or V⊥SP ◦ S takes
O˜((r4log(|S|))+O˜((r2(log((|S|×|P |)M)), time where r ≡ min(r(VSP×S), r(V⊥SP ◦S)). The projections
x′S , x”S respectively of xS onto VS ,V⊥S have maximum bit size O(log((|S| × |P |)M)).
Proof. 1. This follows from Lemma 18.
2. This follows from Lemma 20.
3. Note that a standard representative matrix, say QS , of VSP×S is visible in the standard representative
matrix QSP of VSP . and a standard representative matrix, say Q′S , of VSP ◦ S is visible in the standard
representative matrix Q′SP of VSP .
Let x′S , x”S be projections of xS onto VSP×S, (VSP×S)⊥, respectively. Since QSP is totally unimodular,
so is QS . We then have,
x′S = Q
T
S (QSQ
T
S )
−1(QSxS);x”S = xS − x′S .
The maximum magnitude of entries in QSQ
T
S is |S|. Therefore the time for inversion ([5]) is
O˜((r(VSP × S))4log(|S|).
From Lemma 20, the maximum bit size of an entry in xS is O(log(|P |M)). The maximum bit size of
an entry in x′S , x”S can be seen to be O(log((|S| × |P |)M)). The multiplication time can be seen to be
O˜((r(VSP × S))2log((|S| × |P |)M)).
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Instead of computing x′S first, we could have computed x”S . We would then have had to interpret QS
as a standard representative matrix for V⊥SP ◦ S = (VSP × S)⊥. If Q′S = (I|K) is a standard representative
matrix of VSP × S, then Q”S ≡ (−KT |I) is a standard representative matrix for (VSP × S)⊥ = V⊥SP ◦ S.
Thus Q”S is a totally unimodular matrix. Therefore, the above calculation holds for computing x”S first
with QS denoting a standard representative matrix of V⊥SP ◦ S.
Therefore the time for inversion can be taken to be O˜(r4log(|S|)), and the multiplication time can be
seen to be O˜(r2log((|S| × |P |)M)), where r ≡ min(r(VSP × S), r(V⊥SP ◦ S)).
Proof of Theorem 31.
1. This is clear from the discussion at the end of Subsection 8.2.
2. Given xP ∈ LP , to find xS such that (xS , xP ) ∈ VSP takes O˜((r(V⊥SP ◦S))(r(VSP ◦P ))log(max|xP (i)|) =
O˜((r(V⊥SP ◦ S)))(r(VSP ◦ P )log(M)) time, by Lemma 20. This has to be done as many times as there are
rows of BP . To project xS onto VSP ×S takes O˜((r(VSP ×S))4log(|S|))+O˜((r(VSP ×S))2log((|S|×|P |)M))
time. The first term, corresponds to the inversion which has to be done only once. The multiplication has
to be done as many times as there are rows of BP . Therefore, to compute BS takes time
O˜(m(r(V⊥SP ◦ S))(r(VSP ◦ P ))log(M)) + O˜((r(VSP × S))4log(|S|)) + O˜((r(VSP × S))2mlog((|S| × |P |)M)).
If the projection of xS had been performed onto (VSP × S)⊥ the computation time would be given by the
above expression with r(VSP × S) being replaced by r((VSP × S)⊥) = r(V⊥SP ◦ S).
3. We have, KdP = V(2)P +L(2)P , with V(2)P , L(2)P , orthogonal andKdS = V(2)S +L(2)S , with V(2)S , L(2)S , orthogonal.
We are given that VSP ◦ P = span(KP ). Further, V(2)P = (VP + LP )⊥ = (KP )⊥ = (VSP ◦ P )⊥ = V⊥SP × P
and span(LP ) = span(L
(2)
P ). By Theorem 1, span(KdP ) = V⊥P = (VSP × P )⊥ = V⊥SP ◦ P. We have, by IDT
(Theorem 11), KdS = (VSP ↔ KP )d = (VSP )⊥ ↔ KdP .
Since (VSP )⊥ ↔ KdP = KdS ,V⊥SP × P = V(2)P ,V⊥SP ◦ P ⊇ KdP , Theorem 25 is applicable.
To build a standard representative matrix Q′SP of VSP according to the priority sequence (S, P ) from
QSP takes O((r(VSP ))2|S unionmulti P |) time. A standard representative matrix of V⊥SP according to the priority
sequence (P, S) immediately becomes available. Within this matrix standard representative matrices are
visible for V⊥SP × S, (V⊥SP × S)⊥ = VSP ◦ S. The maximum bit size of an entry of L(2)P is O˜(mlog(M)).
Therefore, by the computation in part 2 above, using V⊥SP in place of VSP , (mlog(M) + log(|S| × |P |)) in
place of log(M) for maximum bit size, and taking r ≡ min(r(VSP ◦ S), r(V⊥SP × S)), the result follows. 
Remark 7. We do not have a general method for building a reduced basis for the dual lattice from a general
reduced basis of the primal lattice. For the LLL-reduced basis, fortunately we have an efficient method for
building a reduced basis for the dual. If LP is a number lattice on P and VSP is a vector space on S unionmulti P,
satisfying appropriate conditions relative to LP , we can efficiently build a reduced basis for LS , the number
lattice part of VSP ↔ LP , from a reduced basis for LP . However, there appears no easy way of building the
reduced basis of the dual of LS , starting from an LLL-reduced basis of LP , except through the use of the
implicit duality theorem as in part 3 of Theorem 31.
10. Closest and shortest vectors
In Section 7, we studied the case where a vector in a number lattice is uniquely lnked to that in another.
In this section we examine the situation where the vector linked to a given vector is not unique. We examine
questions of the kind ‘what is a shortest vector linked to a given vector?’ We show that the answer is related
to the notion of a ‘closest vector’ defined below.
Let LP ⊆ Q|P | and let xP ∈ Q|P |. We say xˆP ∈ LP is closest in LP to xP iff whenever x′P ∈ LP , we
have ||xˆP − xP || ≤ ||x′P − xP ||. We say xˆP ∈ LP is α−closest in LP , α ∈ Q, to xP iff whenever x′P ∈ LP ,
we have ||xˆP − xP || ≤ α||x′P − xP ||.
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The closest vector problem is to find a vector closest in LP to a given vector xP . This problem is
known to be NP-Hard ([1]). However, there is a polynomial time algorithm available ([2]) for finding an
α−closest vector in LP to a given vector, for α = 2m2 . This algorithm is given below.
LetBP be an LLL-reduced basis matrix for LP . LetBP = (b1P , · · · , bmP )T = KB∗P = K(b∗1P , · · · , b∗mP )T ,
where B∗P is the Gram-Schmitt orthogonalization for BP . Let xP ∈ Q|P |. Then the vector
(c1| · · · |cm)BP , cj = d
< xP , b
∗
jP >
< b∗jP , b
∗
jP >
c, j = 1, · · · ,m,
is 2
m
2 −closest in LP to xP .
We now examine some natural questions about short vectors which are related to the closest vector
problem.
Question 1. Suppose LPQ is a number lattice with (xP , xQ) ∈ LPQ. What is a shortest vector in LPQ
whose restriction to P is xP ?
We reformulate this question in terms of closest vectors in the lemma below.
Lemma 33. Let LPQ be a number lattice with (xP , xQ) ∈ LPQ.
1. A vector xˆQ is a closest vector to xQ in LPQ ×Q iff
(xP , xQ − xˆQ) is the shortest vector in LPQ whose restriction to P is xP , i.e.,
(xP , xQ − xˆQ) ∈ LPQ and whenever (xP , x′Q) ∈ LPQ, ||xQ − xˆQ|| ≤ ||x′Q||.
2. The vector xˆQ is an α−closest vector to xQ in LPQ ×Q, iff
(xP , xQ − xˆQ) ∈ LPQ and whenever (xP , x′Q) ∈ LPQ, ||xQ − xˆQ|| ≤ α||x′Q||.
Proof. Let (xP , xQ) ∈ LPQ. Then (xP , xQ − x”Q) ∈ LPQ iff x”Q ∈ LPQ ×Q.
We have that xˆQ is a closest vector to xQ in LPQ ×Q,
iff 〈(xQ − x”Q), (xQ − x”Q)〉 ≥ 〈(xQ − xˆQ)), (xQ − xˆQ)〉, whenever x”Q ∈ LPQ ×Q, i.e.,
iff 〈(xP , xQ− x”Q), (xP , xQ− x”Q)〉 ≥ 〈(xP , xQ− xˆQ), (xP , xQ− xˆQ)〉, whenever (xP , xQ− x”Q) ∈ LPQ.
The proof of the second part is similar.
Question 2. Let LP be a number lattice. Let L
′
P be the projection of LP onto a vector space VP . Given
a vector x′P ∈ L′P what is a shortest vector in LP whose projection onto VP is x′P ?
We can reduce this to Question 1 above as follows.
Let BP be a basis matrix for LP , with xiP , i = 1, · · · ,m, as the ith row. Resolve xiP as xiP =
x′iP + x”iP , i = 1, · · · ,m, x′iP ∈ VP , x”iP ∈ V⊥P . Let P ′, P” be disjoint copies of P and let xˆP ′ , xˆP”
denote copies respectively on P ′, P” of xˆP ∈ FP . Let BP ′P” be the matrix with (x′iP ′ , x”iP”), i = 1, · · ·m,
as the ith row. Let LP ′P” be the number lattice on P
′ ∪P” generated by the rows of BP ′P”. It is clear that
xP ∈ LP iff (x′P ′ , x”P”) ∈ LPP”, where x′P , x”P” are respectively the projections of xP onto VP ,V⊥P . We
have that ||xP ||2 = ||x′P ′ ||2 + ||x”P”||2. Further since the rows of BP are linearly independent, so are the
rows of BP ′P”. Therefore, BP ′P” is a basis matrix for LP ′P”.
The projection L′P of LP onto VP has the copy LP ′P”◦P ′. We have seen that the lengths of corresponding
vectors in LP , LP ′P” are the same. Therefore, Question 2 can be rephrased as ‘given x
′
P ′ ∈ LP ′P” ◦P ′ what
is a shortest vector (x′P ′ , x”P”) ∈ LP ′P”?,’ which is Question 1.
We next examine what information about LP , in terms of short vectors, can be garnered from KS ≡
VSP ↔ LP .
We need a preliminary lemma before we phrase the next question.
Lemma 34. Let VSP be a vector space, LP ⊆ VSP ◦ P, be a number lattice, with span(LP ) ⊇ VSP × P. Let
KS ≡ VSP ↔ LP . Then KS = VSP ×S+LS , where VSP ×S,LS , are orthogonal and LS is a number lattice.
Proof. Let L′P be the projection of LP onto (VSP×P )⊥. Let KP ≡ L′P +VSP×P. Since span(LP ) ⊇ VSP×P,
we have that span(LP ) = span(L
′
P +VSP ×P ) = span(KP ), and that LP +VSP ×P = L′P +VSP ×P = KP .
It is clear that VSP ↔ KP ⊇ VSP ↔ LP . Let xS ∈ VSP ↔ KP . Then there exists xˆP ∈ KP such that
(xS , xˆP ) ∈ VSP . Now KP = LP + VSP × P so that xˆP = xP + x”P , xP ∈ LP , x”P ∈ VSP × P. Therefore
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(xS , xˆP ) + (0S , x”P ) = (xS , xP ) ∈ VSP . Thus, VSP ↔ LP ⊇ VSP ↔ KP and therefore VSP ↔ LP = VSP ↔
KP . From Theorem 25, part 1, it follows that KS = VSP × S + LS , where VSP × S,LS , are orthogonal and
LS is a number lattice.
Question 3. Let VSP be a regular vector space, LP ⊆ VSP ◦ P, be a number lattice, with span(LP ) ⊇
VSP × P. Let KP = LP + VSP × P, with LP ,VSP × P, not necessarily orthogonal. Let KS ≡ VSP ↔ LP .
Given xS ∈ LS , what is a shortest vector xP ∈ LP such that (xS , xP ) ∈ VSP ?
First let L′P be the projection of LP onto (VSP × P )⊥. Let KP ≡ L′P + VSP × P. It is clear that
KP = LP + VSP ×P. By Lemma 34, KS ≡ VSP ↔ KP = VSP ↔ LP and we can write KS = VSP × S +LS ,
where LS is orthogonal to VSP × S. Since VSP ◦ S ⊇ KS ,VSP × S ⊆ KS , by Theorem 9, we have that
VSP ↔ KS = KP . By Theorem 25, if xS ∈ LS there is a unique vector x′P ∈ L′P such that (xS , x′P ) ∈ VSP .
Further, since (xS , x
′
P ) ∈ VSP , a vector (xS , xP ) ∈ VSP iff xP − x′P ∈ VSP × P.
Question 3. now reduces to Question 2. We find the unique x′P ∈ L′P such that (xS , x′P ) ∈ VSP . Next
we find a shortest vector xP ∈ LP whose projection onto (VSP × P )⊥ is x′P . Note that xP − x′P ∈ VSP × P,
so that (xS , xP ) ∈ VSP . Therefore xP is a shortest vector in LP , such that (xS , xP ) ∈ VSP .
Remark 8. Questions 1, 2 and 3 can be rephrased in terms of ‘α−’ closest rather than ‘shortest’ and the
answers are similar.
11. Conclusion
We have shown that ideas that have proved useful in the study of electrical networks, viz., implicit
inversion theorem (IIT) (Theorem 8) and implicit duality theorem (IDT) (Theorem 11), which are basic to
implicit linear algebra, can be used with profit to study number lattices linked through regular vector spaces
and through dualization.
We have built new self dual number lattices from old by using IDT, in a manner analogous to building
new reciprocal electrical networks from old.
Using IIT, we have related properties of number lattices invertibly linked through a regular vector space
and using IDT, to that of duals of such lattices. We have shown that reduced bases for such number lattices
can be built efficiently starting from such a basis for one of them.
We have shown that the short vector problem under certain additional restrictions can be solved by
solving an appropriate closest vector problem.
Appendix A. Variations on the problem of finding basis for a number lattice
1. Consider the problem of finding the basis for the number lattice LˆS of integral solutions to the
equation
[
xT1
... xT2
]AS· · ·
B
 = 0, (A.1)
where AS has full row rank and rows of AS generate the rows of B. The SL-algorithm finds a unimodular
matrix
R =
R11 ... R12
R21
... R22
 such that
R11 ... R12
R21
... R22
AS· · ·
B
 =
AˆS· · ·
0
 .
We claim that (R21
... R22) is a basis matrix for the number lattice LˆS .
To see this, first it is clear that rows of (R21
... R22) are in LˆS .
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Next, since R is unimodular, we can write any integral solution to Equation A.1 as
[
xT1
... xT2
]
=
[
λT1
... λT2
]R11 ... R12
R21
... R22
 , [λT1 ... λT2 ] integral.
If λT1 is nonzero
[
xT1
... xT2
]AS· · ·
B
 = [λT1 ... λT2 ]
AˆS· · ·
0
 6= 0, (A.2)
since AˆS has full row rank. Therefore λ
T
1 = 0 and any integral solution to Equation A.1 can be written as[
xT1
... xT2
]
= λT2
[
RT12
... RT22
]
, λT2 integral.
Thus, (R21
... R22) is a basis matrix for the number lattice LˆS .
2. The problem of finding a basis for the collection of all integral vectors contained in a vector space VS
is equivalent to finding a basis matrix for the integral solutions to the equation xTQTS = 0, where QS is a
basis matrix for V⊥S .
3. Finding a basis for the intersection of a number lattice with a vector space can be handled similarly.
Let CS be a basis matrix for number lattice LS . Let VS ,V⊥S be complementary orthogonal vector spaces
with representative matrices BS , QS respectively. A vector x
T
S belongs to LS ∩VS , iff xTS = λTCS , λ integral
and xTSQ
T
S = 0. We first find a basis matrix Cˆ for integral solutions to λ
TCSQ
T
S = 0 and then compute
CˆCS . We claim that this matrix is a basis matrix for LS ∩ VS .
The rows of CˆCS belong to LS ∩ VS , since they are linear combinations of rows of CS orthogonal to
V⊥S . To see the converse, any vector xTS in LS ∩ VS , must satisfy xTS = λTCS , λ integral and λTCSQTS = 0.
Any integral vector in the solution space of λTCSQ
T
S = 0, can be written as σ
T Cˆ, σ integral. Therefore any
vector xTS in LS ∩ VS , can be written σT CˆCS , σ integral.
Appendix B. Proof of Lemma 7
1. Suppose KSP ↔ KPQ = KSQ and 0PQ ∈ KPQ.
It is clear from the definition of the matched composition operation that KSP ◦ S ⊇ KSQ ◦ S.
Since 0PQ ∈ KPQ, if fS ⊕ 0P ∈ KSP , we must have that fS ⊕ 0Q ∈ KSQ. Thus, KSP × S ⊆ KSQ × S.
2. On the other hand suppose KSP × S ⊆ KSQ × S and KSP ◦ S ⊇ KSQ ◦ S. Let KˆPQ ≡ KSP ↔ KSQ,
i.e., KˆPQ is the collection of all vectors fP ⊕ fQ s.t. for some vector fS , fS ⊕ fQ ∈ KSQ, fS ⊕ fP ∈ KSP .
Since KSP is closed under subtraction, it contains the zero vector, the negative of every vector in it and is
closed under addition.
Since 0S ⊕ 0P ∈ KSP , we must have that 0S ∈ KSP × S and therefore 0S ∈ KSQ × S. It follows that
0S ⊕ 0Q ∈ KSQ.
Hence, by definition of KˆPQ,0PQ ∈ KˆPQ. Further, since both KSP ,KSQ, are closed under addition, so is
KˆPQ since KˆPQ = KSP ↔ KSQ.
We will now show that KSP ↔ KˆPQ = KSQ.
Let fS ⊕ fQ ∈ KSQ. Since KSP ◦ S ⊇ KSQ ◦ S, we must have that fS ⊕ fP ∈ KSP , for some fP . By the
definition of KˆPQ, we have that fP ⊕ fQ ∈ KˆPQ.
Hence, fS ⊕ fQ ∈ KSP ↔ KˆPQ.
Thus, KSP ↔ KˆPQ ⊇ KSQ.
Next, let fS ⊕ fQ ∈ KSP ↔ KˆPQ, i.e., for some fP , fS ⊕ fP ∈ KSP and fP ⊕ fQ ∈ KˆPQ.
We know, by the definition of KˆPQ, that there exists fS ′ ⊕ fQ ∈ KSQ s.t. fS ′ ⊕ fP ∈ KSP .
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Figure C.1: A linkage diagram and its dual
Since KSP is closed under subtraction, we must have, (fS − fS ′)⊕ 0P ∈ KSP .
Hence, fS − fS ′ ∈ KSP × S ⊆ KSQ × S.
Hence (fS − fS ′)⊕ 0Q ∈ KSQ.
Since KSQ is closed under addition and fS ′ ⊕ fQ ∈ KSQ,
it follows that (fS − fS ′)⊕ 0Q + fS ′ ⊕ fQ = fS ⊕ fQ also belongs to KSQ.
Thus, KSP ↔ KˆPQ ⊆ KSQ.
3. From parts 1 and 2 above, the equation KSP ↔ KPQ = KSQ can be satisfied by some KˆPQ if and only if
KSP ◦ S ⊇ KSQ ◦ S and KSP × S ⊆ KSQ × S.
Next, let KˆPQ satisfy the equation KSP ↔ KˆPQ = KSQ and be closed under addition.
From part 2, we know that if KˆPQ satisfies KSP ◦ P ⊇ KˆPQ ◦ P and KSP × P ⊆ KˆPQ × P,
then KSP ↔ (KSP ↔ KˆPQ) = KˆPQ. But KˆPQ satisfies KSP ↔ KˆPQ = KSQ and satisfies KSP ◦P ⊇ KˆPQ◦P
and KSP × P ⊆ KˆPQ × P,
It follows that for any such KˆPQ, we have KSP ↔ KSQ = KˆPQ.
This proves that KˆPQ ≡ KSP ↔ KSQ is the only solution to the equation KSP ↔ KPQ = KSQ, under the
condition KSP ◦ P ⊇ KPQ ◦ P and KSP × P ⊆ KPQ × P. 
Appendix C. Diagrams of expressions of linkages
A regular expression of linkages is best represented by means of a diagram, where nodes correspond to
individual linkages, and edges correspond to index sets common to two linkages.
Example 35. Consider the regular expression
E ≡↔A,B,C,P,Q,R,T.V,W (KS1QRT ,KS2QPW ,KS3RPV ,KS4ATB ,KS5(−A)V C ,KS6CBW ).
Figure C.1 (a) shows the diagram for this expression. (Individual linkages are represented only by the
subscript. For instance (S5(−A)V C) represents K(S5(−A)V C).) Let N be a subset of the nodes of the diagram.
The subexpression of E on N will have as diagram the subgraph with nodes N and edges with both endpoints
in N.
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We need use only ‘↔’ or only ‘ 
’ since the other operation can be handled by changing the sign of one
of the index sets as in K(S5(−A)V C). We will make edges corresponding to ‘↔’ bold and those corresponding
to ‘ 
’ dotted. In the present expression we have used only ‘↔’.
Suppose in the subexpression KLR ↔ KRM we have KLR ◦ R ⊇ KRM ◦ R,KLR × R ⊆ KRM × R. We
then make the edge corresponding to R directed from KLR to KRM . In the present expression, we have taken
KS1QRT ,KS3RPV , to satisfy KS1QRT ◦R ⊇ KS3RPV ◦R,KS1QRT ×R ⊆ KS3RPV ×R, so that in the diagram
there is a directed edge labelled R, from the node S1QRT to the node S3RPV .
Let us define the dual to the above expression to be

A,B,C,P,Q,R,T.V,W (KdS1QRT ,KdS2QPW ,KdS3RPV ,KdS4ATB ,KdS5(−A)V C ,KdS6CBW ).
The diagram for this dual expression is shown in Figure C.1 (b). It is identical to that of the primal
except that the a node KS has been replaced by KdS and a bold edge corresponding to an index set P has been
replaced by a dotted edge corresponding to P. Further, directed edges retain their direction in the diagram of
the dual. This is because (KLR ↔ KRM )d = KdLR 
 KdRM and KLR ◦R ⊇ KRM ◦R,KLR ×R ⊆ KRM ×R
is equivalent to KdLR ×R ⊆ KdRM ×R,KdLR ◦R ⊇ KdRM ◦R.
Let the above ‘primal’ expression have the evaluation KS1S2S3S4S5S6 .
From IDT (Theorem 11), it follows that the dual expression evaluates to KdS1S2S3S4S5S6 .
Finally, if every one of the linkages in the expression is a full dimensional number lattice, by Theorem
12, every subexpression will evaluate to a full dimensional number lattice.
Let KLR,KRM be as above with a directed bold edge from KLR to KRM , in the diagram of the expression.
Let us divide the nodes of the diagram into two sets N1, N2 with KLR ∈ N1 and KRM ∈ N2, where nodes
in N1 have no edges between them. The subexpression on N1 will have the form KGHLR ≡ ⊕i,j{KGiHj} ⊕
KLR, where the Gi, Hj , L,R,M are mutually disjoint, no index set occurs more than once and G ≡ unionmultiGi, H ≡
unionmultiHj . Let the subexpression on N2 evaluate to KCHRM .
The original expression can be simplified to KGHLR ↔ KCHRM . The diagram of this reduced expression
will have only two nodes but many edges corresponding to the Hj and R.
We will show that in the reduced diagram, there will be a directed edge corresponding to R, from node
KGHLR to node KCHRM , in addition to the edges corresponding to the Hj .
Firstly, it can be shown that KLR ◦R ⊇ KCHRM ◦R and KLR ×R ⊆ KCHRM ×R as follows.
By Theorem 8, we have that KY Z ◦ Z ⊇ (KXY ↔ KY Z) ◦ Z and KY Z × Z ⊆ (KXY ↔ KY Z) × Z. By
repeated application of this result, if necessary, we can infer that KRM ◦R ⊇ KCHRM ◦R and KRM ×R ⊆
KCHRM × R. But we have KLR ◦ R ⊇ KRM ◦ R and KLR × R ⊆ KRM × R. Thus, KLR ◦ R ⊇ KCHRM ◦ R
and KLR ×R ⊆ KCHRM ×R.
Next, since KGHLR = ⊕i,j{KGiHj} ⊕ KLR, we must have KGHLR ◦ R = KLR ◦ R and KGHLR × R =
KLR×R. It follows that KGHLR ◦R = KLR ◦R ⊇ KCHRM ◦R and KGHLR×R = KLR×R ⊆ KCHRM ×R.
Therefore, in the reduced diagram there will be a directed edge corresponding to R, from node KGHLR to
node KCHRM .
The dual expression will have a corresponding reduced expression KdGHLR 
 KdCHRM . Here again the
arrow for the edge corresponding to R will be from KdGHLR to KdCHRM .
If the directed edge is from N2 to N1, in general, the diagram of the dual reduced expression may only
have an undirected edge.
In the case of the expression
E ≡↔A,B,C,P,Q,R,T.V,W (KS1QRT ,KS2QPW ,KS3RPV ,KS4ATB ,KS5(−A)V C ,KS6CBW ),
we can take N1, for instance, to be N1 ≡ KS1QRT ⊕KS5(−A)V C , since there is no edge between the nodes.
We then have the reduced expression
Ered ≡ KS1QRTS5(−A)V C ↔ KS2S3S4S6ACTQRV
= (KS1QRT ⊕KS5(−A)V C)↔ (KS2QPW ↔ KS3RPV ↔ KS4ATB ↔ KS6CBW ).
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Figure C.2: The reduced linkage diagram and its dual
Figure C.2(a) shows the diagram of this reduced expression. Here, the nodes have been split into N1, N2,
with N1 to the right. We have
N2 ≡ KS2S3S4S6ACTQRV = (KS2QPW ↔ KS3RPV ↔ KS4ATB ↔ KS6CBW ).
The internal edges (which appear in Figure C.1), labelled B,P,W involving nodes of N2 have been
deleted, there are undirected edges labelled T,Q, V, C,A, and a directed edge from N1 to N2, labelled R
corresponding to the directed edge from KS1QRT to KS3RPV in Fig C.1(a). Its meaning here is that
KS1QRTS5(−A)V C ◦R ⊇ KS2S3S4S6ACTQRV ◦R,KS1QRTS5(−A)V C ×R ⊆ KS2S3S4S6ACTQRV ×R.
Figure C.2(b), shows the diagram of the dual of the reduced expression. It is identical to the diagram in
Figure C.2(a), except that we have to interpret the node, say αβγ as Kdαβγ , the dotted edges as corresponding
to ‘
’ and the directed dotted edge from N1 to N2, labelled R as corresponding to the directed dotted edge
from KdS1QRT to KdS3RPV in Fig C.1(b). Its meaning here is that
KdS1QRTS5(−A)V C ◦R ⊇ KdS2S3S4S6ACTQRV ◦R,KdS1QRTS5(−A)V C ×R ⊆ KdS2S3S4S6ACTQRV ×R.
These ideas extend to the case where the set of nodes of the diagram is partitioned into {N1, · · · , Nk}, if
there are internal edges, only the block of nodes Nk contains them, and finally, the directed edges are either
between the node sets N1, · · · , Nk−1, or into Nk.
Appendix D. Proof of Lemma 18
It is sufficient to prove the result when the priority sequences for B1, B2, are of the form
(e1, · · · , ei−1, e, e′, ei+2, · · · e|S|) for B1, and of the form (e1, · · · , ei−1, e′, e, ei+2, · · · e|S|) for B2. Without loss
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of generality we can assume the standard representative matrix of VS with respect to the base B1 can be
written as [
I
... 0
... k1
... K1
0 | 1 | k2 | K2
]
(D.1)
where k2 = ±1 and the order of columns is B1∩B2, e, e′, (S−B1)∩ (S−B2). To convert this into a standard
representative matrix of VS with respect to B2 we have to add or subtract the last row from the earlier
rows in order to convert the entries in the column e′ in these earlier rows from k1 to the 0 column. This
results in a standard representative matrix and therefore must be totally unimodular. So the entries in the
columns corresponding to e, (S−B1)∩ (S−B2) in this new matrix must be 0,±1 and therefore all numbers
encountered in this computation are 0,±1. This computation is O(|B1 ∩B2||S|) when |B1 −B2| = 1 and in
general has to be repeated |B1 −B2| times so that the computation is finally O(|B1|2|S|) = O(m2|S|). 
Appendix E. Proof of Lemma 24
It is sufficient to prove the following statement for the pair of permutations, (id(·), ρ(·)), ρ ≡ µν−1.
Statement Let S ≡ {t, · · · , t + n}, t ∈ Z, and let ρ(·) act on S. Let S′ ≡ {j, i ≤ j ≤ ρ(i), i ∈ S}. Then,
S′ = S.
Note that if the statement is true for t = t′ it is also true for t = t′ + s, s ∈ Z.
The statement is clearly true for n = 1. Let the statement be true for n ≤ k.
Now, let n = k + 1. Let Tr ≡ {t, · · · , t+ r} ⊆ S. We have T0 ⊆ S′.
We will show that if 0 ≤ r ≤ k, then Tr+1 ≡ {t, · · · , t+ r + 1} ⊆ S′.
If ρ(Tr) = Tr, then ρ(S − Tr) = S − Tr. So the statement is true since it is true for n ≤ k and we have
0 ≤ r ≤ k, 0 ≤ k − r ≤ k. (We are in this case dealing with two permutations on sets of smaller size.)
Suppose ρ(Tr) 6= Tr. Then there exists m, 0 ≤ m ≤ r such that ρ(t + m) > t + r. Therefore, t + m <
t+ r + 1 ≤ ρ(t+m), so that t+ r + 1 ∈ S′, i.e., Tr+1 ≡ {t, · · · , t+ r + 1} ⊆ S.
We conclude that S = Tk+1 ⊆ S′.
Thus the statement is true for n=k+1. 
Appendix F. LLL-reduced basis for dual number lattice
The proof of Theorem 30 is based on the following simple lemma which can be verified by direct calcu-
lation.
Lemma 36. Let F be a lower triangular matrix with
Fii = ||b∗i ||, i = 1, · · · ,m and F(i+1)i = α(i+1)i||b∗i ||, i = 1, · · · ,m − 1. Then, G ≡ Tm(F−1)TTm is a lower
triangular matrix satisfying
Gii =
1
||b∗m−i+1||
, i = 1, · · · ,m and G(i+1)i = −α(m−i+1)(m−i) 1||b∗m−i+1||
, i = 1, · · · ,m− 1.
Proof of Theorem 30
1. This is clear from Lemma 36.
2. The Lovasz condition for BS is
|F(i+1)i|2 + |F(i+1)(i+1)|2 ≥ δ(|Fii|2), i.e., |α(i+1)i|2||b∗i ||+ ||b∗i+1||2 ≥ δ(||b∗i ||2), i = 1, · · · ,m− 1.
Dividing the above inequality throughout by ||b∗i ||2 × ||b∗i+1||2, we get
|α(i+1)i|2||b∗i+1||−2 + |||b∗i ||−2 ≥ δ(||b∗i+1||−2), i = 1, · · · ,m− 1.
Therefore,
|α(m−i+1)(m−i)|2||b∗m−i+1||−2 + |||b∗m−i||−2 ≥ δ(||b∗m−i+1||−2), i = 1, · · · ,m− 1,
i.e., |G(i+1)i|2 + |G(i+1)(i+1)|2 ≥ δ(|Gii|2), i = 1, · · · ,m− 1, which proves the required result. 
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