In closed rabbit lines selected for prolificacy at the Polytechnic University of Valencia, genetic responses are predicted using BLUP. With a standard additive BLUP model and year-season (YS) effects fitted as fixed, genetic trends were overestimated compared to responses estimated using control populations obtained from frozen embryos. In these lines, there is a confounding between genetic trend, YS effects and inbreeding, and the role of dominance is uncertain. This is a common situation in data from reproductively closed selection lines. This paper fits different genetic evaluation models to data of these lines, aiming to identify the source of these biases: dominance, inbreeding depression and/or an ill-conditioned model due to the strong collinearity between YS, inbreeding and genetic trend.
accomplish because an estimation of the genetic response free from model assumptions (Sorensen & Kennedy, 1984; Sorensen, Vernersen, & Andersen, 2000) requires a control population large enough to avoid genetic drift. Alternatively, reproduction techniques can be used to preserve a sample of the population at a given point in time. Later, the selected and unselected populations are compared.
In rabbit selection, cryopreservation allows keeping such a sample of the population. Phenotypic comparisons between direct offspring of the cryopreserved animals and the current generation have been largely utilized (Garc ıa & Baselga, 2002a,b; Laborda, Santacreu, Blasco, & Moc e, 2012) to estimate the actual response to selection for prolificacy. In those studies, it was concluded that the observed genetic response in some lines is lower than the response estimated based on best linear unbiased predictions (BLUP). BLUP estimate of genetic trends is obviously function of the actual genetic evaluation model and the estimated genetic parameters. Because such models can be far of being exact (Estany & Sorensen, 1995; Sorensen et al., 2000) , the most reliable estimate of the response to selection will be the one based on a control line, and in this work, the cryopreserved populations act as control lines.
The lack of match between observed (comparing control and selected populations) and predicted (by genetic evaluation) response to selection was attributed (Garc ıa & Baselga, 2002a,b) to either (i) having operational models being far from the actual biological model generating the data, or (ii) because of an ill behaviour of the operational model considered, that is, the model is correct but the estimation is inaccurate.
For prolificacy traits, dominance deviations are expected to explain a non-irrelevant part of the observed variability. So, ignoring these terms in the evaluation models might yield biased predictions of breeding values which overestimate the genetic response. For instance, a female with good dominance deviation (and, therefore, good phenotype) may have an overestimated breeding value if dominance is not considered in the model. This is an example of the first argument above. The consequence of using operational models not accounting for dominance terms will vary with the magnitude of these deviations and data structure, ranging from a reduction in the efficiency of the predictions as error terms would be increased, to important biases in the case of traits and populations with large dominance deviations.
In animal breeding, contemporary groups (CG) are typically treated as fixed effects. This is out of simplicity and because this procedure is expected to yield unbiased estimates in the case of non-random assignment of sires to CG (Henderson, 1975; Visscher & Goddard, 1993) . A particular case of this issue is represented by an environmental trend during a selection process (Henderson, 1990; Van Vleck, 1987) . Along time the animals would be genetically better, and if there is any systematic (positive or negative) environment trend, animals genetically better would be associated with better or worse environment. In practice, the only situation in which it is usual to treat CG as a random effect is when the size of the CG is low. However, one may argue that CG effects are random in nature and its consideration as random seems to yield breeding value predictions with higher accuracy (Babot, Noguera, Alfonso, & Estany, 2003; Ugarte, Alenda, & Carabaño, 1992; Visscher & Goddard, 1993) .
In (rabbit) lines reproductively closed, and conducted and bred in discrete generations, there is a strong association between CG and the build-up of inbreeding (Ragab & Baselga, 2011) . Moreover, ranges of inbreeding do not overlap across CG. This is an example of possible ill behaviour of operational models, which would explain the lack of match between observed and predicted genetic responses. Another consequence of this situation is low accuracy of estimated inbreeding depression coefficients (Ragab & Baselga, 2011) .
In this context, our objective is to assess a number of modifications in the operational models used in genetic evaluation for prolificacy in rabbits, where the increase in inbreeding along selection is important. We aim at a model whose predicted genetic gain matches the observed phenotypic change and the response estimated in experiments using control populations. The factors that will be explored are (a) the consideration of dominance deviations in the model (b) accounting for the linear effect of inbreeding depression and (c) fitting CG as a random effect, aiming to alleviate the consequences of collinearity between CGs and inbreeding trend.
| MATERIALS AND METHODS

| Animals and traits
This study involved three Spanish maternal lines of rabbits, housed on the farm belonging to the Animal Science Department of the Polytechnic University of Valencia (Spain). These lines, since their foundation, have been selected to increase litter size at weaning. The analysis included all the data recorded from the first generation to the current ones, respectively, 37th, 34th and 15th generations for lines A, V and H.
The animals from A and V lines were maintained as closed nucleus populations from the start of the selection process for prolificacy up to the present and housed on the same Valencia farm mentioned above. The H line was also maintained closed from the foundation and was housed on the same farm until its 10th generation (in year 2004) of selection, when it was moved to another farm 180 km north of Valencia (San Carlos de la R apita, Tarragona).
Line A originated in 1980 from New Zealand White (NZW) rabbits reared by farmers near Valencia, Spain. The NZW breed has been commonly accepted as one of the main rabbit breeds used for meat production. The criteria used to form line A were that the founders were healthy and fulfilled the standards of the NZW breed. Since 1980, the line has been selected for prolificacy at weaning using a family index (Estany, Baselga, Blasco, & Camacho, 1989) . Line V was established from four different synthetic maternal populations in 1984, crossing cross-bred males of one type with cross-bred females of another type. Selection candidates are also genetically evaluated for prolificacy at weaning using a repeatability animal model, obtaining BLUP predictions of their additive genetic value (Estany et al., 1989) , and the same evaluation procedure is used for H line. Line H was founded by applying hyperprolific selection and embryo cryopreservation techniques (Cifre, Baselga, Garc ıa-Xim enez, & Vicente, 1998) . The hyperprolific does used for founding this line were assembled from several large commercial populations.
In all the lines, does for the next generations were selected from 25% to 30% of the best evaluated matings, with a limit of four does by mating. The bucks were selected, within sire, from the best mating of the sire to contribute a male offspring to the next generation. Selection was in non-overlapping generations for all lines. In all the lines, does were mated for the first time around 17 weeks of age; females were serviced 10-12 days postkindling and a pregnancy test was carried out by abdominal palpation on day 12 after mating. There was an exception to this mating management for line V from December 2003 to November 2005 when does were mated 25 days after kindling. Thus, the minimum parturition interval that could be achieved is around 40-42 days. Does that did not accept the buck were presented to the male 1 week later, and does that were not diagnosed as pregnant after abdominal palpation were also returned to the male for a repeat mating. Does that were not pregnant after two matings were culled. Mates were not allowed to have common grandparents. The animals from these three lines are extensively used as maternal grandparents (lines A, V and H) in the three-way cross-scheme for commercial meat rabbit production in Spain.
Total born (TB) and the number of kits at weaning (NW) are the two prolificacy traits considered. Table 1 
| Statistical models
Eight different single trait repeatability animal models were considered, including the factors described next. Physiological state (PS) of the female at mating, with five levels, represents the combination between parturition order and whether the female is lactating or not at mating. The five levels were nulliparous, primiparous lactating, primiparous not lactating, multiparous lactating, and multiparous no lactating; this factor was always considered as fixed. Yearseason (YS) describes the combinations between seasons (fall-September, October and November, winter-December, January and February, spring-March, April and May, T A B L E 1 Mean, variation coefficient (CV) and the number of records by line and batch of generations for total born (TB) and the number of weaned (NW) and summer-June, July and August) and year at parturition. The number of levels of YS varied with the line under study: 114, 106 and 50 for A, V and H lines, respectively; this factor in some models was treated as fixed and in others as random. Last, the linear regression of the animal's inbreeding coefficient (F) on the traits was under study, which was always fitted as a fixed effect. The reasons to fit YS as random are both practical and conceptual: there was a strong collinearity between YS and level of inbreeding, as can be observed from Figure 1 . Inbreeding coefficients not only increased linearly (with slopes of 0.0084, 0.0076 and 0.0104 per generation for lines A, V and H) but also in a homogeneous manner. So, there was a very small variability of inbreeding coefficients within YS class and small overlap across YS levels, which hampered the simultaneous estimation of inbreeding depression and YS effects. To quantify this collinearity, we calculated the ratios of the within-YS F variability to the total F variability-intraclass correlation-for the different lines; the values were 0.98, 0.98 and 0.91 for lines A, V and H, respectively.
Fitting YS as a random effect would alleviate this collinearity in the design of the data set, and it introduces prior information into the model, because YS effects are now assumed to be normally distributed. Even if the associated variance component has to be estimated from the data, the consideration of YS as random makes possible to identify both YS effects and inbreeding depression. In principle, management of the farm has been quite homogeneous with no major changes, so small random deviations are a reasonable assumption and fitting YS as random is conceptually sound.
Animal-specific factors were fitted as random terms, including the permanent environmental effect of the doe (p), the additive genetic effect (a) and a "non-inbred" (random) dominance deviations effect (d R ) (de Boer & Hoeschele, 1993) . In addition to this, all the models included a random residual term (e).
Thus, in matrix notation, the most complex linear model was
with s and t being PS and YS effects, f a vector with inbreeding coefficients and b its linear regression coefficient. Respective incidence matrices are X PS , X YS and Z.
Different models considered YS as fixed or random and including or not dominance and inbreeding depression, as shown in Table 2 . Variance components were estimated using average information REML, as implemented in the software Wombat (Meyer, 2007) . Fixed and random effects estimates were obtained in the last iteration of the AI-REML algorithm when solving mixed model equations given the estimated variance components. Standard errors of variance components and their functions were obtained from Wombat output, that is, using the method of Houle and Meyer (2015) . The random factors were assumed to follow a joint normal distribution with (co)variance matrix: (de Boer & Hoeschele, 1993) between individuals, and I p , I ys and I e identity matrices of the appropriate dimensions. The inverse of A was obtained accounting for the effect of inbreeding on the additive genetic covariances (Quaas, 1976) . Matrix D R was computed using own software and included in Wombat using the "GIN" kind of random effect. The elements of D R are "non-inbred" probabilities of identical genotypes and were computed as described in the appendix of the companion paper by Fern andez, Legarra, Mart ınez, S anchez, and Baselga (2017), with the difference that, in the work of this paper, gene dropping techniques (MacCluer, Van de Berg, Read, & Ryder, 1986) were used. With this method, 2N founder alleles are generated and these alleles drop through the known genealogy. The probabilities of the different identity by descendent modes for each pair of individuals in the genealogy are computed as Monte Carlo estimates after 10,000 iterations, just by dividing the number of times that, for a given pair, each identity by descent mode is satisfied by the total number of Monte Carlo iterations. Fern andez et al. (2017) observed that 10,000 iterations were enough to estimate D R , but not the less frequent "inbred" dominance relationships. For D R , there are no rules to directly obtain a correct inverse from a pedigree file when some individuals are inbred. In fact, attempts to use gametic relationship matrices (Schaeffer, Kennedy, & Gibson, 1989) or relationship matrices based on Cockerham's method (Cockerham, 1954; Henderson, 1985) as proxies of D R are incorrect and yield, in inbred populations, incorrect results such as probabilities of identity at the genotype higher than 1, so we discarded this approach.
The companion paper ) includes all components of dominance, including cases with inbred relationships. The present work uses a simplified model in which only "non-inbred" (random) dominance relationships are considered, for two reasons: (a) chronologically, work in this paper was made first with a simpler model, in order to choose the best model; (b) running the model with all components of variance is computationally very demanding, and it would be impractical to test all the different models.
3 | RESULTS Tables 3 and 4 show estimated model parameters, in the first table for models fitting YS as a fixed effect and in the second fitting YS as a random effect. No changes in residual variances were observed across models. This indicates that across models, a redefinition of the variance explained by the different terms would be observed. Different models give roughly identical log-likelihoods, differing at most in 2 log-likelihood units. There is thus a lack of strong statistical evidence to favour one of the models.
| Model parameters
However, important results can be drawn from an analysis of the variance components and genetic parameters. When YS was considered as a fixed effect, the consideration (model FYS-I) or not (model FYS) of the linear regression on the individual inbreeding coefficients did not have any effect on the estimated variance components. On the contrary, when YS was fitted as a random effect, the consideration of the inbreeding depression (model RYS-I) caused a slight increment of the estimated heritabilities with respect to the estimates obtained in the model not fitting the inbreeding depression (model RYS). In addition, for certain lines (V and H), a drop in p 2 , the ratio of permanent variance to phenotypic variance, was observed. Likelihood values across Tables 3 and 4 are not comparable as they refer to restricted likelihood, obtained with different sets of fixed effects; nevertheless, variance components and ratios indicate that in models fitting YS as fixed effect (models FYS and FYS-I) higher heritabilities and lower p 2 were observed in comparison with those fitting YS as random. The less relevant component of variation was the YS effect (Table 4) . A model fitting YS as a random effect in addition to a fixed regression on inbreeding coefficients (models RYS-I and RYS-I-D) captures nearly all the variability considered by a model fitting YS as a fixed factor (models FYS and FYS-I); however, the distribution between additive genetic and permanent environmental variances is different, reducing the first in favour of the second. The nearly full confounding between YS levels and inbreeding coefficient described before and in Figure 1 explains the lack of differences in parameters between models FYS and FYS-I. In fact, FYS models implicitly consider inbreeding depression through the YS term of the model (i.e., each YS is penalized by its average inbreeding depression). This confounding between YS design and inbreeding depression had important consequences on the estimates of the inbreeding depression coefficients (Table 5 ). For models fitting YS as a fixed factor (models FYS-I and FYS-I-D), inbreeding depression coefficient estimates lack any biological meaning (i.e., the effect of inbreeding is positive for litter size, whereas it would be expected to be negative); these estimates are associated with important estimation errors. On the contrary, for those models fitting YS as a random factor (RYS-I and RYS-I- D), inbreeding has a negative effect on TB and NW, which is biologically more plausible, with much lower estimation errors. According to model RYS-I, the estimated inbreeding depressions for TB and NW in lines V and H were clearly negative, reaching À7.50 and À7.28 for TB in H and V lines, respectively. However, inbreeding depressions in line A, given their low magnitude, cannot be said to be negative. This may be related to genetic purge as it was reported in this population by Ragab, S anchez, and Baselga (2015) . Given these results, it seems clear that models fitting YS as a random effect and also fitting a fixed regression on inbreeding make more biological sense. Thus, variance components associated with random dominance deviations should be accurate only for model RYS-I-D. 
T A B L E 4 Estimates of parameters when year-season was fitted as a random effect (AESE)
| Genetic trends
Figure 2 presents phenotypic, genetic and environmental (YS) trends for NW on the line A, obtained from models FYS-I (a) and RYS-I (b). These models do not fit random dominance deviations, and the difference between them is that the first fits YS as a fixed factor, whereas the second does fit this effect as a random term; in both cases, inbreeding depression was accounted for. Model FYS-I yields a continuous negative YS trend, which from the practice in the farm it is hard to believe. In fact, since the 1980s, some environmental improvements have been implemented in the university farm, so the trend should be, at most, positive. This estimated negative YS trend is a consequence of cumulated inbreeding depression, not correctly estimated as inbreeding depression, but confounded with YS. This can be seen as the YS trend is very similar in models FYS and FYS-I. Thus, to explain the observed positive phenotypic trend, an overestimated genetic trend is needed, which is achieved in turn by an overestimation of the heritability. Table 6 shows the regression coefficients of phenotypic, environmental effects (YS effects), and additive genetic effects regressed on generation number, that is, phenotypic, environmental (YS) and genetic trends. These statistics are reported only for NW for all the lines and models. In this table, the total genotypic trend is included in addition to the raw additive genetic trend. This is performed by summing to the additive genetic trend the product of the average increment of inbreeding by generation (Table 7) and the corresponding estimated inbreeding depression (Table 5) .
In all the populations, the validation of the estimated genetic trends is initially made by comparing them to the raw phenotypic trends (Table 7) . For lines A and V, those models fitting YS as a fixed effect show genetic trends between 1.8 and three times higher than the observed phenotypic trends. As previously indicated, this is considered a consequence of the confounding between YS and inbreeding and of the upward biased estimate of the heritabilities in these models. For those models fitting YS as a random effect, the additive genetic trend summed to inbreeding depression perfectly matches the observed phenotypic trend. Given the nearly null effect of the dominance deviations in these two lines A and V, no differences, neither in the genetic trends nor in the other trends, were found between models fitting dominance and those not fitting it. Models adjusting YS as a random effect, but not fitting inbreeding, implicitly account for the depression through a negative trend in the YS effect, in particular for line V which is more affected by inbreeding than for line A. In the H line, given the higher magnitude of the dominance effects, some differences between estimated trends either considering or not dominance deviations were observed. In practice, the only model yielding a genetic trend similar to the observed phenotypic trend was model RYS-I-D, which was considered by de Boer and Hoeschele (1993) as the more sensible approximation to a full fitting of genotypic dominance deviations in inbred populations.
We compared our estimates with experimental estimates of the direct response in NW in lines A and V from cryopreserved embryos (Garc ıa & Baselga, 2002a,b; respectively) . These estimates were, in NW, 0.085 weaned / litter and generation in both lines. Garc ıa and Baselga (2002a,b) also estimated direct genetic trend with the model FYS, resulting in 0.175 for the A line and 0.09 for the V line, concluding that BLUP analysis overestimated the genetic response in line A, but was correct for line V. In our analysis, we obtain under model FYS a genetic response of 0.15 weaned / litter and generation for both lines. This result overestimates genetic trend in both lines. A possible explanation is that, in the V line, additional data (from the generation 21 in which ended the study of Garc ıa and Baselga (2002b) to generation 34) induce an overestimation of the heritability from model FYS. This overestimation, in addition to the confounding between YS and inbreeding, creates an upward bias in the genetic trend estimated by BLUP.
In fact, by analysing raw means of this line by group of generations (Table 1) , an important drop can be seen in the most recent generations of line V. This issue was already detected in other studies (Theilgaard et al., 2007) and it is associated with a temporal experimental design on V line. This design imposed a severe feed restriction which severely affected females' prolificacy in generations 30, 31 and 32. The drop in the performances in the last generation yields an important reduction in the phenotypic trend, with respect to that achieved up to generation 30. This phenotypic drop in the last generations makes impossible to Genotypic trend: additive trend + DF (from Table 7 ) x inbreeding depression (from Table 5 ). FYS, fixed year-season; RYS, random year-season; -I, inbreeding; -D, random dominance.
T A B L E 7 Phenotypic trends for total born (TB) and number of weaned (NW) and inbreeding trend recover the experimentally estimated genetic trend reported by Garc ıa and Baselga (2002a).
| DISCUSSION
The consideration of YS as a random effect (models RYS-I and RYS-I-D) implies that a priori YS effects are similar to each other across years. This not only seems a reasonable assumption, reducing error in the estimate of individual YS, but also allows us to better disentangle YS effects and inbreeding depression. This can be seen very well when comparing trends from models RYS and RYS-I in lines V and H; model RYS, not fitting inbreeding depression, captures it by making YS trend to be negative. However, under model RYS-I, YS estimates are free from this apparent negative trend due to cumulating inbreeding depression. This assumption has led to good agreement between estimated genetic and experimental genetic trends, and also with phenotypic trends. The consideration of YS as a random effect has also been useful to get sensible estimates of inbreeding depressions. Due to the confounding between YS and levels of inbreeding, estimates of inbreeding depressions with models FYS-I and FYS-I-D had very large errors, being not possible to statistically declare their sign, as observed in other studies (Nagy et al., 2013 and Ragab et al., 2015) .
We have observed that fitting YS as fixed seems to bias heritability estimates upwards, but it is unclear to us why. A possible explanation is that sibs tend to be clustered within YS, and if YS is poorly estimated (as fixed), then the common YS environment affecting the sibships is attributed to genetic factors. The other point that has been indicated to explain the bias is associated with the confounding between YS trend and inbreeding depression. The empirical result is that better results (seemingly unbiased heritability and genetic trend estimates) were observed when YS was fitted as random. This points that in reality, no (or little) environmental trend exists in our data, YS effects are truly random and including this prior information allows disentangling inbreeding depression from YS effects.
Our approach to validate the estimated genetic trends was to compare them with the observed phenotypic trends and to the results using cryopreserved embryos from previous generations (Garc ıa & Baselga, 2002a,b) . Thus, deviations of estimated genetic trends from the experimental trends from cryopreserved embryos were suspicious. In addition, any situation in which genetic trend would be greater than raw phenotypic trend, by more than the estimated inbreeding depression, was considered to be an artefact of the statistical model used for the analysis, and consequence of an overestimation of the heritability. Based on this criterion, only models fitting YS as a random effect yielded genetic trends compatible with the observed raw phenotypic trend.
Non-inbred genotypic dominance deviations are not as relevant to the estimation of genetic trend as we initially thought. The key to make compatible estimated genetic and observed phenotypic trends was the consideration of YS as a random instead of a fixed effect. The only line in which non-inbred dominance deviations play an important role is in the H line for NW, up to the point that under models RYS-D and RYS-I-D, nearly all the observed genetic variability has a dominance origin. This result may explain the complete lack of genetic response observed in this line. In terms of estimation of the genetic response, this is the only line for which there are differences in the genetic trends obtained with a model fitting non-inbred dominance deviations and those obtained with a purely additive animal model. Dominance deviations in inbred populations are hard to be accounted for because inbreeding generates a covariance between breeding values and dominance deviations. de Boer and van Arendonk (1992) proposed an approximate model that computes dominance deviations ignoring inbreeding (Cockerham, 1954; Henderson, 1985) and also fits a fixed regression on the inbreeding coefficients. We have slightly modified this approach, being strict in the calculation of the non-inbred dominance relationships; we have considered for computing D R those identity modes that imply identity by descent between animals but not within animals (modes 9 and 12 in Jacquard, 1974) . This requires tabular (Garc ıa-Cort es, 2015; Smith & M€ akiTanila, 1990 ;), or gene dropping (this work) methods to properly compute the probabilities of the 15 identity modes between maternal and paternal genes for each pair of individuals in the pedigree. These methods need large memory and computation time, particularly if the pedigrees are very deep like in this work. In addition to this, the D R matrix has to be explicitly inverted, something unfeasible for very large pedigrees.
Previous estimates of dominance deviation variances in the A line (Fern andez, Birchmeier, Baselga, & Garcıa, 2010) with data up to generation 21 and computed using model FYS-I-D and using D R computed (incorrectly) using Cockerham's (1954) method yielded estimates of dr 2 that were basically 0. In other rabbit populations (Nagy et al., 2013 (Nagy et al., , 2014 , also ignoring inbreeding when computing D R and fitting YS as fixed effect, estimates of the ratio of dominance variance to the phenotypic variance (dr 2 ) were of similar magnitude to our estimates for the H line. Contrary to us, in Nagy et al. (2013 Nagy et al. ( , 2014 , the narrow-sense heritability remained nearly unaltered irrespectively of whether dominance deviations were considered in the model or not, and narrow-sense heritability was similar or lower than dr 2 . In Nagy et al. (2013 Nagy et al. ( , 2014 , the consideration of dominance deviations improved the quality of the fit of the models. In our case, an improvement of the fit quality was never observed when adjusting dominance deviations: in the case of the A and V lines because the dominance deviations are negligible, and in the case of the H line because additive variation is nearly completely confounded with dominance variation. The companion paper ) accounts for all dominance covariance components. However, given the low role of non-inbred dominance relationships on (un) biasedness of genetic trends in this paper, and given also that genetic variances in Fern andez et al. (2017) are similar to estimates in this paper, we consider that the main conclusions of this paper should hold with the more complex model.
In conclusion, our study indicates, first, that non-inbred dominance deviations play a small role in the definition of prolificacy in lines A and V, while in line H, nearly all the observed genetic variability has its origin in non-inbred dominance deviations. The latter agrees with no phenotypic trend in line H. Second, and regardless of the inclusion or not of dominance deviations in the model, consideration of YS as a random effect allows disentangling YS effects from inbreeding depression, leading to biologically plausible estimates of inbreeding depression, estimates of genetic trends that agree with phenotypic trends and seemingly unbiased estimates of heritability. We therefore recommend the consideration of CG as random for closed lines where there may be a confounding of CG and inbreeding coefficients.
