Abstract-Hidden Markov Models (HMMs) have been shown to provide a high level performance for detecting anomalies in intrusion detection systems. Since incomplete training data is always employed in practice, and environments being monitored are susceptible to changes, a system for anomaly detection should update its HMM parameters in response to new training data from the environment. Several techniques have been proposed in literature for on-line learning of HMM parameters. However, the theoretical convergence of these algorithms is based on an infinite stream of data for optimal performances. When learning sequences with a finite length, on-line incremental versions of these algorithms can improve discrimination by allowing for convergence over several training iterations. In this paper, the performance of these techniques is compared for learning new sequences of training data in host-based intrusion detection. The discrimination of HMMs trained with different techniques is assessed from data corresponding to sequences of system calls to the operating system kernel. In addition, the resource requirements are assessed through an analysis of time and memory complexity. Results suggest that the techniques for online incremental learning of HMM parameters can provide a higher level of discrimination than those for on-line learning, yet require significantly fewer resources than with batch training. On-line incremental learning techniques may provide a promising solution for adaptive intrusion detection systems.
I. INTRODUCTION

I
ntrusion Detection Systems (IDSs) are used to identify, assess, and report unauthorized computer or network activities. Host-based IDSs (HIDSs) are designed to monitor the host system activities and state, while network-based IDSs monitor network traffic for multiple hosts. In either case, IDSs have been designed to perform misuse detection -looking for events that match patterns corresponding to known attacksand anomaly detection -detecting significant deviations from normal system behavior.
Operating system events are usually monitored in HIDSs for anomaly detection. Since system calls are the gateway between user and kernel mode, early host-based anomaly detection systems monitor deviation in system call sequences [1] . Various detection techniques have been proposed to learn the normal process behavior through system call sequences [2] . Among these, techniques based on discrete Hidden Markov Models (HMMs) have been shown to shown to provide high level of performance [2] . HMM is stochastic process for sequential data [3] . Given an adequate amount of system call training data, HMM-based anomaly detectors can efficiently model the normal process behavior. A well trained HMM should be able to capture the underlying structure of the monitored application using the temporal order of system calls generated by the process. Once trained, an HMM provides a compact model, with tolerance to noise and uncertainty, which allows a fast evaluation during operations 1 . A normal sequence presented to HMM should produce a higher likelihood value than for a sequence that does not belong to the normal process pattern or language. Their ability to discriminate between normal and malicious sequences have been discussed in literature [4] , [5] , [6] . The effects on performance of the training set size, irregularity of the process, anomaly types, and number of hidden states of HMM were recently investigated in [7] .
The primary advantage of anomaly-based IDS is the ability to detect novel attacks for which the signatures have not yet been extracted. However, anomaly detectors will typically generate false alarms mainly due to incomplete data for training, poor modeling, and difficulty in obtaining representative labeled data for validation. In practice, it is very difficult to acquire (collect and label) comprehensive data sets to design a HIDS for anomaly detection. Therefore, a major requirement for an anomaly detection system (ADS) is the ability to accommodate new data without the need to restart the training process with all accumulated data.
Most research found in literature for HMM-based anomaly detection using system calls assume being provided with a sufficient amount of data. Furthermore, the monitored process is not static -changes in the environment may occur, such as application update. This is also the case when fine tuning a base model to a specific host platform. Therefore, HMM parameters should be refined incrementally over time by accommodating newly acquired training data, to better fit the normal process behavior.
Standard techniques for training HMM parameters involve batch learning, based either on the Baum-Welch (BW) algorithm [8] , a specialized expectation maximization (EM) technique [9] , or on numerical optimization methods, such as the Gradient Descent (GD) algorithm [10] . Both approaches are iterative algorithms for maximizing the likelihood estimate 1 In contrast, matching techniques that are based on look-up tables, e.g., STIDE (sequence time-delay embedding) must compare inputs to all normal training sequences. The number of comparisons increases exponentially with the detector window size DW , while for HMM evaluation the time complexity grows linearly with DW .
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(MLE) of the data. For a batch learning technique, the data sequence is assumed to be finite. Each training iteration of BW or GD involves observing all subsequences in the presented block 2 for training prior to updating HMM parameters. Successive iterations continues until some stopping criterion is achieved (e.g., likelihood drop on a validation set). Given a new block of data, an HMM trained with BW or GD must be trained from start using all cumulative training data.
As an alternative, on-line incremental algorithm updates the HMM parameters after each subsequence, yet is allowed to perform several iterations over all subsequences within the block (refer to Figure 1 ). Some desirable characteristics for online incremental learning include the ability to update HMM parameters from new training data, without requiring access to the previously-learned training data and without corrupting previously acquired knowledge [11] .
In contrast, for an on-line learning technique, the data sequence is assumed to be infinite. Such techniques update HMM parameters after observing each subsequence, with no iterations. User-defined hyper-parameters remain constant or they are allowed to degrade monotonically over time. Given a new block, an HMM that performs on-line learning continues the training seamlessly. In practice when learning sequences with finite length, on-line learning may lead to poor performance.
Several techniques have been proposed in literature for different real-world applications. Among these, on-line learning techniques are based on the current sequence of observations for optimizing the objective function (commonly the MLE), and updating the HMM parameters. As with batch learning, they can also be divided into EM-based [12] and gradientbased [13] , [14] , [15] learning techniques. These on-line techniques are extended in this work to on-line incremental learning by allowing them to iterate over each block of data and by resetting the learning rates when a new block is presented. Another solution consists of learning an HMM for each new block of data then merging it with old ones using weight-averaging [16] .
The objectives of this paper are to compare the techniques for on-line and on-line incremental learning of HMMs parameters when applied for anomaly HIDS application using system calls sequences. A synthetic generator of normal data plus injection of anomaly has been utilized to avoid various drawbacks encountered when experimenting with real data. The receiver operating characteristics (ROC) curves and the area under the ROC curve (AUC) are used as a measure of performance [17] . Analytical comparison of convergence time and resources requirements are also provided and discussed.
The rest of this paper is organized as follows. The next section discusses the importance of on-line incremental update for anomaly detection. Section 3 presents techniques for batch, on-line and on-line incremental learning for HMM parameters. The experimental methodology in Section 4 describes data generation, evaluation methods and performance metrics. Finally, simulation results are discussed in Section 5.
II. INCREMENTAL LEARNING IN ANOMALY DETECTION SYSTEM
An crucial step to design an ADS is to acquire sufficient amount of data for training. In practice however, it is very difficult to collect, analyze and label comprehensive data sets due to many reasons that range from technical to ethical. In addition, even in the simplest scenario where no change in the environment is assumed, characterizing the sufficient amount of data required for building an efficient ADS is not a trivial task. In practice, limited data is always provided for training, and the computer environment is always susceptible to dynamic changes. This work focuses on providing solutions to the limited data problem as described with the following practical scenarios.
Given some amount of normal system call data for training, an ADS based on HMM could be trained, optimized and validated offline to provide some acceptable performance in terms of false and true positive rates. However, during operations, monitoring a centralized server for instance, the system is susceptible to produce a higher rate of false alarms than expected and tolerated by the system administrator. This is largely due to the limited data that is the provided for training. The anomaly detector will have a limited view of the normal process behavior, and rare events will be mistakenly considered as anomalous. Accordingly, the HMM detector should be refined, i.e., trained on some additional normal data when it becomes available, to better fit the normal behavior of process in consideration.
As a part of the detection system, the system administrator plays an important role for providing such new data. When an alarm is raised the suspicious system call subsequences are logged and the system administrator starts an investigation into other evidence of an attack. If an intrusion attempt is detected the response team will act to limit the damage, and the forensic analysis team try to find the cause of the successful attack. Otherwise, it is considered as a false alarm and the logged subsequences (which are possibly rare events) are tagged as normal and collected for updating the HMM detector. One challenge is the efficient integration of this newly-acquired data into the ADS without corrupting the existing knowledge structure, and thereby degrading the performance.
III. TECHNIQUES FOR LEARNING HMM PARAMETERS
A discrete-time finite-state HMM is a stochastic process determined by the two interrelated mechanisms. A latent Markov chain having comprising N states in the finite-state space S = {S 1 , S 2 , ..., S N }, and a set of observation discrete probability distributions b j (v), each one associated with a state [3] , [18] . Starting from an initial state S i , determined by the initial state probability distribution π i , at each discrete-time instant, the process transits from state S i to state S j according to the transition probability distribution a ij (1 ≤ i, j ≤ N ). The process then emits a symbol v according to the output probability distribution b j (v) of the current state S j . The model is therefore parametrized by the set λ = (π, A, B), where vector π = {π i } is initial state probability distribution, matrix A = {a ij } denotes the state transition probability distribution, and matrix B = {b j (k)} is the state output probability distribution. Both A, B, and π are row stochastic, which impose the following constraints:
A. Batch Learning The target in HMM parameters learning is to train the model λ to best fit the observed batch of data o 1:T . The estimation of HMM parameters is frequently performed according to the maximum likelihood estimation (MLE) criterion 3 . MLE consists of maximizing the log-likelihood
of the training data over HMM parameters space (Λ):
Unfortunately, since the log-likelihood depends on missing information (the latent states), there is no known analytical solution to the training problem. In practice, iterative optimization techniques (briefly described below) such as the Baum-Welch algorithm, a special case of the ExpectationMaximization (EM), or alternatively the standard numerical optimization methods such as gradient descent are usually used for this task. In either case, the optimization requires the evaluation of the log-likelihood value (3) at each iteration, and the estimation of the conditional state densities. That is, the smoothed a posteriori conditional state density:
and the smoothed a posteriori conditional joint state density:
The Forward-Backward (FB) [3] or the numerically more stable Forward-Filtering Backward-Smoothing (FFBS) [18] algorithms are typically used for computing the log-likelihood value (3) and the smoothed state densities of Eqs. (5) and (6) .
The Baum-Welch (BW) algorithm [8] is an ExpectationMaximization (EM) algorithm [9] specialized for estimating HMM parameters. Instead of a direct maximization of the loglikelihood (3) BW optimizes the auxiliary Q-function:
which is the expected value of the complete-data loglikelihood and hence easier to be optimized. This is done by alternating between the expectation step (E-step) and maximization step (M-step). The E-step uses the FB or FFBS algorithms to compute the state densities (Eqs. 5 and 6) which are then used, in the M-step to re-estimate the model parameters:
The Kronecker delta δ ij is equal to one if i = j and zero otherwise. Starting with an initial guess of the HMM parameters, λ 0 , each iteration k, of the E-and M-step is guaranteed to increase the likelihood of the observations giving the new model until a convergence to a stationary point of the likelihood is reached [8] .
In contrast, standard numerical optimization methods work directly with the log-likelihood function (3) and its derivatives. Starting with an initial guess of HMM parameters λ 0 , the gradient descent (GD) updates the model at each iteration k using:
where the learning rate η k could be fixed, or adjusted at each iteration. One way of computing the gradient of the likelihood
is by using the values of the conditional densities (Eqs. 5 and 6) obtained from the FB or FFBS algorithms:
However, with the numerical optimization methods HMM parameters are not guaranteed to stay within their space limits. As described next, the parameters constraints (Eqs. 1 and 2) must therefore be imposed explicitly through a re-parametrization, to reduce the problem to unconstrained optimization. Since, at each iteration, both BW and GD algorithms rely on the fixed-interval smoothing algorithms (FB or FFBS) to compute the state conditional densities, they are therefore performing a batch learning approach. This is because these fixed-interval smoothing algorithms require an access to the end of sequence in order to compute the smoothed densities. Similarly, when learning from a block of multiple subsequences, each iteration of the BW and GD requires the averaged smoothed densities over all the subsequences in the block. Therefore, the block must have a finite number of subsequences, and all the subsequences are visited at each iteration. Consequently, when provided with a new block of subsequences the training process must be restarted using the accumulated (old and new) data to accommodate the new data. Figure 1 presents an illustration of the batch, on-line, and on-line incremental learning approaches when provided with subsequent blocks each comprises R observation subsequences. When the first block (Ω 1 ) is presented, all algorithms start with the same initial guess of HMM parameters (λ 0 ). At each iteration k, batch algorithms update the model parameters using the averaged state densities (Eqs. 5 and 6) over all the subsequences in the block until stopping criteria are met, then the first operational model (λ 1 ) is produced. On-line algorithms directly update the model parameters using the stated densities based on each subsequence and output λ 1 upon reaching the last subsequence in the block. This constitutes one iteration of the on-line incremental algorithms which then re-iterate until reaching the stopping criteria before producing λ 1 .
B. On-line and On-line Incremental Learning
When the second block (Ω 2 ) is presented, batch algorithms restart the training procedure, using all accumulated training data (Ω 1 ∪ Ω 2 ). The on-line algorithms however resumes training from the previous model (λ 1 ) using only the current block (Ω 2 ) without iterations, while the on-line incremental algorithms will re-iterate on Ω 2 until the stopping criteria are met.
On-line On-line Incr.
Data Blocks On-line learning techniques for HMM parameters can be broadly divided into EM-based [12] or gradient-based [13] , [15] , [14] optimization of the log-likelihood function. These techniques are essentially derived from their batch counterparts, however the key difference is that the optimization and the HMM update are based on the currently presented subsequence of observations without iterations. EM-based techniques employ an indirect maximization of log-likelihood, through the complete log-likelihood (7), in which the E-step is performed on each subsequence of observation and then the model parameters are updated [12] . Gradient-based techniques however directly maximize the log-likelihood function (3) and then update HMM parameters after processing each subsequence of observation. Several gradient-based optimization algorithms have been proposed, such as the GD algorithm [13] , the exponentiated gradient framework which also minimizes the model parameters divergence [14] , and the recursive estimation technique [15] .
The on-line learning technique proposed by Mizuno et al. is based on the BW algorithm, however applies a decayed accumulation of the state densities and a direct update of the model parameters after each subsequence of observations [12] . Starting with an initial model λ 0 , the conditional state densities are recursively computed after processing each subsequence (r) of observations of length T by: 
The transformed parameters are then updated, after each subsequence of observations, as follows:
The objective function proposed by Singer et al. [14] minimizes the divergence between the old and new model parameters penalized by the negative log-likelihood of each subsequence multiplied by a fixed positive learning rate (η > 0):
The Kullback-Leibler (KL) divergence (or relative entropy) is defined between two probability distributions P λ (k) (o 1:t ) and P λ (o 1:t ) by:
KL is always non-negative and attains its global minimum at zero for Pr λ → Pr λ r . This optimization is based on the exponentiated gradient framework, therefore the parameters constraints are respected implicitly. After processing each subsequence of observations, the model parameters are updated using the conditional state densities and the derivatives of the log-likelihood ( (10) and (11)):
where Z 1 and Z 2 are normalization factors. The idea proposed by Ryden [15] is to consider successive subsequences of T observations taken from a data stream, o r = {o (r−1)T +1 , . . . , o rT }, as independent of each other. This assumption reduces the extraction of information from all the previous observations to a data-segment of length T . In fact, this has been considered implicitly with all the above techniques that process multiple subsequences of T observations. To enforce parameters stochastic constraints (1), a projection (P G ) on a simplex is suggested, which updates all but one of the parameters in each row of the matrices. At each iteration, the recursion is given (without matrix inversion)
where h(o r+1 | λ r ) = ∇ λ r log Pr(o r+1 | λ r ) and η r = η 0 r −ρ for some positive constant η 0 and ρ ∈ ( (true) ) defined in (18) . KL attains its global minimum at λ r → λ (true) , provided that the HMM is identifiable, therefore the subsequence must contains at least two symbols (T ≥ 2).
On-line learning algorithms are therefore proposed for situations where a long (ideally infinite) sequences of observation are provided for training. In this paper however, these techniques are applied in an on-line incremental fashion, where algorithms are allowed to converge over several iterations of each new training block. However, when a new block is provided all learning rates are reset.
IV. EXPERIMENTAL METHODOLOGY
The University of New Mexico (UNM) data sets are commonly used for benchmarking ADS based on system calls sequences. Normal data are collected from a monitored process in a secured environment, while testing data are the collection of the system calls when this process is under attack [2] . Since it is very difficult to isolate the manifestation of an attack at the system call level, the UNM test sets are not labeled. Therefore, in related work, intrusive sequences are usually labeled in comparison with the normal subsequences, (e.g., using STIDE). This labeling process leads to a biased evaluation of techniques, which depends on both training data size and detector window size.
The need to overcome issues encountered when using realworld data for anomaly-based HIDS (incomplete data for training, and labeled data) has lead to the implementation of a synthetic data generation platform for proof-of-concept simulations. It is intended to provide normal data for training and labeled data (normal and anomalous) for testing. This is done by simulating different processes with various complexities then injecting anomalies in known locations.
Inspired by the work of Tan and Maxion [19] , [20] , the data generator is based on the Conditional Relative Entropy (CRE) of a source. It is defined as the conditional entropy divided by the maximum entropy (MaxEnt) of that source, which gives an irregularity index to the generated data. For two random variables x and y the CRE can be computed by:
where for an alphabet of size Σ symbols, MaxEnt = −Σ log(1/Σ) is the entropy of a theoretical source in which all symbols are equiprobale. It normalizes the conditional entropy values between CRE = 0 (perfect regularity) and CRE = 1 (complete irregularity or random). In a subsequence of system calls, the conditional probability, p(y | x), represents the probability of the next system call given the current one. It can be represented as the columns and rows (respectively) of a Markov Model with the transition matrix M = {a ij }, where a ij = p(S t+1 = j | S t = i) is the transition probability from state i at time t to state j at time t + 1. Accordingly, for a specific alphabet size Σ and CRE value, a Markov chain is first constructed, then used as a generative model for normal data. This Markov chain is also used for labeling injected anomalies as described below. Let an anomalous event be defined as a surprising event which does not belong to the process normal pattern. This type of event may be a foreign-symbol anomaly subsequence that contains symbols not included in the process normal alphabet, a foreign n-gram anomaly subsequence that contains n-grams not present in the process normal data, or a rare n-gram anomaly subsequence that contains n-grams that are infrequent in the process normal data and occurs in burst during the test 4 . Generating training data consists of constructing Markov transition matrices for an alphabet of size Σ symbols with the desired irregularity index (CRE) for the normal sequences. The normal data sequence with the desired length is then produced with the Markov chain, and segmented using a sliding window (shift one) of a fixed size, DW . To produce the anomalous data, a random sequence (CRE = 1) is generated, using the same alphabet size Σ, and segmented into subsequences of a desired length using a sliding window with a fixed size of AS. Then, the original generative Markov chain is used to compute the likelihood of each subsequence. If the likelihood is lower than a threshold it is labeled as anomaly. The threshold is set to (min(a ij )) AS−1 , ∀ i,j , the minimal value in the Markov transition matrix to the power (AS − 1), which is the number of symbol transitions in the subsequence of size AS. This ensures that the anomalous subsequences of size AS are not associated with the process normal behavior, and hence foreign n-gram anomalies are collected. The trivial case of foreign-symbol anomaly is disregarded since it is easy to be detected. Rare n-gram anomalies are not considered since we seek to investigate the performance at the detection level, and such kind of anomalies are accounted for at a higher level by computing the frequency of rare events over a local region. Finally, to create the testing data another normal sequence is generated, segmented and labeled as normal. The collected anomalies of the same length are then injected into those subsequences at random according to a mixing ratio. In the presented experiments, a normal data sequence of length 1, 600 symbols is produced using a Markov model with an irregularity index CRE = 0.4, and segmented using a sliding window of a fixed size, DW = 8 [7] . The data are then divided into 10 blocks, Ω i , for i = 1, . . . 10, each comprises R = 20 subsequences. A test set of 400 subsequences each of size AS = 8 is prepared as described above. It comprises 75% of normal and 25% of anomalous data. Each block of the normal data Ω i is divided into blocks of equal sizeone is used for training (Ω 
).
The training is then restarted, by re-initializing the models at random, and performing the batch algorithms using the accumulated blocks of data (Ω
), and so on. In contrast, the on-line incremental algorithms resume training by starting with the corresponding models produced from the previous block and by using the presented block only (Ω ). The stopping criterion for the batch and the on-line incremental algorithms is set to a maximum of 100 iterations or to when the log-likelihood remains constant for at least 10 iterations for the validation data. On-line learning algorithms are not allowed to iterate on successive blocks of data. In this case, all learning rates are optimized and reset with the presentation of each new block. In all cases, the algorithms are applied to an ergodic (fully connected) HMM with eight hidden states (N = 8), and are initialized with the same random model. For each algorithm, the model that produced the highest log-likelihood value on the validation data is selected for testing.
The log-likelihood of the test data (normal + anomalous) are then evaluated using the forward algorithm. By sorting the test subsequences decreasing by these log-likelihood values, and updating the true positive rate (tpr) and the false positive rate (fpr) while moving down the list, results in a Receiver Operating Characteristics (ROC) curves [17] . The ROC curve depicts the trade-off between the tpr -the number of anomalous subsequences correctly detected over the total number of anomalous subsequences -and the fpr -the number of normal subsequences detected as anomalous over the total number of normal subsequences in the test set. The Area Under the ROC Curve (AUC) is used as a measure of performance. AU C = 1 means a perfect separation between normal and anomalous (tpr = 100%, fpr = 0%), while AU C = 0.5 means a random classification.
This procedure is replicated ten times with different training, validation and testing sets, and the resulting AUCs are averaged and presented along with their standard deviations (error bars). Although not show in this paper, various experiments have been conducted using different values of N , CRE, DW and Σ. These experiments produced similar results and hence the below discussion hold.
V. RESULTS
The EM-based algorithm (Mizuno [12] ), and the gradientbased ones (Baldi [13] , Singer [14] , and Ryden [15] ) are first applied in an on-line learning approach as originally proposed by the authors. The performances of the on-line algorithms tend to be equivalent with the increase of data. This is also confirmed by the statistical tests, conducted at the final block of data as shown in Figure 4 . However, at the beginning, when few blocks of data are presented, the EM-based algorithm performs better than gradient-based ones. Due to one view of the data, on-line algorithms require a large amount of data to achieve good performance. Theoretically, an infinite amount of data is assumed when trying to prove the convergence of such on-line algorithms. Among the presented techniques, only Ryden provided convergence analysis and proof of consistency [15] . The average performances of the batch algorithms are equivalent and increase with the number of blocks. This is expected, since the batch algorithms are allowed to iterate on the accumulated data, they have therefore a global (backward) view. Figure 3 presents the averaged AUC achieved by on-line incremental techniques for each block of training data. The average AUC of the on-line incremental algorithms are lower than the performance of batch and higher than that of the online ones. In fact, these algorithms have a local view of the presented data. Although they are allowed to learn the new data through several iterations, there is a loss of information form the previously learned data. This is usually controlled with the decaying learning rate, which assigns a weight to the past information with reference to the future data contribution.
Among the on-line incremental algorithms, statistical testing shows that Baldi's algorithm [13] achieved slightly superior performance than the others as shown in Figure 4 . This is possibly related to the short length of training subsequences (DW = 8). The other on-line incremental algorithms may require larger subsequences to accumulate enough information from each one before updating the model parameters. For instance, Ryden [15] suggests using a minimum subsequence length of DW = 20. However, the stochastic nature of the on-line incremental algorithms allows them to escape local minima. This important characteristic can be shown when both batch and incremental algorithms are trained on the same data. For instance, this is illustrated when learning the first block in Figure 3 . It can be seen that on-line incremental algorithms are capable of producing superior results to their batch counterparts. Therefore, they may be used as an alternative for batch training, especially that they converge faster than the batch algorithms since they update the model after each subsequence and hence exploit new information faster. Figure 3 also presents the results of the BW incremental batch, BW(ib) for reference. That is, when learning Ω 1 , BW is initialized with a random HMM and the algorithm is applied until it converges. For the subsequent block Ω 2 , BW is then initialized with λ 1 . The performance of BW(ib) indicates data corruption since it is prone to get stuck in a local minimum from the previous block. Interestingly, this straightforward EM-based solutions produced similar results to Mizuno [12] . This indicates that the learning rates employed by the latter during the experiments may be better optimized to escape local minima. In addition, Figure 3 includes another incremental approach based on learning an HMM for each new block of data then merging it with old ones using weight-averaging [16] . This learn and merge approach performed statistically worse than most of the on-line incremental techniques as shown in Figure 4 . This is due to averaging ergodic HMMs since the states order may be mixed up between the HMM trained on the first block and that trained on the second block of data. Table I compares the time and memory complexity of EM-based and gradient-based algorithms each processing a subsequence of T observations and then updating the model parameters. This represents the core operations required by all learning approaches. Time complexity represents the worstcase number of operations required for one iteration of EMbased and gradient-based algorithms. For both algorithms one iteration involves computing one forward and one backward pass with o 1:T . Memory complexity is the worst-case number of 32 bit words needed by the algorithms to store the required temporary variables in RAM. Since both algorithms rely on the FB or FFBS to compute the state conditional densities (Eqs. 5 and 6), therefore they require about the same computational time complexity, O(N 2 T ), and the same memory requirements, O(NT ). The additional computation time required by the gradient-based algorithms while updating HMM parameters stems from the re-parametrization (Section 3).
For a block of R subsequences, batch learning involves R times the computations of the state densities whereas only one update of the parameters is performed at each iteration. On the other hand, the on-line algorithms perform R times the computation of state densities and R times the update of the model, without iterating however. On-line algorithms are therefore the fastest in learning HMM parameters. At each iteration, the on-line incremental algorithms require the same computational time need by the on-line ones. Accordingly, the on-line incremental techniques require more computational time per iteration than the batch counterparts, however fewer iterations are required to converge. The memory complexity of the on-line algorithms is constant in time, O(NT ), and also for the on-line incremental ones though it is R times greater. However, for batch algorithms this value scales linearly with the number of the accumulated subsequences.
VI. CONCLUSION
In this paper, the performance of several techniques is compared for on-line incremental learning of HMM parameters as new sequences of training data becomes available. These techniques are considered for updating host-based intrusion detection systems from system calls to the OS kernel, but apply to other HMM-based detection systems that face the challenges associated with limited training data and environmental changes. Results have shown that techniques for on-line incremental learning of HMM parameters can provide a higher level of discrimination than those for on-line learning, yet require significantly fewer resources than with batch training. Online incremental learning techniques may provide a promising solution for adaptive intrusion detection systems. Future work includes in-depth investigation of the learning rates effects on performances, which are sensitive parameters especially for gradient-based techniques. Comparing these techniques with models combinations at the training level or responses fusion at the decision level is also an interesting direction to explore.
