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Time series analysis is one of the subjects of application probability and statistics 
which has a wide rage of applications, such as financial economics, meteorology, 
hydrology, signal processing, mechanical vibration, and other fields. Since in many 
problems, the random data are arranged according to chronological sequence, so it is 
called time series. It includes general statistical analysis (such as autocorrelation 
analysis, spectral analysis, etc.), the modeling and inference of statistical model, and 
some the theory about the optimal prediction, control and filtering of random 
sequence. Classical statistical analysis methods are all assumed that the data series are 
independent, but the time series analysis is focused on studying the relationship of 
interdependence between data series. 
Through the study of the traditional methods of system model and predictive 
control, we found that the error generates from the model output and plant output, is a 
very important variable. The nature of the error decides the quality of the adjustment, 
and it delivers some important information about system characteristics. Therefore, 
studying the characteristics of the output error, the system can be better controlled. 
The main purpose of this article is studying the usage of time series analysis 
method in the system adaptive control. The traditional system adaptive control mainly 
uses the minimum variance control. However, the precondition of using this method is 
that we must get the accurate model of the controlled object’s deterministic part and 
the stochastic noise, and generally it request that the controlled object had better be a 
minimum phase system. Therefore, we try another way to find a more superior 
adaptive control method. We focus on system's outlet error, and conduct the research 
with the time series analysis method. 
This article takes an over damped second-order with time delay model as the 
experimental subject, and uses two different methods to predict and control the system. 
One is the traditional system self-correcting control method, which unifies the 
recursive least-squares parameter identification method and minimum variance 
control method to adjust system deviation. Another is the time series analysis method, 
which focus on how to modeling and predict the error general from the systems 














the system, in order to follow the output value of the reference model.  
The experimental results show that using time series analysis methods can predict 
system errors accurately, and the controller designed by using the predicted errors can 
track the changes of the reference model’s output signal, which reflects the advantages 
of application of time series analyze in adaptive control and verify the feasibility of 
the method. 
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