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FR - Résumé
Nous nous intéressons à l’étude et au perfectionnement d’algorithmes de traitement
d’image gloutons basés motif, pour traiter le problème général de l’"inpainting", c-à-d
la complétion automatique de données manquantes dans les images et les vidéos nu-
mériques. Après avoir dressé un état de l’art du domaine et analysé les étapes sensibles
des algorithmes gloutons existants dans la littérature, nous proposons, dans un premier
temps, un ensemble demodifications améliorant de façon significative la cohérence géo-
métrique globale des images reconstruites par ce type d’algorithmes. Dans un deuxième
temps, nous nous focalisons sur la réduction des artefacts visuels de type "bloc" clas-
siquement présents dans les résultats de reconstruction, en proposant un formalisme
tensoriel de mélange anisotrope rapide de patchs, guidé par la géométrie des structures
locales et par la détection automatique des points de localisation des artefacts. Nous
illustrons avec de nombreux exemples que l’ensemble de ces contributions améliore si-
gnificativement la qualité visuelle des résultats obtenus, tout en restant suffisamment
générique pour s’adapter à tous type d’algorithmes d’inpainting basé motif. Pour finir,
nous nous concentrons sur l’application et l’adaptation de nos algorithmes de recons-
truction sur des données stéréoscopiques (images et vidéos) resynthétisées suivant de
nouveaux points de vue virtuels de caméra. Nous intégrons l’information de profon-
deur estimée (à partir des vues stéréos originales) dans nos méthodes d’inpainting et de
mélange de patch pour proposer une solution visuellement satisfaisante au problème
difficile de la désoccultation automatique de scènes réelles resynthétisées.
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EN - Abstract
We focus on the study and the enhancement of greedy pattern-based image proces-
sing algorithms for the specific purpose of inpainting, i.e., the automatic completion of
missing data in digital images and videos. We first review the state of the art methods in
this field and analyze the important steps of prominent greedy algorithms in the litera-
ture. Then, we propose a set of changes that significantly enhance the global geometric
coherence of images reconstructed with this kind of algorithms.We also focus on the re-
duction of the visual bloc artifacts classically appearing in the reconstruction results. For
this purpose, we define a tensor-inspired formalism for fast anisotropic patch blending,
guided by the geometry of the local image structures and by the automatic detection of
the artifact locations.We illustrate the improvement of the visual quality brought by our
contributions with many examples, and show that we are generic enough to perform
similar adaptations to other existing pattern-based inpainting algorithms. Finally, we
extend and apply our reconstruction algorithms to stereoscopic image and video data,
synthesized with respect to new virtual camera viewpoints. We incorporate the estima-
ted depth information (available from the original stereo pairs) in our inpainting and
patch blending formalisms to propose a visually satisfactory solution to the non-trivial
problem of automatic disocclusion of real resynthesized stereoscopic scenes.
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Introduction
L’inpainting est un sujet de recherche qui a suscité un fort intérêt dans le domaine du
traitement d’image depuis plus d’une quinzaine d’années car il possède un vaste champ
d’applications. Le but est de trouver une reconstruction possible d’une image dont une
zone définie par l’utilisateur est considérée comme “invalide”. Le résultat doit sembler
le plus réaliste possible par rapport au contexte connu. Les applications de l’inpainting
sont diverses et variées telles que la restauration de rayures dans des photos anciennes
ou de vieux films, la suppression d’objet, l’extrapolation, p. ex., pour les panoramas ou
encore la reconstruction de vues stéréoscopiques virtuelles synthétisées.
À partir des méthodes existantes d’inpainting par patch que nous décrivons, nous
proposons des améliorations originales pour deux points clés des algorithmes gloutons
d’inpainting. Nous proposons également une méthode de réduction des artefacts pro-
duits par ce type de méthodes. Enfin nous exposons les différentes applications dans
lesquelles nous avons utilisé nos méthodes. Nos travaux seront décrits selon le plan sui-
vant :
Chapitre 1 - Nous donnons le contexte dans lequel s’inscrivent nos travaux ainsi les no-
tations générales que nous utiliserons.
Chapitre 2 - Nous présentons un état de l’art des méthodes d’inpainting en nous focali-
sant principalement sur les algorithmes gloutons par patchs.
Chapitre 3 -Nousproposons quelques améliorations à l’algorithmegloutond’inpainting
par patch de [Criminisi et al., 2004], et montrons par de multiples exemples l’efficacité
de nos améliorations.
Chapitre 4 - Nous proposons une technique de réduction d’artefacts de bloc dans les
résultats d’inpainting par des algorithmes gloutons par patchs. Cette méthode mélange
des pixels de plusieurs patchs pour créer des transitions entre les différents patchs re-
collés.
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Chapitre 5 - Ce chapitre introduit les différentes technologies existantes pour le cinéma
3D, et le contexte applicatif dans lequel nous avons pu exploiter le potentiel nos travaux.
Chapitre 6 - Nous proposons ici les algorithmes suivants, qui mettent en application
nos contributions à travers le domaine du traitement de paires d’images stéréoscopiques
avec carte de profondeur :
I Un algorithme pour compléter des cartes de profondeur à trous produits par la gé-
nération d’un point de vue virtuel. Cet algorithme utilise le concept de super-pixel
pour prolonger les structures géométriques de profondeur.
I Un algorithme d’inpainting de point de vue virtuel avec carte de profondeur synthé-
tisés à partir d’une paire stéréoscopique.
I Une extension de notre technique de réduction d’artefacts de bloc à des points de vue
virtuels synthétisés avec carte de profondeur. Nous utilisons la carte de profondeur
afin de préserver la géométrie "3D" de la scène au mieux.
Dans un dernier chapitre, nous présentons nos conclusions et les possibles exten-
sions de nos travaux.
14
Première partie
Contexte et existant
"Les 1001 lumières"

Chapitre 1
Contexte et notations
Dans ce chapitre nous établissons le cadre dans lequel s’inscrivent nos contributions.Nous introduisons tout d’abord le concept d’inpainting que nous illustrons à tra-
vers différents exemples explicatifs. Par la suite, nous définissons les notations mathé-
matiques qui seront utilisées dans la suite ce manuscrit.
1.1 L’inpainting
L’inpainting désigne à l’origine la restauration à la main de peintures ayant subi des
altérations physiques comme des fissures ou des déchirures (Figure 1.1, photographie :
[Dall’Orto, 2007]). Pour des raisons qui peuvent être d’ordre artistiques ou historiques,
Figure 1.1: Restauration d’une peinture à la main.
le contenu initial et la nature de l’œuvre doivent être préservé [Martínez, 2012]. La Fi-
gure 1.2 montre deux restaurations réelles d’une peinture par inpainting manuel. Le pre-
mier résultat, au milieu, est considéré comme correct : les cassures ont disparu et l’as-
pect final ressemble à la peinture initiale. Le résultat de droite en revanche est considéré
17
1.1. L’inpainting
(a) Peinture originale. (b) Inpainting correct de (a). (c) Inpainting incorrect de (a)
[Heraldo.es, 2012].
Figure 1.2: Résultats d’inpaintings considérés comme correct et incorrect.
comme incorrect : si l’artiste a comblé les zones dégradées du portrait initial, il a en re-
vanche totalement modifié la nature et le style de la peinture de départ en y modifiant
des zones qui n’étaient pas détériorées. Pour un tel exemple, la définition de la zone
à reconstruire est difficile : doit-on uniquement remplir la zone détériorée ou est-on
autorisé à "déborder" sur le contenu original dans des proportions raisonnables ? Dans
Figure 1.3: Illustration de l’utilisation du tampon de clonage utilisé par les infographistes pour
faire de l’inpainting.
le domaine de l’infographie, les artistes pratiquent souvent l’inpainting également à la
main. Ils utilisent en général pour cela un outil appelé tampon de clonage. Cet outil permet
de dessiner dans une zone de l’image en copiant les données situées à un autre endroit
18
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de l’image. Sur la Figure 1.3, l’utilisateur a commencé à cloner le clou, puis a dessiné une
courbe vers le bas. En procédant de la sorte il a pu cloner la texture du bois. Ce travail
répétitif nécessite beaucoup de précision et de retouches pour obtenir un bon résultat : il
faut que les structures, textures et la luminosité de la zone reconstruite soient en accord
avec le reste de l’image. En traitement d’images il est envisageable de faciliter cette tâche
en la rendant semi-automatique, c-à-d, ne nécessitant qu’un minimum d’interventions
humaines, ou totalement automatique. L’idée est alors de reconstruire une ou plusieurs
zones, formant ce que l’on appelle masque, d’une image contenant les pixels considérés
comme invalides par l’utilisateur. Le résultat final doit paraître plausible, c-à-d, repré-
senter une réalité possible qui soit la plus proche du contexte initial de l’image d’origine.
Ce domaine suscite un intérêt dans la communauté du traitement d’image depuis la fin
des années 1990 de par la variété des applications possibles comme :
I la synthèse de texture : à partir d’un échantillon de texture, fabriquer une image de
texture plus grande [Efros and Leung, 1999, Wei and Levoy, 2000],
I la restauration : enlever de petites rayures de sur des photos ou des films [Bertalmio
et al., 2000],
I la suppression d’objets : un objet présent sur l’image est gênant et nous désirons l’en-
lever [Criminisi et al., 2004, Wexler et al., 2007] (Figure 1.4)
Figure 1.4: Suppression d’un objet gênant.
I l’extrapolation : plusieurs photos sont prises séquentiellement les unes à côté des
autres puis fusionnées, mais le mouvement du photographe pendant les capture pro-
duit un panorama en forme d’arc, comme montré dans la Figure 1.5. L’idée est de
compléter l’image pour obtenir un panorama rectangulaire complet.
19
1.1. L’inpainting
(a) Ensemble des photos prises par le photographe pour la création d’un panorama.
(b) Photos fusionnées, et la partie à compléter en rouge.
(c) Panorama complété par un algorithme d’inpainting basé motif.
Figure 1.5: Extrapolation d’un panorama de photographies.
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L’inpainting est utilisé par de nombreux professionnels, p. ex., dans le cinéma pour
enlever des câbles utilisés pour des cascades ou des micros oubliés dans des scènes de
films comme illustré sur la Figure 1.6. Il est aussi utilisé de plus en plus par certains
amateurs pour supprimer des objets et, ou des personnes indésirables de leurs photo-
graphies personnelles par exemple.
Figure 1.6: Suppression d’unmicrophone d’une scène de film (image provenant de l’article [Ber-
talmio et al., 2000]).
Les différents problèmes posés par l’inpainting sont illustrés dans la Figure 1.7. Cet
exemple met en évidence les différentes situations délicates rencontrées lors de la re-
construction :
1 Comment joindre des structures ou des objets entre eux ?
La montagne se trouvant en arrière-plan peut être reconstruite de plusieurs ma-
nière : droite, avec des bosses. La Figure 1.8 illustre deux reconstructions possibles
par des algorithmes d’inpainting.
2 Comment reconstruire des textures ?
Certaines parties de l’images représentent des motifs répétitifs, il faut donc être ca-
pable de pouvoir en synthétiser pour compléter des zones texturées.
21
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4
1
3
2
Figure 1.7: Les différents problèmes rencontrés dans l’inpainting. Les numéros réfèrent aux si-
tuations délicates à prendre en compte (voir texte).
Figure 1.8: Exemples de reconstructions possibles pour une même situation d’inpainting.
3 Comment reconstruire un objet unique dans l’image ?
En bas de l’image se trouvent des pierres, dont une qui est masquée de moitié. Le
problème est que ces pierres ne sont présentes qu’à cet endroit dans l’image et qu’il
n’y a donc que très peu de données pour tenter de reconstruire la partie qui est
masquée.
4 Comment créer des dégradés de couleurs ?
Le ciel est fait de dégradés de bleus, il faut donc pouvoir recréer de tels dégradés
pour que le ciel forme un tout cohérent et le plus naturel possible dans le masque et
dans l’image de manière globale.
Ces questionnements mettent en avant le fait que l’inpainting est un problème in-
verse mal posé : pour une image et un masque donné il existe une infinité de solutions
plausibles. Des algorithmes génériques pour résoudre ce genre de problème sont donc
très difficiles à concevoir. De la même manière, il est difficile de trouver des mesures
de qualité pour quantifier un résultat d’inpainting : deux reconstructions peuvent être
très différentes mais sembler être des solutions réalistes vis-à-vis du contexte initial de
l’image.
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Chapitre 1. Contexte et notations
Dans la suite nous établissons les notations et les concepts nécessaires à la modéli-
sation du problème d’inpainting et des outils que nous utilisons dans nos contributions.
1.2 Définitions et notations
1.2.1 Image et vidéo
Nous définissons une image comme une fonction continue :
I : p ∈ I ⊂ Rm 7→ I(p) ∈ Rn
où m = 2 pour des images et m = 3 pour des vidéos, n est le nombre de canaux de
l’image, p. ex., n = 1 pour une image en niveaux de gris, et n = 3 pour une image RVB
Chaque canal k de I sera noté Ik. Une vidéo sera considérée comme une suite d’images
de la même taille qui sont mises les unes à la suite des autres pour former un volume
spatio-temporel, c-à-d, I ⊂ R3 (voir Figure 1.9).
Figure 1.9: Passage d’une suite d’images à un volume spatio-temporel.
Nous notons le gradient d’une image scalaire I par∇I tel que :
∇I =

(
∂I
∂x
∂I
∂y
)T si I est une image 2D fixe(
∂I
∂x
∂I
∂y
∂I
∂z
)T si I est une vidéo / une image 3D
et le gradient couleur comme :
∇Icouleur =
(
∇I0 ... ∇In
)T (1.1)
1.2.2 Définition d’un patch
Un patch, aussi appelé bloc, est défini comme une sous-partie rectangulaire d’une
image. Il permet de capturer les structures et les textures présentes dans l’image afin de
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1.2. Définitions et notations
(a) Image d’exemple dont nous avons extrait des patchs
- 1280× 960.
(b) Patchs de taille 101 × 101
extraits de l’image (a).
Figure 1.10: Exemple de patchs extraits d’une image.
la caractériser localement. En analysant son contenu, p. ex., moyenne, variance, histo-
gramme, il est possible d’extraire des caractéristiques macroscopiques de l’image. Des
exemples de patchs extraits d’une image sont donnés Figure 1.10.
Nous décrivons par ψp : q ∈ Np 7→ ψp(q) = I(p+ q) ∈ Rn un patch centré en p.
Np = [p− ns/2, p+ ns/2]2 définit le voisinnage de p de dimension spatiale ns × ns.
Pour des données vidéos, nous utiliserons des patchs en forme de parallélépipède. Cet
aspect sera discuté plus en détail dans la partie II. Un patch peut être déroulé sous la
forme d’un vecteur tel que :
ψp =
(
I(p+ q), ∀q ∈ Np = [p− ns/2, p+ ns/2]2
)T (1.2)
Différentes représentations d’unpatch sont données dans la Figure 1.11. Nous notons par
ψpˆ un patch appelé patch source, choisi comme le plus similaire au patch cibleψp selon une
fonction de distance d(., .) choisie :
pˆ = arg min
q∈Ep
d(ψp,ψq) (1.3)
où Ep ⊂ I est l’espace de recherche des patchs. La distance généralement utilisée pour
comparer des patchs est la somme des différences aux carrés (SSD : Sum of Squared Diffe-
rences) :
dSSD(ψp,ψq) = ‖ψq − ψp‖2
= ∑
v∈Np
‖ψp(v)− ψq(v)‖2 (1.4)
D’autres fonctions de distances ont été utilisées dans la littérature telles que la distance
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(a) Patch sous la forme d’une matrice.
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(b) Patch sous la forme d’un vecteur.
Figure 1.11: Différentes représentations d’un patch d’une image couleur.
de Bhattacharya utilisée en association avec la dSSD dans [Le Meur et al., 2013] :
d(ψp,ψq) = dSSD(ψp,ψq).(1+ dBh(ψp,ψq)) (1.5)
avec
dBh(ψp,ψq) =
√√√√1− N∑
i=1
√
ρp(i)ρq(i) (1.6)
où ρp et ρq sont respectivement les histogrammes couleur des patchs ψp et ψq.
Les patchs sont largement utilisés dans la littérature depuis les années 1970 où ils ser-
vaient pour le calcul de caractéristiques de texture permettant de classifier des images
[Shanmugam et al., 1973], ou pour le calcul du flot optique [Horn and Schunck, 1981].
Utilisés pour exploiter la redondance présente dans les images naturelles, ils ont plus
récemment été utilisés dans le cadre d’applications comme :
I le débruitage non local, notamment avec la méthode NL-Means par exemple [Buades
et al., 2005b] :
J(p) =
1
C(p)
∫
I
w(p, q)I(q) dq (1.7)
où J est l’image filtrée, I l’image non filtrée, et C(p) est un facteur de normalisation
tel que :
C(p) =
∫
I
w(p, q) dq (1.8)
La Figure 1.12 montre un résultat de cette méthode où l’on voit que le bruit a large-
ment diminué, mais que les structures sont préservées correctement.
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(a) Image bruitée. (b) Image débruitée avec un NL-Means.
Figure 1.12: Exemple de débruitage non local d’image utilisant dumoyennage pondéré de patchs.
Ici, l’aspect redondant de l’image permet à l’algorithme de débruitage par NL-Means de disposer
de nombreux patchs similaires à moyenner à chaque pixel pour bien supprimer le bruit présent
dans l’image.
I la synthèse de texture [Efros and Leung, 1999, Ashikhmin, 2001] : dans [Efros and
Leung, 1999] par exemple, la reconstruction se déroule de la manière suivante :
I(p) = I( pˆ) avec pˆ = Rand(KNN(p)) (1.9)
où Rand(S) sélectionne un élément de S demanière aléatoire en suivant une loi nor-
male centrée (voir Figure 1.13), et KNN(p) est l’ensemble des plus proches voisins
deψp au sens de dSSD. Un exemple de résultat est fourni Figure 1.14, où l’on peut voir
que le résultat est très proche de l’échantillon de départ.
Figure 1.13: Schéma du processus de reconstruction tiré de [Efros and Leung, 1999].
I l’inpainting [Criminisi et al., 2004, Wexler et al., 2007] : c’est ce cadre qui nous inté-
resse plus particulièrement et que nous détaillons dans la suite.
1.2.3 Inpainting
Nous souhaitons compléter une image I : p ∈ (I −Ω) 7→ I(p) ⊂ Rn où le do-
maineΩ ⊂ I , appelé domaine d’inpainting ou plus généralement masque d’inpainting. Ce
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Figure 1.14: Exemple de synthèse de texture utilisant des patchs.
domaine contient les données invalides de l’image I que l’on souhaite reconstruire. Ω¯
désignera son complémentaire, contenant les données connues de l’image. Le masque
Ω est généralement fourni par l’utilisateur sous la forme d’une image binaire dont les
pixels labelisés par 1 (respectivement 0) représentent les données invalides (respecti-
vement connues). Le bord intérieur du masque sera désigné par δΩ. Les notations que
nous venons de décrire sont illustrées sur un exemple de reconstruction par inpainting
par patch dans la Figure 1.15. Le problème d’inpainting par patch peut se formuler de
(a) Image à inpainter. (b) Masque et notations associées à
l’image (a).
(c) Image complétée avec un algo-
rithme d’inpainting par patch.
Figure 1.15: Exemple de masque d’inpainting sur un cas réel.
la manière suivante : il s’agit de trouver une fonction φ : p ∈ I 7→ φ(p) ∈ (I −Ω).
Cette fonction associe à chaque point p de l’image I la position φ(p) d’un pixel connu
qui sera copié en p. Cette fonction appelée carte de correspondance est largement utilisée
dans la littérature pour représenter par exemple :
I une carte de plus proche voisin des patchs d’une image [Barnes et al., 2009], elle est
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alors définie comme :
φ(p) = arg min
q∈I
d(ψq,ψp) (1.10)
I une carte de décalages représentant les positions relatives des plus proches voisins
respectifs des patchs d’une image est définie comme :
shi f t(p) = pˆ− p avec pˆ = arg min
q∈I
d(ψq,ψp) (1.11)
Ce type de carte est fréquemment utilisé, par exemple dans le cas du seam-carving
[Pritch et al., 2009] ou encore de l’inpainting [He and Sun, 2012b] grâce à des statis-
tiques sur les décalages les plus fréquents dans l’image.
Dans la suite, nous décrivons un outil algébrique qui permet, entre autres, de repré-
senter la géométrie locale des images couleurs : les tenseurs.
1.2.4 Les tenseurs en traitement d’image
Aspect général
Les tenseurs sont des objets géométriques à valeurs dans des espaces vectoriels. Ils
sont une généralisation des scalaires et des vecteurs et permettent par exemple de dé-
crire la transformation d’un espace vectoriel vers un autre. Les tenseurs sont utilisés
dans plusieurs domaines différents tels que :
I En physique, ils sont utilisés pour décrire des interactions magnétiques ou méca-
niques par exemple.
I En médecine, plus particulièrement en IRM de diffusion, les tenseurs sont utilisés
pour décrire la diffusion anisotrope des molécules d’eau dans l’organisme.
I En traitement d’images, ils servent pour décrire la géométrie locale des images.
Dans cette thèse nous nous intéresserons principalement à une classe de tenseurs du
second ordre appelée tenseur de structure.
Tenseurs de structure
Les tenseurs de structure [Di Zenzo, 1986] décrivent la géométrie locale des images
couleur à l’instar du gradient pour des images scalaires. Ils sont calculés à partir d’une
28
Chapitre 1. Contexte et notations
estimation locale du gradient dans chaque bande spectrale d’une image, soit :
S =
m
∑
k=1
∇Ik∇ITk
=
m
∑
k=1
 ∂I2k∂x2 ∂I2k∂x∂y
∂I2k
∂x∂y
∂I2k
∂y2
 (1.12)
où n est le nombre de canaux de l’image considérée. Les tenseurs de structure ont les
propriétés suivantes :
I ils sont symétriques :
∀ (i, j) ∈ sm × sm,Sij = Sji (1.13)
où sm est la taille du tenseur.
I définis-positifs
∀ v ∈ Rn, vTSv ≥ 0
et peuvent être décomposés comme :
S = A Λ AT (1.14)
avec A = (e1 e2) une matrice orthogonale, où ei sont les vecteurs propres de S, et Λ
une matrice diagonale dont les coefficients sont les valeurs propres λi de S. En dévelop-
pant l’Équation 1.14 nous pouvons décomposer un tenseur de structure de la manière
suivante :
S =
m
∑
i=1
λieieTi (1.15)
Les valeurs propres sont rangées par valeurs décroissantes par convention λi > λi+1.
Les tenseurs sont généralement représentés sous forme d’ellipses tel qu’illustré dans la
Figure 1.16. Le vecteur propre associé à la plus grande valeur propre d’un tenseur de
structure est orienté selon la plus grande variation de couleur, c-à-d, orthogonalement
à la direction des contours (voir Figure 1.17). Les éléments propres d’un tenseur de struc-
ture peuvent être interprétés comme suit :
1 λ1 ≈ λ2 avecλ1 etλ2 petits : aucune variation significative n’est présente, le tenseur
est dit isotrope et se trouve dans une zone quasi-homogène, c-à-d, sans variation de
couleur significative.
2 λ1 > λ2 : cette configuration apparaît lorsqu’une structure linéaire prononcée est
présente localement et le tenseur est dit anisotrope.
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(a) Représentation d’un tenseur 2D sous
forme d’ellipse.
(b) Représentation d’un tenseur 3D sous
forme d’ellipsoïde.
Figure 1.16: Tenseurs représentés sous forme géométrique.
3 λ1 ≈ λ2 avec λ1 et λ2 grands : des variations existent dans des directions quasi
orthogonales (voir le centre de Figure 1.17, droite), le tenseur est aussi isotrope dans
ce cas.
Permettant d’analyser de façon robuste de la géométrie locale de l’image, les ten-
seurs de structure ont été abondamment utilisés en traitement d’image pour plusieurs
applications telles que le lissage anisotrope [Tschumperle and Deriche, 2005], l’analyse
de textures, l’estimationduflot optique [Brox et al., 2006], ou encore l’inpainting [LeMeur
et al., 2011].
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(a) Images synthétiques. (b) Champs de tenseurs de structure
associés aux images de (a).
Figure 1.17: Exemples de champs de tenseurs de structure correspondant à quelques images
synthétiques. Les tenseurs sont dessinés pour chaque pixel de l’image avec une ellipse.
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Chapitre 2
État de l’art des méthodes d’inpainting
Dans ce chapitre nous proposons un état de l’art des méthodes d’inpainting de lalittérature. Nous décrivons tout d’abord les différentes familles d’algorithmes qui
existent, puis nous entrons plus en détails dans les méthodes orientées motifs qui ont
particulièrement attiré notre attention dans cette thèse. Nous proposons un classement
et une revue de ces méthodes selon leurs particularités et discutons de leurs avantages
et inconvénients respectifs.
2.1 Les différentes familles d’inpainting
2.1.1 Méthodes orientées diffusion/transport
D’un point de vue mathématique, l’inpainting détermine des valeurs inconnues à
partir des valeurs connues d’une image, et donc peut être catégorisé comme une mé-
thode d’interpolation. Historiquement, les premières méthodes proposées dans la lit-
térature dans les années 1990 sont les méthodes d’interpolation d’images guidées par
la géométrie. [Masnou and Morel, 1998] proposent d’interpoler la partie manquante de
l’image en reliant les lignes de niveau qui sont rompues par le masque d’inpainting.
Dans [Bertalmio et al., 2000, Ballester et al., 2001], les auteurs proposent de résoudre une
équation aux dérivées partielles (EDP) permettant de prolonger les isophotes à l’inté-
rieur dumasque d’inpainting. Les auteurs de [Chan and Shen, 2001] utilisent la courbure,
[Masnou, 2002] proposent de compléter l’image en extrapolant les lignes de niveaux de
l’image, [Shen and Chan, 2002] minimisent la Variation Totale dans la zone masquée de
l’image à reconstruire avec comme conditions aux bords les valeurs connues autour du
masque. Dans [Levin et al., 2003, Roth and Black, 2005], laminimisation de fonctionnelles
statistiques extraites de l’image est proposée. [Tschumperle and Deriche, 2005] utilisent
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la diffusion anisotrope en résolvant des EDP dans le cadre d’images couleur. Une mé-
thode de transport basée sur les directions du flot de cohérence est utilisé dans [Borne-
mann andMärz, 2007]. Ces techniques utilisent un a priori de régularité et propagent les
structures locales de l’extérieur vers l’intérieur du masque d’inpainting.
Ces méthodes donnent de bons résultats en termes de cohérence géométrique glo-
bale. Néanmoins, elles ne sont pas adaptées pour la reconstruction de textures com-
plexes. Cesméthodes sontmieux adaptées pour de petites surfaces à reconstruire (p. ex.,
des rayures), plutôt que des grandes (p. ex., la suppression d’un objet), ou pour des
images continues par morceau de type cartoon. La Figure 2.1 illustre ce comportement :
alors que le résultat du haut présente un aspect artificiel qui n’est pas en adéquation
avec le reste de l’image pour un objet à enlever, la reconstruction est à peine visible en
ce qui concerne le résultat du bas avec un masque très fin.
2.1.2 Méthodes orientées patch
Synthèse de texture
La synthèse de texture est un outil très utilisé pour beaucoup d’applications en gra-
phisme, visionpar ordinateur, et en traitement d’images. Historiquementmodélisé d’une
manière stochastique en utilisant des Champs de Markov Aléatoires [Cross and Jain,
1983], Efros et Leung [Efros and Leung, 1999] ont été les premiers à utiliser la notion
de patch pour la synthèse de texture. Le cœur de la méthode qu’ils proposent repose sur
le concept d’auto-similarité a priori. Ce type d’a priori a largement influencé de récentes
avancées en traitement d’images [Buades et al., 2005a, Buades et al., 2010], p. ex., pour le
débruitage non-local d’images en exploitant la redondance naturelle des images grâce
aux patchs. Laméthode proposée dans [Efros and Leung, 1999] synthétise une texture en
estimant la valeur d’unpixel p en fonction dupatchψp centré en celui-ci. Cette valeur est
trouvée en cherchant les k plus proches voisins de ψp selon une métrique d = dSSD ∗ G
où dSSD est le vecteur des différences au carré et G est un noyau Gaussien 2D. [Wei and
Levoy, 2000] ont ensuite proposé une approche plus rapide qui utilise lamulti-résolution
et une structure d’arbre dédiée (Tree-structured Vector Quantization) qui permet une
recherche de patchs plus rapide.
Beaucoup de ces idées, introduites pour la synthèse de texture, ont ensuite mené
aux formulations d’inpainting dites basées motif (exemplar-based) détaillées plus en pro-
fondeur dans la Section 2.2. Au début des années 2000, [Bornard et al., 2002], [Drori et al.,
2003], et [Criminisi et al., 2004] ont proposé indépendamment desméthodes d’inpainting
dont beaucoup d’algorithmes proposés ensuite sont inspirés. La Figure 2.2 présente un
exemple d’inpainting avec de telles méthodes. Nous proposons de les classer et de faire
une revue de ces méthodes par la suite.
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(a) Image originale + masque. (b) Image complétée avec l’algorithme de diffusion
proposé par [Tschumperle and Deriche, 2005].
Figure 2.1: Exemple d’inpainting avec une méthode de diffusion par EDP, orientée géométrie.
Méthodes utilisant la parcimonie
Les méthodes d’inpainting basées parcimonie utilisent la redondance naturelle pré-
sente dans une image selon une transformation donnée [Elad et al., 2005, Chan et al.,
2006, Mairal et al., 2008, Cai et al., 2008]. Elles font l’hypothèse que l’image peut être re-
présentée de façon éparse dans un cadre donné comme les ondelettes, les curvelets, ou
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(a) Image masquée.
(b) Image reconstruite avec l’algorithme de [Criminisi
et al., 2004].
Figure 2.2: Exemple de reconstruction avec une méthode par patch de l’état de l’art.
la Transformée en Cosinus Discrète (DCT) par exemple. La synthèse est ensuite optimisée
en fonction de cette distribution éparse. En fonction du contenu de l’image, p. ex., des
structures, des textures présentes, etc., le choix du dictionnaire est critique. Dans [Elad
et al., 2005], une image est d’abord décomposée en une partie cartoon et une partie tex-
ture. L’inpainting de ces deux parties est ensuite effectué avec une fonction polynomiale
linéaire par morceau, à l’aide d’une base DCT. Comme montré dans la Section 2.2.3, de
telles séparations sont aussi utilisées dans certaines méthodes hybrides.
Les méthodes d’inpainting utilisant la parcimonie, sont principalement dérivées de
méthodes de débruitage d’image [Buades et al., 2005b], et peuvent montrer des résultats
impressionnants [Mairal et al., 2008] quand la partie manquante est petite, étroite ou
dispersée ponctuellement sur l’image. Cependant, les résultats sur des grandes zones
ont les mêmes défauts que ceux des méthodes orientées diffusion/transport.
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2.2 Revue des méthodes d’inpainting basées motif
On peut considérer que les techniques d’inpainting basées motif utilisent les patchs
des images à la fois pour analyser leur contenu et trouver lemeilleurmoyen de la complé-
ter, et d’autre part pour reconstruire les parties manquantes. Nous divisons ces méthodes
en trois familles distinctes :
1 Les approches gloutonnes [Bornard et al., 2002, Drori et al., 2003, Criminisi et al., 2004,
Pérez et al., 2004, Le Meur et al., 2011, Xu and Sun, 2010, Martinez-Noriega et al.,
2012] complètent la zone manquante en une seule passe en copiant des morceaux, ou
la totalité de patchs à l’aide d’un algorithme glouton,
2 Les approches hybrides [Bertalmio et al., 2003, Starck et al., 2005, Jia and Tang, 2004,
Cao et al., 2011] qui incorporent des éléments des méthodes basées sur la diffusion
/ le transport pour compléter les structures en premier lieu. Les textures sont com-
plétées par la suite en utilisant une approche basée motif,
3 Les approches basées énergie [Wexler et al., 2007, Komodakis andTziritas, 2007, Pritch
et al., 2009, Mansfield et al., 2011, Arias et al., 2012, He and Sun, 2012b, Newson et al.,
2014] qui minimisent une énergie, et requièrent souvent plusieurs itérations pour
converger. Ces méthodes reconstruisent la partie manquante pixel par pixel en mé-
langeant les pixels provenant de patchs différents, souvent en adoptant une straté-
gie de reconstruction multi-résolution.
2.2.1 Définitions et notations spécifiques
La plus simple et la plus utilisée des distances pour comparer visuellement deux
patchs ψp et ψq dont l’un, ψq, peut être masqué, c-à-d, Nq ∩Ω 6= ∅, est la Somme des
Différences au Carré (masquée) (SSD : Sum of Squared Differences). Cette distance a l’avan-
tage de détecter de bons patchs candidats tout en étant rapide à calculer. La SSD prenant
en compte des pixels masqués dans le patch cible est définie comme :
dSSD(ψp,ψq) = ∑
Np∩ Ω¯
‖ψp(v)− ψq(v)‖2 (2.1)
D’autres distances ont également été proposées dans la littérature. Elles sont générale-
ment associées avec la SSD dans le but de sélectionner plus finement les patchs qui sont
déjà de bons candidats avec la SSD seule. Ces fonctions distance utilisées dans l’état de
l’art sont les suivantes :
I la distance de Bhattacharya [Le Meur et al., 2013] :
d(p, q) = dSSD(p, q) . (1+ dBC(p, q)) (2.2)
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avec dBC la mesure de distance suivante :
dBC(p, q) =
√
1−∑
k
√
ρp(k), ρq(k) (2.3)
où ρi est l’histogramme du patch ψi. Ces distances font intervenir les histogrammes
des patchs qu’il faut calculer à chaque nouveau patch testé, ce qui augmente consi-
dérablement le temps de calcul. De plus dans les algorithmes gloutons le contenu
des patchs à l’intérieur du masque d’inpainting change à chaque itération, ce qui im-
plique que tous ces histogrammes doivent être recalculés à chaque itération.
I la distance avec caractéristiques de texture proposée par [Newson et al., 2014] :
d(p, q) =
1
N ∑r∈Np
(
‖I(r)− I(r− p+ q)‖2 + λ‖T(r)− T(r− p+ q)‖2
)
(2.4)
Les caractéristiques de texture T(p) sont définies comme :
T(p) =
1
card(ν) ∑q∈ν
(
|Ix(q)|
|Iy(q)|
)T
(2.5)
où ν définit un voisinage autour de p. Cette distance, utilisée dans un cadre de multi-
résolution dans [Newson et al., 2014], permet de décrire les différences de couleur
et de structures des patchs. Ces caractéristiques de texture permettent de décrire les
variations d’intensité lumineuse en plus du changement de couleur donné par la SSD.
2.2.2 Les algorithmes gloutons pour l’inpainting basé motif
Le principe des algorithmes gloutons est de remplir le masque Ω pixel par pixel ou
par groupes de pixels jusqu’à ce queΩ = ∅. Chaque pixel deΩ est rempli qu’une seule
fois au cours du processus. Ce type d’algorithme suit un schéma composé de 4 étapes
principales :
1 sélectionner un pixel p ∈ δΩ,
2 chercher dans Ω¯ un patch ψpˆ qui est similaire à ψp
3 copier des données valides de ψpˆ, dansΩ ∩Np.
4 siΩ 6= ∅, retourner à l’étape 1.
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L’algorithme de Criminisi et al.
Les deux premières étapes constituent le coeur de l’algorithme et sont d’une im-
portance critique : différents choix de sélection d’un pixel prioritaire ou de recherche
de patch mèneront à des résultats complètement différents. Cet effet est dû à la nature
gloutonnede cet algorithmequi utilise les patchs reconstruits à une itérationprécédente
pour trouver un bon patch pour l’itération courante. Des implémentations naïves de ce
type d’algorithmemènent souvent à des résultats non satisfaisants. Nous nous focalisons
ici plus en détail sur ces deux étapes qui sont des parties essentielles de l’algorithme de
[Criminisi et al., 2004]. La Figure 2.3 fournit une vue globale de cet algorithme.
=
Calcul des priorités
(a) (b)
(c) (d)
Reconstruction2 Mise à jour31
Processus
Initialisation
Figure 2.3: Vue d’ensemble de l’algorithme de [Criminisi et al., 2004].
Priorités de reconstruction Le remplissage couchepar couchede l’extérieur vers l’in-
térieur du masque initial, c-à-d, en pelures d’oignon (Figure 2.4(b)), est une méthode uti-
lisée dans [Bornard et al., 2002] et dans une approche multi-résolution dans [Drori et al.,
2003]. Ce type de remplissage paraît naturel au premier abord, mais mène souvent à des
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résultats artificiels. C’est spécialement le cas au centre du masque où les structures qui
doivent être reconstruites en premier, p. ex., les structures linéaires, sont rompues par la
reconstruction d’un patch qui est, demanière spatiale, plus proche du centre dumasque.
Les auteurs de [Criminisi et al., 2004] ont tenté de pallier ce problème en proposant
un ordre de remplissage basé sur les structures locales connues autour du masque : un
terme de priorité P(p) est calculé pour tous les pixels p ∈ Ω comme :
P(p) = C(p) · D(p) (2.6)
où C(p) est une mesure de confiance, et D(p) est défini comme un terme de données qui
prend en compte la présence de structures dans ψp. Le terme de confiance C(p) quant
(a) Image originale. (b) Remplissage avec ordre en pelure d’oignon.
(c) Image masquée. (d) Remplissage avec un ordre utilisant D(p)
Figure 2.4: Remplissage en pelure d’oignon et remplissage utilisant D(p) (image provenant de
[Criminisi et al., 2004]).
à lui est une mesure de la quantité d’information connue dans le patch ψp. Il est défini
dans [Criminisi et al., 2004] comme :
C(p) =
∑
q∈(Np∩Ω¯)
C(q)
|ψp| (2.7)
où | · | est l’aire du patch ψp. À l’initialisation, C(p) = 1I−Ω. Ce terme a une valeur
élevée près du bord du masque et décroît jusqu’au centre deΩ. Cela favorise la recons-
truction en premier des pixels qui ont le voisinage le plus valide. C’est un terme similaire
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à celui qui définit l’ordre en pelures d’oignon dans [Bornard et al., 2002, Drori et al., 2003].
La Figure 2.5 met en évidence les meilleures confiances ainsi que les moins élevées, avec
en pointillés la taille de patch utilisée. Les péninsules entrant dans le masque, en rouge,
sont les moins intéressantes à reconstruire en premier : les patchs dans ces zones ne
contiennent que peu de données sur lesquelles se baser pour trouver des patchs simi-
laires. À l’inverse les golfes, en vert, sont plus aisés à reconstruire du fait qu’une majorité
des pixels est connue dans ces zones. Le terme de données D(p) décrit la présence de
(a) Confiances min. (rouge) et max. (vert). (b) Zoom.
Figure 2.5: Terme de confiance des méthodes d’inpainting basées motif.
structures locales dans l’image aux bords deΩ. Il joue un rôle critique dans le calcul de
la priorité et favorise la continuation des structures entrant dansΩ. La Figure 2.4 (bas)
montre un processus d’inpainting à différentes itérations en utilisant l’algorithme de
Criminisi et al. et montre qu’en utilisant un terme de priorité de reconstruction adapté,
il est possible de reconstruire les structures linéaires correctement. Le terme de données
est défini dans [Criminisi et al., 2004] comme :
Dp =
|−−→∇Ip⊥ · np|
α
(2.8)
où np est la normale àΩ en p,−−→∇Ip⊥ est la direction de l’isophote définie comme :
−−→∇Ip⊥ =
−→∇Iq⊥ | arg maxq∈(Ω¯ ∩Np) ‖
−→∇Iq‖
 , (2.9)
et α est un terme de normalisation qui dans les fait peut être ignoré, étant le même pour
chaque p.
Le terme D(p) favorise la reconstruction des structures linéaires locales qui tra-
versentΩ en p de façon orthogonale, et est très proche de la notion d’isophote utilisée
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dans les méthodes de type géométriques. Comme illustré par la Figure 2.4 (bas), il affecte
fortement l’ordre de reconstruction et favorise la continuation des structures linéaires
qui sont perdues avec un schéma classique en pelures d’oignon.
Recherche d’un patch candidat et reconstruction Àchaque itérationde l’algorithme,
le patch ψpˆ ressemblant le plus à ψp est recherché dans l’image. Souvent, la zone de re-
cherche est limitée à une fenêtreW de taille ws × ws centrée en p :
Wp = {q ∈ [p− ws/2, p+ ws/2]2 | Nq ∩Ω = ∅} (2.10)
Cela permet de réduire l’espace de recherche et donc le temps d’exécution par rapport
à une recherche exhaustive dans toute l’image. La taille choisie ws pour la fenêtre de
rechercheWp est un point crucial et sensible pour la qualité des résultat de l’algorithme.
La Figure 2.6 montre pour un pixel cible p, son patch associé ψp, la zone de recherche
rectangulaire et le meilleur patch ψpˆ trouvé dans cette zone. Quand le meilleur candidat
(a) Image masquée. (b) Sélection du meilleur patch. (c) Remplissage des données.
Figure 2.6: Itération de l’algorithme glouton d’inpainting de [Criminisi et al., 2004].
ψpˆ est trouvé, une partie de ses données est copiée dansNp ∩Ω (Figure 2.6) :
ψp(q) = ψpˆ(q− p), ∀q ∈ Np ∩Ω (2.11)
Les confiances C(p) sont mises à jour de la même manière à partir de ψp :
C(q) = C(p), ∀q ∈ Np ∩Ω (2.12)
Les résultats obtenus par cette méthode semblent assez réalistes, comme le montre
la Figure 2.7. Cependant, ils sont toute fois à nuancer par la présence d’artefacts de re-
constructions tels que les artefacts de bloc.
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Figure 2.7: Résultats de la méthode d’inpainting de [Criminisi et al., 2004] (résultat extrait de
l’article correspondant).
Améliorations apportées à l’algorithme initial
Beaucoup de variations de cet algorithme de base ont été proposées dans la littéra-
ture. Comme le processus d’inpainting est glouton, un changement mineur dans la prio-
rité peut totalement changer la nature des résultats obtenus. Nous illustrons ce fait dans
les Figures 2.8 et 2.9 en changeant seulement les schémas de discrétisation du gradient,
à savoir l’approximation :
I centrée :
∇I ≈
(
Ix+1−Ix−1
2 ,
Iy+1−Iy−1
2
)T (2.13)
I décentrée arrière :
∇I ≈
(
Ix − Ix−1, Iy − Iy−1
)T (2.14)
I décentrée avant
∇I ≈
(
Ix+1 − Ix, Iy+1 − Iy
)T (2.15)
dans le calcul du terme de données D(p), tout en gardant les autres paramètres iden-
tiques. Nous pouvons voir que les différents schémas utilisés influent sur le résultat final.
De plus, en changeant la taille de patch, des résultats complètement différents peuvent
être observés, et aucun schéma numérique ne semble systématiquement meilleur qu’un
autre.
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(a) Image originale. (b) Image masquée.
(c) Différence décentrée arrière. (d) Différence centrée. (e) Différence décentrée avant.
Figure 2.8: Résultats d’inpainting avec [Criminisi et al., 2004] en utilisant des schémas de discré-
tisation du gradient différents et des patchs de taille 7× 7.
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(a) Image originale. (b) Image masquée.
(c) Différence décentrée arrière. (d) Différence centrée. (e) Différence décentrée avant.
Figure 2.9: Résultats d’inpainting avec [Criminisi et al., 2004] utilisant des schémas de différence
finies différents et des patchs de taille 13× 13.
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De ce fait, plusieurs travaux ont été menés dans la littérature pour améliorer ou
rendre plus robuste l’effet du terme de priorité P(p) :
I Les auteurs de [Le Meur et al., 2011] ont proposé des heuristiques afin d’améliorer le
terme de priorité grâce à un terme de données basé tenseurs :
D(p) = α+ (1− α) exp
(
η
(λ1 − λ2)2
)
(2.16)
où λ1 et λ2 sont les valeurs propres du tenseur de structure [Di Zenzo, 1986] évalué
en p, et η et α sont des hyperparamètres constants fixés à η = 8 et α = 0.01. L’idée
est d’utiliser l’anisotropie éventuelle du tenseur de structure en p pour déterminer s’il
existe une variation de couleur significative localement. L’utilisation de tels tenseurs
permet d’obtenir une estimation plus robuste de la géométrie globale que le gradient
sur des images couleur.
I Dans [Xu and Sun, 2010], les auteurs ont proposé un terme de données basé parcimo-
nie, qui mesure pour chaque pixel p ∈ δΩ, la similarité globale d’un patch centré en
p avec ses patchs voisins. Ceci a été fait pour débuter la reconstruction aux endroits
où l’on a, a priori, plus de chance de trouver un patch cohérent avec le voisinage
du patch recherché. La parcimonie d’un pixel à la frontière du masque est calculée
comme :
ρp = ‖−→ωp‖2
√
|Ns(p)|
|N(p)| (2.17)
où |Ns(p)| est le nombre de patchs valides dans le voisinage de p, c-à-d, les patchs
ne contenant aucun pixel invalide, |N(p)| est le nombre total de patchs dans le voi-
sinage de p, et−→wp est le vecteur contenant les similarités wp,q définies comme :
wp,q =
1
Zp
exp
(−d(ψp,ψq)
σ2
)
(2.18)
avec q ∈ Ns(p), et d(·) mesure la moyenne des différences au carré entre la partie
connue de ψp et ψq, Zp est un facteur de normalisation constant tel que :
∑
q∈Ns(p)
wp,q = 1 (2.19)
et σ est un hyperparamètre fixé à σ = 5. Ce terme de données permet de discriminer
les pixels appartenant à des textures de ceux appartenant à des contours. Ces deux
types de pixels peuvent avoir un fort gradient, mais ceux appartenant à des contours
seront distribués de façon plus éparse par rapport à ses voisins, c-à-d, peu similaires,
et seront donc choisis en premier.
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I Guillemot et al. [Guillemot et al., 2013] ont proposé de modifier le terme de priorité
P(p) de la manière suivante :
P(p) = C(p).D(p).E(p) (2.20)
où E(p) est un terme basé contour spécifique dont la formulation est :
E(p) =
∑
q∈Np∩Ω¯
δ(q ∈ Edge)
|Np ∩ Ω¯| (2.21)
où δ est un test binaire et Edge est une carte de contours extraite de l’image grâce
à un filtre de Canny. Ce terme E(p) favorise la reconstruction prioritaire des patchs
contenant des pixels appartenant à des contours. Il a été introduit pour augmenter
la précision des priorités par rapport aux structures locales présentes au bord du
masque. Pour la partie synthèse, un algorithme de KNN avancé est proposé, utilisant
une régression linéaire basée sur un apprentissage local de la correspondance entre
les parties connues et inconnues d’un patch à reconstruire. Les résultats produits
par cet algorithme illustrent l’avantage du terme de contour E(p), cependant la re-
cherche avec apprentissage local et la synthèse utilisant le KNN augmente le coût en
temps de calcul.
I Récemment, les auteurs de [Martinez-Noriega et al., 2012] ont proposé d’amplifier le
terme de données de manière non linéaire pour calculer les priorités :
Dˆ(p) = exp
(
D(p)
2σ2
)
(2.22)
où σ est un paramètre additionnel. Cette variation renforce le terme de données en
présence de forts isophotes (D(p) → 1), et le rend plus faible dans les zones homo-
gènes (D(p) → 0). L’idée est de rendre le terme de données plus précis en donnant
encore plus d’importance aux structures les plus fortes. Cependant, ce nouveau terme
dépend d’un paramètre σ qui dépend de l’image et qui est à régler de façonmanuelle
et dont l’influence positive ou négative est difficilement quantifiable.
Nous comparons dans la Figure 2.10 les différents termes de données avec celui ini-
tialement proposé dans [Criminisi et al., 2004] et en utilisant un schéma de discrétisation
décentré avant pour le calcul du gradient, c-à-d :
∇I ≈
(
Ix+1 − Ix, Iy+1 − Iy
)T (2.23)
Nous avons manuellement réglé les paramètres additionnels de chaque méthode, c-à-
d, la taille du voisinage dans la méthode de [Xu and Sun, 2010], et l’écart type σ dans
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le terme de données exponentiel (Équation 2.22) dans [Martinez-Noriega et al., 2012],
pour obtenir les meilleurs résultats possibles de chacune d’entre elles. Les paramètres
restants comme la taille de patch et la taille de la zone de recherche ont été laissés fixes.
Dans la Section 3.1 nous discutons plus en détail les avantages et inconvénients de ces
propositions de terme de données.
(a) Image originale. (b) Image masquée.
(c) Avec le Dp de [Crimi-
nisi et al., 2004] (20.01s).
(d) Avec le Dp de
[Le Meur et al., 2011]
(22.63s).
(e) Avec leDp de [Xu and
Sun, 2010] (50.5s).
(f) Avec le Dp de
[Martinez-Noriega et al.,
2012](19.90s).
Figure 2.10: Comparaison de différents termes de données pour l’inpainting.
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Plusieurs méthodes orientées motif [Le Meur et al., 2011, Martinez-Noriega et al.,
2012] et approches hybrides/globales [Wexler et al., 2007, Kawai et al., 2009, Newson
et al., 2014] (détaillées dans Section 2.2.3 et Section 2.2.4) synthétisent la partie man-
quante enmoyennant plusieurs patchs oumorceauxdepatchs. Par exemple, lesK patchs
ressemblant le plus au patch cible sont trouvés, et la partie manquante est synthéti-
sée comme une combinaison linéaire de ces patchs. Aussi, certaines méthodes utilisent
une combinaison linéaire de pixels de patchs se recouvrant mutuellement, mais ces mé-
thodes utilisant la multi-résolution ont tendance à produire des reconstructions trop
lisses, principalement dans les zones texturées [Wexler et al., 2007].
2.2.3 Les méthodes hybrides
Les méthodes orientées géométrie ont prouvé qu’elles peuvent reconstruire les struc-
tures globales correctement, mais ne fonctionnent pas lorsqu’il s’agit de textures com-
plexes [Masnou, 2002, Ballester et al., 2001, Tschumperle and Deriche, 2005]. Les mé-
thodes gloutonnes, elles, reconstruisent correctement les textures,mais peinent à recons-
truire une géométrie globale plausible. C’est particulièrement le cas lorsque la partie
manquante d’une structure n’est présente nulle part ailleurs dans le reste de l’image,
p. ex., quand le masque occulte un isophote courbé (voir Figure 2.11).
Figure 2.11: Courbes entrant dans le masque d’inpainting.
Comme les images naturelles contiennent à la fois des structures et des textures, les
approches hybrides combinant les méthodes basées géométrie et basées motif ont été na-
turellement explorées dans la littérature. Deux principales familles ont émergées :
I La première [Bertalmio et al., 2003, Starck et al., 2005] commence par décomposer
l’image à remplir en une partie structure et une partie texture. Les deux images ré-
sultantes sont ensuite inpaintées indépendamment avec différentes approches : une
approche orientée géométrie pour les structures, et de la synthèse de texture pour la
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partie texturée. Ces images sont ensuite recombinées pour produire le résultat final.
En séparant les structures et les textures d’une image, la première famille d’algo-
rithmes hybrides se soustrait des potentiels désavantages des méthodes basées géo-
métrie et des méthodes de synthèse de texture, ces sous-images convenant à chaque
étape d’inpainting. Cette séparation qui est une étape cruciale de ces approches a
été abordée dans [Bertalmio et al., 2003] avec la minimisation de la variation totale
[Rudin et al., 1992] et des fonctions oscillantes [Meyer, 2001]. Les auteurs de [Starck
et al., 2005] décomposent l’image avec un a priori de parcimonie pour produire un
dictionnaire bien choisi, composé de deux différents sous-dictionnaires pour gérer à
la fois la composante structures et la composante texture de l’image.
I La seconde classe de méthodes hybrides [Jia and Tang, 2004, Cao et al., 2011] essaye
d’abord de reconstruire les forts contours entrant dans le masque. Le croquis ainsi
produit sert ensuite à définir les zones de recherche pour ensuite remplir les pixels
manquants avec une approche orientée motif. En continuant les structures princi-
pales qui sont rompues par lemasque, la seconde classe deméthodes hybrides peut re-
construire des structures qui ne sont pas présentes dans la partie connue de l’image,
là où les méthodes par motif échouent généralement. Alors que la méthode proposée
dans [Jia and Tang, 2004] utilise un vote de tenseurs pour inférer la partie manquante
des courbes, des lignes de niveau avec des spirales d’Euler sont utilisées dans [Cao
et al., 2011] pour compléter ce type de courbes. Une fois que les croquis ont été ob-
tenus, les pixels masqués sont remplis avec une méthode de synthèse de texture qui
est contrainte par les courbes précédemment complétées.
Les approches hybrides sont intéressantes car elles mêlent les méthodes orientées
géométrie et orientées motif, mais sont difficiles à appliquer en pratique : la séparation
des structures et des textures d’une image est un problème difficile, surtout en présence
de micro et macro-textures, ce qui est souvent le cas dans les images naturelles. De la
même façon, prolonger les structures principales avant de synthétiser les pixels man-
quants requiert une segmentation, qui peut ne pas être suffisamment générale pour gé-
rer les nombreux cas présents dans les images naturelles. De plus, le temps d’exécution
élevé de ces méthodes réduit leur potentiel au regard d’une utilisation pratique.
2.2.4 Les méthodes basées énergie
La dernière famille d’algorithmes d’inpainting utilise des patchs pour l’analyse de
l’image,mais synthétise la partiemanquante pixel par pixel enutilisant plusieurs patchs.
Ces méthodes réalisent la reconstruction de la partie manquante via la minimisation
d’une énergie globale relative à la cohérence de reconstruction. Elles requièrent plusieurs
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itérations d’inpainting pour raffiner la reconstruction de la partie manquante, parfois
en utilisant la multi-résolution.
I Wexler et al. [Wexler et al., 2007] proposent une synthèse pixel par pixel en calculant
une moyenne pondérée des pixels provenant de plusieurs patchs qui se recouvrent.
Pour assurer une cohérence globale, ils proposent de minimiser la mesure de cohé-
rence suivante, quimesure pour chaque pixelmanquant, la similarité entre les patchs
qui le recouvrent et les patchs dans la partie connue de l’image :
Coh = ∏
q∈Ω
max
p∈Ω
sim(Ψp,Ψq) (2.24)
où sim est une mesure de similarité basée sur une fonction Gaussienne. Ils recons-
truisent l’image avec un processus itératif multi-résolution.Une image reconstruite
à une itération donnée (respectivement résolution) sert d’initialisation pour l’ité-
ration (respectivement résolution) suivante Comme remarqué dans [Newson et al.,
2014], la moyenne pondérée tend à lisser de façon uniforme les parties reconstruites
de l’image, ce qui peut être dommageable pour lesmicro textures qui tendent à dispa-
raître. Dans unmême temps, ce type demélange peut être utile pour éviter de laisser
paraître des artefacts de reconstruction. Avec l’algorithme PatchMatch [Barnes et al.,
2009], il s’agit d’un composant principal du célèbre "Content-aware Fill"du logiciel Pho-
toshop 1 dont un résultat est donnée dans la Figure 2.12.
I Mansfield et al. [Mansfield et al., 2011] ont amélioré la synthèse de Wexler et al. en
autorisant différentes transformations pour les patchs : translation, rotation, mise à
l’échelle, ou changement de luminosité.
I Kawai et al. [Kawai et al., 2009] ont également basé leur algorithme sur le framework
de Wexler et al.. Le changement de luminosité est d’un côté pris en compte dans l’es-
pace de recherche, augmentant ainsi le nombre de patchs candidats, et d’autre part la
localité spatiale des motifs texturés est considérée comme une contrainte implicite.
I Komodakis et al. [Komodakis and Tziritas, 2007] voient l’inpainting comme un pro-
blème de marquage (labelling) de Champs Aléatoire de Markov. Une fonction objectif
est définie et optimisée via une propagation de confiance de priorité (Priority Belief
Propagation, ou Priority-BP) améliorant le BP standard pour gérer un nombre impor-
tant demarqueurs. L’extension comparée auxméthodes de l’état de l’art utilisant des
optimisations est que leur méthode peut être aussi appliqué à la synthèse de texture.
Les reconstructions d’inpainting avec cetteméthode semblent naturelsmais le temps
de calcul (jusqu’à 2min pour une image 256× 127) rend cetteméthode difficilement
utilisable de façon aisée.
1. http://www.adobe.com/technology/projects/content-aware-fill.html
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(a) Image originale. (b) Image masquée.
(c) Résultat obtenu avec [Wexler et al., 2007] en utilisant l’algorithme PathMatch [Barnes et al., 2009].
Figure 2.12: Résultat d’inpainting obtenu avec l’outil Content-aware Filling de Photoshop, c’est-à-
dire la méthode [Wexler et al., 2007] implémentée en utilisant PathMatch [Barnes et al., 2009].
I Pritch et al. [Pritch et al., 2009], comme beaucoup de méthodes, voient l’inpainting
ainsi que le recadrage ou le réarrangement d’objet, commeun problème demarquage
de graphe. Ici, les marqueurs associés aux arêtes du graphe sont le décalage relatif
de chaque pixel de l’image de sortie, et la carte de décalage (offset map) est calculée
via la minimisation d’une énergie composée de deux termes : un terme de données
indiquant les contraintes sur les pixels, et un terme de régularité qui minimise les
discontinuités entre les objets causées par les discontinuités dans la carte de décalage.
Dans cetteméthode, le calcul de la carte de décalage (processus pré-inpainting) prend
jusqu’à 30 s pour des images 1600× 1600.
I He et al. [He and Sun, 2012b] proposent de calculer les décalages les plus fréquents
entre un patch et son plus proche voisin au sens de la couleur (Figure 2.13(a)), et de
les utiliser dans un cadre de photomontage [Agarwala et al., 2004]. L’image d’entrée
est décalée plusieurs fois selon les décalages principaux, les images produites sont
ensuite empilées, et enfin les meilleurs découpes entre ces images sont calculées à
l’aide d’un algorithme de graph-cut. Une technique de fusion par équation de Pois-
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son [Pérez et al., 2003] est utilisée ensuite pour minimiser les discontinuités entre les
morceaux d’images reconstruits. Cette méthode fournit une nouvelle manière d’ana-
lyser l’image pour l’inpainting. Malgré tout, le nombre de décalages extraits au dé-
part, le paramètre K dans [He and Sun, 2012b], dépend beaucoup de la topologie de
l’image, et peut mener à de la répétition de texture ou des incohérences locales (Fi-
gure 2.13(b), droite).
(a) Illustration de l’analyse des statistiques des décalages des correspondances dans le cadre de l’inpainting.
(b) Résultat d’inpainting, de gauche à droite : imagemasquée, statistiques des décalages, résultat et zoom.
Figure 2.13: Exemple de résultat d’inpainting avec de statistiques sur les décalages (images re-
prises de [He and Sun, 2012b]).
I Arias et al. [Arias et al., 2012] proposent un cadre variationnel général gérant à la fois
un aspect local et un aspect non-local du problème d’inpainting. Plusieurs schémas
sont dérivés via la sélection d’un critère de similarité de patch approprié :moyenne/-
médian/Poisson/médian de gradient non locale de patchs, correspondants à des critères
de similarité basés sur les normes L2 et L1 entres des patchs ou leurs gradients. La
fonction objectif ajoute au terme de similarité (similaire à l’Équation 2.24), un terme
mesurant l’entropie des similarités vues comme des probabilités. Un algorithme de
descente de coordonnées est utilisé pour minimiser la fonction objectif, en alternant
entre les poids de similarité, et les mises à jour de l’images. Ce type d’approches re-
quiert beaucoup d’itérations pour converger.
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2.2.5 Recherche spatiale de bons patchs candidats
Au-delà de lamétrique utilisée pour calculer la similarité entre patchs, un composant
clé à la fois en termes de rapidité que de cohérence visuelle est la manière de rechercher
un bon patch candidat pour la reconstruction.
La méthode de recherche pour un algorithme d’inpainting basé patch doit être ef-
ficace en termes de cohérence de reconstruction, c-à-d, garantir une qualité suffisante
pour le résultat final. Aussi, il doit assez être rapide pour rendre l’algorithme utilisable
facilement. Rechercher le meilleur candidat est souvent la partie la plus coûteuse en
temps de calcul dans les algorithmes d’inpainting. Une recherche rapide est souvent sy-
nonyme d’une solution localement non optimale, à savoir :
d(ψp,ψpˆ) > min
q,Nq∩Ω=∅
d(ψp,ψq) (2.25)
Cela mène localement à une moins bonne qualité de résultat qu’une recherche exhaus-
tive. Satisfaire à la fois les contraintes de rapidité et de qualité est donc une tâche non
triviale dans le cadre de l’inpainting.
Une manière standard de rechercher un patch candidat est d’utiliser une fenêtre
d’une taille choisie autour du patch à reconstruire. L’espace de recherche étant signi-
ficativement réduit, beaucoup moins de candidats sont comparés pendant la recherche
qu’avec une recherche dans toute l’image. Une recherche dans l’image entière corres-
pond à calculer un champ de plus Proche Voisin (NNF : Nearest Neighbor Field) selon une
métrique choisie.
Une autre manière de trouver de bons candidats est d’utiliser une méthode de cal-
cul d’un Champ de Voisin Approché (ANNF : Approximate Nearest Neighbor Field) qui aide à
trouver un bon patch candidat sur toute l’image. Un tel ANNF ne donne pas une solution
exacte, c-à-d, le meilleur patch candidat pour chaque patch cible, mais un candidat ac-
ceptable. Un ANNF entre deux images Ia et Ib est une carte de décalage φ(p) qui fournit
pour chaque p ∈ Ia la position relative du centre q ∈ Ib du patchψq qui est un candidat
approché pour le patch ψp. Pour le cas particulier de l’inpainting, Ia et Ib représentent
la même image, et sont restreintes à Ω¯. Plusieurs méthodes existent pour calculer des
ANNF :
I Les arbres KD (KD-trees) sont largement utilisés pour obtenir un ANNF d’une manière
plus rapide qu’avec une recherche exhaustive, surtout pour des processus d’inpain-
ting itératifs [Wexler et al., 2007]. Les KD-trees ont ensuite été améliorés pour accélé-
rer la recherche d’un voisin approché. Les auteurs de [He and Sun, 2012a] ont proposé
une technique dite assistée par de la propagation. Cette méthode est utilisée pour cal-
culer les décalages des patchs dans [He and Sun, 2012b]. Dans [Olonetsky and Avidan,
2012] les auteurs ont proposé une recherche relaxée dans des KD-trees, et ont utilisé
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(a) Phase de propagation. Les flèches pleines
sont les décalages courants, et celles en
pointillé sont les décalages testés pendant
la propagation.
(b) Phase de recherche aléatoire. Les carrés
en tirets représentent les fenêtres succes-
sives utilisées pour la recherche d’un patch
candidat.
Figure 2.14: Les deux phases principales de l’algorithme PatchMatch.
des images intégrales pour accélérer le calcul de similarités entre patchs.
I En 2009, Barnes et al.ont proposé l’algorithme itératif PatchMatch [Barnes et al., 2009]
qui est basé sur trois observations clés :
1 La dimensionnalité de l’espace des décalages est beaucoup plus petit que celui de
l’espace des patchs.
2 Les structures dans les images naturelles sont souvent organisées de manière
contiguë.
3 Avec la loi des grands nombres, "de petites parties non-triviales d’un large champ aléa-
toire auront des chances d’être de bons candidats" 2
L’ANNF φ(p) est initialisé aléatoirement, puis raffinéde façon itérative endeuxphases :
la propagation et la recherche aléatoire. La phase de propagation, rappelant celle uti-
lisée dans [Ashikhmin, 2001], améliore un lien de l’ANNF (entre un patch et son plus
proche) en regardant les liens voisins (voir Figure 2.14). La seconde phase nommée
recherche aléatoire tente de trouver aléatoirement un meilleur patch dans une fenêtre
de taille décroissante. Le but de cette seconde phase est de s’extirper d’un possible
minimum local de l’ANNF, et d’assurer une cohérence plus globale.
2. Citation originale : “some nontrivial fraction of a large field of random assignments will likely be
good guesses”.
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Ces algorithmes sont intéressants du fait qu’ils apportent une cohérence globale avec
une recherche étendue, mais aussi de la cohérence locale grâce à la propagation d’infor-
mation. D’autre part, ils ont originalement été conçues pour des images complètes qui ne
sont pas supposées changer après le calcul de l’ANNF. Si elles peuvent être utilisées tel
quel pour du débruitage d’image ou de la détection d’objet, ces méthodes nécessitent
des adaptations dans le cas de l’inpainting par patch. Tout d’abord, elles doivent être
capables de gérer des patchs dont une partie de l’information est manquante. Ensuite,
comme le ANNF devient obsolète quand le contenu de l’image change, une étape supplé-
mentaire de mise à jour est nécessaire pour chaque patch qui est reconstruit.
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Deuxième partie
Contributions
"Synthèse et génèse"

Chapitre 3
Améliorations notables
de l’algorithme de Criminisi et al.
La revue technique des méthodes de l’état de l’art réalisée au chapitre précédent meten lumière les différents points clés d’un algorithmed’inpainting glouton par patch.
À partir de nos observations précédentes, nous décrivons et discutons de quelques amé-
liorations proposées pour chaque point clé de l’algorithme, et fournissons des résultats
et des comparaisons avec les méthodes de l’état de l’art pour montrer leur efficacité sur
des cas difficiles.
3.1 Amélioration du terme de données
Nous avons montré que le terme de priorité est l’un des points clés introduits dans
[Criminisi et al., 2004] pour la sélection du meilleur endroit possible pour la reconstruc-
tion à une itération donnée de l’algorithme, comme le montre la Figure 2.4. Plus parti-
culièrement, le sous-terme de priorité D(p) (Équation 2.8) favorise les points qui sont
sur les contours de l’image orientés selon la normale au masque d’inpainting. Donner
une priorité élevée à ces points est une très bonne idée car cela permet naturellement
aux structures contrastées d’être reconstruites et étendues en premier. Cela simule in-
fine bien le comportement qu’un humain aurait pour reconstruire de telles zones "à la
main". L’expression originale proposée dans [Criminisi et al., 2004] pourD(p) est calcu-
lée en utilisant un gradient défini de la manière suivante :
−−→∇Ip⊥ =
−→∇Iq⊥ | arg maxq∈(Ω¯ ∩Np) ‖
−→∇Iq‖
 , (3.1)
Ceci permet d’estimer un gradient au point p même lorsque des données manquent
localement. Cependant, cette expression possède un inconvénient : quand la taille de
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patch ns utilisé pour la reconstruction est assez grand, si l’on se trouve en présence
d’un contour dans Np, D(p) sera égal pour tous les points q ∈ δΩ ∩ Np tels que
‖p − q‖ < ns. Cet effet de dilatation du terme de données donne souvent trop d’im-
portance à des points cibles voisins du contour considéré. Selon l’ordre de parcours des
points pour la séléction du plus prioritaire, des points peuvent être sélectionnés avant
ceux situés exactement sur le contour à reconstruire. C’est le cas en particulier quand la
forme dumasque rend ces points prioritaires selon leur valeur de confianceC(p), p. ex.,
là où la frontière image/masque est linéaire par morceau, c-à-d, où C(p) est constant.
Ce problème est illustré dans la Figure 3.1(a) sur un cas réel. Le terme de données (Équa-
tion 2.8) est élevé pour les points situés près de la frontière entre la mer et le sable,
et le patch cible sélectionné pour la reconstruction ne sera pas centré sur cette inter-
face (Figure 3.1(b)). Un patch contenant seulement du sable aura plus de chance d’être
reconstruit ici, le patch cible en étant principalement constitué, et cassera le contour
entre la mer et le sable. Cet effet pouvant s’amplifier itération après itération.
(a) Image d’un cas “patholo-
gique” pour la pertinence du
terme de données.
(b) Priorités utilisant le terme
de données de [Criminisi et al.,
2004].
(c) Priorités utilisant le terme de
données que nous proposons.
(d) Après une itération de reconstruction avec le
D(p) de[Criminisi et al., 2004].
(e) Après une itération de reconstruction avec le
D(p) proposé.
Figure 3.1: Impact du terme de données pour les priorités de reconstruction.
Comme nous l’avons discuté dans la Section 2.2.2, plusieurs variations de ce terme
de données ont été proposés dans la littérature. Alors qu’ils tentent de résoudre des pro-
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blèmes liés au terme de données initial, ils souffrent de différents défauts que nous nous
proposons de discuter ici.
3.1.1 Les termes de données dans la littérature
I Le terme de données récemment proposé dans [Le Meur et al., 2011] est basé sur
l’utilisation des tenseurs de structure, pour rappel, a la forme suivante :
D(p) = α+ (1− α) exp
(
η
(λ1 − λ2)2
)
(3.2)
Utiliser ce type de tenseurs est une idée pertinente étant donné que ces tenseurs
modélisent les variations locales de l’image et donnent souvent plus d’information
qu’un simple gradient pour des images couleur. Néanmoins, ce terme de données
(Équation 2.16) se base sur des hyper-paramètres ad hoc η et α. Le paramètre η per-
met de définir la tolérance de D(p) à l’isotropie du tenseur de structure. Plus η est
grand, moins l’anisotropie aura d’importance par rapport à l’isotropie dans le calcul
de D(p). Le paramètre α quant à lui, permet de moduler l’importance accordée au
(a) α = 0.01 (b) α = 0.5
Figure 3.2: Graphique représentant la fonction D(p) en fonction de λ1 − λ2 en utilisant les
paramètres, c-à-d, α = 0.01 (à gauche), et α = 0.5 (à droite), et η = 8 (rouge), η = 1008 (vert),
et η = 2008 (bleu).
terme de données par rapport au terme de confiance. Plus α tend vers 1, moins le
terme de données D(p) aura d’importance par rapport au terme de confiance C(p).
Un graphique représentant la fonction D(p) de [Le Meur et al., 2011] est donné (Fi-
gure 3.2). Ce terme de données ne prend pas en compte le vecteur normal à Ω. De
fait, les tenseurs calculés sur un contour tangent à Ω auront une forte anisotropie,
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et peuvent engendrer de fortes priorités pour les pixels de ce contour. Cette pro-
priété est moins préférable que celle permettant de prolonger les structures entrant
orthogonalement dans Ω car elle a plus de chance de faire rompre les contours à
reconstruire.
I Dans les textures d’une image se trouvent généralement des successions de faibles
et de forts gradients. Le terme de données basé parcimonie présenté dans [Xu and
Sun, 2010] permet principalement d’éviter que des pixels appartenant à ces textures
soient prioritaires lors de la reconstruction. Avec le terme de données de Criminisi
et al. (Équation 2.8), la plupart des pixels appartenant à de la texture peuvent avoir
un fort gradient, et donc une priorité élevée. Comme les patchs centrés en ce type
de pixel sont très similaires à leurs voisins, le terme de données proposé par Xu et al.
(Équation 2.17) baisse leurs priorités de reconstruction pour éviter qu’ils ne soient re-
construits avant les patchs contenant des structures linéaires. Néanmoins, ce terme
de données a plusieurs inconvénients. Premièrement, le voisinage d’un pixel p est
une zone carrée centrée en p dont la taille a un impact important sur le terme par-
cimonie. En effet, il dépend de l’échelle des modèles de texture, qui n’est pas connu
a priori. Ensuite, ce terme de données est très coûteux en temps de calcul. À la pre-
mière itération, pour chaque pixel dans δΩ, il est nécessaire de calculer plusieurs SSD
entre patchs :
P(p) ∝
√√√√√ ∑
pj∈Np
(
1
Z(p)
exp
(
−d(ψp,ψpj)
σ2
))2
(3.3)
À chaque itérationde l’algorithme, cette fonction très coûteuse doit être calculée pour
chaque pixel ayant étémodifié à l’itération précédente. Le temps de calcul du proces-
sus entier est de l’ordre d’un facteur 2 par rapport aux autres termes de données.
I Enfin, la méthode proposée dans [Martinez-Noriega et al., 2012] renforce le terme de
données de manière exponentielle pour calculer les priorités (Équation 2.22). L’idée
sous-jacente est de rendre le terme de données encore plus important en présence
d’un isophote (D(p)→ 1), tout en l’amplifiant dans les zones homogènes (D(p)→
0). Le principal problème de cette heuristique est, comme pour le terme basée sur la
parcimonie décrit ci-dessus, la présence d’un paramètre additionnel σ. Ce paramètre
a une grande influence, et doit être réglé manuellement in fine.
3.1.2 Proposition d’un nouveau terme de données basé tenseur
Pour pallier les problèmes de la formulation d’origine de [Criminisi et al., 2004], nous
proposons ici de définir un terme de données basé géométrie qui utilise également les
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tenseurs de structure [Di Zenzo, 1986]. Ils sont utilisés pour modéliser les variations de
couleur et de texture dans un patch cible. Tout d’abord, ils ont l’intérêt d’estimer les
structures locales en utilisant une approche corrélant les différents canaux de l’image,
c-à-d, la corrélation entre les canaux R, V, et B est prise en compte pour décrire la géo-
métrie locale. Ensuite, nous utilisons les propriétés algébriques des sommes de tenseurs,
pour permettre aux patchs cibles contenant des structures avec des orientations mul-
tiples, comme les textures, d’être favorisés en fonction de l’orientation de la normale au
masque np en p. Le terme de données que nous proposons est une extension naturelle
du terme original aux tenseurs de structure :
D(p) = ‖Gp . np‖ (3.4)
où G est une moyenne pondérée des tenseurs de structure estimés sur la partie non
masquée du patch cible ψp :
Gp = ∑
q∈(Np∩Ω¯)
wq
−→∇Iq−→∇IqT (3.5)
et w est une fonction Gaussienne 2D normalisée, centrée en p. Ce nouveau terme de
(a) Patch exemple. (b) Tenseurs de structure
calculés à partir de (a).
(c) Noyau gaussien
utilisé pour la moyenne
pondérée.
(d) Tenseur calculé
Figure 3.3: Calcul d’un tenseur représentant la géométrie locale au bord du masque dans notre
formulation du terme de données D(p).
données peut être compris comme suit :
I QuandG est très anisotrope, c-à-d,G ≈ λuuuT , un unique contour franc existe dans
le patch cibleψp, orienté selonu⊥. Dans ce cas, notre termededonnées (Équation 3.4)
devient approximativement égal à | < u,np > |, qui sera élevé lorsque le contour
est orienté selon la normale àΩ en p. Notons aussi queD(p) sera plus élevé pour les
cibles p qui sont localisées précisément sur le contour étant donné que la fonction
Gaussiennew apporte plus de poids près de son centre p. L’effet de dilatation présent
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avec l’Équation 2.8 n’est donc pas présent avec notre terme de données, empêchant
les pixels autour d’un contour d’être sélectionnés en premier.
I Quand G est isotrope, c-à-d, G ≈ λ Id, avec de petites valeurs propres (λ ≈ 0),
il y a peu de variations dans ψp, le patch est donc dans une zone homogène. Dans
ce cas, notre terme de données (Équation 3.4) est aussi bas que λ et le patch est non
prioritaire pour la reconstruction.
I LorsqueG est isotrope avec de grandes valeurs propres, c-à-d,G ≈ λId avec λ >>
0, le patch cibleψp contient de nombreuses variations dans des directions différentes.
Dans ce cas, notre terme de donnée (Équation 3.4) est toujours élevé quelque soit
l’orientation de la normale au masque np.
L’intérêt du remplacement du terme de priorité par le nôtre est illustré par la Fi-
gure 3.1(c) où l’on remarque lameilleure localisation pour les points les plus prioritaires,
et le meilleur choix du patch cible avec la priorité la plus haute à une itération d’inpain-
ting donné. Comme l’inpainting est un processus itératif où chaque patch cible choisi est
dépendant des itérations précédentes, nous avons observé que cela a une grande inci-
dence sur la qualité de reconstruction des images (Figure 2.10 et Figure 3.4 par exemple).
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(a) Image originale. (b) Image masquée.
(c) Terme de données original (gauche), et résultat
avec [Criminisi et al., 2004] (droite).
(d) Terme de données proposé (gauche), et notre ré-
sultat (droite).
Figure 3.4: Illustration de l’effet du terme de données proposé.
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3.2 Un algorithme local-global de recherche de patch
Dans la littérature des algorithmes gloutons d’inpainting, la manière de chercher
les patchs reste toujours la même : complète ou fenêtrée, mais généralement peu de
précisions sont données à ce sujet. Pourtant, il s’agit d’un point crucial à prendre en
compte pour qu’un tel algorithme fonctionne correctement. Dans nos expériences nous
avons testé plusieurs méthodes de recherche de bon patchs candidats : une recherche
fenêtrée, une adaptation de PatchMatch auxméthodes gloutonnes, et les statistiques sur
les décalages dans la carte de correspondance entre un patch et son plus proche voisin :
I Une fenêtre de recherche permet de trouver rapidement un candidat, mais nécessite
des précautions particulières pour sa mise en oeuvre dans le cas de zones étendues
à reconstruire. De plus, de part la proximité de la zone de recherche au patch cible,
une fenêtre de recherche n’assure pas forcément une bonne cohérence globale.
I L’algorithme PatchMatch [Barnes et al., 2009] ne peut pas être utilisé tel quel dans le
cadre d’algorithmes d’inpainting gloutons. Cette méthode nécessite des adaptations
pour prendre en compte le masque dans le calcul de la SSD et de réaliser des étapes
de mise à jour locale. Cela rend l’algorithme plus lent que l’algorithme original.
I Enfin, avec les statistiques des décalages du ANNF de l’image telles qu’utilisées dans
[He and Sun, 2012b], seulement quelques décalages sont utilisés, mettant de côté des
configurations locales spécifiques. Cela peut provoquer de l’incohérence locale.
Après avoir décrit et discuté les différentes méthodes citées ci-dessus, nous décrivons
l’algorithme de recherche que nous proposons. Notre contribution combine la rapidité
d’une recherche fenêtrée, l’aspect coopératif de l’algorithme PatchMatch, et la cohé-
rence locale que peuvent apporter les statistiques sur les décalages.
3.2.1 Méthodes de recherche de patch dans l’état de l’art
Fenêtre de recherche
Une fenêtre de recherche est une zone rectangulaire de l’image, généralement où un
bon patch candidat pour la reconstruction est recherché lors d’un processus d’inpain-
ting. De cette manière, moins de patchs sont testés pendant la recherche et la recons-
truction est considérablement accélérée par rapport à une recherche exhaustive dans
toute l’image. Par ailleurs, utiliser une fenêtre de recherche soulève les problématiques
suivantes : tout d’abord, la petite taille de la fenêtre, généralement choisie pour obtenir
un gain notable de temps de calcul, peut apporter in fine de mauvaises reconstructions.
En effet, le nombre de patchs à tester est trop petit et dans une localité trop restreinte
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(a) Image originale. (b) Image masquée et tailles de fenêtre testées.
(c) Reconstruction avec une petite fenêtre. (d) Reconstruction avec une grande fenêtre.
Figure 3.5: Cas de fenêtres de recherche nuisant à la bonne reconstruction.
pour trouver un bon patch candidat. Lesmotifs et les textures auront tendance à se répé-
ter sur le rendu final du fait de la proximité de la zone de recherche par rapport au patch
à reconstruire : nous pouvons le remarquer dans la Figure 3.5(c) avec l’effet de crénelage
produit entre la berge et la rivière. Notons qu’une trop grande taille de fenêtre peut aussi
apporter des résultats discutables, en effet la probabilité de tomber sur un “faux-positif”,
c-à-d, un patch visuellement incohérentmais qui possède néanmoins une faible SSD avec
le patch cible, tel qu’illustré dans la Figure 3.6 avec un exemple synthétique, croît avec
le nombre de patchs à tester. Étant donné que l’algorithme est glouton, ce type de patch
nuit à la cohérence locale de la reconstruction comme le montre la Figure 3.5(d).
Dans la majorité des algorithmes d’inpainting, les patchs ψp utilisés dans la recons-
truction sont totalement connus, c-à-d,Np ⊂ Ω¯. Avec une recherche dans une fenêtre, le
nombre de patchs testés diminue au fur et à mesure que le processus d’inpainting s’ap-
proche du centre du masque (voir Figure 3.7). Pour les premières itérations les nombre
de patchs testés est suffisant (voir Figure 3.7(a)), mais pour les itérations suivantes, la
fenêtre devient trop petite pour avoir un nombre de candidats suffisant pour la recons-
truction (voir Figure 3.7(b)). Une solution ad hoc [Bornard et al., 2002] consiste à agrandir
ponctuellement la fenêtre de recherche lorsque l’algorithmene dispose pas d’unnombre
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(a) Patch masqué à recons-
truire.
(b) Synthèse avec un bon
patch candidat souhaité.
(c) Synthèse avec un bon
patch candidat choisi.
Figure 3.6: Candidats de faible SSD provocant une mauvaise reconstruction.
W
(a) Situation à l’itération 0, le nombre d’échan-
tillons est satisfaisant pour trouver un bon can-
didat.
W
(b) Situation à l’itération n, le nombre d’échan-
tillons devient insuffisant pour trouver un bon
candidat avec une taille de fenêtre de recherche
constante.
Figure 3.7: Cas problématique avec une recherche de patch par fenêtre.
suffisant de candidats. Cela permet d’augmenter le nombre de patchs candidats pour
s’assurer d’en obtenir un correct pour la reconstruction, mais augmente d’autant le coût
de la recherche de patch à chaque itération. Une fenêtre de recherche tend à apporter
une solution rapide avec une contrainte de localité forte. Cela peut être un réel atout
dans l’inpainting, surtout si l’on un a priori sur la pertinence de la localisation de la fe-
nêtre pour trouver un bon patch candidat. Cependant, cela manque de flexibilité dans le
choix des paramètres : quelle est la taille optimale ? par quelle valeur doit-on augmenter
la taille si la fenêtre courante ne permet pas de trouver assez de patchs à tester ? De plus,
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une fenêtre restreint trop localement la zone de recherche et laisse de côté des zones qui
pourraient potentiellement être intéressantes.
L’algorithme PatchMatch
L’algorithme PatchMatch [Barnes et al., 2009] a été originalement formulé comme
un algorithme pour mettre en correspondance les patchs d’une image avec ceux d’une
autre image. Le contenu des deux images est supposé ne pas évoluer au cours du pro-
cessus. Dans la plupart des méthodes d’inpainting de l’état de l’art utilisant PatchMatch,
les auteurs proposent des schémas de complétion multi-résolution. Ils utilisent un algo-
rithme d’inpainting simple (diffusion, morphologique ou autre) pour compléter l’image
à la plus basse résolution, qui ne contient alors plus aucunpixelmasqué. Ils peuvent donc
ensuite utiliser l’algorithme PatchMatch sur des patchs qui sont tous complets. Dans le
cadre de l’inpainting, les patchs de l’image à reconstruire doivent être mis en corres-
pondance dans la même image, qui, de plus, contient des zones masquées, qui ne sont
pas gérées par l’algorithme PatchMatch original. Pour pouvoir utiliser cet outil dans le
cadre de l’inpainting il faut donc effectuer des adaptations.
L’adaptation la plus évidente est le changement de la fonction de distance entre
patchs, c-à-d, utiliser l’Équation 2.1 qui a, pour rappel, la forme suivante :
dSSD(ψp,ψq) = ∑
Np∩ Ω¯
‖ψp(v)− ψq(v)‖2 (3.6)
La seconde adaptation est liée au processus d’inpainting glouton. PatchMatch est géné-
ralement calculé sur une image au contenu fixe, ce qui n’est pas le cas des images dans le
cadre d’un algorithme glouton d’inpainting où le contenu de l’image change localement
à chaque itération.
De fait, la carte de correspondance φ(p) doit être mise à jour pour chaque centre
de patch dont le contenu a changé, c-à-d, {q | Nq ∩ Np 6= ∅}. Cette phase est assez
coûteuse en pratique et rend PatchMatch difficile à utiliser dans le cadre d’un algorithme
d’inpainting glouton.
Statistiques sur les décalages
Une idée intéressante avec les Champs Approximés de plus Proche Voisin (ANNF :
Approximate Nearest Neighbour Field) est d’utiliser les statistiques sur les décalages
entre un patch et son plus proche voisin au sens de la SSD [He and Sun, 2012b]. Cette
idée est facilement adaptable pour un algorithme d’inpainting glouton par patch.
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3.2.2 Proposition d’un algorithmede recherche de patch local-global
L’algorithme de recherche de patch que nous proposons, illustré Figure 3.8, réunit
certaines idées de plusieurs algorithmes de recherche précédemment décrits. La stra-
tégie proposée est dans un premier temps de rechercher les décalages Φ(p) entre les
cibles déjà reconstruites et les sources utilisées pour les reconstruire. Ensuite, il s’agit
d’utiliser ces décalages comme des sites de confiance autour desquels on peut trouver
un bon candidat pour la reconstruction. La recherche s’effectue ensuite par une fenêtre
centrée sur chaque site précédemment extrait. En pratique, l’ensemble des patches re-
construits {ψc} autour d’une cible ψp sont ceux pour lesquels on aNc ∩Np 6= ∅. Pour
Figure 3.8: Principe de notre recherche de patchs pour un algorithme d’inpainting glouton.
chaque cible ψp à reconstruire, la recherche d’un bon candidat est faite comme suit :
1 Tout d’abord, l’ensemble des décalages Φ(p) des patchs déjà reconstruits est récu-
péré à l’intérieur d’une fenêtre de deux fois la taille de patch utilisée pour l’inpain-
ting. Le décalage (0, 0) est aussi pris en compte. Il s’agit de la même idée que la mé-
thode de [Ashikhmin, 2001] à ceci près que nous l’avons adaptée pour fonctionner
patch par patch au lieu de fonctionner au niveau pixel.
2 Ensuite nous calculons la taille des fenêtres de recherche qui seront utilisées en
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chaque site de la manière suivante :
wsize(p) =
{
γ if |Φ(p)| = 1
max(5, γα√|Φ(p)|) sinon
(3.7)
Le paramètre γ définit la taille maximal de la fenêtre de recherche, c-à-d, la taille de
la fenêtre lorsqu’aucun patch n’est reconstruit dans le voisinage de p. Le paramètre
scalaire α donne la fraction de la taille maximale de fenêtre accordée à chaque site :
plus il y a de sites, plus les sous-fenêtres de recherche seront petites, cela permet de
conserver une complexité algorithmique quasi-constante tout au long du processus
d’inpainting.
3 Enfin, lorsque l’ensemble Φ(p) des sites de recherche sont définis, une recherche
classique par fenêtre est effectuée sur chacun d’entre eux :
ψpˆ = {ψq | q = arg min
q˜ ∈ S(p)
d(ψp,ψq˜)} (3.8)
où
S(p) = ⋃
s∈Φ(p)
Wp+s (3.9)
Un schéma explicatif de notre méthode de recherche est donnée à la Figure 3.8.
Les avantages de la méthode que nous proposons sont multiples :
I Comme les fenêtres de chaque site se recouvrent souvent en pratique (même si ce
n’est pas systématique), le nombrede candidats à tester est toujours plus petit qu’avec
une recherche fenêtrée de base [Criminisi et al., 2004]. Comme le montre la Table 3.1,
cela augmente souvent la rapidité de la recherche par un facteur non négligeable
pour des qualités de résultats au moins équivalents.
I Le problème de la taille de la fenêtre que l’on doit faire croître, illustré dans la Fi-
gure 3.7, ne se pose plus car les fenêtres de recherche sont pour la plupart situées à
l’extérieur du masque d’inpainting (parfois même assez loin du masque).
I Comme moins de candidats sont testés, le plus proche voisin approximé peut ne
pas être optimal au sens de la distance utilisée (SSD ici), mais permet en pratique
une meilleure reconstruction visuelle. Les fenêtres sont en effet situées à des en-
droits géométriquement cohérents par rapport aux itérations précédentes, c-à-d, aux
patchs déjà reconstruits lors duprocessus. De fait, le patch choisi avecnotre recherche
n’a pas forcément la plus petite SSD possible avec le patch cible, mais fournit souvent
une solution qui maximise la cohérence visuelle globale.
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I Rappelant la méthode de [Ashikhmin, 2001] pour la synthèse de textures, notre stra-
tégie de recherche permet une bonne cohérence locale en cherchant à des endroits
stratégiques, et devientmoins sensible à la taille de patch utilisée pour la reconstruc-
tion. Il est ainsi possible de recopier de plus grandes structures et textures et obtenir
leur bonne reconstruction alors qu’on utilise des patchs plus petits que l’échelle de
ces structures/textures.
La Figure 3.9 compare l’algorithme de recherche que nous proposons avec des ré-
sultats produits avec la méthode de [Criminisi et al., 2004]. sur un cas difficile mélan-
geant structure et texture. Bien que les résultats soient visuellement similaires, la taille
de patch utilisée avec notre méthode est moindre (17× 17) (Figure 3.9(c)), alors que la
recherche classique nécessiterait des patchs de taille 23× 23 (Figure 3.9(d)). Récipro-
quement, un inpainting utilisant une recherche classique et des patchs de taille 17 ×
17 dégrade la qualité des résultats obtenus (voir la structure des colonnes dans la Fi-
gure 3.9(b)).
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(a) Image masquée.
(b) Reconstruction avec une recherche fenêtrée classique utilisant des patchs 17× 17.
(c) Reconstruction avec notre algorithme de recherche utilisant des patchs 17× 17.
(d) Reconstruction avec une recherche fenêtrée classique utilisant des patchs 23× 23.
Figure 3.9: Comparaison entre notre algorithme de recherche et une recherche fenêtrée clas-
sique pour un même algorithme d’inpainting [Criminisi et al., 2004].
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3.2.3 Résultats et comparaisons
Résultats
Nous proposons ici un panel de résultats comparatifs du terme de données de [Crimi-
nisi et al., 2004] avec notre terme de données. Ensuite, nous comparons notre algorithme
final avec diverses méthodes de l’état de l’art.
Comparaison des termes de données Les figures 3.10, 3.11, 3.12, 3.13, proposent des
résultats comparant le terme de données original comme formulé dans [Criminisi et al.,
2004], et notre termededonnées basé tenseurs. Ce quenouspouvons constater est qu’avec
les deux termes de données la reconstruction au bord du masque respecte la géométrie
locale. Cependant, si l’on regarde demanière plus globale, nous nous apercevons qu’avec
notre terme de données la géométrie de l’image reconstruite est plus réaliste. Ceci est
particulièrement visible sur l’image de l’Opera de Sydney (Figure 3.13).
(a) Notre algorithme de recherche + terme de données de [Criminisi et al., 2004].
(b) Notre algorithme de recherche + notre terme de données.
Figure 3.10: Comparaison de notre terme de données à celui de Criminisi et al..
Comparaison des stratégies de recherche Les figures 3.14, 3.15, 3.16 et 3.17 com-
parent notre stratégie de recherche avec une recherche fenêtrée classique. Ce que nous
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(a) Notre algorithme de recherche + terme de données de [Criminisi et al., 2004].
(b) Notre algorithme de recherche + notre terme de données.
Figure 3.11: Comparaison de notre terme de données à celui de Criminisi et al..
pouvons voir de manière globale est que les deux stratégies fonctionnent de manière
similaire pour les patchs au bord du masque. Cependant, en se focalisant sur la recons-
truction des détails au centre du masque, nous nous apercevons qu’une recherche fe-
nêtrée classique pénalise la cohérence locale au fur et à mesure des itérations de l’algo-
rithme de reconstruction. Avec notre stratégie de recherche, la reconstruction au centre
du masque est bien meilleure. Cela vient du fait que nous utilisons la localisation des
patchs déjà recollés pour trouver de bon candidats locaux pour la reconstruction alors
qu’une recherche fenêtrée ne permet de rechercher que dans une zone spatiale fixe au-
tour du point courant.
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(a) Notre algorithme de recherche + terme de données de [Criminisi et al., 2004].
(b) Notre algorithme de recherche + notre terme de données.
Figure 3.12: Comparaison de notre terme de données à celui de Criminisi et al..
(a) Notre algorithme de recherche + terme de données de [Criminisi et al., 2004].
(b) Notre algorithme de recherche + notre terme de données.
Figure 3.13: Comparaison de notre terme de données à celui de Criminisi et al..
76
Chapitre 3. Améliorations notables de l’algorithme de Criminisi et al.
(a) Images originale et image masquée.
(b) Résultat avec une recherche fenêtrée.
(c) Résultat avec notre stratégie de recherche.
Figure 3.14: Comparaison de notre staratégie de recherche à une recherche fenêtrée classique.
Pour chacune des deux stratégies de recherche testées, le terme de données proposé a été utilisé.
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(a) Images originale et image masquée.
(b) Résultat avec une recherche fenêtrée.
(c) Résultat avec notre stratégie de recherche.
Figure 3.15: Comparaison de notre staratégie de recherche à une recherche fenêtrée classique.
Pour chacune des deux stratégies de recherche testées, le terme de données proposé a été utilisé.
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(a) Images originale et image masquée.
(b) Résultat avec une recherche fenêtrée.
(c) Résultat avec notre stratégie de recherche.
Figure 3.16: Comparaison de notre staratégie de recherche à une recherche fenêtrée classique.
Pour chacune des deux stratégies de recherche testées, le terme de données proposé a été utilisé.
79
3.2. Un algorithme local-global de recherche de patch
(a) Images masquée.
(b) Résultat avec une recherche fenêtrée.
(c) Résultat avec notre stratégie de recherche.
Figure 3.17: Comparaison de notre staratégie de recherche à une recherche fenêtrée classique.
Pour chacune des deux stratégies de recherche testées, le terme de données proposé a été utilisé.
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Comparaisons
Dans cette section nous fournissons des comparaisons de notre méthode avec les
méthodes de l’état de l’art. Les résultats auxquels nous nous comparons proviennent
des articles décrivant les méthodes. Nous pouvons remarquer que les résultats de notre
méthode sontmeilleurs que ceux obtenus avec desméthode avec Belief Propagation [Ko-
modakis and Tziritas, 2007] et cartes de décalages [Pritch et al., 2009] qui produisent des
résultats hétérogènes : des morceaux de textures sont bien reconstruits, mais la cohé-
rence globale n’est pas satisfaisante. Nous remarquons aussi quenos résultats présentent
des qualités au moins équivalentes à celles des résultats de l’état de l’art [He and Sun,
2012b] et [Le Meur et al., 2013].
(a) Image masquée.
(b) Statistiques sur les décalages
[He and Sun, 2012b].
(c) Super-résolution hierarchique
[Le Meur et al., 2013].
(d) Notre résultat.
Figure 3.18: Comparaisons avec diverses méthodes de l’état de l’art.
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(a) Image originale. (b) Image masquée.
(c) Statistiques sur les
décalages [He and Sun,
2012b].
(d) Belief Propagation
[Komodakis and Tziritas,
2007].
(e) Cartes de décalages
[Pritch et al., 2009].
(f) Notre résultat.
Figure 3.19: Comparaisons avec diverses méthodes de l’état de l’art.
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(a) Image masquée.
(b) Statistiques sur les décalages [He and Sun,
2012b].
(c) Belief Propagation [Komodakis and Tziritas,
2007].
(d) Super-résolution hierarchique [Le Meur et al.,
2013].
(e) Notre résultat.
Figure 3.20: Comparaisons avec diverses méthodes de l’état de l’art. Note : nous pouvons voir que la
résolution de notre résultat est différente de celle des résultats de l’état de l’art. Cette différence vient du fait
que les images de l’état de l’art présentées ici ont été extraites des articles respectifs, et sont de résolutions
inférieures.
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Taille
image |Ω|
Taille de
patch
Fenêtre+
D(p) initial
Fenêtre+
notre D(p)
Smart+
D(p) initial
Smart+
notre D(p) Gain
256× 170 18% 11× 11 175 234 153 191 114 %
250× 188 35% 15× 15 493 556 327 416 150 %
256× 256 16% 31× 31 462 508 428 453 107 %
480× 320 13% 7× 7 883 859 754 850 117 %
400× 400 21% 9× 9 1723 1745 1182 1134 151 %
500× 332 6% 15× 15 303 304 151 162 200 %
477× 358 22% 15× 15 4776 5138 1273 1201 397 %
511× 339 9% 21× 21 2290 1519 1480 1916 154 %
342× 512 14% 31× 31 2997 3316 1074 1152 279 %
375× 500 12% 19× 19 2013 2028 536 504 399 %
640× 360 7% 9× 9 833 835 697 758 119 %
600× 400 13% 15× 15 972 1061 921 971 105 %
640× 425 9% 25× 25 4181 4676 2207 2253 189 %
640× 425 9% 5× 5 1331 1322 968 1037 137 %
640× 426 10% 11× 11 3066 3253 2163 2255 141 %
640× 480 7% 11× 11 821 865 594 601 138 %
725× 483 18% 11× 11 4225 4171 3856 3691 114 %
800× 450 5% 31× 31 2841 3591 794 985 357 %
640× 640 5% 25× 25 4489 4238 1866 2274 240 %
864× 574 15% 7× 7 20694 20100 12396 10880 190 %
990× 609 11% 31× 31 7173 6898 2559 1736 413 %
1024× 633 5% 5× 5 5252 5068 2954 2973 177 %
1000× 667 1% 19× 19 1936 1561 922 868 223 %
1024× 680 22% 31× 31 20752 21495 16231 15003 138 %
1024× 681 10% 15× 15 8125 8005 7377 7294 111 %
1024× 683 10% 11× 11 10252 10226 8397 8203 124 %
1024× 683 16% 15× 15 10124 11096 7565 8326 133 %
1024× 684 8% 25× 25 5069 5275 2021 1607 315 %
1024× 731 22% 17× 17 37307 40389 23652 24343 157 %
1024× 768 12% 25× 25 8822 9202 7376 7588 119 %
1024× 768 14% 5× 5 18235 18613 7155 6965 261 %
768× 1024 10% 17× 17 3887 3784 3646 3435 113 %
1024× 768 14% 15× 15 10778 10366 5404 5102 211 %
1600× 900 5% 31× 31 23439 21903 10338 9286 252 %
1536× 1024 5% 15× 15 10819 10294 9759 8695 124 %
Table 3.1: Comparaison des temps de calcul de notre algorithme de recherche et d’une recherche
fenêtrée pour le remplissage d’une partie de chaque image. Les temps sont donnés en millise-
condes et le gain est donné par rapport à la méthode originale (première colonne).
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Temps de calcul
Dans la Table 3.1 nous comparons les temps de calcul suivants :
I la recherche fenêtrée et le terme de données de [Criminisi et al., 2004],
I la recherche fenêtrée et notre terme de données,
I notre recherche "smart" et le terme de données de [Criminisi et al., 2004],
I notre recherche "smart" et notre terme de données.
Demanière globale ce que nous pouvons remarquer est que notre stratégie de recherche
accélère le processus d’inpainting par rapport à une fenêtre de recherche qui doit être
agrandie au fur et à mesure que la reconstruction avance au centre du masque d’inpain-
ting.
3.3 Extension des améliorations à la vidéo
La littérature dans le domaine de l’inpainting vidéo fournit des types d’algorithmes
similaires à ceux d’inpainting d’images 2D : desméthodes orientées diffusion/transport,
des méthodes basées patch, et des méthodes basées énergie :
I [Bertalmio et al., 2001] utilisent des idées provenant de la dynamique des fluides qu’ils
transposent dans le cadre de l’inpainting. Cela permet de prolonger les isophotes au
bord du masque, vers l’intérieur de la zone à reconstruire.
I [Wexler et al., 2007] formulent l’inpainting vidéo comme un problème de minimi-
sation d’une fonction qui modélise la cohérence globale de reconstruction. Ils pro-
cèdent à cette minimisation grâce un algorithme itératif et en utilisant une approche
multi-résolution.
I [Patwardhan et al., 2007] ont proposé d’étendre un algorithme glouton par patch de
la 2D à la vidéo. Ils ont montré que l’on peut obtenir des résultats prometteurs en
inpainting vidéo avec ce type de méthode.
I [Granados et al., 2012] ont proposé une méthode semi-automatique pour compléter
l’image en trouvant les meilleurs décalages possibles entre les pixels du masque et
les pixels connus. Ils ont utilisé une optimisation basée graph-cut.
I [Newson et al., 2014] proposent une extension de l’algorithme de PatchMatch en 3D
ainsi qu’un algorithme basé sur [Wexler et al., 2007] utilisant de la multi-résolution.
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Ils introduisent un terme de texture T(p) défini comme :
T(p) =
1
card(ν) ∑q∈ν
(
|Ix(q)|
|Iy(q)|
)T
(3.10)
où ν définit le voisinage de p. Ce terme permet de réduire l’effet de flou de la mé-
thode décrite dans [Wexler et al., 2007] en intégrant le gradient spatial de la vidéo
dans le calcul de la distance entre patchs. Cette méthode montre des résultats très
interessants pour des vidéos de grande dimension avec un temps d’exécution de 5.35
h pour une vidéo de taille 960× 704 contenant 154 frames.
Dans cette thèse, nous nous focalisons sur les algorithmes gloutons d’inpainting par
patch et au vue des résultats que nous avons obtenus sur des images 2D, nous propo-
sons d’étendre les améliorations quenous avons effectuées sur l’algorithmede [Criminisi
et al., 2004], pour des données vidéo. Nous expliquons dans la suite lesmodifications que
nous avons apportées à chaque point de notre algorithme 2D pour l’extension à la vi-
déo. Tout d’abord nous décrivons le terme de données utilisé puis la manière dont nous
cherchons/reconstruisons les patchs de la vidéo.
3.3.1 Terme de données pour l’inpainting vidéo
Le terme de données original D(p) pour des images prend en compte la géométrie
locale au bord du masque d’inpainting pour indiquer la présence ou non de structures.
Il permet de rendre plus prioritaire des pixels appartenant à des structures linéaires
entrant dans le masque à partir d’une estimation d’un gradient local.
Alors que le gradient dans une image 2D fixe reflète la géométrie spatiale d’une
image, dans l’axe temporel pour une vidéo il reflète un changement temporel comme un
mouvement ou un changement de plan par exemple.
Le terme de données DV(p), p ∈ R3 que nous utilisons pour la vidéo est basé uni-
quement sur le plan spatial :
DV(p) = ‖Gp nSp‖ (3.11)
où nSp = ( nx ny 0 )T est la normale au masque Ω dans le plan spatial et G est
une moyenne pondérée des tenseurs de structure estimés sur la partie non masquée du
patch cible ψp :
Gp = ∑
q∈(Np∩Ω¯)
wq
−→∇Iq−→∇IqT (3.12)
où le gradient−→∇Iq est calculé comme :
−→∇Iq =
(
∂I
∂x
∂I
∂y 0
)T (3.13)
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Nous n’utilisons que le plan spatial pour le calcul de terme de données car cela per-
met d’accorder plus d’importance à la structure des objets qu’à leurs mouvements. Ces
derniers sont pris en compte dans la reconstruction par patch.
3.3.2 Extension de l’algorithme de recherche pour la vidéo
En ce qui concerne l’algorithme de recherche, nous ajoutons une composante tem-
porelle en utilisant des patchs et des fenêtres de recherche en forme de parallélépipèdes.
Ce choix fait une différence avec les méthodes basées énergie qui utilisent des patchs cu-
biques. Cette différence est due à la taille des patchs et la méthode de synthèse utilisée.
Dans les méthodes basées énergie, la taille des patchs est généralement petite, p. ex.,
5 × 5 × 5, et capture donc peu de mouvement dans la vidéo. Lors de la synthèse, la
combinaison linéaire de plusieurs pixels réduit alors l’impact du mouvement capturé
localement dans le résultat final.
Dansnotre algorithmeglouton, nous reconstruisons l’imagepatchpar patch. Lemou-
vement capturé a donc plus d’importance que pour les méthodes basées énergie [New-
son et al., 2014] car unpatch recollé l’est une fois pour toute et servira pour la reconstruc-
tion des patchs suivants. Pour cette raison nous utilisons une dimension temporelle nt
petite, p. ex., nt = 3 ou nt = 5, et différente de la dimension spatiale (ns× ns = 11× 11
par exemple) pour la taille des patchs et des fenêtres de recherche. Cela permet de ré-
duire les erreurs de reconstruction temporelles.
Pour la recherche de bons patchs candidats, nous procédons de la même manière
que pour les images 2D (Figure 3.21), en localisant un ensemble de sitesW1, . . . ,Wn
provenant des patchs sources de patchs déjà reconstruits.
Figure 3.21: Schéma de la recherche de patch étendu pour les volumes spatio-temporels.
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3.3.3 Résultats
Nous comparons ici nos résultats d’inpainting vidéo avec les résultats fournis par
les méthodes de l’état de l’art [Wexler et al., 2007] et [Newson et al., 2014]. Il apparaît
que l’adaptation que nous avons faite de notre algorithme 2D pour des vidéos permet
d’obtenir des reconstructions qui égalent celles des méthodes de l’état de l’art : le terme
de priorité permet de reconstruire les objets qui se déplacent, p. ex., les femmes sur la
plage de la Figure 3.22, et les structures linéaires comme les marches sur la fontaine de
la Figure 3.24.
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(a) Image masquée. (b) Résultat de [Newson et al.,
2014].
(c) Notre résultat.
Figure 3.22: Comparaison de nos résultats d’inpainting vidéo avec ceux de [Wexler et al., 2007].
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(a) Image masquée. (b) Résultat de Newson et al.. (c) Notre résultat.
Figure 3.23: Comparaison de nos résultats d’inpainting vidéo avec ceux de [Newson et al., 2014].
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(a) Image originale. (b) Résultat de [Newson et al.,
2014].
(c) Notre résultat.
Figure 3.24: Comparaison de nos résultats d’inpainting vidéo avec ceux de [Newson et al., 2014].
91
3.4. Analyse de ces améliorations
3.4 Analyse de ces améliorations
En améliorant le terme de données original de [Criminisi et al., 2004] et combinant
des idées de plusieurs algorithmes de l’état de l’art, nous avons réussi à créer une mé-
thode de recherche de patch originale, et adaptée auxméthodes gloutonnes d’inpainting
par patch. Notre algorithme est capable de maintenir à la fois une cohérence locale et
une cohérence globale dans la reconstruction d’images et de vidéos tout en étant assez
rapide, p. ex., moins de dix secondes pour une image de taille 1024× 683 et moins de
3min pour la vidéo de la Figure 3.22 de dimension 271 × 97 et contenant 97 frames.
Cependant, comme dans la plupart des algorithmes d’inpainting gloutons par patch, on
ne peut éviter l’apparition d’artefacts de bloc dans le résultat final, comme le montre la
Figure 3.25. Dans le prochain chapitre, nous nous intéressons donc à l’élaboration d’une
méthode originale de réduction de ces artefacts dans les résultats d’algorithmes glou-
tons d’inpainting par patch.
Figure 3.25: Artefacts de blocs dans une image reconstruite par inpainting par patch.
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Réduction d’artefacts de bloc par
mélange spatial de patchs
Malgré toutes les améliorations proposées dans la littérature ces dernières années,les algorithmes gloutons d’inpainting par patch produisent des artefacts de bloc
visibles dans les résultats. Ces artefacts sont dûs au fait que les patchs reconstruits les uns
à côté des autres ne se recollent pas toujours parfaitement à leurs frontières. Nous pro-
posons dans ce chapitre une technique originale de mélange spatial de patchs qui créé
une transition entre les morceaux de patchs reconstruits, et permet de réduire forte-
ment ces artefacts visuels de bloc. Dans un premier temps, nous proposons uneméthode
de mélange isotrope spatial de patchs. Ensuite, nous proposons un modèle géométrique
pour guider le mélange de patchs, permettant de mieux conserver les structures et les
textures de l’image reconstruite.
4.1 Algorithme de mélange spatial de patch
Lors de l’inpainting, seule une partie des données des patchs est utilisée pour la re-
construction. L’autre partie est déjà recouverte par un patch qui à été reconstruit à une
itération précédente pendant l’inpainting. Dans la pratique, la majorité des patchs re-
construits pourraient se recouvrir partiellement si l’ensemble des pixels de chaquepatch
était recollé. La Figure 4.2 illustre ce phénomène à travers un exemple synthétique où
un point p a été reconstruit en utilisant pˆ, et p˜ est un point qui aurait pu être utilisé
à la place de pˆ si l’ordre de reconstruction, c-à-d, le terme P(p), avait été légèrement
différent. L’idée de notre mélange spatial de patchs est d’utiliser les données inutilisées
lors de l’inpainting, c-à-d, les p˜, pour tenter d’atténuer les coutures visibles de la recons-
truction. La Figure 4.1(d) illustre un exemple synthétique pour lequel il est très difficile
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(a) Image à inpainter (masque en rouge). (b) Image inpaintée par patch avec [Criminisi et al.,
2004].
(c) Image inpaintée par EDP de diffusion [Tschum-
perle and Deriche, 2005].
(d) Image inpaintée par patch après application de
notre mélange de patchs.
Figure 4.1: Effet de notre mélange spatial de patchs sur un exemple synthétique.
d’obtenir un résultat d’inpainting satisfaisant avec les algorithmes de l’état de l’art, du
fait qu’aucun patch contenant à la fois des oranges et de la brique n’existe dans l’image.
Un algorithme glouton par patch va classiquement produire un résultat contenant des
effets de blocs (Figure 4.1(b)). Ce n’est pas le cas avec un algorithme d’inpainting par EDP
de diffusion qui créé une transition lisse entre les deux textures, mais qui ne reconstruit
pas de textures géométriques (comme les oranges Figure 4.1(c)). En utilisant le résul-
tat fourni par l’algorithme glouton par patch et en appliquant notre mélange spatial de
patchs, nous obtenons d’un côté l’aspect texture avec des oranges et des briques recons-
truites, et de l’autre coté une transition lisse entre les deux textures.
Figure 4.2: Principe de notre mélange spatial de patchs.
Pour arriver à ce type de résultat, l’algorithme de réduction d’artefacts que nous
proposons s’effectue en deux étapes principales. La première étape consiste à détecter
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les artefacts dans les résultats en analysant les données fournies par l’algorithme d’in-
painting proprement dit, à savoir, l’image résultat I et la carte de correspondance φ. La
seconde étape est de créer une transition lisse entre lesmorceaux de patchs reconstruits
en lesmoyennant spatialement. Cela efface ainsi les discontinuités dues au recollage des
patchs dans le résultat final.
4.1.1 Détection des artefacts de bloc
Les artefacts de bloc dans les résultats d’inpainting par patch sont provoqués par des
discontinuités au niveau des frontières entre les morceaux de patchs reconstruits. Au
vu de nos observations sur les résultats d’inpainting, nous formulons deux hypothèses
complémentaires pour expliquer l’origine des artefacts :
1 Le patch source pour la reconstruction n’est pas assez ressemblant au patch cible
sur ses frontières. Cela se traduit localement par un fort gradient à ces endroits dans
l’image résultat (pointillés dans la Figure 4.3(b)).
(a) Zoom sur un résultat d’inpainting. (b) Norme du gradient de (a).
Figure 4.3: Effet des artefacts sur le gradient d’une image reconstruite patch par patch.
2 Les patchs sources de deux patchs reconstruits côte à côte proviennent d’endroits
très différents de l’image et sont potentiellement de natures différentes. Cela se tra-
duit par des discontinuités dans la carte de correspondance de l’inpainting φ, et
doncpar des valeurs élevées de la divergencedeφ (enpointillés dans la Figure 4.4(b)).
Même si la SSD entre patch sources et cibles est faible.
(a) Carte de correspondance de
la Figure 4.3(a).
(b) Divergence de (a).
Figure 4.4: Divergence de la carte de correspondance d’une image inpaintée patch par patch.
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Chacune de ces deux hypothèses prise séparément ne suffit pas pour déterminer la
présence ou non d’artefacts. En effet, un gradient présent dans l’image résultat peut être
dû à une structure ou une texture recollée de l’image, et n’est donc pas un artefact (en
tirets oranges dans la Figure 4.3(b)). De même, des discontinuités dans la carte de cor-
respondance ne signifient pas forcément que des patchs loin l’un de l’autre se recollent
mal, p. ex., des patchs dans des zones quasi-homogènes (en pointillés verts dans la Fi-
gure 4.4(b)).
Pour formuler unehypothèse plus robuste sur la localisation des artefacts, nous com-
binons les hypothèses 1 et 2 comme suit : s’il existe un fort gradient aux frontières
desmorceaux de patchs et que les patchs sources proviennent de localisations très diffé-
rentes, alors il y a de fortes chances d’être en présence d’artefacts visuels de reconstruc-
tion. Nous formulons cette hypothèse à l’aide d’une fonction Bk : p ∈ I 7→ Bk(p) ∈
[0, 1] définissant pour chaque point de l’image, la force de l’artefact qui y est présent s’il
en existe un. Nous définissons cette fonction comme suit :
Bk =
‖∇I‖ . |~∇ · φ|
α
(4.1)
où ∇I est le gradient des niveaux de gris de I, ~∇ · φ est la divergence de la carte de
correspondance d’inpainting φ :
~∇ · φ = ∂φx
∂x
+
∂φy
∂y
(4.2)
et α = max
I
‖∇I‖ . |~∇ · φ| un facteur de normalisation. La fonction Bk illustrée dans
la Figure 4.5(c) ne sera maximale que lorsque ‖∇I‖ et |~∇ · φ| seront élevés. Notons
aussi que pour les points dont le voisinage n’a pas changé durant l’inpainting, c-à-d,
p ∈ I ,Np ∩Ω = ∅ on a ~∇ · φ(p) = 0.
À partir de la carte Bk, les artefacts de plus grandes amplitudes sont extraits à l’aide
d’un seuillage par une valeur τ ∈ [0, 1] qui définit la valeur de Bk à partir de laquelle
un pixel est considéré comme appartenant à un artefact. Ce paramètre étant très dis-
criminant, nous utilisons généralement une valeur assez basse, p. ex., τ = 0.01. Nous
obtenons alors un ensemble de points Bk où les artefacts sont les plus probables (Fi-
gure 4.5(d)).
La dernière étape du processus de détection des artefacts consiste à calculer une carte
des amplitudes locales de mélange σ : p ∈ I 7→ σ(p) ∈ R+ comme suit :
σ(p) = ρ ·
∑
r∈Bk
wBk(p, r)
max
I ∑r∈Bk
wBk(p, r)
(4.3)
avec
wBk(p, r) = exp
(
− ‖p− r‖
2
2(ρ.Bk(r))2
)
(4.4)
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(a) Image masquée. (b) Image inpaintée avec [Criminisi et al., 2004]
contenant des artefacts de bloc.
(c) Superposition des artefacts détectés à l’image. (d) L’ensemble Bk des points d’artefact détéctés.
(e) Amplitudes locales σ(p) de mélange de patchs. (f) Image obtenue après application de notre mé-
lange spatial de patchs.
Figure 4.5: Les différentes étapes de notre mélange spatial de patchs.
où ρ est un paramètre utilisateur qui définit la largeur de bande maximale de mélange.
Un exemple de carte σ(p) est donné en Figure 4.5(e). L’idée sous-jacente est que plus
un pixel est spatialement proche d’un artefact, plus il sera mélangé avec les patchs en-
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vironnants selon la force cet artefact. Notons qu’avec cette formulation, les pixels de
l’image initiale situés au bord du masque d’inpainting, c-à-d, à une distance inférieure
à ρ, se verront également modifiés au cours du mélange de patchs. Cela nous permet
aussi de réduire les artefacts au bord du masque en réalisant un fondu entre le contenu
reconstruit et le contenu initial de l’image.
4.1.2 Application du mélange spatial de patchs
Le mélange spatial de patchs s’effectue par une moyenne pondérée d’un ensemble
de pixels selon la distance de chacun d’entre eux aux artefacts. Ces pixels proviennent
Figure 4.6: Illustration du processus de mélange spatial de patchs.
de patchs qui se superposent en p, et dont les centres de reconstruction q forment un
ensemble Ψp :
Ψp = {q | p ∈ Nq} (4.5)
La Figure 4.6 illustre les notations utilisées dans notre mélange spatial de patchs, où l’on
souhaite calculer la participation du patch reconstruit ψq pour calculer le pixel en p,
le pixel en pˆ étant celui qui participera effectivement au calcul de J(p). La formule de
notre mélange spatial de patchs est la suivante :
J(p) =
∫
Ψp
w(p, q) . ψqˆ(p− q) dq∫
Ψp
w(p, q) dq
(4.6)
avec w(., .) la fonction de poids isotrope suivante :
w(p, q) = exp
(
−d(p, q)
2
2σ(p)2
)
(4.7)
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où d(., .) la distance spatiale définie comme :
d(p, q) = min
r∈N˜q
‖p− r‖ (4.8)
avec N˜q le domaine du morceau du patch source ψqˆ reconstruit pendant l’inpainting.
Nous avons choisi cette distance car elle permet d’effectuer le mélange dans une direc-
tion orthogonale aux jointures entre les morceaux de patchs reconstruits. Cela permet
de conserver au mieux le contenu initial des patchs reconstruits tout en faisant dispa-
raître les discontinuités.
4.1.3 Résultats
Les figures 4.7, 4.8, 4.9, 4.10 montrent les résultats obtenus avec notre méthode de
mélange spatial de patchs, sur des images inpaintées grâce à l’algorithme d’inpainting
par patch proposé au Chapitre 3. Dans ces résultats, nous remarquons que les formes car-
rées dues aux discontinuités entre patchs ont disparues, laissant apparaître une image
de meilleure qualité visuelle. Les différences en valeur absolue des résultats sans et avec
mélange montrent les structures de bloc que l’on a atténué avec notre algorithme de
mélange spatial de patchs.
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Image "Arbol01"
(a) Images complétée avec nos améliorations de [Criminisi et al., 2004] (voir Chapitre 3).
(b) Résultat (a) après application de notre mélange de patchs isotrope.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.7: Comparaison des résultat d’inpainting sans, et avec notre mélange spatial de patchs.
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Image "Snowbaseball"
(a) Images complétée avec nos améliorations de [Criminisi et al., 2004] (voir Chapitre 3).
(b) Résultat (a) après application de notre mélange de patchs isotrope.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.8: Comparaison des résultat d’inpainting sans, et avec notre mélange spatial de patchs.
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Image "Opera"
(a) Images complétée avec nos améliorations de [Criminisi et al., 2004] (voir Chapitre 3).
(b) Résultat (a) après application de notre mélange de patchs isotrope.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.9: Comparaison des résultat d’inpainting sans, et avec notre mélange spatial de patchs.
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Image "JapaneseBridge"
(a) Images complétée avec nos améliorations de [Criminisi et al., 2004] (voir Chapitre 3).
(b) Résultat (a) après application de notre mélange de patchs isotrope.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.10: Comparaison des résultat d’inpainting sans, et avec notremélange spatial de patchs.
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4.2 Accélération du mélange de patchs
Telle que nous l’avons décrite dans la Section 4.1, la formulation initiale de notre
mélange spatial de patchs s’avère coûteuse en temps de calcul, et cela pour deux raisons :
1 une fonction distance (à la localisation de l’artefact le plus proche) différente est
calculée pour chaque patch reconstruit pendant l’inpainting,
2 une fonction de poids différente doit être utilisée pour chaque valeur d’amplitude
de mélange possible (dans [0, ρ]), c-à-d, une pour chaque pixel à mélanger dans le
pire des cas.
Afin de réduire le coût global de notre mélange de patchs, nous proposons ici deux amé-
liorations relatives aux éléments cités ci-dessus :
1 l’utilisation d’une fonction de distance commune à tous les patchs reconstruits,
2 la réduction du nombre de valeurs possibles pour les amplitudes de mélange.
4.2.1 Utilisation d’une fonction de distance commune
La fonction distance que nous avons utilisée pour la formulation de base de notre
mélange de patchs, voir Équation 4.8, suit la forme des coutures de reconstruction (voir
Figure 4.11(a)). De fait, une distance différente doit être calculée pour chacun des patchs
qui a été reconstruit pendant l’inpainting, chacun ayant une formedifférente. Cela s’avère
rapide lorsqu’il y a peu de patchs à reconstruire, mais beaucoup plus coûteux quand
le nombre de patch reconstruit est élevé. Ce que nous proposons pour pallier ce pro-
blème est d’utiliser la même fonction de distance quelque soit la forme du patch re-
construit, à savoir, la distance spatiale entre un point et le centre d’un patch à mélanger
(Figure 4.11(b)) :
d(p, q) = ‖p− q‖ (4.9)
Au niveau algorithmique, cela permet de ne calculer qu’une seule fonction distance au
départ et de la réutiliser autant de fois qu’il y a de patchs à mélanger.
4.2.2 Échelles quantifiées de mélange
Les valeurs de la carte σ(p) des amplitudes demélange sont réelles et comprises dans
[0, ρ]. Cela signifie que σ(p) peut prendre une infinité de valeurs. Cela signifie qu’il faut
calculer une fonction de poids différente pour chaque pixel de l’image ayant une valeur
σ(p) différente auquel appliquer le mélange de patchs. Au niveau du temps de calcul,
cela s’avère très coûteux. Pour améliorer cet aspect de notre mélange spatial de patch,
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(a) Fonction distance suivant
la forme du morceau de patch
reconstruit.
(b) Fonction distance utilisée pour
accélérer le processus demélange de
patchs.
Figure 4.11: Distances utilisées pour le mélange spatial de patch initial, et la version rapide.
nous proposons de l’appliquer par échelle d’amplitude. Tout d’abord, nous réduisons le
nombre d’amplitudes possibles pour le mélange. Ensuite, nous calculons une échelle de
mélange pour chacune de ces amplitudes, et enfin, nous combinons les échelles de mé-
lange précédemment calculées pour obtenir le résultat final J(p).
Quantification de la carte des amplitude de mélange
La réduction du nombre d’amplitudes pour le mélange s’effectue par la quantification
en N niveaux de σ(p) pour donner une carte d’amplitudes σˆ : p ∈ I 7→ σˆ(p) ∈
{0, . . . , ρ}, N étant un paramètre défini par l’utilisateur. Cette étape permet de passer
d’un ensemble infini de valeurs d’amplitudes [0, ρ], à un ensemble fini {0, . . . , ρ}. Une
illustration est donnée Figure 4.12 où nous avons quantifié σ(p) en 5 niveaux différents.
Il est ensuite possible d’appliquer le mélange de patchs par groupes de pixels dont la
largeur de mélange σˆ(p) à appliquer est la même.
Calcul des échelles de mélange
Une fois σˆ(p) calculé, nous appliquons le mélange de patch pour chaque valeur σˆi ∈
{0, . . . , ρ} en utilisant la fonction de distance Équation 4.9. Les échelles Ji de mélange
sont alors calculées avec l’Équation 4.6, et la composition de l’image finale J s’effectue
de la manière suivante, comme le montre la Figure 4.13 :
J(p) = Ji(p)|i=σˆ(p) (4.10)
Il s’agit de composer l’image finale avec les pixels des différentes échelles de mélange
selon leurs valeurs d’amplitude σˆ(p).
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(a) Carte des amplitudes de mélange σ(p). (b) Carte des amplitudes de mélange quantifiées
σˆ(p).
Figure 4.12: Quantification des amplitudes de mélange de patchs.
Figure 4.13: Composition de l’image finale à partir des échelles de mélanges.
Nous pouvons voir l’application de cette méthode sur la Figure 4.14 où le mélange
de patchs permet d’enlever un artefact de reconstruction très visible (le trou carré dans
l’arbuste au premier plan).
4.2.3 Résultats et comparaisons
Comparaisons avec la formulation initiale
Les figures 4.15,4.16, 4.17 et 4.18, donnent des comparaisons entre les résultats de la
formulation initiale, et la formulation rapide de notre mélange spatial de patchs. Tout
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(a) Image masquée.
(b) Inpainting par patch. (c) Après mélange spatial de patchs.
Figure 4.14: Exemple de suppression d’artefacts avec notre mélange spatial de patchs.
d’abord nous comparons l’aspect visuel, et ensuite nous nous intéressons aux temps de
calcul.
Résultats visuels On remarque qu’avec lemélange rapide, les structures reconstruites
sont légèrement moins précises qu’avec le mélange initial. Cependant, la différence de
qualité entre les résultats est à relativiser par rapport au gain de temps de calcul entre les
deux méthodes. Le choix du paramètre N est important pour ne pas laisser paraître les
différences d’amplitudes dues à la quantification. Dans nos expériences nous utilisons
empiriquement une valeur N = 10, celle-ci permet d’obtenir une bonne qualité tout en
accélérant de façon notable le mélange spatial de patch, comme décrit dans la section
suivante.
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Image "Arbol01"
(a) Résultat (a) après application de notre mélange de patchs isotrope avec la formulation originale.
(b) Résultat après application de notre mélange de patchs isotrope avec la formulation rapide.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.15: Comparaison des formulations initiale et rapide de notre mélange spatial de patchs.
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Image "Snowbaseball"
(a) Résultat (a) après application de notre mélange de patchs isotrope avec la formulation originale.
(b) Résultat après application de notre mélange de patchs isotrope avec la formulation rapide.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.16: Comparaison des formulations initiale et rapide de notre mélange spatial de patchs.
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Image "Opera"
(a) Résultat (a) après application de notre mélange de patchs isotrope avec la formulation originale.
(b) Résultat après application de notre mélange de patchs isotrope avec la formulation rapide.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.17: Comparaison des formulations initiale et rapide de notre mélange spatial de patchs.
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Image "JapaneseBridge"
(a) Résultat (a) après application de notre mélange de patchs isotrope avec la formulation originale.
(b) Résultat après application de notre mélange de patchs isotrope avec la formulation rapide.
(c) Différence en valeur absolue |(a)− (b)|.
Figure 4.18: Comparaison des formulations initiale et rapide de notre mélange spatial de patchs.
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Temps de calcul La Table 4.1 compare les temps de calcul de l’inpainting, pour notre
mélange de patch initial et de notre mélange de patchs rapide ordonnés par ordre crois-
sant de taille d’image. Nous pouvons voir que les temps de calcul de la formulation ini-
tiale de notre mélange de patchs sont assez longs relativement au temps de l’inpainting.
En regardant les temps de calcul de notre mélange rapide, nous voyons clairement le
gain de temps par rapport au mélange initial, ce qui en fait une méthode plus appro-
priée à utiliser avec notre algorithme d’inpainting.
4.3 Mélange spatial de patch guidé par la géométrie
La méthode de mélange spatial de patchs que nous proposons réduit effectivement
les artefacts présents dans les résultats d’inpainting glouton par patch. Cependant, nous
pouvons remarquer que les structures et textures se trouvent parfois endommagées,
laissant apparaître un effet de surlissage des textures à cause d’unmélange de patch trop
isotrope. Nous proposons de réduire cet effet en introduisant un modèle géométrique
tensoriel pour guider le mélange spatial de patchs selon les structures et les textures
présentes localement dans l’image, afin demieux les préserver. Comme pour le mélange
de patch isotrope, nous proposons deux versions : une version initiale calculée pixel par
pixel, et une version rapide calculée patch par patch.
4.3.1 Modèle tensoriel pour le mélange de patchs
Choix du modèle
Nous nous basons sur les propriétés de notremélange spatial de patch afin de choisir
un modèle adapté pour le représenter. Le modèle choisi doit être robuste mais doit éga-
lement satisfaire une complexité satisfaisante pour une utilisation pratique du mélange
de patchs. Les propriétés dumodèle tensoriel demélange que nous souhaitons concevoir
sont les suivantes :
I La largeur de bande dumélange : détermine la force dumélange à appliquer localement.
I L’orientation : permet demélanger les patchs selon l’orientation des structures locales
dans l’image.
I L’anisotropie : permet de décrire la saillance des structures locales.
Dans la suite nous comparons différents modèles dont nous donnons les propriétés, et
nous expliquons le choix du modèle tensoriel comme modèle géométrique pour notre
algorithme de mélange de patchs.
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Taille
image |Ω|
Taille de
patch Inpainting
Détection
artefacts
Mélange
initial
Mélange
rapide Gain
256× 170 18% 11× 11 191 715 1656 70 × 23
250× 188 35% 15× 15 416 286 1809 111 × 16
256× 256 16% 31× 31 453 1337 2616 94 × 27
480× 320 13% 7× 7 850 1523 6319 385 × 16
400× 400 21% 9× 9 1134 739 6617 412 × 16
500× 332 6% 15× 15 162 4929 6743 158 × 42
477× 358 22% 15× 15 1201 3366 10853 325 × 33
511× 339 9% 21× 21 1916 1097 7164 178 × 40
342× 512 14% 31× 31 1152 4966 6964 267 × 26
375× 500 12% 19× 19 504 4271 7719 235 × 32
640× 360 7% 9× 9 758 758 8139 230 × 35
600× 400 13% 15× 15 971 2560 12314 326 × 37
640× 425 9% 25× 25 2253 2955 11254 347 × 32
640× 425 9% 5× 5 1037 4094 8874 268 × 33
640× 426 10% 11× 11 2255 2486 10042 429 × 23
640× 480 7% 11× 11 601 1858 11707 340 × 34
725× 483 18% 11× 11 3691 30999 14570 597 × 24
800× 450 5% 31× 31 985 6993 14980 339 × 44
640× 640 5% 25× 25 2274 2352 17088 359 × 47
864× 574 15% 7× 7 10880 15800 48690 1912 × 25
990× 609 11% 31× 31 1736 11023 39187 774 × 50
1024× 633 5% 5× 5 2973 2873 48267 1569 × 30
1000× 667 1% 19× 19 868 5061 6197 554 × 11
1024× 680 22% 31× 31 15003 52582 14002 825 × 16
1024× 681 10% 15× 15 7294 40571 20073 584 × 34
1024× 683 10% 11× 11 8203 4934 31876 1180 × 27
1024× 683 16% 15× 15 8326 34400 29156 639 × 45
1024× 684 8% 25× 25 1607 21445 29713 397 × 74
1024× 731 22% 17× 17 24343 5712 31680 763 × 41
1024× 768 12% 25× 25 7588 14162 33364 643 × 51
1024× 768 14% 5× 5 6965 10465 96980 2872 × 33
768× 1024 10% 17× 17 3435 12584 33373 514 × 64
1024× 768 14% 15× 15 5102 50787 33379 618 × 54
1600× 900 5% 31× 31 9286 13883 61376 660 × 92
1536× 1024 5% 15× 15 8695 5824 66839 790 × 84
Table 4.1: Comparatif des temps de calcul dumélange initial et rapide. L’inpainting a été effectué
sur une sous-partie de l’image. Les temps sont donnés en millisecondes.
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I Un modèle scalaire définirait un ensemble de valeurs réelles. Il ne pourrait représen-
ter aucune information de direction et ne serait donc pas utilisable pour représenter
les informations dont nous avons besoin pour le mélange de patchs, p. ex., l’anisotro-
pie.
I Un modèle vectoriel permettrait plus de liberté : il pourrait représenter une direc-
tion et une longueur avec sa norme. Cependant, il pourrait difficilement représenter
certaines configurations locales complexes telles que les zones texturées et les struc-
tures multi-orientation.
I Unmodèle tensoriel quant à lui permet de représenter plusieurs directions grâce à ses
vecteurs propres ei, et plusieurs amplitudes avec ses valeurs propres λi. Grâce à ces
propriétés, c’est unmodèle qui peut représenter les différentes configurations locales
dans les images : de l’isotropie dans les zones homogènes (λ1 ≈ λ2) à l’anisotropie
pour les contours (λ1 >> λ2) avec tout un panel de configurations intermédiaires.
C’est le modèle que nous avons choisi pour notre mélange spatial de patchs car il est
possible de représenter des configurations de mélange à la fois isotropes et aniso-
tropes. De plus, c’est un modèle qui reste facile à calculer et peu coûteux à stocker en
mémoire.
Création du modèle
Pour créer notre modèle tensoriel, nous décrivons les différentes étapes en partant
de la formulation générale tensorielle pour arriver aux détails du calcul des vecteurs
propres et des valeurs propres proposées.
Expression générale : Nous définissons les tenseurs demélange qui sont symétriques
définis positifs comme le sont les tenseurs de structure et peuvent donc être écrits de la
même manière :
B =
m
∑
i=1
λBi.ei.eTi (4.11)
où les ei sont les vecteurs propres, et les λBi sont les valeurs propres du tenseur de mé-
lange B avec λBi+1 > λBi. Nous rappelons que m = 2 pour des images, et m = 3 pour
des vidéos.
Vecteurs propres : Pour pouvoir conserver les contours dans l’image, nous devons
aligner nos tenseurs B dans la direction des contours. Pour obtenir les vecteurs propres
de nos tenseurs de mélange, nous avons choisi d’utiliser les vecteurs propres eS1 et eS2
du tenseur de structure S. Nous exprimons les vecteurs propres e1 et e2 des tenseurs de
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mélange de la manière suivante :
e1 = e⊥S1 et e2 = e⊥S2 (4.12)
Valeurs propres : Les valeurs propres des tenseurs demélange doivent contenir deux
informations principales : la largeur de bande σB et l’anisotropie à utiliser pour appli-
quer notremélangedepatchs localement. Nousnous basons sur les tenseurs de structure
desquels nous utilisons cette fois les valeurs propres λS1 et λS2 qui contiennent les in-
formations d’anisotropie nécessaires pour notre modèle. Les valeurs propres λB1 et λB2
de nos tenseurs de mélange sont calculés de la manière suivante :
λB1 =
σB
(1+ λˆS1 + λˆS2)γ1
et λB2 = σB
(1+ λˆS1 + λˆS2)γ2
(4.13)
où les λˆSi = λSimax
I
λS
sont des versions normalisées des λˆSi, et γ1 et γ2 tels que γ2 ≥
γ1, sont inspirés des tenseurs de diffusion définis pour le lissage anisotrope par EDP
[Tschumperle and Deriche, 2005], et permettant de contrôler l’anisotropie maximale
des tenseurs de mélange. La raison de la normalisation des valeurs propres du tenseur
de structure est leur dépendance à l’intervalle des valeurs possibles pour un pixel de
l’image. Ce n’est pas le cas de nos tenseurs de mélange dont les valeurs propres ne dé-
pendent que de l’anisotropie et de la largeur de bande de mélange. Les paramètres γi
contrôlent l’allure générale des tenseurs de structure. Plus le ratio γ2γ1 est faible, plus les
tenseurs de mélange seront globalement isotropes. Des exemples de configurations dif-
férentes des paramètres γi sont donnés dans la Figure 4.19 où nous pouvons voir que les
tenseurs peuvent aussi bien être quasi-isotropes (voir Figure 4.19(b)), jusqu’à très aniso-
tropes (voir Figure 4.19(d)) tout en conservant des formes intermédiaires.
Application du modèle au mélange de patchs
Nous appliquons le mélange de patchs en utilisant les informations fournies par
notre modèle tensoriel B en chaque point de l’image. Cette approche est la même que
celle décrite dans Section 4.1.2, mais en utilisant cette fois une fonction Gaussienne ani-
sotrope, w(p, q) = wB(p, q) guidée par notre tenseur de mélange B :
wB(p, q) = eX
TB(p)−1X avec X = q− p (4.14)
Des exemples de fonctions de poidswB sont illustrés dans la Figure 4.20 où l’on peut dis-
tinguer un exemple de poids anisotrope (à droite) qui sera mieux adapté à une structure
locale diagonale que le poid isotrope.
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(a) Image. (b) γ1 = γ2 = 0.5
(c) γ1 = 0.5, γ2 = 200 (d) γ1 = 0.5, γ2 = 10000
Figure 4.19: Illustration de l’effet des paramètres γi sur la forme des tenseurs de mélange.
(a) Fonction de poids Gaus-
sienne isotrope.
(b) Fonction de poids Gaus-
sienne anisotrope.
Figure 4.20: Exemples de fonctions de poids Gaussiennes isotrope et anisotrope.
Principe général et analogie
Le processus de mélange de patchs guidé par tenseurs que nous proposons est simi-
laire à celui du lissage anisotrope d’image (voir Figure 4.21). Dans le lissage anisotrope,
p. ex., pour le débruitage d’image, un champ de tenseurs de structure est tout d’abord
extrait d’une version lissée de l’image. Ces tenseurs sont ensuite lissés par un noyau
Gaussien isotrope, ce qui a pour effet de les régulariser, c-à-d, lisser principalement leur
orientation. Cela permet d’obtenir une analyse de la géométrie locale plus cohérente.
Enfin, des tenseurs de diffusion sont calculés à partir de ces tenseurs de structure régu-
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larisés, et sont utilisés commemodèle géométrique pour appliquer le lissage anisotrope
sur l’image à débruiter.
(a) Principe du lissage anisotrope d’images.
(b) Analogie : principe du mélange spatial de patch guidé par la géométrie.
Figure 4.21: Analogie entre le lissage anisotrope d’image, et notre procédé demélange spatial de
patch guidé par la géométrie.
Notre algorithme de mélange spatial de patch guidé par modèle tensoriel est très
proche de celui défini pour le mélange isotrope. Cet algorithme contient quatre étapes
principales (voir Figure 4.21) :
1 Un champ de tenseurs de structure est calculé sur la version masquée de l’image.
Cette étape est délicate particulièrement sur le bord du masque car Ω ne contient
pas de pixels connus. Cependant, en utilisant un schéma de différences finies adé-
quat sur le voisinage d’un point en fonction des données connues et non connues, il
est possible d’y estimer un fort gradient (voir Figure 4.22).
2 Pour obtenir un champ de tenseurs complet, nous utilisons la carte de correspon-
dance φ(p) calculée lors de l’étape d’inpainting que nous appliquons au champ de
tenseurs incomplet Sincomplet calculé à l’étape précédente :
Scomplet(p) = Sincomplet(φ(p)) (4.15)
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Figure 4.22: Schémas de différences finies choisis selon les données connues localement dans
une image.
3 Une fois le champ de tenseur reconstruit à l’intérieur du masqueΩ, nous lui appli-
quons notre mélange spatial de patchs isotrope. L’effet est de lisser les tenseurs de
mélange sur le même principe que la régularisation du champ de tenseurs de struc-
ture pour le calcul de tenseurs de diffusion, dans le cas de la régularisation d’images.
4 Enfin, le mélange de patchs est appliqué sur l’image inpaintée en utilisant les ten-
seurs de mélange avec le formalisme décrit précédemment, à savoir :
J(p) =
∑
q∈Ψp
wB(p, q) . ψqˆ(p− q)
∑
q∈Ψp
wB(p, q)
(4.16)
oùψqˆ est le patch source de reconstruction du patchψq, etwB sont les poids gaussiens
orientés par les tenseurs de mélange B définis à l’Équation 4.14.
4.3.2 Mélange rapide guidé par tenseurs
Comme énoncé dans la Section 4.2, la version de base du mélange spatial est lente
relativement au processus d’inpainting car elle se calcule pixel par pixel avec des lar-
geurs de bande qui dépendent de la position des pixels rapport aux artefacts. Dans cette
section nous proposons une adaptation du mélange de patch rapide décrit Section 4.2,
afin d’y intégrer notre modèle tensoriel.
Dans cette méthode rapide, nous utilisons uniquement le tenseur régularisé situé
au centre du patch pour estimer la géométrie locale. A priori, cette approximation peut
paraître extrême, mais le fait est que les centres où sont reconstruits les patchs durant
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l’inpainting sont stratégiques car choisis en fonction de la géométrie locale (cf. terme de
donnée D(p) dans l’algorithme d’inpainting). Utiliser le tenseur en ces point conduit
donc à une assez bonne estimation de la géométrie globale du patch comme le montre
la Figure 4.23 où les tenseurs à chaque centre de patch reconstruit pendant l’inpainting
sont représentés en fonction de leur terme de données D(p) lors de la reconstruction.
Figure 4.23: Représentation des tenseurs aux endroits stratégiques de reconstruction. L’échelle
de droite fait correspondre à une couleur une valeur de D(p) pour le dessin des tenseurs.
Pour appliquer le mélange rapide guidé par géométrie, nous utilisons la formule dé-
finie dans l’Équation 4.14, mais en utilisant la fonction de poids suivante :
wB(p, q) = eX
TB(q)−1X avec X = p− q (4.17)
Cette fonction de poids est différente de celle définie dans l’Équation 4.14 de par le fait
qu’elle utilise le tenseur situé en q, c-à-d, celui du patch recollé pendant l’inpainting, et
pas le tenseur situé en p. Cela augmente la rapidité du fait que les fonctions de poids
calculées pour chaque p ne diffèrent pas d’un pixel à un autre.
4.3.3 Résultats et Comparaisons
Comparaison des mélange isotrope et anisotrope
Nous donnons dans les figures 4.24, 4.25, 4.26, 4.27, des comparaisons entre nos mé-
thodes de mélange de patchs isotrope et anisotrope. Nous pouvons remarquer que les
structures sont mieux préservées avec la méthode anisotrope qu’avec la méthode iso-
trope. Les contours des objets comme les pierres sont plus nets, comme illustré dans la
Figure 4.28. Ensuite, nous pouvons voir qu’au niveau des textures, notre méthode gui-
dée par la géométrie permet de mieux s’adapter aux différences locales de contraste et
finalement d’obtenir un meilleur rendu plus naturel qu’avec la méthode isotrope.
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Image "Arbol01"
(a) Résultat (a) après application de notre mélange isotrope.
(b) Résultat (a) après application de notre mélange guidé géométrie.
(c) Image des différences en valeur absolue |(a)− (b)|.
Figure 4.24: Comparaison de notre mélange de patchs isotrope et anisotrope guidé par modèle
tensoriel.
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Image "JapaneseBridge"
(a) Résultat (a) après application de notre mélange isotrope.
(b) Résultat (a) après application de notre mélange guidé géométrie.
(c) Image des différences en valeur absolue |(a)− (b)|.
Figure 4.25: Comparaison de notre mélange de patchs isotrope et anisotrope guidé par modèle
tensoriel.
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Image "Snowbaseball"
(a) Résultat (a) après application de notre mélange isotrope.
(b) Résultat (a) après application de notre mélange guidé géométrie.
(c) Image des différences en valeur absolue |(a)− (b)|.
Figure 4.26: Comparaison de notre mélange de patchs isotrope et anisotrope guidé par modèle
tensoriel.
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Image "Opera"
(a) Résultat (a) après application de notre mélange isotrope.
(b) Résultat (a) après application de notre mélange guidé géométrie.
(c) Image des différences en valeur absolue |(a)− (b)|.
Figure 4.27: Comparaison de notre mélange de patchs isotrope et anisotrope guidé par modèle
tensoriel.
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Figure 4.28: Comparaison de notre mélange spatial de patch isotrope et anisotrope guidé par
modèle tensoriel.
Mesure de netteté La mesure Tenengrad [Choudhury and Medioni, 2011] utilisé entre
autres dans le traitement d’images de microscope permet de mesurer la netteté globale
d’une image I. Elle est définie comme suit :
Tenengrad =
1
|I| ∑p∈I
√
gradx(p)2 + grady(p)2 (4.18)
où gradx(p) et grady(p) sont les gradientsmorphologiques de I dans les directionshori-
zontale et verticale. Plus la valeur de cettemesure est élevée, plus l’image est nette. Nous
avons utilisé cette mesure afin de quantifier l’apport du mélange guidé par géométrie
par rapport au mélange isotrope. Sur la Figure 4.29 nous avons tracé la mesure Tenen-
grad en fonction de la largeur de bande de mélange. La largeur de bande donnée est un
facteur multiplicatif de la taille de patch utilisée pour l’inpainting. Ce que nous pouvons
observer est qu’avec notremodèle géométrique (noté anisotrope sur le graphique), lame-
sure du Tenengrad est plus élevée et décroît moins rapidement qu’avec notre mélange
de patch isotrope.
Comparaisons avec quelques méthodes de l’état de l’art
Le critère visuel seul pour quantifier la différence entre plusieurs résultats d’inpain-
tings d’une même image avec plusieurs méthodes rend bien sûr difficile une comparai-
son objective entre celles-ci. Nous comparons cependant dans cette section les résultats
que nous obtenons avec notre formalisme inpainting + mélange spatial de patch, et des
méthodes d’inpainting de l’état de l’art sur un panel d’images variées. Globalement, la
qualité de nos résultats est au moins au niveau de ceux obtenus par les algorithmes de
l’état de l’art [Komodakis and Tziritas, 2007],[Le Meur et al., 2013] et [Arias et al., 2011].
Nous montrons à travers ces résultats qu’avec un algorithme glouton, c-à-d, qui ne fait
qu’une seule passe, ainsi qu’un schéma n’utilisant qu’une seule échelle de reconstruc-
tion, nous rivalisons avec les méthodes qui utilisent des schémas de reconstruction plus
complexes. Il est a noter que notre méthode de mélange de patchs est suffisamment gé-
nérique pour être utilisée avec n’importe quel autre algorithme d’inpainting qui peut
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Figure 4.29: Mesure de la netteté des images après inpainting sans mélange de patchs, avec mé-
lange spatial isotrope et mélange spatial anisotrope en utilisant la mesure Tenengrad.
fournir un carte de correspondance des patchs sources et des patchs cibles.
Temps de calcul
La Table 4.2 montre les comparaisons entre les temps de calcul de la méthode de
mélange avec géométrie initiale, et rapide. Nous pouvons voir dans un premier temps
que le gain de temps augmente considérablement avec la taille de patch utilisée.
Dans la Figure 4.38 nous pouvons voir les temps d’exécution de l’inpainting ainsi que
des mélange initial et rapide. Nous pouvons voir que la différence de temps d’exécution
entre l’inpainting seul et l’inpainting + le mélange rapide est très minime. Cela montre
qu’utiliser notre méthode de mélange spatial de patchs après l’inpainting améliore la
qualité des résultats finaux sans augmenter le temps d’exécution.
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(a) Image originale masquée (gauche) et image complétée avec nos améliorations de [Criminisi et al.,
2004] (droite).
(b) Résultat de [Komodakis and Tziritas, 2007].
(c) Notre résultat.
Figure 4.30: Comparaison de notre méthode avec la méthode de [Komodakis and Tziritas, 2007].
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(a) Image originale et image complétée avec nos améliorations de [Criminisi et al., 2004].
(b) Résultat de [Komodakis and Tziritas, 2007].
(c) Notre résultat.
Figure 4.31: Comparaison de notre méthode avec la méthode de [Komodakis and Tziritas, 2007].
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(a) Image originale et image masquée.
(b) Résultats de [Le Meur et al., 2013].
(c) Notre résultat.
Figure 4.32: Comparaison de notre méthode avec la méthode de [Le Meur et al., 2013]
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(a) Image originale et image masquée.
(b) Résultats de [Le Meur et al., 2013].
(c) Notre résultat.
Figure 4.33: Comparaison de notre méthode avec la méthode de [Le Meur et al., 2013]
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(a) Image originale et image masquée.
(b) Résultats de [Le Meur et al., 2013].
(c) Notre résultat.
Figure 4.34: Comparaison de notre méthode avec la méthode de [Le Meur et al., 2013]
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(a) Images masquées. (b) Résultats de [Arias et al., 2011]. (c) Résultats de notre méthode
anisotrope.
Figure 4.35: Comparaison de notre méthode avec une méthode de l’état de l’art.
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(a) Images masquées.
(b) Résultats de [Arias et al., 2011].
(c) Notre résultat.
Figure 4.36: Comparaison de notre méthode avec la méthode de [Arias et al., 2011]
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(a) Images masquées.
(b) Résultats de [Arias et al., 2011].
(c) Notre résultat.
Figure 4.37: Comparaison de notre méthode avec la méthode de [Arias et al., 2011]
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Figure 4.38: Histogramme comparatif des temps de calcul du mélange inital et du mélange ra-
pide.
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Taille
image |Ω|
Taille de
patch Inpainting
Mélange guidé
par géométrie
Mélange rapide
guidé par géométrie Gain
256× 170 18% 11× 11 191 2360 19 × 124
250× 188 35% 15× 15 416 2824 35 × 80
256× 256 16% 31× 31 453 2578 29 × 88
480× 320 13% 7× 7 850 48110 48 × 1002
400× 400 21% 9× 9 1134 53752 82 × 655
500× 332 6% 15× 15 162 6932 34 × 203
477× 358 22% 15× 15 1201 20395 92 × 221
511× 339 9% 21× 21 1916 7111 46 × 154
342× 512 14% 31× 31 1152 6142 75 × 81
375× 500 12% 19× 19 504 9665 64 × 151
640× 360 7% 9× 9 758 40857 53 × 770
600× 400 13% 15× 15 971 27185 86 × 316
640× 425 9% 25× 25 2253 11126 85 × 130
640× 425 9% 5× 5 1037 91427 46 × 1987
640× 426 10% 11× 11 2255 59137 83 × 712
640× 480 7% 11× 11 601 57290 73 × 784
725× 483 18% 11× 11 3691 142203 141 × 1008
800× 450 5% 31× 31 985 15104 71 × 212
640× 640 5% 25× 25 2274 17189 74 × 232
864× 574 15% 7× 7 10880 616660 183 × 3369
990× 609 11% 31× 31 1736 40775 195 × 209
1024× 633 5% 5× 5 2973 719920 128 × 5624
1000× 667 1% 19× 19 868 28129 74 × 380
1024× 680 22% 31× 31 15003 63716 289 × 220
1024× 681 10% 15× 15 7294 114223 144 × 793
1024× 683 10% 11× 11 8203 377875 186 × 2031
1024× 683 16% 15× 15 8326 137501 147 × 935
1024× 684 8% 25× 25 1607 44343 114 × 388
1024× 731 22% 17× 17 24343 257995 276 × 934
1024× 768 2% 25× 25 7588 88117 189 × 466
1024× 768 14% 5× 5 6965 1064910 185 × 5756
768× 1024 10% 17× 17 3435 132045 143 × 923
1024× 768 14% 15× 15 5102 201866 192 × 1051
1600× 900 5% 31× 31 9286 66341 164 × 404
1536× 1024 5% 15× 15 8695 390069 191 × 2042
Table 4.2: Comparaisondes tempsde calcul de la formulationde base, avec ceuxde la formulation
rapide du mélange de patchs guidé par géométrie.
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4.4 Adaptation à la vidéo
Comme pour le cas purement spatial, nous proposons de définir le comportement
temporel de notre modèle en fonction des différentes configurations de la géométrie
spatio-temporelle des vidéos.
(a) Tenseurs de mélange calculés à partir des images de (b).
(b) Images extraites d’une vidéo.
Figure 4.39: Exemples de tenseurs de mélange spatio-temporels.
I Dans le cas d’une petite amplitude de mouvement, le mélange de patchs doit s’ef-
fectuer dans la direction du mouvement. Cela permet de conserver les contours de
objets tout en supprimant les petites discontinuités (voir Figure 4.40(a)).
I Dans le cas de mouvement d’amplitude moyenne/forte, le mélange doit préser-
ver la cohérence temporelle, et donc ne s’appliquer que dans le plan spatial (voir
Figure 4.40(b)). Il faut toutefois utiliser une amplitude de mélange temporel minime
afin de réduire les artefacts de bloc.
Suivant ces configurations, nous proposons d’utiliser un gradient temporel afin d’inté-
grer l’information demouvement dans notre modèle tensoriel de mélange. Dans nos ex-
périences nous utilisons comme dérivée temporelle le gradient suivant l’axe z dans une
vidéo considérée commeun volume, c-à-d,∇It = ∂I∂z . La Figure 4.39montre des tenseurs
de mélange calculés sur une seule frame de vidéo. Les tenseurs suivent les contours des
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objets dans le plan spatial (à droite), et suivent les mouvements dans le plan temporel (à
gauche).
(a) Tenseurs dans le cas de mouvements de pe-
tite amplitude.
(b) Tenseurs dans le cas de mouvements de
moyenne/grande amplitude.
Figure 4.40: Tenseurs 3D pour le mélange spatio-temporel de patchs dans les vidéos.
Les Figures 4.41 et 4.42 présentent des résultats demélange spatio-temporel depatchs
sur des vidéos. Nous pouvons y remarquer que les effets de bloc ont disparu, et que le
mélange de patch laisse place à une plus grande cohérence spatiale et temporelle.
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(a) Résultat sans mélange de patchs. (b) Résultat avec mélange de patchs.
Figure 4.41: Résultat de notre mélange spatio-temporel de patchs sur une vidéo.
138
Chapitre 4. Réduction d’artefacts de bloc par mélange spatial de patchs
(a) Résultat sans mélange de patchs. (b) Résultat avec mélange de patchs.
Figure 4.42: Résultat de notre mélange spatio-temporel de patchs sur une vidéo.
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Applications
"Usages Usages"

Chapitre 5
Contexte applicatif :
Stéréoscopie avec carte de profondeur
Le projet global qui a financé ce travail de thèse est intitulé "Action 3DS". Un des butsde ce projet est de permettre de projeter des films en 3D avec la possibilité de dis-
poser de plusieurs vues virtuelles adaptées à la position du spectateur relativement à
l’écart de projection. La génération de ces vues virtuelles n’utilise que les images stéréo-
scopiques capturées par une unique caméra stéréoscopique.
5.1 Cinéma 3D
Le cinéma 3D très médiatisé de nos jours, est une technologie qui permet aux spec-
tateur de visualiser des films en relief. La "3-dimensions" est en fait, dans ce cas, un abus
de langage étant donné qu’il est impossible au spectateur de visualiser la scène sous un
autre angle que celui de la caméra utilisée lors du tournage. Malgré tout, il est possible
de simuler d’autres points de vue grâce à des algorithmes de traitement d’images.
5.1.1 Bref historique des technologies 3D
La visualisation d’images en relief existe depuis les années 1840. À l’époque il s’agis-
sait de paires d’images, c-à-d, deux vues (gauche et droite). Ensuite, les anaglyphes ont
été créés : unepaire de vues d’unemême scène estmultiplexée enune seul image (voir Fi-
gure 5.1(a)). La visualisation des ces images en relief se fait par sélection de couleur grâce
à une paire de lunettes dont chacune des lentilles possède une couleur différente (voir Fi-
gure 5.1(b)). Dans le début des années 1900 ce procédé a été utilisé pour les premières
projections defilms en relief. Dans les années 1930, une des technologies les plus utilisées
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(a) Image anaglyphe. (b) Lunettes de visualisation d’anaglyphes.
Figure 5.1: Image anaglyphe et lunettes de visualisation.
de nos jours a été imaginée : la 3D utilisant des verres polarisant et des écrans métalli-
sés. L’idée est de filtrer les images gauche et droite par des lentilles polarisantes, une
Figure 5.2: Principe du cinéma 3D avec polarisation et écran métallisé.
à polarisation verticale et l’autre horizontale, et de les projeter simultanément sur un
écranmétallisé. Il suffit ensuite de lunettes polarisantes pour visualiser en relief l’image
projetée à l’écran.
5.1.2 Prise de vue stéréoscopique
Pour obtenir des paires d’images stéréoscopiques, il est nécessaire d’avoir du maté-
riel adapté. Les caméras stéréoscopiques possèdent deux objectifs (voir Figure 5.4). Ces
caméras capturent ainsi deux images à la fois dont le point de vue est légèrement décalé
de l’une à l’autre, comme lemontre la paire stéréoscopique de la Figure 5.5. Il existe deux
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types de caméras stéréoscopiques (Figure 5.3) : les caméras parallèles (Figure 5.3(a)) et
convergentes (Figure 5.3(b)). Dans le cadre du projet, nous nous intéressons principale-
ment aux caméras stéréoscopiques parallèles.
(a) Caméra stéréoscopique de type parallèle. (b) Caméra stéréoscopique de type convergente.
Figure 5.3: Les différents types de caméras stéréoscopiques.
Figure 5.4: Instruments de prise de vue stéréoscopique.
(a) Vue gauche. (b) Vue droite.
Figure 5.5: Paire d’images stéréoscopique.
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5.2 Synthèse de vues virtuelles
Lors des projections de films 3D au cinéma, suivant son emplacement dans la salle,
un spectateur n’aura pas le même confort visuel que les autres. En effet, l’emplacement
préféré est celui du point de vue de la caméra quand la scène a été tournée, c-à-d, en
face de l’écran. La perspective due au placement d’un spectateur sur un des cotés de
(a) À gauche de la salle. (b) Au milieu de la salle. (c) À droite de la salle.
Figure 5.6: Points de vue de spectateurs selon leur placement au cinéma.
la salle (voir Figure 5.6), augmentera légèrement le temps de synthèse du relief par le
cerveau. Nous illustrons ce problème avec la Figure 5.7. Le décalage de point de vue entre
une image gauche et une image droite est calculé pour des yeux placés à équidistance
des bords de l’image (triangle vert au milieu). Lorsqu’un spectateur se trouve placé sur
un côté, la distance de ses yeux aux bords gauche et droit de l’image sont différents
(triangles oranges à gauche et à droite). Pour pallier ce problème, une solution est de
générer des vues virtuelles à partir des paires d’images stéréoscopiques capturées par la
caméra. Ces vues virtuelles simulent un changement de point de vue de la caméra. La
(a) Sans utilisation de points de vue virtuels (b) Avec utilisation de plusieurs points de vue vir-
tuels.
Figure 5.7: Utilisation de plusieurs points de vue.
synthèse de nouveaux points de vue s’effectue en deux étapes : l’estimation d’une carte
de disparité (ou de profondeur) de la scène puis la déformation des images du point de
vue initial en utilisant cette carte.
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5.2.1 Carte de disparité et carte de profondeur
La profondeur d’une scène peut être fournie de deux manières : avec une carte de
disparité, ou avec une carte de profondeur.
Carte de disparités
Lorsque l’on fixe un élément dans une scène et que l’on ferme alternativement l’oeil
gauche puis l’oeil droit, on perçoit un "déplacement" des objets, ce déplacement est la
disparité. En traitement d’image, elle est généralement fournie commeune carte avec une
paire d’images : une vue gauche L et droite R. Nous définissons une carte de disparités
comme :
Disp : p ∈ I 7→ Disp(p) ∈ R
Disp(p) représente la distance entre unpixel de l’image L et sonhomologuedans l’image
R. La Figure 5.8 montre la disparitéDispL(pL) entre un point pL d’une vue gauche L, et
un point pR sur une vue droite R superposée à L. Notons queDispL(pL) = DispR(pR).
Lorsqu’elle ne sont pas réelles, p. ex., générée à partir d’une modélisation 3D ou créées
à la main, les cartes de disparités sont calculées à partir des seules vues gauche et droite
d’une paire stéréoscopique, donnant souvent des cartes à trou comme le montrent les
zones noires dans la Figure 5.8(b) et la Figure 5.8(c).
Carte de profondeur
Une carte de profondeur donne pour chaque point d’une scène, sa position dans l’axe
z orthogonal au plan de l’image (voir Figure 5.9). Nous la définissons de la manière sui-
vante :
Z : p ∈ I 7→ Z(p) ∈ R
où Z(p) correspond à la distance de p relativement au plan de l’image. La Figure 5.10
montre un exemple de carte de profondeur issue d’une scène virtuelle 3D. Avec une ca-
méra à modèle projectif et les paramètres de la scène : la focale f et la largeur réelle b
de la scène, nous pouvons calculer une carte de profondeur (incomplète) à partir d’une
carte de disparités de la manière suivante :
Z(p) =
f .b
Disp(p)
(5.1)
La Figure 5.11 illustre les termes utilisés dans l’Équation 5.1.
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(a) Superposition des vues L et R.
(b) Carte de disparités DispL(p) de L. (c) Carte de disparités DispR(p) de R.
Figure 5.8: Illustration de la disparité entre les pixels d’une paire d’images stéréoscopique.
5.2.2 Synthèse d’un nouveau point de vue virtuel
En utilisant les cartes de profondeur il est possible de déplacer les objets d’une image
selon la profondeur à laquelle ils se trouvent et ainsi produire de nouvelles images simu-
lant un point de vue décalé par rapport à l’original. Nous décrivons dans cette section
les principes généraux de la génération de points de vue virtuels. Dans la littérature il
existe des méthode effectuant ce type de transformation [Mori et al., 2009]. Soit une vue
L connue, Disp une carte de disparités, alors l’image droite synthétisée Rˆ à partir de L
peut être obtenue par :
Rˆ(p) = L(p+ Disp(p)) (5.2)
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Figure 5.9: Profondeur d’un point dans une scène.
(a) Scène virtuelle 3D. (b) Carte de profondeur de la scène (a).
Figure 5.10: Image et carte de profondeur d’une scène virtuelle 3D.
Figure 5.11: Schéma pour le calcul de la profondeur en fonction de la disparité.
Lorsque l’on effectue ce type de transformation, on obtient des images incomplètes. Ce
phénomène est expliqué dans la Figure 5.12 : les objets à l’avant-plan de la scène oc-
cultent le fond, si bien que lorsqu’on les déplace virtuellement, le fond qui était derrière
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(a) Point de vue de la caméra. (b) Déplacement de point de vue vers la gauche.
Figure 5.12: Déplacement virtuel de point de vue générant des trous dans l’image dans le cas
d’une caméra stéréoscopique parallèle.
l’objet est manquant, comme le montre l’exemple synthétique fourni. Pour des appli-
cations dans le cinéma 3D, il est impératif de combler ces trous de manière cohérente
spatialement et temporellement afin d’éviter tout artefact visuel qui serait déplaisant
pour les spectateurs. Nous proposons dans la suite des algorithmes permettant de faire
de l’inpainting de cartes de profondeur, compléter des vues stéréoscopiques trouées tout
en réduisant les artefacts visuels avec notre méthode de mélange spatial de patchs pre-
nant en compte la profondeur de la scène.
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La complétion d’image de points de vue virtuels est un domaine particulier de l’in-painting connu sous le nom de désoccultation. Il s’agit de compléter des trous sur
des objets d’arrière plan d’images sur lesquelles les objets ont été déplacés selon leur
profondeur. Avec l’explosion de la 3D au cinéma et à la télévision, ce problème est un
domaine de recherche amené à prendre de plus en plus d’importance. On peut noter que
les algorithmes d’inpainting par patch classiques pour les images et les vidéos ne fonc-
tionnent pas de manière optimale pour ce type de problème car ils ne prennent pas en
compte la géométrie 3D de la scène. Dans ce chapitre nous proposons premièrement
une méthode d’inpainting de cartes de profondeur générée par changement de point de
vue. Par la suite nous proposons deux applications : une adaptation de notre algorithme
d’inpainting pour des données stéréoscopiques avec carte de profondeur, puis une adap-
tation de notre algorithme de mélange spatial de patchs aux données stéréoscopiques
avec carte de profondeur pour la génération de points de vue virtuels sans artefacts de
bloc.
Remarque préliminaire
Ces travaux de recherche ont été réalisés en collaboration avec Pierre Buyssens, Post-
Doctorant du projet "Action 3DS".
6.1 Complétion de cartes de profondeur
Nous proposons une méthode pour restaurer les trous d’une carte de profondeur
qui apparaissent lors de la synthèse de vues virtuelles à partir de scènes RGB-D. Basée
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sur une sursegmentation en superpixels des vues originales et synthétisées, l’approche
proposée gère efficacement de nombreuses occultations où la plupart des approaches
existantes échouent. L’utilisation des superpixels rend l’algorithme plus robuste tout en
permettant de modéliser efficacement l’image. De nombreuses comparaisons à l’état de
l’art montrent l’efficacité de notre approche.
6.1.1 Contexte
Vue d’ensemble de l’état de l’art
Denombreux travaux de l’état de l’art [Daribo and Pesquet-Popescu, 2010, Ndjiki-Nya
et al., 2011], [Ahn and Kim, 2012, Yoon et al., 2014] s’attaquent au problème de désoccul-
tation en se basant sur des méthodes éprouvées de restauration. À ce titre, l’algorithme
de Criminisi et al. [Criminisi et al., 2004] est largement utilisé pour son efficacité et sa
capacité à reconstruire de grandes portions d’image.
La plupart de ces travaux se concentrent sur l’inpainting de l’image d’intensité. Le
sous-problème (pas si facile) de l’inpainting de la carte de profondeur est ainsi souvent
traité à l’aide deméthodes triviales, bien souvent insuffisantes. De plus, seuls [Ndjiki-Nya
et al., 2011] et [Yoon et al., 2014] traitent spécifiquement ce problème avant la restaura-
tion de l’image d’intensités.
Problématique
Un problème majeur arrive lorsqu’une occultation qui doit être restaurée avec du
fond n’est entourée que d’objets du premier plan. La figure 6.1 illustre ce cas : étant
donnée la déformation pour la création de la vue synthétique, le trou pointé par la flèche
rouge ne peut être restauré qu’avec les pixels voisins connus. Ne considérant que ces
voisins les plus proches, de nombreuses approches de la littérature échouent à restaurer
une telle occultation. À notre connaissance, seule l’approche proposée dans [Yoon et al.,
2014] résout (partiellement) ce problème.
L’idée de base de [Yoon et al., 2014] pour la restauration de la carte de profondeur est
d’utiliser la vue originale (avant déformation) pour inférer correctement les valeurs de
profondeur (fond ou premier plan). Plus spécifiquement, la méthode scanline de [Yoon
et al., 2014] analyse les distributions de profondeur des bords des trous des images ori-
ginale et synthétisée. Les maxima locaux de ces distributions sont ensuite utilisés pour
inférer la profondeur de la ligne servant à restaurer la carte de profondeur. Cette algo-
rithme souffre cependant de plusieurs défauts :
I étant donné que la restauration se base sur des lignes horizontales (de profondeur
constante), un plan appartenant au fond qui n’est pas parallèle au plan de la caméra
ne peut être correctement restauré,
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Figure 6.1: Illustration d’un problème de restauration de fond : Le trou (pointé par la flèche
rouge) n’est entouré que de pixels de premier plan. Haut : image d’intensité synthétisée, milieu :
carte de profondeur synthétisée, bas : carte de profondeur restaurée avec notreméthode (images
des test provenant de [Zitnick et al., 2004]).
I l’utilisation de lignes horizontales peut éventuellement suffire lors d’une translation
du point de vue, mais devient clairement insuffisante pour des déformations plus
générales (rotation. . .).
Contributions
Nous nous concentrons sur la restauration des occultations qui apparaissent dans
une carte de profondeur suite à une déformation. Basé sur une idée similaire à [Yoon
et al., 2014], l’algorithme proposé utilise l’image originale (avant déformation) pour res-
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taurer correctement les valeurs des pixels masqués. Détaillé à la section 6.1.2, notre al-
gorithme est comparé à la fois qualitativement et quantitativement à [Yoon et al., 2014]
dans la section 6.1.3.
6.1.2 Méthode de restauration de cartes de profondeur
La solution proposée repose sur la modélisation par des plans des superpixels de
l’image originale et de leur combinaison pour restaurer les trous. L’algorithme proposé
est composé de 3 étapes :
1 calcul des sursegmentations denses en superpixels des images originale et synthé-
tisée, et des mise en correspondances entre superpixels des deux images,
2 pour chaque pixel à restaurer, trouver un ensemble de superpixels candidats dans
l’image originale,
3 modéliser ces superpixels par des plans et restaurer la profondeur des pixels via des
combinaisons linéaires de ces plans.
Notations : une carte de profondeur source S est déformée pour synthétiser une
nouvelle vue de profondeur D. Les pixels p ∈ D à restaurer forment un ensemble de
trousΩ = {Ω1 . . .Ωn}. Les superpixels RSi et RDi désignent les superpixels partageant
lemême label i et appartenant à S et àD. Dans la suite, nous utilisons la disparité comme
mesure de profondeur des pixels de l’image.
Calcul des superpixels
Notreméthode commence par calculer une sur-segmentation de l’image source S en
superpixels. Pour cela, nous utilisons l’algorithme Eikonal-based Region Growing Clustering
(ERGC) [Buyssens et al., 2014] qui formule le regroupement des pixels comme la solution
d’une équation Eikonale. La carte de labels produite est ensuite déformée vers la nouvelle
vue [Oh et al., 2009], et érodée par un élément structurant circulaire de diamètre 3. Cette
érosion corrige les mauvais labels qui peuvent être donnés à certains pixels appartenant
aux bords des objets. ERGC est ensuite appliquée surD en prenant les superpixels géné-
rés à l’étape précédente comme germes, sans diffuser dans les occultations. La Figure 6.2
montre quelques correspondances entre superpixels de S et D.
Recherche des plans sources
Soit un pixel p à restaurer, la recherche des plans sources consiste à trouver un en-
semble de superpixels qui vont être utilisés pour restaurer la profondeur de p, et est
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Figure 6.2: Illustration de la correspondance entre superpixels de S (gauche) et D (droite).
décomposée en 3 étapes :
1 Le pixel q1 ∈ D \ Ω le plus proche de p est trouvé via une descente de gradient
sur la fonction de distances des pixels pi ∈ Ω aux pixels pj ∈ D \Ω. Le superpixel
correspondant est notéRD1 . Un deuxièmepixel q2 ∈ D \Ω est également considéré.
Ce pixel est celui se trouvant sur le bord opposé du trou est et trouvé en suivant la
ligne définie par (q1, p). Le superpixel correspondant est noté RD2 . Sont ainsi définis
les offsets ∆p1 = ‖p− q1‖ et ∆p2 = ‖p− q2‖.
2 q1 et q2 sont ensuite reportés surS à l’aide de la déformation inverse, avec la contrainte
qu’ils appartiennent respectivement à RS1 et RS2 . À partir des ces deux nouveaux
pixels q3 ∈ S et q4 ∈ S, les offsets −∆p1 et −∆p2 pointent vers deux nouveaux su-
perpixels RS3 et RS4 . À noter que RS3 et RS4 peuvent être un seul et même superpixel.
3 De l’ensemble des superpixels {RD1 ,RD2 ,RS3 ,RS4}, seuls ceux ayant la profondeur
155
6.1. Complétion de cartes de profondeur
moyenne la plus faible (à un epsilon près) sont conservés et forment l’ensemble des
superpixels utilisés ensuite pour la restauration de la profondeur de p.
La figure 6.3 illustre le processus : RD1 et RD2 sont les superpixels colorés en bleu
et rouge (deuxième et troisième lignes). RS3 et RS4 peuvent alors être deux superpixels
différents (bleu sombre et rouge sombre, troisième ligne) ou peuvent être identiques
(superpixel vert de la deuxième ligne).
Figure 6.3: Recherche des superpixels candidats pour la restauration de la profondeur du pixel
p (point blanc). Les superpixels rouge et bleu sont trouvés (voir la section 6.1.2) dans S (colonne
de gauche). Les offsets −∆p1 et −∆p2 sont reportés sur l’image originale (colonne de droite) et
peuvent pointer vers lemême superpixel (coloré en vert, deuxième ligne) ou vers des superpixels
différents (colorés en bleu et rouge sombres, troisième ligne).
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Restauration de la profondeur
Chaque superpixel candidat à la restauration estmodélisé par unplan via une estima-
tion desmoindres carrés. La profondeur de p est alors calculée commeétant la combinai-
son linéaire de ces plans. Le poids associé à chaque plan est inversement proportionnel
à la distance de p à chacun de ces superpixels.
Discussion
L’utilisation des superpixels présente deux avantages :
I Étant donné que la déformation peut ne pas être précise au pixel près, la déformation
d’un seul pixel peut conduire à des erreurs. L’utilisation de superpixels rend l’algo-
rithme plus robuste, particulièrement lors de la recherche des pixels q3 et q4.
I Les superpixels issus de ERGC offrent une bonne adhérence aux contours des objets
et définissent une sursegmentation de la carte de profondeur en régions homogènes.
Les plans modélisant ces superpixels sont ainsi suffisants pour la restauration des
profondeurs manquantes.
Complexité : La complexité de l’approche proposée repose essentiellement sur le
calcul des superpixels de S. ERGC utilise l’algorithme du Fast-Marching qui requiert le tri
des pixels selon leur distance géodésique au germe le plus proche, d’où une complexité
globale en O(n log n). Malgré cette complexité théorique, ERGC est quasi-linéaire en
pratique. Le reste de l’algorithme est linéaire en temps et peut de plus être facilement
parallélisé étant donné que les pixels sont traités indépendamment. Pour information,
sans parallélisation, la restauration des 526389 pixels de la figure 6.3 est effectuée en
environ 15s.
6.1.3 Résultats
Comparaisons sur une image synthétique
Nous montrons ici des résultats de restauration sur une image synthétique compo-
sée de deux objets : un disque perforé de deux trous circulaires devant un plan non pa-
rallèle au plan de la caméra (voir la figure 6.4(a)). En changeant le point de vue de la
scène, de nombreuses occultations apparaissent, et en particulier un trou circulaire qui
n’est entouré que par des pixels appartenant au disque au premier plan (Figure 6.4(b)
et 6.4(c)). Tandis que la méthode [Ndjiki-Nya et al., 2011] échoue à remplir ce trou cir-
culaire avec des valeurs de profondeur de fond (Fig. 6.4(d)), [Yoon et al., 2014] échoue à
restaurer correctement les profondeurs du plan de fond (Fig. 6.4(e)). Notre approche, en
revanche, restaure correctement cette carte de profondeur.
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(a) Carte de profondeur originale. (b) Carte de profondeur synthéti-
sée.
(c) Carte de profondeur synthéti-
sée en fausses couleurs.
(d) Résultat avec [Ndjiki-Nya
et al., 2011].
(e) Résultat avec [Yoon et al.,
2014].
(f) Notre résultat.
Figure 6.4: Restauration d’une carte de profondeur synthétique (en fausses couleurs pour la
visualisation).
Figure 6.5: Première colonne : carte de profondeur restaurée avec notre méthode. Colonnes 2 et
3 : comparaisons de la restauration avec notre méthode (bas) et celle proposée dans [Yoon et al.,
2014] (haut). Dernière colonne, comparaison de la restauration avec notreméthode (bas) et la vé-
rité terrain (haut). Notre méthode présente des défauts lors de la reconstruction des structures.
Comparaisons sur des données réelles
Nous comparons ici notre méthode avec [Yoon et al., 2014] sur la base de données
d’images stéréoMiddlebury-2014 [Scharstein et al., 2014], composéede23paires d’images
(∼ 5.5Mpixels) pour lesquelles la carte de profondeur est connue (vérité terrain). La syn-
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thèse s’effectue de la vue 0 à la vue 1.
La figure 6.5 compare la restauration d’une carte de profondeur obtenue à l’aide de
notre méthode à celle proposée dans [Yoon et al., 2014]. Cette comparaison met parti-
culièrement en lumière les limitations des méthodes scanline, ainsi que les difficultés
restantes pour la reconstruction des structures des objets.
La figure 6.6 compare pour chaque image de la base les erreurs moyennes et mé-
dianes de la restauration par la méthode [Yoon et al., 2014] et la nôtre. Ces résultats
expérimentauxmontrent la nette amélioration de notre méthode sur [Yoon et al., 2014],
et soulignent l’efficacité de la méthode que nous proposons.
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Figure 6.6: Erreurs moyennes et médianes pour chaque image de la base Middlebury-2014.
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6.2 Inpainting avec carte de profondeur
6.2.1 Cadre et définitions
La synthèse de vues virtuelles s’effectue en utilisant une image de référence I, p. ex.,
l’image gauche, et en la déformant grâce à sa carte de profondeur Z pour générer deux
images : une vue virtuelle Iˆ, et sa carte de profondeur Zˆ qui contiennent toutes les deux
des trous, comme remarqué dans le Chapitre 5. Pour notre algorithme d’inpainting, nous
nous plaçons dans le cadre où nous voulons compléter l’image Iˆ en utilisant l’image I,
la carte de profondeur Z, et la carte de profondeur Zˆ est supposée complétée par un
algorithme tiers tel que celui présenté à la Section 6.1. Un jeu de données est illustré en
Figure 6.7.
(a) Image I. (b) Image Iˆ, à compléter.
(c) Carte de profondeur Z de l’image I. (d) Carte de profondeur Zˆ complète de l’image Iˆ.
Figure 6.7: Exemple de jeu de données utilisé par notre algorithme d’inpainting avec profondeur.
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6.2.2 Algorithme d’inpainting avec carte de profondeur
L’algorithme d’inpainting avec profondeur que nous proposons est une adaptation
de notre algorithme présenté en Chapitre 3, mais en utilisant plusieurs images : une vue
initiale, une vue virtuelle, et deux cartes de profondeur : celle de l’image originale, et
celle du point de vue virtuel. Nous modifions tout d’abord le terme de confiance afin
d’éviter de commencer la reconstruction par des zones critiques, nous adaptons ensuite
l’algorithme de recherche pour induire de la cohérence de profondeur, et enfin nous
modifions la manière de synthétiser le résultat de manière à ne pas mélanger plusieurs
profondeurs, tout cela en portant une attention particulière aux bords des objets.
Modification du terme de priorité
Les priorités P(p) dans l’inpainting par patch permettent de donner un ordre de
reconstructions aux pixels du bord du masque selon des critères donnés, comme par
exemple la confiance C(p), taux d’information connue dans un patch, ou la donnée
D(p), représentant la présence de contours. L’idée est de reconstruire en premier les
patchs dont l’importance est a priori supérieure aux autre, p. ex., car il contiennent une
forte structure à prolonger, pour tenter d’obtenir une cohérence géométrique globale
dans la reconstruction.
Pour des images avec profondeur, les trous se situent généralement sur les objets
en partie masqués par des objets plus près de la caméra : les objets de l’avant plan dé-
couvrent des parties non capturées lorsqu’ils sont décalés par la synthèse de vue vir-
tuelle. De fait, la reconstruction ne doit pas commencer au bord des objets de l’avant-
plan. La Figure 6.8 montre ce type de situation, où l’on peut voir que le patch centré en
p1 se situe sur le bord d’un objet : les profondeurs Z0 et Z1 sont clairement différentes,
c-à-d, |Z0− Z1| > λ, où λ est le seuil de tolérance pour déterminer si deux profondeurs
sont similaires. Si l’on commençait la reconstruction en p1, nous n’aurions aucune don-
née valide pour rechercher un patch car la partie valide est à une profondeur différente,
|Z0 − Z1| > λ et appartient donc à un autre objet. En revanche, en commençant par
reconstruire en p0, nous pouvons facilement rechercher un patch car les pixels de ψp0
sont toutes à lamême profondeur. Nous proposons donc demodifier le terme de priorité
P(p) de sorte que l’inpainting ne commence pas là où les patchs contiennent des pixels
à des profondeurs très différentes. Tandis que la formule P(p) = C(p).D(p) reste in-
changée, nous redéfinissons la confiance C(p) accordée aux pixels du bord du masque
de la manière suivante :
C(p) =
1
|Np|
∫
q ∈ Np ∩ (I −Ω),
|Z(p)− Z(q)| < λ
C(q) dq (6.1)
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(a) Situation d’inpainting. (b) Carte de profondeur de (a). (c) Carte des confiances C(p).
Figure 6.8: Illustration du terme de confiance avec prise en compte de la profondeur.
La Figure 6.8(c) montre les confiances calculées sur une image avec carte de profondeur.
Nous pouvons voir que les confiances sont nulles aux bords de la tasse alors qu’elles sont
élevées pour les pixels de l’arrière-plan.
Recherche de patch avec prise en compte de la profondeur
Le principe de l’algorithme de recherche de patch est le même que décrit dans le
Chapitre 3, c-à-d, que l’on se base sur les recherches précédentes pour obtenir une bonne
cohérence spatiale locale et globale. Cependant, nous utilisons un espace de recherche
qui contient à la fois l’image de vue virtuelle et la vue initiale, c-à-d, I ∪ Iˆ . Cela per-
met d’augmenter les chances de trouver un bon patch candidat. Pour se faire il est im-
portant de ne rechercher que des patchs situés dans des mêmes plans de profondeur
que le patch cible. Nous cherchons donc uniquement des patchs centrés en q tels que
|Z(q)− Z(p)| < λ, où λ est le même que celui utilisé pour le terme de confiance C(p).
De cette manière, (1) l’espace de recherche est réduit, ce qui se traduit par un gain de
temps notable, (2) nous réduisons les risques de mélanger des morceaux d’objets locali-
sés à différents plans en profondeur.
Synthèse de patch avec prise en compte de la profondeur
Dans un patch que l’on choisit pour la reconstruction, il se peut qu’il y ait des pixels
qui se situent à une profondeur très différente du pixel cible de reconstruction. En les
utilisant pour la synthèse, nous rendrions le résultat incohérent au niveau de la pro-
fondeur reconstruite des objets. Pour contrer ce problème, nous proposons de copier
uniquement les pixels ayant une profondeur similaire au pixel cible t de la manière sui-
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vante :
ψt(q) = ψtˆ(p)
∣∣∣∣∣ q ∈ Nt ∩Ω,|Zˆ(p)− Zˆ(q)| < λ (6.2)
Une itération d’inpainting est illustrée Figure 6.9 où nous pouvons voir que le patch
choisi (en bleu) n’est pas copié entièrement : la partie inférieure droite qui n’est pas
à la même profondeur n’est pas copiée dans le résultat.
Gestion de la “bande floue”
Nous appelons bande floue, la zone fine située à la frontière des objets dans une image.
Cette bande est due au processus d’échantillonnage de la photographie lors de l’acqui-
sition. L’inconvénient de cette bande est qu’il n’est pas possible d’en étiqueter chaque
pixel avec une profondeur exacte car elle ne possède pas de réalité physique : un pixel
de cette bande est un mélange entre les lumières réfléchies par des objets différents à
des profondeurs différentes. Dans les jeux de données stéréoscopiques avec carte de pro-
fondeur, une partie de la bande est généralement étiquetée avec une profondeur z0, et
l’autre partie avec une profondeur z1 comme lemontre la Figure 6.10. À partir de ces ob-
servations, nous avons choisi de traiter différemment les patchs centrés sur des pixels
de bande floue des autres patchs à reconstruire. Pour extraire les bandes flouesNB (nar-
row bands) de l’image originale et NˆB de l’image synthétisée nous proposons de calculer
un gradient morphologique des cartes de profondeur Z et Zˆ par dilatation, puis de le
seuiller grâce au paramètre λ :
NB = T (δ(Z)− Z,λ)
NˆB = T (δ(Zˆ)− Zˆ,λ) (6.3)
où δ(.) est l’opérateur de dilatationmorphologique dont la taille dépend de la résolution
de l’image, et T (.,λ) est l’opérateur de seuillage par une valeur λ. La Figure 6.11montre
les bandes floues extraites et superposées aux images originale et synthétisée. Pour la
recherche de patchs candidats, nous gérons la bande floue selon la position du point
cible p :
I Si p 6∈ NˆB, la recherche du patch ψpˆ est restreinte aux ψq tq.Nq ∩ NB = ∅.
I Si p ∈ NˆB la recherche du patch ψpˆ est effectuée sans restriction sur NB.
Cemécanisme évite : (1) de copier des pixels de bande floue dans des parties non souhai-
tées de la zone à reconstruire tout en, (2) l’autorisant quand cela permet une meilleure
reconstruction des frontières entre objets de l’arrière- et de l’avant-plan. La Figure 6.12
montre le bénéfice de ce mécanisme. Nous pouvons y voir que lorsque l’on copie des
morceaux de bande floue dans la zone à reconstruire (voir Figure 6.12(b)), cela crée des
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(a) Image masquée.
(b) Patch à recons-
truire.
(c) Profondeur du patch
à reconstruire.
(d) Meilleur patch
choisi.
(e) Résultat après copie.
Figure 6.9: Itération d’inpainting en utilisant la profondeur.
artefacts qui ne sont pas présents dans le résultat en utilisant notre mécanisme (voir Fi-
gure 6.12(c)). Notons qu’en utilisant des images intégrales [Crow, 1984], le coût algorith-
mique est très faible pour détecter si un patch contient des pixels de la bande floue : il
est possible de le déterminer en simplement deux soustractions et une addition.
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(a) Mise en surbrillance de la bande floue extraite. (b) Zoom sur la bande floue
(haut), et sa carte de profondeur
(bas).
Figure 6.10: Bande floue entre objets.
(a) Bande floue sur l’image originale. (b) Bande floue sur l’image synthétisée.
Figure 6.11: Bandes floues extraites d’images avec profondeur.
6.2.3 Résultats et comparaisons
Les Figure 6.13 et Figure 6.14 comparent les résultats de notre méthode à celles de
l’état de l’art [Gautier et al., 2011] et [Yoon et al., 2014]. Nous pouvons tout d’abord voir
qu’avec la méthode [Gautier et al., 2011], des morceaux d’objets d’avant plan, p. ex., les
anneaux en métal et l’anse du broc, sont copiés dans l’arrière plan. Cette effet est ré-
duit avec [Yoon et al., 2014], mais les reconstructions souffrent cependant d’effets de
crénelage (1ère et 2è ligne dans Figure 6.14), et d’incohérences spatiales (3è ligne dans
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(a) Image masquée. (b) Reconstruction en utilisant
des patchs de la bande floue.
(c) Reconstruction en excluant
les patchs de la bande floue.
Figure 6.12: Avantage du mécanisme pour éviter la copie de pixels de la bande floue.
Figure 6.14). Avec notre méthode, la cohérence spatiale des objets est mieux respectée
qu’avec les méthodes de l’état de l’art. Cependant, même s’il est moins présent qu’avec
[Gautier et al., 2011] et [Yoon et al., 2014], il existe toujours un effet d’artefacts de bloc
inhérents aux méthodes gloutonnes d’inpainting par patch.
(a) Gautier et al.[Gautier et al.,
2011].
(b) Yoon et al.[Yoon et al.,
2014].
(c) Notre méthode.
Figure 6.13: Comparaison de notre méthode d’inpainting avec celles de l’état de l’art.
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(a) Gautier et al. [Gautier et al.,
2011].
(b) Yoon et al. [Yoon et al.,
2014].
(c) Notre méthode.
Figure 6.14: Comparaison de notre méthode d’inpainting avec celles de l’état de l’art.
6.3 Mélange spatial de patchs avec carte de profondeur
La méthode d’inpainting utilisant la profondeur de la scène que nous avons propo-
sée dans la Section 6.2, est une extension de notre algorithme par patch, et souffre donc
des mêmes symptômes, c-à-d, des artefacts de bloc présents dans le résultat final. Étant
donné que l’inpainting est effectué en fonction de la profondeur, l’algorithme de mé-
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lange de patch que nous avons proposé au Chapitre 4 ne peut pas s’appliquer tel quel.
Nous proposons dans cette section, une extension de notre méthode de mélange spatial
de patchs, pour des images avec carte de profondeur. Cela permet de ne pas mélanger le
contenu de patchs situés à différents plans de profondeur de la scène, tout en conservant
la qualité du résultat d’inpainting.
6.3.1 Méthode de mélange proposée
Le principe du mélange de patchs avec profondeur est de mélanger les données de
patchs en fonction des profondeurs des pixels qu’ils contiennent. La Figure 6.15 montre
une situation synthétique de reconstruction par inpainting auquel nous souhaitons ap-
pliquer notre mélange spatial de patchs au point p.
Figure 6.15: Illustration du mélange spatial de patchs avec prise en compte de la profondeur.
Pour éviter lemélange de plusieurs pixels de profondeurs différentes, nous introdui-
sons une fonction de similarité wz(p, q) qui détermine la proximité de deux points p et
q dans le plan de la profondeur :
wz(p, q) = exp
(
−|Z(p)− Z(q)|
2
2σ2z
)
(6.4)
où σz est la tolérance à la différence de profondeurs. Plus σz est grand, plus des pixels
appartenant à des plans éloignés en Z seront considérés comme proches. La fonctionwz
est illustrée à la Figure 6.16 calculée à partir de deux patchs différents d’unemême carte
de profondeur. Nous intégrons ensuite la fonction wz dans le calcul du mélange spatial
de patchs de la manière suivante :
J(p) =
∑
q∈Ψp
wz(p, q) wB(p, q) ψqˆ(p− q)
∑
q∈Ψp
wz(p, q) wB(p, q)
(6.5)
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(a) Z0 (b) Z1 (c) wz
Figure 6.16: Fonction de poids de profondeur.
Avec cette formulation, le mélange de patchs s’effectue plan par plan laissant ainsi les
frontières entre les objets à différentes profondeurs intactes tout en réduisant forte-
ment les artefacts de blocs présents sur les objets et le fond et en conservant la netteté
des structures et des textures grâce à notre modèle tensoriel B. Afin de ne pas rendre
les résultats trop artificiel, il est possible d’utiliser une valuer de σz qui va permettre
de garder une transition lisse de taille réduite entre les objets situés à des profondeurs
différentes.
6.3.2 Résultats
La Figure 6.17 présente les résultats de notre algorithmedemélange spatial de patchs
sur des images avec carte de profondeur. Nous comparons les résultats sans et avec prise
en compte de la profondeur pour lemélange. Nous pouvons voir que les zones inpaintées
sont bien mélangées, mais que les frontières entre les objets dont les profondeurs sont
différentes sont correctement préservées. En changeant la valeur du paramètre λ, nous
pouvons rendre ces frontières un peu plus lisses de manière à ce que le résultat paraisse
visuellement plus naturel.
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(a) Images avec les trous. (b) Image complétée.
(c) Image complétée avec mélange de patch iso-
trope et carte de profondeur.
(d) Image complétée avec mélange de patch guidé
par la géométrie carte de profondeur.
Figure 6.17: Résultats de mélange spatial de patchs sur des données avec profondeur.
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Conclusions et perspectives
Nous résumons ici les différentes contributions proposées dans ce manuscrit ainsi
que les perspectives et les questionnements qui en découlent.
Une meilleure analyse de la géométrie locale des images
pour l’étape de reconstruction
Dans les chapitres 2 et 3, nous avons étudié la littérature de l’état de l’art dans le do-
maine de l’inpainting basé motif (plus particulièrement l’algorithme pionnier de [Cri-
minisi et al., 2004]). Cela nous a permis d’une part de caractériser les étapes sensibles de
ces méthodes, et d’autre part de proposer quelques améliorations concernant l’analyse
géométrique de l’image par l’algorithme, à savoir :
I un terme de données qui est une extension naturelle du terme original de [Criminisi
et al., 2004] à la géométrie tensorielle,
I une stratégie efficace de recherche de patch s’inspirant des heuristiques proposées
pixel par pixel dans certaines méthodes de l’état de l’art pour la synthèse de texture,
I l’extension de nos améliorations dans un espace 3D, appliquées à la méthode de [Cri-
minisi et al., 2004] pour la reconstruction de zones manquantes dans les vidéos (pre-
nant en compte la cohérence temporelle lors du recollement des patchs 3D).
Nous avonsmontré que ces améliorations n’étaient pas suffisantes pour supprimer tota-
lement les artefacts de bloc inhérents aux techniques de reconstruction par patch. C’est
ce qui nous amotivé à élaborer uneméthode demélange spatial de patchs au Chapitre 4.
Réduction d’artefacts de bloc parmélange spatial de patchs
Dans le Chapitre 4, nous avons tout d’abord proposé un outil pour mesurer l’am-
plitude des artefacts visuels dans les reconstructions d’inpainting par patch. Cet outil
repose sur le calcul : 1 des variations notables des couleurs dans l’image aux frontières
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des patchs recollés et 2 des différences de localisations des patchs sources recollés.
Dans un second temps, nous avons proposé un modèle de mélange isotrope rapide de
patchs qui exploite la quantification de la carte des amplitudes des ruptures détectées.
Unmodèle géométrique tensoriel pour guider le mélange
spatial des patchs
Afin de mieux préserver les discontinuités des structures locales recollés par patch,
nous avons étendu notre algorithme rapide de mélange à une formulation tensorielle
qui modélise mieux l’anisotropie des structures de l’image. Nous avons montré que le
surcoût algorithmique du processus de mélange est négligeable par rapport à l’étape
d’inpainting seule. Cela rend notre méthode attractive à la fois d’un point de vue de
l’amélioration des résultats visuels et du faible temps de calcul supplémentaire. Nous
avons également étendu cette technique de mélange anisotrope aux données vidéo.
Applications dans le domaine de la stéréo vision
Finalement, dans les chapitres 5 et 6, nous avons proposé une méthode innovante
pour restaurer les trous d’une carte de profondeur, qui apparaissent lors de la synthèse
de vues virtuelles à partir de scènes RGB-D. Basée sur une sursegmentation en super-
pixels des vues originales et synthétisées, l’approcheproposée gère efficacement denom-
breuses occlusions où la plupart des approaches existantes échouent. L’utilisation des
superpixels rend l’algorithme plus robuste tout en permettant de modéliser efficace-
ment l’image. En intégrant l’information nouvelle donnée par ces cartes de profondeur
reconstruites dans les algorithmes d’inpainting détaillés dans les chapitres 3 à 4, nous
avons pu mettre au point un algorithme performant de désocclusion de scènes réelles
resynthétisées pour de nouveaux points de vue de caméras virtuels.
Perspectives
Les vidéos stéréoscopiques avec carte de profondeur sont des données très volumi-
neuses, et par conséquent difficiles à traiter. Nous avons montré que nos algorithmes
sont efficaces en ce qui concerne leur application sur des images 2D. Cependant, nous
sommes conscients de leurs limites en ce qui concerne le traitement de données vo-
lumiques de grande taille (comme les vidéos par exemple) : la taille des patchs et des
zones de recherche augmenté considérablement se traduit par un augmentation im-
portante du temps d’exécution. Ce problème de complexité algorithmique ne peut pro-
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bablement se résoudre qu’en introduisant des heuristiques d’approximations de solu-
tions de reconstruction plus efficaces encore que celles que nous utilisons actuellement.
Par exemple, nous pourrions imaginer élaborer un schéma de reconstruction multi-
résolution, ce qui permettrait d’avoir pour une échelle donnée un a priori sur les sites
où rechercher de bons patchs candidats pour la reconstruction.
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Résumé
Nous nous intéressons à l’étude et au perfectionnement d’algorithmes de traitement d’image glou-
tons basés motif, pour traiter le problème général de l’"inpainting", c-à-d la complétion automa-
tique de donnéesmanquantes dans les images et les vidéos numériques. Après avoir dressé un état
de l’art du domaine et analysé les étapes sensibles des algorithmes gloutons existants dans la litté-
rature, nous proposons, dans unpremier temps, un ensemble demodifications améliorant de façon
significative la cohérence géométrique globale des images reconstruites par ce type d’algorithmes.
Dans un deuxième temps, nous nous focalisons sur la réduction des artefacts visuels de type "bloc"
classiquement présents dans les résultats de reconstruction, en proposant un formalisme tenso-
riel de mélange anisotrope rapide de patchs, guidé par la géométrie des structures locales et par
la détection automatique des points de localisation des artefacts. Nous illustrons avec de nom-
breux exemples que l’ensemble de ces contributions améliore significativement la qualité visuelle
des résultats obtenus, tout en restant suffisamment générique pour s’adapter à tous type d’algo-
rithmes d’inpainting basémotif. Pour finir, nous nous concentrons sur l’application et l’adaptation
de nos algorithmes de reconstruction sur des données stéréoscopiques (images et vidéos) resyn-
thétisées suivant de nouveaux points de vue virtuels de caméra. Nous intégrons l’information de
profondeur estimée (à partir des vues stéréos originales) dans nos méthodes d’inpainting et de
mélange de patch pour proposer une solution visuellement satisfaisante au problème difficile de
la désoccultation automatique de scènes réelles resynthétisées.
Indexation RAMEAU : Reconstruction d’image, Reconnaissance de formes (Informatique), Calcul tenso-
riel, Vidéo numérique, Photographie stéréoscopique, Perception de la profondeur
Abstract
We focus on the study and the enhancement of greedy pattern-based image processing algorithms
for the specific purpose of inpainting, i.e., the automatic completion of missing data in digital
images and videos. We first review the state of the art methods in this field and analyze the im-
portant steps of prominent greedy algorithms in the literature. Then, we propose a set of changes
that significantly enhance the global geometric coherence of images reconstructed with this kind
of algorithms. We also focus on the reduction of the visual bloc artifacts classically appearing in
the reconstruction results. For this purpose, we define a tensor-inspired formalism for fast aniso-
tropic patch blending, guided by the geometry of the local image structures and by the automatic
detection of the artifact locations. We illustrate the improvement of the visual quality brought by
our contributions with many examples, and show that we are generic enough to perform similar
adaptations to other existing pattern-based inpainting algorithms. Finally, we extend and apply
our reconstruction algorithms to stereoscopic image and video data, synthesized with respect to
new virtual camera viewpoints. We incorporate the estimated depth information (available from
the original stereo pairs) in our inpainting and patch blending formalisms to propose a visually
satisfactory solution to the non-trivial problem of automatic disocclusion of real resynthesized
stereoscopic scenes.
RAMEAU Index : Image reconstruction, Pattern recognition systems, Calculus of tensors, Digital video,
Stereoscopic photography, Depth perception
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