Previous implementations of out-of-core columnsort limit the problem size to N ≤ (M/P ) 3 /2, where N is the number of records to sort, P is the number of processors, and M is the total number of records that the entire system can hold in its memory. We implemented two variations to out-of-core columnsort that relax this restriction. Subblock columnsort is based on an algorithmic modification of the underlying columnsort algorithm, and it improves the problem-size bound to N ≤ (M/P ) 5/3 /4 2/3 but at the cost of additional disk I/O. M -columnsort changes the notion of the column size in columnsort, improving the maximum problem size to N ≤ M 3 /2 but at the cost of additional computation and communication. Experimental results on a Beowulf cluster show that both subblock columnsort and M -columnsort run well but that M -columnsort is faster. A further advantage of M -columnsort is that it handles a wider range of problem sizes than subblock columnsort. 
MAIN IDEAS
In earlier papers [1, 3] , the authors have reported on various programs that sort out-of-core data on distributedmemory clusters. All of these programs are based on Leighton's 8-step columnsort algorithm [5] . Columnsort sorts N records arranged as an r×s matrix, where N = rs, s divides r, and r ≥ 2s
2 . In our adaptation of the columnsort algorithm to an out-of-core setting, we set r to be M/P , the number of records that a single processor can hold in its memory. Setting r = M/P (the height interpretation), together with the columnsort restriction of r ≥ 2s 2 (the height restriction), leads to the following problem-size restriction, which limits the maximum number of records that we can sort on a cluster of P processors:
We present two approaches (see [2, 4] for details) to relax the problem-size restriction. Both are implemented on a distributed-memory cluster.
Subblock columnsort relaxes the height restriction by a factor of √ s/2, to r ≥ 4s 3/2 , by adding two additional steps to columnsort. With r = M/P , we get a problem-size restriction of
For simplicity, our implementation of subblock columnsort assumes s to be a power of 4. Our best previous adaptation of columnsort to an out-of-core setting, which we call threaded columnsort, is structured into three passes. Each pass consists of reading each record once from disk, working on it in memory, and writing it back to disk. The two additional steps of subblock columnsort add an extra pass.
M -columnsort changes the height interpretation from r = M/P to r = M , thus leading to the improved problemsize restriction
Although M -columnsort adds no etxra passes, it does incur substantial amounts of communication and additional computation. 
EXPERIMENTAL RESULTS
The experimental results came from runs on a Beowulf cluster that has 16 dual 1.5-GHz P4 Xeon nodes, each with 1 GB of RAM. The nodes run Redhat Linux 7.2 and are connected with a high-speed Myrinet network which has a peak speed of 250 MB per second. Each node has an Ultra-160 10,000-RPM SCSI-3 hard drive, with about 10 GB of available disk space for user files. For disk I/O, we use the C stdio interface. The nodes communicate using standard synchronous MPI calls within asynchronous threads; the MPI implementation is MPI/Pro. Our threads are implemented using the pthreads package of Linux.
Our experimental runs were for combinations of the following:
Algorithm: We ran threaded columnsort, subblock columnsort, and M -columnsort. For a baseline, we ran just the I/O portions of three and four passes of columnsort.
Buffer size: We varied the buffer size (r). We report here results for buffer sizes of 2 24 and 2 25 bytes. Record sizes varied between 64 and 128 bytes, but we found that the buffer size mattered more than the record size.
Number of processors and volume of data:
We ran various combinations with 4, 8, and 16 processors and with an amount of data varying from 4 GB up to 32 GB. (We were unable to go above 2 GB per processor due to disk-space limitations.)
For a given algorithm and buffer size, we found that the amount of data per processor was by far the most important factor in determining run time. We couch our results in terms of GB of data per processor. Figure 1 summarizes our experimental results. Each plotted point in the figure represents the average (with variations within 10%) of multiple runs of an algorithm with a given buffer size, but with the number of processors and the record size varying. The horizontal axis is organized by total number of GB of data sorted across all processors.
Due to the problem-size restriction of equation (1), threaded columnsort could not handle more than 4 GB of data, leading to a single data point for each of the buffer sizes. For 2 25 byte buffers, the total time is close to the baseline 3-pass I/O time; in other words, threaded columnsort is almost purely I/O-bound. When we halve the buffer size, to 2 24 bytes, there are more frequent switches between pipeline stages and so the I/O-boundedness diminishes somewhat.
Due to the power-of-4 restriction on s in subblock columnsort, not all problem sizes were eligible to be run for a given value of r (i.e., for a given buffer size). With a buffer size of 2 25 bytes, the running times are only slightly above the baseline 4-pass I/O time. (Recall that subblock columnsort has one pass more than threaded columnsort.) Thus, subblock columnsort is substantially I/O-bound. With the smaller buffer size of 2 24 bytes, execution times increase for the same reason as in threaded columnsort. Observe that each of the subblock columnsort lines rises only slightly as the volume of data sorted increases, thus demonstrating our earlier claim that the volume of data per processor is the most salient characteristic in determining execution time. Figure 1 shows one particular advantage of M -columnsort over the other two algorithms: we were able to run it at all four problem sizes. Execution times are well above the baseline 3-pass I/O time, and so M -columnsort is not nearly as I/O-bound as the other two algorithms. M -columnsort adds to the communication and the computation complexity of threaded columnsort along with using more memory and more threads.
In all our runs, M -columnsort was clearly superior to subblock columnsort, primarily because it makes only three passes over the data rather than four passes. For a given buffer size, subblock columnsort can handle only problem sizes that are powers of 4, whereas M -columnsort can handle any power-of-2 problem size. Furthermore, for most realistic configuration sizes, M -columnsort can sort larger problem sizes than subblock columnsort. By restrictions (2) 
