Segmenting foreground objects in unconstrained dynamic scenes still remains a difficult problem. We present a novel unsupervised segmentation approach that allows robust object segmentation of dynamic scenes with large displacements. To make this possible, we project motion based foreground region hypotheses generated via standard optical flow onto visual saliency regions. The motion hypotheses correspond to inside seeds mapping of the motion boundary. For visual saliency, we generalize the image signature method from images to videos to delineate saliency mapping of object proposals. The mapping of image signatures estimated in Discrete Cosine Transform (DCT) domain favor stand-out regions in the human visual system. We leverage a Markov random field built on superpixels to impose both spatial and temporal consistence constraints on the motion-saliency combined segments. Projecting salient regions via an image signature with inside mapping seeds facilitates segmenting ambiguous objects from unconstrained dynamic scenes in presence of large displacements. We demonstrate the performance on fourteen challenging unconstrained dynamic scenes, compare our method with two state-of-the-art unsupervised video segmentation algorithms, and provide quantitative and qualitative performance comparisons.
Introduction
Video object segmentation is a fundamental problem in computer vision and has been widely used in many vision tasks, such as tracking [1] and multi-view geometry [2] . Segmenting foreground objects from unconstrained videos still remains a difficult task because real-world scenes usually contain a substantial amount of scene dynamics caused by the changes of illumination, articulation, appearance and camera motion as well as large displacements.
Supervised video object segmentation approaches [3] - [5] require annotating the presence of foreground objects at given frame locations by a user. These approaches are laborintensive as they require hand-segmented training data and so would not scale to rapid processing of image sequences. Recently, a semi-supervised approach was proposed in [13] , which employ patch cross-correlation to construct mixture of tree structured models and allows efficient inference. This method achieves good results on multi-class video segmentation problems, but still requires ground truth annotation of key frame(s) as input to the framework. A category of unsupervised video object segmentation approaches, namely, background subtraction, exploit an adaptive mixture technique [7] to learn an explicit background model. Instead of learning background models based on dozens of frames in most conventional background subtraction methods, Barnich et al. [8] built a background model with a single frame of video sequence. To circumvent the problem of limited variances of Gaussian Mixture Model (GMM), Haines et al. [9] proposed to use Dirichlet process Gaussian mixture models to estimate background distributions and input them into a model learning process for continuous update as scene changes. These methods are typically based on the strong assumption that the backgrounds are static, or changing slowly, which is not valid for subtraction of highly dynamic backgrounds.
A parallel line of research on unsupervised video object segmentation find it is beneficial to go beyond pure pixellevel background subtraction approaches to patch-level hierarchical graph models. Grundmann et al. [11] combined hierarchical cues by constructing a tree of spatio-temporal segmentation. This approach allows subsequent choosing from varying levels of granularity. Although good for handling hierarchical appearance cues, a strong limitation of this method is that it does not solve the foreground segmentation task on its own. Papazoglou et al. [6] proposed a Fast Object Segmentation (FOS) algorithm which attempts to build dynamic appearance models of the object and background under the assumption that they change smoothly over time. An advantage of this approach is that it may be possible to handle spatio-temporal cues on image patches such as color and location in the labeling refinement stage. Their algorithm achieves impressive performance on many challenging videos in unconstrained dynamic scenes. But rely initialization of inside foreground object points only on motion boundaries tends to produce a substantial amount of false-positive seeds, especially in the case of highly dynamic scenes with large scale camera motion.
In this paper, we present a novel unsupervised segmentation approach that allows robust object segmentation of dynamic scenes with large displacements. We combine motion based foreground region hypotheses with visual saliency of still images. The foreground hypotheses correspond to inside seeds mapping of motion boundary generated by standard optical flow. For visual saliency, we generalize the image signature method from images to videos to delineate saliency mapping of object proposals. The mapping of image signatures estimated in Discrete CoCopyright c 2015 The Institute of Electronics, Information and Communication Engineers sine Transform (DCT) domain favor stand-out regions in human visual system. We leverage a Markov random field built on superpixels to impose both spatial and temporal consistence constraints on the motion-saliency combined segments. Combining salient regions with inside mapping seeds facilitates segmenting ambiguous objects from unconstrained dynamic scenes in the presence of large displacements. We demonstrate that the proposed approach can generalize well across fourteen dynamic scenes which are sampled at every 20th frame sampling rate.
Spatio-Temporal Saliency
In this section we describe the proposed combining scheme for both temporal and spatial saliency cues. The key idea of this work is to leverage motion based foreground object hypotheses, along with visual saliency cues provided by image signature, to estimate foreground proposals in a fully unsupervised manner.
Motion Based Inside Mapping
We cast hypothesizing foreground object regions as a Pointin-Polygon (PiP) [10] problem, as in [6] . In particular, the inside-outside mapping of a pixel in each frame is estimated by checking the number of interactions of a set of rays emitted from this pixel with motion boundaries. This is reasonable because any ray originating inside a closed motion boundary intersects it an odd number of time, whereas the number of intersections is an even number if the pixel lies outside this closed motion boundary. For this purpose, the magnitude of motion derived from optical flow vector [u v] T at pixel location (i, j) of an image I is defined as:
Taking gradient of the magnitude of optical flow, the motion boundary is given as ∇ f (i, j). We then feed the motion boundary into the Point-in-Polygon algorithm to estimate motion based foreground seeds mapping:
Given robust motion boundary, this motion based object hypothesis pipeline works well in most cases of video object segmentation for unconstrained scenes. Unfortunately, as we will see in the experiment section, the PiP algorithm tends to detect sparse inside points in case of dynamic scenes caused by large displacements and camera motion. For this reason, to deal with large displacements of dynamic scenes, we combine the motion based hypotheses with visual saliency cues to provide a more robust foreground mapping.
Seeds Projection
We combine spatio-temporal cues by projecting the sparse inside mapping seeds onto the support region of visal saliency map in the spatial space. Intuitively, visual saliency characterizes some regions in an image that appear to a human visual system to stand out relative to their surrounding environments. Image signature [15] has been shown to provide efficient algorithms for computing salient regions in many visual attention applications. In this section, we present a motion-saliency projection method which is tailored to combine image signature with motion mapping in order to deal with large displacements of dynamic scenes. Specifically, the image signature Signature(I) of an image is defined as the sign function of the Discrete Cosine Transform (DCT) of the image I. Given the image signature, the visual saliency mapping can be computed as:
where g is a Gaussian kernel. IDCT denotes the Inverse Discrete Cosine Transform and • denotes the entrywise product operator. To combine temporal cues with spatial saliency mapping, in this paper, we define seeds projection as the union of sparse inside seeds and the support region of saliency signature:
whereM denotes the binarized inside seeds mapping by majority voting.Ŝ denotes the support region of the visual saliency by binarizing the visual saliency mapping at threshold 0.5. In this sense, the proposed seeds projection encodes both foreground hypotheses through motion boundary cues and visual saliency mappings in spatial space.
Spatio-Temporal Constraints
In this section, we empose temporal constraints on the seeds projection to yield a binary foreground-background segmentation in every frame of a video sequence. To this end, we use the Markov random field (MRF) to construct a spatiotemporal graph G = (V, E). Each node i ∈ V corresponds to a superpixel region. The using of superpixels to represent the video sequence enables greatly reduced computational complexity as well as memory usage. The graph contains two category of edges: E = E s ∪ E t . More precisely, (i, j) ∈ E s represents edges in the spatial domain connecting two superpixels i and j, whereas (i, j, t, t + 1) ∈ E t represents edges in the temporal domain connecting two superpixels i and j that are located in frame t and t + 1, respectively. The resulting optimization problem is to find the joint label assignment L for all superpixels in the image sequences. As in [6] , [14] , we define the energy function of the MRF as
where the labeling L = {l i } of all superpixels i ∈ V represents a segmentation of the video. U i denotes the unary potentials representing the data term. V i denotes the other unary term to empose location constraints. W i j and Z i j are the pairwise potentials representing the smoothing term over spatial and temporal constraints, respectively. λ 1 , λ 2 and λ 3 are tradeoff parameters, which are selected as fixed values throughout the experiments. We employed the same instantiations of the energy function in Eq. (5) as in [6] for characterizing the unary and pairwise potentials. In particular, the unary potential term measures superpixel appearance relative to the appearance models, which are computed from a probabilistic model for the colors of background and foreground pixels using Gaussian Mixture Models (GMM). Instead of using inside mapping from motion boundaries, we employ the support region of seeds projection to learn the foreground and background GMMs. More precisely, we define the unary potential U i for each node i as the negative log-likelihood of the observed color values at i given the learned GMMs, which contain a fixed number of mixture components. The mixing weight, mean and covariance matrix of the GMMs are trained in accordance with the estimated seeds projection P via a standard ExpectationMaximization algorithm. In addition, the pairwise potentials are instantiated as standard Potts potentials by combining spatial distance with color difference in both spatial and temporal domain. In this way, the binary valued energy function in Eq. (5) with submodular pairwise potentials can be exactly minimized by graph cuts.
Experiments
In this section, we aim to demonstrate the robustness of the proposed approach and compare the segmentation performance on dynamic scene with two state-of-the-art video object segmentation algorithms. To this end, we first use two video sequences from the publicly available FreiburgBerkeley Motion Segmentation (FBMS) benchmark. The two video sequences are bear01 and ducks01, which are captured in unconstrained dynamic scenes and contain obvious camera motion. The original length of the bear01 and ducks01 sequences are 100 and 400 frames, respectively. To generate large displacements, we subsampled the original image sequences at every 20th frames. Consequently, large displacements of foreground and background usually appear in consecutive frames of the subsampled sequences, causing the segmentation task more difficult. The first rows of Fig. 1 and Fig. 2 show the subsampled frames from bear01 and ducks01 sequences. The second rows illustrates the corresponding ground truth frames annotated manually. We can observe that large displacements of both foreground and background are present in the subsampled sequences. The third rows of Fig. 1 and Fig. 2 show the saliency map from image signature. We observe that for both video sequences the map highlights the foreground objects reasonably good. To improve the accuracy of foreground map, we project the inside seeds on the saliency map using Eq. (4). Given the seeds projection, the unary and pairwise potentials of the MRF is initialized to impose temporal constraints. In our experiments, we fix the number of mixture components of foreground and background GMMs at 5 and 8, respectively. The weight of the appearance unary potential is fixed at λ 1 = 0.3. The location weight factor is selected as λ 2 = 0.4. The weight of spatial pairwise term is fixed at λ 3 = 0.4. In this way, the term of temporal constraints impose relative higher influence on the segmentation results. We set the number of iterations for refinement of the foreground and background models using graph cut algorithm at 4 throughout this paper. The fourth rows of Fig. 1 and Fig. 2 illustrate the segmentation results by the proposed paper. We find that, qualitatively, the segmentation corresponds well with the semantic objects in the subsampled video sequences. We illustrate the segmentation result of FOS [6] in the last rows of Fig. 1 and Fig. 2 . As can be seen, FOS fails to correctly detect foreground regions for the bear01 sequence. Whereas the segmentation results are visually similar to the proposed method for the first five frames of the ducks01 sequence.
The plot in Fig. 3 provides quantitative comparison be- Fig. 4 Comparison of the performance in terms of averaged AUC between FOS, KS, Projection and ours on the ducks01 sequence at each subsampled frame.
tween two state-of-the-art video object segmentation algorithms (FOS [6] and Key-Segment (KS) [12] ) on the subsampled bear01 (left) and ducks01 (right) video sequences.
Our empirical results illustrate that the proposed method outperforms both FOS and KS in terms of segmentation accuarcy averaged over all the subsampled frames. In addition, we observe that the projected seeds are more likely to yield regions of object hypotheses with improved segmentation accuracy. The projected foreground regions with improved accuracy facilitate segmenting foreground objects from dynamic backgrounds. To further investigate segmentation results at each subsampled frame, we illustrate the Area Under Curve (AUC) of the ROC curves at each subframe as well as the mean AUC and standard deviation over all subsampled frames. Table 1 shows the AUC results at each subsampled frame of the bear01 sequence. Note that the index 1:6 of the subsampled sequences corresponds to 1:20:100 of the original video sequence. The result of seeds projection is improved by 41.86% and 36.78% than FOS and KS, respectively. Whereas the performance of the proposed algorithm (seeds projection + MRF) is improved by 54.65% and 49.11% than FOS and KS, respectively. This indicates that the saliency based inside seeds projection process plays the key role in segmenting dynamic scene with large displacements. Figure 4 illustrates the performance at each subsampled frame of the ducks01 sequence. Similarly, the index 1:20 of the subsampled frames corresponds to 1:20:400 of the original sequence. As can be seen from this figure, the segmentation results in terms of AUC are comparable for the first six frames of the subsampled sequence. For the rest of 14 frames, our method obviously outperforms FOS and KS. It is worth noting that the result of FOS is higher than KS and Projection for the last ten frames in the subsampled sequence with large displacements. Figure 5 illustrates the performance on extended twelve videos in the FBMS benchmark. In our experiments, we found that the proposed method consistently outperforms FOS across these extended video sequences. More precisely, the average accuracy of our saliency guided motion projection method is 0.6160, compared with 0.5326 of FOS.
It can be concluded from the ROC and AUC values that, by combining Markov random field with image saliency guided motion seeds projection, the robustness of the proposed algorithm is guaranteed against highly dynamic scenes with large displacements. Moreover, this result clearly illustrates the limitations of alternative state-ofthe-art segmentation methods: in the case of highly dynamic scene with large displacements, simply exerting foreground detection on inside mapping of motion boundary is insufficient. In contrast, by projecting the motion based inside seeds onto saliency regions and meanwhile imposing the spatio-temporal constraints on seeds projection through MRF based energy minimization approach, we can obtain more accurate segmentation results.
Conclusion
In this paper, we combine salient regions via image signature with inside mapping seeds to facilitate segmenting ambiguous objects from unconstrained dynamic scenes in presence of large displacements. The proposed algorithm was tested on fourteen subsampled dynamic scene videos with large displacements. The superiority of the proposed method is demonstrated by comparing it with two stateof-the-art unsupervised video segmentation algorithms both qualitatively and quantitatively.
