We describe the construction and configuration of a high performance parallel computer composed of a cluster of personal computers, as well as its performance test in lattice QCD.
Introduction
The computational physics group [1] at the Zhongshan University is in a period of rapid development. The group's interests cover such topics as lattice QCD [2] , supersymmetry [3] , quantum instanton [4] and quantum chaos [5] . All of these topics can be studied through Monte Carlo simulation, but can be quite costly in terms of computing power. In order to do large scale numerical investigations of these topics, we required a corresponding development of our local computing resources.
The last two decades have ushered in the computer revolution for the consumer. In this period computers have moved from the domain of large companies, universities, and governments, to private homes and small businesses. As computational power has become more accessible, our demands and expectations for this power have increased accordingly.
We demand an ever-increasing amount of computational ability for business, communication, entertainment, and scientific research. This rapid rise in both the demand for computational ability as well as the increase of that capability itself have forced a continual redefinition of the concept of a "super computer." The computational speed and ability of household computers now surpasses that of computers which helped guide men to the moon. The demarcation between super computers and personal computers has been further blurred in recent years by the high speed and low price of modern CPUs and networking technology and the availability of low cost or free software. By combining these three elements -all readily available to the consumerone can assemble a true super computer that is within the budget of small research labs and businesses. This type of cluster is generally termed a Beowulf class computer. The idea was originally developed as a project at the US National Aeronautics and Space Administration [6] .
We document the construction and performance of a cluster of PCs, configured to be capable of parallel processing. We believe this to be the first such installation at an academic physics group in China.
Construction of a Parallel Cluster

Computational Hardware
We built a cluster of 10 PC type computers, all the components of which we purchased at normal consumer outlets for computer equipment. The major difference in our computers from one likely to be found in a home or business is that each is equipped with two CPUs. This allows us to roughly double our processing power without the extra overhead cost for extra cases, power supplies, network cards, etc. Specifically, we have installed two 500MHz Pentium III processors in each motherboard. For the purposes of this report we will describe each computer as one "node" in the cluster; i.e., a node has two processors. Each node has its own local EIDE hard disk, in our case each has 10GB. This amount of space is not necessary, as the operating system requires less than one gigabyte per node, however the price of IDE hard disks has dropped so rapidly that it seems a reasonable way to add supplementary storage space to the cluster. Furthermore, each node is equipped with memory (at least 128MB), a display card, a 100Mbit/s capable fast Ethernet card, a CDROM drive and a floppy drive. These last two items are not an absolute necessity as installation can be done over the network, but they add a great deal of convenience and versatility for a very modest cost.
One node is special and equipped with extra or enhanced components. The first node acts as a file server and has a larger (20GB) hard disk. This disk is the location of all the home directories associated with user accounts. The first node also has a SCSI adaptor, for connecting external backup devices such as a tape drive.
What each computer does not have is a monitor, keyboard, and mouse. Monitors can easily be one of the most expensive components of a home computer system. For a cluster such as this one, the individual nodes are not intended for use as separate workstations. Most users access the cluster through network connections. We use a single console (one small monitor, a keyboard and mouse) for administrative tasks. It is handy when installing the operating system on a new node. In this situation we move the console cables to the particular node requiring configuration. Once we have installed communications programs such as telnet and ssh, it is almost never necessary to move the monitor and cables to the subordinate nodes.
Communications Hardware
There are many options for networking a cluster of computers, including various types of switches and hubs, cables of different types and communication protocol. We chose to use fast Ethernet technology, as a compromise between budget and performance demands. We have already stated that we equipped each node with a 100Mbit/s capable fast Ethernet card. A standard Ethernet hub has the limitation on not being able to accommodate simultaneous communications between two separate pairs of computers, so we use a fast Ethernet switch. This is significantly more expensive than a hub, but necessary for parallel computation involving large amounts of internode communication. We found a good choice to be a Cisco Systems 2900 series switch. For ten nodes a bare minimum is a 12 port switch: one port for each node plus two spare ports for connecting either workstations or a connection to an external network. We have in fact opted for a 24 port switch to leave room for future expansion of the cluster as our budget permits.
100Mbit per second communication requires higher quality "Catagory-5" Ethernet cable, so we use this as the connection between the nodes and the switch. It should be noted that while a connection can be made from one of the switch ports to an external Internet router, this cable must be "crossover" cable with the input and output wire strands switched. The general layout of the cluster hardware is shown in Figure 2 .
Software
For our cluster we use the Linux open source UNIX-like operating system. Specifically, we have installed a Red Hat Linux distribution, due to the ease of installation. The most recent Linux kernel versions automatically support dual CPU computers. Linux is also able to support a Network File System (NFS), allowing all of the nodes in the cluster to share hard disks, and a Network Information System (NIS), which standardizes the usernames and passwords across the cluster.
The one precaution one must take before constructing such a cluster is that the hardware components are compatible with Linux. The vast majority of PC type personal computers in the world are running a Windows operating system, and hardware manufacturers usually write only Windows device drivers. Drivers for Linux are usually in the form of kernel modules and are written by Linux developers. As this is a distributed effort, shared by thousands of programmers worldwide, often working as volunteers, every PC hardware component available is not necessarily immediately compatible with Linux. Some distributions, such as Redhat have the ability to probe the hardware specifications during the installation procedure. It is rather important to check online lists of compatible hardware -particularly graphics cards and network cards -before purchasing hardware. We began by purchasing one node first and checking the compatibility with the operating system first before purchasing the rest of the nodes.
To provide parallel computing capability, we use an Message Passing Interface (MPI) implementation. MPI is a standard specification for message passing libraries [7] . Specifically we use the mpich implementation, which is available for free download over the world wide web [8] . An MPI implementation is a collection of software that allows communication between programs running on separate computers. It includes a library of supplemental C and Fortran functions to facilitate passing data between the different processors.
Physics Applications
The motivation for building the cluster at ZSU was to provide a platform for lattice QCD simulations. The basic idea, as proposed by K. Wilson in 1974, is to replace the continuous space and time by a discrete grid: 
where U p is the ordered product of link variables U around an elementary plaquette. The continuum quark action 
where γ −k = −γ k and the last term is added to avoid species doubling. Then all the physical quantities are calculable through Monte Carlo (MC) simulations with importance sampling:
Here C stands for a gluonic configuration drawn from the Boltzmann distribution. Fermion fields must be integrated out before the simulations, which leads toŌ and S ef f , which contains a fermionic matrix. In general, most of the computer time in the simulation is spent doing inversiontype operations to this large matrix. Usually these operations are accomplished by means of the conjugate gradient algorithm. This iterative algorithm solved linear equation systems by minimizing a function. Since the derivatives are approximated by finite differences, the gluonic action in Eq.
(1) has lattice spacing error of order a 2 , and quark action Eq.(2) has error of order a. The lattice spacing errors can be reduced by Symanzik improvement. For example, for the gauge action Eq. (1), one may add rectangular loops x,µ =ν R µν to compensate the O(a 2 ) errors, where
To compare with the real world, the continuum limit a → 0 should be eventually taken. On the other hand, to keep the physical volume L 4 unchanged, the number of lattice sites should be very large. Therefore, the computational task will then be tremendously increased. As such, it is well suited for parallelization. A parallel lattice QCD algorithm divides the lattice into sections and assigns the calculations relevant to each section to a different processor. Near the boundaries of the lattice sections, information must be exchanged between processors. However, since the calculations are generally quite local, the inter-processor communication is not extremely large.
This type of cluster has a wide variety of scientific applications beyond lattice physics. Many sorts of problems can be parallelized. Notable examples are numerical general relativity, weather and climate modeling, and fluid mechanics problems. 
Performance and Cost
We ran a standard LINPACK benchmark test and determined the peak speed of a single 500MHz Pentium III processor. The results of this test are shown in Table 2 to be about 100 million floating point operations a second (Mflops). With this in mind, we can say that the theoretical upper limit for the aggregate speed of the whole cluster (20 CPUs) approaches 2 Gflops. Of course this is possible only in a computational task that is extremely parallelizable with minimum inter-node communications, no cache misses, etc. In the year 2000, the cost for our entire cluster was about US$15,000 1 , including the switch. This means that the cost for computational speed was about US$7.50/Mflop. (Eliminating less essential hardware such are CDROMS, display cards, and floppy drives and using smaller hard disks on the subordinate nodes would further reduce this number.) It is instructive to compare this to other high performance computers. One example is a Cray T3E-1200. Starting at US$630,000 for six 1200 Mflop processors [9] , the cost is about US$87.50 per Mflop. The Cray is more expensive by an order of magnitude. Clearly there are advantages in communication speed and other performance factors in the Cray that may make it more suitable for some types of problems. However, this simple calculation shows that PC clusters are an affordable way for smaller research groups or commercial interests to obtain a high performance computer. We have tested the performance of our cluster in actual lattice QCD simulations. Hioki and Nakamura [10] provide comparison performance data on SX-4 (NEC), SR2201(Hitachi), Cenju-3 (NEC) and Paragon (Intel) machines. Specifically, we compare the computing time per link update in microseconds per link and the inter-node communication speed in MB/s. The link update is a fundamental computational task within the QCD simulation and is therefore a useful standard. The test was a simulation of improved pure gauge lattice action (1 × 1 plaquette and 1 × 2 rectangle terms) on a 16 4 lattice. In each case the simulation was run on 16 processors. We used the QCDimMPI Fortran code. Table 1 shows the results of this testing.
A widely used lattice QCD simulation program is the MILC (MIMD Lattice Collaboration) code [11] . It has timing routines provided so that one can use the parallelized conjugate gradient routine in the simulation as a benchmark. Furthermore, as this code is very versatile and is designed to be run on a wide variety of computers and architectures. This enables quantitative comparison of our cluster to both other clusters and commercial supercomputers. In the MILC benchmark test we ran to a convergence tolerance of 10 −5 per site. For consistency with benchmarks performed by others, we simulated Kogut-Susskind fermions, which have the action: 
We illustrate the result of the MILC code benchmark test in Figure 3 . This figure deserves some explanation. We have run the benchmark test for different size lattices and different numbers of processors. It is useful to look at how performance is affected by the number of CPUs, when the amount of data per CPU is held fixed, that is each CPU is responsible for a section of the lattice that has L 4 sites. For one CPU, the size of the total lattice is L 4 . For two CPUs it is L 3 × 2L. For four CPUs the total lattice is L 2 × (2L) 2 ; for eight CPUs, L × (2L) 3 , and for 16 CPUs the total size of the lattice is (2L) 4 .
Note that the falloff in performance with increased number of CPUs is dramatic. This is because inter-processor message passing is the slowest portion of this or any MPI program and from two to sixteen CPUs, the amount of communication per processor increases by a factor of four. Table 3 shows that for a lattice divided into 2 j hypercubes, each of size L 4 , there will be j directions in which the CPUs must pass data to their neighbors. The amount of communication each processor must perform is proportional to the amount of interface per processor. As this increases, per node performance decreases until j = 4 and every lattice dimension has been divided (for a d = 4 simulation). and the per-processor performance should remain constant as more processors are added. The shape of this decay is qualitatively consistent with 1/j falloff.
Of course there are other ways to divide a four-dimensional lattice. The goal of a particular simulation will dictate the geometry of the lattice and the therefore the most efficient way to divide it up (generally minimizing communication). A four-CPU simulation using a 4L × L 3 lattice has the four hypercubic lattice sections lined up in a row (as opposed to in a 2 × 2 square for a L 2 × (2L) 2 lattice) and has the same amount of communication per CPU as does the L 3 × 2L two-CPU simulation. In a benchmark test the per-CPU performance was comparable to the performance in the two-CPU test. For a single processor, there is a general decrease in performance as L increases, as shown in Table 4 . This is well explained in [12] as due to the larger matrix size using more space outside of the cache memory, causing slower access time to the data.
For multiple CPUs there is in performance improvement as L is increased. The explanation for this is that the communication bandwidth is not constant with respect to message size, as Figure  4 shows. For very small message sizes, the bandwidth is very poor. It is only with messages of around 10kB or greater that the bandwidth reaches the full potential of the fast Ethernet hardware, nearly 100Mbit/sec. With a larger L, the size of the messages is also, improving the communication efficiency. The inter-node communication latency for our system is 102µs. As inter-node communication is the slowest part a parallel program this far outways the effect of cache misses.
Conclusions
A parallel cluster of PC type computers is an economical way to build a powerful computing resource for academic purposes. On an MPI QCD benchmark simulation it compares favorably with other MPI platforms. It is also drastically cheaper than commercial supercomputers for the same amount of processing speed. PC clusters such as this one have applications in both academia and in commercial enterprises. It is particularly suitable for developing research groups in countries where funding for pure research is more scarce. We believe that our cluster may be the first such facility at an academic physics department in mainland China. 
