The popularity of XML as a exchange and storage format brings about massive amounts of documents to be stored, maintained and analyzed -a challenge that traditionally has been tackled with Database Management Systems (DBMS). To open up the content of XML documents to analysis with declarative query languages, efficient bulk loading techniques are necessary.
INTRODUCTION
The Extensible Markup Language (XML) [19] is extensively used as a data exchange and storage format. However, due to the lack of query engines that go beyond search engine functionality the massive amounts of XML data produced by today's applications often escape attempts to disclose them for analysis and maintenance. While it is certainly possible to convert XML data to other formats for which solutions exists, from a software engineering point of view it would be Pennissioa to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies arc not made or dislributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redislribute to lisle, requires prior specific permission and/or a fee. preferable to go for 'all X M L ' solutions. A viable approach to achieving this goal is to adapt relational database technology to store and maintain XML documents such as proposed in, e.g., [7, 8, 10, 17] . The advantage of this approach i~ that the XML repository inherits all the power of mature relational technology like indexes, transaction management etc. As a first step towards this goal several declarative query languages [4] and data models have been proposed.
Traditionally, database technology has been offering support for processing large amounts of data. Whereas there has been considerable research into query languages and logical data models for XML data [1, 3] , there have only been few proposals to tackle the problem of extending current technology to cope with the needs of applications that rely on intensive usage of XML resources. Recent research has provided valuable insights into the nature of semistructured and XML data and has positioned them in the database field. However, there are still challenges that have to be met to scale XML databases up to production levels as achieved by relational engines and, thus, to gain acceptance amongst practitioners. Naturally, XML warehouses inherit the power of relational warehouses [13] but they also face the same challenges; in particular, update and consistency problems of materialized replicated and aggregated views over source data need to solved.
As a step towards making XML the language of all web databases, we propose a framework that builds on wellunderstood relational database technology and enables eL ficient management of large XML repositories. To get the most of relational database systems, we propose to do away with the pointer-chasing tree traversing operations and replace them with set-oriented operations: many applications generate updates in the form of edit scripts. Edit scripts [5, 6] have been long known in text databases and are similiar in behavior to Document Object Model (DOM) [18] traversals, which are standard in the XML world; they clearly disadvantage relational technology due to their excessive use of pointer-chasing algorithms. We investigate the use of these scripts and propose alternative strategies for cases when they perform poorly.
We implemented our ideas in the XML extension of the Monet Database System [14, 15] and benchmarked their perrefinance: it turns out that the use of edit-scripts is only sensible if they only update a rather small fraction of the database; once a certain threshold is exceeded, the replacement of a complete database segment is preferable. We discuss this threshold and try to quantify the trade-off for our example document database.
The application scenario which motivates our research consists of a set of XML data sources, feature detectors that monitor multimedia data sources and analyze their content; they feed their protocols of the analysis into a central data warehouse. The warehouse now provides the following services:
(1) insertion of a d o c u m e n t s (a d a t a source t r a n s m i t s a single p r o t o c o l of an analysis to t h e warehouse),
(2) insertion of versioned sets of d o c u m e n t s (a set of checko u t p o i n t s t r a n s m i t s the result of a b u l k analysis trans c r i p t to t h e warehouse), (3) d e l e t i o n of d o c u m e n t s and sets of d o c u m e n t s (a docu m e n t is deleted from the warehouse b e c a u s e it has b e c o m e imralid or stale; d u p l i c a t e a n a l y s e s a n d erroneous insertion also h a p p e n frequently and need to be corrected), and, (4) e x e c u t i o n of e d i t scripts t h a t are t r a n s m i t t e d from t h e sources and s y s t e m a t i c a l l y correct errors in a l r e a d y ins e r t e d d o c u m e n t s ; for e x a m p l e , a poateriori n o r m a l i z at i o n of feature values is required frequently.
local XML sources i While (i) is just a specia~ case of (2) aald hence is not treated separately in this paper, there is an obvious tradeoff b e t w e e n a c o m b i n a t i o n of (2) a n d (3) and the use of e d i t -s c r i p t s (4). M o r e precisely, t h e question is: W h e n is it c h e a p e r to delete invalid d a t a and re-insert a new consistent version t h a n to use an e d i t script to ' p a t c h ' t h e warehouse? This and o t h e r questions will b e dealt w i t h in d e t a i l later.
T h e rest of this p a p e r is organized as follows: Section 2 i n t r o d u c e s t h e e x p e r i m e n t a l and theoretical framework; Section 3 describes t h e b u l k loading techniques used to p o p ul a t e a d a t a b a s e . W e t h e n discuss how edit scripts and b u l k d e l e t i o n axe a p p l i e d to d o c u m e n t d a t a b a s e s and assess their p e r f o r m a n c e quantitatively. T h e last section s u m m a r i z e s t h e results and outlines future work.
PRELIMINARIES
X M L d o c u m e n t s are c o m m o n l y r e p r e s e n t e d as s y n t a x trees. This section recalls some of the u s u a l t e r m i n o l o g y we need to work w i t h X M L d o c u m e n t s . I n t h e sequel, s t r i n g and l n t d e n o t e sets of c h a r a c t e r strings a n d integers and o l d a set of u n i q u e o b j e c t identifiers. We can now define a X M L d o c u m e n t formally (a/b denotes t h a t b is a child e l e m e n t or d e s c e n d a n t of a, a[b] m e a n s t h a t b is an a t t r i b u t e of a, see [19] for details): F i g u r e 3: S y n t a x t r e e Before we discuss techniques how to store a tree as a d a t a b a s e instance, we i n t r o d u c e t h e n o t i o n of associations. T h e y axe used to cluster semantica£ly r e l a t e d i n f o r m a t i o n in a single relations and c o n s t i t u t e t h e basis for t h e M o n e t X M L Model; t h e aim of t h e clustering process is to e n a b l e efficient scans over s e m a n t i c a l l y r e l a t e d d a t a , i.e., d a t a w i t h t h e s a m e element emcestry, which are t h e p h y s i c a l b a c k b o n e of d e c l a r a t i v e associative q u e r y l a n g u a g e like SQL.
is called an association.
T h e different t y p e s of associations p l a y different roles: associations of t y p e o i d × o l d r e p r e s e n t p a r e n t -c h i l d relationships. B o t h kinds of leaves, a t t r i b u t e values and c h a r a c t e r d a t a are m o d e l e d b y associations of t y p e o i d x s t r i n g , while associations of t y p e o l d × i n t axe used to keep track of t h e original t o p o l o g y of a d o c u m e n t . DEFINITION 3. For a node o in the synto~ tree, ~e denote the sequence of labels along the path (vertex and edge labels) f r o m the root to o as path(o).
Paths describe the position of the element in the graph relative to the root node and we also use path(o) to denote the type of the association (-, o). The set. of all paths in a document is called its Path Summary, which plays a central role in our query engine. The main rational for the pathcentric storage of documents is to evaluate the ubiquitous XML path expressions efficiently; the high degree of semantic clustering achieved distinguishes our approach from other mappings (see [8] for a discussion). Our approach is to store all associations of the same 'type' in one binary relation. A relation that contains the tuple (-, o) is named R (path(o) ). We can now define the mapping. 
is the root of the document, E the relations that describe element relationships, A those .for attributes, and T records the topology among elements.
Encoding path to a component into the name of the relation achieves a significantly higher degree of semantic clustering than implied by plain data guides [9] . In other words, we use path to group semantically related associations. A direct consequence of the decomposition schema is that we do not need to cope with irregularities induced by the semistructured nature of XML, which are typically taken care of with NULLs or overflow tables [7] . The rest of this paper will now deal with the machinery we need to convert documents to Monet format and bulkload them efficiently. Also note that we are able to reconstruct the original document given its Monet transform:
PROPOSITION 1. The above mapping is lossless, i.e., for an XML document d there earists an inverse mapping M~ -z such that d and M~l(Mt(d)) are isomorphic.
A discussion of the inverse mapping can be found in [15] . The Monet transform also enables art object-oriented perspeetive, i.e., object as node in the syntax tree, which is often more intuitive to the user and is adopted by standards like the DOM [18] . This perspective is used when we need to DOM-like traversals or run edit-scripts against the database.
POPULATING THE XML WAREHOUSE
There are two basic notions of interest that we are going to discuss in this section as indicated in the Introduction: Populating a database from scratch, i.e., bulk load, and incremental insertion of new data into an already existing database. However, we use the same technique for both cases. Let us consider an example first. There are two standard ways of accessing XML documents: (1) a low-level event-based, called SAX [11] , which scan a XML document for token like start tag, end tag, character data etc.; user supplied functions are called on encountering for each type of token. The advantage of the SAX parsers is they only require minimal resources to work efficiently. There is also a high-level DOM interface [18] which provides a standard interface to parse trees of complete documents. In terms of resources, the memory consumption of DOM trees is much higher, linear in the size of the document; thus, it may happen that large documents exceed the size of available memory. In this chapter we propose a bulk load method that has only slightly higher memory requirements than SAX -O(height of document) -but still keeps track of all the contextual information it needs and which would otherwise on]), available through a DOM interface. Thus, the memory requirements of the bulkload algorithm we use are very low as it does not materialize the complete syntax tree to generate insertion statements.
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Since Monet XML stores complete paths, the bulk load routine need to track those paths. We do this by organizing the path summary as a schema tree which we use to map efficiently paths to relations. Each node in the schema tree represents a database relation and contains a tag name and reference to the relation. Figure 4 shows the path sequences generated by combining the SAX events of the parser and a stack.
We can now attach OIDs to every tag when we put it on the stack. This way, we are able to record all path instances in the documents without having to maintain a syntax tree in (main) memory -an advantage that lets us process very large amounts of documents in relatively little memory. The function that performs the actual insertion is insert (R,t) where R is a reference to a relation and t is a tuple of the appropriate type. A first naive approach would thus result in the following sequence of insert statements (disregarding the order in the document due to lack of space): ,~(s~,, (ol, ~ag~) Note that this sequence of insert statements requires us to hash the complete path to a relation name. By exploiting the hierarchical structure of the schema tree we can do much better. So we now address the question how to map the paths efficiently to relations. We can do away with much of the hashing if keep track of the context, i.e., the current node, in the schema tree: when we encounter a start tag, we look at the sons of the current context. There are now two cases: (1) we find a son that represents the tag, or, (2) there is no son that represents the tag. In the first case, we simply push the son on the stack, thus making it the current context, and store the OIDs in the relation that is associated with the son. If we don't find a child node that represents the tag, then the path does not yet exit in the database. In this case, we create a node and the respective relation and continue processing with the newly created node as in (1). If we encounter an end tag we 'pop' the stack twice, i.e., pop both the start and corresponding end tag. The performance analysis at the end of this paper quantifies the improvement this simple trick brings about. We note that we can easily extend the bulkload procedure to records e~ent~ of elements, i.e., the textual position of a start tag and its corresponding end tag. In [20] , the authors present such a schema to improve the performance of containment queries. We can also use the extent mechanism to implement a multi-attribute schema for documents which come along with a DTD by reserving slots for every 1 : 1 parent-child relationship specified in the DTD and flushing tuples once the end of their extent is reached.
i~
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MAINTAINING THE DATABASE
Once data reside in a database, maintenance of these data becomes an important issue. In this paper, we distinguish between two different maintenance tasks: First, the update of existing data via edit-scripts for propagating changes of source data to the warehouse, and, second, the deletion and insertion of complete versions of documents which may have become stale or need to be added to the warehouse.
The concept of edit scripts to update hierarchically structured data is both intuitive and easy to implement on modern database systems; it is defined in [5, 6] ; the scripts comprise four basic operations (we do not mention other operators that traverse the syntax tree, see [6, 3] ) for transforming the syntax tree:
1. i~sert(n, f, k) add a leaf n as kth to node f, 2. delete(n) remove a leaf n, 3 . update(n, a, v) change the attribute a of node r~ to v, 4 . move(n, m, k) a node ~ into the position of the kth son of IVt.
We also view these operations as representatives for traversals that are defined in the DOM standard [18] . Note that [5] do not assume the presence of object identifiers; in our case, these identifiers are provided by either the database or the source data (or both) so that we can make use of this feature at no cost. Following our example, an edit script could insert additional subtrees that describe textures in the images or delete items that appear twice in the database. Typically, an edit script first pins the location of nodes to be changed; this process is often done by navigating through the syntax tree as object identifiers in the database are often not accessible to other applications. Once the location is found, the scripts then apply update, delete, and insert operations. Conceptually, an edit script may do two kinds of changes: s~stematic and local changes. Systematic changes may become necessary if a faulty application produced data with errors that are spread over parts of the XML document; in this case, the edit script traverses large parts of the syntax graph and applies changes. In the relational context of our work, this may be an expensive restructuring process. On the other hand, if changes axe only local, the script just visits a small number of nodes and patches them. This should be no resource-intensive problem, not in relational, object or native systems.
We do not have the space to discuss edit scripts in depth here and refer the reader to the above citations. However, we demonstrate their use with an example similar to that used in the performance discussion. Consider again Figure 2 . A systematic change would, for example, require us to change all dates from Unix system time, i.e., seconds since January 1 1970, to a more human readable format. The way we go about creating the appropriate edit script is the following: We look up all a-qsociations which assign a value to an attribute ~nit. Then, for all these nodes, we calculate the new date and replace the old one. Techniques for constructing automata that do the traversai can be found, e.g., in [12] . Once such an automaton finds a node r~ that needs to be updated, it executes an upda~e(~t, dace, ne~J da~e forrrtat) statement. On the physical data model of Section 2 this is translated into a command that replaces the value of the respective association.
The point that is important for us is that edit scripts traverse parts of the XML syntax graph and manipulate individual nodes. This is in stark contrast to the second method mentioned above, bulk deletion and re-insertion where we delete a complete segment of the database and re-insert a corrected version. In the example scenario, this means that an individual detector re-sends the corrected version of a previously submitted instead of a patching edit script. Generally, the underlying assumption is that the aforementioned data sources provide the capability of sending both, the editscript and a complete updated document; however, this assumption holds for many practical applications as well as for our example: a detector may either send an edit script or retransmit a corrected version of the complete document. Additionally, all data items items have a unique identifier which then can be used as an orientation to replace the automaton that guides the edit script by algebraic joins which were been shown to have a more efficient execution model [15] .
The algebraic algorithm that deletes a complete database segment with root r looks as follows: 
., on) end
Note that this algorithm is efficient because it visits every node once in a breadth-first search like manner, imitating a single scan over the relevant parts of the document (for simplicity, we left out the deletion of rank information). The complementary question, how to translate an edit script into algebraic insert question, is rather straight forward: the trick is to dump those parts of the database that are to be inserted or updated into relations and then add those relations to the database.
Still, we need to discuss when to use bulk deletion combined with re-insert.ion and when to use edit scripts. The next section looks quantitatively at when to go for what.
QUANTITATIVE ANALYSIS
This section presents performance impressions of a data warehouse containing actual feature more elaborate but similar to the ones used in the example. The data warehouse uses the physical storage model of Section 2; thus, our resuits may need slight modifications if applied to systems that use other data models. However, we believe that relational database management systems should behave in a similar manner as our implementation on top of the relational Monet database kernel [2] . Figure 6 displays the relationship between database size and insertion speed. The figure displays the naive approach and the optimization with the schema tree. As one might expect the insertion into an empty database is faster than into an already densely populated one if no intelligent caching is used. As the database gets larger, insertion speed converges to a ratio of about 390 KB/sec. If schema trees are used, bulk load speed more that triples showing the potential of this technique, which has been explained in Section 3. Note that neither bulk load method blocks not block the database; both operate interactively and do not interfere with the transaction system. Bulk deletion is assessed in Figure 7 . The algorithm presented in Section 4 is run against the database created in the previous experiment. Each run, segments of around 55 MB are deleted. Note that the insertion performance in Figure 6 includes converting the textual representation of a document to executable database statements and, thus, random memory accesses (which can be alleviated with path caching), whereas deletion can be done as sequential scans.
Eventually, with respect to when to choose which technique, the two lines in Figure 8 show that once more then approximately 220 entries are changed by the edit script, one should consider reverting to bulk operations for performance reasons, The threshold of 220 entries is suprisingly low; however, one should keep in mind that relational databases are not optimized for pointer-chasing operations. We also remark that the threshold also depends on the characteristics of the XML document, especially on the ratio between text and mark-up. Nevertheless, it does not vary greatly for different types of documents. 
CONCLUSION AND FUTURE WORK
This paper discussed performance considerations for typical problems in relational XML document data warehousing, especially the trade-off between algebra and pointer-chasing algorithms. For practical purposes, it turned out that it often is better to replace a complete database segment and re-insert the updated data than to patch an existing version with expensive edit-scripts. In particular, our experiments showed that once the patched data volume exceeds a small percentage of the database, one should resort to bulk replacement. For good insertion performance, the use of schema trees has been beneficial.
Concerning future work, we concentrate on developing a cost model for choosing automatically when to use which update technique, edit scripts or their algebraic equivalents. We are also looking at how to provide efficient versioning and replication support.
