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Abstract
One main obstacle for the wide use of deep learning in medical and engineering
sciences is its interpretability. While neural network models are strong tools for making
predictions, they often provide little information about which features play significant
roles in influencing the prediction accuracy. To overcome this issue, many regularization
procedures for learning with neural networks have been proposed for dropping non-
significant features. Unfortunately, the lack of theoretical results casts doubt on the
applicability of such pipelines. In this work, we propose and establish a theoretical
guarantee for the use of the adaptive group lasso for selecting important features of
neural networks. Specifically, we show that our feature selection method is consistent
for single-output feed-forward neural networks with one hidden layer and hyperbolic
tangent activation function. We demonstrate its applicability using both simulation
and data analysis.
1 Introduction
One main obstacle for the wide use of deep learning in medical and engineering sciences is its
interpretability and explainability. Due to the complicated nature of deep neural networks
and deep learning methods, they have been mostly treated as black-box tools. Although the
model has strong predictive power, it often provides little information about which features
play significant roles in influencing prediction accuracy. This limitation creates a bottle-neck
for the applicability of deep learning in a time when the interpretability of scientific results
is becoming increasingly important. This issue is even more severe in application contexts
where the most important aspect of the learning problem may not be about prediction
but about feature selection (that is, detecting which inputs control the outputs). A prime
example of such scenarios is the task of identifying genes that increase the risk of cancer.
Recently, a wide variety of methods have been proposed to perform feature selection for
neural networks. A popular approach is to derive a ranking of feature importance based
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on local perturbations. This includes fitting a model in the local region around the input
or locally perturbing the input to see how the prediction changes Simonyan et al. (2013);
Ribeiro et al. (2016); Lundberg and Lee (2017); Shrikumar et al. (2017); Ching et al. (2018).
For high-dimensional inputs, high-level representation of the data can also be extracted, for
example by an auto-encoder Nezhad et al. (2016) or a Deep Boltzmann Machine Ibrahim
et al. (2014); Taherkhani et al. (2018)) before a classical feature selection method can be
applied. Although these methods can provide useful insights, they often focus on specific
architectures of the neural nets and can be difficult to generalize Lu et al. (2018).
In another direction, researchers employ regularization procedures to drop non-significant
features out of the model. Regularization methods have been used extensively for reducing
the number of parameters in a deep neural network and can be naturally adapted to obtain
heuristic methods for feature selection by penalizing the weights of the first hidden layer.
Lasso (`1 regularization), which penalizes the sum of absolute values of the weights, is prob-
ably the most popular regularization method. This method, however, is not ideal for feature
selection because a feature can only be dropped if all of its connections have been shrunk to
zero together, an objective that is not actively pursued in the scope of Lasso. Zhao et al.
(2015) and Scardapane et al. (2017) address this concern by utilizing Group Lasso for select-
ing features of deep neural networks. Alternatively, Li et al. (2016) propose adding a sparse
one-to-one linear layer between the input layer and the first hidden layer of a neural network
and performing `1 regularization on the weights of this extra layer.
While pipelines for feature selection for neural networks exist, the lack of theoretical
results casts doubt on their applicability to real-world data. Even worse, several works have
indicated that Lasso and Group Lasso could be inconsistent for feature selection Zou (2006);
Zhang et al. (2018). This is further complicated by the fact that neural network models are
highly non-linear.
We tackle this issue directly by proposing and establishing a theoretical guarantee for the
use of the Adaptive Group Lasso for selecting important features of neural networks. Using
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the empirical risk minimizer (ERM) or the Group Lasso as an initial estimate, the Adaptive
Group Lasso constructs a data-dependent weighted regularizing function in such a way that
as the sample size grows, the penalty for non-significant features get inflated (to infinity),
whereas the penalty for significant features are bounded. Under this framework, we show
that for a single-output feed-forward neural network model with one hidden layer and the
hyperbolic tangent activation function, the proposed feature selection method is consistent.
Additionally, we demonstrate the performance of our method in both simulation and data
analysis.
2 Mathematical framework
2.1 Generating model
For the simplicity of presentation, we consider a single-output feed-forward neural network
for regression with one hidden layer and hyperbolic tangent activation function, where the
corresponding numbers of nodes in each layer are (nI , nH , 1). We also separate the inputs
into two groups s ∈ Rns and z ∈ Rnz (with ns + nz = nI) that denote the significant and
non-significant variables, respectively. An input is non-significant when the true value of all
weights associated with it is zero. We note that this separation is simply for mathematical
convenience and the training algorithm is not aware of such dichotomy.
The forward model is visualized in Figure 1 and can be summarized as
fu,v,w,b1,b2(s, z) = w · h+ b2
where
h[i] = tanh
(
ns∑
k=1
u[i,k] s[k] +
nz∑
k=1
v[i,k] z[k] + b
[i]
1
)
.
Here, u ∈ RnH×ns , v ∈ RnH×nz , h,w, b1 ∈ RnH , b2 ∈ R; h[i] denotes the i-th component of a
vector h, and u[i,k] denotes the [i, k]-entry of a matrix u.
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Figure 1: A single-output feed-forward neural network for regression with one hidden layer.
We will study the learning problem in the model-based setting, whereas training data
{(Xi, Yi)}ni=1 are independent and identically distributed (i.i.d ) samples generated from P ∗X,Y
such that
Yi = fu∗,0,w∗,b∗1,b∗2(Xi) + i
where i ∼ N (0, σ2e). Without loss of generality, we assume further that the input density
pX is positive and continuous on its bounded domain and that the weight space (the set of
all feasible vectors α = (u, v, w, b1, b2) for the model) is a compact set on a Euclidean space.
We note that when v = 0, the function fu,0,w,b1,b2 does not depend on Z.
2.2 Identifiability of the feed-forward neural network model
Before moving forward to the description of the feature selection problem, it is worth remind-
ing that one of the distinguishing properties of neural network models is that it is inherently
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unidentifiable. A simple rearrangement of the nodes in the same hidden layer, an addition of
a constant node or a sign flip of the weights may lead to a new configuration that produces
the same input-output mapping. These redundancies make it more difficult to analyze the
performance of these models in both theoretical and practical perspectives.
To understand the identifiability of the model, we begin by studying the properties of
weight space transformations that leave the network input-output mapping unchanged. We
will refer to the set of all vectors α = (u, v, w, b1, b2) as the weight space and denote it byW .
Definition 2.1. Two weight vectors α and α′ are functionally equivalent (denote by α ∼F α′)
if
fα = fα′ .
We consider two types of transformations: node interchanges and sign flips.
• An interchange consists of a permutation in which the weight vectors of two hidden
nodes on the same hidden layer are interchanged. A compensatory interchange of the
weights of the nodes in the next layer that receive the inputs from the two interchanged
nodes then removes the effect of the exchange in the previous layer.
Definition 2.2. Two weight vectors α and α′ are interchange equivalent (denoted by
α ∼I α′) if there exists a bijection pi on the set of hidden nodes E such that αi = α′pi(i)
for all i ∈ E. Here, αi is the set of weights associated with node i.
• A sign flip is a transformation where the signs of all of the weights of a node on a
hidden layer are multiplied by -1. A compensatory sign flip is then carried out on all of
the weights of nodes of the next layer associated with the input from the sign-flipped
node.
Definition 2.3. Two weight vectors α and α′ are sign-flip equivalent (denoted by
α ∼S α′) if for all i ∈ E, either αi = α′i or α′i = −αi.
We have the following results.
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Theorem 2.4 (Kurkova and Kainen (1994)). For a single-output feed-forward neural net-
work with one hidden layer and hyperbolic tangent activation function, functionally equiva-
lence are compositions of interchange and sign flip equivalence.
∼F=∼I ◦ ∼S .
We recall the following two definitions from Sussmann (1992) and Fukumizu (1996).
Definition 2.5. A feed-forward model fu,v,w,b1,b2 is minimal if no network with fewer hidden
units have the same input-output map.
A feed-forward model fu,v,w,b1,b2 is irreducible if
(i) (u[i,:], v[i,:]) 6= 0 and w[i] 6= 0 for all i.
(ii) For any two different indices i and j
(u[i,:], v[i,:], b
[i]
1 ) 6= ±(u[j,:], v[j,:], b[j]1 ).
Here, u[i,:], v[i,:] denote the i-th row of the matrices u, v respectively.
We note that the two condition (i) and (ii) guarantee that there are no non-participating
or constant hidden nodes and no pair of identical nodes in the generating model. While
the two definitions are related, in general, irreducibility is an intrinsic property that can
be verified based on the weights of a network alone, while minimality can only be verified
in relative to other feasible networks from the model. We have the following theorem that
relates the two concepts.
Theorem 2.6 (Sussmann (1992)). For single-output feed-forward neural networks with one
hidden layer and the hyperbolic tangent activation function, a network is irreducible if and
only if it is minimal.
Throughout the rest of the manuscript, we make the following assumption.
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Assumption 2.7. The generating forward model fα∗, where α
∗ = (u∗, 0, w∗, b∗1, b
∗
2), is irre-
ducible.
This assumption, along with Theorem 2.6, provides us a way to characterize the set H∗
of all weight vectors that produce the same input-output map as the generating model as
follows.
Lemma 2.8. Under Assumption 2.7, we have
(i) If α ∈ W is a weigh vector such that fα = fα∗, then fα is also irreducible.
(ii) If (u, v, w, b1, b2) ∼F α∗ then v = 0 and u[:,k] 6= 0 for all k = 1, . . . , ns.
(iii) The set H∗ = {α ∈ W : fα = fα∗} is finite.
Proof. Since fα∗ is irreducible, Theorem 2.6 implies that it is also minimal. Let α ∈ W is
a weigh vector such that fα = fα∗ Since α ∈ W , the network fα have the same number of
hidden units as fα∗ . We conclude that fα is minimal and thus is irreducible.
Finally, since we can only obtain the same input-output map through compositions of
node-interchange and sign-flip transformations (for which the number of all possible trans-
formations is finite), H∗ is also finite. Each of those transformations also leaves the zero/non-
zero components unchanged, which validates (ii).
3 Feature selection for neural networks
In this section, we propose an Adaptive Group Lasso procedure for feature selection for
neural networks. The procedure consists of two steps:
Step 1: An initial estimate for the weights is obtained using either the empirical risk
minimizer (ERM) or Group Lasso.
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Step 2: Using the initial estimate, we build a weighted penalty for a new shrinkage esti-
mator, which is utilized for deciding which features are significant.
The details of these steps are as follows:
3.1 Empirical risk minimizer and Group Lasso
For a set of training data {(Xi, Yi)}ni=1, the ERM estimate is defined by
αˆn = argmin
α∈W
1
n
n∑
i=1
`(α,Xi, Yi),
where `(α, x, y) = (y − fα(x))2, and the Group Lasso estimate is
(u¯n,v¯n, w¯n, b¯1,n, b¯2,n) := argmin
(u,v,w,b1,b2)
1
n
n∑
i=1
`(α,Xi, Yi) + λnL(u, v),
where
L(u, v) =
ns∑
k=1
‖u[:,k]‖+
nz∑
k=1
‖v[:,k]‖,
λn is an appropriate regularizing constant and ‖ · ‖ denotes the usual Euclidean `2-norm.
We note that in the setting of feature selection, only parameters of the first layer (namely,
u and v) are regularized. Unlike the classical Lasso penalty (which takes the summation of
the absolute values of individual parameters), parameters that associate with the same input
are grouped together (through the `2-norm) in the Group Lasso. This grouping forces all
outgoing connections from a non-significant input neuron to be simultaneously shrunk to
zero.
9
3.2 Adaptive Group Lasso
ERM initialization: We define the ERM + Adaptive Group Lasso estimator as
(u˜n,v˜n, w˜n, b˜1,n, b˜2,n) := argmin
(u,v,w,b1,b2)
1
n
n∑
i=1
`(α,Xi, Yi) + ζnMn(u, v),
where
Mn(u, v) =
ns∑
k=1
1‖uˆ[;,k]n ‖6=0
1
‖uˆ[:,k]n ‖γ
‖u[:,k]‖+
nz∑
k=1
1‖vˆ[:,k]n ‖6=0
1
‖vˆ[:,k]n ‖γ
‖v[:,k]‖,
γ is a positive number, αˆn is the ERM estimate, and ζn is an appropriate regularizing
constant.
Just as with Group Lasso, only the parameters of the first layer are regularized and they
are grouped according to the inputs. However, the Adaptive Group Lasso penalty aggres-
sively shrinks the parameters associated with non-significant variables to zero by inflating
their penalty weights.
Group Lasso initialization: We also consider the following Group Lasso + Adaptive
Group Lasso estimator:
(uˇn,vˇn, wˇn, bˇ1,n, bˇ2,n) := argmin
(u,v,w,b1,b2)
1
n
n∑
i=1
`(α,Xi, Yi) + ζnGn(u, v),
where
Gn(u, v) =
ns∑
k=1
1‖u¯[:,k]n ‖6=0
1
‖u¯[;,k]n ‖γ
‖u[:,k]‖+
nz∑
k=1
1‖v¯[:,k]n ‖6=0
1
‖v¯[:,k]n ‖γ
‖v[:,k]‖,
γ is a positive number, α¯n is the Group Lasso estimate, and ζn is the regularizing parameter.
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4 Consistent feature selection via Adaptive Group Lasso
As we see in the previous section, an Adaptive Group Lasso estimator inherently depends on
the initialization. Naturally, the performance of an Adaptive Group Lasso depends strongly
on theoretical properties of the initial estimator. In this section, we first investigate the
convergence of the ERM and the Group Lasso, then use such results to establish feature
selection consistency of the Adaptive Group Lasso.
4.1 Convergence of the ERM and the Group Lasso
First, we define the risk and empirical risk functions as follows:
R(α) = E(X,Y )∼P ∗X,Y [(fα(X)− Y )2]
Rn(α) =
1
n
n∑
i=1
(fα(Xi)− Yi)2.
We note that that the set of all minimizers of the function R(α) is H∗ (the set of all weight
vectors that produce the same input-output map as the generating model). We have the
following results about the risk functions, for which the proofs can be found in the Appendix.
Lemma 4.1 (Lipschitzness of the risk functions).
• R(α) is a Lipschitz function with Lipschitz constant c0 > 0.
• For any δ > 0, there exists Mδ > c0 such that Rn(α) is an Mδ-Lipschitz function with
probability at least 1− δ.
Next, we provide a generalization bound on the deviation of the empirical risk function
from its expected value (proof is in the Appendix).
Lemma 4.2 (Generalization bound). For any δ > 0, there exist c1(δ) > 0 such that
|Rn(α)−R(α)| ≤ c1 log n√
n
, ∀α ∈ W .
11
with probability at least 1− δ.
We also need the following information bound.
Lemma 4.3. For any α ∈ H∗, there exist c2(α) > 0 and a neighborhood Uα such that
R(β)−R(α) ≥ c2‖β − α‖2
for all β ∈ Uα.
Proof. We recall that the Fisher information matrix Iα for a Gaussian model is given by
(Iα)ij =
1
2σ2e
E[∇2α`(α, Y,X)].
Lemma 2.8 implies that under Assumption 2.7, fα is irreducible for all α ∈ H∗. By Theorem
1 in Fukumizu (1996), the Fisher information matrix Iα is positive definite for all α ∈ H∗.
We deduce that
`(β, Y,X)− `(α, Y,X) = 2(fα(X)− Y )(β − α) · ∇αfα(X)
+
1
2
(β − α)t∇2α`(α, Y,X)(β − α) + o(‖β − α‖2).
This implies
R(β)−R(α) = σ2e(β − α)t[Iα](β − α) + o(‖β − α‖2)
which completes the proof since the Fisher information matrix is positive definite.
Combining Lemma 4.2 and 4.3, we have.
Theorem 4.4 (Convergence of ERM). For any δ > 0, there exist Cδ > 0 and Nδ > 0 such
that for all n ≥ Nδ,
min
α∈H∗
‖αˆn − α‖ ≤ Cδ
√
log n
n1/4
with probability at least 1− δ.
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Proof. First, we prove that minα∈H∗ ‖αˆn − α‖ → 0. Indeed, assume there exists κ > 0 such
that minα∈H∗ ‖αˆn−α‖ > κ for all n. SinceW is bounded, we can extract a subsequence αˆnk
that converges to some α0 ∈ W \H∗. Then, R(αˆnk)→ R(α0).
On the other hand,
0 ≤ R(αˆnk)−R(α∗) ≤ Rn(αˆnk)−Rn(α∗) + 2c1
log n√
n
≤ 2c1 log n√
n
.
Therefore, R(α0) = R(α
∗), which is a contradiction.
Since minα∈H∗ ‖αˆn − α‖ → 0 and H∗ is finite, when n is large enough, αˆn ∈ U(α) for
some α ∈ H∗. We have
c2‖αˆn − α‖2 ≤ R(αˆn)−R(α) ≤ 2c1 log n√
n
which completes the proof.
Similarly, we also have the following theorem for Group Lasso.
Theorem 4.5 (Convergence of Group Lasso). Assuming that λn → 0. For any δ > 0, there
exist Cδ > 0, Nδ > 0 such that for all n ≥ Nδ,
min
α∈H∗
‖α¯n − α‖ ≤ Cδ
(
log n√
n
+ λ2n
)1/2
with probability at least 1− δ.
Proof. We have
Rn(α¯n) + λnL(α¯n) ≤ Rn(α∗) + λnL(α∗)
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which implies
R(α¯n)−R(α∗) ≤ Rn(α¯n)−Rn(α∗) + 2c1 log n√
n
≤ 2c1 log n√
n
+ λn (L(α
∗)− L(α¯n))→ 0
since W is bounded. Using the same subsequence argument as in the proof of Theorem 4.4,
we conclude that
min
α∈H∗
‖α¯n − α‖ → 0.
Thus when n is large enough, αˆn ∈ U(α) for some α ∈ H∗. Since L(α) is a Lipschitz function,
we have
c2‖α¯n − α‖2 ≤ 2c1 log n√
n
+ λn (L(α)− L(α¯n))
≤ 2c1 log n√
n
+ λnC‖α¯n − α‖
≤ 2c1 log n√
n
+
c2
2
‖α¯n − α‖2 + C
2λ2n
2c2
which completes the proof.
4.2 Feature selection consistency of the adaptive group lasso
By Theorem 4.4, we have minα∈H∗ ‖αˆn − α‖ → 0. Therefore,
min
α∈H∗
‖uˆ[:,k]n − u[:,k]‖ → 0, ∀k = 1, . . . , ns.
By Lemma 2.8, we conclude that uˆ
[:,k]
n is bounded away from zero as n → ∞. We deduce
that for α ∈ H∗,
Mn(α) =
ns∑
i=1
1
‖u[:,k]n ‖γ
‖u[:,k]‖ <∞.
Using the same arguments in the proof of Theorem 4.5, we have the following result.
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Theorem 4.6 (Convergence of ERM + Adaptive Group Lasso). Assuming that ζn → 0,
then
min
α∈H∗
‖α˜n − α‖ → 0 as n→∞.
We are now ready to prove the main theorem of our paper.
Theorem 4.7 (Feature selection consistency of ERM + Adaptive Group Lasso). If γ > 0
and ζn = Ω(n
−γ/4/(log n)γ/2), then the ERM + Adaptive Group Lasso is consistent for feature
selection. That is, for any δ > 0, there exists Nδ such that for n > Nδ, u˜
[:,k]
n 6= 0, ∀k =
1, . . . , ns, and v˜
[:,k]
n = 0, ∀k = 1, . . . , nz with probability at least 1− δ.
Proof. Theorem 4.6 provides that
min
α∈H∗
‖u˜[:,k]n − u[:,k]‖ → 0, ∀k = 1, . . . , ns.
By Lemma 2.8, we conclude that u˜
[:,k]
n is different from zero for n large enough. Next, we
will prove that v˜n = 0. Note that from Theorem 4.4
‖vˆ[:,k]n ‖ ≤
Cδ
√
log n
n1/4
with probability at least 1− δ. Thus, if ζn = Ω(n−γ/4/(log n)γ/2), then
lim
n→∞
ζn
1
‖vˆ[:,k]n ‖γ
≥ C−γδ limn→∞ ζn
nγ/4
(log n)γ/2
=∞. (4.1)
Now, we assume that v˜
[:,k]
n 6= 0 for some k and define a new weight configuration gn obtained
from α˜n by setting the v
[:,k] component to 0. By definition of the estimator α˜n, we have
Rn(α˜n) + ζn
1
‖vˆ[:,k]n ‖γ
‖v˜[:,k]n ‖ ≤ Rn(gn).
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By Lemma 4.1, we have
ζn
1
‖vˆ[:,k]n ‖γ
‖v˜[:,k]n | ≤ Rn(gn)−Rn(α˜n)
≤ c0‖gn − α˜n‖ = Mδ‖v˜[:,k]n ‖.
with probability at least 1− δ. Since v˜[:,k]n 6= 0, we deduce that
ζn
1
‖vˆ[:,k]n ‖γ
≤Mδ,
which contradicts (4.1). This completes the proof.
Theorem 4.8 (Feature selection consistency of Group Lasso + Adaptive Group Lasso). Let
γ > 0, ζn = Ω(n
−γ/4/(log n)γ/2) and ζn = Ω(λγn) where λn is the regularizing constant of the
initial Group Lasso estimate. Then, the Group Lasso + Adaptive Group Lasso is consistent
for feature selection.
Proof. The proof is similar to that of the ERM + Adaptive Group Lasso, with the only
exception that
‖v¯[:,k]n ‖ ≤ C
(
log n√
n
+ λ2n
)1/2
.
with probability 1− δ. To guarantee that
lim
n→∞
ζn
1
‖v¯[:,k]n ‖γ
=∞,
as in Equation (4.1), we need to have ζn = Ω(n
−γ/4/(log n)γ/2), and limn→∞ ζn/λγn =∞.
5 Simulation studies
We use synthetic data to investigate the performance of our feature selection procedure.
Throughout the experiment, we consider single-output feed-forward neural networks with
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one hidden layer of ten hidden nodes. Two separate sets of experiments are considered. In
the first set, one of the two input variables is non-significant while the other is significant.
In the second set of simulations, two of the five input variables are non-significant and the
other three are.
In each set of experiments, we simulate datasets of size n = 1000 from the generative
model
Y = fu∗,0,w∗,b∗1,b∗2(X) + 
where the noise [i] is sampled independently from N (0, σ2e) with various values of σ2e . Each
component of X, b∗1, b
∗
2 is sampled independently from N (0, 1), and each component of u∗, w∗
is independently sampled from N (1, 1).
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Figure 2: False Discovery Rates (FDRs) of the two non-significant variables (each subfigure
corresponds to a non-significant variable) in the second set of experiment with varying degrees
of noise by the three feature selection algorithms: the Group Lasso (red curves), the ERM
+ Adaptive Group Lasso (green), and Group Lasso + Adaptive Group Lasso (blue).
We are interested in the performance of our feature selection procedures with various
noise levels. For each σ2e in {0, 0.2, 0.4, 0.6, 0.8, 1}, we simulate 100 datasets of size n = 1000.
We apply three methods of feature selection (the Group Lasso, the ERM + Adaptive Group
Lasso, and Group Lasso + Adaptive Group Lasso) on each simulated dataset with γ = 2.
The regularizing constant is chosen from the set {0.001, 0.01, 0.1, 1} using three-fold cross-
validation. The algorithms are trained using Adam optimizer over 10000 epochs with batch-
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size of 200, of which the codes are created using Python package lasagne Dieleman et al.
(2015) and Python library theano The Theano Development Team et al. (2016). Following
the convention used in Scardapane et al. (2017), we deselect a variable if the `2-norm of the
groups of parameters associated with that variable is below the cut-off value 10−3.
The result is presented in Figure 2, where the False Discovery Rate (FDR) of the two non-
significant variables in the second set of experiments (with 5 input variables) for each of the
algorithms are reported. A similar result for the first set of experiments is also provided in the
Appendix. In both sets of experiments, we observe that across all algorithms, the FDR tends
to increase as the variance of the error increases. The Group Lasso + Adaptive Group Lasso
perform the best, while the Group Lasso fails to recognize the non-significant variables when
there are errors in the model (σ2e > 0). The result indicates that for highly non-linear models
such as neural networks, standard Lasso-type algorithms may not be aggressive enough to
enforce sparsity and data-dependent approaches such as Adaptive Lasso might be necessary
for effective feature selection. On the other hand, it is worth noting that all three methods
can detect the significant variables efficiently.
6 Data analysis
In addition to the simulation examples presented in the previous section, we also demonstrate
the practical use of our feature selection approach to analyze the Divorce Prediction dataset
(Yo¨ntem et al., 2019) from the UCI Machine Learning Repository Dua and Graff (2017).
The dataset consists of survey data from 170 married couples, where each participant rates
54 statements about their marriage on the scale from 0–4 (a detailed list of the statements
are provided in the Appendix). The dataset was collected from seven different regions of
Turkey (but predominantly from the Black Sea region) through face-to-face interviews and
via Google Drive. Among the participants, 49% were divorced and 51% were married couples.
Based on the success of its performance in simulation studies, we apply the Group Lasso +
18
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Figure 3: Frequency of being selected by Group Lasso + Adaptive Group Lasso of each
feature, computed out of 100 runs of the algorithm.
Adaptive Group Lasso to analyze the data set. In this analysis, we also use the feed-forward
network structure with one hidden layer and the hyperbolic tangent activation function.
Since the data is binary, we further add a sigmoid activation function to the output layer of
the network. The model is then trained using Adam optimizer with binary cross-entropy loss
over 10000 epochs with batch-size of 32. The 3-fold cross-validation is employed to select the
regularizing parameter λ from the set {0.001, 0.01, 0.1, 1, 2, 4, 8, 16}. To take into account
the stochasticity of the selection procedure, we run the algorithm 100 times and record the
number of times each feature is chosen by the algorithm. The result is presented in Figure
3, which shows that the five most important variables are selected more than 75 times while
all other variables appear fewer than 50 times on the selections.
To validate the result, we fit the dataset on the full set of variables and on the selected set
of five variables using ERM algorithm with the same neural network structure and compare
their performances. In each iteration, the dataset is split into a training set and a test set
by a ratio of 75-25. We use ERM to train on the training set with the binary cross-entropy
loss and compute the accuracy on the test set. The process is repeated 100 times and the
average testing accuracy for the full model and the selected model are 97.7% and 98.1%,
respectively. The result indicates that our feature selection procedure can select the most
19
important features for prediction.
Discussions and future work
In this work, we propose the use of the Adaptive Group Lasso for selecting important fea-
tures of neural networks. Under mild regularity conditions, we establish feature selection
consistency of two versions of the Adaptive Group Lasso on three-layer neural networks with
hyperbolic tangent activation function. We have demonstrated the efficiency and effective-
ness of our methods with both synthetic and real datasets. We show that the standard Group
Lasso estimator has difficulty identifying the input support while the Adaptive Group Lasso
can accurately and consistently select the correct set of significant variables.
There are several avenues for future directions of this work. Firstly, Sussmann (1992) and
Fukumizu (1996) outlined conditions of the activation functions for which characterization
of functional equivalent neural networks can be obtained. This might be used to extend our
results to other activation functions, including the sigmoid and the leaky-ReLU functions.
Secondly, the possibility of extending the results to deeper networks relies mainly on re-
establishing Lemma 2.8, which dictates that: there is no alternative weight vector with
different input support but has the same input-output mapping as the generating model. We
note that if this condition fails, then the feature selection problem is ill-defined and it is not
possible to do feature selection in this scenario. Further understanding about the landscape
of deep neural networks will provide additional insights about when feature selection is
possible and how our method can be adapted to tackle the problem.
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A Proofs
A.1 Lemma 4.1
Since the hyperbolic tangent function is a bounded Lipschitz function and the weight space
W is bounded, fα(X) is also bounded. Therefore,
|R(α)−R(α′)| ≤ C1‖α− α′‖ · E(X,Y )∼P ∗X,Y |fα(X) + fα′(X)− 2Y |
≤ C2‖α− α′‖(C2 + 2E(X,Y )∼P ∗X,Y |Y − fα∗(X)|)
≤ c0‖α− α′‖.
Similarly,
|Rn(α)−Rn(α′)| ≤ C1‖α− α′‖
(
C2 +
2
n
n∑
i=1
|Yi − fα∗(Xi)|
)
= C1‖α− α′‖
(
C2 +
2
n
n∑
i=1
|i|
)
.
The proof is completed by noting
P
(
1
n
n∑
i=1
|i| > M
)
≤ E|1|
M
that for any M > 0.
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A.2 Lemma 4.2
Note that nRn(α)/σ
2
e follows a non-central chi-squared distribution with n degrees of freedom
and fα(X) is bounded. By applying Theorem 7 in Zhang and Zhou (2018), we have
P [|Rn(α)−R(α)| > t/2]
≤ 2 exp
(
− C1n
2t2
n+ 2
∑n
i=1 [fα(X)− fα∗(X)]2
)
≤ 2 exp(−C2nt2),
for all
0 < t <
n+
∑n
i=1 [fα(X)− fα∗(X)]2
n
.
We define the events
A(α, t) = {|Rn(α)−R(α)| > t/2},
B(α, t) = {∃α′ ∈ W such that
‖α′ − α‖ ≤ t
4Mδ
and |Rn(α′)−R(α′)| > t},
and
C = {|Rn(α)−Rn(α′)| ≤Mδ‖α− α′‖,∀α, α′ ∈ W}.
Here, Mδ is defined in Lemma 4.1. By Lemma 4.1, B(α, t) ∩ C ⊂ A(α, t) and P (C) ≥ 1− δ.
Let m = dim(W), there exist C3(m) ≥ 1 and a finite set H ⊂ W such that
W ⊂
⋃
α∈H
V(α, ) and |H| ≤ C3/m
where  = t/(4Mδ), V(α, ) denotes the open ball centered at α with radius , and |H| denotes
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the cardinality of H. By a union bound, we have
P [∃α ∈ H : |Rn(α)−R(α)| > t/2] ≤ 2C3(4Mδ)
m
tm
e−C2nt
2
.
Using the fact that B(α, t) ∩ C ⊂ A(α, t), ∀α ∈ H, we deduce
P [{∃α ∈ W : |Rn(α)−R(α)| > t} ∩ C] ≤ C4t−me−C2nt2 .
Hence,
P [{∃α ∈ W : |Rn(α)−R(α)| > t}] ≤ C4t−me−C2nt2 + δ.
To complete the proof, we chose t in such a way that C4t
−me−C2nt
2 ≤ δ. This can be
done by choosing t = O(log n/√n).
B Simulation studies
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Figure 4: False Discovery Rates (FDRs) of the non-significant variable in the first set of
experiment with varying degrees of noise by the three feature selection algorithms: the
Group Lasso (red curves), the ERM + Adaptive Group Lasso (green), and Group Lasso +
Adaptive Group Lasso (blue).
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C Divorce Predictors Dataset
This dataset is available on the UCI Machine Learning Repository (https://archive.ics.
uci.edu/ml/datasets/Divorce+Predictors+data+set.) The list of 54 statements of the
data are
1. If one of us apologizes when our discussion deteriorates, the discussion ends.
2. I know we can ignore our differences, even if things get hard sometimes.
3. When we need it, we can take our discussions with my spouse from the beginning and
correct it.
4. When I discuss with my spouse, to contact him will eventually work.
5. The time I spent with my wife is special for us.
6. We don’t have time at home as partners.
7. We are like two strangers who share the same environment at home rather than family.
8. I enjoy our holidays with my wife.
9. I enjoy traveling with my wife.
10. Most of our goals are common to my spouse.
11. I think that one day in the future, when I look back, I see that my spouse and I have
been in harmony with each other.
12. My spouse and I have similar values in terms of personal freedom.
13. My spouse and I have similar sense of entertainment.
14. Most of our goals for people (children, friends, etc.) are the same.
15. Our dreams with my spouse are similar and harmonious.
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16. We’re compatible with my spouse about what love should be.
17. We share the same views about being happy in our life with my spouse.
18. My spouse and I have similar ideas about how marriage should be.
19. My spouse and I have similar ideas about how roles should be in marriage.
20. My spouse and I have similar values in trust.
21. I know exactly what my wife likes.
22. I know how my spouse wants to be taken care of when she/he sick.
23. I know my spouse’s favorite food.
24. I can tell you what kind of stress my spouse is facing in her/his life.
25. I have knowledge of my spouse’s inner world.
26. I know my spouse’s basic anxieties.
27. I know what my spouse’s current sources of stress are.
28. I know my spouse’s hopes and wishes.
29. I know my spouse very well.
30. I know my spouse’s friends and their social relationships.
31. I feel aggressive when I argue with my spouse.
32. When discussing with my spouse, I usually use expressions such as ‘you always’ or ‘you
never’.
33. I can use negative statements about my spouse’s personality during our discussions.
34. I can use offensive expressions during our discussions.
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35. I can insult my spouse during our discussions.
36. I can be humiliating when we discussions.
37. My discussion with my spouse is not calm.
38. I hate my spouse’s way of open a subject.
39. Our discussions often occur suddenly.
40. We’re just starting a discussion before I know what’s going on.
41. When I talk to my spouse about something, my calm suddenly breaks.
42. When I argue with my spouse, I only go out and I don’t say a word.
43. I mostly stay silent to calm the environment a little bit.
44. Sometimes I think it’s good for me to leave home for a while.
45. I’d rather stay silent than discuss with my spouse.
46. Even if I’m right in the discussion, I stay silent to hurt my spouse.
47. When I discuss with my spouse, I stay silent because I am afraid of not being able to
control my anger.
48. I feel right in our discussions.
49. I have nothing to do with what I’ve been accused of.
50. I’m not actually the one who’s guilty about what I’m accused of.
51. I’m not the one who’s wrong about problems at home.
52. I wouldn’t hesitate to tell my spouse about her/his inadequacy.
53. When I discuss, I remind my spouse of her/his inadequacy.
29
54. I’m not afraid to tell my spouse about her/his incompetence.
30
