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Abstract
In this paper the relation between the cluster integrable systems and q-difference equations is
extended beyond the Painleve´ case.
We consider the class of hyperelliptic curves when the Newton polygons contain only four
boundary points. The corresponding cluster integrable Toda systems are presented, and their
discrete automorphisms are identified with certain reductions of the Hirota difference equation.
We also construct non-autonomous versions of these equations and find that their solutions are
expressed in terms of 5d Nekrasov functions with the Chern-Simons contributions, while in the
autonomous case these equations are solved in terms of the Riemann theta-functions.
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To the memory of L.D. Faddeev
1 Introduction
In this paper, following [BGM], we continue the study of the relation between cluster integrable
systems, q-difference equations and Nekrasov partition functions for 5d gauge theories, and extend it
to the class of theories with the higher rank gauge groups.
Recall the main conjecture of [BGM]. First, to any Newton polygon ∆ one can assign the cluster
integrable system [GK], [FM14]. The phase space of this system is X-cluster variety XQ with the
Poisson bracket defined by the quiver Q. The group GQ of discrete automorphisms acts on XQ, pre-
serving the integrals of motion of the cluster integrable system. After deautonomization the action
GQ leads to q-difference equations, which are equations of q-isomonodromic deformations. Finally,
these equations can be explicitly solved using Nekrasov functions of 5d supersymmetric gauge theory
or topological strings amplitudes for the toric Calabi-Yau CY∆. The Seiberg-Witten curve for corre-
sponding supersymmetric gauge theory and corresponding toric Calabi-Yau manifold are constructed
from the same Newton polygon ∆.
The statement about solutions to the q-difference equations is in fact a generalization of the (q-
deformed) Isomonodromy/CFT correspondence [GIL12], [G]. Moreover, it has been recently proposed
in [BGM] that after quantization of the Poisson variety XQ the corresponding quantum q-difference
equations are solved using the refined topological strings partition functions, depending also on multi-
plicative quantum parameter in addition to the parameter of q-deformation. In terms of the Isomon-
odromy/CFT correspondence this quantization leads to generalization for the case of arbitrary central
charge.
This proposal has been verified in [BGM] for the class of polygons ∆ with a single interior integer
point. The corresponding q-difference equations are well-known discrete Painleve´ equations [S01].
Note that in this case the Poisson bracket on XQ has rank two, and integrable system is almost trivial
(any integral of motion is function of the Hamiltonian), however the group GQ can be already very
nontrivial. In terms of combinatorics of ∆ the rank of the Poisson bracket on XQ is twice the number
of the interior integer points in ∆ (equal to the number of independent integrals of motion), while
number of commuting discrete flows (or the rank of corresponding Abelian subgroup in GQ) is related
to the number B of the integer points on the border of ∆ (literarly equals to B − 3).
In this paper we consider the “opposite” case where polygon ∆ has only four integer points on the
border, then GQ contains only rank one integer lattice. Generator of this lattice shifts Casimir variable
z 7→ qz. Moreover, we restrict ourselves to the subclass of polygons, when all interior integer points
in ∆ belong to the same line, and denote the number of such interior points by N − 1. The spectral
curves corresponding to such Newton polygons are always hyperelliptic. We classify the corresponding
Newton polygons in Theorem 2.3: they belong either to Y N,k, with 0 ≤ k ≤ N , or to L1,2N−1,2
families (here in notations we follow [FHKVW], [FHMSVW]). Integrable systems, corresponding to
(N,0)
(0,-1)
(0,0)
(N-k,1)
N=6, k=2
(N-1,0)
(0,-1)(-1,-1)
(0,1)
N=6
Figure 1: Examples of Y N,k polygon for N = 6, k = 2 and L1,2N−1,2 with N = 6.
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Y N,k polygons, were studied e.g. in [BT], [EFS]. In the case of Y N,0 it is standard affine relativistic
Toda chain with N particles (see details e.g. in [M13]), for other Y N,k they can be viewed as different
affinizations of the same open Toda chain.
Below we show that deautonomization of discrete flows of these integrable systems can be written
in a form of bilinear Hirota equations. For Y N,k-case these equations are
τ(n,m+1)τ(n,m−1) = τ2(n,m) + z
1/N
0 q
kn−Nm
N2 τ(n+1,m)τ(n−1,m) (1.1)
with the boundary conditions τ(n+k,m+N) = τ(n,m). One can also rewrite equations (1.1) as difference
equations in the variable z = z0q
kn−Nm
N
τj (qz) τj
(
q−1z
)
= τj(z)
2 + z1/Nτj+1
(
qk/Nz
)
τj−1
(
q−k/Nz
)
, (1.2)
on N tau-functions {τj(z)|j ∈ Z/NZ}. Similar difference equation is derived for the case of L1,2N−1,2.
We propose generic solution of the difference equations (1.2) in Conjecture 3.1. The result is
given in terms of topological string amplitudes for the Y N,k geometry, which in this case are equal
to Nekrasov partition functions for 5d pure SU(N) supersymmetric gauge theory with Chern-Simons
term at level k, [IKP], [EK], [Tac]. Substituting our solution into equations (1.2) reduces them to
bilinear relations on Nekrasov partition functions, similar to the blow-up equations of [GNY] (but for
another geometry — blow-up of C2/Z2).
We also present solution of the autonomous version of the equations (1.1), and their analog for the
L1,2N−1,2 geometry, for q = 1. The corresponding tau functions are essentially given by the Riemann
theta-functions on the Jacobians of hyperelliptic curves with the Newton polygons Y N,k: then bilinear
relations (1.1) reduce to the Fay identity. We conclude our discussion with some remarks about 4d
limit and present few comments about quantization.
2 Cluster integrable systems and Toda chains
2.1 Newton polygons
For a convex lattice polygon ∆ in R2 (with all vertices in Z2 ⊂ R2), one can write the Laurent
polynomial f∆(λ, µ), so that equation
f∆(λ, µ) =
∑
(a,b)∈∆
λaµbfa,b = 0. (2.1)
defines a plane (noncompact) spectral curve in C××C×. Polygons related by the action of SA(2,Z) =
SL(2,Z)n Z2 lead to the same integrable systems.
Definition 2.1. By the Toda family curves we call the curves (2.1) that are hyperelliptic, and their
Newton polygons have 4 boundary integer points.
It turns out that all such curves can be classified. First, it is well-known that there are only three
N = 2 Toda family curves with a single internal point (see 4a, 4b, 4c in [BGM]). Here we present
classification for generic N > 2 case.
Lemma 2.1. All internal points of the Newton polygon ∆ for a hyperelliptic curve belong to a single
straight line.
Proof. Suppose that there are three points inside the Newton polygon ∆ with the coordinates (a, b), (a+
1, b), (a, b+ 1) 1. Then the ratios of corresponding holomorphic 1-forms dva,b =
λa−1µb−1dµ
∂f∆/∂λ
dv(a+1,b)
dv(a,b)
= λ,
dv(a,b+1)
dv(a,b)
= µ (2.2)
1Or some SL(2,Z) image of this triple.
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give just two coordinate functions (λ, µ). It means that the canonical map: C → P (H1,0(C,C)) is
non-degenerate, what contradicts to the well-known fact that canonical map is degenerate iff the curve
is hyperelliptic.
Lemma 2.2. All points of the Newton polygon ∆ of Toda family curve can be placed on three consec-
utive horizontal lines.
Proof. Using the action of SA(2,Z) one can move all internal integer points to (1, 0) . . . (N − 1, 0).
Assume that there is at least one point with coordinates (a, 2) in ∆. Then the triangle with the
vertices {(a, 2), (1, 0), (2, 0)} belongs to ∆, this triangle contains integer boundary point (a+12 , 1) or
(a+22 , 1), depending of parity of a. This point should be internal since (1, 0) and (2, 0) are internal,
and this contradicts to Lemma 2.1. Therefore all points of ∆ belong to three horizontal lines with
y = 1, y = 0 and y = −1.
Sometimes, for convenience, we rotate a polygon from the Toda family, so that it lie on three
consecutive vertical lines.
Theorem 2.3. The Newton polygon of a Toda family curve is SA(2,Z) equivalent to one of the
following polygons:
Y N,k = {(0, 0), (0,−1), (N − k, 1), (N, 0)}, k = 0, . . . , N
L1,2N−1,2 = {(−1,−1), (0,−1), (0, 1), (N − 1, 0)}. (2.3)
Here we specify a convex polygon by listing its boundary integer points.
Proof. Notice first that since all four boundary integer points should be placed on three lines, two of
them necessarily belong to the same line. If this line is the line of internal integer points, then two
remaining points should lie above and below — this leads to the Y N,k class. If this is the bottom (or
top) line, the distance between these two points should be unit, just to avoid extra boundary points,
and this leads to the L1,2N−1,2 class.
According to [GK], [FM14] any convex Newton polygon ∆ defines a cluster integrable system on
a Poisson X-cluster variety X of dimension dimX = 2S, where S is an area of the polygon ∆. The
Poisson structure can be encoded by the quiver (oriented graph) Q with 2S vertices and antisymmetric
exchange matrix , where ij equals to the number of arrows from i-th to j-th vertex ofQminus number
of arrows from j-th to i-th vertex of Q.
Below we construct these quivers for all Newton polygons of the Toda family curves, following the
general algorithm of [GK], i.e. for each polygon we present a Thurston diagram, a bipartite graph on
torus, and a quiver.
2.2 Thurston diagram and quivers for Y N,k systems
According to the Goncharov-Kenyon algorithm, one starts with orienting all boundaries of the Newton
polygon counterclockwise and considering them as closed loops on torus R2/Z2. Then one has to
deform these loops to certain smooth curves in order to get only triple intersections with alternating
orientations of the incoming curves.
Lemma 2.4. The Thurston diagram on torus for Y N,k polygon can be given by N0 type 0 blocks, N1
type I blocks and N−1 type −I blocks from Fig. 2, where N = N0 +N1 +N−1, k = N1 −N−1. Heights
of these blocks equal to 1, whereas their widths equal to 1/N . The order of blocks can be arbitrary.
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(0,N)
(1,0)
(0,0)
(-1,N-k)
N=6, k=2
Figure 2: Newton polygon and building blocks for the Thurston diagrams: type 0, I and −I blocks.
Proof. First let us list the homology classes of closed cycles (see Fig. 2):
CN,k = {(−1, N), (−1,−k), (1, k −N), (1, 0)} (2.4)
and compare them with homology classes corresponding to the building blocks, c0, cI and c−I:
c0 = {(− 1
N
, 1), (− 1
N
, 0), (
1
N
,−1), ( 1
N
, 0)} ,
cI = {(− 1
N
, 1), (− 1
N
,−1), ( 1
N
, 0), (
1
N
, 0)} ,
c−I = {(− 1
N
, 1), (− 1
N
, 1), (
1
N
,−2), ( 1
N
, 0)} .
(2.5)
One obviously gets N0c
0 +N1c
I +N−1c−I = CN,k. Since each of the blocks satisfies all requirements
to the Thurston diagrams it is enough to check this equality in homologies.
Remark 2.2. If N−1 > N1, one gets the Thurston diagram for Y N,k with negative k. But polygon
Y N,k is SA(2,Z) equivalent to Y N,−k, therefore we restrict ourselves below to the case of non-negative
k.
N=6, k=2
Figure 3: Example of Thurston diagram for (N, k) = (6, 2). Notice that interested reader can download
the source file from arXiv and get more examples just modifying the definitions of the variables \N
and \k in the TikZ code.
The next step is to construct a bipartite graph. It can be drawn in the following way: the white
vertices are placed in the white-colored faces (with the clockwise orientation), the black vertices are
placed in the triple intersections, and the edges are drawn between the neighboring white and black
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vertices (belonging to the same white face). After the graph is drawn one may erase the valence two
vertices and shrink corresponding edges.
As well as Thurston diagrams, the bipartite graphs can be constructed from the building blocks
from Fig. 2: one example of gluing is shown in Fig. 3. The gluing rules are more transparently shown
at Fig. 4, where the Thurston diagrams are omitted, but instead the faces are shown — together with
the arrows of the quiver and labels “×” or “+”. The arrows encode Poisson structure for the cluster
variables attached to faces of bipartite graph on torus. The corresponding quiver is constructed in the
following way: one draws n arrows clockwise around valence n black vertices and then counts the total
number of arrows connecting all pairs of different faces. The labels “×” or “+” are put for correct
gluing, giving rise to a bipartite graph — one should just connect the labels of the same type.
Figure 4: Building blocks for the bipartite graph: type 0, type I and type −I.
Consider now Fig. 5 with the building blocks for the Poisson quiver, taken from Fig. 4. It will be
convenient below to draw vertices in the lattice Z2 ⊂ R2, such that four vertices of block 0 form a
square, while four vertices for the blocks I and −I in Fig. 5 form parallelograms. Then sequence of N
blocks on a torus that we need belongs to a strip of (horizontal) size N , and we extend it to infinite
N -periodic sequence on a whole plane. Both sets of “+” (top) and “×” (bottom) vertices of a quiver
form a path with the steps (1, 0), (1, 1) and (1,−1), sometimes called grand Motzkin path. Since
N0(1, 0) + N1(1, 1) + N−1(1,−1) = (N, k) (in notations of the Lemma 2.4), we see that the quiver
corresponding to Y N,k polygon should be periodic with the period, given by vector (N, k).
Figure 5: Building blocks for quiver: type 0, type I and type −I.
Denote by QN,k the quiver corresponding to Y N,k. This quiver is not unique and depends on
the concrete choice of the numbers N0, N1, N−1 and order of the blocks. Our construction can be
summarizes in the following:
Lemma 2.5. The vertices of the quiver QN,k form a polyline strip on the lattice Z2 with heigth 1 and
period (N, k). This strip consist of the blocks presented at Fig. 5.
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Note that the same bipartite graphs on torus and quivers, corresponding to Y N,k polygons, were
obtained in [FHKVW] by different method.
Remark 2.3. In the approach of [FM14] the Poisson X-cluster varieties are realized as double Bruhat
cells in the loop group ŜL(M). The corresponding cells are labeled by elements of co-extedned double
affine Weyl group (Z/MZ) n ŴM × ŴM . It appears that X-cluster Poisson varieties, corresponding
to quivers given in Lemma 2.5, can be realized in the loop group ŜL(2), so below we consider only
the case M = 2. This goes back to Faddeev-Takhtajan approach to the Toda chains [FT]. Another
natural choice would be M = N .
As in [FM14], we denote by s0, s1, s0, s1 the generators of Ŵ2 × Ŵ2, and by Λ — the generator of
Z/2Z with relations
sisj = sjsi, Λsi = si+1Λ, Λsi = si+1Λ, Λ
2 = s2i = s
2
i
= 1 . (2.6)
There is a straightforward way to reconstruct X-cluster Poisson variety from an element of the co-
extended double affine Weyl group. The vertices of corresponding quiver are drawn on two parallel
lines on cylinder. To each generator si one assigns a triangle as at Fig. 6, while the generator Λ
corresponds to the entanglement of the lines.
s0 s0¯ s1 s1¯ Λ
s0s1¯ s0¯s1 s0s1 s0¯s1¯ s1s0 s1¯s0¯
Figure 6: Blocks for construction of quiver from the element of co-extended double affine Weyl group.
One finds from Fig. 6 that the products s0s1 and s0s1 correspond to the type 0 block by clear gluing
rules, the products s0s1 and s1s0 correspond to the block I, while the products s0s1 and s0s1 correspond
to the block −I (see Fig. 5). Therefore the reduced word u ∈ (Z/2Z) n Ŵ2 × Ŵ2, corresponding to
QN,k, consists of product of 2N reflections s ∈ Ŵ2, and, in the case of odd N + k, an extra Λ. The
total number of the generators s0, s0 equals to the number of generators s1, s1 and is given by N ,
while the total number of the generators s0, s1 equals to N + k. For example, k = 0 relativistic Toda
chain 2 corresponds to the word u = (s0s0s1s1)
bN/2c(s0s0Λ)
2{N/2} ∈ (Z/2Z)n Ŵ2 × Ŵ2, while for the
k = N case one finds u = (s0s1)
N ∈ Ŵ2 × Ŵ2.
2.3 Quiver mutations
One has a freedom in choosing numbers N0, N1, N−1 and order of blocks in the Lemma 2.4. This
freedom remains in the subsequent constructions of bipartite graphs and quivers, but as proven in [GK],
the resulting cluster variety X does not depend on this choice. Thurston diagrams, corresponding to
different choices, are related by Thurston moves; corresponding bipartite graphs are related by spider
moves 3 and contractions of two-valent vertices (we recall the definition of the Thurston moves at Fig. 7,
and the spider moves and contractions of bipartite graphs at Fig. 8), whereas the corresponding quivers
are related by mutations.
2Alternatively it can be always realized on a Poisson submanifold in affine ŜL(N) being defined by the “double-
Coxeter” word u = s0s0s1s1 . . . sN−1sN−1 ∈ ŴN × ŴN , see e.g. [M13].
3also referred as “square moves” or “urban renewal”
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Remark 2.4. Since there are three types of blocks, one gets 3N quivers (for a given N), to be
compared with 3N open relativistic Toda chains that appeared in [GSV], see [FT17, Sect. 11.7] and
[GT] for the quantum case. Note that in the case of open Toda chains their integrals of motion are
in fact equivalent by certain rational transformations (the Ba¨cklund-Darboux transformations), see
[GSV, Theorem 6.1]. In terms of X-cluster varieties these rational transformations are compositions
of mutations. In contrast to the open Toda cases, the Y N,k integrable systems correspond to affine
Toda chains, when there is an additional parameter k, preserved under mutations. The corresponding
integrals of motion are not equivalent, for example in the expressions for two N = 3 and k = 1
Hamiltonians
H
(k=1)
1 =
1 + y1 + y1x1 + y1x1y2 + y1x1y2x2 + z
−2/3y1/31 x
4/3
1 y
2/3
2 x
2/3
2 (1 + x2)
(x1y1)2/3(x2y2)1/3
,
H
(k=1)
2 =
1 + y2 + y2x2 + y2x2y1 + y2x2y1x1 + z
−2/3y1/31 x
4/3
1 y
2/3
2 x
5/3
2
(x1y1)1/3(x2y2)2/3
(2.7)
one can easily find the difference in the “affine” (z-dependent) terms with the usual N = 3 and k = 0
relativistic Toda expressions
H
(k=0)
1 =
1 + y1 + y1x1 + y1x1y2 + y1x1y2x2 + z
−1x1x2
(x1y1)2/3(x2y2)1/3
,
H
(k=0)
2 =
1 + y2 + y2x2 + y2x2y1 + y2x2y1x1 + z
−1x1x2
(x1y1)1/3(x2y2)2/3
(2.8)
Both pairs are in the involution {H(k)1 , H(k)2 } = 0 w.r.t. the standard Poisson bracket, where the only
nontrivial relations are {yi, xj} = Cijyixj for i, j = 1, . . . , 2. Here Cij is the Cartan matrix for SL(3),
the only nontrivial Casimir is denoted by z.
←→ ←→
Figure 7: Grey and white Thurston moves.
←→ ←→
←→
←→
Figure 8: Spider moves and contraction of the edges.
Mutation of the quiver Q is defined as follows. Let ij be the number of arrows from i-th to j-th
vertex (ji = −ij) of Q. The mutation at the vertex j acts as
µj : ik 7→ −ik, if i = j or k = j, ik 7→ ik + ij |jk|+ jk|ij |
2
otherwise. (2.9)
Lemma 2.6. Mutations can transform the sequences of blocks as follows: (0, 0)↔ (−I, I); (I,−I)↔
(0, 0); (0,−I)↔ (−I, 0); (I, 0)↔ (0, I).
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Proof. We just present the corresponding transformations of quivers at Fig. 9, where the circles mark
the vertices, where mutation is performed 4. Note that after mutation we change the marks of the
vertices such that label + is above × on each vertical line.
←→
. . . . . . . . . . . .
←→
. . . . . . . . . . . .
←→
. . .
. . .
. . .
. . .
←→
. . .
. . .
. . .
. . .
Figure 9: Mutations.
Two remarks are now in order. First, note that mutations at Fig. 9 move the corresponding vertex
of a quiver to another integer point on the same vertical line. Clearly, using such moves one can
transform any sequence of 0, I,−I blocks to any other sequence with the same N = N0 + N1 + N−1
and k = N1 − N−1. In other words, one can transform grand Motzkin path of any shape to path of
any other shape (but with the same N, k).
Second, generally speaking, not any mutation of a quiver corresponds to spider move of a bipartite
graph (or Thurston move of corresponding Thurston diagram), but one can find such moves corre-
sponding to the mutations from Fig. 9. For example, the moves corresponding to (0, 0)↔ (−I, I) and
(0,−I) ↔ (−I, 0) mutations are given in Fig. 10.
−→ −→
−→ −→ −→
Figure 10: Moves of the dimer lattice.
4We also notice that such quivers on the square lattice and their mutations appeared already in [DF, page 5] during
the study of similar integrable system.
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2.4 X-cluster variety and Y -system
The Poisson bracket on X-cluster variety is defined in terms of X-cluster variables, to be denoted by
{xi}. The bracket is logarithmically constant and has the form
{xi, xj} = ijxixj (2.10)
determined by the exchange matrix of quiver. The mutations µj act on such variables by the formula
µj : xj 7→ x−1j , xi 7→ xi
(
1 + x
sgnij
j
)ij
, i 6= j (2.11)
Formulas (2.11) and (2.9) define simultaneous transformation of {xi} and ij that preserves the form
of the bracket (2.10).
From now on assume first that 0 ≤ k < N , the case k = N will be discussed separately in Sect. 2.7
below. We draw quivers QN,k in the plane R2, and it is natural to assign X-variables to the integer
points (n,m) ∈ Z2 ⊂ R2. However, since each point can belong to several grand Motzkin paths
(equivalently, to different quivers), one can assign to this point several different X-variables. We
describe this correspondence below.
First, we consider {x(n,m)} corresponding to integer points (n,m) ∈ Z2 subject to relations of a
sort of a Y-system
x(n,m+1)x(n,m−1)
x2(n,m)
=
(1 + x(n+1,m))(1 + x(n−1,m))
(1 + x(n,m))2
(2.12)
with the boundary conditions
x(n,m) = x(n+N,m+k). (2.13)
As initial data one can take x(n,m) in all points of the polyline strip from Lemma 2.5 (with periodicity
(2.13)), and then uniquely determine x(n,m) for all integer points of the plane, using equation (2.12).
Here we actually use the restriction 0 ≤ k < N — in such case there is always at least one of the
following consecutive block’s sequences (0, 0), (I,−I), (0,−I) or (I, 0). Therefore, using a mutation
from Fig. 9, we can determine one x(n,m) below the polyline strip, and then continue inductively.
Analogously, one can always recover x(n,m) above the initial polyline strip.
Now, for any given polyline strip we define at each integer point (n,m) of this strip the correspond-
ing cluster variable x∗∗∗(n,m) by the following rule (which depends both on the shape of the polyline and
+ or × type of the point):
• x+00(n,m) = x(n,m) if the polyline has the form or or or .
• x+10(n,m) =
x(n,m)
1 + x(n−1,m+1)
if the polyline has the form or .
• x+01(n,m) =
x(n,m)
1 + x(n+1,m+1)
if the polyline has the form or .
• x+11(n,m) =
x(n,m)
(1 + x(n−1,m+1))(1 + x(n+1,m+1))
if the polyline has the form .
• x×00(n,m) =
1
x(n,m+2)
if the polyline has the form or or or .
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• x×10(n,m) =
1 + x(n−1,m+1)
x(n,m+2)
if the polyline has the form or .
• x×01(n,m) =
1 + x(n+1,m+1)
x(n,m+2)
if the polyline has the form or .
• x×11(n,m) =
(1 + x(n−1,m+1))(1 + x(n+1,m+1))
x(n,m+2)
if the polyline has the form .
All these expressions can be actually written uniformly as
x+αβ(n,m) =
x(n,m)
(1 + x(n−1,m+1))α(1 + x(n+1,m+1))β
, x×αβ(n,m) =
(1 + x(n−1,m+1))α(1 + x(n+1,m+1))β
x(n,m+2)
.
(2.14)
Theorem 2.7. If a quiver QN,k is transformed to Q˜N,k by mutation from Fig. 9, the corresponding
cluster variables x∗∗∗(n,m) defined by above rule transform into cluster variables x˜
∗∗∗
(n,m).
Proof. The proof just follows from the case by case direct check of the collection of relations, that
should be satisfied by x∗∗∗(n,m) in order to obey conditions of the theorem:
x+∗0(n,m) = x
+∗1
(n,m)(1 + x(n+1,m+1)), x
+0∗
(n,m) = x
+1∗
(n,m)(1 + x(n−1,m+1)),
x×∗1(n,m) = x
×∗0
(n,m)(1 + x(n+1,m+1)), x
×1∗
(n,m) = x
×0∗
(n,m)(1 + x(n−1,m+1)),
x+αβ(n,m) = x
×α′β′
(n,m) (1 + x
−1
(n,m))
−2,
(2.15)
where α+ α′ = β + β′ = 1. Indeed, these relations immediately follow from (2.14) and (2.12).
2.5 Hirota equation from cluster mutations
Here and below we denote ln,m = kn−Nm, this linear function is invariant under our periodic shift
(n,m)→ (n+N,m+ k).
Lemma 2.8. Let τ(n,m) satisfy the non-autonomous version of discrete Hirota bilinear equation
τ(n,m+1)τ(n,m−1) = τ2(n,m) + z
1/N
0 q
ln,m/N2τ(n+1,m)τ(n−1,m) , (2.16)
together with the boundary condtitons τ(n,m) = τ(n+N,m+k). Then x(n,m) defined by
x(n,m) = z
1/N
0 q
(ln,m+N)/N2τ(n−1,m−1)τ(n+1,m−1)τ−2(n,m−1) (2.17)
satisfy (2.12) and (2.13).
Proof. The proof of the lemma is straightforward.
Let us now rederive the Hirota equations (2.16) from the mutations rules of τ -variables on A-cluster
variety. For any vertex i ∈ Q of a quiver assign the variable τi, so that mutation µj at j-th vertex has
the form
µj : τj 7→
∏
ij>0
τ
ij
i +
∏
ij<0
τ
−ij
i
τj
, τi 7→ τi, i 6= j (2.18)
again being supplemented by transformation (2.9) of a quiver. Note that the formula (2.18) is the
simplest, coefficient free, case of mutation. For inclusion of coefficients see the formula (2.24) below.
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When quivers QN,k are drawn on the plane, it becomes natural to assign τ -variables to all integer
points (n,m) ∈ Z2 ⊂ R2. Let us immediately point out, that since the A-cluster mutation (2.18)
changes only the variable at mutation vertex (in contrast to (2.11), all variables in other vertices
remain intact), the variables τ(n,m) will be uniquely determined by (2.16), not depending on the shape
of the polyline strip (in contrast to multiple choices for x∗∗∗(n,m)).
These τ -variables can be constructed as follows: for a quiver QN,k, described in Lemma 2.5 and
drawn on a plane, we assign first the variables τ(n,m) to the integer points (n,m) in the polyline strip
(taking into account periodicity). For any choice of QN,k (with 0 ≤ k < N) one can always make one
of the mutations from Fig. 9, like we already discussed above in the construction for the X-variables.
There is always a mutation from Fig. 9, which moves a vertex in the middle down, and at least one
mutation moves the vertex up.
Consider mutation at the point (n,m+ 1), which moves a vertex down, then new polyline strip is
obtained by removing the point (n,m + 1) and adding the point (n,m − 1). For any mutation from
Fig. 9 new τ -variable is given by
τ(n,m−1) = µ(n,m+1)(τ(n,m+1)) =
τ2(n,m) + τ(n+1,m)τ(n−1,m)
τ(n,m+1)
. (2.19)
Performing these mutations one assigns τ -variables to each integer point of the plane. Since equation
(2.19) does not depend on the concrete type of the mutation, such assignment is unambiguously
determined. In other words, we obtain in such a way the solutions of the Hirota type bilinear equation
(see e.g. review [Z] and references therein)
τ(n,m+1)τ(n,m−1) = τ2(n,m) + τ(n+1,m)τ(n−1,m) (2.20)
with the periodicity condition
τ(n+N,m+k) = τ(n,m) . (2.21)
The values of τ -variables on initial polyline strip correspond to the initial conditions for the discrete
Hirota equation (2.20).
Hence, we have obtained equation (2.20), which is a special case of (2.16) with constant coefficients,
or q = z0 = 1. In this simplest case the relation between the τ -variables and x-variables, satisfying
(2.12), is given by xi =
∏
j τ
ji
j , which together with formula for mutations (2.18) reproduces the
mutation rules (2.11). Consider however the Casimir or central elements of the Poisson algebra (2.10):
it is easy to see that they correspond to the kernel of matrix . Expressing them by xi =
∏
j τ
ji
j
through the τ -variables, one gets very restricted values of the Casimirs (e.g. for the monomial ones
— just unities), i.e. we obtain a very special symplectic leaf in the Poisson X-cluster variety.
In order to consider generic situation one should modify the relation between x- and τ -variables
into xi = yi
∏
j τ
ji
j by introducing coefficients {yi} 5. In our case for the exchange matrix we have
corank() = 2, therefore the bracket (2.10) has two independent Casimir functions, which can be
chosen as
q =
∏
x∗∗∗(n,m) =
∏
y∗∗∗(n,m) , z =
∏(
x∗∗∗(n,m)
)ln,m
=
∏(
y∗∗∗(n,m)
)ln,m
. (2.22)
The product here is taken over the vertices in a fundamental domain (under (N, k)-translation) of the
polyline strip. Without coefficients these Casimirs turn into unities. It is therefore natural to express
the coefficients {yi} through two Casimir variables.
One can start with generic coefficients {yi} in the tropical semifield [FZ]: y(n,m) ∈ Trop(z0, q),
where the tropical operations on Trop(z0, q) are
za0q
b  zc0qd = za+c0 qb+d , za0qb ⊕ zc0qd = zmin(a,c)0 qmin(b,d) . (2.23)
5Or, equivalently, by adding frozen vertices, corresponding to the Casimirs, to a quiver.
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In this case mutations (2.18) are modified by coefficients
µj(τj) =
yj
∏
ij>0
τi +
∏
ij<0
τi
(1⊕ yj)τj , µj(τi) = τi, i 6= j ,
µj(yj) = y
−1
j , µj(yi) = yi(1⊕ ysgnijj )ij , i 6= j ,
(2.24)
to be supplemented by mutation rules for the coefficients {yj} themselves, which are the same as
mutations of the x-variables (2.11), up to replacement + by tropical ⊕ from (2.23). The coefficient’s
assignment should be consistent with tropical version of (2.12).
Set, for example y(n,m) = z
1/N
0 q
(ln,m+N)/N2 , then in the region ln,m > 0 we have an obvious equality
y(n,m+1)y(n,m−1)
y2(n,m)
=
(1⊕ y(n+1,m))(1⊕ y(n−1,m))
(1⊕ y(n,m))2
. (2.25)
Due to tropical addition (2.23) the corresponding y∗∗∗(n,m) depend only on the vertex type, and do not
depend on the shape of the polyline strip, i.e.
y+∗∗(n,m) = z
1/N
0 q
(ln,m+N)/N2 , y×∗∗(n,m) = z
−1/N
0 q
(−ln,m+N)/N2 . (2.26)
For a mutation from (2.24) one now gets
τ(n,m−1) = µ(n,m+1)
(
τ(n,m+1)
)
=
τ2(n,m) + z
1/N
0 q
ln,m/N2τ(n+1,m)τ(n−1,m)
τ(n,m+1)
, (2.27)
and in this way we obtain the generic Hirota equation (2.16) from cluster mutations.
Remark 2.5. Strictly speaking, we have obtained equation (2.27) only in the region ln,m > 0. Cer-
tainly, this asymmetry comes from the tropical summation ⊕ in (2.23). However, for any given (n,m)
on can redefine z0 → z0q−c for sufficiently large c and obtain a positive q-exponent in y(n,m), then
one returns to (2.27). This can be considered as an explanation why Lemma 2.8 does not have any
restrictions on (n,m).
On the other side, one can ask what happens with the continuation of the solution y(n,m) =
z
1/N
0 q
(ln,m+N)/N2 of the equation (2.25) to the region ln,m < 0. It appears that after crossing the
line for ln,m = 0 the behaviour of the solution changes drastically. We are going to discuss this issue
elsewhere.
It is also convenient to rewrite (2.16), using the variables j = n mod N and l = ln,m = kn−Nm:
it takes the form
τj,l+Nτj,l−N = τ2j,l + z
1/N
0 q
l/N2τj+1,l+kτj−1,l−k . (2.28)
Then in the case gcd(N, k) = 1 the τ -variables actually depend only on l, since the index j is determined
by l and can be dropped. For generic case we have effectively d = gcd(N, k) auxiliary indices i ∈ Z/dZ,
for example for k = 0 one gets i ∈ Z/NZ. However, it is convenient (for anyN, k) to arrange τ -variables
into N tau-functions by the formula τj,l = τj(z0q
l/N ). Then equation (2.28) can be rewritten as a
q-difference equations in the variable z = z0q
l/N :
τj (qz) τj
(
q−1z
)
= τj(z)
2 + z1/Nτj+1
(
qk/Nz
)
τj−1
(
q−k/Nz
)
. (2.29)
Equations (2.12), (2.16) and (2.29) are the main results of Sect. 2. In Sect. 3 we present solutions
of these equations. Recall that these equation have been derived for k = 0, . . . , N − 1. It turns out
however, that in Y N,N case one gets the same equations: we derive them below in Sect. 2.7.
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N=6, k=2 N=6, k=2
Figure 11: Construction of the ”Uniform” dimer lattice.
N=6, k=2 N=6, k=2
Figure 12: Mutations of the ”Uniform” quiver.
2.6 The “Uniform” quiver
The main object in the paper [BGM] was the group GQ. For a given quiver Q this group consists of
compositions of mutations and permutations of the vertices, which preserve the quiver Q. An element
T ∈ GQ of infinite order generates a discrete flow.
As explained above, mutations correspond to changing the shape of the polyline strip (see Lemma 2.5
and Lemma 2.6), group GQ consists of the elements which transform the polyline strip to another strip
of the same shape 6. Such transformations exist for any initial shape of the polyline strip for 0 < k < N ,
but there exists “the best” (or “uniform”) shape of such strip and corresponding “uniform” quiver
QN,ku 7. For the “uniform” quiver QN,ku the discrete flow element T ∈ GQN,k can be presented as a
6Actually we have not proven that any element of GQ can be given as a composition of mutations in Fig. 9 and
permutations, but we believe that this is indeed true.
7Like the strictly horizontal shape for k = 0. This case stands a little bit aside, but one can naturally identify QN,0u
with a sequence of blocks of type 0.
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composition of d = gcd(N, k) mutations and permutation. The construction of such “uniform” QN,ku
is not used in other parts of the paper and can be viewed as a kind of elementary olympiad problem,
this construction appeared, for example, in [K].
The construction goes as follows. Draw two slanting lines of slope k/N : (x, y) ∈ {(0,  + n) +
t(N, k)|t ∈ R, n = 0, 2}, where  is a sufficiently small positive number. The integer points between
these two lines form the polyline strip of width 2, this strip can be filled by the blocks of type 0 and
I. Therefore, by Lemma 2.5 these integer points can be viewed as the vertices of the quiver of QN,ku .
The transformation T ∈ GQN,ku can be realized as a shift of the slanting lines down by gcd(N, k)/N .
During such shift each of these lines goes though d = gcd(N, k) integer points (up to (N, k) periodicity),
they are represented by circles in the figure below. The transformation of the quiver from Lemma 2.6
can be given by mutations (I, 0)↔ (0, I) in these integer points. We see that the integer points between
shifted lines form the strip of the same shape as between original ones. Therefore, the resulting quiver
coincides with QN,ku up to permutation of the vertices.
2.7 Discrete flows for Y N,N systems
The Thurston diagram, bipartite graph and quiver QN,N for the Y N,N -triangle were described in
Sect. 2.2. By Lemma 2.4 they consist of N blocks of type I. Therefore no allowed mutations from
Lemma 2.6 can be performed in this case. However, there exist rather nontrivial compositions of
mutations which preserve such quiver 8.
The polyline strip, which consist of the vertices of the quiver, can be now drawn between two lines
with unit slope, for example y = x− 1 +m+  and y = x+ 1 +m+ , where  is a small real number.
Let us label by j ∈ Z/NZ the “upper vertices” (with the coordinates (j, j+m+1)) and by j′ ∈ Z/NZ
— the “lower vertices” (with the coordinates (j, j + m)). Then discrete flow is given by the quiver
automorphism of the form
T = (13′34′4 . . . N ′N1′)(2′2) · µNµN−1 . . . µ2µ1 · µ3µ4 . . . µN . (2.30)
On a plane this automorphism of the quiver can be interpreted as a unit shift down
τ(j,j+m) = T (τ(j,j+m+1)) , τ(j,j+m−1) = T (τ(j,j+m)) , (2.31)
so that tau-functions in the “lower” vertices, which become “upper” vertices of the quiver after this
shift down, remain intact, but one gets nontrivial formulas for the “new lower” transformed tau-
functions {τ(j,j+m−1)}. As before, these formulas are equivalent to bilinear relations. As in Sect. 2.5
let us introduce N tau-functions by collecting τj,j+m = τj(q
mz0), and introduce nontrivial coefficients
{yj,m}, related with the Casimir functions; then the action of the generator T is equivalent to bilinear
equations
τj (qz) τj
(
q−1z
)
= (1− z)τj(z)2 + z1/Nτj+1 (qz) τj−1
(
q−1z
)
, j ∈ Z/NZ , z = z0qm. (2.32)
We do not present here complete (rather cumbersome) proof of (2.32), but illustrate it on the example
below. Note immediately, that in the case k = N (unlike k < N case) the bilinear relations (2.32) are
not recurrent formulas for evolution in discrete time, since they contain simultaneously τj(qz) in the
l.h.s. and τj+1(qz) in the r.h.s. As is illustrated in the example, the recurrent relations themselves are
more complicated.
Example 2.6. Consider the case Y 3,3, the action of T defined in (2.30) gives here the following
trilinear relations:
τ1(qz)τ1(q
−1z)τ2(q−1z) = τ2(q−1z)τ1(z)2 + z1/3τ3(q−1z)τ2(z)2 + z2/3τ1(q−1z)τ3(z)2 ,
τ2(qz)τ3(q
−1z)τ3(q−1z) = z2/3τ2(q−1z)τ1(z)2 + τ3(q−1z)τ2(z)2 + z1/3τ1(q−1z)τ3(z)2 ,
τ3(qz)τ3(q
−1z)τ1(q−1z) = z1/3τ2(q−1z)τ1(z)2 + z2/3τ3(q−1z)τ2(z)2 + τ1(q−1z)τ3(z)2 .
(2.33)
8Note that there are no spider moves for such bipartite graphs, since it comes out of hexagonal bi-partite lattice, see
also [ILP] where the discrete flows for arbitrary hexagonal lattices were studied.
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On the other hand the bilinear equations (2.32) form a system of three linear equations for {τj(qz)} τ1(q−1z) −z1/3τ3(q−1z) 00 τ2(q−1z) −z1/3τ1(q−1z)
−z1/3τ2(q−1z) 0 τ3(q−1z)
τ1(qz)τ2(qz)
τ3(qz)
 = (1− z)
τ1(z)2τ2(z)2
τ3(z)
2
 . (2.34)
Solving this system using Cramer’s rule one gets (2.33).
In order to relate the bilinear form (2.32) to to (2.28) we introduce new variables τˆj(z) by the
formula
τˆj(z) = (qz; q, q)∞τj(z) , (2.35)
where q-Pochhammer symbol (qz; q, q)∞ =
∏∞
i,j=0(1 − zq1+i+j) =
∏∞
n=1(1 − zqn)n (see also more
generic formula (3.1) below). Then renormalized functions τˆj(z) solve exactly (2.28), which in this
case has the form
τˆj (qz) τˆj
(
q−1z
)
= τˆj(z)
2 + z1/N τˆj+1 (qz) τˆj−1
(
q−1z
)
. (2.36)
We will also need autonomous verstion of these bilinear relations. Note, however, that for q = 1 the
substitution (2.35) is ill defined. Therefore, in order to remove the factor (1 − z) in (2.32), we use
another substitution, namely
τj,m = (1− z) 12 (m−m2)τ˜j,m , (2.37)
so that the variables τ˜j,m in the r.h.s. satisfy equation (2.16).
2.8 Discrete flows for L1,2N−1,2 systems
The algorith for the L1,2N−1,2 polygon is again the same: one constructs the Thurston diagram,
bipartite graph on torus, and the quiver. We omit here the details, since they are similar to previous
cases, and moreover, there is no clear interpretation of the intermediate stages 9. Hence, we just
present the final form of the quiver on Fig. 13.
1
2
3
4
5
6
7
8
9
10
11
12
N=6
Figure 13: Quiver for L1,2N−1,2 system.
The quiver automorphism is now given by
T = ((2N)(2N − 1) . . . 4321) · µ1 , (2.38)
and for the cluster algebra coefficients, belonging to the same semifield as before, one can take
yk = q
1
2N−1 , k 6= 1, 2N ,
y1 = z0q
n
2N−1 , y2N = z
−1
0 q
1−n
2N−1 .
(2.39)
9See also [FHMSVW], where using another method the case of generic La,b,c was discussed.
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This automorphism acts on the tau-functions as
T (τi) = τi+1, i = 1, . . . , 2N − 1,
T (τ2N ) =
τ2Nτ2 + z0q
n
2N−1 τ2N−1τ3
τ1
.
(2.40)
Defining T l(τm) = τm+l = τ(q
m+n+l
2N−1 z0) = τ
(
q
m+l
2N−1 z
)
, we get
τ
(
q
N
2N−1 z
)
τ
(
q−
N
2N−1 z
)
= τ
(
q
N−1
2N−1 z
)
τ
(
q−
N−1
2N−1 z
)
+ z · τ
(
q
N−2
2N−1 z
)
τ
(
q
2−N
2N−1 z
)
, (2.41)
the Hirota bilinear equation for this case.
Remark 2.7. It is easy to notice an accidental coincidence of two Newton polygons from different
families: L1,3,2 = Y 2,1, so there is a question about relation of corresponding difference equations. Let
us rewrite (2.41) as
τl+2τl−2 = τl+1τl−1 + z0ql/3τ2l (2.42)
and define τl = τˆ−lz
l2
8
0 q
l3
72 so that
τˆl+2τˆl−2 = z
− 3
4
0 q
9
4
lτˆl+1τˆl−1 + τˆ2l (2.43)
. After rescaling the variables z0 = zˆ
−2/3
0 , q = qˆ
1/9 we obtain
τˆl+2τˆl−2 = zˆ
1/2
0 qˆ
l/4τˆl+1τˆl−1 + τˆ2l (2.44)
which actually coincides with (2.28).
3 Solutions of Toda systems
3.1 Solutions and Nekrasov functions
In order to write the solutions let us prepare first some special functions. Recall that infinite multiple
q-deformed Pochhammer symbol is defined by
(x; t1, . . . tN )∞ =
∞∏
i1,...iN=0
(
1− x
N∏
k=1
tikk
)
= exp
(
−
∞∑
m=1
xm
m
N∏
k=1
1
1− tmk
)
. (3.1)
The product exists if all |tk| < 1, but the exponent is meaningfull in the region |tk| 6= 1, so that the
function (x; t1, . . . tN )∞, defined by the second expression, satisfies
(x; t−11 , t2, . . . , tN )∞ = (xt1; t1, t2, . . . , tN )
−1
∞ . (3.2)
By ZN,k(~u; q1, q2|z) we denote Nekrasov partition function for the 5d pure SU(N) gauge theory with
the Chern-Simons level k. Here ~u = (u1, . . . , uN ) with uj = e
Raj , q1 = e
R1 , q2 = e
R2 , where ~a is the
condensate of scalar field, 1, 2 are parameters of Ω-background, and R is the radius of 5-th compact
dimension. For SU(N) gauge group
∑
j aj = 0, and therefore
∏
j uj = 1.
The formulas for Nekrasov functions are given e.g. in [GNY] (following [IKP, Tac]), and have the
form
ZN,k(~u; q1, q2|z) = ZN,kcl (~u; q1, q2|z) · ZN1−loop(~u; q1, q2) · ZN,kinst (~u; q1, q2|z) , (3.3)
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where
ZN,kcl (~u; q1, q2|z) = exp
(
log z
∑
(log ui)
2
−2 log q1 log q2 + k
∑
(log ui)
3
−6 log q1 log q2
)
,
ZN1−loop(~u; q1, q2) =
∏
1≤i 6=j≤N
(ui/uj ; q1, q2)∞ ,
ZN,kinst (~u; q1, q2|z) =
∑
~λ
z|~λ|
∏N
i=1(Tλ(i)(ui; q1, q2))
k∏N
i,j=1 Nλ(i),λ(j)(ui/uj ; q1, q2)
,
~λ = (λ(1), . . . , λ(N)), |~λ| =
∑
|λ(i)|, |λ| =
∑
λj ,
Nλ,µ(u, q1, q2) =
∏
s∈λ
(1− uq−aµ(s)−12 q`λ(s)1 ) ·
∏
s∈µ
(1− uqaλ(s)2 q−`µ(s)−11 ) ,
Tλ(u; q1, q2) = u
|λ|q
1
2
(‖λ′‖−|λ′|)
1 q
1
2
(‖λ‖−|λ|)
2 =
∏
(i,j)∈λ
uqi−11 q
j−1
2 , ‖λ‖ =
∑
λ2j .
(3.4)
Here {λ(i)|i = 1, . . . , N} are N -tuples of partitions (or corresponding Young diagrams), λ′ denotes the
partition transposed to λ, aλ(s), lλ(s) denote the lengths of arms and legs for the box s in the Young
diagram λ 10. Below we consider only the case q1 = q, q2 = q
−1, the infinite products (x; q, q−1)∞
should be understood, using the formula in the r.h.s. of (3.1) or (3.2). The case of arbitrary q1 and
q2 corresponds to the quantum deautonomized system with the multiplicative quantum parameter
p = q1q2, see [BGM]. We are going to return to the higher-rank quantum cluster systems elsewhere.
Remark 3.1. If the Chern-Simons level is restricted to the region 0 ≤ k ≤ N , then the Nekrasov
functions ZN,k(~u; q, t|z) are equivalent to the topological string amplitudes on 3d toric Calabi-Yau,
defined by the polygons Y N,k from Fig. 1 (see also Theorem 2.3). These toric Calabi-Yau correspond
to resolved AN−1 singularity, fibered over CP1, or minimal resolution of the Y N,k singularity.
We do not discuss here the convergence of the series expansions for ZN,kinst . It has been proven for
N = 2, k = 0 (and q1 = q, q2 = q
−1) in [BS16q], this proof works for any N and k = 0, other regions
for the parameters q1, q2 were studied in [FML]. Numeric experiments suggest that Z
N,k
inst converge for
−N ≤ k ≤ N , but diverge for |k| > N .
Below we restrict ourselves to the region 0 ≤ k ≤ N , as in Sect. 2 where it comes from the fact
that for k > N the Newton polygons for Y N,k (see Fig. 1) become non-convex. Note also, that the
difference equations (2.29) for k > N have “higher order”.
We identify the root lattice of AN−1 with the set QN−1 = {(n1, . . . , nN ) ∈ ZN |
∑
i ni = 0}. The
fundamental weights are then
ωj =
(
N − j
N
, . . . ,
N − j
N︸ ︷︷ ︸
j times
,
−j
N
, . . . ,
−j
N
)
∈ QN , where 1 ≤ j ≤ N − 1, ,
(3.5)
and below we also use notation ω0 = 0. For any ~Λ = (Λ1, . . . ,ΛN ) denote s
Λ = sΛ11 · . . . · sΛNN and q~Λ =
(qΛ1 , . . . , qΛN ). If
∑
j Λj = 0, then s
Λ is invariant under the symmetry (s1, . . . , sn) → (ts1, . . . , tsn),
so the actual number of dual parameters {sj} is N − 1 and coincides with the number of parameters
{uj} constrained by
∏
j uj = 1.
Define the Fourier transformed Nekrasov functions by
T N,kj (~u,~s; q|z) =
∑
~Λ∈QN−1+ωj
sΛZN,k(~uq
~Λ; q−1, q|z), j ∈ Z/NZ . (3.6)
10Our conventions for the Chern-Simons term differ from those of [GNY] by sign of the level: k here is −k in [GNY].
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Sometimes we omit ~u,~s (parameters of solution) and q (lattice step) below for brevity.
Conjecture 3.1. The functions (3.6) satisfy the bilinear relations
T N,kj (qz)T N,kj (q−1z) = T N,kj (z)2 − z1/NT N,kj+1 (qk/Nz)T N,kj−1 (q−k/Nz) . (3.7)
In other words, the Fourier transformed Nekrasov functions {T N,kj } are the tau-functions, solving
the bilinear relations (2.28) (up to redefinition z1/N ↔ −z1/N ).
We have checked this conjecture by expansion in z for many cases with N ≤ 3, this relation for
N = 2, k = 0 was already proposed in [BS16q]. Note that at the level of formal series in z the relation
(3.7) holds for any value of k, though we need them only for 0 ≤ k ≤ N , see Remark 3.1. These
relations resemble the blow-up equations, conjectured in [GNY] and proven in [NY].
Example 3.2. For N = 1 there is no sum in (3.6), and tau-functions just coincide with Nekrasov
functions themselves, having the form of the products
T 1,0(z) = Z1,0(z) = (qz; q, q)∞ =
∞∏
n=1
(1− zqn)n ,
T 1,1(z) = Z1,1(z) = 1
(−qz; q, q)∞ =
∞∏
n=1
(1 + zqn)−n ,
(3.8)
which trivially depend on omitted index j and parameters u, s. These formulas fit the bilinear equation
(3.7), which here turns into
T 1,0(qz)T 1,0(q−1z) = (1− z)T 1,0(z)2, (1 + z)T 1,1(qz)T 1,1(q−1z) = T 1,1(z)2. (3.9)
Example 3.3. Let k = 0, i.e. consider the case of standard relativistic N -particle Toda integrable
system and pure 5d SU(N) gauge theory (without Chern-Simons term). The bilinear relations (3.7)
take the form
T N,0j (qz)T N,0j (q−1z) = T N,0j (z)2 − z1/NT N,0j+1 (z)T N,0j−1 (z) . (3.10)
There is a special solution to (3.10)
T N,00 (z) = . . . = T N,0N−1(q) = (q1/Nz1/N ; q1/N , q1/N )∞ =
∞∏
n=1
(
1− z1/Nqn/N
)n
, (3.11)
basically obtained from the first expressions in (3.8) by substitution z → z1/N , q → q1/N . This solution
corresponds to the q-deformed twisted fields in the intermediate channel, see formula (3.70) below and
related discussion. In this case charge in the intermediate channel equals to ~u = (q
1−N
2N , q
3−N
2N , . . . , q
N−1
2N ).
In the opposite case k = N bilinear equations (3.7) have the form
T N,Nj (qz)T N,Nj (q−1z) = T N,Nj (z)2 − z1/NT N,Nj+1 (qz)T N,Nj−1 (q−1z) . (3.12)
These equations also have special solution
T N,N0 (z) = . . . = T N,NN−1 (q) =
1
(−q1/Nz1/N ; q1/N , q1/N )∞
=
∞∏
n=1
(
1 + z1/Nqn/N
)−n
, (3.13)
corresponding to q-deformed twist fields in the intermediate channel, see [MNTT]. Moreover, in the
case of arbitrary parameters s and special parameters u, corresponding to twist fields, relation between
the equation (3.12) and formula (3.6) was shown in the paper [Tak].
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Example 3.4. Let N = 2, k = 2. Then, since T 2,2j+1 = T 2,2j−1 it follows from (3.7) that
T 2,2j (qz)T 2,2j (q−1z) = T 2,2j (z)2 − z1/2T 2,2j+1(qz)T 2,2j+1(q−1z) =
= T 2,2j (z)2 − z1/2T 2,2j+1(z)2 + zT 2,2j (qz)T 2,2j (q−1z) .
(3.14)
This equation is actually equivalent to that of k = 0 example (3.10) for N = 2 after the substitution
T 2,0j (z) = (qz; q, q)∞T 2,2j (z) , (3.15)
which follows from relation for Nekrasov partiton functions Z2,0(z) = (qz; q, q)∞Z2,2(z). Equivalence
of the Y 2,2 and Y 2,0 geometries is certainly well-known [IKP], note also that the corresponding quivers
coincide.
Example 3.5. Let now N = 2 and k = 1, denote for brevity
T = T 2,10 (~u,~s|z), T = T 2,10 (qω1~u,~s|q1/2z) = T 2,11 (~u,~s|q1/2z), T = T 2,10 (q−ω1~u,~s|q−1/2z)
then by induction
T = T 2,11 (qω1~u,~s|qz) = T 2,10 (~u,~s|qz)
and equation (3.7) can be rewritten in the form
T T = T 2 − z1/2T T . (3.16)
This is bilinear form of the q-difference Painleve´ equations of the surface type A
(1)
7 , relation between
the Newton polygon Y 2,1] and this Painleve´ equation was proposed in [BGM]. In order to compare
with the standard form of this equation (see e.g. [S07, eq. (2.44)]), let g = z1/2T T T −2, then for the
function g one gets
gg2g = z−2(g − 1) . (3.17)
Note also, that function g is nothing but the x∗∗∗(n,m)-varible, used in Sect. 2.4.
3.2 Solutions in the autonomous limit
Let us now turn to the solutions of the autonomous versions of equations (2.16). One can certainly
derive these solutions as a q → 1 limit of generic non-autonomous solutions, given by (3.6).
The limiting procedure looks as follows (for simplicity we consider the case k = 0). Denote
 = 1 = −2, R = 1, then q = e, recall also that ui = eai and introduce similarly si = eηi/. By
[NO] we have the following limiting behavior at → 0:
logZN,0(~u; q−1, q|z) =
→0
1
2
FN,0(~a, z) + FN,01 (~a, z) + o() . (3.18)
The computation of tau-function (3.6) should be done in this case by a kind of improved saddle point
approximation for the Fourier series 11. Consider (3.6) at → 0
T N,0j (z) =
∑
~Λ∈QN−1+ωj
exp
(
(~η, ~Λ)

+
1
2
FN,0(~a+ ~Λ, z) + FN,01 (~a+ ~Λ, z) + o()
)
. (3.19)
11The same technique was applied to matrix models, when studying the breakdown of genus expansion for the multi-
cut solutions (see [BDE] for details), where the Fourier series appeared as a result of summation over the eigenvalues
filling fractions for different cuts, with analogs of {ai} being the filling fractions themselves.
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and, first, find the point ~a∗ = ~a+ ~Λ∗, where exponent has maximal value:
ηi +
∂FN,0(~a∗, z)
∂a∗i
= 0 . (3.20)
Expanding into Taylor series around this point, one gets
T N,0j (z) = exp
(
(~η,~a∗ − ~a)
2
+
1
2
FN,0(~a∗, z) + FN,01 (~a∗, z) + o()
)
×
×
∑
~Λ∈QN−1
exp
(
1
2
∂2FN,0(~a∗, z)
∂a∗i∂a∗i′
(
Λi +
ai − a∗i

+ ωj
)(
Λi′ +
ai′ − a∗i′

+ ωj
)
+ o()
)
.
(3.21)
Now we neglect o() terms and rewrite this using the Poisson summation formula. The result can be
written as a sum over dual lattice, namely the the weight lattice PN−1 = {(L1, . . . , LN ) ∈ QN |
∑
Li =
0, Li − Li−1 ∈ Z} and has the form
T N,0j (z) = exp
(
(~η,~a∗ − ~a)
2
+
1
2
FN,0(~a∗, z) + FN,01 (~a∗, z)
)
det
(
− 1
2pi
∂2FN,0(~a∗, z)
∂a∗i∂a∗i′
)−1/2
×
×
∑
~L∈PN−1
exp
(
2pi2
[
∂2FN,0(~a∗, z)
∂a∗ ⊗ ∂a∗
]−1
ii′
LiLk + 2pii
(
~a− ~a∗

+ ωj , ~L
))
.
(3.22)
Consider now the z-dependence of this tau function, and substitute z = z0q
m = z0e
m. The value a∗
defined by (3.20) becomes dependent on m (we keep ~η constant) and one gets
(a∗i′(m)− a∗i′(0))∂
2FN,0(~a∗, z)
∂a∗i′∂a∗i
= −mz0∂
2FN,0(~a∗, z)
∂z0∂a∗i
. (3.23)
This can be rewritten as ~a∗(m) = ~a∗(0) + mU for certain U ∈ CN defined by (3.23). Introducing also
Z ∈ CN as Z = ~a− ~a∗(0) we get finally
T N,0j (z0qm) = (. . .) · eβN
2m2 ·
∑
~L∈PN−1
exp
(
2pi2
[
∂2FN,0(~a∗, z)
∂a∗ ⊗ ∂a∗
]−1
ii′
LiLi′ + 2pii
(
Z + jω1 +mU, ~L
))
,
(3.24)
where β is a certain combination of F derivatives, and we omit the exponent of linear in m function,
which can be removed by gauge transformation, see (3.30) below. Here we also used ~ωj− j~ω1 ∈ QN−1.
Therefore, basically we get a theta-function on Jacobian of genus g = N − 1 curve. Moduli of
this curve are locally parameterized by z and the vector ~η which can be identified with “dual Seiberg-
Witten periods” ~aD. The period matrix is equal to
∂2FN,0(~a∗, z)
∂a∗i∂a∗i′
, this matrix coincides with period
matrix of the curve with the Newton polygon Y N,0 (see review [M99] and references therein). Such
curves are spectral curves CN,0 of N -particle relativistic Toda chain. The vector in Jacobian J(CN,0)
depends linearly on j and m.
We postpone general discussion of this issue, which should be valid for the limit of topological
string partition function, constructed for any convex Newton polygon. We believe that solutions of
autonomous discrete flows for any Newton polygon ∆ can be given in terms of the theta functions,
see [Fo]. Here we just present explicit solutions for all our Toda family curves, using the Fay trisecant
identity.
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3.2.1 Hirota bilinear equation
As we have seen in Sect. 2, any discrete integrable system of the Toda family can be obtained as a
reduction of Hirota difference equation (see e.g. [Z])
Tn,m+1,pTn,m−1,p = B · Tn,m,p+1Tn,m,p−1 + C · Tn+1,m,pTn−1,m,p . (3.25)
It is well-known that Hirota equations can be solved using the Fay trisecant identity [Fa, eq (45)]:
E(x˜, v˜)E(u˜, y˜)Θ
(
Z + A˜(x˜)− A˜(u˜)
)
Θ
(
Z + A˜(y˜)− A˜(v˜)
)
=
=E(x˜, y˜)E(u˜, v˜)Θ (Z) Θ
(
Z + A˜(x˜) + A˜(y˜)− A˜(u˜)− A˜(v˜)
)
+
+E(x˜, u˜)E(v˜, y˜)Θ
(
Z + A˜(x˜)− A˜(v˜)
)
Θ
(
Z + A˜(y˜)− A˜(u˜)
)
,
(3.26)
where x˜, y˜, u˜, v˜ ∈ C˜ are four points on a universal cover of a curve C of genus g, E(x˜, y˜) is the Prime
form, A : C 7→ J(C) is the Abel map, A˜ : C˜ 7→ Cg its cover, Θ is theta function corresponding to C, and
Z is an arbitrary vector in Cg. Using (3.26) one can write down general solution of (3.25) in terms of
theta-functions:
Tn,m,p = Θ (Z + nV +mU + pW ) , (3.27)
where we have for three g-dimensional vectors
2U = A˜(x˜)− A˜(y˜)− A˜(u˜) + A˜(v˜) ,
2V = A˜(x˜)− A˜(y˜) + A˜(u˜)− A˜(v˜) ,
2W = A˜(x˜) + A˜(y˜)− A˜(u˜)− A˜(v˜) ,
(3.28)
and
B =
E(x˜, y˜)E(u˜, v˜)
E(x˜, v˜)E(u˜, y˜)
, C =
E(x˜, u˜)E(v˜, y˜)
E(x˜, v˜)E(u˜, y˜)
. (3.29)
for the coefficients in (3.25).
Moreover, equations (3.25) are invariant under the “gauge transformation” of the form
Tn,m,p 7→ Tn,m,peP (n,m,p) , (3.30)
where P (n,m, p) =
∑
0≤i,j,k≤1 Pijkn
imjpk is just a multilinear function of three discrete arguments.
Similar transformation
Tn,m,p 7→ Tn,m,peQ(n,m,p) (3.31)
with quadratic function Q(n,m, p) = αm2 +βn2 +γp2 preserves the structure of equations (3.25), but
changes the coefficients B,C, and we are going to use this freedom below.
3.2.2 Y N,k system
The autonomous version of (2.16) can be written as
τn,m+1τn,m−1 = τ2n,m + z
1/N
0 · τn+1,mτn−1,m . (3.32)
This equation does not depend on p, in order to obtain it as a reduction of (3.25) we impose
τn,m = Tn,m,p. (3.33)
According to the ansatz (3.31) this can be achieved if P (n,m, p) does not depend on p and shift by
W does not change theta function. The last condition means that W belongs to the lattice of A-
cycles, we denote this lattice as ZgA. Therefore, for the projections of x˜, y˜, u˜, v˜ on C we have a relation
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A(x)+A(y)−A(u)−A(v) = 0, which implies that there exists a function of degree two with zeroes at
x, y and two poles at u, v, so the curve C is hyperelliptic. The hyperelliptic involution σ permutes the
points from each pair: u = σ(v), y = σ(x). It is convenient to choose the base point of the Abel map
A at a branch point of C, then A(σ(w)) = −A(w) for any w ∈ C, and A(x)+A(y) = A(u)+A(v) = 0.
Then one can choose preimages x˜, y˜, u˜, v˜ ∈ C˜ such that W = 0.
To satisfy periodicity condition τn+N,m+k = τn,m (see (2.21)) it is natural to use (3.31) in the form
τn,m = e
β(nk−mN)2Θ (Z + nV +mU) (3.34)
and impose that theta function does not change under the shift by NV + kU . This means that
NV + kU ∈ ZgA, which leads together with (3.28) and W = 0 to
N
(
A˜(v˜)− A˜(x˜)
)
− k
(
A˜(v˜)− A˜(y˜)
)
∈ ZgA . (3.35)
This leads to the relation in the Jacobian
N (A(v)−A(x)) = k (A(v)−A(σ(x))) , (3.36)
recall that y = σ(x). Clearly (3.35) does not follow from (3.36), but for given x, y, u, v satisfing (3.36)
we can find basis of A- and B-cycles such that l.h.s. of (3.35) lies in the lattice of A-cycles, so we get
a periodicty condition.12
In order to get solutions to (3.32) we also choose
exp(2N2β) =
E(x˜, y˜)E(u˜, v˜)
E(x˜, v˜)E(u˜, y˜)
, z
1/N
0 =
E(x˜, u˜)E(v˜, y˜)
E(x˜, v˜)E(u˜, y˜)
exp(2β(k2 −N2)) . (3.37)
Now, to solve Hirota equations (3.32) we have to find solutions to the linear equations (3.36), using
explicit description of the hyperelliptic curves CN,k, defined by equations (2.1) with the Newton poly-
gons Y N,k, see Sect. 2.1. We will see that z0 does not depend on the choice of lifts of points x, y, u, v
to C˜N,k.
Y N,0 system. The curve CN,0 is defined by
λ−1 + µNλ+ µN + cN−1µN−1 + . . .+ c0 = 0 , (3.38)
so for the zeroes and poles of the functions λ an µ on CN,0 (for generic coefficients in this equation)
one gets:
• λ has N -th order zero at the point (λ, µ) = (0,∞), where µ→∞, λ ∼ −µ−N ;
• λ has N -th order pole at (λ, µ) = (∞, 0), where µ→ 0, λ ∼ −µ−N ;
• µ has simple zeros at the point (λ, µ) = (−c−10 , 0), and the point (λ, µ) = (∞, 0), where µ→ 0,
λ ∼ −c0µ−N ;
• µ has simple poles at the point (λ, µ) = (0,∞), where µ → ∞, λ ∼ −µ−N , and at the point
(λ, µ) = (−1,∞).
Hence, one gets for the divisors of these functions on CN,0
(λ) = N(0,∞)−N(∞, 0), (µ) = (−c−10 , 0) + (∞, 0)− (0,∞)− (−1,∞) , (3.39)
which means that for k = 0 equation (3.36) has an obvious solution
x = (0,∞), v = (∞, 0) , (3.40)
or vice versa.
12Equivalently, on can go from (3.36) to (3.35) using arbitrary choice of A- and B-cycles but generic transformation
of the form (3.31).
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Y N,k systems for 0 < k < N . The curve CN,k is defined here by
λ−1 + µN−kλ+ µN + cN−1µN−1 + . . .+ c0 = 0 (3.41)
so that for the zeroes and poles of functions λ an µ one has:
• λ has N -th order zero at the point (λ, µ) = (0,∞), where µ→∞, λ ∼ −µ−N ;
• λ has pole of order N − k at the point (∞, 0), where µ→ 0, λ ∼ −c0µk−N , and an extra pole of
order k, at the point (λ, µ) = (∞,∞), where µ→∞, λ ∼ −µk;
• µ has zeros at the points (λ, µ) = (−c−10 , 0), and (λ, µ) = (∞, 0), where now µ → 0, λ ∼
−c0µk−N ;
• µ has poles at the points (λ, µ) = (0,∞), where µ→∞, λ ∼ −µ−N , and (λ, µ) = (∞,∞), where
µ→∞, λ ∼ −µk.
Hence, for the divisors on CN,k one gets
(λ) = N(0,∞)− (N − k)(∞, 0)− k(∞,∞), (µ) = (−c−10 , 0) + (∞, 0)− (0,∞)− (∞,∞) , (3.42)
and therefore (3.36) in this case is solved by
v = (∞, 0), x = (0,∞), σ(x) = (∞,∞) , (3.43)
where the last equality follows from the fact that σ permutes two poles of µ.
Now one can also write down explicit expressions for the functions λ and µ:
λ(p) = Cλ
E(p˜, x˜)N
E(p˜, v˜)N−kE(p˜, y˜)k
, µ(p) = Cµ
E(p˜, u˜)E(p˜, v˜)
E(p˜, x˜)E(p˜, y˜)
. (3.44)
where the constants Cλ and Cµ are found, requiring near x, y, u, v:
p→ x, λµN → −1 : CλCNµ
E(x˜, v˜)kE(x˜, u˜)N
E(x˜, y˜)N+k
= −1 ,
p→ y, λµ−k → −1 : CλC−kµ
E(y˜, x˜)N+k
E(y˜, v˜)NE(y˜, u˜)k
= −1 ,
p→ u, λ = −c−10 : Cλ
E(u˜, x˜)N
E(u˜, v˜)N−kE(u˜, y˜)k
= −c−10 .
(3.45)
Solving these equations we get
c−10 = (−1)N
(E(v˜, y˜)E(x˜, u˜))
N2
k+N
(E(x˜, y˜)E(u˜, v˜))N−k(E(x˜, v˜)E(u˜, y˜))
k2
k+N
= (−1)Nz
N
k+N
0 . (3.46)
Therefore z0, which is the coefficient in the Hirota equation (3.32) is a coefficient in the spectral
curve CN,k equation. In particular z0 does not depend on the choice of the lifts x˜, y˜, u˜, v˜ of the points
x, y, u, v ∈ CN,k.
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Y N,N system. The curve CN,N is defined by
λ−1 + λ+ µN + cN−1µN−1 + . . .+ c0 = 0 , (3.47)
so that for the zeroes and poles of functions λ an µ one now has:
• λ has N -th order zero at the point (λ, µ) = (0,∞), where µ→∞, λ ∼ −µ−N ;
• λ has N -th order pole at the point (λ, µ) = (∞,∞), where µ→∞, λ ∼ −µN ;
• µ has two zeros at the points (λ, µ) = (λ±, 0), where {λ±} are two roots of quadratic equation
λ+ λ−1 + c0 = 0;
• µ has poles at the point (λ, µ) = (0,∞), where µ → ∞, λ ∼ −µ−N , and the point (λ, µ) =
(∞,∞), where µ→∞, λ ∼ −µN .
Hence, the divisors here are
(λ) = N(0,∞)−N(∞,∞), (µ) = (λ+, 0) + (λ−, 0)− (0,∞)− (∞,∞) , (3.48)
and solution of (3.36) for k = N is given by
x = (0,∞), σ(x) = (∞,∞) . (3.49)
Note that in this case there is no condition on the point v, so it can be chosen arbitrarily. In other
words, the zeroes {(λ±, 0)} of the hyperelliptic co-ordinate µ are not distinguished on CN,N , since
constant shift of µ preserves the form (3.47), but moves the zeroes to another pair of points.
Example 3.6. Consider the case Y 2,0, when equations can be solved by Jacobi theta functions on
torus with periods (pi, piτ). They satisfy the following addition formulas (we follow [WW] in notations)
θ23(0)θ3(Z + U)θ3(Z − U) = θ3(U)2θ3(Z)2 + θ21(U)θ21(Z) ,
θ23(0)θ1(Z + U)θ1(Z − U) = θ3(U)2θ1(Z)2 − θ21(U)θ23(Z) ,
(3.50)
where vectors U and Z in this g = 1 case are just C-numbers. Introducing therefore two functions,
which differ by shift Z 7→ Z + V with 2V = 0
τ0,m =
(
θ3(0)
θ3(U)
)m2
θ3(Z +mU), τ1,m = e
ipi/4
(
θ3(0)
θ3(U)
)m2
θ1(Z +mU) , (3.51)
one gets from (3.50) the solutions of the following bilinear equations (the particular versions of (3.32))
τ1,m+1τ1,m−1 = τ21,m + z
1/2τ20,m ,
τ0,m+1τ0,m−1 = τ20,m + z
1/2τ21,m
(3.52)
with the coefficient
z1/4 = e−ipi/4
θ1(U)
θ3(U)
. (3.53)
One can also find all corresponding x-variables:
x+000,m = x0,m = z
1/2
τ21,m−1
τ20,m−1
, x+001,m = x1,m = z
1/2
τ20,m−1
τ21,m−1
,
x×000,m = z
−1/2 τ
2
0,m+1
τ21,m+1
, x×001,m = z
−1/2 τ
2
1,m+1
τ20,m+1
,
x+110,m =
z1/2τ41,m
τ21,m+1τ
2
0,m−1
, x+111,m =
z1/2τ40,m
τ20,m+1τ
2
1,m−1
,
x×110,m =
τ20,m+1τ
2
1,m−1
z1/2τ41,m
, x×111,m =
τ21,m+1τ
2
0,m−1
z1/2τ40,m
.
(3.54)
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Notice that in this case the quiver contains only the vertices of types (0, 0), (I, I) and (−I,−I), and
effectively all these x-variables are expressed in terms of a single function
x0,m+1 = Gm =
(
θ1(U)
θ3(U)
θ1(Z +mU)
θ3(Z +mU)
)2
, (3.55)
which solves
Gm+1Gm−1 =
(
Gm + z
Gm + 1
)2
(3.56)
with the constant z given by (3.53). This discrete equation has an integral of motion, the Hamiltonian:
H = G1/2m (G
1/2
m−1 +G
−1/2
m−1 ) +G
−1/2
m (G
1/2
m−1 + zG
−1/2
m−1 ) , (3.57)
whose value on solution (3.55) is given by
H =
2θ3(0)
2
θ2(0)θ4(0)
θ2(U)θ4(U)
θ3(U)2
. (3.58)
3.2.3 L1,2N−1,2 system
The autonomous version of equation (2.41) can be written as
τl+Nτl−N = τl+N−1τl−N+1 + z · τl+N−2τl−N+2 , (3.59)
and to get it from (3.25) we identify three above shifts of l with three shifts of different indices of the
{τl = Tn,m,p}-variables, e.g.
τl±N = Tn,m±1,p, τl±(N−1) = Tn,m,p±1, τl±(N−2) = Tn±1,m,p . (3.60)
It is convenient then to set
Tn,m,p = e
((N−2)n+Nm+(N−1)p)2βΘ(Z + nV +mU + pW ) , (3.61)
so that (3.59), (3.26) gives for parameters β and z
e−2(2N−1)β =
E(x˜, y˜)E(u˜, v˜)
E(x˜, v˜)E(u˜, y˜)
, z =
E(x˜, u˜)E(v˜, y˜)
E(x˜, v˜)E(u˜, y˜)
e8(N−1)β , (3.62)
and identifications (3.60) due to Tn+1,m+1,p = Tn,m,p+2 and Tn−N,m+N,p = Tn,m+2,p constrain the
vectors
U + V − 2W ∈ ZgA, N(U − V )− 2U ∈ ZgA . (3.63)
In terms of four points x˜, y˜, u˜, v˜ ∈ C˜1,2N−1,2 formulas (3.28) imply
A˜(u˜) + A˜(v˜)− 2A˜(y˜) ∈ ZgA , (N − 1)
(
A˜(v˜)− A˜(u˜)
)
− A˜(x˜) + A˜(y˜) ∈ ZgA . (3.64)
These two relations can be first projected to Jacobian:
A(u) +A(v)− 2A(y) = 0 , (N − 1) (A(v)−A(u))−A(x) +A(y) = 0 . (3.65)
The first relation means that on C1,2N−1,2 there is a function of order 2, the hyperelliptic involution
σ now acts as u = σ(v), y = σ(y). We present below points that solve these equations. After this, as
before, one can choose preimages of these points in C˜ such that the l.h.s of the first relation vanishes.
Then we choose such A- and B-cycles that l.h.s. of the second relation lies in the lattice of A-cycles,
and thus solve (3.64).
Now we present solution to the linear equations (3.65) for the curve C1,2N−1,2 defined by equation
λ+ λ−1µ−1 + cλ−1 + µN−1 + . . .+ c0 = λ+ λ−1µ−1 + cλ−1 + P (µ) = 0 . (3.66)
Consider again zeroes and poles of the functions λ and µ on C1,2N−1,2:
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• λ has (N − 1)-th order zero at the point (λ, µ) = (0,∞), where µ → ∞, λ ∼ −cµ−N+1, and
simple zero at the point (λ, µ) = (0,−c−1), where λ ∼ −(µ−1 + c)/P (−c−1);
• λ has (N−1)-th order pole at the point (λ, µ) = (∞,∞), where µ→∞, λ ∼ −µN−1, and simple
pole at the point (λ, µ) = (∞, 0), where λ→∞, µ ∼ −λ−2;
• µ has second order zero at the point (λ, µ) = (∞, 0), where λ→∞, µ ∼ −λ−2;
• µ has simple poles at the point (λ, µ) = (0,∞), where µ→∞, λ ∼ −cµ−N+1, and at the point
(λ, µ) = (∞,∞), where µ→∞, λ ∼ −µN−1.
Therefore, for their divisors one gets
(λ) = (N − 1)(0,∞) + (0,−c−1)− (N − 1)(∞,∞)− (∞, 0) , (µ) = 2(∞, 0)− (0,∞)− (∞,∞) ,
(3.67)
which basically coincide with relations (3.65), being therefore solved by
v = (0,∞) , u = (∞,∞) , y = (∞, 0) , x = (0,−c−1) . (3.68)
This example completes the list of solutions of our autonomous systems.
3.3 4d limit
Let us now discuss a particular limit of our bilinear equations and their solutions. In terms of Nekrasov
functions it corresponds R→ 0, or, in other words, the limit from 5-dimensional to 4-dimensional su-
persymmetric gauge theory. In terms of q-deformed infinite-dimensional algebras this is the conformal
limit, reproducing well-known algebras of two-dimensional conformal theories with extended symme-
try. The q-difference equations in this limit turn into differential equations.
Assume that q = expR (i.e. rescale the background parameters to 1 = −2 = 1) and z = R2Nz,
then the R→ 0 limit of equation (3.7) (or, equivalently, (2.28)) acquires the form
(∂log z)
2 log τj = z
1/N τj+1τj−1
τ2j
, j ∈ Z/NZ , (3.69)
where τj(z) denotes the 4d limit of Tj(z).
The limit of the solution (3.6) is straightforward, 5d Nekrasov functions become their 4d versions,
the double Pochhammer products are replaced by the Barnes G-functions. The result is a generalization
of the Painleve´-III3 tau function [GIL13] to the higher rank case, or degeneration of the four-point
higher-rank isomonodromic tau-function from [G]. Equation (3.69) can be viewed as a Toda tau-form
of the corresponding isomonodromy deformation problem, for N = 2 case this has been described in
[BS16b].
There is a special j-independent solution of the system (3.69), in this case
τj(z) = z
N2−1
24N eN
2z1/N , (3.70)
which is a 4d limit of the solution (3.11). In terms of the definition (3.6) this solution corresponds to
all {sj = 1} and special values of the condensates {uj}, which correspond to twist field see [BS16b] for
N = 2 case, in the case of generic N the corresponding twist fields were discussed [GM], in particular
the number N
2−1
24N is the dimension of the twist field corresponding to the Coxeter element for GL(N).
Tau functions (3.70) can be also seen as (a special case of) the dual partition functions from
[NO]. Recall that the latter were defind as matrix elements of the form τ = 〈0|e 1N J1zL0sJ0e 1N J−1 |0〉
— in terms of (3.6) it corresponds already to generic values of {sj}-parameters, but still fixed {uj}-
condensates given by those of the twist fields. The relation between dual partition functions and Toda
equation was stated in [NO, eq. (5.26)]. 13
13It looks that the non-autonomous factor z1/N was missed there.
27
Recall also another form of the equation (3.69). Denote φj = log τj − log τj−1 and r = 2Nz 12N ,
then one gets the radial Toda equation
d2φn
dr2
+
1
r
dφn
dr
= eφn+1−φn − eφn−φn−1 . (3.71)
In [BGT1] the Fredholm determinant formula was proposed for the solution of equation (3.71), conjec-
turally this formula corresponds to the limit of (3.6) with {sj = 1} but generic values of the condensates
{uj}. Analogous Fredholm determinant for solution of corresponding q–difference equation with s = 1
is written in [BGT2].
3.4 Quantization and Poisson bracket
We believe that quantization of all Y N,k non-autonomous integrable systems is straightforward along
the lines, proposed in [BGM], and similar to the case Y 2,0 presented there explicitly. We postpone the
detailed discussion of this issue, but our conjecture for the solutions of the quantum cluster system
is the following: one should replace the partition functions with q1q2 = 1 by partition functions
of refined topological string theory, and supply this with extra quantization of the {uj} and {sj}
variables. Namely, the product q1q2 = p 6= 1 becomes the multiplicative quantum Planck constant 14
so that the parameters of solution ujsk = p
δjkskuj are no longer commutative. In the quasiclassical
limit one should have the statement about the Poisson bracket: {uj , sk} = δjkujsk, the traces of this
relation can be found in Sect. 3.2.
Surprisingly, but analogous quantization of the solutions in autonomous case looks more tricky.
To demonstrate it let us present the cluster Poisson bracket
{Gm, Gm−1} = 2GmGm−1 (3.72)
rewritten in terms of parameters of solution (3.55):
{τ, Z} = −2i
pi
θ2(U)θ4(U)
θ3(0)4θ3(U)2
,
{U,Z} = 1
2pi2
∂
∂y (θ2(U)θ4(U))
θ3(0)4θ3(U)2
,
{τ, U} = 0 .
(3.73)
where τ is modulus of the elliptic curve. As a byproduct of this computation one finds the Hamiltonian
flow, generated by (3.58):
{H,Z} = 2θ3(0)
2
θ2(0)θ4(0)
θ1(U)
2
θ3(U)2
. (3.74)
These brackets are highly non-linear, so the problem of solution of quantum autonomous equations
looks to be more difficult than for non-autonomous ones (see [BGM, Sect. 4] for the example of
solution of non-autonomous quantum equation).
Remark 3.7. There are also papers [HM], [FHM] where the spectra of quantum cluster integrable
systems, like relativistic Toda chain, are studied. The conjectural exact quantization conditions are
given in terms of topological strings amplitudes. It would be interesting to find a relation between
these results and our formulas like (3.6) (and their quantum analogs) for the solutions of the discrete
flow equations.
14Possibly related wth quantum gravitational anomaly, we would like to thank N. Nekrasov for pointing out this issue.
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4 Conclusion
The results of this paper strongly support the main proposal of [BGM]:
• Deautonomization of a cluster integrable system, defined by a Newton polygon ∆, leads to q-
difference equations of the Painleve´ type, generated by discrete flows, which can be treated as
sequences of quiver mutations.
• These equations have the tau-form, which usually can be written as a system of Hirota bilinear
difference equations.
• The tau-functions (solutions of the tau-form) are given by Fourier series of Nekrasov partition
functions of 5d supersymmetric gauge theory (with the Seiberg-Witten curve, determined by the
polygon ∆). Equivalently one can express tau-functions in terms of partition functions of the
topological string on 3d Calabi-Yau (also determined by the same polygon ∆).
We have now tested this conjecture on the cluster integrable systems of the Toda family. This
family corresponds to hyperelliptic curves depending on one Casimir, there is a single discrete flow
preserving Hamiltonians of the integrable system. This family corresponds to so called Y N,k and
L1,2N−1,2 geometries. The 5d supersymmetric gauge theories for Y N,k family is pure SU(N) theory
with Chern-Simons term at level k. We have presented solutions of the corresponding q-difference
equations in terms of Nekrasov functions.
Certainly many important questions remained beyond the scope of this paper. We have discussed
very briefly the autonomous limit of the solutions to q-difference equations. In principle this procedure
should work for any cluster integrable system, giving rise simultaneously to the extremal “Seiberg-
Witten” geometry of the corresponding topological string model, as well as to generic solution of a
cluster integrable system in terms of the theta-functions. Also, and perhaps the most important issue
is quantization. The results of this paper, in addition to those of [BGM], suggest that there should be
a direct procedure in the non-autonomous case, coming from straightforward quantization of a cluster
variety, and leading to the solutions in terms of refined partition functions of the topological strings,
however with many interesting subtleties in the autonomous limit. We are planning to return to these
issues elsewhere.
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