Image representation is an essential problem in image processing. The most effective image representation method is multiscale geometric analysis (MGA). However, the current representative MGA method has some shortcomings, such as the fixed division of the scale spectrum and the direction spectrum, which cannot achieve well the sparsest representation of the image; the lack of rotation invariance and translation invariance make it impossible to achieve better results in the application. In this paper, a new circular flexible MGA method is proposed to solve this problem. First, the McClellan method was used to design a circular flexible multiscale decomposition, which had translation invariance and rotation invariance due to the circular spectral shape. Moreover, the spectral division of the new multiscale decomposition method could be flexibly changed according to the image, rather than being fixed at π 2 in the traditional manner. Second, new linear phase directional filter banks were proposed to divide the direction flexibly, which had selectivity in any direction. Finally, the two steps above were combined to construct a new MGA method, which maintained translation invariance, low redundancy, and flexibility in both scale and direction, resulting in better frequency localization and more sparse representation. The results of our denoising experiment show that the method proposed in this paper not only achieves a perfect reconstruction, but also performs well in image denoising compared to other state-of-the-art MGA methods.
I. INTRODUCTION
Human visual systems (HVSs) have multiscale decomposition, time-frequency localization, and full-angle direction analysis: they also have the anisotropy of scale transformation [1] . The sensitivity of an HVS to visual information is related to spatial direction. Non-rectangular segmentation of the natural image spectrum is generally more suitable for HVS analysis [2] . After wavelet analysis [3] , [4] , the research hotspot has always been multiscale geometric analysis (MGA), which is consistent with the sparse coding characteristics of human visual perception [5] , [6] . MGA not only has multiscale and localized characteristics but also directional features and anisotropy, making it a more efficient method for sparse representation of texture and contours [7] , [8] . The representative MGA methods are The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen . curvelet [9] , contourlet [10] , dual-tree complex wavelet [11] , and shearlet [12] . In recent years, there have been many improvements in the MGA method. The nonsubsampled transform discards the low redundancy in exchange for translation invariance and has been successful in applications that do not require economic representation, such as image denoising and image enhancement. A representative method is the nonsubsampled contourlet transform (NSCT) [13] . In [14] and [15] , Shi and Liang proposed an improved nonsubsampled directional filter bank using a pseudo-polar Fourier transform (PPFT), which overcame the shortcoming of the original nonsubsampled directional filter bank (NSDFB) to which the number of directional subbands is limited to 2 n . Yan et al. [16] redesigned the NSDFB using the lifting scheme and an optimization algorithm, which greatly improved the computational efficiency of the NSCT. Also, Zhao et al. [17] designed an adaptive directional filter bank using the genetic algorithm to achieve VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ better results in image compression. A nonsubsampled shearlet transform (NSST) was constructed by Easley et al. [18] , where a nonsubsampled shearlet filter bank was used rather than an NSDFB to achieve a more sparse representation of the direction. Xu et al. [19] proposed a rippletI, it is a higher dimensional generalization of the curvelet transform and can provide a more efficient representation of edges at different scales and directions. The MGA methods are very effective in image processing, many researchers have combined it with other mathematical tools to achieve good results in practical applications. NSCT can be combined with convolutional neural networks to make innovations in image classification [20] . The Laplacian pyramid can be used in generative adversarial learning to improve the image super-resolution reconstruction algorithm [21] . In [22] , NSST and twin support vector machines are used together for image denoising. Sadreazami et.al. proposed two robust watermarking algorithms using local statistical distribution [23] and normal inverse Gaussian distribution [24] respectively in the contourlet domain. The reference [25] uses high-frequency directional bands decomposed by contourlet and response-modulated line-voting method to detect road vanishing points.
The Laplacian pyramid (LP) is a multiscale decomposition useful in MGA. The structure of LP is shown in Figure 1 . However, LP still has some drawbacks: First, LP lacks translation invariance and rotation invariance, which makes it difficult to achieve good results in image denoising, image registration, and so on. Secondly, the multiscale spectrum divisions of LP are fixed at π 2 j , where j is the scale decomposition series. Moreover, the same problem is faced by the multidirectional filter bank (DFB), whose division of direction is also fixed, and it is very easy to lose the energy distributed in the horizontal and vertical directions. The fixed spectrum partition is not suitable for all images, and the flexible decomposition can better represent the textures and contours of the image. This study proposes a new circular flexible symmetric multiscale decomposition, which can overcome the above shortcomings of LP. The study also improves on Shi et al. [14] design method of directional filter banks with arbitrary direction selectivity. The main contributions of this study can be summarized as follows:
1) The McClellan transform [26] was used to design the 2-D circular flexible multiscale filter bank. Not only does it divide the coarsest layer containing a large amount of high-frequency information into more detailed divisions, but can also obtain low-frequency subbands of different bandwidths by changing the sampling factor. At the same time, because of the circular filter shape, it also has rotational invariance and translation invariance, and reduces the aliasing. 2) The flexible directional filter bank was designed directly in the time domain. The new design improves the original method in [14] , which is computationally complex, easy to produce boundary artifacts and has no linear phase. 3) Our proposed multiscale decomposition was combined with the flexible directional filter bank to construct a new MGA method called circular flexible contourlet (CFCT). The analysis and experiments show that the CFCT satisfies the perfect reconstruction conditions, and has better performance in denoising experiments due to the flexible partitioning scheme and the circular spectrum shape. The rest of this paper is summarized as follows: Section II introduces the design steps of circular flexible multiscale filter bank and the proof of related properties. Section III illustrates the way to design the new flexible directional filter bank. Section IV constructs the new MGA method and shows the results of various experiments. Section V draws the conclusions.
II. DESIGN OF CIRCULAR FLEXIBLE SYMMETRIC MULTISCALE DECOMPOSITION A. CONSTRUCTION METHOD
In this section, the study proposes a new circular flexible symmetric multiscale decomposition. The structure of our method is shown in Figure 2 . It can be divided into two main parts: the non-subsampled part and the subsampled part. The non-subsampled part is for a more detailed division of the high-frequency spectrum. The sampling factor of the subsampled part can be selected according to different images to obtain the most suitable decomposition method. Hi 1 (ω) and Lo 1 (ω) are the filters for the coarser scale, whose cut-off frequency of Lo 1 (ω) is adjustable, from π to π 2 . Hi 2 (ω) and Lo 2 (ω) are the filters for the finer scale, whose sampling factor M is adjustable, and the cut-off frequency will also change with the sampling factor. Figure 3 shows the decomposition and reconstruction of the study's method. Hi(ω) is the high pass filter and Lo(ω) is the low pass filter. M is the sampling factor of the lowpass filter. In order to realize flexible multi-scale decomposition, M can be selected from 1 to 6. The flexible multi-scale decomposition can help us to obtain a variety of spectrum bandwidth, and find the most suitable decomposition way for different images. The design process is as follows.
First, in order to theoretically eliminate aliasing, our low-pass filter bank must satisfy Nyquist sampling conditions:
From Figure 3 , we can know that perfect reconstruction (PR) condition of the filter bank is:
Designing the filter bank that directly satisfies the above two conditions in 2-D, with PR and tight frame, and linear phase, is difficult to achieve. Therefore, the McClellan transform is used to turn the 2-D filter design issue into one dimension. The required One-dimensional two-channel filter bank can be obtained in many ways, for example, using a raised cosine function or a global optimization algorithm. Then, the McClellan transform was used to change the 1-D filter into a 2-D circular filter, which could preserve the perfect reconstruction, tight frame, and linear phase of the 1-D filter bank. An example of the designed filter banks is shown in Figure 4 .
B. THE ADVANTAGES AND PROOFS OF OUR APPROACH
The advantages of our proposed method are summarized as follows:
(1) Similarity: The receptive field of visual simple cells has five characteristics, one of which is similarity. In contourlet transform, due to the trapezoid support area of each directional subband, it is impossible to obtain the base function for different directions at the same scale by rotating the same parent function, which means that its similarity is poor. The method proposed in this paper has circular symmetry, thus the basic function of a certain subband on the same scale can be rotated to obtain the parent function for other directional subbands, thereby greatly improving the efficiency of the directional filtering.
(2) Flexibility: The flexible decomposition can be divided into two parts, as shown in Figure 2 . The first part is the nonsubsampled circular flexible decomposition, which is used to provide one or two more bandpass images by a more detailed splitting of the first bandpass. The default cut-off frequency of the filters Hi 0 (ω) and Hi 1 (ω) are π and 3π/4, which can be adjusted according to different images to achieve adaptive partition. The second part is the subsampled circular flexible decomposition. The sampling factor M in this part can be selected from 2 to 6, and the cut-off frequency is changed to π/M . The flexible multiscale decomposition provided more options for different images. The 2-D flexible filter is designed as shown in Figure 4 , where the first line shows the filters whose cut-off frequency is π/2 with a sampling factor of 2. The second line shows the filters whose cut-off frequency is π/3 with a sampling factor of 3. The third line presents the nonsubsampled filter bank with a cut-off frequency of 3π/4.
(3) Translation invariance and low redundancy: Both translation invariance and low redundancy are very important in MGA. The subsampled LP has low redundancy of 4/3 but lacks translation invariance. And NSLP has translation invariance, but the redundancy is as high as J + 1. The redundancy of our proposed method is 10/3, and the translation invariance of our method is proved as follows: Figure 3 shows the circular symmetric multiscale decomposition, where x(n) represents the input image, Hi(ω) and Lo(ω) represent the high-frequency filter and low-frequency filter, respectively. y 0 (n), y 1 (n) represent the low frequency coefficient and the high frequency coefficient, respectively. We chose a sampling factor of 2, and formulated y 1 in the frequency domain according to the basic relationship of multiscale sampling:
where:
Then performing a translation operation on x(n), let's x (n) = x(n − n 0 ) we have:
Performing an inverse Fourier transform on the translated frequency subband, we have:
This means that subband y 1 (n) remains translationally invariant; similarly, the other subbands can be proved to be translationally invariant for the same reasons. Although there are downsampling operations in circular symmetric multiscale decomposition, it still maintains translation invariance, which is the most significant condition for us to construct a new transformation with low redundancy and translation invariance.
(4) Non-aliasing and rotational invariance: Our method conforms to the Nyquist sampling theorem by strictly limiting the passband width, which makes it become a non-aliasing decomposition compared to the subsampled LP. The filter circular shape also provides us with rotational invariance that other decomposition methods cannot provide. The proof of rotational invariance is as follows: Rotate x(n) clockwise by θ to get x (n), where the amplitude is still r, and the angle becomes ϕ + θ. Then we can obtain:
Written in matrix form:
Using rotation matrix to represent image rotation: x (n) = x G T n , and in the frequency domain, it becomes
The decomposition to obtain a shifted circular subband can be expressed as follows:
After decomposing the coarsest layer, all high-frequency sub-bands are ring-shaped and the low-frequency sub-bands are all circular. We can draw the following conclusions:
Then the above formula becomes:
This means that with the exception of the coarsest layer, the subbands have rotational invariance.
C. EXPERIMENTAL VERIFICATION AND COMPARATIVE ANALYSIS WITH OTHER METHODS
The study's proposed method was compared to many representative multiscale decomposition methods [27] , [28] in a variety of ways. Table 1 shows the comparison. Now we performed some experiments to show the superiority of the proposed method. The previous method almost divided the first subband bandwidth into π to π/2. However, this part contains a lot of important high-frequency information. If a more detailed division can be obtained, then better results would be achieved; in other words, the proposed approach has better frequency domain localization, which is the reason for splitting this large subband into two or more small subbands. The width of the low-frequency subband can also be chosen from π/2 to π/6, which means that the frequency domain localization in the low-frequency is better, and the flexibility in the bandpass region is higher. Figure 5 shows the bandpass subband of the test image 'zone plate' from 3 π/4 to π/2, π/3 and π/4, and as a comparison, the first subband of LP is displayed. Translation and rotational invariance mean that when the input signal shifts and rotates, the decomposition coefficient and its energy will not change drastically and irregularly in each subband, which is very important in image processing. The test disc image shown in Figure 6 (a) is considered to be translated and rotated by a small arc, which can be used to test the translation and rotational invariance. Figure 6(b) shows the disc image after LP decomposition without rotational and translation invariance. It can be seen that the disc is very uneven, and there are many distortions due to the lack of translation and rotational invariance. Figure 6 (c) shows the decomposition test image disc of the proposed method. Because of the translation and rotational invariance, our image is very smooth without any aliasing.
III. THE DESIGN OF LINEAR PHASE DIRECTIONAL FILTER WITH FLEXIBLE DIRECTION SELECTIVITY A. MODULATION OF PSEUDOPOLAR GRID
In Shi et al. [14] , the design of 2-D directional filter bank was simplified into the design of 1-D filter bank and a modified pseudopolar transform [29] . PPFT is an algorithm for a 2-D Fourier transform on a pseudopolar grid, whose points lie at the intersection between linearly growing concentric squares and slope-equispaced rays, as shown in Figure 7 (a). In PPFT, the pseudopolar grid is divided into two subsets: basic vertical (BV) and basic horizontal (BH), as follows:
In Eqn. (13) , m is the slope axis and l the radial axis. The subsets BV and BH can be represented only in a matrix grid, as shown in Figure 7 (b) and (c). We can write them as X BV (m, l) and X BH (m, l). Then, a combination of X BV (m, l) with X BH (m, l) is required to obtain the modified PPFT. First, X BV (m, l) is shifted to the left by N /2 along the horizontal axis, and then flip X BH (m, l) 180 • along the l axis. Finally, the flipped X BH (m, l) is shifted to the right by N /2, which obtains the modified grid as:
Figure 7(d) shows the modified pseudopolar grid, where the black dots on the left are BV, and the white dots on the right are BH. VOLUME 8, 2020 
B. A NEW DESIGN METHOD OF FLEXIBLE DIRECTIONAL FILTER BANK
The method in [14] transforms the input image into a modified pseudopolar grid. Then, we can apply the 1-D nonuniform filter bank to the image in the modified PPFT domain along the horizontal axes, decomposing the modified image into several subbands with nonuniform rectangular support. Each rectangular support subband corresponds to a wedge-shaped region in the Cartesian coordinates. Finally, the subbands are transformed into the space domain to obtain nonuniform directional subbands coefficients. This method provides us with a new way to obtain a more flexible directional partition, but it still has some shortcomings, making it difficult to apply in practice, as follows:
(1) Unlike the traditional method of convolution between a two-dimensional filter and an image to obtain subband coefficients, it directly transforms the image into the frequency domain for calculation. This method is designed online and has two disadvantages. First, the computational complexity and the running time are much higher than traditional methods using 2-D convolution. Taking 4-direction decomposition as an example, the method in [14] requires a PPFT, which is 4 times the Hadamard product in the PPFT domain, an inverse-PPFT, and a one-dimensional DFT, but the proposed method in this paper only requires 4 times convolution. Secondly, the PPFT and the inverse-PPFT carried out a periodic extension of the image in the space domain. Due to the discontinuity of nature's images, periodic extension may lead to boundary artifacts on the image boundary. However, if the 2-D spatial convolution method is used, boundary artifacts can be effectively avoided.
(2) In some applications, such as image denoising, filters with linear phase characteristics are required to obtain better results. The original method did not take into account the importance of the linear phase, making it perform poorly in image denoising. To overcome these drawbacks, the study proposed a new directional decomposition method, which is selective in any direction. Our basic idea is to directly obtain the filter bank with linear phase in the time domain through offline design, so as to reduce the boundary effect, improve the efficiency of the algorithm, and perform better in practice. Our design procedure can be explained as follows:
First, assuming that h m (n) are analysis filters of 1-D and M-channel filter banks, where m = 0, 1, · · · , M −1, δ(n 1 , n 2 ) is 2-D pulse function, H m (v 1 ) is the discrete Fourier transform of h m (n), and the modified PPFT of δ(n 1 , n 2 ) isδ PPFT (v 1 , v 2 ), then H m (v 1 ) is applied toδ PPFT (v 1 , v 2 ) to obtain the 2-D filter through the following steps:
First, we replicate the 1-D filter in row, expand to an N * N 2-D filter:
The H m (v 1 ) has been expanded to H m (v 1 , v 2 ), which is a 2-D matrix with each row being the same. Then, the Hadamard product was realized between H m (v 1 , v 2 ) and δ PPFT (v 1 , v 2 ) to obtain the proposed filter:
Due to the spectrum of δ(n 1 , n 2 ) covering the whole plane [−π, π) 2 , it has the same magnitude at each frequency: 1. Therefore, the rectangle subbands G(v 1 , v 2 ) were transformed from a modified pseudopolar Fourier domain to a spatial domain to obtain a sequence of directional subbands with wedge-shaped support regions. The result is the time domain form of the analysis filter of 2-D directional filter banks. For the same reason, the synthesis filter was obtained in the time domain.
The proposed 2-D wedge-shaped filter can have a linear phase characteristic if we choose a suitable 1-D filter bank, as demonstrated below. We convert Eqn. (16) into a polar form:
Since e ϕ 1 (v 1 ,v 2 ) is the phase function of the unit impulse response, its value should be 1, so the phase depends only on the phase of the extended 2-D matrix, e ϕ 2 (v 1 ,v 2 ) . If the 1-D filter before the extension is a linear phase, it is recorded as ϕ(v 2 ) = p · v 2 , where p is a constant. Since the extended 2-D filter has no change in the lateral phase, the longitudinal phase change is not different from the original 1-D filter, thus we can obtain ϕ PPFT (v 1 , v 2 ) = ϕ 2 (v 1 , v 2 ) = 0 p v 1 v 2 and draw the conclusion that the proposed 2-D filter bank has a linear phase. The method proposed in this paper can be implemented through a linear convolution operation to achieve a subband decomposition of the input image. Therefore, we cannot only simplify the design procedure and improve the efficiency of the filter in [14] , but also overcome the drawbacks of the appearance of boundary artifacts and the absence of the linear phase. Our directional filter banks are shown in Figure 8 .
In the zone plate (Figure 9(a) ) decomposition, the proposed method was combined with the Laplacian pyramid (LP), and then divided the image into eight different and nonuniform directions. The 1-D nonuniform filter bank (NUFB) [30] used in the basic horizontal (BH) is shown in Figure 9(c) , taking a 4-channel NUFB and selecting the bandwidths of four bands in [−π, 0] to be [−π/2, −π/4, −π/8, −π/8], and in the basic vertical (BV), the bandwidths is [−π/3, −π/6, −π/6, −π/3]. Therefore, the study divided the image into eight different and nonuniform directions, and the size ratio of eight directional subbands is [ 8 3 , 4 3 , 4 3 , 8 3 ,4,2,1,1], as shown in Figure 9(d) . As for the reconstruction, using the method proposed in this paper, the [4, 4, 8, 8] direction decomposition of the original image and the reconstructed image is shown in Figure 9 (b). The peak signal-to-noise ratio (PSNR) of the reconstructed image reached 80.4938 dB, and the structural similarity (SSIM) reached 0.9998. Many experiments were also performed on other natural images. The PSNR of most of the reconstructed images were above 80 dB, hence the proposed method must be practical.
IV. THE CONSTRUCTION OF A NEW MGA METHOD AND RELATED EXPERIMENTS
In this chapter, the circular flexible multisacle decomposition was combined with the flexible directional 2-D filter bank to construct a new MGA method, which can be called circular flexible contourlet (CFCT). The comparison of the decomposition structure between CFCT and NSCT is as follows. It can be seen that our method is flexible in both scale and direction, with more subbands than NSCT. In other words, CFCT has better frequency domain localization and more sparse representation. Meanwhile, due to the shape of the fan-shaped subbands, our method has similarity and translation invariance, which makes our application better ( Figure 10 ).
A. VERIFICATION OF TRANSLATION INVARIANCE AND ROTATION INVARIANCE
In this section, we use four images to verify the translation invariance and rotation invariance of our method. Figure 11 (a) and (d) shows a rectangular image and the translated rectangular image. Figure 11 (b) and (e) shows the high-frequency information of Figure 11 (a) and (d) by the contourlet transform. Figure 11 (e) has a large difference from Figure 11 (b) in detail, which is obvious on the left edge of the rectangle. Figure 11 (c) and (f) shows the high-frequency information of Figure 11 (a) and (d) by the proposed method. You can see that apart from the difference in position, the two rectangles have not changed. From Figure 11 we can see that our method has the translation invariance. Similarly, Figure 12 Figure 12 we can see that our method has the rotation invariance.
B. THE IMAGE RECONSTRUCTION EXPERIMENTS OF CFCT
In this part, we show some results of image reconstruction based on the CFCT. We measured the PSNR, SSIM, and running time for image reconstruction of CFCT, and they were compared with NSCT, as shown in Table 2 . Both NSCT and CFCT perform 4-layer decomposition. The number of directions for each layer is [4, 4, 8, 16] . At the same time, we also showed the reconstruction images of Barbara and Man based on the NSCT and CFCT method, as displayed in Figure 13 . The results of the image reconstruction experiments show that our method can be perfect reconstructed and has a shorter running time than NSCT. 
C. DENOISING EXPERIMENTS OF CFCT
Here, we adopted a hard-threshold image denoising experiment to test our method, whose performance is superior to the representative MGA methods. The thresholds: where i, j is the number of scale and direction, and K is the hard threshold for each scale. To save space, our method was compared with the NSCT, the pyramidal dual-tree directional filter bank (PDTDFB) [31] , and RippletI [19] . The decomposition series and directions used by NSCT and PDTDFB are [4, 4, 8, 8] , and for RippletI, they are [1, 2, 3, 4] . The test images are shown in Figure 14 , with an image size of 512*512, which were added with five kinds of zero mean white Gaussian noise, having mean square errors of the noises as 10, 20, 30, 40, and 50. The evaluation indicators used are PSNR and SSIM. To maximize the advantages of our flexible spectrum scheme, the spectral energy distribution of each image was analyzed. The direction and scale decomposition method that was more suitable for the image was selected by observing the spectrum. The purpose of our choice is to make the points of energy concentration distributed as much as possible in the center of the same direction. The smaller the loss of high-frequency details, the better the effect. For example, the most suitable decomposition method is determined visually for Barbara as [5, 5, 8, 8, 8] , and the cut-off frequency of the first three multiscale layers is π, 2 3 π, 1 3 π. The sampling factor of the rest layer is 3. Figure 15 illustrates the advantages of our method. Figure 15 (a) shows the method proposed in this paper, while Figure 15(b) shows the NSCT. The background is the spectrum of the Barbara image. The green and blue regions in Figure 15 represent the energy concentration parts. First, in terms of multiscale partitioning, the Barbara image was segmented in a three-division manner. Compared to the NSCT, the proposed method is more detailed in the division of spectrum information, with less key information loss, which is consistent with human visual characteristics. Then, in the directional division, NSCT divides the image into eight uniform directions, and divides the important coefficients (marked by the red circle in Figure 15 ) between subbands 0 and 1 into two different subbands, which makes the coefficients smaller and distorted. Benefiting from the flexible frequency partitioning, the suitable division method can be chosen for various images. In the proposed method, the energy concentration parts are put together instead of being divided into two subbands, such as subbands 1, 4, 6, avoiding unnecessary aliasing. The denoising experimental results are shown in Tables 3 and 4 , and then the denoising results of Barbara are compared, as shown in Figure 16 . 80.34 s. The running time of the decomposition and reconstruction of NSCT and CFCT for different images can be seen in Table 2 . And we compare the efficiency between different algorithms using the execution-time-improvement ratio (ETIR) [32] , it can be defined as:
where Time1 and Time2 are the execution-times of the first and the second algorithms. Compared with NSCT, the proposed method improves the running efficiency by 28.66%. But compared with the subsampled transforms like PDTDFB and RippletI, our running time seems very long, and running efficiency is reduced by 99.22% and 99.44% respectively, which is due to the abandonment of the subsampled operation and high redundancy in the direction decomposition stage.
V. CONCLUSION
In the field of computer vision, it is very difficult to quickly and accurately model textures and contours. To solve this problem, a new circular flexible MGA method is proposed in this paper. First, a series of circular flexible filter banks conforming to PR are used in the multiscale analysis. It can flexibly divide the scale spectrum and has ring-shaped subbands, which makes our method more consistent with human visual characteristics. Then, the design method of [14] was improved and a new flexible multidirectional decomposition approach was proposed. Compared to the previous method [14] , the new approach is simpler and has a linear phase. Finally, a new MGA method, CFCT, is proposed, which combines the above two steps for effective image analysis. The nice properties of the CFCT are: 1) The circular flexible filter banks have translation invariance and rotation invariance, and the circular spectrum division makes the subbands have similarity and nonaliasing. These features make our method more consistent with the visual characteristics of human eyes. 2) Both the multiscale and multidirectional decomposition are flexible. The cut-off frequency of the high-frequency subbands are not just π 2 n , and the number of directional subbands is no longer limited to 2 n . All of them can be flexibly selected according to different images and makes our approach more realistic. Our experimental results show that the CFCT can be perfect reconstructed, and the flexible spectrum partition makes our decomposed high-frequency subbands lose less detail. Besides, the results of denoising experiments show that our method is superior to NSCT, PDTDFB, and RippletI.
However, our method still has some weaknesses: the running time is not satisfactory; we haven't put forward an adaptive algorithm yet for spectrum partitioning; the large redundancy of decomposition makes our method unsuccessful in the field of image compression; the denoising method is also not robust to different noises. Our future work is to improve these shortcomings and combine our method with neural networks to achieve more applications.
