The term combinatorial Gray code was introduced in 1980 to refer to any method for generating combinatorial objects so that successive objects di er in some pre-speci ed, small way. This notion generalizes the classical binary re ected Gray code scheme for listing n-bit binary numbers so that successive numbers di er in exactly one bit position, as well as work in the 1960's and 70's on minimal change listings for other combinatorial families, including permutations and combinations.
Introduction
One of the earliest problems addressed in the area of combinatorial algorithms was that of e ciently generating items in a particular combinatorial class in such a way that each item is generated exactly once. Many practical problems require for their solution the sampling of a random object from a combinatorial class or, worse, an exhaustive search through all objects in the class. Whereas early work in combinatorics focused on counting, by 1960, it was clear that with the aid of a computer it would be feasible to list the objects in combinatorial classes Leh64] . However, in order for such a listing to be possible, even for objects of moderate size, combinatorial generation methods must be extremely e cient. A common approach has been to try to generate the objects as a list in which successive elements di er only in a small way. The classic example is the binary re ected Gray code Gil58, Gra53] which is a scheme for listing all n-bit binary numbers so that successive numbers di er in exactly one bit. The advantage anticipated by such an approach is two-fold. First, generation of successive objects might be faster. Although for many combinatorial families, a straightforward lexicographic listing algorithm requires only constant average time per element, for other families, such as linear extensions, such performance has only been achieved by a Gray code approach PR94]. Secondly, for the application at hand, it is likely that combinatorial objects which di er in only a small way are associated with feasible solutions which di er by only a small computation. For example in NW78], Nijenhuis and Wilf show how to use a binary Gray code to speed up computation of the permanent. Aside from computational considerations, open questions in several areas of mathematics can be posed as Gray code problems. Finally, and perhaps one of the main attractions of the area, Gray codes typically involve elegant recursive constructions which provide new insights into the structure of combinatorial families.
The term combinatorial Gray code rst appeared in JWW80] and is now used to refer to any method for generating combinatorial objects so that successive objects di er in some pre-speci ed, usually small, way. However, the origins of minimal change listings can be found in the early work of Gray Gra53] Examples of combinatorial Gray codes include (1) listing all permutations of 1 : : :n so that consecutive permutations di er only by the swap of one pair of adjacent elements Joh63, Tro62] , (2) listing all k-element subsets of an n-element set in such a way that consecutive sets di er by exactly one element BER76, BW84, EHR84, EM84, NW78, Rus88a], (3) listing all binary trees so that consecutive trees di er only by a rotation at a single node Luc87, LRR93] , (4) listing all spanning trees of a graph so that successive trees di er only by a single edge HH72, Cum66] (5) listing all partitions of an integer n so that in successive partitions, one part has increased by one and one part has decreased by one Sav89], (6) listing the linear extensions of certain posets so that successive elements di er only by a transposition Rus92, PR91, Sta92, Wes93], and (7) listing the elements of a Coxeter group so that successive elements di er by a re ection CSW89].
Gray Gar72] .
In recent variations on combinatorial Gray codes, generation problems have been considered in which the di erence between successive objects, although xed, is not required to be small. An example is the problem of listing all permutations of 1 : : :n so that consecutive permutations di er in every location Wil89] . The problem of generating all objects in a combinatorial class, each exactly once, so that successive objects di er in a pre-speci ed way, can be formulated as a Hamilton path/cycle problem: the vertices of the graph are the objects themselves, two vertices being joined by an edge if they di er from each other in the pre-speci ed way. This graph has a Hamilton path if and only if the required listing of combinatorial objects exists. A Hamilton cycle corresponds to a cyclic listing in which the rst and last items also di er in the pre-speci ed way. But since the problem of determining whether a given graph has a Hamilton path or cycle is NP-complete GJ79], there is no e cient general algorithm for discovering combinatorial Gray codes.
Frequently in Gray code problems, however, the associated graph possesses a great deal of symmetry. Speci cally, it may belong to the class of vertex transitive graphs. A graph G is vertex transitive if for any pair of vertices u, v of G, there is an automorphism of G with (u) = v. For example, permutations di ering by adjacent transpositions give rise to a vertex transitive graph, as do k-subsets of an n-set di ering by one element. It is a wellknown open problem, due to Lov asz, whether every undirected, connected, vertex transitive graph has a Hamilton path Lov70]. Thus, schemes for generating combinatorial Gray codes in many cases provide new examples of vertex transitive graphs with Hamilton paths or cycles, from which we hope to gain insight into the more general open questions. It is also unknown whether all connected Cayley graphs (a subclass of the vertex transitive graphs) are hamiltonian. For many Gray code problems, especially those involving permutations, the associated graph is a Cayley graph.
Although many Gray code schemes seem to require strategies tailored to the problem at hand, a few general techniques and unifying structures have emerged. The paper JWW80] considers families of combinatorial objects, whose size is de ned by a recurrence of a particular form, and some general results are obtained about constructing Gray codes for these families. Ruskey shows in Rus92] that certain Gray code listing problems can be viewed as special cases of the problem of listing the linear extensions of an associated poset so that successive extensions di er by a transposition. In the other direction, the discovery of a Gray code frequently gives new insight into the structure of the combinatorial class involved.
So, the area of combinatorial Gray codes includes many questions of interest in combinatorics, graph theory, group theory, and computing, including some well-known open problems. Although there has been steady progress in the area over the past fteen years, the recent spurt of activity can be traced to the invited address of Herbert Wilf In the remainder of this section, we discuss some notation and terminology which will be used throughout the paper.
A Gray code listing of a class of combinatorial objects will be called max-min if the rst element on the list is the lexicographically largest in the class and the last element is the lexicographically smallest. The Gray code is cyclic if the rst and last elements on the list di er in the same way prescribed for successive elements of the list by the adjacency criterion.
In many situations, the graph associated with a particular adjacency criterion is bipartite. If the sizes of the two partite sets di er by more than one, the graph cannot have a Hamilton cycle and thus there is no Gray code listing of the objects corresponding to the vertices, at least for the given adjacency criterion. In this case, we say that a parity problem exists.
An algorithm to exhaustively list elements of a class C is called loop-free if the worst case time delay between listing successive elements is constant; the algorithm is called CAT if, after listing the rst element, the total time required by the algorithm to list all elements is O(N), where N is the total number of elements in the class C. The term CAT was coined -composite   00000 11000  00000 10111  00000 00101  00000 01001  00001 11001  10000 10101  10000 10101  10000 11001  00011 11011  11000 10001  11000 11101  11000 10001  00010 11010  11100 11001  11100 11001  11100 10101  00110 11110  11110 11101  11110 11011  11101 10100  00111 11111  11111 01101  11111 11010  01101 Figure 1: Examples of 5-bit binary Gray codes.
by Frank Ruskey to stand for constant amortized time per element. Finally, we note that a Gray code for a combinatorial class is intrinsically bound to the representation of objects in the class. If sets A and B are two alternative representations of a class C under the bijections : C ! A and : C ! B, the closeness of (x) and (y) need not imply closeness of (x) and (y). That is, Gray codes are not necessarily preserved under bijection. Examples of this will be seen for several families, including integer partitions, set partitions, and Catalan families.
Binary Numbers and Variations
A Gray code for binary numbers is a listing of all n-bit numbers so that successive numbers (including the rst and last) di er in exactly one bit position. The best known example is the binary re ected Gray code Gil58, Gra53] which can be described as follows.
If L n denotes the listing for n-bit numbers, then L 1 is the list 0, 1; for n > 1, L n is formed by taking the list for L n?1 and pre-pending a bit of`0' to every number, then following that list by the reverse of L n?1 with a bit of`1' prepended to every number. So, for example, L 2 = 00; 01; 11; 10, L 3 = 000; 001; 011; 010; 110; 111; 101; 100 and L 5 is shown in Figure 1(a) . Since the rst and last elements of L n also di er in one bit position, the code is in fact a cycle. It can be implemented e ciently as a loop-free algorithm BER76]. Note that a binary Gray code can be viewed as a Hamilton cycle in the n-cube.
In practice, Gray codes with certain additional properties may be desirable (see GLN88] for a survey). For example, note that as the elements of L n are scanned, the lowest order (rightmost) bit changes 2 n?1 times, whereas the highest order bit changes only twice, counting the return to the rst element. In certain applications, it is necessary that the number of bit changes be more uniformly distributed among the bit positions, i.e., a balanced Gray code is required. Recently we have shown, using the Robinson-Cohn construction RC81], that balanced Gray codes exist for all n in the following sense: Let a = b2 n =nc or b2 n =nc ? 1, so that a is even. For each n > 1 there is a cyclic n-bit Gray code in which each bit position changes either a or a + 2 times BS96].
In other applications, the requirement is to maximize the gap in a Gray code, which is de ned in GLN88] to be the shortest maximal consecutive sequence of 0's (or 1's) among all bit positions. (See Figure 1(c) for an example from GLN88] in which the gap is 4, which is best possible for n = 5.) Goddyn and Gvozdjak report a construction in which GAP(n)/n goes to 1 as n goes to in nity GG]. Another variation, non-composite n-bit Gray codes, requires that no contiguous subsequence correspond to a path in any k-cube for 2 k n. Non-composite Gray codes have been constructed for all n Ram90]. (See Figure 1( The vertices of H n can be partitioned into level sets, V 0 ; V 1 ; : : :; V n , where V i contains all of the i-element subsets of n]. Then, a monotone Gray code is a Hamilton path in H n in which edges between levels i and i + 1 must precede edges between levels j and j + 1 if i < j (Figure 3 .) Monotone Gray codes have applications to the theory of interconnection networks, providing an embedding of the hypercube into a linear array which minimizes dilation in both directions SW95]. In Section 4 we discuss their relationship to the middle two levels problem.
Fix a binary string and let B(n; ) be the set of clean words for , i.e., the n-bit strings which do not contain as a contiguous substring. Does the subgraph of the n-cube induced by B(n; ) have a Hamilton path, i.e., is there a Gray code for B(n; ) ? Squire has shown that the answer is yes if can be written as = , where is a string with the property that no nontrivial pre x of is also a su x of ; otherwise there are parity Consider another criterion: two binary strings are adjacent if they di er either by (1) a rotation one position left or right or (2) by a negation of the last bit. The underlying graph is the shu e-exchange network and a Hamilton path would be a \Gray code" for binary strings respecting this adjacency criterion. The existence of a Hamilton path in the shu e-exchange graph, a long-standing open problem, was recently established by Feldman and Mysliwietz FM93] .
In Fre79], Fredman considers complexity issues involved in generating arbitrary subsets of the set of n-bit strings so that successive strings di er only in one bit. He calls these quasi-Gray codes and establishes bounds and trade-o s on the resources required to generate successors using a decision assignment tree model of computation.
Permutations
Algorithms for generating all permutations of 1 2 : : : n, for a given integer n 1 were surveyed by Sedgewick in Sed77]. E ciency considerations provided the motivation for several early attempts to generate permutations in such a way that successive permutations n = 2 n = 4 A contrary approach to the problem is to require that permutations be listed so that each one di ers from its predecessor in every position, that is, by a derangement. This problem was posed independently in Rab84, Wil89] . The existence of such a list when n 6 = 3 was established in Met85] using Jackson's theorem Jac80] and a constructive solution was presented in EW85]. A simpler construction, ascribed to Lynn Yarbrough, is discussed in RS87]. Yarbrough's solution is illustrated in Figure 5 and works as follows. Take each permutation on the Johnson-Trotter list for n ? 1, append an`n', and rotate the resulting permutation, one position at a time, through its n possible cyclic shifts. As a nal twist, swap the last two cyclic shifts. It is straightforward to argue that successive permutations di er in every position, using the property of the Johnson-Trotter list that successive permutations di er by adjacent transpositions.
To generalize the problems of generating permutations, at one extreme, by adjacent transpositions, and at the other extreme, by derangements, consider the following. Given n and k satisfying n k 2, is it possible to list all permutations so that successive permutations di er in exactly k positions? This is shown to be possible, unless k = 3, in 
Subsets, Combinations, and Compositions
Since there is a bijection between the subsets of an n-element set (an n-set) and the n-bit binary numbers, any binary Gray code de nes a Gray code for subsets: two binary numbers di ering in one bit correspond to two subsets di ering by the addition or deletion of one element.
For the subclass of combinations ( k-subsets of an n-set for xed k), several Gray codes have been surveyed in Wil89]. As observed in BER76], a Gray code for combinations can be extracted from the binary re ected Gray code for n-bit numbers: delete from the binary re ected Gray code list all those elements corresponding to subsets which do not have exactly k elements. That which remains is a list of all k-subsets in which successive sets di er in exactly one element (see Figure 6 (a) and compare to Figure 1(a) ). The same list is generated by the revolving door algorithm in NW78] and it can be described by a a. Revolving Door b. Strong Minimal Change c. Adjacent Interchange (n; k) = (5; 3) (n; k) = (5; 3) (n; k) = (6; 3) Perhaps the most restrictive Gray code which has been proposed for combinations is to generate k-subsets of an n-set so that successive sets di er in exactly one element and this element has either increased or decreased by one. This is called the adjacent interchange property since if the sets are represented as binary n-tuples, successive n-tuples may di er only by the interchange of a 1 and a 0 in adjacent positions (see Figure 6 (c)). However, this is not always possible: it was shown that k-subsets of an n-set can be generated by adjacent interchanges if (i) k=0, 1, n, or n?1 or (ii) n is even and k is odd. In all other cases, parity The graph formed by the middle two levels is a connected, undirected, vertex-transitive graph. Thus, either it has a Hamilton path, or it provides a counterexample to the Lov asz conjecture. One approach to this problem which has been considered is to try to form a Hamilton cycle as the union of two edge-disjoint matchings. In DSW88], it was shown that a Hamilton cycle in the middle two levels cannot be the union of two lexicographic matchings. However, other matchings may work and new matchings in the middle two levels have been de ned KT88, DKS94].
The largest value of k for which a Hamilton cycle is known to exist is k = 11 (n = 23.) See Figure 7 for an example when k = 3. This unpublished work was done by Moews and Reid using a computer search MR]. To speed up the search, they used a necklace-based approach, gambling that there would be a Hamilton path through necklaces which could be lifted to a Hamilton cycle in the original graph. We feel that a focus on the middle two levels of the necklace poset, as described in Section 8, is a promising approach to the middle two levels problem.
Is there at least a good lower bound on the length of a longest cycle in the middle two levels of the Boolean lattice? Since this graph is vertex-transitive, a result of Babai Bab79] shows that there is a cycle of length at least (3N(k) A composition of n into k parts is a sequence (x 1 ; : : :; x k ) of nonnegative integers whose sum is n. This is traditionally viewed as a placement of n balls into k boxes. Nijenhuis and Wilf asked in the rst edition of NW78] (p. 292, problem 34) whether it was possible to a. P(7; 6) b. P 3 (17; 13) c. D(12; , it is shown constructively to be possible for all n. The result is a bit more general: for all n k 1, there is a way to list the set P(n; k), of all partitions of n into integers of size at most k, in Gray code order. Unless (n; k) = (6; 4), the Gray code is max-min. As a consequence, each of the following can also be listed in
Gray code order for all n, k satisfying n k 1: (1) all partitions of n whose largest part is k, (2) all partitions of n into k or fewer parts, and (3) all partitions of n into exactly k parts. See Figure 8 (a) for a Gray code listing of P(7; 6). Exponents in the gure indicate the number of multiple copies.
The approach in Sav89], was to decompose the partitions problem, P(n; k), into subproblems of two forms, a`P' form, which was the same form as the original problem, and a new`M' form. It was then shown that the P and M forms could be recursively de ned in terms of (smaller versions of) both forms, thereby yielding a doubly recursive construction of the partitions Gray code. The algorithm has been implemented Bee90] and can be modi ed to run in time O(jP(n; k)j).
This strategy has been applied to yield Gray codes for other families of integer partitions.
Let P (n; k) be the set of all partitions of n into parts of size at most k, in which the parts are required to be congruent to 1 modulo . When = 1, P (n; k) is just P(n; k). When = 2, the elements of P (n; k) are the partitions of n into odd parts of size at most k. It is shown in RSW95] that P (n; k) can be listed so that between successive partitions, one part increases by (or ones may appear) and another part decreases by (or ones may disappear.) (See Figure 8(b) .) The Gray code is max-min unless (n; k) = (4 + 2; 3 + 1), where a max-min Gray code is impossible.
For the case of D(n; k), the set of partitions of n into odd parts of size at most k, the same strategy can be applied, but the construction becomes more complex. Surprisingly, it is still possible to list D(n; k) in Gray code order: between successive partitions one part increases by two and one part decreases by two RSW95]. (See Figure 8(c) .) The Gray code is max-min unless (n; k) is (9; 6) or (12; 6), in which cases a max-min Gray code is impossible. One observation that follows from this work is that although there are bijections between the sets of partitions of n into odd parts and partitions of n into distinct parts, no bijection can preserve such Gray codes.
The same techniques can be used to investigate Gray codes in other families of integer partitions, but each family has its own quirks: a small number of cases must be handled specially and subsets needed for linking recursively listed pieces can become empty. Nevertheless, we conjecture that each of the following families has a Gray code enumeration, for arbitrary values of the parameters n, k, 1, t 1, d 1: partitions of n into (a) distinct odd parts, (b) distinct parts congruent to 1 modulo , (c) at most t copies of each part, (d) parts congruent to 1 modulo , at most t copies of each part, and (e) exactly d distinct parts.
Set Partitions and Restricted Growth Functions
A set partition is a decomposition of f1; : : :; ng into a disjoint union of nonempty subsets called blocks. Let S(n) denote the set of all partitions of f1; : : :; ng. For example, S(4) is shown in Figure 9 (a). The restricted growth functions (RG functions) of length n, denoted R(n), are those strings a 1 : : :a n of non-negative integers satisfying a 1 = 0 and a i 1 + maxfa 1 ; : : :; a i?1 g SW86] .
There is a well-known bijection between S(n) and R(n). For 2 S(n), order the blocks of according to their smallest element, for example, the blocks of = ff9g, f1; 2; 7g, f4; 10; 11g, f3; 5; 6; 8gg would be ordered f1; 2; 7g, f3; 5; 6; 8g, f4; 10; 11g, f9g. Label the blocks of in order by 0; 1; 2; : : :. The bijection assigns to the string a 1 : : :a n 2 R(n), conversely. In the associated list of set partitions, this change corresponds to moving one element to an adjacent block in the partition, where the rst and last blocks are considered adjacent (Figure 9 (e).)
Ehrlich's results are generalized in RS94b] to the set of restricted growth tails, T(n; k), which are strings of non-negative integers satisfying a 1 k and a i 1+maxfa 1 ; : : :; a i?1 ; k? 1g. (These are a variation of the T(n; m) used in Wil85] for ranking and unranking set partitions.) Note that T(n; 0) = R(n). Because of parity problems, for all k there are in nitely many values of n for which T(n; k) has no strict Gray code, that is, one in which only one position changes by 1. However, Gray codes satisfying Ehrlich's relaxed criterion are constructed and they can be made cyclic or max-min, properties not possessed by the earlier Gray codes.
Consider now set partitions into a xed number of blocks. For n 1 and 0 b n, let S b (n) be the set of partitions of f1; : : :; ng into exactly b blocks. The bijection between S(n) and R(n) restricts to a bijection between S b (n) and R b (n) = fa 1 : : :a n 2 R(n) j maxfa 1 ; : : :a n g = b ? 1g:
The Ehrlich paper presents a loop-free algorithm for generating S b (n) in which successive partitions di er only in that two elements have moved to di erent blocks Ehr73]. It remains open whether there are strict Gray codes for R(n) and T(n; k) when the parity di erence is 0.
Catalan Families
In several families of combinatorial objects, the size is counted by the Catalan numbers, de ned for n 0 by C n = 1 n + 1 2n n ! :
These include binary trees on n vertices SW86], well-formed sequences of 2n parentheses SW86], and triangulations of a labeled convex polygon with n + 2 vertices STT88]. Since bijections are known between most members of the Catalan family, a Gray code for one member of the family gives implicitly a listing scheme for every other member of the family. However, the resulting lists may not look like Gray codes, since bijections need not preserve minimal changes between elements.
The problem of generating all binary trees with a given number of nodes was considered in several early papers, including RH77], Zak80], and Zer85]. However, Gray codes in the Catalan family were rst considered in PR85], where binary trees were represented as strings of balanced parentheses. It was shown in PR85] that strings of balanced parentheses could be listed so that consecutive strings di er only by the interchange of one left and one right parenthesis. For example`(()())(())' could follow`(()(())())'. The same problem was considered in RP90] with the additional restriction that only adjacent left and right parentheses could be interchanged. For example, now`(()())(())' could not follow`(()(())())', but could follow`((()))(())'. The result of RP90] is that all balanced strings of n pairs of parentheses can be generated by adjacent interchanges if and only if n is even or n < 5, and for these cases, a CAT algorithm is given.
A di erent minimal change criterion, focusing on binary trees, was considered in Luc87]
and LRR93]: list all binary trees on n nodes so that consecutive trees di er only by a left or right rotation at a single node. The rotation operation is common in data structures where it is used to restructure binary search trees, while preserving the ordering properties. It was shown that such a Gray code is always possible and it can be generated e ciently LRR93]. With a more intricate construction, Lucas was able to show that the associated graph was hamiltonian Luc87], giving a cyclic Gray code.
It so happens that under a particular bijection between binary trees with n nodes and the set of all triangulations of a labeled convex polygon with n + 2 vertices, rotation in a binary tree corresponds to the ip of a diagonal in the triangulation STT88]. So, the results of Luc87, LRR93] also give a listing of all triangulations of a polygon so that successive triangulations di er only by the ip of a single diagonal.
Necklaces and Variations
An n-bead, k-color necklace is an equivalence class of k-ary n-tuples under rotation. Figure 10 lists the lexicographically smallest representatives of the n-bead, k-color necklaces for (n; k) = (5; 2); (7; 2); and (3; 3). Wilf asked if it is possible to generate necklaces e - 
Figure 10: Examples of Gray codes for necklaces.
prevent a Gray code when nk is even.) For necklaces of xed weight, when is it possible to list all n-bead k-color necklaces of weight w so that successive necklaces di er in exactly two positions, one of which has increased by one and the other, decreased by one? We know of no counterexamples.
To construct a slightly di erent set of objects, call two k-ary strings equivalent if one is a rotation or a reversal of the other. The equivalence classes under this relation are called bracelets. Lisonek Lis93] shows how to modify the necklace algorithm of WS90] to generate bracelets. We know of no Gray code for bracelets and it is open whether it is possible to generate bracelets in constant amortized time. When beads have distinct colors, bracelets are the rosary permutations of Har71, Rea72].
De ne a new relation R on n-bead binary necklaces by xRy if some member of x becomes a member of y by changing a 0 to a 1 in one bit position. The re exive transitive closure, R is a partial order and the resulting poset is the necklace poset. For k 0 and n = 2k+1, the middle two levels of this poset, consisting of necklaces of density k and k + 1, have the same number of elements. Does the bipartite subgraph induced by the middle two levels have a Hamilton path? This graph is not vertex-transitive, but it may encapsulate the \hard part" of the middle two levels problem described in Section 4.
A necktie of n bands in k colors is an equivalence class of k-ary n-tuples under reversal. To study the existence of Gray codes, Ruskey constructs a transposition graph corresponding to a given poset. The vertices are the linear extensions of the poset, two vertices being joined by an edge if they di er by a transposition. The resulting graph is bipartite. In Rus88b], Ruskey makes the conjecture that whenever the parity di erence is at most one, the graph of the poset has a Hamilton path. The conjecture is shown to be true for some special cases in Rus92], including posets whose Hasse diagram consists of disjoint chains and for series parallel posets in PR93]. The techniques which have been successful so far involve cutting and linking together listings for various subposets in rather intricate ways.
In many cases where it is known how to list linear extensions by transpositions, it is also possible to require adjacent transpositions, although possibly with a more complicated construction PR91, RS93, Sta92, Wes93] . It has been shown that if the linear extensions of a poset Q, with jQj even, can be listed by adjacent transpositions, then so can the linear extensions of QjP, for any poset P Sta92] , where QjP represents the union of posets P and Q with the additional relations fp q j p 2 P; q 2 qg. In PR93], Pruesse and Ruskey consider antimatroids, of which posets are a special case. Analogous to the case of linear extensions of a poset, they show that the sets of an antimatroid can be listed so that successive sets di er by at most two elements. In particular, this gives a listing of the ideals of a poset so that successive ideals di er only in one or two elements.
Acyclic Orientations
For an undirected graph G, an acyclic orientation of G is a function on the edges of G which assigns a direction (u; v) or (v; u) to each edge uv of G in such a way that the resulting digraph has no directed cycles. Consider the problem of listing the acyclic orientations of G so that successive list elements di er only by the orientation of a single edge. It is not hard to see that when G is a tree with n edges, such a listing corresponds to an n bit binary Gray code; when G is K n , an acyclic orientation corresponds to a permutation of the vertices and the Johnson-Trotter Gray code for permutations provides the required listing for acyclic orientations.
Denote by AO(G) the graph whose vertices are the acyclic orientations of G, two vertices adjacent if and only if the corresponding orientations di er only in the orientation of a single edge. The graph AO(G) is bipartite and is connected as long as G is simple. Edelman asked, whenever the partite sets have the same size, whether AO(G) is hamiltonian. It is shown in SSW93] that the answer is yes for several classes of graphs, including trees, odd length cycles, complete graphs, odd ladder graphs, and chordal graphs. On the other hand, the parity di erence is shown to be more than one for several cases, including cycles of even length and the complete bipartite graphs K m;n with m; n > 1 and m or n even. The problem appears to be di cult and it is even open whether AO(K m;n ) is hamiltonian when mn is odd. However, the square of AO(G) is hamiltonian for any G PR95, SZ95, Squ94c] , which means that acyclic orientations can be listed so that successive elements di er in the orientations of at most two edges.
The problem of counting acyclic orientations is #P- When R = ;, AO R (G) is the acyclic orientations graph of G. AO R (G) becomes the linear extensions adjacency graph of an n element poset P when when G = K n and R and R are de ned by the covering relations in P. In contrast to the situation for linear extensions and acyclic orientations, the square of AO R (G) is not necessarily hamiltonian. show that the Cayley graph of S n , on any generating set X of transpositions, is not only hamiltonian, but Hamilton-laceable, that is, for any two vertices u; v of di erent parity there is a Hamilton path which starts at u and ends at v.
It is unknown whether any of these results generalize to the case when X is a generating set of involutions (elements of order 2) for S n . An involution need not be a transposition:
for example the product of disjoint transpositions is an involution. In perhaps the simplest nontrivial case, when S n is generated by three involutions, it is easy to show that if any two of the generators commute, then the Cayley graph is hamiltonian. (Cayley graphs arising in change ringing frequently have this property Ran48, Whi83] .) However if no two of the three involutions commute, it is open whether the Cayley graph is hamiltonian. As a speci c example, we have not been able to determine whether there is a Gray code for permutations in which successive permutations may di er only by one of the three operations: (i) exchange positions 1 and 2, (ii) reverse the sequence, and (iii) reverse positions 2 through n of the sequence.
Conway This result has an interesting geometric interpretation. We can associate with a nite re ection group a tessellation of a surface in n-space by a spherical (n ? 1)-simplex. The spherical simplices of the tesselation correspond to group elements, and the boundary shared by two simplices corresponds to a re ection in the bounding hyperplane. Thus, a Hamilton cycle in the Cayley graph corresponds to a traversal of the surface, visiting each simplex exactly once.
It seems likely that if there do exist non-hamiltonian Cayley graphs of S n , there will be examples in which the vertices have small degree, such as S n generated by three involutions as described above. As a candidate counterexample, Wilf suggested the group of permutations generated by the two cycles (1 2) and (1 2 3 : : : n) Wil88]. Compton and Williamson were able to nd a Hamilton cycle in this graph using their Gray code for generating permutations by doubly adjacent transpositions, described in Section 3 CW93].
The results of KL75, Sla78] were generalized in a di erent way in RS93]. It was shown there that when n 5, for any generating set X of transpositions of S n and for any transposition 2 X, all permutations in S n can be listed so that successive permutations di er only by a transposition in X and every other transposition is . That is, the perfect matching in C S n ; X] de ned by is contained in a Hamilton cycle. One application of this result is to Cayley graphs for the alternating group, A n , consisting of all even permutations of 1 : : :n. For example, letting X = f(1 2); (1 3); : : :; (1 n)g and = (1 n), the result in RS93] implies that the Cayley graph of A n with respect to the generating set X = f(1 2 n), (1 3 n), : : :, (1 n ? 1 n) g is hamiltonian. This result was obtained earlier with a direct argument by Gould and Roth GR87] .
Generalizations of de Bruijn Sequences
A de Bruijn sequence of order n is a circular binary sequence of length 2 n in which every n-bit number appears as a contiguous subsequence. This provides a Gray code listing of binary sequences in which successive elements di er by a rotation one position left followed by a change of the last element. It is known that these sequences exist for all n and the standard proof shows that a de Bruijn sequence of order n corresponds to an Euler tour in the de Bruijn digraph whose vertices are the binary n-tuples, with one edge (x 1 : : :x n?1 ) ! (x 2 : : :x n ) for every binary n-tuple x 1 : : :x n dB46, Mar34]. This result has been generalized for k-ary n-tuples Fre82] , for higher dimensions (de Bruijn tori) Coc88, FFMS85] , and for k-ary tori HI95] . It is known also, for any m satisfying n m 2 n , that there is a cyclic binary sequence of length m in which no ntuple appears more than once Yoe62]. So, the de Bruijn graph contains cycles of all lengths m n. Results on de Bruijn cycles have been applied to random number generation in information theory Gol64] and in computer architecture, where the de Bruijn graph is recognized as a bounded degree derivative of the shu e-exchange network ABR90].
Chung, Diaconis, and Graham generalized the notion of a de Bruijn sequence for binary numbers to universal cycles for other families of combinatorial objects CDG92]. Universal cycles for combinations were studied by Hurlbert in Hur90] and some interesting problems remain open. A universal cycle of order n for permutations is a circular sequence x 0 : : :x N?1 of length N = n! of symbols from f1; : : :; Mg in which every permutation 1 : : : n of 1 : : :n is order isomorphic to some contiguous subsequence x t+1 : : :x t+n . Order isomorphic means that for 1 i; j n, i < j i x t+i < x t+j . As an example, the sequence 123415342154213541352435 is a universal cycle of order 4 with M = 5. In CDG92], the goal is to choose M as small as possible to guarantee the existence of a universal cycle. It is clear that M must satisfy M n + 1 for n > 2. It is conjectured in CDG92] that M = n + 1 for all n > 2, although the best upper bound they were able to obtain was M n + 6. Even for n = 5 it is open whether M = 6 is su cient.
As another approach, we can relax the constraint on the length of the sequence, while requiring M = n, and ask for the shortest circular sequence of symbols from f1; : : :; ng which contains every permutation as a contiguous subsequence at least once. Jacobson and West have a simple construction for such a sequence of length 2n! JW].
Concluding Remarks
This paper has included a sampling of Gray code results in several areas, particularly those which have appeared since the survey of Wilf Wil89] , in which many of these problems were posed. Good references for early work on Gray 
