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Abstract
This paper proposes a novel technique of spatially coupled low-density parity-check (SC-LDPC) code-based soft
forwarding relaying scheme for a two-way relay system. We introduce an array-based optimized SC-LDPC codes in
relay channels. A more precise model is proposed to characterize the residual noise on the soft symbols, using a
pre-calculated look-up table at the destination. This requires less signaling overhead compared to previous soft noise
modeling techniques. We also introduce a variance correction factor to provide a rectification to the equivalent total
noise variance at the destination. Finally, we propose an appropriate log likelihood ratio (LLR) former at the
destination which is tailored to the proposed soft parity generation technique. Simulation results demonstrate that
the proposed relay protocol yields an improved bit error rate (BER) performance compared to competing schemes
proposed in the literature.
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1 Introduction
Cooperative communications in wireless networks pro-
vides improved transmit diversity and spectral efficiency
[1]. Judiciously designed signal forwarding at the relay
and an accurate detection at the destination can greatly
enhance the system performance. Popular relay protocols
are amplify-and-forward (AF) and decode-and-forward
(DF) [2]. In the AF protocol, the relay transmits an ampli-
fied version of the received signal to the destination. In
the AF, no noise suppression is performed; therefore, that
protocol suffers from severe noise propagation and power
inefficiency under poor channel conditions. By using a
detector/decoder at the relay, the DF protocol allows for
re-generating the transmitted signal, such that the noise
propagation can be avoided. However, any decoding error
in the regenerated signal can cause a performance degra-
dation at the destination.
A promising relay protocol called soft information relay-
ing (SIR) has recently gained significant attention [3–10].
In [3], the authors studied the implementation of SIR in
conjunction with distributed turbo coding (DTC). A soft
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forwarding technique based on symbol-wisemutual infor-
mation (SMI) was investigated in [4] using physical layer
network coding (PLNC) in the two-way relay channel.
Recently, a soft decode-compress-forward scheme was
proposed in [5]; that work featured a new model, referred
to as the soft scalar model, in order to facilitate the log like-
lihood ratio (LLR) computation at the destination. In [6],
the authors suggested a “soft fading” model for the overall
channel, experienced by a BPSK symbol, when transmit-
ted from the source to relay to the destination. That idea
was extended to soft two-step re-encoding together with
per-scaling at the relay in [7]. In order to decode the
SIR signals, the destination uses an independent Gaussian
approximation, which models the residual noise in the
estimated symbols as in [3, 5].
Error-correcting code is a pivotal ingredient of the DF
cooperative relay system. The right choice of the code
can greatly improve the performance. Low-density parity-
check (LDPC) codes, which became extremely popular in
point-to-point communications due to their excellent per-
formance, are a natural candidate for use in such systems.
It was observed in [12] that the so-called “convolutional
LDPC codes” outperform classical LDPC block codes.
Recently, it has been shown that regular spatially coupled
low-density parity-check (SC-LDPC) achieve capacity of
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the binary erasure channel (BEC) [13] and of general
binary-input memoryless output-symmetric channel [14]
under sliding-window message-passing decoding. There-
fore, SC-LDPC codes can be viewed as excellent candi-
dates for use in the relay schemes.
In [15], it was shown that bilayer SC-LDPC codes can
achieve the Shannon limit of a DF relay system with
orthogonal BEC links. As the SC-LDPC code ensembles
are regular, the design complexity is low compared to the
schemes based on irregular LDPC code ensembles. How-
ever, the idea of using the SC-LDPC codes in the relay
systems over the additive white Gaussian noise (AWGN)
and Rayleigh fading channels was not well exploited yet.
In [16], protograph-based SC-LDPC codes were employed
in three-terminal erasure relay channel. It was empiri-
cally observed that spatially coupled protograph-based
MacKay-Neal LDPC codes approach the theoretical per-
formance limits. In [17], SC-LDPC codes were used in
a decode-and-forward scheme for a network consisting
of two sources, one relay and one destination, connected
by binary erasure channels. Network coding was used
in the relay node. Analytical bounds on the achievable
rate region were derived, and it was shown, in particu-
lar, by using density evolution, that the scheme based on
the SC-LDPC codes achieves the theoretical performance
limits. The theoretical results were further justified by the
experimental observations.
In another related work [18], the author considers array-
based SC-LDPC codes and studies the minimum distance
of the corresponding spatially coupled codes, obtained by
various “unwrapping” vectors. A number of bounds on the
minimum distance of the corresponding codes for spe-
cial selections of parameters are obtained bymathematical
analysis.
In this paper, we propose a new framework for design-
ing a SC-LDPC code-based soft SDF protocol over AWGN
and Rayleigh/fading channels in the two-way relay chan-
nels. The paper proposes a more realistic soft noise
approximation model using an estimated look-up table
at the destination. The impacts of the different noise
modelings are compared by the simulations. Also, a
variance coefficient at the destination (referred to as a
variance correction factor) is proposed to improve the
accuracy of the Gaussian approximation made initially in
the previous work in [5] on the equivalent noise mod-
eling at the destination. In this paper, we also study
the design of array-based SC-LDPC block codes for
relay channels. The code construction is based on cou-
pling of array-based LDPC block codes akin [18–20].
We experimentally compare the performance of the pro-
posed system for different selections of the “unwrapping”
vectors in the employed quasi-cycle low-density parity-
check (QC-LDPC) matrix code, decoded by message-
passing algorithm. The present work can be viewed as
a set of simple but effective enhancements to the SIR
scheme.
2 Systemmodel
Two-way communication is a common scenario where
two parties transmit information to each other via a com-
mon relay. We consider a two-way relay channel involving
three nodes as shown in Fig. 1. In this paper, the letters A
and B denote the users (sources), and the letter R denotes
the relay. The subscript i ∈ {A, B} stands for a source, and
i¯ is the opposite source of i. Vectors are denoted by bold
letters, and the jth element of vector a is represented as aj.
We use regular letters to denote scalars (including random
variables). For a random variable x, we use E(x) to denote
the expected value of x. The “soft symbol” corresponding
to symbol a is represented by a˜. UserA broadcasts its mes-
sage xA to both user B and the relay in the first time slot.
In the second time slot, user B transmits a message xB to
both the relay and user A. In the third time slot, the relay
broadcasts a “soft network-coded” signal xˇR to users A
and B.
In the first time slot, user A encodes a bit vector uA of
length K using an LDPC encoder of rate R = K/N to
produce the codeword cA of length N ; this LDPC code is
defined by a (N − K) × N parity-check matrix H, i.e., we
have HcTA = 0. Here, 0 denotes the zero matrix, whose
size is clear from the context. The bit vector cA is mapped
to a BPSK symbol vector xA, via the mapping 0 → +1,
1 → −1, before the transmission takes place. We assume
that all nodes have only one antenna working in a half-
duplex mode. In the second time slot, the process at user
B is similar to that at user A in the first time slot.
We denote by hiR, hiD, and hRi¯ where i ∈ {A, B}, the
channel coefficients between i and R, between i and D,
and between R and i¯, respectively. The corresponding dis-
tances between nodes are denoted by diR, dRi¯, and dii¯,
respectively. We assume that hiR, hRi¯, and hii¯ are inde-
pendent and identically Rayleigh distributed. The channel
gains are related to the corresponding distances by the
attenuation exponent ν, i.e., ζiR = 1/(diR)ν , ζii¯ = 1/(dii¯)ν ,
and ζRi¯ = 1/(dRi¯)ν , respectively. We consider quasi-static
fading channels, i.e., the channel coefficients are constant
during one transmission phase (time slot) and change
independently from one phase to another. The received








Pihii¯xi + nii¯ , (2)
where niR and nii¯ are vectors having independent and
identically distributed (i.i.d.) real Gaussian (noise) entries
with zero mean and variance σ 2iR and σ 2ii¯ , respectively
Jayakody et al. EURASIP Journal on Advances in Signal Processing  (2016) 2016:20 Page 3 of 11
Fig. 1 The two-way relay system in half-duplex mode
(both of which are here assumed to be equal to N0/2,
where N0 denotes the channel noise power spectral den-
sity). Here, i, i¯ ∈ {A, B} with i = i¯. Also, Pi is the
transmit power constraint at node i, and hik stands for the
Rayleigh fading coefficient between nodes i and k where
k ∈ {i¯, R}. In the third time slot, the relay aids the des-
tination by transmitting a network-coded message based
on the signals received in the first and second time slots,
i.e., cR = cA ⊕ cB where ⊕ denotes the XOR operation.
This is equivalent to the multiplication of the correspond-
ing BPSK symbols, i.e., x jR = xˆ jAxˆ jB, where xˆji is the (BPSK
symbol) hard decision corresponding to x ji at the relay.
In the low signal-to-noise (SNR) regime, errors may
occur in the decoding process at the relay and error
propagation may be introduced. As a remedy, in the pro-
posed scheme, the relay transmits a “soft” version of
these network-coded parity symbols. This process will be
elucidated in Section 4.
3 Code design
LDPC block codes were discovered in the sixtieth but were
almost forgotten [11]. They became widely used in the
practical applications in the last two decades due to their
excellent performance at rates close to the theoretical
limit, when decoded by the message-passing algorithms.
LDPC codes possess a sparse parity-check matrix.
Convolutional LDPC codes, or QC-LDPC codes, out-
perform classical LDPC block codes, when decoded by
using sliding-window message-passing algorithms. The
use of sliding window allows for low latency, since the
decoding can be successfully performed on a small part
of a codeword, without waiting for the remaining part
of the codeword. At the same time, for carefully cho-
sen decoding window size, the error performance of the
sliding-window decoder is similar to that of the standard
message-passing decoder. Therefore, QC-LDPC codes
with sliding-window decoders are an interesting alterna-
tive to classical block LDPC codes with message-passing
decoders.
In this paper, we consider array-based QC-LDPC codes,
as described below.
Definition 1 (see, for example, [19]). Array-based
(quasi-cyclic) code Cγ ,p is a regular LDPC code, defined by
an γ p × p2 parity-check matrix Hγ ,p, 1 ≤ γ ≤ p, p is an




I I I · · · I
I σ σ 2 · · · σ (p−1)
I σ 2 σ 4 · · · σ 2(p−1)
...
...
... . . .
...




where I denotes the p×p identity matrix, and σ is the p×p




0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...
... . . .
...
...
0 0 · · · 0 0
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In the sequel, we make use of the array-based SC-LDPC
codes by using a special type of unwrapping procedure
as described in [12, 20, 21]. This unwrapping procedure,
which allows for obtaining the SC-LDPC block code, is
as follows. First we “cut” the parity-check matrix into
two γ p × p2 matrices, Hu and H l. The cutting pattern
is defined by an integer vector δ = (δ0, δ1, δ2, · · · , δγ−1),
where 0 ≤ δ0 ≤ δ1 ≤ · · · ≤ δγ−1 ≤ p.
• The row i + 1 of the matrix H l contains δi first
entries as in the row i + 1 of the matrix Hγ ,p, for all
0 ≤ i ≤ γ − 1. The remaining entries in H l are set to
zeros.
• The row i + 1 of the matrix Hu contains γ p − δi last
entries as in the row i + 1 of the matrix Hγ ,p, for all
0 ≤ i ≤ γ − 1. The remaining entries in Hu are set to
zeros.
This procedure is illustrated by the following example.
Example 1. Take p = 5, γ = 3, δ = (1, 3, 4). Then,
H3,5 =
⎛
⎝I I I I II σ σ 2 σ 3 σ 4
I σ 2 σ 4 σ 6 σ 8
⎞
⎠ ,
and so we have
H l =
⎛
⎝ I 0 0 0 0I σ σ 2 0 0






⎝ 0 I I I I0 0 0 σ 3 σ 4
0 0 0 0 σ 8
⎞
⎠ . (6)
It is possible to define the γ p × κp submatrix Hγ ,p,κ of
Hγ ,p, for general κ < p, by taking its first κp columns. The
corresponding code is LDPC, and the same unwrapping
procedure can be applied to it.
Next, fix an integer L ≥ 1, which denotes the desired
coupling length. By using the matricesHu andH l, we con-
struct an array-based SC-LDPC code, whose (L + 1)γ p ×
Lp2 parity-check matrix is
H(γ , p, L, δ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
H l 0 · · · 0 0
Hu H l · · · 0 0
0 Hu · · · 0 0
...
... . . .
...
...
0 0 · · · Hu H l




It is worth mentioning that the matrix H(γ , p, L, δ) has
the same row and column weights as the original matrix
Hγ ,p (except for the row weights of the first p rows and the
last p rows of H(γ , p, L, δ)).
The matrix H(γ , p, L, δ) might not have full rank. Its
rank, in particular, depends on the decomposition ofHγ ,p
and the internal structure of the terms in that decomposi-
tion. The optimal choice of δ is not obvious.
Next, we test different cutting vectors δ as in Table 1.
By the empirical study of the bit error rate (BER) perfor-
mance, we found that, for the selected parameters of γ ,
κ , p and L, the choice δ = (5, 4, 2) provides the best per-
formance (among the tested alternatives) over the AWGN
and Rayleigh fading channels. Note that the optimality of
the vectorsmay vary for different underlying channels.We
have tested other vectors δ, which do not appear in Table 1
as they have similar performance to the listed vectors.
3.1 Channel-network-coded cooperative scheme
In each time slot, the destination (source i) receives a
signal; one signal comes from the opposite source i¯ in
the up-link transmission and another signal comes at the
down-link transmission. In the case of error-free decod-
ing at the relay, the forwarded packet by the relay is
viewed as redundancy produced by the channel cod-
ing of the network-coded sequence. Hence, the channel-
network-coded cooperative scheme can be considered as
a network-coded distributed LDPC (NC-LDPC) coding
scheme. Note that in contrast to the channel codes, the
network code combines the information bits of A and B.
Distributed coding scheme relies on the assumption of
error-free decoding at the relay. Therefore, if decoding
errors occur at the relay, the forwarded relay codeword
cR is an incorrect network-coded information sequence at
the destination. If the relay-destination link is more reli-
able than the direct link which is given in most of the
cases, it is highly probable that the overall decoding at the
destination will be incorrect influenced by the incorrect
relay codeword and consequently the decoding may fail;
error propagation. In this work, we apply SIR in order to
mitigate the error propagation effect due to the erroneous
decoding at the relay. The principle of the network-coded
Table 1 The different cutting vectors δ to form spatially coupled
LDPC codes
Patten index δ
a (2, 3, 5)
b (3, 3, 3)
c (1, 2, 3)
d (4, 3, 2)
e (5, 2, 2)
f (5, 3, 2)
g (5, 4, 2)
The pattern of δ determines the internal structure of the codes
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SIR (NC-SIR) is depicted in Fig. 2. A joint network and
channel decoding is established to increase the benefits
of the two involved sources from the relay component
codeword as common redundancy.
4 Soft information relaying scheme
In this section, we explain in detail how the relay per-
forms the function of SIR. The first step required for SIR


















for each user i. This computation can be easily performed
using an LDPC decoder based on the received signal
frame yiR from each user i. Then, the relay computes the
corresponding soft network-coded symbols. The network
coding operation can be approximately implemented in
the soft domain using the computed a posteriori LLR


















∣∣∣  1 as ∣∣∣x˜ jAR
∣∣∣ , ∣∣∣x˜ jBR
∣∣∣  1. When the SNR
is large, the soft symbols are polarized around the areas
close to −1 and +1. However, due to heavy fading and
low SNR regime in the source-relay channel, the power of
the soft symbols can be very small or negligible. There-





∣∣∣ , ∣∣∣x˜ jBR
∣∣∣}. This is susceptible to noise due to very
small power. Therefore, we propose the following network
coding form to improve the reliability of network-coded
symbol x˜ jR, namely,


























The intuition behind (9) is as follows. Since x˜ jR is an esti-






B, its sign should be equal to
the sign of x˜ jAx˜
j
B. On the other hand, the magnitude of the
signal does not change significantly.
Finally, the signal transmitted from the relay can be writ-
ten as xˇR = βx˜R, where the factor β is chosen to satisfy the




1. Thus, the received signal at source i in the third time
slot can be written as
yRi =
√
PRhRiβx˜R + nRi , (10)
where nRi is a vector having i.i.d. real Gaussian entries
each having zero mean and variance σ 2Ri = N0/2.
Network DecoderJoint LDPC Decoder Soft Demodulator
LDPC Encoder Modulator Soft Demodulator LDPC Decoder





Channel DecoderNetwork Decoder Demodulator Channel






Fig. 2 The proposed two-way relay system in half-duplex mode
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5 Calculation of LLR at the destination
In general, when LDPC coding is used in conjunction
with relaying, the formation of the LLRs at the destina-
tion corresponding to the relay transmission is non-trivial.
The source A receives two different signals via two inde-
pendent fading routes in the second and third time slots,
i.e., yBA and yRA. Similarly, the source B receives yAB and
yRB in the first and third time slots, respectively. We use
the following model for the relationship between the cor-
rect symbols x jR = x jAx jB and the soft symbols x˜ jR as first
proposed in [5]:
x˜ jR = ηx jR + n˜ j, (11)
where n˜j is called the soft error variable and the constant η
is called the soft scalar. We compute the value of η which
minimizes the mean-square value of the soft error, i.e.,
η = E(xRx˜R) (c.f. [5]). In general, the soft scalar may be
computed offline as η = 1N
∑N
i=1[ xR,ix˜R,i] for any desired
source-relay SNR. We identified some properties of the
parameter η as follows:
Property 1. In general, the soft scalar has value −1 ≤
η ≤ 1. For the high values of source-relay SNR, x˜ jR ≈ 1, and
this gives x˜ jR ≈ x jR ≈ 1. In that case, η = 1. In the event
that x˜ jR gives a hard decision error, x˜
j
R ≈ x jR ≈ −1. In that
case, η = −1.
Property 2. The relay does not forward when η = 0.
Note that the value of η = 0 occurs in the very low SNR
regime of the source-relay channel. In this regime, the a pri-
ori LLR will be very small in magnitude, and in turn, the
generated soft symbols will have near-zero amplitude. This
scenario is also similar to the case where the relay does not
transmit any signal, i.e., the relay stays silent.
The effect of η is similar to that of a fading coefficient.
We apply this model to the network-coded symbol and
not to the “soft-modulated” symbols (an advantage of the
current approach is that the soft symbol may have higher
amplitudes when compared with the existing methods.
This is one of the benefits from the network coding oper-
ation). The soft error variance may also be calculated as




. By invoking symmetry of the channel,
BPSK modulation, and LDPC decoding process, we also
have E(x˜R) = 0; it follows that E(n˜) = 0.
Assuming the model of (11), the received signal at each
source i in the third time slot can be written as yRi =√
PRhRiβηxR + nˆRi, where nˆRi = nRi + √PRhRiβn˜, where
nˆRi is the total equivalent noise at the destination. In order
to get the distribution of the total noise at the destination,
the probability density function (PDFs) of the soft error
and AWGN have to be convolved. As the exact distribu-
tion of our soft network-coded symbol not known, we can
imagine the soft error with an impulse-like noise. As the
convolution of a Gaussian distribution with an impulse
gives rise to another Gaussian distribution, we conjecture
that the total noise at the destination follows a Gaussian
distribution. nˆRi at the destination fits to an approximated
Gaussian distribution with variance
σˆ 2Ri = σ 2Ri + PRh2Riβ2σ 2n˜ ,
The LLR corresponding to the third time slot transmis-






















Next, we describe the standard soft relay protocol as in
[3]. The relationship between the correct symbols xR and
the soft symbols x˜R is modeled in [3] by x˜ jR = x j2(1 − n¯ j),
where n¯ j is a soft noise variable whose mean and vari-








1 − x˜R,lxR,l − μn¯
)2] , respectively.
Note that this model was used in [3] for soft BPSK but
here we will apply it as a reference model for the soft
network-coded symbols.
Using this model, the normalization factor β may be
approximated from the soft noise statistics as β =√
1
(1−μn¯)2+σ 2n¯
. Also, the received signal at the destination
(source i) in the third time slot can be written as
y jRi =
√
PRhRiβx˜ jR +n jRi =
√
PRhRDβx jR(1−μn¯)+ n¯ jRi ,
(13)
where n¯ jRi = n jRi −
√
PRhRiβx jR(n¯ j − μn¯) is the equiv-
alent (zero-mean) noise at the destination with variance
σ¯ 2Ri = σ 2Ri + PRh2Riβ2σ 2n¯ —this equivalent noise is modeled
as having Gaussian distribution.














y jRi¯ . (14)
Note that the a priori LLR at source i corresponding to
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· x ji . (15)
At the destination, the received LLR’s from the relay and
the source i will be added as they are referring to the same
underline source ith transmission where i ∈ {A,B}.
5.1 Equivalent one-hop link model
In order to analyse the performance of the proposed
scheme, we give a closed form expression of the virtual
one-hop link to represent the two-hop links in the two-
way relay channels in terms of equivalent SNR and other
statistics [22]. We define the instantaneous SNR at links
i to R and R to i¯ as: iR and Ri¯, respectively, where
iR = |hiR|2 PS/σ 2iR, Ri¯ =
∣∣hi¯R∣∣2 PR/σ 2iR, i ∈ {A,B}, and
i¯ ∈ {B,A}.
Note that for the BPSK modulation, the signal at i¯ in
the equivalent model link is received in error only either
when the i–R transmission is received correctly and R–i¯
transmission is received in error, or the i–R transmission
is received in error and the R–i¯ transmission is received
correctly. Now we have the following error probability P eR
at the relay
P eR (AR,BR) =
(
1 − P eAR (AR)
)
P eBR (BR)
+ (1 − P eBR (BR))P eAR (AR) . (16)
The output SNR eq,R at the relay in virtual equivalent

















du, Q−1(x) is the inverse function of
Q(x), and  is a constant depending on the modula-
tion scheme; for the BPSK scheme,  = 2. This is an
approximation of SNR of the two-way relay channel by the
one-hop SNR link.




< eq,R < min,R , (18)
where min,R = min{AR,BR}. Intuitively, error occurred
at the destination, i.e., i¯ cause by the information sent by
R is in error and the transmission R-i¯ is correct or the
information received by the relay R is correct and the
transmission R-i¯ is in error. Now, we have the following






















σ 2n˜ PR|hRiβη|2 + σ 2Ri˜
. According to [22], we




< eq,i¯ < min,i¯ , (20)
where min,i¯ = min{eq,R,Ri¯}. By combining (18) and
(20), we obtain that , the equivalent SNR of the source-
relay-destination link, satisfies:
min{min{AR,BR} − 1.62,Ri¯} − 1.62
<  < min{AR,BR,Ri¯}.
(21)
From (21), we can tightly approximate  in the high-
SNR regime as
 ≈ min{AR,BR,Ri¯}. (22)
The parameter  depends on the modulation scheme.
For QPSK, we have = 4, then, from (20) and (21) we can
verify that (22) holds. Therefore, the analysis in this work
can be extended to higher-order modulation schemes.
5.2 Estimation of model parameters
As we have seen, the values of β and equivalent noise vari-
ance σˆ 2Ri depend on the soft error variance σ 2n˜ and the
soft scalar η. The exact computation of these parameters
is non-trivial as the correct symbol x jR is not known at
the relay or destination in online transmission. In order to
offer a remedy for this issue, we propose to use look-up
tables that store the average values of σ 2n˜ . These estimated
values are computed by using the linear piecewise inter-
polation. We denote by in the received SNR at the relay,
and using the inspiration of (22), we have the following
relation at the relay:
in = min{AR,BR},
where we assume power normalization PA = PB = PR =
1. Here, we denote by out the output SNR of the relay.
Note that SNRiR and SNRR are the values of in and out,
respectively, in decibels, where SNRiR indicates the SNR of
node i and relay and SNRR is the output SNR at the relay.
The output SNR of the relay can be presented as follows
for our proposed soft scalar model
out = |η|2/Pn˜ , (23)
where Pn˜ = 1N1
∑N1
j=1 |n˜j|2. The relay can estimate out
from in in the training phase and prepare a table of
pairs (in,out) for the Rayleigh fading and AWGN chan-
nels. Then, it can approximate out for general input
in by using the linear piecewise functions [23]. More
specifically,
out = akin + bk , (24)
where the pairs {(ak , bk)}k are estimated during the train-
ing phase and stored in the look-up table.
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Figure 3 presents graphically the interpolation table of
(in,out) and the out obtain via (24). We can also apply
the similar approach in order to estimate the average η.
Figure 4 depicts the interpolation table of (in, η), and
the value of η is obtained by linear interpolation, which
is similar to (24). As we can see in Figs. 3 and 4, as SNR
increases, x˜ jR ≈ x jR, η → 1, and out → ∞.
Thus, we can readily compute σ 2n˜ = |η|2/out where η
can be taken from the look-up table in Fig. 4, and σ 2n˜ = Pnˆ
as E(n˜) = 0. Similarly, we can also compute β . In con-
ventional SIR schemes in [3–5], statistical parameters σ 2n˜
and β (η in [5] as well) need to send from the relay to
the destination for LLR computation. In our approach, the
relay only has to send the received SNR to the destination,
which decreases extra signaling overhead.
5.3 Variance correction factor
In the analysis of soft error and equivalent noise nˆRi, we
found that the variance of the approximated Gaussian dis-
tribution σˆ 2Ri is not accurate as the exact distribution of n˜
is not known. This indicates that σˆ 2Ri is not exactly the vari-
ance of approximated Gaussian distribution of nˆRi = σ 2Ri+
PRh2Riβ2σ 2n˜ . This is mainly due to the fact that soft error
variable n˜ is not strongly following the Gaussian distribu-
tion. This is similar to the standardmodel presented in the
literature [3]. Therefore, in order to correct this imprecise-
ness present in the equivalent variance at the destination,
we introduce a correction factor α, which eliminates the
inaccuracy of the equivalent variance at the destination.
Following this argument, we modify the equivalent noise
variance term as follows:
σˆ 2Ri = σ 2Ri + αPRh2Riβ2σ 2n˜ , (25)









Pre−estimated soft scalar η
Linear piecewise fitting curve 
Fig. 4 The pre-estimated η versus input SNR of the relay using AWGN
and Rayleigh fading channel
where α is a scalar, which is used for correction of σˆ 2Ri
at the destination. We call it a variance correction factor
and compute its value via simulations. Finding an analyti-
cal form for α is not straightforward since the probability
distribution of the soft symbols is not known. In fact,
by using α, we obtain a correction criterion to σˆ 2Ri, the
variance of the received signal at the destination. From
Fig. 7, we obtain that the decoder is sensitive to the vari-
ance when α ≤ 2. In the next section, we present the
simulation results to demonstrate the impact of the dif-
ferent values of α. We observe that α = 2 yields very
good performance (i.e., the free-propagation attenuation
is considered). From this study, we observe that the soft












Linear piecewise fitting curve 
Fig. 3 The pre-estimated output SNR versus input SNR of the relay using AWGN and Rayleigh fading channel
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noise varince σ 2n˜ is underestimated in the previous section
when assuming that it is an approximated Gaussian dis-
tribution. Such an inaccurate variance can significantly
degrade the system performance. To obtain a satisfactory
BER performance, we have to increase its value by a factor
of two.
6 Simulation results and discussion
In this section, the simulation results are provided to
demonstrate the effectiveness of the proposed system. All
channels are assumed to exhibit quasi-static fading, i.e.,
the channel coefficients hAD, hBD, hRD, hAR, and hBR are
constant for each transmission phase and change inde-
pendently from one phase to the next. First, we consider
a symmetric relay setup where the two sources A and
B have the same distance to the destination, and where
the two sources, the relay, and the destination are aligned
in the same horizontal line. The distances between the
sources and the destination are normalized to unity, i.e.
dAD = dBD = 1. The attenuation exponent was chosen to
be γ = 2.
In the following simulations, we choose code parame-
ters, which allow for convenient implementation. Thus,
we take a SC-LDPC code with N = 2425, K = 1455, and
the code rate R = 0.6. In the construction of the codes,
we choose p = 97, L = 25, γ = 3, and κ = 5, and in
the analysis as in Fig. 5, we found that the best decom-
position (among the tested ones) is δ = (5, 4, 2) for point
to point AWGN with Rayleigh fading and relay channels.
The simulations assume BPSK and a power normaliza-
tion of PA = PB = PR = 1. We simulate the scenario
where all links experience Rayleigh fading and AWGN. All
simulations assume SNRAR = SNRBR.



















Fig. 5 BER performance of array-based spatially coupled LDPC codes
using different cutting vectors together with regular array-based
LDPC codes using Rayleigh fading and AWGN channel. We note that
the cutting vector with δ = (5, 4, 2) shows improved performance.
Legends in this figure incorporate with Table 1
Figure 5 demonstrates the BER performance of different
array-based spatially coupled LDPC codes, i.e., different
cutting vectors δ using Rayleigh fading AWGN channels.
As we can see, δ = (5, 4, 2) shows good BER perfor-
mance. In the following simulation setup, therefore, we
use spatially coupled LDPC codes based on δ = (5, 4, 2).
As a competing scheme, we also simulate block array-
based LDPC code with parameters K1 = 111, N1 = 185,
and rate R = 0.6 in the same figure. This LDPC code
serves as the building block for the array-based SC-LDPC
codes. It should be noted, that the latency of decod-
ing block LDPC code using message-passing algorithm is
comparable to the latency of decoding QC-LDPC codes
constructed from that block LDPC code using sliding-
window message-passing decoding, with appropriately
selected size of the decoding window.
Figure 6 compares the BER performance of the spatially
coupled LDPC-coded SIR scheme with the other existing
relay schemes. The relay is fixed at SNRiR = 1 dB to rep-
resent poor channel conditions. As a competing scheme,
we simulate the standard SIR scheme in [3] by using spa-
tially coupled LDPC codes. In the proposed SIR scheme,
we have not assumed any re-encoding at the relay. As it is
shown in Fig. 6, the previously proposed SIR scheme with
spatially coupled LDPC codes achieved markedly better
error rate performance than the SIR scheme in [3] over
Rayleigh fading channels. Note that we have not assumed
any soft re-encoding scheme here. By contrast, [3] has pre-
sented a soft re-encoding scheme. We also simulate hard
DF scheme as a base line scheme using SC-LDPC codes.
When the source to relay channel is poor, there will
be decoding errors at the destination. This creates a
huge error propagation if hard decisions are forwarded
from the relay to the destination. That is why we obtain





















CF scheme in [26]
SIR scheme in [3] 
 SIR scheme in [5]
Proposed SIR using look−up tables 
Proposed SIR using look−up tables and SNC
Fig. 6 Error rate performance of the proposed SIR scheme in Rayleigh
fading channel. In all the simulations, we keep the relay at
SNRiR = 1 dB to represent a poor channel condition
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relatively poor performance in hard DF. The proposed
scheme does not make any premature decision at the
relay and forwards the soft symbols to the destination.
As the destination decoder also works in soft domain,
its performance is improved. For completeness, we also
simulate (AF) relaying. As expected, it shows degraded
performance due to the noise amplification at the relay.
In the compress-and-forward (CF) strategy, the received
signal vector sent via source-relay link is quantized and
compressed at a relay before being forwarded to the des-
tination [24]. The CF strategy is usually referred to as
estimate-and-forward in the literature [25]. In fact, the
received signals at the relay and the destination are cor-
related due to the nature of broadcasting. We simulated
CF as well wih the simulation setup discussed in this
paper.
As it can be observed in Fig. 6, the proposed look-up
table method provides slightly better BER performance
(0.4 dB at 10−3) as compared to the SIR scheme in [5]
with SC-LDPC codes. In the case of [3] and [5], the
relay has to forward all parameters required for LLR
modeling to the destination. Additionally, the proposed
scheme offers a reduced signaling overhead since the
relay transmits in only. By using the piecewise linear
interpolation, the destination can create any combina-
tion of (γin, γout, η). The proposed SC-LDPC scheme
together with the piecewise linear interpolation method
and modified soft network coding outperforms the other
schemes under comparison. The proposed modified soft
network method improves on the amplitude of the soft
network-coded symbol for the checked parameter set-
tings. In the conventional approach, due to the product
of two network-coded symbols, x˜ jR could have a very
small amplitude and is susceptible to channel noise. Then,
it will deteriorate the joint error performance at the
destination.
In the simulation in Fig. 7, we set SNRiR = 1 dB and
SNRiD = SNRRi. The results show that the BER per-
formance of the proposed SIR scheme verses various α
values. In this scheme, we observe that the BER perfor-
mance improves as α increases up to α = 2. In the region
of α > 2, the BER performance remains almost invariant
and does not contribute to the overall system perfor-
mance. This observation suggests that the choice α = 2 is
close to the optimum. This also highlights that σˆ 2Ri actually
underestimates the actual variance of nˆRi when assuming
that it is an approximated Gaussian distribution.
We next consider asymmetric scenario, where one
source is closer to the relay than the other. Here dAR =
0, 7, dBR = 0.3. Comparative performance results with
various values of α are shown in Fig. 8, i.e. α =
(0.5, 1, 1.5, 2, 2, 5). From this figure, as we can see, our
proposed scheme obtain optimal performance when the
α ≈ 2.






















Fig. 7 The error rate performance of the proposed SIR scheme in
Rayleigh fading and AWGN channels using different variance correction
factors α = (0.5, 1, 1.5, 2, 2, 5). In all the simulations we keep the relay
at SNRiR = 1 dB to represent poor channel condition
We also observe that the performance for α = 2 is supe-
rior by around 0.8 dB when compared to α = 1 in Figs. 7
and 8. It is natural to notice that as SNRRi increases, the
BER performance improves. Finding an analytical solu-
tion for α is involved as the complete PDF for n˜ is not
known, and therefore, our conclusions are based on the
simulations only. Based on the simulations in Fig. 7 and
by using the quantiles of the theoretical Gaussian dis-
tribution against the empirical data points of the total
equivalent noise at the destination, we conclude that α =
2 is close to optimal.






















Fig. 8 The error rate performance of the proposed SIR scheme with
assymtric setup in Rayleigh fading and AWGN channels using
different variance correction factors α = (0.5, 1, 1.5, 2, 2, 5). In all the
simulations, we keep the relay at SNRiR = 1 dB to represent a poor
channel condition
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7 Conclusions
We have developed a novel optimized soft information
relaying scheme based on cooperative network coding in a
two-way relay system by means of spatially coupled LDPC
codes. Instead of forwarding hard decisions, the proposed
scheme forwards modified soft network-coded symbols.
The error correction is achieved by using spatially coupled
array-based LDPC codes. We also modify our previously
proposed soft errormodel, such that the scaling factor and
the soft error variance of the residual noise can be easily
computed. It reduces the signaling overhead and achieves
better performance. Finally, we introduce a correction
factor parameter in order to model the soft error vari-
ance at the destination.We compare the proposed scheme
with its counterparts. The proposed scheme shows signif-
icant performance improvement in terms of BER, when
compared to the competing schemes.
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