Fe ii emission lines are observed from nearly all classes of astronomical objects over a wide spectral range from the infrared to the ultraviolet. To meaningfully interpret these lines, reliable atomic data are necessary. In work presented here we focused on low-lying fine-structure transitions, within the ground term, due to electron impact. We provide effective collision strengths together with estimated uncertainties as functions of temperature of astrophysical importance (10 − 100, 000 K). Due to the importance of fine-structure transitions within the ground term, the focus of this work is on obtaining accurate rate coefficients at the lower end of this temperature range, for applications in low temperature environments such as the interstellar medium. We performed three different flavours of scattering calculations: i) a intermediate coupling frame transformation (ICFT) R-matrix method, ii) a Breit-Pauli (BP) R-matrix method, and iii) a Dirac R-matrix method. The ICFT and BP R-matrix calculations involved three different AUTOSTRUCTURE target models each. The Dirac R-matrix calculation was based on a reliable 20 configuration, 6069 level atomic structure model. Good agreement was found with our BP and Dirac R-matrix collision results compared to previous R-matrix calculations. We present a set of recommended effective collision strengths for the low-lying forbidden transitions together with associated uncertainty estimates.
INTRODUCTION
Electron-impact is a dominant populating mechanism for the excited fine-structure levels of Fe + . The energy gap between the ground level of Fe + and its next four excited levels in the ground term is less than 1500 K (see Figure 1 ), so these fine-structure levels can be easily excited and the subsequent emission lines appear in the mid-infrared (mid-IR), therefore falling within the detector windows of many telescopes, namely the Spitzer Space Telescope, the Stratospheric Observatory for Infrared Astronomy (SOFIA), and the up-coming James Webb Space Telescope (JWST). Neufeld et al. (2007) reported the detection of Fe ii (25.99 µm and 35.35 µm) emissions in supernova remnants. Perlman et al. (2007) detected the Fe ii (25.99 µm) emission from M87 (the dominant galaxy in the Virgo Cluster). Green et al. (2010) reported the detection of Fe ii (25.99 µm) emission in the proto-stellar ⋆ E-mail: stancil@physast.uga.edu outflow GGD 37. More recently, Harper et al. (2017) investigated SOFIA-EXES mid-IR observations of forbidden Fe ii emissions in the early-type M super-giants and spectrally resolved the Fe ii (25.99 µm) emission line from Betelgeuse.
The Fe ii fine-structure lines can serve as diagnostics of the local physical conditions of many cool plasma environments. For example, solving for the thermal balance and chemistry self-consistently, Gorti & Hollenbach (2004) modeled the IR spectra from intermediate-aged disks around G and K stars and found that the Fe ii (25.99 µm) emission is among the strongest features. Assuming thermal pressure balance, Kaufman et al. (2006) calculated Fe ii (25.99 µm) emission that may arise from H ii regions and/or photodissociation regions (PDRs) in massive star-forming environments. Of objects for which local thermodynamic equilibrium (LTE) is not valid, the physical conditions can be extracted from the spectra only when the collisional rates are known. For example, studied the excitation of Ni ii and Fe ii based on collisional data from . Verner et al. (1999) performed numerical simulations of Fe ii emission spectra with the simulation code CLOUDY using the collision strengths from Zhang & Pradhan (1995) . The same data set was also used by Hartigan et al. (2004) to model Fe ii (25.99 µm) emission as a diagnostic of shocked gas in stellar jets and more recently by Lind et al. (2017) to study non-LTE line formation of Fe in late-type stars.
There has been considerable effort and resources dedicated to the computation of electron-impact fine-structure excitation rates for Fe + . Such calculations are challenging and demanding for many reasons. First, the competition between filling of the 3d and 4l shells makes it a non-trivial exercise to obtain a sufficiently accurate atomic structure target model. Second, the number of closely coupled channels increases dramatically as more configurations are added to the target model. A compromise has to be made between accuracy and computational resources. Third, the existence of Rydberg resonance series below each excitation threshold requires a very fine energy mesh in order to obtain reliable effective collision strengths.
Previous calculations can be naturally divided into two groups according to the different choice of target models. The first group considers only even-parity configurations. Nussbaumer & Storey (1980) calculated electronion collision strengths for the lowest four terms of Fe + with 3d 6 4s and 3d 7 in the target model. Berrington et al. (1988) and Keenan et al. (1988) extended this work by including a4d pseudo-orbital and applying the BP approximation. Recently Bautista et al. (2015) reported new effective collision strengths applying the ICFT R-matrix method (Griffin et al. 1998 ) and the Dirac Atomic R-matrix code (DARC) (Norrington & Grant 1981; Dyall et al. 1989; Norrington 2004) . For the excitation from the ground level to the first excited level, most of their ICFT calculations give Υ (10 4 K) of about 2, while their DARC calculation gives Υ (10 4 K) about 5. However, the electron configurations in their ICFT target are all of even parity, while the target for DARC contained 3d 6 4p. The usage of different target models as well as R-matrix method makes it difficult to attribute the variation of the collision results to a particular reason.
The second group of calculations considered the 3d 6 4p configuration in the target model. carried out two sets of close-coupling calculations. The first set included 38 quartet and sextet terms belonging to the 3d 6 4s, 3d 7 and 3d 6 4p using the non-relativistic (NR) LS coupling R-matrix package (Berrington et al. 1987) with4d correlation orbital included in some of the configurations. The second set was carried out using the semirelativistic Breit-Pauli R-matrix package (Scott & Taylor 1982) with only 41 fine-structure levels included, primarily due to the limit of computation capability. These LS coupling calculations were then extended by Pradhan & Zhang (1993) and Zhang & Pradhan (1995) to obtain fine-structure effective collision strengths using a recoupling method. Ramsbottom et al. (2007) presented new fine-structure calculations using a parallel Breit-Pauli (BP) R-matrix package (Ballance & Griffin 2004 ). Their target model contained 3d 6 4s, 3d 7 , 3d 6 4p with additional correlation effects incorporated via the 3d 64 d configuration. In addition, and Bautista & Pradhan (1998) from 3d 5 4s 2 and found the collision strengths of the 6 D 9/2 -6 D 7/2 transition have similar background values to those without doublets. On average, calculations from the second group tend to give similar effective collision strengths to each other, and show larger differences with those from the first group. The primary aim of this paper is to evaluate accurate low temperate rate coefficients for fine-structure transitions within the ground term of Fe ii, while previous work primarily focused on high temperatures (≥ 2, 000 K). Lowtemperature collision data, required for cool plasma environments, can only be extrapolated from the available hightemperature data, which would inevitably generate large uncertainties and compromise the reliability of astronomical spectra analysis. A second aim of this work is elucidate the reason for the inconsistency reported by Bautista et al. (2015) . Similar work was performed by Badnell & Ballance (2014) who discussed the differences (about a factor of three) between ICFT and DARC calculations for Fe 2+ reported by Bautista et al. (2010) . Excellent agreement (<5%) was found, when the exact same atomic structure and the same close-coupling expansion were adopted. Third, Ramsbottom et al. (2015) presented an in-depth comparison of collision strengths and effective collision strengths produced using all variants of the R-matrix codes. For the selection of ions, namely Cr ii, Mn v and Mg viii, which are important iron-peak species, the relativistic and LS transformed R-matrix approaches all produce rates of a similar accuracy. We will check if this conclusion is also valid for Fe ii. Finally, we want to investigate the sensitivity of the effective collision strengths to the choice of target models as well as the adopted R-matrix method. This will allow us to evaluate the uncertainties of our results.
The rest of this paper is structured as follows. In Section 2 we provide a brief guide to the three (ICFT, BP, and DARC) R-matrix methods used in this work. In Section 3 we built several target models and discuss the results of the atomic structure calculations. In Section 4, we gave details of six independent R-matrix calculations. Collision strengths and effective collision strengths are presented in Section 5. The reliability of the methods and rationale for choosing recommended effective collision strengths, including uncertainty estimates, are also addressed. Our findings are summarized in Section 6.
COLLISION THEORY
The theory behind the R-matrix method has been well documented in the literature (Eissner et al. 1974; Hummer et al. 1993; Burke 2011 ) and many versions of computer packages adopting the R-matrix approach have been developed in the past decades. Generally speaking, for collisions involving heavy atoms, the relativistic effects are expected to be important and have to be included in the scattering calculation. In the DARC R-matrix collision program, the relativistic effects are introduced via the Dirac Hamiltonian. In another commonly used semi-relativistic BP R-matrix (BPRM) approach, one-body relativistic terms (relativistic mass-correction, one-electron Darwin, and the spin-orbit term) are considered in the Hamiltonian. Good agreement between these two methods was found by Berrington et al. (2005) in the study of Fe 14+ in collision with electrons, when target states of the two methods are in agreement and resonances are resolved adequately.
However, computational challenges arises when using the DARC or BPRM approaches. The inclusion of the spin-orbit term requires j j (for DARC) and jK (for BP) coupling; the size of the Hamiltonian matrices that need to be diagonalized can become very large. Many frametransformation methods have been developed to make the calculations possible and less time-consuming. One such procedure is called intermediate coupling frame transformation (ICFT) (Griffin et al. 1998 ). The ICFT R-matrix approach carries only the non-fine-structure terms, mass-correction and Darwin terms in the Hamiltonian operators of the interior region. The spin-orbit term is only considered in the Hamiltonian operators for the exterior and asymptotic regions. On the boundary, multi-channel quantum defect theory (MQDT) is employed to generate LS-coupled 'unphysical' K-matrices and those matrices are then transformed into a jK coupling representation. Since the Hamiltonian matrix in the interior region is written in LS coupling, the diagonalization of the ICFT R-matrix method is an order of magnitude more efficient than BPRM.
In this work we use all three R-matrix methods described above, with the calculations for each one optimized for the case of fine-structure excitation within the ground term of Fe ii.
TARGET MODEL
For fine-structure excitation of Fe ii within the ground term, low-energy electron-ion collisions are dominated by resonance structures. If the ionic states themselves are not accurately represented in the target model, this inaccuracy will affect the collision strengths by shifting the resonance peaks to wrong positions. However, obtaining a sufficiently accurate atomic structure for Fe ii is a non-trivial exercise.
The atomic structure program AUTOSTRUCTURE (Badnell 1997 (Badnell , 2011 includes one-body relativistic corrections and was used to generate targets for the BP and ICFT R-matrix methods. We built three small-scale target models (see Table 1 ). What we refer to as the 3-even target model contains only even-parity configurations, so that the following scattering calculations exclude dipole transitions, which should be much stronger than the fine-structure transitions in which we are interested. However, as mentioned in Section 1, it was found that the 3d 6 4p configuration played a vital role in the transitions among the low-lying fine-structure levels, which is possibly due to its coupling with 3d 6 4s. In the 3-mix target model, we include the 3d 6 4p configuration and the same scaling parameters as for target 3-even. The spectroscopic configuration 3d 6 4d is retained in the 4-mix target model. While there is an iterative variational procedure implemented in AUTOSTRUCTURE, satisfactory level energies of the first excited term a 4 F cannot be obtained without the inclusion of 4d orbitals. To improve the target structure further, we developed a code to vary scaling parameters associated with the Thomas-Fermi-Dirac-Amaldi potential and then compared the resulting energies until a minimum was found in the differences with the NIST (Kramida et al. 2018) level energies. In the code that was developed for this optimization, a grid of λ nl parameters was chosen, followed by a comparison with NIST level energies for the levels of the ground term. A subset of these, which gave the closest agreement with NIST, was then chosen and the level energies of the first excited term. A subset of these was then examined, comparing the level energies of the higher excited levels. In addition, a comparison with NIST A-values for the transitions within ground term was also performed, to sub-select on the the set of λ nl that were closest to NIST A-values. It was found that this method gave better agreement for the energies of the low lying terms and associated A-values that the existing optimization procedure within AUTOSTRUC-TURE, when it was optimized on just the first few terms. This variation method is used for 3-even and 3-mix target models, and the built-in AUTOSTRUCTURE variation procedure is used for 4-mix target model.
The target model for the DARC calculation was obtained via the multi-configuration Dirac-Fock method us- Berrington et al. (1988) . Notes. a Kramida et al. (2018) . b Units of Q × s −1 .
ing the computer package GRASP 0 (Dyall et al. 1989; Parpia et al. 1996) . The Fe + target has been investigated by Smyth et al. (2018) . We adopt their 20 configuration target model: 3d 7 ; 3d 6 4s, 4p, 4d, 5s, 5p; 3d 5 4s 2 , 4p 2 , 4d 2 , 4s4p, 4s4d, 5s 2 , 5p 2 ; 3p 4 3d 9 , 4d 9 ; 3p 6 ed4d 6 ; 3p 6 3d 2 4d 5 ; and 3p 6 3d 3 4d 4 . The full DARC target gives 6069 levels. Extended Average Level (EAL) optimization option were used in the GRASP 0 structure calculation to optimize the level energies upon all of the levels. Better overall atomic structure should be obtained through this method.
A selection of fine-structure level energies are presented in Table 2 . Compared with previous work ; Ramsbottom et al. 2007 ), significant improvements are achieved in the first 9 levels (term 6 D and 4 F). Target 4-mix estimates 4 P term/level energies better than the target 3-mix and 3-even models, but gives worse 4 D term/level energies. None of the three small-scale BP/ICFT targets can predict the 6 D o term/level energies well, mainly because of the limited target size. The DARC target gives very good 6 D o term/level energies, but overestimates the 4 D term/level energies.
Radiative rates (A-values) for fine-structure transitions in the ground term as well as the first dipole transition are presented in Table 3 and compared to NIST values (Kramida et al. 2018) . The three AUTOSTRUCTURE targets give better M1 transitions, while the DARC target gives better E1 transitions. The difference in the results comes from the different target wavefunctions and computational methods. In our GRASP 0 calculation, energies are optimized upon all of the level energies included in the calculation, so better overall atomic structure should be obtained, while the lowest few levels are not so well optimized as compared to our AUTOSTRUCTURE targets. We believe that this explains some of the differences between the GRASP 0 and NIST M1 A-values. As will be shown later, except for the 3-even calculation all other targets give similar collision strengths. So the final results are not highly sensitive to the A-value differences.
SCATTERING CALCULATION
We performed two ICFT R-matrix calculations with the 3-even and 3-mix targets, three BP R-matrix calculations with 3-even, 3-mix and 4-mix targets, and one DARC calculation. In the 3-mix BP, 4-mix BP, and DARC calculations, the full configuration target was taken through until the Hamiltonian diagonalization, and then the first 100 levels are shifted to NIST values and retained in the rest of the calculation. This process will still include all of the important resonance contributions to the fine-structure excitations reported on in the paper, given the low temperature focus of this work.
The scattering calculation included JΠ partial waves from 2J = 0 to 2J = 30 with 20 continuum basis terms for each value of angular momentum. Total angular momenta L ≤ 18 and 1 ≤ (2S + 1) ≤ 7 were used for both the even and odd parities. The contributions from higher J were obtained from the top-up procedure. The R-matrix boundaries for the different collision calculations were automatically selected by the R-matrix code. The (N+1) bound configurations included in the scattering computations are listed targets in Table 1 . Convergence checks on the size of the continuum basis used was determined by identifying the most dominant partial waves (2J = 8 and 10). We found that 15 continuum basis functions were sufficient to ensure convergence for the fine-structure transitions of interest.
Collision strengths are sampled using a very fine energy mesh of 2.5 × 10 −5 Ryd up to 0.1035 Ry and then 10 −4 Ryd up to 0.6035 Ry. Coarse meshes with an interval of 10 −3 Ryd with different numbers of energy points are tested up to 2.6035 Ryd. Adding more data points within the coarse mesh doesn't show any noticeable differences in final effective collision strengths.
RESULTS AND DISCUSSION
In Figures 2 and 3 we present the collision strengths as functions of the incident electron energy for the fine-structure transition from the ground level 3d 6 4s 6 D 9/2 to the first excited level 3d 6 4s 6 D 7/2 . The first point to notice is that when the 3-even target is used, either the BP or ICFT collision approaches give a set of sharp resonances at energies from 0.03 to threshold (0.0089 Ryd). The average value of the collision strengths at low energies (below 0.003 Ryd) is about 4. This is significantly smaller than previous calculations. Second, with the inclusion of the 3d 6 4p configuration, the ICFT, BP, and DARC collision approaches all give much Table 4 . Effective collision strengths for select transitions of Fe ii calculated by the DARC approach. The uncertainty % ∆ was estimated by using the two BP calculations. Effective collision strength
Figure 5. Effective collision strengths for the 3d 6 4s 6 D 9/2 -3d 6 4s 6 D 7/2 transition. Standard deviations are marked as error bars for the recommended DARC computations. Notation R07, Z95, B88 and K88 denote the results from Ramsbottom et al. (2007) , Zhang & Pradhan (1995) , Berrington et al. (1988) and Keenan et al. (1988) , respectively.
broader background features. Third, in the comparison of the 3-mix ICFT and 3-mix BP results, the profiles of the two curves are generally similar except that the 3-mix ICFT results at very low energies are enhanced. In Figure 4 , we present the collision strengths for this transition from the current DARC, 4-mix BP and 3-mix BP calculations, but to electron impact energies as large as 0.5 Ryd. We see that there is generally good agreement between the three calculations. The collision strength (Ω) tends to vary widely from the non-resonant background value. Therefore, the Maxwellian averaged effective collision strength (Υ) is preferred in astrophysics, instead of employing the collision strength. We computed the thermally averaged effective collision strengths using,
where Ω ij is the collision strength for the transition from Effective collision strength Figure 6 . Effective collision strengths for the 3d 6 4s 6 D 9/2 -3d 6 4s 6 D 5/2 (top panel), 3d 6 4s 6 D 9/2 -3d 6 4s 6 D 3/2 (middle panel) and 3d 6 4s 6 D 9/2 -3d 6 4s 6 D 1/2 (bottom panel) transitions.
Black circles are recommended DARC results. Standard deviations are marked as error bars. Red and blue curves are results of Ramsbottom et al. (2007) and Zhang & Pradhan (1995) , respectively. level i to j. E j is the final energy of the electron, T e is the electron temperature in Kelvin and k is Boltzmann's constant. It was shown to be a good approximation for a positive ion that if Ω varies with energy much more slowly than does the exponential in equation 1, one may equate Υ to the threshold value of Ω (Seaton 1953) . The effective collision strength for the transition 3d 6 4s 6 D 9/2 -3d 6 4s 6 D 7/2 is presented in Figure 5 . We clearly see that applying the 3-even target, the ICFT and BP Rmatrix approaches yield good agreement and the results are in reasonable agreement with the previous calculated values of Keenan et al. (1988) and Berrington et al. (1988) . Their target models only included configurations of even parity as well. The inclusion of the 3d 6 4p configuration enhances the calculated effective collision strength and thus our 3-mix, 4- mix results are more consistent with previous calculations of Zhang & Pradhan (1995) and Ramsbottom et al. (2007) and with our DARC results (see below).
As stated in Section 1, there have been several Fe ii fine-structure data sets calculated, but discrepancies exists mainly due to the different target models and R-matrix methods adopted. Similar trends occur in this work as well. First, among all the target models, the GRASP 0 target is considered to be the best, as generally it predicts the energies of the lowest 16 levels well and for other highly excited levels it gives correct relative positions (see Table 2 ). Among the three models used in the BP calculations, target 3-even is not sufficient. The comparison between the 3-mix BPRM and 3-mix ICFT models shows that the ICFT approach cannot give reliable fine-structure transitions for Fe ii. This may be due to the fact that the ICFT method solves the inner region problem in LS coupling for a configuration-mixed target, and thus our ICFT calculations were not shifted to NIST level energies. Previous works comparing the BPRM and ICFT methods showed very good agreement between the collision cross sections and rates for both methods, when the same target description was used (Badnell & Ballance 2014) . We expect that the difference between our ICFT and BPRM results was primarily due to these differences in target energies. Thus, while we do not use the ICFT results when calculating our uncertainties, they are an indication of the likely differences between previous unshifted ICFT calculations and calculations that shifted to NIST energies. We note that shifting to target energies in an ICFT calculation is described in detail in Del Zanna & Badnell (2014) . It is evident in Figure 5 that the 3-mix BP, 4-mix BP, and DARC calculations agree overall. Therefore, we adopted the effective collision strengths from the DARC calculations as our recommended values. Results from the 3-mix BP and 4-mix BP models are used to calculate the standard deviation from the recommended values at each temperature point. We present the recommended effective collision strengths and standard deviation (marked as error bars) for the other nine fine-structure transitions within the ground term in Figures  6, 7 , and 8. The results from Ramsbottom et al. (2007) and Zhang & Pradhan (1995) are also plotted for comparison. Part of our results is tabulated in Table 4 .
SUMMARY
In this work we studied the electron-impact fine-structure excitation of Fe ii. Two ICFT calculations with the 3-even and 3-mix targets, three BPRM calculations with 3-even, 3-mix and 4-mix targets, and one DARC calculation based on a reliable 20 configuration atomic structure model were tested and small-scale computations were performed. The full configuration target was taken through until the Hamiltonian diagonalization, and then the first 100 levels were shifted to NIST values and retained in the rest of the calculation. The effective collision strengths for low-lying forbidden transitions are presented. In this paper, we are mostly interested in the rates at low temperatures, from 10 to 2,000 K, but we also include high-temperature results up to 100,000 K to compare with the plethora of previous calculations. It turns out that our results yield good agreement with some large-scale calculations even at high temperatures.
We found the inclusion of 3d 6 4p is essential for reliable fine-structure transition data. In our 3-even BPRM/ICFT calculations when 3d 6 4p was not included, the dominant fine-structure transition 6 D 9/2 − 6 D 7/2 was underestimated compared to other calculations, which is similar to the findings in Bautista et al. (2015) . For the excitation from the ground level to the first excited level, most of their ICFT calculations give Υ (10 4 K) of about 2, while their DARC calculation gives Υ (10 4 K) about 5. However, the electron configurations in their ICFT target are all of even parity, while their DARC target contained 3d 6 4p. When 3d 6 4p was taken into consideration, our 3-mix/4-mix BPRM calculations are in good agreement with DARC calculations. It is an indication that the discrepancy in the work of Bautista et al. (2015) likely depends on the difference in configuration expansion.
The resulting level energies as well as Einstein A coefficients from the atomic structure calculations were used to evaluate the reliability of the target model. The GRASP 0 , 3-mix and 4-mix AUTOSTRUCTURE target models could give good overall atomic structure. The effective collision strengths from the DARC calculations were adopted as the recommended values. The uncertainties were evaluated by calculating the standard deviation of 3-mix and 4-mix BPRM results from the recommended values. The complete data set is available online 1 in favor of astrophysical environment modeling.
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