The exact order of the optimal sub-exponentially decaying factor in the classical bounds on the error probability of fixed-length codes over a Gallager-symmetric discrete memoryless channel with and without ideal feedback is determined. Regardless of the availability of feedback, it is shown that the order of the optimal sub-exponential factor exhibits a dichotomy. Moreover, the proof technique is used to establish the third-order term in the normal approximation for symmetric channels, where a similar dichotomy is shown to exist.
I. INTRODUCTION
In channel coding, error exponents describe the rate of decay of the error probability with the rate held fixed below the capacity (e.g., [1] - [10] and references therein). As such, they provide an exponentially fast convergence result in the channel coding theorem, and thereby indicate approximately how large of a blocklength one needs to achieve a target error probability for a given rate. The caveat with classical error exponent results, however, is that they are typically expressed as bounds on the reliability function, which is defined as (e.g., [6 
constant composition code, i.e., a code in which all codewords possess the same empirical distribution, is lower bounded by
where E ′ SP (R) is the slope of the sphere-packing exponent at R and K 1 ∈ R + is a constant that depends on the channel and R. In [13] , it is shown that if the channel satisfies a certain condition, then the optimal error probability is upper bounded by
whereρ R is related to the slope of the random coding exponent and is typically equal to |E ′ r (R)|, and K 2 ∈ R + is a constant that depends on the channel and R. For the remaining small class of channels, the following upper bound holds
where K 3 ∈ R + is a constant that depends on the channel and R. Note that the order of the aforementioned upper and lower bounds asymptotically coincide as the rate approaches capacity.
Related to the above bounds, one of the classical results of Elias is worth mentioning. In [2] , he considered binary symmetric and erasure channels and proved that the order of the optimal pre-factor for the binary symmetric (resp. erasure) channel is Θ(N 2 )) for rates above the critical rate, where E ′ (R) is the slope of the reliability function.
In this paper, we show that for the class of symmetric channels (see Definition 1 to follow) we can improve the bounds in [12] and [13] to give an exact characterization of the order of the dominant sub-exponential factor.
Specifically, we prove a dichotomy of symmetric channels in terms of the order of their optimal pre-factors. For the typical symmetric channels, which we call nonsingular channels, the optimal order is Θ(N 2 ) is the optimal order. These results imply that every symmetric channel has a pre-factor order that matches either that of the BEC or that of the BSC. Thus, Elias had already found all of the different orders that can occur for symmetric channels.
For both singular and nonsingular channels, the upper bound on the pre-factor follows from [13] (which has been strengthened in several ways [14] , [15] , [16] , [17] , [18] ). Our contribution is improving the lower bound on the order of the pre-factor, i.e., obtaining a better pre-factor in the sphere-packing bound. There are multiple ways of proving the sphere-packing bound, some more amenable to obtaining pre-factor bounds than the others. For a comparison of these techniques, see [12, Section III.A] . Among these methods, the one that relates the error probability of a given code to the error probability of a related binary hypothesis test with the aid of an auxiliary output distribution is well suited for pre-factor analysis. This method can be traced back to at least the classical results of Blahut [25] and is the starting point of the derivation of (2) . However, the auxiliary output distribution used in [12] does not admit a simple explicit form. Indeed, it is defined by using the saddle-point of a certain optimization problem, which is intimately related to the sphere-packing exponent. This complication is due to the asymmetry of the channel. Once we restrict our attention to symmetric channels, it is possible to show a simple characterization of this distribution (see (41) and Proposition 1 to follow), which is in the form of a tilted distribution. Since this distribution is independent of the code, we can dispense with the constant composition assumption 1 in [12] .
For the singular case, we introduce a new method of proving the sphere-packing bound. The idea is the following:
consider any singular symmetric channel W and any (N, R) code over W . Let E denote the event that the code makes an error. Define the information density ı(x; y) := ln W (y|x)
By using Wolfowitz's strong converse (e.g., [27] ), one can argue that
where the probability is induced by the uniform distribution over the messages and the channel, and X N (resp. Y N ) denotes the input (resp. output) of the channel. Hence,
≈ Pr
Due to the symmetry of W , the random variables in (8) can be shown to be independent and identically distributed (i.i.d.), and hence one can apply classical exact asymptotics results (e.g., [28] ) to deduce an exponentially decaying lower bound with a pre-factor order of 1/ √ N . However, this procedure results in a useful lower bound only if the exponent matches the reliability function, i.e., one needs
ı(X n ; Y n ) ≤ R = E SP (R).
Although (9) is not true in general, it can be shown to be so for singular and symmetric channels, thus we can deduce an exponentially vanishing lower bound with the sphere-packing exponent and Θ(1/ √ N ) as the dominant sub-exponential factor.
Furthermore, we show that for both singular and nonsingular symmetric channels the pre-factor order is not affected by the presence of ideal feedback. It is well known that for symmetric channels, feedback does not improve the reliability function above the critical rate (e.g., [29] ). The results herein strengthen this statement to assert that both the exponent and the dominant sub-exponential factor are unaffected by feedback. For asymmetric channels, see Nakiboglu [19] , [20] and Wagner et al. [21] , [22] , [23] , [24] for the effect of feedback in the error exponent and normal approximation regimes, respectively.
Moreover, we also apply the aforementioned proof technique to characterize the third-order term in the normal approximation for singular channels. Specifically, for singular and symmetric channels, we prove a converse result, which is valid in the presence of feedback, which implies a dichotomy of the third-order term in the normal approximation for symmetric channels once coupled with [30] and [31, Sec. 3.4.5] . A remarkable aspect of this dichotomy is that its defining property is again singularity of the channel.
We conclude this section by noting that the type of symmetry notion is crucial regarding the dichotomy of the optimal pre-factor of the symmetric channels. Specifically, if one considers strongly symmetric channels, i.e., if every row (resp. column) of the channel is a permutation of every other row (resp. column), which is a proper subset of symmetric channels we consider in this paper, then one can show that (e.g., [5] )
) is the order of the optimal pre-factor for rates above the critical rate. Evidently, there is no dichotomy for this class of channels, since it is not rich enough to include singular channels (see Remark 1(iii) to follow). Finally, it is possible to extract the constants from our proofs to obtain finite blocklength bounds on the error probability. However, the resulting expressions are rather complicated, so we shall state the results in asymptotic form to elucidate the dichotomy.
II. NOTATION, DEFINITIONS AND STATEMENT OF THE RESULTS

A. Notation
Boldface letters denote vectors, and regular letters with subscripts denote individual components of vectors.
Furthermore, capital letters represent random variables, and lowercase letters denote individual realizations of the corresponding random variable. For a finite set A, P(A) (resp. U A ) denotes the set of all probability measures (resp. the uniform probability measure) on A. Similarly, for two finite sets A and B, P(B|A) denotes the set of all stochastic matrices from A to B. Given any P ∈ P(A), supp(P ) := {a ∈ A : P (a) > 0}. ½{·} denotes the standard indicator function. Given probability measures λ 1 and λ 2 , λ 1 ≪ λ 2 means that λ 1 is absolutely continuous with respect to λ 2 (that is, λ 2 dominates λ 1 ) and λ 1 ≡ λ 2 means that λ 1 ≪ λ 2 and λ 2 ≪ λ 1 . Φ(·) (resp. φ(·)) denotes the cumulative distribution function (resp. probability density function) of the standard Gaussian random variable.
Z + , R, R + and R + denote the set of positive integers, reals, positive reals and non-negative reals, respectively. We follow the notation of the book of Csiszár-Körner [10] for standard information theoretic quantities.
B. Definitions
An (N, R) code, say (f, ϕ), consists of an encoder, i.e., f : M → X N , where M := {1, . . . , ⌈e N R ⌉} is the set of messages to be transmitted, and a decoder, i.e., ϕ :
denote the decoding regions and P e (f, ϕ) denote the average error probability of (f, ϕ). Evidently,
P e (N, R) denotes the minimum average error probability attainable by any (N, R) code. Similarly, P e (N, R) denotes the minimum maximal error probability attainable by any (N, R) code.
For any ǫ ∈ (0, 1),
whereP e,c (N, R) denotes the minimum average error probability attainable by any (N, R) constant composition
code.
An (N, R) code with ideal feedback, say (f, ϕ), consists of an encoder, i.e., {f n :
, where M := {1, . . . , ⌈e N R ⌉} is the set of messages to be transmitted, and a decoder, i.e., ϕ :
denote the decoding regions andP e (f, ϕ) denote the average error probability of (f, ϕ). Define
where f n (m, y n−1 ) denotes the output of the encoder at time n if message m is transmitted, and y n−1 denotes the previous channel outputs, with the usual convention y 0 := ∅. Again,
P e,fb (N, R) denotes the minimum average error probability attainable by any (N, R) code with ideal feedback.
Given any channel W ∈ P(Y|X ) and R ∈ R + , we recall the following classical quantities (e.g., [10, Sec. 2.5])
E SP (R) := max
E r (R) := max
where
It is well known that given any R ∈ R + , E SP (R, Q) ≥Ẽ SP (R, Q) for all Q ∈ P(X ) and E SP (R) =Ẽ SP (R) (e.g.,
[10, Ex. 2.5.23]). R ∞ denotes the maximum rate such that for all rates below it, E SP (R) = ∞ (e.g., [9, pg. 158] ).
Also, R cr denotes the critical rate of the channel, i.e., the value such that E r (R) = E SP (R) if and only if R ≥ R cr (e.g., [9, pg. 160] ). Evidently, E r (R) = E SP (R) =Ẽ SP (R) for all R ≥ R cr .
Given W ∈ P(Y|X ), C(W ) denotes the capacity of the channel. For any P ∈ P(X ), define
For notational convenience, let q denote q UX . Given any W ∈ P(Y|X ), P ∈ P(X ) and ǫ ∈ (0, 1), define (e.g.,
We call V ǫ (W ) the ǫ-dispersion of the channel W . The dispersion refers to V ǫ (W ) for ǫ < 1/2.
The following definition is the type of symmetry we use in this work. We delineate symmetric channels with respect to the order of their optimal pre-factors by using the following notion.
Otherwise, it is called nonsingular.
For general channels, the definition of singularity is more involved [13, Definition 1] . That definition reduces to Definition 2 for symmetric channels, however. More precisely, if a symmetric channel is singular according to Definition 2, then it is singular at all rates according to [13, Definition 1] , and, if it is nonsingular according to Definition 2, then it is nonsingular at all rates according to [13, Definition 1 ].
An equivalent definition of singularity can be given in terms of the following quantity, which is defined in [31,
Specifically, for a symmetric channel W and P ∈ P(X ) with P (x) > 0 for all x ∈ X , V r (P, W ) = 0 if and only if W is singular. To see this, note that if P has full support then
In light of Definition 2, the right side of (27) is equivalent to saying that W is singular.
In [31, Lemma 52], it is claimed that
By choosing P = U X and W to be a BEC with parameter δ ∈ (0, 1), one can verify that V r (P, W ) = 0 by elementary calculation. Evidently, this (P, W ) pair does not satisfy the right side of (28) and hence (28) is incorrect. For more on singularity, see [13, Remark 1] .
C. Statement of the results
Theorem 1. Let W be a symmetric and nonsingular channel with R cr < C(W ).
(i) For any R cr < R < C(W ) and any N ,
where K 1 is a positive constant that depends on W and R.
(ii) For any R ∞ < R < C(W ) and any N ,
whereK 1 is a positive constant that depends on W and R.
Proof: Theorem 1 is proven in Section III-A.
Theorem 2. Let W be a symmetric and singular channel with R cr < C(W ).
where K 2 is a positive constant that depends on W and R.
whereK 2 is a positive constant that depends on W and R.
Proof: Theorem 2 is proven in Section III-B.
Remark 1. (i)
For any W ∈ P(Y|X ), the following three statements are equivalent (e.g., [9, pg. 160] ): R cr < C, R ∞ < C, and the dispersion of W is positive.
(ii) Recall that at rates above the critical rate, E SP (R) = E r (R) by definition. Thus the exponents in (29) - (32) [5] by noting the fact that any strongly symmetric channel with R cr < C is necessarily nonsingular (e.g., [13, Footnote 3] The technique used to prove part (ii) of Theorem 2 can also be used to prove the next two results, the first of which fills a gap in the literature on the normal approximation (see Theorem 5 to follow).
Theorem 3. Given ǫ ∈ (0, 1) and a singular, symmetric W with V ǫ (W ) > 0, for any N ,
where K(ǫ, W ) ∈ R + is a constant that depends on ǫ and W .
Proof: Given in Section III-C.
Theorem 4. Given a singular and asymmetric W ,
whereK(ǫ, W ) ∈ R + is a constant that depends on ǫ and W .
Proof: Given in Section III-D.
Note that the set of asymmetric and singular channels is not empty. For an example, let X := {0, 1, 2}, Y := {0, 1, 2, 3} and consider
Theorem 3 completes the proof of the following assertion:
Theorem 5. Given a symmetric W and ǫ ∈ (0, 1), For bounds on the constant in (37), see Moulin [34] .
We assume that the dispersion is positive in Theorem 4(ii) in order to exclude exotic channels; this allows us to focus on the role of singularity. See [31, p. 68] and [30, Section III] for a discussion of exotic channels.
III. PROOFS
First, we state two results that are used in the proofs of both Theorems 1 and 2. To this end, for any symmetric channel W ∈ P(Y|X ) with R cr < C(W ) and any R ∞ < R < C(W ), define
where (40) is well-defined thanks to [12, Proposition 3] , and its positivity can be verified by using the fact that
Proposition 1. Fix a symmetric channel W ∈ P(Y|X ) with R cr < C(W ). Consider any R ∞ < R < C(W ).
(ii) For any ρ ∈ R + ,
for all x ∈ X .
(iii) ρ R attains the supremum in the definition ofẼ SP (R, U X ), i.e., (18) .
and (ρ R , q R ) is the unique saddle-point of (44) .
Proof:
The proof is given in Appendix A.
Next, we state a concentration result, which is proven in [35, Lemma 5] and reproduced here for completeness.
Although there are various bounds of this sort, the classical versions in probability theory literature are stated in asymptotic form.
To state the result, let {Z n } N n=1 be independent, real-valued random variables with law ν n , and assume
Define Λ n (λ) := ln E νn e λZn and assume the existence of a c ∈ R with a corresponding η > 0 satisfying:
There exists a neighborhood of η such that
Lemma 1. For any N ∈ Z + and a > 1,
Proof: For completeness, we provide an outline of the proof in Appendix B.
We continue with a simple result for sums of independent random variables, which is used in the proofs of both Theorem 3 and Theorem 4. Its derivation is inspired by the proof of [11, Lemma 47] ; it is tighter than that result by at least a factor of 2.
be independent with
Then, for any r ∈ R,
Further, if the random variables are also identically distributed, then
Proof: The proof is given in Appendix C.
A. Proof of Theorem 1
The upper bound, (29) , follows from an application of [13, Theorem 2(ii)] with the pair (U X , W ), which is nonsingular under [13, Definition 1] by Definition 2.
To prove (30) , let (f, ϕ) denote an arbitrary (N, R) code with ideal feedback, and ρ R (resp. q R ) be as defined in (40) (resp. (41)). Evidently, q R (y) > 0 for all y ∈ Y, since without loss of generality we can assume that W has no all-zero columns. For any R ∞ < r ≤ R, we define e SP (r, R) := inf
For any x N ∈ X N , m ∈ M and r ∈ R + , let
We also use the notation S x N , r and S(m, r) to refer to the events
This convention will be used with other similar quantities that are introduced later.
λ is finite and constant in x ∈ X .
(ii) For any m ∈ M and r ∈ R + , 
Proof:
(i) M x (λ) ∈ R directly follows from the fact that W (·|x) ≪ q R for any x ∈ X , which is a direct consequence of the fact that supp(
be a partition of the columns of W mentioned in Definition 1, whose choice is immaterial in what follows. Since each column is a permutation of any other column for any sub-channel defined by this partition,
has the same value for any y ∈ Y l . This observation, coupled with the fact that every row is a permutation of every other row for any sub-channel defined by the aforementioned partition, suffices to conclude the proof of the second assertion.
(ii) For any λ ∈ R, define
where (63) follows from the first assertion of this lemma. Since
(63) and the uniqueness theorem for the moment generating function (e.g., [36, Ex. 26.7] ) imply the claim.
For any λ ∈ R, we define
As a consequence of Lemma 3(i), Λ(·) is finite over the entire real line, which, in turn, ensures that Λ(·) is a
Evidently, W R (·|x) ≡ W (·|x) for all x ∈ X . For any x ∈ X and λ ∈ [0, 1), definẽ
Via routine calculations, we deduce that
Similarly, for any λ ∈ [0, 1), define
From ( denote the Fenchel-Legendre transform of Λ(·) at b, i.e.,
The next result collects useful properties of the aforementioned quantities.
(ii) e SP (R, R) = E SP (R).
is a well-defined, continuous, positive and strictly decreasing function.
Moreover, η r := sr 1+sr ∈ (0, 1) is the unique real number that satisfies
Proof: The proof is given in Appendix D.
. Moreover, as a direct consequence of Lemma 4(iv) and (v),
for any r ∈ (R, R). Fix an arbitrary a > 1 and define
Evidently all of the aforementioned quantities are well-defined, positive and finite. Finally, define
For any m ∈ M, we have
where (81) follows from Lemma 3(ii), (82) follows from Lemma 1, whose application is ensured by Lemma 4(iii) and (v), coupled with (78), (79) and (80). By recalling (14), we continue as follows:
where (85) follows from (82). For any m ∈ M, we define
and note that since q R ≫ W (·|x), (83) ensures that both (86) and (87) are well-defined probability measures. By substituting (86) into (85), we deduce that
We proceed with the following two lemmas:
where (91) follows from the definitions of P Y N |M,S(m,RN ) and P Y N |S(m,RN ) , i.e., (86) and (87), (92) follows from (82) and (93) follows from the definition of S (m, R N ), i.e., (58), along with the fact that
for all sufficiently large N ∈ Z + , independent of m ∈ M, where k 3 is defined right after (78).
Proof: Let x o ∈ X be as in Lemma 3. First, note that
which follows from the fact that, by the symmetry of the channel, for any x ∈ X , ln
We conclude the proof of Theorem 1 as follows: first, assume that there exists a pair (x, y) ∈ X × Y with W (y|x) = 0. The symmetry of the channel ensures that there exists y o ∈ Y such that W (y o |x o ) = 0. Note that
which are direct consequences of the fact that supp(q R ) = Y. From (96) and (97), we conclude that
for all sufficiently large N ∈ Z + .
Next, assume that for all (x, y) ∈ X × Y, W (y|x) > 0. For any λ ∈ R,
as a direct consequence of the positivity of W . Equation (99), along with Lemma 4(v), implies that there exists η r ∈ (0, 1) with
Further, Lemma 4(iii) ensures that
From (100) and (101), we infer that
where the boundedness of Λ ′′ 1 (0) is an immediate consequence of the positivity of W and the fact that the input and output alphabets are finite. Hence, Chebyshev's inequality, coupled with (105) and (107), implies that
for all sufficiently large N ∈ Z + . Equations (95), (98) and (108) imply (94).
By using Lemmas 5 and 6, along with the fact that the decoding regions are disjoint and q R is a probability measure, (89) further implies that
Proof: The proof is given in Appendix E.
Let N ∈ Z + be sufficiently large such that
Then, Lemma 7 and (109) imply that
Since the code is arbitrary, (112) implies (30) .
B. Proof of Theorem 2
The achievability proof is similar to its counterpart in Theorem 1. In particular, we begin by invoking [13, Corollary 1(i)] with the pair (U X , W ). However, in that result the singularity of the pairs in P(X ) × P(Y|X ), which differs from the singularity of symmetric channels in Definition 2, is the crucial assumption. As we note next, however, the fact that W is a singular symmetric channel implies that the pair (U X , W ) is singular. Specifically, note that since W ∈ P(Y|X ) is a singular symmetric channel, we have
which, in light of [13, Definition 1] , ensures that the pair (U X , W ) is singular. Owing to the symmetry of the
In order to prove the converse, let (f N , ϕ N ) denote an arbitrary (N, R) code with ideal feedback, and recall that
Due to the singularity of W , given any y ∈ Y, W (y|·) is either zero or a positive constant that only depends on y, say ξ y . Hence, q(y) = ξ y α y with α y :=
Since, without loss of generality, we can assume that W has no all-zero columns, q(y) > 0 for all y ∈ Y and hence q ≫ W (·|x) for any x ∈ X . For any r ∈ R + , define (i) For any r ∈ R + ,
(ii) For someK ∈ R + that depends on R,R and W ,
for all sufficiently large N .
Proof:
The proof is given in Appendix F.
Similar to (85), from (14), along with Lemma 8, we infer that
For all m ∈ M, define
Due to Lemma 8 and the fact that q ≫ W (·|x), (120) and (121) are well-defined probability measures. By substituting (120) in (119), one can check that
Proof: Fix any m ∈ M and y N ∈ S(R N ) with P Y N |M (y N |m) > 0. First, we claim that
To see this, note that
where (127) and (128) follow from Lemma 8(i). Hence,
where (129) follows from (124), (130) follows from the fact that whenever W (y|x) > 0,
αy , which is a direct consequence of the singularity of the channel, and (131) follows from the definition of S(R N ), i.e., (115).
By using Lemma 9, along with the fact that the decoding regions are disjoint and P Y N |S(RN ) is a probability measure, (122) implies thatP
Since the code is arbitrary, (132) implies (32).
C. Proof of Theorem 3
Let W ∈ P(Y|X ) be a symmetric and singular channel with V ǫ (W ) > 0. Without loss of generality, assume W has no all-zero columns. Consider any ǫ ∈ (0, 1). Similar to Section III-B, define
for any λ ∈ R (recall that q(·) is the output distribution induced by the uniform input distribution). In the proof to follow, we essentially use the same idea given in Section III-B, and in particular the set S(R), which is defined in (115).
Lemma 10. Let W ∈ P(Y|X ) be a symmetric and singular channel. Write α y for α y (U X ). Fix an arbitrary
(ii) For all x ∈ X ,
(iii) For any m ∈ M,
(iv)
Proof: Since U X is a capacity achieving input distribution of W (e.g., [9, Theorem 4. (i) The assertion has already been proven in the beginning of the proof of Lemma 8, given in Appendix F.
(ii) The first assertion of this lemma, along with the uniqueness theorem for the moment generating function (e.g., and r ← R.
(iv) The claim directly follows from the second assertion of this lemma on account of the definition of q and the fact that q(y) = ξ y α y .
Returning to the proof of Theorem 3, we first define
Evidently,
Consider any N ≥ N o (ǫ, W ) and define
Let (f, ϕ) be an arbitrary (N, R) code with feedback. We claim that
whereP e (f, ϕ) denotes the average error probability of the code (f, ϕ). To see (148), assume W {S(R)|x N o } > 0, because otherwise (148) is trivially true. Also, recall that A m ∈ Y n denotes the decoding region corresponding to the message m ∈ M. Define the following probability distributions
and note that
where in (154) and (155) we use Lemma 10(iii), and (156) follows from the fact that q dominates W (·|x) for any x ∈ X , along with the singularity of the channel. This establishes (148).
Since V (W ) > 0, Lemma 10(iv) enables us to apply Lemma 2 to deduce that
Next, we claim that
To see (159), we note that
where (160) follows since q(y) = ξ y α y , along with the singularity of the channel, (161) follows from the definition of R, i.e., (147), and (162) follows from the Berry-Esseen Theorem 2 , whose applicability is ensured by Lemma 10(ii) and the fact that V (W ) > 0. Via a second-order power series expansion, one can check that (162) implies (159).
By substituting (158) and (159) into (148), along with (146) and noticing the fact that the code is arbitrary, we deduce that eventually,P e (N, R) > ǫ,
which implies that eventually,
which, in turn, implies the desired result.
D. Proof of Theorem 4
For any Q ∈ P(X ), define
and consider any singular W ∈ P(Y|X ). As mentioned before, the singularity ensures that for any y ∈ Y, W (y|x)
is either 0 or a column-specific positive constant ξ y . For any y ∈ Y,
The following set, which is a generalization of (115), is instrumental in our analysis:
for any R ∈ R + .
Lemma 11. Consider a singular W ∈ P(Y|X ). Consider any (N, R) code, say (f, ϕ), with codewords {x
. LetP e (f, ϕ) denote the average error probability of this code. Fix some Q ∈ P(X ) and z N ∈ X N and assume
where P x N (m) denotes the empirical distribution of x N (m). Then,
Proof:
Evidently, P Y N |X N ,SR(Q) (·|x N , S R (Q)) is a well-defined probability measure. As before, {A m } |M| m=1 denote the decoding regions of the code and
where (171) follows from (169) and (172) follows from the assumption that
for all m ∈ M. As before, define P D|Y (m|y
Since the decoding regions are mutually exclusive and collectively exhaustive on M, P D|Y (·|y N ) is a well-defined probability measure. Hence, (172) implies that
where (174) follows from the fact that q Q (y) = ξ y α y (Q) and the assumption that for all m ∈ M, q Q dominates
We analyze three different possibilities for the composition of the code P : large I(P ; W ) with large V (P, W ), large I(P ; W ) with small V (P, W ), and small I(P ; W ). This idea originated in Strassen [37] and is frequently used in the normal approximation regime.
Specifically, given any δ, ν ∈ R + , we define S 1 (δ, ν) := P ∈ P(X ) : min
S 2 (δ, ν) := P ∈ P(X ) : min
S 3 (δ) := P ∈ P(X ) : min
where P * W := {P ∈ P(X ) : I(P ; W ) = C(W )}.
Lemma 12. Fix some W ∈ P(Y|X ) with C(W ) > 0, δ ∈ R + and ǫ ∈ (0, 1). Consider a sequence of constant
with the common composition Q N ∈ S 3 (δ) and
Then,P
for some N o (W, ǫ, δ) ∈ Z + and for all N ≥ N o (W, ǫ, δ).
Proof: Define
Since I(·, W ) is continuous over P(X ), γ(δ) is a well-defined and positive real number. For any message m, let
Define σ 2 max := max
Since V (·, W ) is continuous over the compact set P(X ) (e.g., [11, Lemma 62]), σ 2 max is a well-defined and positive real number.
The following arguments are essentially the ones used in [38, Appendix B], which we outline here for completeness. First,
Since q QN is a probability measure on Y N and the decoding regions are disjoint, one can verify that
Moreover, via an application of Chebyshev's inequality, it is easy to verify that
By substituting (185) and (187) into (184) and choosing
which tends to one as n → ∞. This concludes the proof.
Lemma 13. Fix some ǫ ∈ ( 
and the common composition Q satisfying
Proof: Via arguments similar to the ones given in the proof of Lemma 12, one can verify that
Choose δ > 0 such that
Such a choice is possible due to the evident continuity of α y (·) for any y ∈ Y and the fact that the unique capacity achieving output distribution has full support, as noted before. The following has been shown by Polyanskiy et al.
Fix some ν ∈ R + and ǫ ∈ (0, 1). Assume S 1 (δ, ν) = ∅ and define
Since m 3 (·, W ) and V (·, W ) are continuous over P(X ) (e.g., [11, Lemma 62] ), K(W, ǫ, δ, ν) is a well-defined and positive real number.
Lemma 14.
Fix an asymmetric and singular W ∈ P(Y|X ), ǫ ∈ (0, 1) and ν ∈ R + . Choose δ ∈ R + such that 
ThenP e (f, ϕ) > ǫ.
Proof: Assume S 1 (δ, ν) = ∅, because otherwise the claim is void. The proof is similar to the proof of
In light of (201), the existence of such a choice is evident.
Consider any (N, R N ) constant composition code, say (f, ϕ), with the common composition Q. Assume Q and R N are as in the statement of the lemma. Consider any x N ∈ X N and define
We claim that for any x N , z N ∈ X N with P x N = P z N , we have
To see this, we simply note that
where (208) follows from the fact that P x N = P z N . Equation (205), along with the uniqueness theorem for the moment generating function (e.g., [36, Ex. 26.7] ), and the fact that q Q is of full support, enables us to invoke Lemma 11 to deduce that
for a given z N ∈ X N with P z N = Q. Due to the singularity of W ,
where the proof of (212) is similar to that of (159) and omitted for brevity.
Further, define
where U (Q, W ) is defined in (195), and (217) follows from Lemma 2, whose application is ensured by the fact that U (Q, W ) ≥ V (Q, W ) (e.g., [11, Lemma 62] ), which, along with (200), also implies (218).
By substituting (212) and (218) into (210), along with the definitions of K(W, ǫ, δ, ν) and n o (W, ǫ, δ, ν), one can verify thatP
which, in turn, implies the assertion.
In order to prove the first assertion of the theorem, i.e., (34) , fix some ǫ ∈ (0, = ∅. Such a choice is possible since V (·, W ) is continuous over P(X ), as noted before. For any P ∈ P(X ), let
Fix some β 1 , β 2 ∈ R + such that
for any P ∈ S 1 δ,
, whose existence is ensured by [30, Lemma 7] . In light of (222) and (223), for all
and for any N ∈ Z + ,
where (225) follows from elementary calculus. Consider any N ∈ Z + such that
where N o andÑ o are given in Lemmas 12 and 14, respectively. Define
and consider any (N, R N ) constant composition code (f, ϕ) with the common composition Q. Now, if Q ∈ S 3 (δ), then Lemma 12 implies thatP e (f, ϕ) > ǫ. Similarly, if Q ∈ S 1 δ,
, then Lemma 14 and (225) imply that P e (f, ϕ) > ǫ. Since the code is arbitrary, we conclude that (34) holds.
In order to prove the second assertion of the theorem, i.e., (35) , fix some ǫ ∈ ( (222) and (223), choose β 1 , β 2 ∈ R + such that
for any P ∈ S 1 (δ, ν). From (228) and (229), similar to (225), we deduce that for all P ∈ S 1 (δ, ν) and N ∈ Z + ,
Consider any N ∈ Z + such that
where N o andÑ o are as given in Lemmas 12 and 14, respectively. Consider any (N, R N ) constant composition code (f, ϕ) with the common composition Q and define
If Q ∈ S 3 (δ), thenP e (f, ϕ) > ǫ due to Lemma 12. If Q ∈ S 2 (δ, ν), thenP e (f, ϕ) > ǫ because of Lemma 13.
Finally, if Q ∈ S 1 (δ, ν), then Lemma 14, along with (230), implies thatP e (f, ϕ) > ǫ. Since the code is arbitrary, we conclude that (35) holds.
IV. DISCUSSION
A. Relation to the minimax converse
In the absence of feedback, one can interpret the proof of Theorem 3 in terms of the minimax converse (e.g., [39, Theorem 1]), which we illustrate next. To this end, we fix a symmetric and singular W ∈ P(Y|X ) and note that [39, Eq. (9) and (11)] imply that for any N ∈ Z + and ǫ ∈ (0, 1),
and
denotes the minimum probability of error under P X N × Q Y N , subject to the constraint that the error probability under hypothesis P X N Y N does not exceed ǫ. Due to [39, Theorem 21] , the minimum on the left side of (233) is attained by U X N . Consider some N ∈ Z + such that (146) holds and let R be as in (147). With these choices, we define
where ξ y and S(R) are as defined before. Evidently,
With a slight abuse of notation, let β 1−ǫ (U X N , Q * Y N ) denote the value of the cost function of the optimization problem in (233) when
From the Neyman-Pearson lemma (e.g., [40] ), the right side of (238) is attained by a randomized threshold test with the randomization parameter τ ∈ (0, 1) satisfying
Equations (239) and (240) can be verified via elementary algebra by noticing that W is singular and symmetric.
We omit the details for brevity. Finally, (158) and (159), along with (146) and (147), imply that
Equations (238)- (241) imply that M * (N, ǫ) < e N R , which, in turn, implies Theorem 3 in the absence of feedback.
The above interpretation of the arguments leading to (241) yield a more streamlined alternative to the one in the main text, at least for the case of no feedback. We have provided the latter because it allows for feedback and because it gives a unified method for proving converse results in the fixed-rate and fixed-error-probability regimes.
B. On dropping the constant composition assumption
As noted before, Theorem 4 gives an O(1) upper bound on the third-order term of the normal approximation for asymmetric and singular DMCs only if we consider constant composition codes. Although this restriction is undesirable, it is quite common in converse results. Indeed, the usual proof of the converse statement of (6) involves first showing it for constant composition codes, and then arguing that this restriction at most results in an extra
Tomamichel and Tan [30] have showed an ln √ N upper bound on the third-order term in general by eliminating the constant composition code restriction in the first step. This result, coupled with the existing results in the literature, gives the third-order term for a broad class of channels, which includes positive channels with positive capacity but does not include asymmetric and singular channels. The method of [30] is based on relating the channel coding problem to a binary hypothesis test by using an auxiliary output distribution, which is in the same vein as the so-called meta-converse of Polyanskiy et al. (e.g., [11, Section III.E and III.F]). As opposed to the classical applications of this idea, which use a product auxiliary output distribution and result in the aforementioned two-step procedure, the authors of [30] uses an appropriately chosen non-product output distribution to dispense with the constant composition step. However, their non-product distribution is different from the one used in the previous subsection. Investigating how to combine the analysis of [30] and the viewpoint in Section IV-A to drop the constant composition assumption in Theorem 4 is a worthy direction for future research.
C. Limitation in the error exponents regime
One might conjecture that by following the same program used to prove Theorem 4, one could prove the following lower bound for asymmetric and singular channels lim inf
where K(R, W ) is a positive constant that depends on R and W . However, a proof of (242) seems to be more involved than its counterpart in the normal approximation regime, i.e., Theorem 4. The main technical difficulty is proving the continuity properties of E SP (R, ·) that are required to distinguish between the "good types", for which E SP (R, Q) ≈ E SP (R) and hence one can use a result like Lemma 14 to deduce an Ω(
) sub-exponential term directly, and the "bad types", for which E SP (R, Q) is bounded away from E SP (R) and hence one can utilize this inferiority of the exponent to deduce an Ω(
) sub-exponential term. Indeed, justifications of these continuity properties appear to be quite intricate. For an analogous upper bound, see Honda [14] , [15] .
APPENDIX A PROOF OF PROPOSITION 1 (i) Thanks to the symmetry of the channel,Ẽ SP (R) =Ẽ SP (R, U X ) (e.g., [9, p. 145] ). Moreover, due to the facts that E SP (R) =Ẽ SP (R) and E SP (R, P ) ≥Ẽ SP (R, P ) for all P ∈ P(X ), which have been noted before, we
conclude that E SP (R) = E SP (R, U X ).
(ii) Fix any ρ ∈ R + and consider the following convex program
whose convexity is verified in [9, Theorem 5.6.5]. Next, we recall the necessary and sufficient conditions for any Q ∈ P(X ) to attain the minimum in (243), due to [9, Theorem 5.6.5],
with equality if Q(x) > 0. Thanks to the symmetry of the channel, U X is an optimizer of (243) (e.g., [9, p. 145]) and hence (244) implies (43) .
(iii) We first note the following, which is an easy consequence of elementary convex optimization arguments (e.g., ρ R attains the maximum in (245), and the fact that E SP (R) = E SP (R, U X ) > 0 ensures its positivity. Hence,
where (248) follows from the second assertion of this proposition, i.e., (43), along with the definitions of q R and E o (·, ·). In light of the first assertion of this proposition, i.e., (42), (249) implies that ρ R attains the maximum in the definition ofẼ SP (R, U X ).
(iv) Equation (249) show that ρ R attains the supremum in the following optimization problem:
To this end, for any ρ ∈ R + , define
Recalling the definition of q R , i.e., (41) , along with (251), we notice that q R = q ρR . We proceed by noting
where (253) follows by substituting (251) into (252), (254) follows from (43) , which is verified in item (ii) of this proposition, and (255) follows from the definition of q ρ , i.e., (251). Note that
which is a direct consequence of the non-negativity of the relative entropy, along with (255).
Next, we note that for any ρ ∈ R + ,
To see (257), first observe that
which is a direct consequence of the definition of V ρ (y|x), i.e., (252). Further, (252), coupled with (256), implies that
Equations (258) and (259) imply (257). We continue with the following assertion:
Lemma 15.
and V ρR is a minimizer for E SP (R, U X ).
Proof: First, note that 
Now, for any ρ ∈ R + ,
which follows from routine computations once we employ (43) on the right side of (257) along with the definition of q ρ , i.e., (251). Also, for any ρ ∈ R + ,
which follows from routine convex analysis arguments (e.g., [10, Ex. 2.5.23] ). Equations (264) and (265), along with the strict convexity of D(· W |U X ), which is an immediate consequence of the strict convexity of the function R + ∋ x → x ln x, imply that V ρR is the unique minimizer in (262), which, in turn, establishes (260). Since V ρR is the unique minimizer in (262), it must also be primal optimal (e.g., [41, Theorem 28.1]),
i.e., it must be a minimizer of E SP (R, U X ).
In order to conclude the proof, consider e SP (R, R) := inf
from (57). By noting the fact that V ρR is a minimizer of E SP (R, U X ), which is verified in Lemma 15, along with (256), we have
which, in turn, implies that
Further,
where ( Hence, (268), (269) and (273) imply that
where (275) follows by solving the convex program in (274) and the equality in (276) follows from (257) and (260). Hence, we conclude that ρ R attains the supremum in (250).
APPENDIX B
PROOF OF LEMMA 1
and µ N (resp.μ N ) denote the law ofŜ N when Z n are independent with laws ν n (resp.ν n ). Let
where T n and m 2,N are defined right before the statement of the lemma. Via routine change of measure arguments (e.g., [42, p. 111] ), one can check that
where F N is the distribution of W N when Z n are independent with lawsν n , ψ N := η √ m 2,N and (280) follows from an application of the integration by parts. To deduce (52), first note that for any t ∈ R +
where (281) on R + . Using (282), we deduce that
By carrying out the integration on the right side of (284) (e.g., [12, Eq. 
where (286) follows from integration by parts, (288) follows from the Berry-Esseen Theorem 5 and c = 2 (resp. c = 1) if the random variables are independent (resp. i.i.d.).
APPENDIX D PROOF OF LEMMA 4
We begin by recalling the fact that (ρ R , q R ) is the unique saddle-point of the right side of (44) , which is shown in Proposition 1(iv), and hence we are in a position to invoke the results proven in [12] throughout the proof.
(i) This assertion is a direct consequence of [12, Lemma 3(ii) ].
(ii) The claim follows from [12, Theorem 2] . It was also shown earlier as part of the proof of Proposition 1(iv) (see (274)).
(iii) First, note that given any r ∈ (D(W R q R |U X ), R],
where (290) 
Further, (291) and (292), along with the definition of Λ(·), imply that e SP (R, R) = max
Since e SP (R, R) = E SP (R), which is shown in the second assertion of this lemma, (293) implies that either E SP (R) = 0, which contradicts the fact that E SP (R) > 0 (e.g., [9, p. 158]), or E SP (R) = ∞, which contradicts the fact that R > R ∞ . Hence, we conclude that for all λ ∈ [0, 1), Λ ′′ (λ) > 0.
(iv) For notational convenience, let
Hence, (291) reads e SP (r, R) = max
e SP (·, R) is differentiable owing to [12, Corollary 2] , and hence we conclude that s (·) is well-defined. Since differentiable convex functions of one variable are continuously differentiable, the second assertion follows.
To verify the last two assertions, observe that (295) is the Lagrangian dual of the convex program e SP (r, R), which is established in (290) and (291). Hence, we can use the subdifferential characterization of the Lagrange multipliers (e.g., [41, Theorem 29.1] ) to deduce that the set of optimizers in (295) coincides with the negative of the subdifferential of e SP (·, R) at r, i.e., ρ ∈ R + maximizes (295) if and only if ρ ∈ −∂e SP (·, R)(r).
Since e SP (·, R) is differentiable at r, −∂e SP (·, R)(r) = {s r } and hence s r uniquely attains the maximum in (295). Further, since e SP (r, R) ≥ e SP (R, R) = E SP (R) > 0, we have s r ∈ R + .
Moreover, via direct differentiation, one can verify that
where (299) follows from the third assertion of this lemma. As a direct consequence of (299), we conclude that s r is the unique positive real number satisfying
This observation, coupled with (299) and the inverse function theorem, further implies that s r is strictly decreasing in r. 
As noted above, s r is the unique positive real number satisfying r = ∂eo(ρ,R) ρ ρ=sr , hence, an elementary calculation implies that
and hence
Equations (302) and (303) imply that
Equation (304) ensures that sr 1+sr attains Λ * (e SP (r, R) − r) and hence
where (306) follows by substituting (304) into (303).
Finally, let
and note that η r ∈ R + , since s r ∈ R + . Hence, (304) implies the existence of a real number in (0, 1), namely η r , with
To verify the uniqueness, it suffices to note that e SP (·, R) − (·) is strictly decreasing, along with the third assertion of this lemma and the inverse function theorem.
(vi) From the proof of part (iv) we know that s R is the unique ρ that achieves the maximum in
But by Proposition 1(iv) and the symmetry of the channel, ρ R achieves the maximum in (310). The conclusion follows.
APPENDIX E PROOF OF LEMMA 7
The proof follows from essentially the same arguments given in [12 
and Λ * ′ (e SP (r, R) − r) = η r , 
for somex ∈ (e SP (R, R) − R, e SP (R N , R) − R N ). Using Lemma 4(iv) and (v), along with the definition of ε N , 
By using (312), along with the fact that e SP (·, R) − (·) is a strictly decreasing and continuous function over [R, R], we deduce that
Now Lemma 4(vi) implies that
Finally, via a first-order power series approximation, along with Lemma 4(iv) and (v), one can verify that
Assembling (314)- (317), along with the fact that E SP (R) = e SP (R, R), which is shown in Lemma 4(ii), we conclude that (110) holds.
APPENDIX F PROOF OF LEMMA 8
Similar to the previous sections, for any x ∈ X and λ ∈ R, define
Evidently, M x (·) ∈ R for any x ∈ X .
Next, we claim that given any λ ∈ R, M x (λ) is constant in x, whose proof is similar to Lemma 3(i). Specifically, let {Y l } L l=1 be a partition of the columns of W mentioned in Definition 1, whose choice is immaterial in what follows. Since each column is a permutation of every other column for any sub-channel defined by this partition, q(y) is the same for any y ∈ Y l . This observation, along with the fact that every row is a permutation of every other row for any sub-channel defined by the aforementioned partition, implies that M x (·) is the same for all x ∈ X .
(i) By noting the fact that whenever W (y|x) > 0,
which is a direct consequence of the fact that W is singular, we deduce that ln W (y n |ψ n (y n−1 ))
where ψ 1 (y 0 ) denotes ψ 1 . Next, similar to the proof of Lemma 3(ii), one can check that for any λ ∈ R, 
Using the uniqueness theorem for the moment generating function (e.g., [36, Ex. 26.7] ), (320) and (321) suffice to conclude the assertion.
(ii) Define 
where E o (·, ·) is defined in (21), (325) 
to E SP (R), and hence is the crucial step of the proof. Moreover, it relies on the singularity of the channel.
Continuing with the proof, one can check that 
Evidently, Λ ′ (·), Λ ′′ (·) and m 3 (·) are bounded and continuous over R + . Next, we prove that
In order to see (332), first note that
due to (330). Assume there exists λ o ∈ R + with Λ ′′ (λ o ) = 0. This, however, implies that R cr = C(W ), owing to (326), [9, Theorem 5.6 .3], Remark 1(i) and the fact that U X is a capacity achieving input distribution for W , which yields a contradiction.
For any r ∈ (R ∞ , R], let
which is a well-defined mapping owing to [12, Proposition 3] . Further, observe that for any r ∈ (R ∞ , R],
which is evident in light of
where (336) follows by recalling the fact that ρ r attainsẼ SP (r, U X ), which is shown in Proposition 1(iii), and (337) follows from (326). Moreover, since ρ r attainsẼ SP (r, U X ) and for any r ∈ (R ∞ , R],
we deduce that ρ r ∈ R + . Further, (332), (335) and the inverse function theorem ensure that ρ (·) is strictly decreasing over (R ∞ , R].
To conclude the proof, we fix some a > 1 and define 
1 + (1 + t max )
where (345) follows from Lemma 1, which is applicable thanks to (332) and (335), along with (343) and (344). Since ρ (·) ∈ R + is strictly decreasing and Λ(·) is convex, (335) implies that 
where (350) follows from (326) and (351) follows from Proposition 1(i). By substituting (351) into (346), we deduce the assertion.
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