Introduction
Many spectroscopic techniques will be used in the ITER tokamak to control the plasma, both to prevent damage to the first wall and to improve the tokamak performance. Such optical diagnostic systems will work in the 0.05-1000 nm wavelength range [1] . In particular, visible and near-infrared regions will be of interest for three main diagnostics:
• ITER LIDAR (LIght Detection And Ranging): actively cooled mirrors will be used to guide the high power laser beam, whose working wavelength is 800 nm.
• H alpha spectroscopy: the system measures Balmer lines (transitions of principal quantum number from n= 3-8 to n= 2) emitted from hydrogen isotopes in the wavelength range 370-660 nm.
• Divertor impurity monitor(s) or core and edge charge-exchange diagnostics: identification of the impurity species arriving at the divertor targets and measurement of their distribution and fluxes will be made by spectroscopic measurements in the wavelength range 200-1000 nm.
The first element of these optical diagnostic systems in ITER will be metallic mirrors (i.e. molybdenum and rhodium) called First Mirrors (FMs) . FMs have to operate in extreme conditions since they will be exposed to intense UV and x-ray radiation (∼ up to 500 kW/m 2 ), neutron heating (∼ up to 8 W/cm 3 ), γ rays, and particle fluxes arising from charge exchange atoms (CXA) up to 2·10
19 particles m −2 s −1 with energies up to several keV [2] . In this harsh environment, FMs must maintain their optical properties to be used as reliable tool to control plasma parameters [3] [4] [5] . A change of FMs reflectivity can lead to a failure of the related diagnostic systems and a consequent impact on the reactor operability. For these reasons, it is highly important to know how ITER environment can affect FMs reflectivity due to erosion and/or impurity deposition. It has been shown that light impurities such as Be or C can form thin coating on mirror surfaces [6] [7] [8] [9] . Such coatings will determine the reflectivity of the mirrors more than anything else. Several works have characterized the degradation of the optical reflectivity of FMs after exposure in a tokamak [10] and as a result of the interactions with edge plasma, ions or neutrons [11] [12] [13] . Recently, some experimental works have proposed different methods to recover FM reflectivity by cleaning mirrors in situ through interaction with plasma and ions [14] [15] [16] [17] [18] .
Structural modifications of metal surface, due to sputtering and impurity deposition, induce strong reflectivity variations (up to 55% [19] ); nevertheless other phenomena can cause considerable variations of metal reflectivity. As discussed by Salewski et al. [20] , under ITER photon/particle fluxes FMs can reach temperatures of 500 K and 800 K in presence of active or radiation cooling, respectively. We have already shown in a previous work that a temperature increase of 600 K induces a reflectivity variation of tungsten up to 9% at 850 nm [21] . In this work, we present the first temperature dependent measurements of molybdenum (Mo) reflectivity in the optical and near infrared (NIR) wavelength range (500-1050 nm) in the 300-780 K temperature range, results of interest for ITER FMs used in the diagnostics listed above. However our experimental measurements cannot be applied to other important diagnostics, like the IR section of the Wide Angle Viewing System operating at much longer wavelengths of 3-5 micrometer and used e.g. for measurements of temperature of plasma facing components. Nevertheless we stress that the same methodology could be used to extend our work in the MIR using a MIR supercontinuum source and spectrometer. We also provide a quantitative determination of the refractive index and the extinction coefficient of Mo, and their temperature dependencies, by using Fresnel equations. Subsequently, we describe a Lorentz-Drude model to study the temperature dependence of free carriers and optical phonons in Mo.
Experimental setup
The experiments were conducted with the experimental setup described previously by Minissale et al. [22] . It consists in a vacuum chamber (base pressure 5·10 −3 mbar) where is located a sample holder made in Macor. The polycrystalline molybdenum sample was provided by II-VI Deutschland GmbH with a mirror-like polishing. We have evaluated the roughness at the center of the sample (an area of 1 mm 2 corresponding to the supercontinuum beam diameter) through an optical profilometer (Zygo Newview) and we found R a ∼ 1-2 nm. The vacuum chamber is provided with two optical ports made of BaF 2 and fused silica windows. The BaF 2 window is used to heat the sample via a continuous wave high-power laser emitting at 805 nm (JENOPTIK Laser GmbH ) and to control the temperature exsitu through an infrared camera (FLIR, model A655sc) working in the 7.5-14 µm spectral range. Additionally, the sample temperature is checked in situ with a thermocouple (type-K).
The fused silica window is used to perform spectroscopic measurements in the 500-1050 nm range through the combination of a supercontinuum laser beam, an integrating sphere and a fiber-coupled spectrometer.
The Mo reflectivity is determined by using the following equation
where S meas and S ref are the spectra measured by sending the supercontinuum beam on the Mo sample and to a reference silver mirror, respectively; S Dark is the dark spectrum obtained with the supercontinuum beam switched off and the sample heated to the desired temperature; T Siw represents the transmission of the supercontinuum beam through the fused silica window.
Reflectivity has been studied by varying three parameters:
• Polarization of the supercontinuum beam. Parallel (P) or perpendicular (S) to the plane of incidence. • Sample temperature. Temperature is varied between 300 and 780 K.
• Angle of incidence (AOI) of the supercontinuum beam. We have used three angles of incidence with respect to the surface normal: 20
• , 50
• .
Experimental results
We present in Fig. 1 the spectral reflectivity of the molybdenum sample held at different temperatures (300±3, 540±14, 620±15, and 780±20 K) for S and P polarizations. We have studied molybdenum reflectivity for three AOIs of light: 20
• , 45
• , and 50
• (from the left to the right in Figure 1 ). Table 1 sums up some of the results discussed in this section. In particular we list the reflectivity of unpolarized light obtained through the following equation
as a function of temperature and wavelength for AOI=20
At first glance, one can see that an increase of the sample temperature produces an increase of the surface reflectivity. This growth is not linear both as a function of wavelength and temperature. In the left panel of Fig. 2 , we present the variation (with respect to room temperature) of reflectivity as a function of wavelength in the case of P-polarized light (AOI=20 • ). The highest variation is at 900 nm where reflectivity goes from 59.4±0.1 % at 300 K to 61.6±0.3% at 780 K that means a percentage increase higher than ∼4.2±0.5%, as shown in the right panel of Fig. 2 . We note that between 650 and 700 nm, sample temperature has a weaker influence on the reflectivity with percentage increases smaller than 1±0.5%. For all other wavelengths, we have measured relative variations comprised between 1 and 4 %. Similar behaviors have been observed also for other AOIs and for S-polarized light. As a general comment, we note that the temperature dependence of reflectivity is not constant as a function of wavelength. • obtained as a mean between S and P-polarized spectra. b The uncertainty is comprised between 0.1 and 0.3 for all measurements at AOI=20
• . • ) at five wavelengths (500, 600, 700, 800, and 900 nm) as a function of temperature.
In particular the most evident effect of the temperature increase is to "flatten" the reflectivity spectrum. This effect has been already observed in the case of tungsten [21] and it has been explained through a different response of each Lorentz oscillators of the material to a temperature increase. 4. Models
Fresnel model: evaluation of n and k
The refractive index, n, and extinction coefficient, k, of bulk metallic molybdenum were determined by fitting the theoretical reflectivities numerically to the corresponding experimental values. A model, based on Fresnel reflectance equations, has been developed for this purpose which takes a set of n and k values as an input and generates all possible combinations of elements from the two sets. We stress that we have imposed an initial guess for n and k in order to optimize the algorithm and to reduce the calculation time. For each wavelength, from 500 nm to 1050 nm with a step of 10 nm, we have used as initial guess for n at room temperature the meann estimated from four previous works [23] [24] [25] [26] dealing with molybdenum reflectivity. To test all values of refractive index from previous works we have varied n in the following domain
where σn (λ) is the population standard deviation. A similar approach has been used for k both for the initial guess and for the domain at room temperature. The best-fit of experimental data has been found varying n and k in the given wavelength domain and minimizing the Pearson chi square weighted through the error of experimental data (σ) as described in [21] . The values of n(λ) and k(λ) determined at 300 K have been used as initial guesses for n(λ) and k(λ) at 540 K; these values, in turn, have been used for n(λ) and k(λ) at 620 K and so on, until the highest temperature. With the exception of values determined at 300 K, the sweeping range has been arbitrarily set to 1 (±0.5) both for n and k. The values of n and k giving the best fit between theoretical and experimental reflectivities were determined by a multiple iterations routine. Table 2 shows the evaluated n and k values of molybdenum at four different sample temperatures. The reflectivity calculated using these n and k values gives a good match with the measured reflectivity as shown in Fig. 3(a) for the case of λ=950 nm. Similar results have been obtained for all wavelengths. As previously said, some works have studied n and k of molybdenum at room temperature [23] [24] [25] [26] while no data are present at high sample temperatures. The n values found in literature are quite dispersed in the 500-1050 nm range (see Fig. 3(b) ); for example Kirillova et al. [25] and Querry et al. [23] provide values respectively of 3 and 5 at 500 nm. Our estimate of n seems to follow Kirillova et al. with a maximum deviation of 11% from its values at 550 and 1000 nm. On the contrary, k values are quantitatively similar to those reported in previous works. Even in this case, our values are in good agreement with Kirillova et al., with a deviation lower than 4 % in the 500-950 nm range. Our results underestimate Querry's values with deviations ranging from 0.1% to 7% (at 840 nm ) (see Fig. 3(c) ). From Figs. 3(d) and (e), one can note that the temperature evolution of n and k is both a function of temperature and wavelength. Nevertheless, by restricting the spectral domain to 500-950 nm, temperature and wavelength variables can be decoupled and k can be described through a linear temperature dependence
where in parenthesis we give the standard deviation calculated using Table 2 data. By using the same approach we find a parabolic temperature dependence for n n(λ, T ) =n(λ) 300K + 1.96(1.13) · 10
We pinpoint that in this case the decoupling is more complicated and higher values of the standard deviation have been found.
Lorentz-Drude model
We have developed a classical Lorentz-Drude (LD) model to simulate the electric permittivity of metals and to calculate molybdenum reflectivity. This model, based on the formalism presented in [21] , treats free (Drude term) and harmonically bound (Lorentz terms) electrons, as damped particles subjected to external electric fields. The model is described by the following equation:
where f 0 and Γ D are the strength and the damping of the Drude oscillator, while f i , ω i , and Γ i are the strength, the frequency, and the damping of the Lorentz oscillators, respectively. The temperature dependence is included in the damping factors and in the resonance frequencies. In particular for Drude damping we use
where Γ e−e and Γ e−ph are the electron-electron and electron-phonon damping, respectively, θ is the Debye temperature of molybdenum (380 K), E f is the Fermi energy of molybdenum (5.867 eV), Γ 0 is the damping coefficient of electron-phonon term, k b is the Boltzmann constant andh is the Planck constant. We stress that in the 500-1050 nm the reflectivity is only slightly influenced by the temperature dependence of intraband term. For such reason, we added the temperature dependence on Lorentz oscillators (interband terms), too. For Lorentz terms (i from 1 to 4), the damping is described by
where α is a parameter expressed in eV · K −1/2 . The temperature dependence of the plasma frequency includes a reduced electronic density due to the thermal volume expansion [27] and it is given by
while the resonance frequency of Lorentz oscillators can be written as follows
where β is a parameter expressed in eV 2 · K −1/2 . To the best of our knowledge, the LD model has never been used to describe the electric permittivity of molybdenum and a lack of theoretical data is present in literature. To constrain the initial guess of LD parameters (Γ i , ω i , and f i ), we have started from parameters of tungsten [21] , since these metals present similar features in the considered wavelength range. The parameters shown in Table 3 have been found by minimizing the Pearson's χ 2 value between measured and calculated reflectivity at room temperature. This model is able to fit quantitatively experimental results at 300 K. The deviation between model and experiments at room temperature is lower than 1.2 % if we consider the 500-1000 nm region, while it is lower than 0.3 % if we limit our analysis to the 500-950 nm region. We cannot find such good match between model and experiments at higher temperatures, when we set α and β values to zero in Eqs 8 and 10. The model predicts the increase of reflectivity as a function of temperature but succeeds to fit only qualitatively experimental results. In order to improve our model we have used α and β as free parameters by following [21] . By setting α=1.45·10 −2 eV· K 1/2 . and β=1.19·10 −3 eV 2 · K 1/2 we are able to reduce the deviation to ±1% as shown in the right panel of Fig. 4 . The comparison between calculated and experimental reflectivity (obtained through eq. 2 for unpolarized light at 20
• of AOI) as a function of wavelength is shown in the left panel of Fig. 4. 
Spectral and total emissivity
The LD model presented in the previous section is used here to evaluate the spectral ( λ ) and total emissivity ( tot ) of molybdenum. λ is calculated through valid for an opaque material (i.e. transmission=0). The total emissivity is subsequently estimated through the following equation
where c2 is the Planck's second radiation constant, λ 1 and λ 2 are the limits of integration. We stress that LD parameters have been optimized to fit reflectivity measurements between 300 and 800 K (in the 500-1050 nm range) and thus the LD model could lead to inaccurate results in a larger temperature range. Nevertheless we have broadened the temperature range up to 2800 K in order to overlap and compare our results to studies performed in the literature at high temperatures. Figure 5a shows the spectral emissivity of molybdenum in the 0.5-100 µm region for different temperatures (from 300 to 1500 K). λ decreases in the visible and NIR spectral regions (i.e. 0.5-1.1 µm) as a function of temperature (zoom in Fig. 5a ), while it increases in the infrared (IR) domain. This behavior has been observed already by Cagran et al. [28] , even if our λ values match only qualitatively Cagran's ones; actually for the same temperature λ from Cagran et al. is two times higher than values estimated with the LD model. This is more evident from Fig. 5b where we plot the temperature dependence of λ . In the 300-1500 K region LD model at 0.65 µm match with the slight decrease of 0.65µm measured at higher temperatures by Wall et al. [29] . The model starts to fail for temperature higher than 1500 K since it predicts an increase of emissivity up to 0.45 at 0.65, 1, and 2 µm and to 0.3 at 10 µm. Such increase of λ in the IR domain has a dramatic effect when LD model is used to calculate tot (Eq. 12). The result is shown by solid line in Fig. 5c . We have evaluated tot by using λ 1 and λ 2 equal to 0.5 and 100 µm, respectively. The LD model predicts an increase for tot from 0.021 to almost 0.5 between 300 and 2800 K. Our results overlap with those of Rudkin et al. [32] and Abbott et al. [33] only between 1250 and 1500 K as shown in Fig. 5c and Table 4 , but they differ for higher temperatures. The overview of tot measurements presented in Matsumoto et al. [31] shows two distinct families of molybdenum samples shifted of ∆ tot ∼ 0.08 with a quasi-linear temperature dependence of tot at high temperature (above 1000 K). The shift between the two families could be explained by the polishing process (i.e. by the roughness) and by the surface contamination of the sample. Optical properties of metals are very sensitive to the surface contamination and the quality of polishing. A reliable explanation of the observed shift is possible only through a systematic study of optical properties as a function of these two parameters. Unfortunately we cannot provide a detailed explanation of the shift since information about the surface state of studied samples (in the literature) is too fragmentary. The LD model predicts a linear behavior only between 300 and 1000 K deviating for higher temperatures. Such deviation from linear increase is mostly due to the temperature dependence of electron-phonon damping of the Drude oscillator (the first term in Eq. 7). One can note that for θ/T < 1 (i.e. high temperatures), the electron-phonon damping can be approximated with a linear dependence on temperature given by Fig. 5b ) and theoretical results are in better agreement with findings from Thomas [30] at 2400 K.
Summary and conclusion
We have presented an experimental study of the temperature dependence of molybdenum reflectivity. Reflectivity measurements have been performed for S and P polarizations and for three angles of incidence (20 • , 45
• , and 50 • ). We have measured a maximum increase of reflectivity in the 850 -900 nm range: 0.8% between 300 and 540 K and 2.6% between 300 and 780 K. The temperature dependence is not linear as a function of wavelength: the variation has a maximum in the 750-900 nm region while it is almost zero around 1050 nm.
Using a model, based on Fresnel equations, we have determined the refractive index, n, and the extinction coefficient, k. We have found a n value of 3.07 at 500 nm, a slight increase to 3.27 at 750 nm, and subsequent decrease to 2.58 at 1050 nm. At 780 K, n values present an increase comprises between 1.3 % at 500 nm and 13.5 % at 1050 nm with respect to room temperature. The extinction coefficient, k, is 3.7 at 550 nm and it is quite constant up to 850 nm, increasing to 5.13 at 1050 nm. As in the case of n, k increases as a function of temperature with an overall growth of 8-10 % with respect to 300 K.
We have developed a temperature dependent Lorentz-Drude model to simulate the electric permittivity of molybdenum. The model is able to fit reflectivity results with a maximum deviation of 1%. We have also used the Lorentz-Drude model to estimate the spectral and total emissivity of molybdenum. Spectral emissivity has been evaluated in the 0.5-100 µm range showing a significant increase as a function of temperature in the IR and far-IR domain. Total emissivity has been calculated up to the melting point of molybdenum (∼ 2800 K). The Lorentz-Drude model is not able to reproduce the linear increase of emissivity at temperatures higher than 1000 K. We have explained the deviation from linear increase through the temperature dependence of electron-phonon damping of the Drude oscillator. We have succeed to fit emissivity only by considering a linear dependence of electron-phonon damping. We stress that such modification of electron-phonon damping temperature dependence does not affect emissivity predictions at temperatures below 1000 K.
Molybdenum mirrors will be used in many optical diagnostic systems in ITER tokamak, and transitory temperature variations cannot be neglected in such harsh environment. For this reason the change of reflectivity of Mo mirrors as a function of temperature has to be considered to prevent possible failure of related diagnostic systems and to assure a perfect operability of the entire reactor.
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