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The Quantum Alternating Operator Ansatz is a generalization of the Quantum Approximate
Optimization Algorithm (QAOA) designed for finding approximate solutions to combinatorial op-
timization problems with hard constraints. In this paper, we study Max-k Vertex Cover under this
ansatz due to its modest complexity, while still being more complex than the well studied prob-
lems of Max-Cut and Max E3-LIN2. Our approach includes (i) a performance comparison between
easy-to-prepare classical states and Dicke states, (ii) a performance comparison between two XY -
Hamiltonian mixing operators: the ring mixer and the complete graph mixer, (iii) an analysis of the
distribution of solutions via Monte Carlo sampling, and (iv) the exploration of efficient angle selec-
tion strategies. Our results are: (i) Dicke states improve performance compared to easy-to-prepare
classical states, (ii) an upper bound on the simulation of the complete graph mixer, (iii) the com-
plete graph mixer improves performance relative to the ring mixer, (iv) numerical results indicating
the standard deviation of the distribution of solutions decreases exponentially in p (the number of
rounds in the algorithm), requiring an exponential number of random samples find a better solution
in the next round, and (iv) a correlation of angle parameters which exhibit high quality solutions
that behave similarly to a discretized version of the Quantum Adiabatic Algorithm.
I. INTRODUCTION
As we approach the era of quantum supremacy, it is
equally important to improve the quality and robustness
of quantum computers as it is to improve the efficiency
and noise resilience of algorithms to be run on them.
Generally regarded as an ideal candidate algorithm for
near term quantum computers, the QAOA is a heuristic
algorithm for finding approximate solutions to combina-
torial optimization problems with provable approxima-
tion ratios for the problems Max-Cut [1] and bounded oc-
currence Max E3-LIN2 [2] using a constant circuit depth.
Although the quality guarantee of the solutions are high,
the QAOA with one round cannot outperform the best
classical algorithm for these problems [3]. Further, the
class of problems the QAOA can solve is restricted to
problems where all bitstring inputs are considered valid
solutions.
The Quantum Alternating Operator Ansatz [4] is an
extension of the algorithm which allows for optimization
of combinatorial problems with hard constraints, such as
problems where not all bitstrings are valid solutions. By
considering more general classes of operators, the ansatz
can restrict the state of the system to remain inside the
subspace of valid solutions for the entire algorithm. This
restriction is useful considering the dimension of the sub-
space of valid solutions grows exponentially small when
compared to the dimension of the whole Hilbert space [5].
Currently, not much is known about the performance of
this ansatz on problems with constraints. In this paper
we aim to characterize and improve the performance of
the QAOA under this ansatz for the problem of Max-
k Vertex Cover, which has the hard constraint that all
solutions must be of Hamming weight k.
∗ jeremycook@utexas.edu
The performance of the QAOA on Max-k Vertex Cover
is dependent on many parameters: the number of vertices
in the graph, the graph structure, the integer k, the initial
state, the phase separator, the mixer, and the angle se-
lection strategy. In Table I we list the choices for each of
these parameters considered in this paper. In Section II
we give a brief overview of the QAOA and the Quantum
Approximate Operator Ansatz. In Section III we provide
the problem formulation of Max-k Vertex Cover in the
QAOA language. In Section IV we show that simulation
of this problem only requires keeping track of Θ(2n/
√
n)
amplitudes instead of 2n amplitudes. In Section V we
compare the performance of the QAOA between easy-to-
prepare classical states and the Dicke states. In Section
VI we analyze the periodicity, simulation, and perfor-
mance of the ring mixer and the complete graph mixer.
In Section VII we explore the distribution of solutions,
optimal angle patterns, and angle selection strategies.
II. THE QAOA
Given a combinatorial optimization problem over in-
puts x ∈ {0, 1}n, let f(x) : {0, 1}n → R be the objective
function which evaluates the cost of solution x. For a
maximization (minimization) problem, we wish to find
an x for which f(x) is large (small). The QAOA is spec-
ified by
• An initial state |ψ〉,
• A ‘phase separating’ Hamiltonian, diagonal in the
computational basis: HP |x〉 = f(x) |x〉,
• A ‘mixing’ Hamiltonian: HM ,
• An integer p ≥ 1, the number of rounds/levels to
run the algorithm, and
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2Graph Initial states Mixers Angle selection strategies
|V | = 7− 10 Dicke states |Dnk 〉 Complete graph mixer Monte carlo
Pr[edge] = 0.5 Random k-state Ring mixer Basin Hopping
k = bV/2c Interpolation
TABLE I: The choices of the parameters we evaluate in this paper. All graphs are randomly generated with 7-10
vertices and edge connectivity probability of 0.5.
• Two real vectors ~γ = (γ1, ..., γp) and ~β =
(β1, ..., βp), each of length p.
The algorithm consists of preparing the initial state |ψ〉,
and applying p rounds of the alternating simulation of
the phase separating Hamiltonian for time γi and the
mixing Hamiltonian for time βi:
|~γ, ~β〉 = e−iβpHM e−iγpHP︸ ︷︷ ︸
round p
· · · e−iβ1HM e−iγ1HP︸ ︷︷ ︸
round 1
|ψ〉 (1)
In each round, HP is applied first, which separates the
basis states of the state vector by phases e−iγf(x). The
mixing operator HM then provides parameterized inter-
ference between solutions of different cost values. After p
rounds, the state |~γ, ~β〉 is measured in the computational
basis and returns a sample solution y of cost value f(y)
with probability | 〈y|~γ, ~β〉 |2. If the initial state is cho-
sen from the subspace of valid solutions and the mixing
operator acts invariantly on this subspace, all measure-
ments are guaranteed to be valid solutions. The goal of
the algorithm is to find angles ~γ and ~β such that the
state |~γ, ~β〉 is a superposition over states with large cost
values so there is a high probability of measuring a y
with large cost value f(y). Or roughly, we wish to find
~γ and ~β such that the expectation value 〈~γ, ~β|HP |~γ, ~β〉
is large (−HP for minimization problems). Although a
high expectation value of HP does not necessarily imply
the measurement distribution has a high concentration
of probability on optimal solutions, for problems with a
discrete domain of real values, a high expectation value
generally guarantees a high quality solution upon mea-
surement [5]. Let
Fp(~γ, ~β) = 〈HP 〉 = 〈~γ, ~β|HP |~γ, ~β〉 , (2)
and let Mp be the largest Fp after p rounds
Mp = max
~γ,~β
Fp(~γ, ~β). (3)
Mp has the following two properties [1]:
Mp+1 ≥Mp, (4)
lim
p→∞Mp = maxx∈{0,1}n
f(x). (5)
The first property is due to the fact that Mp+1 can be
seen as a constrained optimization of Mp, because choos-
ing angles γp+1 = 0 and βp+1 = 0 at level p+1 gives Mp.
The second property is due to the fact that this algo-
rithm becomes an increasingly better trotterization of the
Quantum Adiabatic Algorithm [6] in the limit p → ∞,
so we can always find a p and angles ~γ and ~β such that
Fp(~γ, ~β) is -close to Mp, for any .
III. PROBLEM FORMULATION
Given a graph G = (V,E), and an integer k ∈ [1, |V |],
Max-k Vertex Cover is the problem of finding a set of k
vertices (called the k-set) which has the largest number
of edges incident on those vertices. For k close to 1 or
close to |V |, the problem is often solved by selecting the
k vertices of largest degree. To make the problem more
interesting and reduce the number of parameters in the
problem, we take k = b|V |/2c throughout this paper.
Given a graph of n vertices, let each vertex be repre-
sented by a binary variable xu, where xu = 1 if it’s in
the k-set and xu = 0 otherwise. A valid solution to the
problem is an n bitstring x = (x1, ..., xn) of Hamming
weight k. The objective function f : {0, 1}n → N counts
the number of edges touched by the vertices in the k-set,
where an edge is counted if either of the two vertices on
that edge is in the k-set. Let {uv} denote the edge be-
tween vertex xu and xv, and let E be the edge set. The
objective function is
f(x) =
∑
{uv}∈E
OR(xu, xv)
=
∑
{uv}∈E
1− (1− xu)(1− xv)
(6)
Substituting (I − Zu)/2 for each binary variable, the
phase separating (cost function) Hamiltonian is:
HP =
1
4
∑
{uv}∈E
3I − ZuZv − Zu − Zv. (7)
The period of HP is at most 2pi because all the eigenval-
ues of HP (image of the cost function) are integers.
3IV. SIMULATION
An advantage of the Quantum Alternating Operator
Ansatz over the QAOA is that the quantum state vec-
tor remains in the subspace of valid solutions during the
whole circuit, so there is zero probability of measuring
an invalid solution (provided there is no noise or error in
the circuit). In our case, the subspace of valid solutions is
the space spanned by all Hamming weight k states. The
phase separator and the mixing operators listed in Table
I all act invariantly on any Hamming weight k subspace.
The phase separator acts invariantly because it is diago-
nal. Both the complete graph mixer and ring mixer are
XY -Hamiltonians, meaning they are sums of XY terms:
XiXj + YiYj =

|0i0j〉 |0i1j〉 |1i0j〉 |1i1j〉
〈0i0j | 0 0 0 0
〈0i1j | 0 0 1 0
〈1i0j | 0 1 0 0
〈1i1j | 0 0 0 0
. (8)
This XY operator acts as the SWAP operator in the sub-
space {|0i1j〉 , |1i0j〉}, which preserves Hamming weight,
and otherwise destroys the state. A sum of these oper-
ators acting on any pair of qubits preserves Hamming
weight by linearity, so both the complete graph mixer
and ring mixer act invariantly on any Hamming weight
k subspace. Provided the initial state is a superposition
of Hamming weight k states, the entire circuit can be
simulated in this subspace, so there are only
(
n
k
)
ampli-
tudes to keep track of, instead of 2n. For constant k this
simulation is efficient and uses Θ(nk) amplitudes, but for
k = bn/2c, this simulation requires a state vector of size
Θ(2n/
√
n) by bounds related to the Stirling approxima-
tion.
V. INITIAL STATE
We compare the performance of two different initial
states: Dicke states and random k-states. The Dicke
state is an equal superposition of all Hamming weight
k-states:
|Dnk 〉 =
1√(
n
k
) ∑
|x|=k
|x〉 . (9)
Because the complete graph mixer and ring mixer pre-
serve Hamming weight, the Dicke states are eigenvec-
tors of these mixers by symmetry for all k. Further, for
k = bn/2c, the Dicke state is the ground state of both
the complete graph mixer and the ring mixer. For any k,
the Dicke state can be prepared with O(kn) gates using
an inductive construction [7].
A random k-state is a random computational basis
state of Hamming weight k, which can be prepared in
constant depth by applying the X gate to k random
qubits. The random choice is only made once at the
(a) (b)
FIG. 1: The relative performance of the Dicke states
compared to the average over all random k-states as the
initial state, using the (a) complete graph mixer and (b)
ring mixer.
beginning of the algorithm, and not during every sample
of 〈HP 〉. If we were to randomly choose k qubits to flip
for every sample, we would be optimizing over the mixed
state
ρ =
1(
n
k
) ∑
|x|=k
|x〉 〈x| , (10)
which in the Hamming weight k subspace is proportional
to the identity matrix and commutes with the entire cir-
cuit. For any angles ~γ, ~β, the expectation value for this
initial state would be a constant.
We measure the performance of the QAOA using a
pseudo approximation ratio, defined as
Fp(~γ, ~β)
maxx∈{0,1}n f(x)
, (11)
for a specific choice of initial state and mixer. The rela-
tive performance between the Dicke states and the clas-
sical k-states are shown in Figure 1 on a representative
graph for both the complete graph mixer and the ring
mixer. By representative we mean the trend shown in
Figure 1 was similar across 100 different random graphs.
For the complete graph mixer, it is clear the Dicke state
outperforms the classical k-states. The average of the
classical k-states do not achieve a comparable approxi-
mation ratio to the Dicke states until many rounds in.
For the ring mixer the Dicke state also performs better
than the classical k-states, but the advantage is not quite
as clear. Overall, we can be confident that the Dicke
states improve performance.
VI. MIXERS
Two mixing operators for Hamming weight problems
were presented in [8]: the ring mixer and the complete
graph mixer. For both we will discuss the relevant search
space of the parameters ~γ and ~β, and the complexity of
implementation. We then compare the performance of
the two using the Dicke state as the initial state.
4A. Ring Mixer
The 2n × 2n ring mixer Hamiltonian is
HR =
n∑
i=0
XiXi+1 + YiYi+1, (12)
where the indices i+ 1 are taken mod n.
The search space of the QAOA is taken over the period
of the phase separating Hamiltonian for γ, and over the
period of the mixing Hamiltonian for β, provided both
the Hamiltonians are periodic. However, we will show
the ring mixer does not have a definite period for all n.
A Hamiltonian has a period of x if e−ixH = eiφI, where
eiφ signifies an arbitrary global phase. For any set of
basis vectors B, this can be rewritten as
∀ |v〉 ∈ B, (e−ixH − eiφI) |v〉 = 0, (13)
which is the eigenstate equation for a unitary operator.
In other words, e−ixH has a period of x if there exists an
x such that all the eigenvalues of xH are equal modulo
2pi. For any n the ring mixer has the eigenvectors and
eigenvalues:
HR |0n〉 = 0 |0n〉 , (14)
HR |Dn1 〉 = 4 |Dn1 〉 . (15)
This restricts the period x to pid/2 for some d ∈ Z. It
can be checked analytically that for n = 4 up to n = 10
the ring mixer also has irrational eigenvalues, so there
does not exist an x for which all eigenvalues can be equal
modulo 2pi. Then for at least n ∈ [4, 10], the ring mixer
has no definite period. Without a definite period the
search space cannot be defined exactly and the full range
of Fp(~γ, ~β) cannot be explored. However, we retain the
properties of the QAOA which are relevant. The prop-
erty Mp+1 ≥Mp holds because Mp+1 is still constrained
optimization of Mp. Further, for any constant search
space [0, C], in the limit p → ∞, the higher order Trot-
terization of the Quantum Adiabatic Algorithm implies
both γ and β are small and less than C, so the prop-
erty limp→∞Mp = maxx∈{0,1}n f(x) also holds. That
being said, taking C too small can result in terrible per-
formance, and should be taken greater than a certain
threshold which contains many high quality solutions, as
will be shown in Section VII.
As shown in [5], the ring mixer is analogous to the
one dimensional spin-1/2 chain model, which can be ex-
actly diagonalized with the Jordan-Wigner transforma-
tion. For a quantum computer with all-to-all connectiv-
ity of qubits, the ring mixer can be implemented exactly
in O(log n) depth, and for quantum computers with only
nearest neighbor interactions, the ring mixer can be im-
plemented exactly in depth O(n).
B. Complete Graph Mixer
The 2n × 2n complete graph mixer Hamiltonian is
HK =
∑
(i,j)∈E
XiXj + YiYj , (16)
where E is the edge set of the complete graph Kn of n
vertices. Let |y〉 be a bitstring of Hamming weight k, and
let S denote the set of all Hamming weight k bitstrings
which are a Hamming distance two away from |y〉. The
action of the complete graph mixer on |y〉 is
HK |y〉 = 2
∑
x∈S
|x〉 . (17)
From the fact that HK preserves Hamming weight, it
must act invariantly on the n + 1 Hamming weight k
subspaces Wk = span{|x〉 : |x| = k}. Grouping the basis
vectors by Hamming weight, the matrix representation of
HK is this basis is block diagonal. Each of these
(
n
k
)×(nk)
block matrices on the diagonal represent the adjacency
matrix of the Johnson graph J(n, k).
The vertices of the Johnson graph J(n, k) are the k-
element subsets of an n-element set, where two vertices
are connected if their intersection contains k−1 elements.
Labeling the n qubits {0, 1, ..., n−1}, states of Hamming
weight k can be represented by subsets of cardinality k,
where the indices in the subset represent which qubits
are |1〉, with the remaining qubits set to |0〉. Two states
of Hamming weight k are a Hamming distance of two
apart if they contain k− 1 elements in common, which is
exactly the case of the Johnson graph.
The eigenvalues of HK are exactly the eigenvalues of
the blocks on the diagonal. The eigenvalues of the John-
son graph are (k − j)(n − k − j) − j with multiplicities(
n
j
)−( nj−1), for j = 1, 2, ...,min{k, n−k} [9]. All of these
eigenvalues are integers, so all the eigenvalues of HK are
even integers. Therefore the period of the complete graph
mixer is at most pi.
The period of HP is 2pi and the period of HK is pi, so
Fp(2pi − γ, pi − β) = Fp(−γ,−β) = Fp(γ, β),
where the last equality comes from the fact that both
HP and HK are real valued and satisfy time reversal
symmetry. We can therefore take our search space to be
[0, 2pi)p × [0, pi/2)p.
It was shown in [5] that the complete graph mixer
in the Hamming weight k = 1 (and symmetrically for
k = n− 1) subspace can be exactly implemented using a
clever partitioning and trotterization of the XY terms.
However, this trotterization approximation is not exact
in the larger Hamming weight subspaces.
Instead of implementing the mixer exactly, we look
at Hamiltonian simulation techniques. Note that HK is
efficiently row computable and sparse, so it can be simu-
lated efficiently in the black-box model. In this model as
5defined in [10], the matrix elements of the N ×N Hamil-
tonian H are retrieved from an oracle:
OH |j, k, z〉 = |j, k, z ⊕Hjk〉 , (18)
for j, k ∈ [N ]. Suppose our Hamiltonian is D sparse,
meaning there are at most D non-zero elements in any
row or column. Define a second oracle to calculate the
row index of the non-zero elements in column j of H:
OF |j, k〉 = |j, f(j, k)〉 , (19)
for j ∈ [N ] and k ∈ [D], where the function f(j, k) re-
turns the row index of the kth non-zero element in col-
umn j. In such a model, the complexity of simulating
the Hamiltonian is measured by the number of queries
made to OH and OF . Let ‖H‖ be the spectral norm of
H and ‖H‖max = maxj,k|Hjk|. Then the evolution of H
with sparsity D can be simulated for time t with error at
most δ ∈ [0, 1) using
O
(‖H‖ t√
δ
+ ‖H‖maxDt
)
, (20)
queries to the black-boxes OF and OH [10].
For the complete graph mixer with k = bn/2c, D =
n2/4, and the largest eigenvalue is ‖H‖ = k(n − k) =
O(n2). Furthermore, the complete graph mixer is peri-
odic, so t is a constant, and all the matrix entries of HK
are 2, so ‖H‖max is also a constant. Therefore the query
complexity of the complete mixer is O(n2/
√
δ).
C. Mixer comparison
To get an idea of the relative performance between the
two mixers, we compare the optimal solutions (Mp in
(3)) of each mixer in each round. As this is comparison
is highly graph dependent, we average this comparison
over many random graphs. To increase the confidence
of finding the optimal angles in the search space, we use
smaller graphs of seven vertices so that optimization can
be run quickly and repeated to verify agreement of the
optimal angles. Let rK be the optimal approximation
ratio of the complete graph mixer, and let rR be the op-
timal approximation ratio of the ring mixer. To provide
a fair comparison, we restrict the optimizer to take the
same number of steps when computing rK as rR. The
average of the ratio rK/rR over many random graphs for
multiple rounds of the algorithm is shown in Figure 2.
From the fact that rK/rR > 1, we can be fairly confident
in saying the complete graph mixer achieves a better ap-
proximation ratio than the ring mixer, but that this ad-
vantage diminishes for larger p. For this reason, we will
mainly study properties of the complete graph mixer for
the remainder of the paper.
Both the ring mixer and the complete graph mixer
can be implemented efficiently on a quantum computer.
Although the complete graph mixer achieves a better
FIG. 2: The relative performance of the complete graph
mixer and the ring mixer averaged over 100 graphs,
where rK is the approximation ratio using the complete
graph mixer, and rR is the approximation ratio using
the ring mixer. The average of many samples of rK/rR
is what is shown in the graph, including a confidence
interval on this estimate.
optimal approximation ratio, in practice this advantage
may be overshadowed by the implementation depth of
O(n2/
√
δ) compared to O(log n) of the ring mixer.
VII. ANGLE SELECTION
One of the main challenges of the QAOA is efficiently
finding optimal or near-optimal angles ~γ and ~β. As is
the case for Max-Cut and bounded occurrence Max E3-
LIN2, the QAOA with p = 1 does not perform as well as
the best known classical algorithms for these problems,
making it necessary to study the behavior of the QAOA
for p > 1 if the algorithm is to compete with its classical
counterparts.
The total gate complexity of the QAOA for p rounds
is
f(i+ p(s+m)), (21)
where i is complexity of preparing the initial state, s is
the complexity of implementing the phase separator, m is
the complexity of implementing the mixer, and f is the
complexity of finding optimal angles based on samples
of 〈HP 〉. In practice there is the added complexity of
estimating 〈HP 〉, but for simplicity we will assume this
to be constant.
In the case of Max-Cut, p does not grow with n in the
calculation of 〈HP 〉 due to the locality of the mixing oper-
ator and the regularity of the graph, causing many terms
in 〈HP 〉 to commute and cancel. However, this is not true
in the general case with non-local mixing operators and
non-regular graphs. In the case of Max-k Vertex Cover,
the operator e−iβHM must be exponentiated explicitly
in order to calculate 〈HP 〉 classically, which quickly be-
comes intractable as n grows large. To be general, we
6(a) (b)
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(e) (f)
FIG. 3: Heat plot distribution representing the value of
〈HP 〉 for 6 random graphs of size (a) 5 vertices, (b) 6
vertices, (c) 7 vertices, (d) 8 vertices, (e) 9 vertices, and
(f) 10 vertices. Here cold colors maps to a high
expectation value, and warm colors maps to a low
expectation value.
will assume p to grow polynomially in n, so that to keep
the complexity of (21) efficient in n, f must be a poly-
nomial in p. The problem is that for the search domain
[0, 2pi)p× [0, pi/2)p, the volume of this space grows expo-
nentially with p, so we cannot efficiently sample from a
fine grid of the whole search space. A different angle se-
lection strategy must be employed to find optimal angle
solutions efficiently.
A. Distribution of 〈HP 〉
To get a sense of what the distribution of expectation
values 〈HP 〉 look like at level p = 1, in Figure 3 we have
plotted example distributions over the search space for
random graphs ranging between 5 and 10 vertices. The
rough landscape at level one of the QAOA with many
hills and valleys suggests using a gradient descent op-
timization algorithm which randomly hops out of local
minima often to find a better minimum. For this rea-
son, we use a basin-hopping algorithm when searching
for optimal angles.
(a) (b)
FIG. 4: (a) The best found solution as an
approximation ratio at each level, and (b) an estimate
of the standard deviation of expectation values at each
level. 1000 samples were taken at each level to produce
as estimate, and this was repeated 1000 times to
produce a confidence interval.
In the distribution of 〈HP 〉, we are mainly interested in
the upper tail of the distribution corresponding to opti-
mal and near-optimal solutions. Instead of sampling from
a compact grid over the whole parameter space, whose
run time grows exponentially with p, we take a constant
number of Monte Carlo samples to investigate proper-
ties of the distribution. This strategy of angle selection
is advantageous for combinatorial optimization problems
which do not admit an efficient calculation of 〈HP 〉.
From random samples of 〈HP 〉, we collected the best
found solution and an estimate of the standard devia-
tion of the distribution. This procedure was repeated to
get a confidence interval on these estimates, with the re-
sults plotted in Figure 4. This data was collected on a
representative graph of 10 vertices, where by representa-
tive we mean the observed patterns were also observed in
many other trials of random graphs. Graph (b) of Figure
4 shows an exponentially decreasing standard deviation,
and graph (a) of Figure 4 shows an exponentially decreas-
ing quality of solution. This two results imply the aver-
age quality of solutions is not increasing at a fast enough
rate for the tail end of the distribution to increase past
the previous round, due to the decreasing standard devi-
ation. For increasing p, higher quality solutions become
harder and harder to find. To drive this point home, the
number of random samples required to find a better so-
lution at level p + 1 than in level p grows exponentially
in p, as shown in Figure 5, with a logarithmic scale on
the y-axis.
B. Correlation of Angles
The plots in Figure 3 exhibit a pattern, which becomes
more apparent with more vertices. Averaging the heat
plots over many random graphs of 10 vertices, we can see
the pattern much more clearly, as shown in Figure 6, for
both the complete graph mixer and the ring mixer.
These plots exhibit a large expectation value in the
lower left hand corner, showing there exists a strong cor-
7FIG. 5: Number of random samples required to find a
better solution at each level.
(a) (b)
FIG. 6: Heat plot of 〈HP 〉 with the Dicke initial state,
(a) complete graph mixer and (b) ring mixer, averaged
over 100 random graphs of 10 vertices.
relation between the optimal angles for different problem
instances. Using basin-hopping optimization over the en-
tire search space, patterns in the optimal angles of ~γ and
~β emerged, all located in this lower left hand corner. The
components of ~γ and ~β for different levels of p are shown
in Figure 7. We can create an analogy between these
optimal angles and the QAA, where the mixing Hamil-
tonian is slowly being turned off (β angles are decreasing
in magnitude), while the phase separating Hamiltonian is
slowly being turned on (γ angles are increasing in magni-
tude) as we transition from the ground state of the mixing
Hamiltonian to the ground state of the phase separating
Hamiltonian. These patterns in optimal angles have also
been found in the problem of Max-Cut on regular graphs
[8, 11].
The pattern in Figure 7 suggests an angle selection
strategy which takes advantage of the overlap in optimal
angles for different problem instances. To demonstrate
this point, we compare the angle selection strategies of
Monte Carlo sampling, basin-hopping optimization with
random starting values, and basin-hopping optimization
starting from a linear interpolation of the optimal an-
gles in Figure 7. To make the comparison fair, all these
strategies were restricted to the same number of sam-
ples of Fp(~γ, ~β), and the number of samples was held
constant for all p. The results of this comparison are
in Figure 8, with a line showing the optimal approxima-
(a) (b)
(c) (d)
FIG. 7: Plotted are the components of ~γ and ~β for
optimal angles found on random graphs. In (a) and (b)
we plot the components of ~γ for p = 5 and p = 6.
Similarly in (c) and (d) we plot the components of ~β
also for p = 5 and p = 6.
FIG. 8: Comparison of angle selection strategies using a
constant of number samples in each round, where the
optimal approximation ratio is also plotted.
tion ratio. Clearly the ‘interpolation’ strategy performs
the best, and more complicated algorithms for selecting
these optimal angles and allowing a polynomial number
of samples in p can improve this performance even fur-
ther.
VIII. SUMMARY
In conclusion, the Dicke states improve performance
for both the complete graph and ring mixer, and in par-
ticular the Dicke states with the complete graph mixer
8performs better than the Dicke states with the ring
mixer. For implementation on an all-to-all qubit device,
the ring mixer can be implemented in depth O(log n)
with no error, while the complete graph mixer can be
implemented in query complexity O(n2/
√
δ) with error
δ. Whether the trade-off between the improved perfor-
mance but longer circuit depth of the complete graph
mixer is worth the shorter depth but not-as-great perfor-
mance of the ring mixer is still an open question. Using
Monte Carlo samples, we saw the standard deviation of
distribution of solutions decreases exponentially, making
it exponentially harder to sample a better solution in
deeper rounds of the algorithm. However, thankfully for
the QAOA, optimal angles share patterns similar to the
QAA, making it easier to find better solutions in deeper
rounds of the algorithm.
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