The paper deals with the determination of controller parameters for multivariable systems by means of parameter optimization. In order to reduce the computational burden, the starting point in the optimization is determined through information provided by the feedback controller parameterized using the multivariable internal model controller (IMC) computed from the plant's p/q moment approximant and the original plant's multi-loop controller parameter magnitudes. Thereafter, controller parameter optimization proceeds to completion using the MATLAB optimization toolbox which is widely available. A potency of this technique is that all performance specifications and stipulated constraints are easily accommodated in the problem formulation thus facilitating complete problem solution in one go. The technique has been found to be effective for all plants considered so far and generally produces closed loop systems with favorable characteristics when compared to systems designed by similar methods.
INTRODUCTION
Effective methods for designing simple controllers for multivariable plants which guarantee good performance and satisfy stipulated constraints is still a topic of on-going research. One reason for this is that the plants usually have distinctive complex characteristics and each must usually be separately analyzed. Parameter optimization has been used in many situations for feedback control system design. One such method is the method of inequalities (Zakian and Al-Naib, 1973 , Taiwo, 1980 , Whidborne et al., 1995 , Balachandran et al., 1997 and Zakian, 2005 . This method works by solving a set of inequalities and has been found to work in many situations, although it is yet to be used to design centralized controllers for complex systems involving 4*4 or higher transfer function matrices. Recently, Escobar and Trierweler (2013) designed PID controllers for large process plants by an optimization technique based on frequency response approximation. His results are compared to those of the work reported here. Other methods of optimizing the performance of the closed loop systems are based on genetic algorithms and simulated annealing. Although such methods have the property of global convergence, they are usually computationally intensive and their applications to large multivariable plants are scanty. This paper proposes a new technique for centralized multivariable controller design. Here, the initial controller parameters in the optimization are specified by using data from the feedback controller parameterized using the p/q moment approximant of the plant model and the magnitudes of the multi-loop controller parameters giving good closed loop performance for the system involving the original plant. The optimization then proceeds and is deemed to have been completed when the nominal and robust performance of the feedback system meets the control objectives. In all cases so far considered, the centralized proportional plus integral (PI) controller has proved adequate, giving favourable performance in most situations. A merit of this method is that MATLAB optimization toolbox, which is widely available, has been used. Another advantage of this method is that various constraints such as bounds on structured singular values, internal variable magnitudes or their rates of change can be directly handled during optimization. The paper is arranged as follows. In section 2, the new method is described. Applications of the new method to large multivariable systems is considered in section 3. A discussion of the results and conclusions from the work are considered in section 4.
DESCRIPTION OF THE NEW METHOD
The new method computes the centralized feedback controller of simple structures (typically PI, proportional plus integral controller) using parameter optimization. In order to reduce computational burden, it is recommended that a good starting point for optimization be used. This is done by studying information from the feedback controller parameterized using the IMC controller computed for, typically, the 0/1 moment approximant of the plant as well as the magnitudes of the parameters of the multi-loop PI feedback controller designed for the original plant.
Computation of p/q moment approximant
If it is desired to use the new method to design a simple feedback controller for the plant then its p/q moment approximant should be computed. This is undertaken as follows: Expand the plant model G(s) (assumed asymptotically stable) in infinite series:
Here, without loss of generality, we elect to express its reduced model R(s) in the right matrix fraction form:
R(s) is a p/q moment approximant at s=0 if R(s) is asymptotically stable and
In (3) and (4) (5) where the notation means that the power series expansion on both sides exist and agree up to terms of degree (p+q) inclusive. However, if expansion about s=0 does not furnish a stable p/q moment approximant, Taiwo and Krebs (1995) have shown how, generically, a stable approximant may be obtained by resorting to matching moments about more than the single point s=0. All the controllers designed in this work were based on parameterizing a classical feedback controller from the IMC controller computed from the 0/1 moment approximant of the original complex plant. Consequently, for space economy, we limit discussion to this case in the sequel.
Assume that the PI controller is desired, then the 0/1 reduced model R(s) given by
will be computed. In order to obtain the IMC controller Q , invert (6), giving,
also, Q = Q f where f is the filter given by
The conventional feedback controller C o (s) is given by
For illustration purposes, suppose G(s) is 3*3 and Q f = q ij /(λs + 1), 
where q ij = V oij s + G oij (11) and V oij , G oij respectively denotes the (i,j)th element of
The next issue is the choice of λ. One way to determine a preliminary value is to compute the multi-loop controllers for the original plant. The order of magnitude observed here should be used to estimate the starting value of λ in order to optimize the parameters of the feedback controller, C(s).
Usually it is advisable to start with a λ which gives a closed loop stable system. A detailed exposition of this procedure will be given in the next Section. If it is desired to use a PID controller, then either a ½ or 0/2 moment approximant would be used for controller parameterization.
ILLUSTRATIVE EXAMPLES

Example 1: Depropanizer column
The process is a depropanizer column used to separate propane from the feed that comes from a de-ethanizer column (Wang, 2003) and its transfer function is given by
97.5s+1
1.978e −53.5s The following steps should be taken in designing a controller for the plant G(s):
Step 1: Assuming a centralized controller having PI elements is to be designed, then an 0/1 approximant of (12) 
Step 2 
By simultaneously computing the Niederlinski index, it was found that the best control structure is as follows: 2 → 1, 3 → 2 , and 1 → 3 , where u i and y i are respectively the controlled and manipulated variables. On computing the controller dictated by this structure, it was found that the values of the proportional and integral gains in (13) and (14) would have the same order of magnitude as those of the multi-loop controller elements if ≈ 1000. Consequently, λ=1000 was used in (10). Hence with starting value Although the IAE associated with this controller is acceptable, the value of a robust performance metric, the structured singular value is greater than unity. Further computation was therefore done and the computed set of parameters (17) were used as starting point with a constraint that µ RP <1, where µ RP denotes structured singular value for robust performance. Here the MATLAB optimization toolbox function fmincon was used. The final controller computed is which permits up to 15% uncertainty at low frequencies and 200% uncertainty at high frequencies attaining 100% uncertainty at a frequency of about 15 rad/min, was used. The performance weight was also chosen as in Garrido et al. (2012) , namely, W p = s 2.75 +0.00075 s . The responses of the closed loop system with the controller are displayed in fig.1 . The characteristics of the feedback systems are compared with those of the closed loop system designed by Garrido et al. (2012) (fig.2) in Table I . It is found that the overall characteristics of the system designed in this work are superior to those of Garrido et al. (2012) . Note in this work that and respectively denotes structured singular value for robust stability and nominal performance. 
Example 2: Heat integrated distillation column
Ding and Luyben (1990) presented the transfer function model for a Low-Purity heat integrated distillation column as The adequacy of this controller in following reference changes and rejecting disturbance changes of 5% in Z 1 and Z 2 can be verified from figures 3 and 5 respectively. This is compared with controller C 1 (s), with PID elements, in Escobar and Trierweiler (2013) .This permits up to 15% uncertainty at low frequency and 200% at high frequency attaining 100% uncertainty at a frequency of about 1rad/min. The performance weight was chosen as = 2.25 +0.04 . Here, we have specified peak sensitivity, M s =2.25
(with an implication that GM ≥1.8 and PM ≥ 25.68 0 ) and zero steady state error. Note that the Escobar and Trierweiler controller lacks performance robustness. 
Example 3: Alatiqi distillation column
The Alatiqi column system used here is taken from Garrrido et al. (2012) . It is a 4 by 4 system modelled by the transfer function matrix: , where 
Upon using the fmin function, the controller in (21) was computed which gives a system with satisfactory nominal and robust performance. 
The responses of the system with this controller are given in fig.(6) and some of the dynamic properties are listed in Table  IV . Again, it is observed that the system obtained in this work is superior to the one in Garrido et al. (2012) displayed in fig.7 . One observation is that we have used a more realistic uncertainty weight here rather than the one given by Garrido et al (2012) . This is because among other considerations, we believe that uncertainty usually increases with frequency rather than the contrary impression given in their uncertainty weight. It is worth noting that our computed controller meets the required constraint µ RP <1 even when their original weight is used. The new uncertainty weight used for the robust analysis is given by W = 0.15 5s+1 0.5s+1
. However, the same performance weight as theirs is used, namely, W p = s 2.6 +0.001 s . 
DISCUSSION AND CONCLUSION
Simple centralized controllers have been computed for three benchmark process systems. It is gratifying that in all cases, PI elements suffice in producing closed-loop systems meeting desired performance and constraints. A novel technique for estimating the starting values of the controller parameters ensures that the starting closed-loop system is stable as well as substantially reduce computational burden. It also helps in determining the signs of the controller elements. Although optimization can be done in the Simulink environment, results in this work were obtained using the MATLAB environment and I MN approximants (Zakian, 1975 ) (M=14, N=22) was used to compute system responses during optimization. The final results were confirmed by simulation using Simulink.
The design of simple feedback controllers through an initial IMC parameterization using a moment approximant is novel and has worked effectively for all the plants considered so far with many of the plants being matrices of orders 3 or 4. These are the highest transfer function matrix dimensions of plants we found in the current literature.
During controller parameter optimization, several performance indices were tried. It was found that either the integral of the squared error criterion or the integral of the absolute error criterion worked well for most examples. The integral of time multiplied by the absolute error criterion produced closed loop systems with relatively small settling times but large overshoots and large transient interactions.
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