Based on explicit data, collaborative filtering is one of the most valuable technologies of a recommender system. However, the further development of a recommender system has been restricted to some extent by the problems of cold start and data sparsity. To weaken the effect caused by data loss, some implicit feedback data are typically introduced into the recommendation such as social information and attribute data. In this paper, we propose a heterogeneous information boosting model for recommendations (HIBoosting). The model takes advantage of different network meta-paths to mine the potential information of user social networks, object metadata and interactive data in heterogeneous information networks. For different semantic information, we use a random-walk based on a meta-path to calculate the similarities of users or items, which are used to extract the low-dimensional embedded features of users or items by factorization, construct user profiles and item profiles. Finally, the embedded features are used for integrated learning by a gradient boosting decision tree (GBDT) to provide users with better recommendation services. The model not only integrates heterogeneous information in information networks, but also makes full use of mining latent relations of heterogeneous information networks. Experiments on the CiaoDVD and Lastfm datasets show that HIBoosting has made great progress in the accuracy of a recommender system.
I. INTRODUCTION
With the rapid development of the internet, all kinds of information are provided to customers so that they must spend a large amount of time selecting useful information [1] . To be able to focus on the most interesting information, the recommender system, which is a state-of-the-art method for offering personal suggestions to users according to their historical interaction records, is proposed. Therefore, some items that are similar to previous items are often recommended to users. Recently, the recommender system has been widely applied to many fields, such as e-commerce, medical health, and finance, and has attracted great attention from academia and industry.
The traditional recommendation method is made up of content-based recommendation, collaborative filtering and hybrid recommendation [2] . There are specific drawbacks The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Mercaldo .
for each method of recommendation. For example, it is easy for collaborative filtering to be restricted by data sparsity, cold-start and scalability; content-based systems usually recommend items that are similar to previous items to users, which results in overpersonalization of the recommendation services. Collaborative filtering, which is based on explicit feedback data, is easily affected by data loss. Therefore, the state-of-the-art recommender systems are used to introduce implicit feedback data as auxiliary information of the model to mine potential features, such as social networks, comment semantic information and tag information, etc. However, the implicit information has different semantic meanings because of the heterogeneous data. How to effectively fuse the heterogeneous information is an urgent issue that needs to be solved.
Yizhou Sun proposed the heterogeneous information network (HIN) [3] , [4] , which is an information network that consists of multiple types of nodes and links, in 2012. The links between the different nodes denote different link VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ relations, and the paths between the nodes connected by related links denote different semantic explanations in the HIN. Numerous semantic expressions allow for a better understanding and provide powerful support for the research on recommender systems. References [5] , [6] conducted further study on the heterogeneous information network and proposed an embedding model based on the HIN, called the HERec. The model used a random walk strategy based on a meta-path to generate a sequential nodes link that was embedded into low-dimensional feature spaces by node2vec [7] . Finally, the model utilized a matrix factorization framework to fuse the different feature representations under each meta-path, which could achieve a better optimization performance in a recommender system. References [8] , [9] suggested a novel model that was different than a metapath schema, but based on a meta-graph schema to deeply mine the potential information from the HIN, which took advantage of a factorization machine framework to learn the low-dimensional features of different schemas generated by matrix factorization. The model effectively integrated the heterogeneous information into the recommender system and enhanced the accuracy metric of the recommender system. In recent years, recommendations based on the HIN have systematically attracted the attention and further research of scholars all over the world. Moreover, most research in the field of recommendation is conducted to learn the inner associations among features through a matrix factorization model, such as probability matrix factorization, nonnegative matrix factorization and singular value decomposition. Nevertheless, the learning abilities of the matrix factorization models have critical limitations with features and can only learn lower-lever features. For higher-level features, the models have a worse performance when compared with some linear features. Thus, an integrated learning model based on the HIN, called HIBoosting, is proposed. First, when the heterogeneous information network is compared with the homogeneous information network, it has richer information expression capabilities and each weighted link in the HIN represents the degree of association between objects. Then, the proposed model uses a random walk strategy based on a meta-path schema to search all of the possible path instances under different meta-paths, which are information expressions of each meta-path. To extract more accurate information, the model calculates the similarities between objects of the same type by the spread of influence among all nodes within a path instance, and maps the similarities to a lowdimensional space with matrix factorization, which embeds the feature expressions of all of the homogeneous objects. Finally, the proposed model uses a gradient boosting decision tree (GBDT) to integrate feature expressions on different meta-paths, which could make full use of all of the potential information to mine higher-level feature relationships in the HIN.
II. RELATED WORK
It is a challenge for the HIN to know how to deeply mine the semantic meanings of the information network. Reference [10] studied a clustering method of the heterogeneous networks based on the star network schema and proposed a novel algorithm, called NetClus, which utilized links among multiple types of nodes to construct a high-quality network cluster. Reference [11] suggested an extensible, effective and parallelized walk method (DeepWalk), which learned the local information of random walks to characterize the nodes. Reference [12] introduced an innovative means (Pathsim) to calculate the semantic similarities of the homogeneous nodes on different meta-path schemas in HIN based on the similarity measure under the meta-paths. To study the relevance between objects in HIN, reference [13] proposed a measurement method (HeteSim) that was built on the foundation of path constraint. HeteSim is a semimetric measurement and can calculate the correlations of homogeneous or heterogeneous objects in a unified framework so that it can be applied to studies in other fields. The majority of researches are executed to extract potential semantic information based on the meta-path schema.
Recently, academics and researchers have carried out a series of further studies about the issue of sparse data. Reference [14] built a hybrid recommendation system by extracting image features from some blogs and incorporated these features into different recommendation strategies, which not only avoided the excessive personalization problems of content-based recommendations but also addressed the problems of sparse data and cold-start to some degree. An emotion-aware recommendation system built on information fusion [15] was proposed with the goal of obtaining the embedded feature vectors of users or items by a comprehensive analysis of a user's preference for items and social networks, including social relationships among users and review information where users expressed their opinions using words, which improved the accuracy of the recommendation. Reference [16] took advantage of a bagging algorithm to integrate two classification recommendation models, which solved the limitations of the single recommendation model. The experiments showed that quantitative indicators for integration recommendations have been significantly improved. Currently, deep learning is widely used in various fields including recommendation due to its powerful ability to learn features. Reference [17] proposed a semantic information expression from mining event texts through a parallel convolutional neural network and the knowledge representations of heterogeneous users based on social networks. Then, the model mapped users or events to separate feature spaces that were imported to the framework of a combined model to generate the final predictions. A deep neural network (DeepNN) [18] was proposed, which discovered the inter-action information between higher-level features of input data. When compared with the FM model, the interaction information generated by the DeepNN model was more than what was provided by the FM model, although the FM had achieved better evaluation metrics. In fact, matrix factorization is one of the most authoritative models in the field of recommendation system. Therefore, the recommendation models based on matrix factorization have been thoroughly studied by many researchers. Reference [19] proposed a novel matrix factorization model called ESVD, which combined the classical matrix factorization with the score inspired by active learning, and constructed a multilayer ESVD model to improve the accuracy. Therefore, the model showed a great improvement in accuracy and efficiency. Reference [20] proposed a collaborative enhancement recommendation, BoostFM, which was called an adaptive enhancement framework, and integrated boosting into the factorization model in the process of items sorting. Reference [21] proposed a field-aware factorization model called FMF based on traditional matrix factorization, which mapped the interaction information of users and items to the potential feature space consisting of features vectors of all of the objects. To solve the problem of the inability to learn an explicit representation for a meta-path, reference [22] proposed a novel deep neural network with the co-attention mechanism for leveraging a rich meta-path based context for a top-N recommendation. Reference [23] proposed a unified model LGRec to fuse local and global information for a top-N recommendation with the goal of comprehensively exploiting the local and global information in the HIN. Reference [24] proposed a Bayesian personalized rankingbased machine learning method, called HeteLearn, to learn the proper weights of links in an HIN.
III. PRELIMINARY
A heterogeneous information network is a network construction composed of multiple types of nodes and links, and links between two nodes denote diverse semantic expressions in the network.
Definition 1 (Weighted Heterogeneous Information Network [4] ): A weighted heterogeneous information network (WHIN) is denoted as a graph G = (V , E, W ) made up of an object set V , a link set E and a weight set W . A WHIN is associated with an object mapping function φ : V → A, a link mapping function ψ : E → R and a weight mapping function ϕ : W → ω. A, R and ω separately denote a meta set of objects, links and weights. If the conditions |ω| > 0 and |A| > 1 or |R| > 0 are met, the network is called a weighted heterogeneous information network.
Definition 2 (Weighted Network Schema [4] ): A weighted network schema is denoted as meta-graph T G = (A, R, ω). It is a meta template of a weighted heterogeneous information network G = (V , E, W ) with mapping relations of an object type mapping φ : V → A, a link type mapping ψ : E → R and a weight mapping ϕ : W → ω.
As shown above, Fig. 1(a) is a weighted heterogeneous information network of movie recommendations consisting of multiple types of objects, including users, movies, directors, tags, etc. There are different representation relationships for links between objects of different types in a WHIN. For example, the connections between users denote their friendships; the association between a user and a movie denotes the user's preference for the movie; the relationship between a movie and a tag denotes that the movie is equipped with a type of tag. Fig. 1(b) is a weighted network schema of a movie recommendation, which illustrates meta construction of WHIN.
Definition 3 (Weighted Meta-Path [4] ): A weighted metapath ρ :
and is denoted as a weighted path in the form of A 1
• denotes the composition operator on relations. For example, a meta-path P : U (5) M (3) U denotes that two users both like watching the movie, but the target user gives the movie a rating of 5 as compared to another user who gives the movie a rating of 3.
A heterogeneous information network includes the association of multiple types of objects and links. The connection meanings of two objects of the same type can be changed due to different link paths. For example, a user-user (UU) path denotes a friend of a target user, but a user-movieuser (UMU) path denotes users who watch the same movie with a target user. Table 1 describes the semantic meanings of different meta-paths. A meta-path is composed of the relational sequence of different objects, which defines a complex relationship from the first object to the last object in a sequential path.
IV. RECOMMENDATION BASED ON AN HIN A. RANDOM WALK BASED ON META-PATH
A heterogeneous information network utilizes the meta-path strategy to mine potential semantic information. To quantify the semantic information of different meta-paths in an HIN, Pathsim [12] was used to measure the similarities of objects of the same type, which was a method to calculate similarities. However, the method only simplified the number of all of the path instances that satisfied the strategy of a meta-path and did not take into account the influence of the differences of each path instance on the similarity measure. The proposed model, called HIBoosting, uses a random walk method [25] based on a weighted meta-path to search all of the path instances that meet the meta-path in the WHIN. Each path instance denotes the corresponding semantic information. Given a weighted heterogeneous information network G = (V , E, W ) and a metapath ρ : A 1 (ω 1 ) A 2 (ω 2 ) · · · (ω 1 ) A l , the path instances of a random walk are generated according to the following formula:
where O t+1 denotes the (t + 1)th node in the walk, and A t+1 denotes the object type of the node. N A t+1 (m) denotes the number of nodes that are the next nodes connected to node m and belong to the type A t+1 . All walk path instances are searched along the corresponding meta-path by the above method, but the nodes in these path instances are objects of different types. For example, the two path instances of u 1 are generated, such as u 1 (2) m 1 (3) u 2 and
To map the relationship of the heterogeneous objects to the associations of the homogeneous objects, the measurement method based on the spread of the influence between objects is proposed to calculate the similarities of the homogeneous objects and is defined as follows:
where ω Ai(ω i )A j is the weight between node A i and node A j in a weighted network schema and is defined as follows:
A mapping function ϕ : W → ω of the degrees between different objects from the weighted heterogeneous information network to the weighted network schema exists and can be formulated as follows:
where x ij denotes the degree of the two nodes in WHIN, N (i) denotes the number of users who are connected to the target user i and x max , x min denote the maximum and minimum score of user i, respectively. The relationships in the WHIN consist of a user's rating for an item, the friendship between users and the characteristic of the item's labels. When a label belongs to an item, x ij is equal to 1, otherwise it is 0. The similarities of homogeneous objects are the sum of the weights from all the path instances P from object x to object y based on meta-path ρ : A 1 (ω 1 ) A 2 (ω 2 ) · · · (ω 1 ) A l and is defined as follows:
B. FEATURE EMBEDDING
The semantic information of users or items based on a metapath can be measured by the similarities of the homogeneous objects. To unify the extracted similarities of objects, a nonlinear mapping function is suggested to compress the numerical similarities to domain 0-1 and is defined as follows:
Given the similarity of the information between different objects, the paper utilizes the traditional matrix factorization [26] to map the similarity into a low-dimensional feature space and extracts the feature representation of each object. The objective function L is formulated as follows, where Q is a set including the similarity relationships of users, I uv is an indication function, which is equal to 1 if the Q includes the relationship between user u and user v, otherwise it is 0, s uv is the similarity between user u and user v converted with the above mapping function f , r is the representation of an object in a low-dimensional space and d is the dimension of a feature space.
To minimize the loss of the objective function, we use the stochastic gradient descent SGD to perform iterative training and generate an optimal feature space. The differences in semantic information for different metapaths in HIN are great. The feature representation based on a meta-path can be obtained according to the above method. For the fusion of different features, reference [27] proposed a factorization machine to model the linear relations between two features. Compared with the linear regression model, the model not only considered the influence of a single feature but also took into account the inner associations among different features, which greatly enhanced the learning ability of the model; however, it cannot learn the nonlinear relations of a model. Therefore, extreme gradient boosting (XGBoost) [28] , which is an optimized boosting algorithm based on a gradient boosting decision tree (GBDT), is proposed. XGBoost is good at mining some higher-level features that can express more information through the inner associations among simple features, addressing the nonlinear problems of features effectively. Dataset D = {(X i , y i ) |X i ∈ R m , y i ∈ R} consists of n samples and each sample has m features. A gradient boosting machine recursively learns the t-th model according to the residuals between the predictive values that the former t-1 models generate by boosting and true values. The objective function aims to minimize the sum of errors of the predictions that the trained model generated and the true values in the process of model training.
whereŷ (t) i is the ith sample's prediction in the tth epoch. The prediction of the tth model is equal to the sum of the values of the former t-1 models and of the tth model, which is defined as follows:ŷ
The objective function can be formulated as follows, where l y i ,ŷ i = y i −ŷ i 2 is a loss function of the root mean square error, which describes the error of the prediction and the true, and (f t ) is a regularization term of the tth model used to penalize the complexity of a model.
Finally, a stronger model can be generated by integrating the learned model in the form of additive training. In (13) , f k is the kth trained model, F is a set of all the tree models and K is the number of tree models.
HIBoosting consists of two parts, including HIN embedding and gradient boosting, which is serially operated. (i) HIN embedding. The time complexity of the part is O (|P| tγ |V | wd), where |P| is the number of meta-paths, t is the length of a random walk, γ is the number of random walks, |V | is the number of nodes in HIN, w is the width of a random walk path for calculating the similarity and d is the dimension of embedded features from matrix factorization. For each meta-path, the experiment is trained to fasten the efficiency of the model in parallel. (ii) Gradient boosting. The tree model integrates each baseline model that is trained in an additive model. Therefore, the time complexity of the second part is O (xKD log n) with the parameters that K is the number of the baseline tree model, D is the maximum depth of a tree model, n is the maximum number of rows in each block and x is the number of the training data. More importantly, the block structure shortens the time of each tree model as the block is only sorted once before training the whole model.
V. EXPERIMENT AND RESULTS

A. DATASETS
The experiment is performed with the pycharm integrated development environment on a computer that is equipped Algorithm 1 The Overall Learning Algorithm of HIBoosting Input: a weighted heterogeneous information network G = (V , E, W ); the learning rate α; the regularization parameter λ; the meta-path sets for users and items, P (u) and P (i) ; the number of gradient boosting trees K. Output: the potential features of users and items based on the meta-paths, r Calculate ω E i by Eq. 4; 4: end for 5: for ρ in P (u) ∪ P (i) do 6:
Update all Path instances set: Path-set based on ρ meta-path; 7:
for path in Path-set do 8:
Calculate with the Window 7 operating system and an I5 dual-core. The CiaoDVD dataset [29] and Lastfm dataset [30] are used for the evaluation of the trained models. The CiaoDVD is a movie dataset, which is made up of 17615 users, 16121 movies, 72665 interactive records of users and movies and 40133 social records for users. The scores range from 1-5, and a user prefers a movie with a higher score. The social relationships of the users denote the friend association between them. Although the number of ratings is very large, the sparsity of the movie dataset is still small, approximately 0.0256%. Lastfm is a music dataset that consists of 1892 users, 17632 songs, 12717 social records for users, 92834 music records of users and 11946 tags. The sparsity of the music dataset is approximately 0.2783%. The statistics information and all of the meta-paths of the two datasets are shown in Table 2 .
B. EVALUATION METRICS
For the problem of regression, the mean absolute error (MAE) and root mean square error (RMSE) are used to evaluate the prediction accuracy of a model, and they can be formulated as follows: 
where D test denotes the test set for evaluation, r ui denotes the true value that user u scores item i andr ui denotes the prediction that user u scores item i.
C. MODELS FOR COMPARISON
The proposed model, HIBoosting, effectively deals with the nonlinear relationships of different characteristics and enhances the accuracy of the recommendation model. To highlight the superiority of the proposed model, we compare the following methods:
• KNN: The model [31] was used to solve the issue of data sparsity in the recommendation system, and suggested recommending items to users based on the nearest k neighbor objects. The number of neighbors is equal to 40 in KNN.
• NMF: The model was suggested in [32] , and all predictions were nonnegative values. The was updated by multiplication in the model, which is different from matrix factorization. In the model, the latent features dimension is 15, and the regularization parameter for users or items is 0.06.
• SVD: An improved matrix factorization proposed in [33] was applied for the field of recommendation, which considered the local deviations of users or items and the global deviation to eliminate the influence of personal preferences or the factors of items. In addition, the of latent features is 100. The learning rate of parameters is equal to 0.002, and the regularization parameter is 0.05.
• SVD++: The advanced algorithm [34] was proposed based on the basic SVD model, which not only took the explicit information into account but also considered the implicit characters in the The dimension of latent features is equal to 20, and the regularization parameter is is 0.01.
• LR: The model [35] was used to measure the difference between the prediction and the true.
• SVM: Support vector machine [36] was put forward by maximizing the objective function with the correct classification of all samples, where the regulation parameter is 1.
• FM: Reference [37] proposed a novel factorization machine FM, which took the linear associations of a single feature and two features into account for mining higher-level The learning rate of the model is 0.2.
The regularization parameter is 0.1, and dimension of latent features is equal to 4.
• HIBoosting: The model is proposed in this paper. The model fuses all possible information from the heterogeneous information network and learns more higherlevel characteristics with a gradient boosting algorithm, where the dimension of latent features is equal to 10.
D. RESULTS
In a heterogeneous information network, we conduct evaluation experiments and analyze the results on CiaoDVD and Lastfm. First, we divide the two datasets into a training set and a test set and set five training ratios as {40%,50%,60%,70%,80%}. The evaluation metrics can be generated separately for the six models at different training ratios. All of the experiment results are shown in Table 3 for the two datasets. To analyze the dynamic regulation of the results, we show the evaluation metrics of the two datasets at different training ratios in Fig. 3 . Therefore, the conclusions from the experiment results are summarized as follows:
In this study, a KNN was regarded as the baseline model and is one of the most classic algorithms in the field of recommendation. A KNN is usually used for a collaborative filtering algorithm based on the neighbor items and called item-based. When compared with other models, such as KNN and MF, HIBoosting shows a better performance for the metrics of RMSE and MAE, which shows that HIBoosting based on an HIN makes full use of mining the semantic information of the HIN and achieves great advantages in recommendation performance. The experiment demonstrates that the RMSE and MAE metrics of LR and FM are lower overall than those of KNN in CiaoDVD while the phenomenon is opposite in the Lastfm dataset. CiaoDVD is much sparser than Lastfm and does not have enough explicit data to support a more powerful training of KNN, but LR and FM can fuse additional information in HIN to determine the explicit representations of the heterogeneous data, which not only improves the accuracy of the model but also alleviates the problem of data sparsity. When the number of the dataset gradually starts to increase as with Lastfm, the performance of KNN is much better than the two models. Comprehensively, HIBoosting has a great advantage over the other models for the metrics of the experiments, as it can take advantage of a boosting algorithm to combine all possible characteristics from the missing information network and mine the potential characteristics to make up for the drawback of information loss.
The HIBoosting model shows better recommendation performance for the two datasets at different training ratios. As shown in Fig. 3 , the HIBoosting performance is slightly better than that of SVD and SVD++ in CiaoDVD because CiaoDVD is slightly sparse, and less useful information is used to extract additional characteristics as valid formation during the period of HIBoosting training. However, if a dataset includes more samples, such as Lastfm, it is obvious that the performance of the proposed model is much better than that of any of the other models, including SVD and SVD++. In addition, although FM is essentially an advanced model for other applications, it performs even worse than the basic models, such as SVD, NMF and KNN, in the experiment with Lastfm. On the one hand, FM requires additional related information about users or items to mine the inner relationships between the characteristics, so it is equipped with a more powerful performance to some extent. However, the dataset not only includes fewer data samples, but there is also no interactive information about the objects in the samples. On the other hand, FM may easily be influenced by the noise data when the dataset is very sparse, so a significant deviation between the prediction and the truth in the model exists. More importantly, FM and HIBoosting are both advanced models, but HIBoosting has a significant advantage over FM. The proposed model utilizes the boosting algorithm to mine linear and nonlinear characteristics from the HIN and generates higher-level characteristics that are able to express more valuable information. FM can train higherlevel linear characteristics, but it cannot mine the nonlinear characteristics. For SVM, the performance of the model is similar to SVD, as the model is easily influenced by the noise. In general, HIBoosting is equipped with a powerful capability that can express higher-level characteristics and stronger robustness as seen from the two experiments on CiaoDVD and Lastfm.
VI. CONCLUSION
To address problems of cold-start and the sparsity of data in the field of recommendation systems, we propose a novel algorithm, named HIBoosting, in which high-level characteristics are obtained by searching for useful information based on different meta-paths from the heterogeneous information network that are fed into a gradient boosting machine for effective prediction. The model consists of three parts as follows: (i) We use a random walk strategy on the meta-path to search all possible path instances corresponding to different meta-paths, we calculate the similarities of the homogeneous objects for a given meta-path based on the spread of the influence between objects, and we then unify the similarities of the objects through a nonlinear mapping function. (ii) The similarities of the relationships of the objects on different meta-paths can express diverse semantic information. To extract explicit information, the paper utilizes matrix factorization to embed the information on different metapaths into a low-dimensional feature space where all of the objects can be identified as feature vectors. (iii) A gradient boosting algorithm, GBDT, is used to learn the linear and nonlinear characteristics of the different semantic information with the aim of mining more higher-level characteristics that can express more potential information, which is a great improvement in recommendation performance.
