We investigate the properties of a simple bootstrap method for testing the equality of mean functions or of covariance operators in functional data. Theoretical size and power results are derived for certain test statistics, whose limiting distributions depend on unknown infinite-dimensional parameters. Simulations demonstrate good size and power of the bootstrap-based functional tests.
INTRODUCTION
Functional data are collected in many fields of research; see, e.g., Ramsay & Silverman (2005) , Ferraty & Vieu (2006) and . When working with more than one population of functional data, testing the equality of certain characteristics of the distributions between the populations, like their mean functions or their covariance operators, is widely discussed in the literature. Benko et al. (2009) and Horváth & Kokoszka (2012, Ch. 5 ) have developed functional testing procedures for the equality of two or more mean functions. Panaretos et al. (2010) , Fremdt et al. (2012) and an unpublished 2014 paper by G. Boente, D. Rodriguez and M. Sued (ArXiv:1404.7080) have developed tests of the equality of two covariance operators. Critical points for these tests are typically obtained by means of asymptotic approximations.
To improve such asymptotic approximations, bootstrap-based functional testing approaches have also been considered. Benko et al. (2009) considered testing the equality of two mean functions and used the bootstrap to obtain critical values, but their procedure is tailored to the test statistic used. Similarly, in the two-sample problem, Zhang et al. (2010) have considered a bootstrap procedure that generates functional pseudo-observations that do not satisfy the null hypothesis and whose validity depends on the test statistic. A different idea for improving asymptotic approximations has been used by the paper by G. Boente et al. (ArXiv:1404.7080 ) in the context of testing the equality of covariance operators where a bootstrap procedure has been used to calibrate the critical values of the test. Again, this bootstrap is tailored to the test statistic considered. Finally, permutation tests for equality of covariance operators applied to different distance measures between two covariance functions have been considered by Pigoli et al. (2014) .
In order to test equality of mean functions or of covariance operators, we investigate the properties of a simple bootstrap-based procedure which is potentially applicable to different test statistics and to several populations. The basic idea has been previously used in the finite-dimensional set-up; see, e.g., Efron & Tibshirani (1993) and Davison & Hinkley (1997) . In our functional set-up, we bootstrap the observed functional dataset in such a way that the pseudo-observations satisfy the null hypothesis. This generates pseudo-functional observations within the different populations which have identical mean functions or identical covariance operators, depending on the null hypothesis. A test statistic is then calculated using the pseudo-observations and its distribution is evaluated by Monte Carlo simulation. We show the consistency of the bootstrap procedure in estimating the null distribution of certain two-sample test statistics. In particular, we demonstrate the advantages of the bootstrap by focusing on test statistics based on natural global distance measures, the asymptotic distributions of which are awkward due to their dependence on unknown infinite-dimensional parameters; see Benko et al. (2009 and the paper by G. Boente et al. (ArXiv:1404.7080 ). This has motivated many researchers to consider test statistics that are based on finite-dimensional projections, leading to more tractable asymptotic distributions; see Horváth & Kokoszka (2012, Ch. 5) , Panaretos et al. (2010) and Fremdt et al. (2012) . However, our bootstrap procedure does not require the choice of a truncation parameter and the test statistics have good power. Our proposal yields accurate approximations in finite-sample situations. We evaluate the finite-sample behaviour of our functional tests by simulation and compare our results with other proposals.
BOOTSTRAP-BASED FUNCTIONAL TESTING

2·1. Preliminaries
We work with random functions X defined on a probability space ( , A, P) with values in the separable Hilbert space L 2 = L 2 (I, R), the space of square-integrable R-valued functions on the compact interval I = [0, 1]. We assume that E( X 2 ) < ∞ and denote by μ = E(X ) the mean function of X , i.e., the unique
is the covariance function of X , i.e., C is an integral operator with kernel C; C is also a Hilbert-Schmidt operator. Denote by · S the Hilbert-Schmidt norm.
It is assumed that we have available a collection of random functions satisfying
where K (2 K < ∞) denotes the number of populations, n i denotes the number of observations from the ith population and N = K i=1 n i denotes the total number of observations. We also assume that the observations are all independent and, for each i = 1, . . . , K , the errors i,1 , . . . , i,n i are L 2 -valued random samples with E( i, j ) = 0 and
. . , K ) be the covariance operator of the ith population.
2·2. Testing the equality of covariance operators
We are interested in testing the following hypothesis
The equality under H 0 means that
denotes the critical value of this test. The bootstrap-based functional testing procedure for testing H 0 can then be described as follows.
Step 1. Calculate the sample mean functions X i,n i (t) = n
Step 2. Generate bootstrap functional pseudo-observations
Here, I is a discrete random variable with probability pr(
Clearly, since the random functions * i, j are generated independently from each other, for any two different pairs of indices, say (i 1 , j 1 ) and (i 2 , j 2 ), the corresponding pseudo-observations X * i 1 , j 1 and X * i 2 , j 2 are independent. Furthermore, the X * i, j satisfy E * (X * i, j ) = X i,n i and have covariance operators
Here, E * refers to expectation with respect to the bootstrap
is the sample estimator of the covariance operator C i , andĈ N is the corresponding pooled estimator of the covariance operator. Thus, conditional on X N , the X * i, j have, within each population i, the same mean function X i,n i , which may be different for different populations. Furthermore, the covariance operator in each population i equals the pooled sample covariance operatorĈ N . That is, the X * i, j satisfy H 0 in (1). Consider the case K = 2. It is natural to compare the covariance operators in the two populations by evaluating the Hilbert-Schmidt norm of their differences. Such an approach has been recently proposed by the paper by G. Boente et al. (ArXiv:1404.7080 ) by using the test statistic
, and H 0 given in (1) with K = 2 is true, then, as n 1 , n 2 → ∞, Theorem 3.1 of the paper by G. Boente et al. (ArXiv:1404.7080) shows that T N converges weakly to 
) (i = 1, 2). Theorem 1 shows that this bootstrap procedure leads to consistent estimation of the critical values of interest.
is the distribution function of T N when H 0 in (1) with K = 2 is true and
Remark 1. If H 1 is true, i.e., if C 1 − C 2 S > 0, then, as n 1 , n 2 → ∞, T N → ∞, in probability. Theorem 1 and Slutsky's theorem then imply that the test T N based on the bootstrap critical values obtained from the distribution of T * N is consistent, that is, its power approaches unity.
2·3. Testing the equality of mean functions
As in the previous section, equality under H 0 means that μ k − μ l = 0 for any pair of indices (k, l),
This testing problem can be addressed by changing Step 2 of the bootstrap resampling algorithm of § 2·2. In particular, we replace equation (2) by
where
j=1 X i, j is the pooled mean estimator and
Here, J is a discrete random variable satisfying pr(J = j) = 1/n i ( j = 1, . . . , n i ; i = 1, . . . , K ). This ensures that the covariance structure of the functional observations in each population i is retained by the bootstrap algorithm. This covariance structure may be different for different populations, although the bootstrap procedure generates K populations of functional pseudo-observations having identical mean functions. In particular, conditional on X N , we have E + (X Consider again the case K = 2. For testing the equality of two mean functions, a natural approach is to compute the L 2 -distance between the sample mean functions X 1,n 1 and X 2,n 2 . This approach was considered by Benko et al. (2009) and Horváth & Kokoszka (2012, Ch. 5 ) using the test statistic
, and H 0 given in (3) with K = 2 is true, then, as n 1 , n 2 → ∞, Theorem 5.1 of shows that S N converges weakly to I 2 (t)dt, where Remark 3. Under the same assumptions as in Theorem 5.2 of and if H 1 is true, i.e., μ 1 − μ 2 > 0, then, as n 1 , n 2 → ∞, S N → ∞, in probability. Thus, Theorem 2 and Slutsky's theorem imply consistency of the test S N using the bootstrap critical values obtained from the distribution of S + N , that is, its power approaches unity.
NUMERICAL RESULTS
3·1. Simulations
We investigate below the size and power of the bootstrap-based tests and compare them with corresponding projection-based tests. Motivated by Kraus & Panaretos (2012) , we generate non-Gaussian curves X 1 and X 2 , via
, where V i,k and W i,k (i = 1, 2; k = 1, 2, . . . , 10) are independent t 5 -distributed random variables. All curves were simulated at 500 equidistant points in the interval I, and transformed into functional objects using the Fourier Table 1 . Empirical size and power (%) of T 2,N and T * N for the equality of two covariance operators
basis with 49 basis functions. We considered 2000 replications and took sample sizes of n 1 = n 2 = 25 or n 1 = n 2 = 50 random curves. First, consider the problem of testing the equality of two covariance operators. We considered the bootstrap test based on T * N of § 2·2 and the asymptotic test based on T p,N using p functional principal components considered in Fremdt et al. (2012) ; see also Panaretos et al. (2010) and Kraus & Panaretos (2012) . Three nominal levels, α = 1%, 5%, 10%, are considered and all bootstrap calculations are based on 1000 repetitions. To evaluate the power of the tests, we modified the curves generated in the second group according to X 2 (t) = γ X 1 (t) (t ∈ I) for selected values of the scaling parameter γ ; γ = 1 corresponds to the null hypothesis of equality of covariance operators. Table 1 (2) p,N based on p functional principal components; see Horváth & Kokoszka (2012, Ch. 5) . The curves are generated using the above-mentioned non-Gaussian simulation set-up with X 2 (t) = δ + X 1 (t) (t ∈ I) for selected values of the shift parameter δ; δ = 0 corresponds to the null hypothesis of equality of mean functions. The simulation results are reported in Table 2 where the best results obtained for the projection-based tests are shown and which correspond to the case p = 2. These results demonstrate the improved size and power of S + N . Furthermore, for testing the equality of means, the results obtained using S (1) p,N and S (2) p,N seem to be less sensitive to the choice of p than for testing equality of covariance operators.
3·2. Mediterranean fruit flies
We apply the tests to egg-laying trajectories of Mediterranean fruit flies, Ceratitis capitata, or medflies for short; see the Supplementary Material for more details. The tests have been applied to smooth curves obtained using a Fourier basis with 49 basis functions, with bootstrap calculations based on 1000 replications. Table 3 shows the p-values for the absolute and the relative egg-laying curves of the tests for the equality of the two covariance operators, using T p,N with different values of p and T 
to similar conclusions. At the commonly used α-levels, the null hypothesis cannot be rejected. However, this is not the case for the relative egg-laying curves where for T p,N , the conclusion depends on p. In this case, T * N does not reject the null hypothesis. The value f p = ( Table 3 describes the fraction of the sample variance explained by the p-first functional principal components. Table 4 shows the p-values for the absolute egg-laying curves for testing the equality of the two mean functions. The behaviour of S 
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