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Modeling the Solar Wind Outflow Using Boundary Conditions
from Interplanetary Scintillation Observations

The Sun is the source of charged particles called the solar wind that escape the
Sun’s gravity and transport the solar magnetic field and energy outward. Far beyond
the solar system, the solar wind pushes against the interstellar plasma and forms a
huge cavity called the heliosphere. Modeling the solar wind outflow to the distant
boundary regions with the local interstellar medium (LISM) requires computational
resources capable of handling the complex physical processes taking place in the
outer heliosphere, particularly near the solar wind-LISM boundary, and a set of timedependent boundary conditions that closely replicate the cyclical and day-to-day
variations in the solar wind parameters. We utilize interplanetary scintillation (IPS)
observations from the Solar-Terrestrial Environment Laboratory to construct such
boundary conditions for Multi-Scale Fluid-Kinetic Simulations Suite (MS-FLUKSS),
which is a set of numerical codes consisting of several modules suitable for simulating
the interactions between ions and neutral atoms that characterize the region of our
interest.
However, since IPS observations contain a line-of-sight integration effect, they
must be deconvolved through a tomographic procedure to provide a more accurate,
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Simplicity is the ultimate sophistication.
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CHAPTER 1

INTRODUCTION

For thousands of years, the Sun has been an object of admiration and fear
in the human eyes, and even misconstrued as a godly being transiting across the
sky every day. Easily outshining every celestial object, the Sun has drawn constant
attention from the mankind who have recently begun making significant progresses
in understanding its physical properties.
The Sun has an estimated mass of 1.9885 × 1030 kg and a mean radius of 6.96
× 108 m (http://nssdc.gsfc.nasa.gov/planetary/factsheet/sunfact.html). The luminosity is 3.846 x 1026 W, and the Sun is losing mass at the approximate rate of 4 ×
109 kg/s. However, the total mass loss due to radiation since its birth only amounts
to less than 0.1 percent of the initial mass [Styx , 1989]. Although the Sun has the
properties of an ordinary star, it is special to mankind since it is the nearest star that
has a predominant influence on our habitat and is the only star that can be observed
in detail.
Figure 1.1 displays the major internal and atmospheric structure of the Sun.
Although the solar interior cannot be observed directly, solar models based on the
observed surface temperature and radiation describe that thermonuclear fusion takes
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Figure 1.1: The structure of the Sun. Courtesy of NASA.

place in the core. The energy generated at the core radiates outward through a
dense region called the radiation zone until it reaches the convection zone, where it
propagates to the photosphere as convection of particles. The thin, visible layer that
lies above the convection zone is called the photosphere, whose effective temperature
is 5778 K (http://nssdc.gsfc.nasa.gov/planetary/factsheet/sunfact.html). Beyond the
photosphere lie the chromosphere and the corona, but these outermost layers do not
emit as much light in the visible spectrum as the photosphere does and can only be
seen during eclipses.
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The upper atmosphere of the Sun is an interesting region where the temperature abruptly rises to millions of Kelvin as the distance from the solar surface
increases, though one would naturally expect the opposite. Despite the extremely
high temperature, the plasma density in the coronal region, which reaches out to
several solar radii, is so low that it is outshone by the photosphere. However, the
corona is an excellent source of X-ray and extreme ultraviolet radiation, which is best
observed outside the Earth’s atmosphere. Various models and observations suggest
that the heating of the coronal plasma is driven by waves or magnetic reconnection,
but the exact mechanism is still not fully understood. The coronal heating problem
is one of the most intriguing problems in astrophysics, but we do not discuss it in
detail since it is beyond the scope of this study.
The upper atmosphere of the Sun is also the source of a stream of charged
particles called the solar wind whose physical evolution in interplanetary space is a
major source of motivation for this study. The human civilization owes its existence
to the protective environment provided by the Sun and the Earth’s atmosphere. Not
only does the Sun constantly irradiate the Earth providing the energy to keep the
surface water in the liquid state, but it also continuously emits the solar wind that
propagates through interplanetary space and interacts with the Earth’s magnetosphere. Before Eugene Parker coined the term “solar wind” and developed the first
theoretical model [Parker , 1958] to explain its existence in the late 1950’s, there had
long been speculations about such particles streaming out from the Sun. The first
person to suggest its existence was Richard Carrington in 1859, based on the observation of a solar flare (a sudden outburst of energy in the solar atmosphere) and the
3

Figure 1.2: The solar rotation rate by latitude. Courtesy of NASA.

ensuing geomagnetic storm. Carrington also determined the solar rotation rate from
the motion of sunspot groups (sunspots are caused by intense magnetic activity and
appear dark due to their temperature being lower than the surrounding plasma in the
photosphere), which take 27.2753 days at the solar equator to make one full rotation
as seen from the Earth. Thus, this period is called the Carrington rotation (CR). In
reality, however, the rotational rate varies with latitude as illustrated in Figure 1.2
(shown in the inertial frame).
Consisting of charged particles, such as protons, electrons, and a relatively
small fraction of heavy ions, the solar wind is highly conductive. Thus, magnetic
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field is “frozen in” to the solar wind and is carried away from the Sun. Within a
heliocentric distance of 10 solar radii or so, the solar wind accelerates to supersonic,
super-Alfvénic speeds and is directed more or less radially outward. However, due to
the solar rotation, the interplanetary magnetic field lines spiral around as shown in
a simplified diagram in Figure 1.3. Thus, at Earth for example, the interplanetary
magnetic field line for a stream with a speed of 400 km/s would make a ∼45◦ angle
with the radial direction. The solar rotation also causes streams of different speeds
to interact as they propagate outward. For a slower stream, the field line curves
around more steeply, but a faster stream cannot simply overtake the slower stream
because their field lines are not allowed to intersect. Hence, a compressed region
develops between the streams. Sometimes, the so-called stream interaction region
(SIR) persists over a solar rotation period and develops into a corotating interaction
region (CIR), which is a large-scale structure characterized by a pair of shock waves
(forward and reverse), and the plasma around the stream interface are deflected and
accelerated. CIRs are the predominant interplanetary structure during the solar
minimum periods when the magnetic structure of the Sun remains relatively stable
over a period of time typically longer than a CR. On a larger scale, merged interaction
regions (MIRs) develop when CIRs or CIRs and interplanetary shocks interact with
each other, and they play an important role in modulating galactic cosmic rays. Gazis
et al. [1999], Lazarus et al. [1999], and Balogh and Erdõs [2013], for example, provide
good reviews of these large-scale structures.
The global solar magnetic field reverses its direction roughly every 11 years,
and to a certain extent, may be related to cyclic variations of the solar wind density
5

Figure 1.3: Interplanetary magnetic field lines. Courtesy of NASA / J. Luhmann.

and speed distribution. During solar minimum, which is characterized by relatively
small number of sunspots observed and diminished solar activity, the global solar
magnetic field weakens, exhibiting a well-defined structure, and we observe distinct
bands of fast and slow wind in the high and low latitude regions, respectively. On
the other hand, solar maximum is characterized by large numbers of sunspots, and
the global solar magnetic field grows very strong during this period as the reversal
of global magnetic poles gradually takes place. Thus, the latitudinal distribution of
the solar wind speed during solar maximum is disordered, and streams of generally
slower speeds dominate interplanetary space as demonstrated in Figure 1.4. The
solar maximum is also marked by high rate of occurrence for transient events such as
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coronal mass ejections (CMEs) (see Figure 1.5), which are massive clouds of plasma
released above the corona that plow through the interplanetary medium interacting
with the background solar wind and often cause geomagnetic storms.
There have been extensive investigations of the physical properties of the solar
wind using in situ measurements since the Luna 2 spacecraft first confirmed its existence back in 1959 [Gringauz et al., 1962]. In situ measurements allow us to probe
the interplanetary medium directly, so they often serve as the “ground truth” in validating solar wind models, though their spatial coverage is limited. Figure 1.6 lists a
fleet of current and planned NASA spacecraft. Of particular importance to this study
are the Advanced Composition Explorer (ACE) [Stone et al., 1998], Solar Terrestrial
Relations Observatory (STEREO) [Kaiser et al., 2008], Ulysses [Wenzel et al., 1992]
(not shown in Figure 1.6 because its mission ended in 2009), Voyager, and Wind
spacecraft, for the results of this study are compared to their plasma measurements,
which are publicly available at the SPDF COHOWeb database.
On a much larger scale than the average Sun-Earth distance which is defined
as one astronomical unit (AU), the Sun plows through the local interstellar medium
(LISM) dragging along a large, bubble-like structure called the heliosphere that is created by the pressure balance between the solar wind and the LISM. Streaming almost
radially outward from the Sun, the solar wind carries the Sun’s energy and magnetic
field out to the heliospheric boundary with the LISM. The outermost layer of the
heliosphere characterized by interaction between ions and neutrals of both solar and
LISM origin (see some of the early theoretical works by Axford [1973], Fahr [1996], and
Zank [1999] for example) is highly variable as it evolves according to solar cycles and
7

Figure 1.4: Solar wind speed measured by the Ulysses spacecraft during two separate
polar orbits of the Sun. Around solar minimum (left), solar activity is concentrated
in the low latitude band, and high-speed solar wind prevails at higher latitudes.
Around solar maximum (right), low-speed solar wind is present at nearly all latitudes.
Courtesy of Southwest Research Institute and the Ulysses/SWOOPS team.
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Figure 1.5: CME rate versus the Sunspot number generated by the Computer
Aided CME Tracking software (CACTus) from STEREO/SECCHI-A, SECCHI-B,
and SOHO/LASCO (http://sidc.oma.be/cactus/).

Figure 1.6: A fleet of NASA spacecraft. Courtesy of NASA.
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Figure 1.7: The structure of the heliosphere. Courtesy of NASA.

due to large-scale transient structures in the solar wind (e.g., MIRs). Opportunely,
a couple of NASA spacecraft have managed to travel through this boundary region
quite recently, returning in situ data that have significantly contributed to enhancing
our knowledge about the previously unexplored, unknown parts of the heliosphere.
Figure 1.7 shows an artist’s rendition of the major heliospheric structure.
Launched in 1977, it took almost three decades for the Voyager spacecraft to
finally reach the termination shock (TS) - Voyager 1 (V1) in December 2004 and
Voyager 2 (V2) in August 2007 [Stone et al., 2005, 2008; Burlaga et al., 2008; Decker
et al., 2008; Richardson et al., 2008]. The TS is an interesting place where the solar
wind experiences a steep drop in speed from supersonic to subsonic values while the
plasma density and temperature rise considerably, as measured by both V1 and V2.
Having crossed the TS nearly 3 years after V1 did so, V2 is currently probing the
heliosheath (HS), which is a turbulent region dominated by collisions between the
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solar wind and the LISM neutral particles. While V1 has already left the heliosphere
to become the first man-made object to venture into the LISM [Gurnett et al., 2013],
V2 is still on its approach to the heliopause (HP), which is a tangential discontinuity
separating the solar wind and the LISM plasma. Beyond the HP, there have long
been speculations about the existence of a bow shock (BS) in the LISM, but recent
observations from the Interstellar Boundary Explorer (IBEX) spacecraft [McComas
et al., 2009a] suggest that the LISM plasma flow speed relative to the Sun may not
be high enough to produce a BS [McComas et al., 2012]. However, Zank et al. [2013]
have shown that a weak bow shock (or bow wave) may still exist. Since the Voyager
data indicate that V1 has crossed the HP in August 2012, we will soon have direct
measurements from the LISM plasma (V1 does not have a working plasma instrument,
but V2 does) that will help us improve our understanding of the region beyond the
HP.
Numerical modeling of the interaction between the solar wind and the LISM
in the outer heliosphere, which is a vast region lying beyond the edge of the solar
system, is particularly challenging because the solar wind parameters continuously
change, often in a dramatic way, over a solar cycle [Lazarus and McNutt, 1990]. Our
incomplete knowledge of the LISM also adds to the difficulties. Since the TS and HP
locations fluctuate in time with changes in the solar wind dynamic pressure, which
generally increases for 2–3 years after a solar maximum before decreasing to the following solar maximum [Richardson and Wang, 1999], we need boundary conditions
at a fixed heliocentric distance that realistically represent the changing solar wind
parameters in order to accurately reconstruct the outer regions of the heliosphere.
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Such boundary conditions may be constructed from in situ spacecraft measurements
or remote-sensing observations of the solar wind. In contrast to remote-sensing observations (both ground-based and spacecraft) that are blurred by line-of-sight (LOS)
integration effects and therefore necessitate a deconvolution via various tomographic
procedures to increase the accuracy, in situ spacecraft measurements provide the solar
wind parameters directly, usually with much higher temporal resolution. However,
most spacecraft measurements are made around the equatorial plane within 1 AU,
with the exception of Ulysses that is the only spacecraft providing solar wind data at
various distances from 1 to 5 AU including high heliolatitude regions, and therefore
only offer very limited spatial coverage. Thus, remote-sensing observations, which
generally offer far greater spatial resolution, appear to be a more suitable source
of boundary conditions for use in three-dimensional (3D) simulations than in situ
spacecraft measurements.
The primary goal of this study is to drive our model of the heliosphere using
realistic boundary conditions derived from ground-based remote-sensing observations,
which we discuss in the following section. In Section 3, we describe the Multi-Scale
Fluid-Kinetic Simulation Suite (MS-FLUKSS), which is a package of numerical codes
used in this project to simulate the solar wind flow in both the inner and the outer heliosphere. Section 4 describes the solar wind parameters derived from remote-sensing
observations using a magnetohydrodynamics (MHD)-based tomographic method that
we use as the inner boundary conditions. Then, we present the time-dependent MHDneutral simulation results including comparisons with Voyager data. In Section 5, we
turn our attention to a different source of inner boundary conditions, namely the
12

UCSD time-dependent tomography, and present the MHD simulation results using
those boundary conditions. To conclude, we discuss the differences between the simulation results and in situ measurements and the plan to improve the numerical
reconstruction of major structures of both the inner and the outer heliosphere.
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CHAPTER 2

INTERPLANETARY SCINTILLATION

The refractive index of the solar wind, which is a turbulent medium, varies
with the change in electron density (typically of small scale ∼100 km). This introduces a phase change that builds up as radio waves from distant, compact astronomical sources propagate through the solar wind. Through constructive and destructive interference, these phase changes lead to random fluctuation in intensity of the
radio waves, which is called interplanetary scintillation (IPS) [Hewish et al., 1964;
Coles, 1978]. Observations of IPS provide information about some of the key physical properties of the solar wind, i.e., speed and density, and thus have contributed to
expanding our knowledge about the large-scale, slowly-varying solar wind structure
[Coles et al., 1978; Kojima and Kakinuma, 1990; Coles, 1995; Breen et al., 1997,
1998; Bisi et al., 2007, 2010a; Tokumaru et al., 2010, 2012; Manoharan, 2012; Sokól
et al., 2013]. Recognizing its usefulness as an inexpensive tool for probing the solar wind structure, many countries have built radio antenna arrays dedicated to IPS
observations, e.g., Mullard Radio Astronomy Observatory (England), Ootacamund
(Ooty) Radio Telescope (India), Solar-Terrestrial Environment Laboratory (Japan),
Puschino Radio Astronomy Observatory (Russia), European Incoherent Scatter Sci-
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entific Association (multiple countries), Low-Frequency Array (multiple countries),
Mexican Array Radio Telescope (Mexico), and Korean Space Weather Center (South
Korea).
Since IPS observations are made by radio telescopes on the ground, there
are some notable difficulties regarding their operation and data analysis. For example, ionospheric scintillation due to density fluctuations in the Earth’s ionosphere
may contaminate the observed spectra, especially during geomagnetic storms, adding
complexity to the analyses of IPS data. A more significant source of error for IPS
observations would be radio interference caused by man-made sources, even though
most IPS facilities use “protected” frequency bands. Furthermore, some radio antenna
arrays, particularly those outside the equatorial regions, are hampered by seasonal
changes that introduce temporal gaps as large as several months in the data.
The solar wind outflow speed can be derived from simultaneous observations
of radio sources by multiple stations (e.g., Briggs et al. [1950], Dennison and Hewish
[1967], Armstrong and Coles [1972], Kakinuma et al. [1973], Kojima [1979], Bourgois
et al. [1985], Grall [1995], Klinglesmith [1997], Fallows et al. [2006], Breen et al.
[2006]) and also from single-station observations [Manoharan and Ananthakrishnan,
1990]. In the case of multi-station observations, the IPS velocity is estimated from
the time lag for maximum cross-correlation of the intensity spectra (e.g., Figure 2.1)
assuming that the density irregularities contributing to the scintillation are convected
outward with the bulk plasma speed. In some cases, more complex methods involving
full solar wind modeling of the two spectra and cross-correlation function can also be
used (e.g., Coles [1996], Klinglesmith [1997], Breen et al. [2002], Fallows et al. [2002,
15

Figure 2.1: Multi-site observations of IPS from a single source [Bisi et al., 2009a].
Copyright 2009 by Springer.

2008], Bisi et al. [2007, 2010a]). From single-station observations, the solar wind
velocity is determined by model-fitting the power spectra. Although the methods
employed to estimate the solar wind velocity are somewhat different for single- and
multi-station observations, a comparative analysis (performed on a small number of
samples) indicates that they produce agreeable results [Moran et al., 2000]. On the
other hand, more recent analyses, which are available at http://stesun5.stelab.nagoyau.ac.jp/ips nagoya.html, show rather weak correlations (less than 0.5).
As previously mentioned, the solar wind outflow speed can be directly estimated from multi-site observations using the time lag for maximum cross-correlation
of the spectra as a LOS-integrated value under weak scattering assumption. However,
the solar wind number density is rather indirectly estimated from single-site measurements of the scintillation amplitude (usually called the scintillation index). Defined
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as the ratio of the root mean square variation of intensity to the mean intensity, scintillation index is an important observational parameter since it is proportional to the
fluctuation in electron density and thus used in calculating what is called the g-level,
which serves as a proxy for solar wind density. A description of g-level will follow
later in this chapter.
While some single-station IPS systems are able to observe hundreds of sources
per day (e.g., Ooty Radio Telescope), multi-station systems are limited to tracking
only several tens of sources in a day. The range of IPS systems is inherently confined to the weak scattering region, which lies closer to the Sun for higher observing
frequencies as shown in Figure 2.2 [Coles, 1978]. Observations of IPS require weak
scattering conditions so that the measured scintillation can be approximated as a
weighted average of contributions from a series of thin screens along the LOS (see
Figure 2.3 for examples). Such assumption would not be valid in a strong scattering
region. However, multi-site IPS systems such as the Solar-Terrestrial Environment
Laboratory (STEL) in Japan have shown some capability of measuring solar wind
velocities even in a strong scattering region, though with lower accuracy than in a
weak scattering region [Kojima et al., 2013].

2.1

IPS Observations at STEL

The STEL IPS observatory currently consists of four radio antenna arrays
scattered around Central Japan [Kojima et al., 1982; Kakinuma and Kojima, 1984;
Kojima and Kakinuma, 1986; Tokumaru et al., 2011]. Figure 2.4 shows the location
of the four IPS stations that are within a few hours of driving distance from Nagoya
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Figure 2.2: Scintillation index versus distance from the Sun for three different radio
frequencies [Coles, 1978]. Scintillation index peaks at a certain distance, where transition from weak to strong scattering occurs. Copyright 1978 by D. Reidel Publishing
Company.

where STEL is currently based (except for Sugadaira). The distance between them
ranges from 100 to 200 km, forming a set of baselines that are comparable to the
Fresnel radius for the 327 MHz frequency used by the system, which is the scale length
of the scattering medium that depends on the observing frequency. Thus, they achieve
good correlation between IPS data from each station, which is important for accurate
determination of the velocity. Observing several tens of radio sources per day whose
average angular size is ∼0.1 arc second, the system provides daily measurements of
the solar wind velocity and scintillation index for each LOS (see Figure 2.5 for an
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Figure 2.3: Weight of different LOS elements to the total scintillation [Hewish,
1972].

example). STEL also provides the LOS map for each day of observation as shown in
Figure 2.6.
Though observations of IPS do not directly provide the solar wind density, the
amount of solar wind density turbulence can be inferred from the g-level, which is
the ratio of the scintillation index to the mean value of scintillation index for a given
source at the elongation at the time of observation (e.g., Gapper et al. [1982], Jackson
et al. [1998], and Tokumaru et al. [2000a]). The g-level maps are especially useful
for identifying interplanetary disturbances and analyzing their propagation [Hewish
and Bravo, 1986; Tappin, 1987; Tokumaru et al., 2000b, 2003a,b, 2005, 2006, 2007].
For example, a g-level greater than 1 indicates higher amount of electron density
19

Figure 2.4: Baseline geometry of the STEL IPS stations at Fuji, Kiso, Sugadaira,
and Toyokawa. Courtesy of STEL.

fluctuations than the mean, implying presence of enhanced density structure(s). On
the other hand, a g-level less than 1 corresponds to a depletion of electron density,
whereas the g-level of 1 represents the undisturbed background plasma density (see
Figure 2.7).
STEL’s 327 MHz radio antennas are most suitable for observations of the inner
heliosphere (between 0.2 and 1 AU) since they are most sensitive to IPS signals from
cosmic sources whose lines-of-sight lie relatively close to the Sun [Tokumaru et al.,
2000b, 2003a,b, 2005; Fujiki et al., 2010]. Thus, IPS data are often used in the investigation of the solar wind structure in the inner heliosphere as demonstrated by Bisi
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Figure 2.5: Undeconvolved solar wind speed and scintillation index data. Courtesy
of STEL.
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Figure 2.6: Lines of sight for IPS observation made on 21 June 2007 as seen from
Earth (left) and as projected onto the ecliptic plane (right). Courtesy of STEL.

et al. [2009b]. Currently, daily IPS data from STEL are used to fit a 3D solar wind
model to provide real-time forecasts at Earth (see http://ips.ucsd.edu/index v n.html
for details). However, the results can also be extrapolated to well beyond the typical
range, and good correlation between the results obtained from MHD-IPS tomography
analysis and in situ measurements by Ulysses-SWOOPS (the Solar Wind Observations Over the Poles of the Sun) [Bame et al., 1992] and near-Earth spacecraft indicate
that IPS data can reliably be incorporated into time-dependent MHD-based models
to improve the accuracy of the 3D solar wind reconstruction [Hayashi et al., 2003;
Hayashi , 2012]. Indeed, IPS-based time-dependent inner boundary values have been
used to drive a 3D multi-fluid model to simulate Voyager observations across the TS
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Figure 2.7: Daily all-sky g-maps from 06 November 2012 to 13 November 2012.
Courtesy of STEL.

[Washimi et al., 2012; Kim et al., 2012a, 2014a] and also to investigate the smallscale velocity oscillations (∼30 km/s) detected by V2 in deep interplanetary space
[Paularena et al., 1996; Fujiki et al., 2014]. STEL IPS data are also used in the study
of large scale heliospheric disturbances, such as the analysis of CME-associated structures (e.g., Jackson et al. [2009] and Bisi et al. [2008, 2009a,b, 2010b,c,d]) and the
radial evolution of CME speeds (e.g., Tokumaru et al. [2000b] and Iju et al. [2013]).

2.2

Computer-Assisted Tomography Methods

The scintillation index decreases sharply with increasing distance from the Sun
as the electron density (and the fluctuation in electron density) decreases rapidly.
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Thus, we may assume that the largest contribution to the scintillation comes from
density irregularities at the point of closest approach (P-point) to the Sun on the LOS
(see Figure 2.1 and Figure 2.3), which is reasonable for a first approximation. The
bulk plasma speed determined from observations of IPS are qualitatively accurate
even with such simple approximation [Watanabe and Kakinuma, 1972; Coles et al.,
1978; Coles and Kaufman, 1978]. However, it is well-known that the so-called P-point
approximation is very often unrealistic. Since observations of IPS are integrated along
the LOS from the observer to the source, they require a tomographic analysis to unfold
the contributions from different locations along each LOS.
Several types of tomography techniques have been developed to deconvolve
this LOS integration effect. Developed separately at STEL [Kojima et al., 1998; Asai
et al., 1998] and at the University of California, San Diego (UCSD) [Jackson et al.,
1998], the co-rotating tomography combines a large number of LOS from an extended
period to iteratively fit a steady-state 3D solar wind model. The STEL version of
the co-rotating tomography assumes constant radial motion to extrapolate an initial
solar wind velocity distribution on a source surface at 2.5 solar radii to 1 AU, and
simulates IPS observation in the resulting 3D solar wind model as a weighted average
of contributions from each small segment of length 0.05 AU along the LOS. The
expressions for the weight function [Young, 1971], scintillation index squared, and
simulated IPS velocity [Kojima et al., 1998] are given below in successive order:
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where z is the distance from the Earth along a LOS. The radio wavelength λ and
angular source size θ0 for the STEL observations are 0.92 m and 0.1 arc second.
Kojima et al. [1998] assume a power law spectrum [δNe (z)]2 q −α for the fluctuation in
density, where α is set to 3 and δNe (z) represents a small-scale density variation at
a distance z along the LOS. The sin2 (Fresnel propagation filter) and the exp terms
in the weight function effectively cut off contributions from near the Earth and at
distances greater than several AU, respectively. In the expression for simulated IPS
velocity, V⊥ (z) is the solar wind velocity component that is perpendicular to the LOS
at z.
After calculating the difference between the simulated and observed IPS velocities, the tomography program ballistically (assuming constant speed) traces back
from each LOS to the source surface where the initial velocity distribution is modified
according to the velocity difference between the simulated and observed IPS values
and appropriate weights along each LOS. The velocity distribution on the source
surface is repeatedly modified until the 3D solar wind model converges. Figure 2.8
provides a simple illustration of the tomography program. Single CR maps for CRs
2058–2063 are shown in Figure 2.9. Note that there are often not enough number of
sources at high heliographic latitudes (especially in the southern hemisphere), so we
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Figure 2.8: STEL co-rotating tomography. The left panel shows the iterative correction scheme while the right panel shows the 1◦ × 1◦ grid size on the reference sphere.
The program checks every bin within an angular distance of 7.5◦ from each point
along the LOS projected onto the reference sphere and assigns the discrepancy value
of ∆V and a significance factor Ω, which depends on the IPS speed estimation error,
the angular distance from the LOS, and a weight factor. ∆V and Ω are subsequently
used to update the grid values within the 7.5◦ circles [Kojima et al., 2007]. Copyright
2007 by Taylor & Francis (www.tandfonline.com).

see large white spots in those area. This problem is resolved by combining observations for multiple CRs as shown in Figure 2.10.
In contrast to the STEL tomography, the UCSD version of the co-rotating
tomography propagates the solar wind kinematically from a source surface at 15 solar
radii (∼0.07 AU) to 3 AU assuming conservation of the normalized proton density and
mass flux and strictly radial, outward motion [Jackson et al., 1998]. Consistent with
the results of the line-up study with the Helios 1 and 2 spacecraft [Schwenn, 1990],
this assumption is reasonable for solar wind propagation out to 1 AU. Beginning with
distributions of velocity and density on a source surface at 15 solar radii, the UCSD
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Figure 2.9: Solar wind velocity maps reproduced by the STEL co-rotating tomography for each CR from 2058 to 2063 (21 June – 01 December 2007). Courtesy of
STEL.
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Figure 2.10: Solar wind velocity map reproduced by the STEL co-rotating tomography incorporating all lines-of-sight data for 6 CRs from 2058 to 2063 (21 June – 01
December 2007). Courtesy of STEL.

co-rotating tomography propagates the solar wind out to 2–3 AU and fits the 3D
solar wind model to IPS observations in much the same way as the STEL version
does. The weight function [Young, 1971], scintillation index squared, and simulated
IPS velocity [Jackson et al., 1998] are given below:

Z
w(z) = 2π

∞

qdq sin

2

0

Z

2

m =



q 2 λz
4π





θ0 2 q 2 z 2
exp −
q −3 ,
2

(2.4)

∞

dz[δNe (z)]2 w(z),

(2.5)

dzV⊥ (z)[δNe (z)]2 w(z).

(2.6)

0

Z
Vsim =

∞

0

However, since the kinematic model used by the UCSD version account for both proton density and velocity, each iteration involves modification of density distribution
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on the source surface as well (see Figure 2.11 for a detailed flow chart of the UCSD
co-rotating tomography program).
The STEL co-rotating tomography can achieve good spatial resolution (1◦ ×
1◦ in longitude and latitude) by using typically a thousand or more LOS from one or
more CRs assuming an unchanging solar wind structure during the observed period.
Consequently, the co-rotating tomography struggles to provide a realistic solar wind
map during periods of increased solar activity, especially around the solar maximum
because the solar wind conditions often change considerably in a CR. STEL has
therefore developed the time-sequence tomography to remove the sharp discontinuities
at the boundaries between contiguous CR maps (see Figure 2.9 for an example) during
such times [Fujiki et al., 2003a,b]. Instead of simply wrapping around the whole
lines-of-sight that stretch across two CRs as the co-rotating tomography does, the
time-sequence tomography uses only the LOS parts that fall completely within each
CR to eliminate the blurring at the CR boundaries (see Figure 2.12). Therefore, it
can resolve the solar wind velocity structure that varies slowly within a CR. In other
words, the time-sequence tomography produces a CR map that connects smoothly to
the previous and the following CR maps, and thus it can put together a full year of
velocity map sequence as shown in Figure 2.13. Time-sequence tomography results
have recently been used by Sokól et al. [2013] to determine the solar wind speed profile
by heliolatitude that show good agreement with Ulysses measurements. Altogether,
the co-rotating and time-sequence tomography methods are best-suited for analyzing
the long-term variation of the large-scale, slowly-evolving solar wind structure.
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Figure 2.11: Flow diagram of the UCSD co-rotating tomography [Jackson et al.,
1998]. Copyright 1998 by the American Geophysical Union.
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Figure 2.12: An example showing the main difference between the co-rotating tomography (top panel) and the time-sequence tomography (middle panel). The solid
curves in the top and middle pannels are the IPS lines-of-sight that stretch beyond
the CR boundary while the location of the Earth is marked by a circle (at A on
DOY 152 and at B on DOY 162 in 2001). In the top panel, the lines-of-sight are
broken at the CR boundary and wrap around within the same CR (to A’ and B’)as
the velocity map for each CR is reconstructed independently. In the middle panel,
the lines-of-sight are allowed to extend over [Fujiki et al., 2003a]. Copyright 2003 by
European Geosciences Union.
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Figure 2.13: Solar wind velocity maps generated by the time-sequence tomography
for 2007 and 2011. Courtesy of STEL.
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The IPS tomography methods discussed so far can effectively disentangle the
LOS integration of the IPS data to reconstruct a reasonable 3D solar wind velocity
(and density) in the inner heliosphere. However, they do not provide a complete set of
solar wind parameters that are necessary for describing the complex physical processes
occurring in interplanetary space. Hayashi et al. [2003] have therefore developed the
MHD-IPS tomography to provide 3D reconstructions of the solar wind parameters
such as number density, temperature, velocity, and magnetic field with an effective
time-resolution of one day. Based on the STEL co-rotating tomography, the MHDIPS tomography propagates the solar wind outward from a source surface at 50 solar
radii (∼0.23 AU) using a 3D MHD model to obtain a quasi-steady state solution
within 1 AU. After simulating IPS observations of velocity and scintillation index as
integrated values along each LOS, it traces back from each LOS to the source surface
to modify the boundary values according to the differences between the simulated and
the observed solar wind velocities. This process is repeated until the differences are
minimized. A set of inner boundary maps obtained this way feeds a MHD model to
reproduce the 3D time-varying solar wind structure in the inner heliosphere beyond
1 AU (typically out to 5 AU) that appear to be in good agreement with various
spacecraft measurements [Hayashi et al., 2011, 2012; Hayashi , 2012].
While the radial component of magnetic field at the source surface is derived
from the Wilcox Solar Observatory (WSO) magnetograms [Hoeksema and Scherrer ,
1986] using a potential field source surface (PFSS) model [Wang and Sheeley, 1992],
it is important to note that the proton number density and temperature at the source
surface are estimated from their empirical correlations with the proton speed inferred
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from the Helios spacecraft data, which are shown in Figure 2.14. Since these correlations provide only reasonable estimates at best, the MHD-IPS tomography results
are not very accurate at times, particularly the proton number density and dynamic
pressure when compared to various in situ spacecraft measurements [Hayashi et al.,
2011, 2012]. Moreover, though it is clearly an upgrade to the previous tomography
methods, it is still limited to providing fuzzy snapshots of the slowly-evolving 3D solar
wind structure because it combines IPS data for at least one full CR centered around
each given day to fit the steady-state MHD model to IPS observations. Thus, it is
not capable of reproducing transient, fast-evolving structures such as interplanetary
coronal mass ejections (ICMEs).
Meanwhile, Jackson et al. [2003, 2010a, 2013] have developed the time-dependent
tomography, which is based on the UCSD version of the co-rotating tomography. By
using a smaller number of LOS from a single day of observation (typically 15–20 usable
ones for STEL IPS data), they have managed to enhance the temporal resolution to
one day, but the spatial resolution has decreased as a result. At the source surface at
15 solar radii, the typical spatial resolution of the time-dependent tomography using
STEL IPS data is 20◦ × 20◦ , which is considerably lower than the 5◦ × 5◦ resolution
for the UCSD co-rotating tomography. However, the improved temporal resolution
has enabled the time-dependent tomography to reproduce the solar wind speed and
density at Earth that generally match well with the daily fluctuations measured by
near-Earth spacecraft. The boost in temporal resolution combined with the ability
to reproduce ICMEs and stream interaction regions (SIRs), albeit in simplified ways,
made the time-dependent tomography a potentially powerful tool for solar wind fore34

Figure 2.14: Empirical correlations of solar wind proton number density and temperature with radial velocity at the heliocentric distance of 50 solar radii shown in
solid lines [Hayashi et al., 2003]. Copyright 2003 by the American Geophysical Union.
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casting. Jackson et al. [2011] provide a detailed review of the procedure. Heliospheric
white-light density imaging data from the Solar Mass Ejection Imager (SMEI) [Eyles
et al., 2003; Jackson et al., 2004] on board the Coriolis satellite has complemented
IPS data for high resolution tomographic reconstruction of large scale structures such
as CMEs and CIRs by the UCSD group (e.g., Jackson et al. [2006, 2007a, 2008, 2009,
2010b,c] and Bisi et al. [2008]), but SMEI was deactivated on 28 September 2011.
Recent updates to the UCSD time-dependent tomography have substantially
improved the accuracy of the solar wind forecast at Earth [Jackson et al., 2010a,
2013]. Incorporating near-Earth in situ measurements by plasma instruments such
as the Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM) [McComas et al.,
1998] on board ACE, the Charge, Element, and Isotope Analysis System (CELIAS)
[Hovestadt et al., 1995] on board SOHO [Domingo et al., 1995], and the Solar Wind
Experiment (SWE) [Ogilvie et al., 1995] on board Wind, the time-dependent tomography is able to reproduce the daily fluctuations in solar wind radial velocity and
density at Earth with great accuracy by assigning a heavy weighting (e.g., ten times
the total weight of each LOS observation) to each one-hour average measurement
to further constrain the solar wind parameters on the source surface [Jackson et al.,
2010a, 2013]. This brings to our attention the possibility of using the kinematic inner
boundary values as an input to a more sophisticated model such as a heliospheric
MHD model as previously investigated by Bisi et al. [2008]. Assuming that the kinematic solar wind model constrained by IPS observations and near-Earth spacecraft
measurements provides a fairly accurate representation of the solar wind within 1
AU, we expect that a MHD model, which is generally regarded as more advanced
36

and realistic than a kinematic model, should produce comparable results at Earth
while significantly improving the solar wind reconstruction at distances larger than 1
AU. In that case, we may propagate the solar wind completely out to the LISM for
a truly global reconstruction of the 3D heliosphere. However, we emphasize that in
this forward-modeling case, it is unrealistic to expect the MHD model to outperform
the kinematic model at Earth since the MHD model is not iteratively fit to IPS and
in situ data as is the kinematic model.
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CHAPTER 3

MULTI-SCALE FLUID-KINETIC SIMULATION SUITE (MS-FLUKSS)

MS-FLUKSS is a suite of numerical codes that are particularly suitable for
simulating the large-scale plasma flow and the ion-neutral interactions. Developed at
the Center for Space Plasma and Aeronomic Research (CSPAR) at the University of
Alabama in Huntsville (UAH), MS-FLUKSS consists of an adaptive mesh refinement
(AMR) module, multi-fluid and kinetic modules for neutrals, and a pickup ion transport module designed for solving ideal MHD equations with multiple discontinuities
and simulating the complex flow of partially-ionized plasma in the outer heliosphere
[Pogorelov et al., 2009, 2010, 2013a; Borovikov et al., 2009, 2013]. We provide a block
diagram of MS-FLUKSS in Figure 3.1. The outer heliosphere is characterized by
interaction between ions and neutral atoms, and it is particularly difficult to fit numerical results to measured values in that region. However, MS-FLUKSS has proven
to be capable of handling the complex processes very well (e.g., Pogorelov et al. [2008,
2009, 2010, 2011a,b, 2012a,b, 2013a, 2014] and Kryukov et al. [2012]). Most recently,
Borovikov and Pogorelov [2014] have used MS-FLUKSS to show a possibility of V1
passing through a region of instability at the HP and thus to predict that V1 might
sample the solar wind again before finally leaving the heliosphere.
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Figure 3.1: Block diagram of MS-FLUKSS [Pogorelov et al., 2011a]. Copyright 2011
by the Astronomical Society of the Pacific.

In both the multi-fluid and MHD-kinetic versions of MS-FLUKSS, we solve
the equations of ideal MHD to describe the flow of charged particles, which obey the
conservation laws for mass, momentum, total energy, and magnetic flux:
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(3.1)
In the above equation, ρ, v, p, p0 , e, and B denote density, velocity, thermal pressure,
total pressure, total internal energy, and the magnetic field strength, respectively.
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In particular, they are normalized by the LISM parameters ρ∞ , V∞ , ρ∞ V∞ 2 , and
√
V∞ ρ∞ . Length and time are dimensionless as well where 1 AU and 1 AU/V∞ are
defined as the unit length and time, respectively.
The source terms for charge exchange between ions and neutral particles in
the multi-fluid version of MS-FLUKSS are given below [Pauls et al., 1995]:
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(3.5)

(3.6)

In the above equations, I, δir , r, ρ, vT =

p
p
p/ρ, ρj , vj , and vTj = 2pj /ρj are

the number of populations of neutral particles, the Kronecker delta, the number of
the subregion in which the source term is computed, the dimensionless density and
thermal speed of ions with electron pressure taken into account, the dimensionless
density, and the bulk and thermal velocities of neutral hydrogen belonging to population j, respectively. We have up to four populations of neutral hydrogen atoms,
where Population 0 represents particles of interstellar origin that are not affected by
charge exchange. Population 1 includes atoms born in the outer heliosheath which is
a compressed region between the HP and the bow shock (or bow wave), while Population 2 includes those born in the inner heliosheath between the TS and HP. Finally,
Population 3 represents neutral atoms born in the supersonic solar wind. Neutral
atoms of different origin are governed by separate systems of Euler equations with
appropriate source terms.
We also introduce these notations:
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where all the quantities are dimensionless except in Equation 3.12, which includes n∞
and V∞ that are dimensional values for proton number density and the unperturbed
LISM plasma velocity in the CGS units.
The following equation shows the charge exchange cross-section taken from
Fite et al. [1962]:

σcx (V ) = (2.1 × 10−7 − 9.2 × 10−9 ln V )2 .

(3.13)

However, it should be noted that we would switch to a more up-to-date charge exchange cross-section from Lindsay and Stebbings [2005] in the future.
We employ a spherical coordinate system that is slightly different from the
Heliographic Inertial (HGI) system [Burlaga, 1984], which is a Sun-centered coordinate system whose X-axis lies along the intersection line formed by the ecliptic and
solar equatorial planes and points towards the ecliptic longitude of 75.963◦ as of 2014
(see Figure 3.2). While the Z-axis in our coordinate system is the same as that of the
HGI system that points northward along the rotation axis of the Sun, the X-axis lies
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in the plane formed by the Z-axis and the velocity vector of the undisturbed LISM.
In other words, one may rotate the X-axis of the HGI system about the Z-axis (the
solar rotation axis) as illustrated in Figure 3.3 such that the LISM flow velocity vector
would have zero Y-component in the resulting coordinate system (e.g., Pogorelov et al.
[2006]). Therefore, our coordinate system is tied to the flow direction of the LISM
helium atoms determined from various spacecraft measurements [Möbius et al., 2004;
Witte, 2004; Gloeckler and Geiss, 2004; Lallement et al., 2004a,b; McComas et al.,
2012]. Figure 3.3 shows the coordinate systems employed by MS-FLUKSS in this
study, which are based on multi-spacecraft (Ulysses, ACE, and SOHO) and IBEX
observations of interstellar helium atoms [Möbius et al., 2004; McComas et al., 2012]
and differ by about 3 degrees longitudinally.
We add that the initial velocity distribution in the LISM is computed with the
following equations:
"



U = −|V∞ | 1 −
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3 #
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(3.14)
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2
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where V∞ is the plasma velocity in the distant LISM, Rf is the radius of a reference
sphere (e.g., 80 AU) centered at the origin, θ is the angle with respect to the nose
or the LISM inflow direction, and U , V , and W are the LISM velocity components
outside the reference sphere. This approximates the flow of LISM plasma around the
heliosphere initially. The initial values inside the reference sphere are computed from
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Figure 3.2: The Heliographic inertial coordinate system defined by Burlaga [1984].
Copyright 1984 by D. Reidel Publishing Company.

the inner boundary values such that density and radial magnetic field decrease as R−2
while temperature and non-radial magnetic field components fall as R−1 .
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Figure 3.3: The multi-spacecraft-based (top) and the IBEX-based (bottom) coordinate systems for MS-FLUKSS.
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CHAPTER 4

MHD-NEUTRAL MODEL DRIVEN BY BOUNDARY CONDITIONS
FROM THE MHD-IPS TOMOGRAPHY

As the Voyager spacecraft continue their remarkable journey in the outermost
reaches of the solar influence, they provide direct measurements of the space environment that reshape our knowledge of the heliospheric boundary with the LISM. The
Voyager data are particularly invaluable for validation of heliospheric models since
there are no other sources of in situ plasma data from those regions.
The heliosphere experiences periods of high and low solar activity as the Sun
repeatedly reconfigures its magnetic orientation. Since it takes a typical slow wind
stream (e.g., 400 km/s) about a year to reach the TS (and then several more years
after that to reach the HP), simulation of the solar wind-LISM boundary regions
requires long-term time-varying boundary maps that contain such cyclic variations
in the solar wind properties. Therefore, we employ the MHD-IPS tomography to
generate the boundary distributions for our MHD-neutral model.
As explained in Chapter 2, the MHD-IPS tomography estimates the solar wind
parameters on a source surface at 50 solar radii and then extrapolates them out to 1
AU using a MHD model, which employs a polytropic index of 1.46 (derived empirically
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from Helios data by Totten et al. [1995]) in the entire simulation region . A steady
state is reached using an arbitrary velocity distribution on the source surface, where
magnetic field is derived from photospheric magnetograms with a PFSS model [Wang
and Sheeley, 1992]. Density and temperature at the source surface are estimated
from empirical correlations with velocity. Then IPS observation is simulated for
each line-of-sight (LOS) in the 3D inner heliosphere. Next, the solar wind velocity
distribution at the source surface is modified to reduce the differences between the
simulated IPS velocities and the observed values, which are usually minimized within
10–20 iterations. With a set of inner boundary values obtained this way, a timedependent MHD model can evaluate a comprehensive set of solar wind parameters,
i.e., velocity, density, temperature, and magnetic field, well beyond the Earth’s orbit
as demonstrated by Hayashi et al. [2011, 2012]. Although the MHD-IPS tomography
results are generally in good agreement with various spacecraft measurements, such
as OMNI and Ulysses data [Hayashi et al., 2003, 2011, 2012; Hayashi , 2012], they
are not fully time-dependent because the MHD-IPS tomography resolves the 3D solar
wind structure by combining IPS data for a whole CR centered around each given
day assuming stable solar wind conditions during the period. Therefore, the derived
plasma parameters more or less represent the quiet, undisturbed solar wind conditions
and may not be adequate for analyzing transient structures such as CMEs, which are
better reproduced by the UCSD time-dependent tomography (e.g., Jackson et al.
[2009] and Bisi et al. [2008, 2009a,b, 2010b,c,d]).
The range of the MHD model used by K. Hayashi is more or less restricted to
5 AU because it does not account for the charge exchange between the solar wind and
47

LISM hydrogen atoms and the pickup ion effects that significantly reduce the flow
speed and energy of the solar wind in the outer heliosphere (see Richardson and Stone
[2009] and the references therein). However, the MHD-IPS tomography is capable of
constructing a continuous set of long-term solar wind maps by interpolating over IPS
data gaps at STEL occurring due to various reasons (e.g., seasonal outages, weather
events, natural disaster, radio interference, system upgrade and maintenance) that
may drive a forward model that accounts for the relevant physical processes affecting
the solar wind flow in the outer heliosphere. Therefore, it appears to be a suitable method for deriving reasonable time-dependent boundary conditions to test our
MHD-neutral model to investigate the long-term evolution of the outer heliosphere.

4.1

Boundary Conditions from Helios Correlations

Instead of starting with the MHD-neutral model at 5 AU where the boundary
conditions are originally given, we break up the computational region into two parts
- the first encompassing the region between 5 AU and 12 AU and the second between
12 AU and 1000 AU - to speed up the calculations. Since it takes about 30 days for
a 400 km/s stream to propagate out to 12 AU, we first rotate the initial boundary
frame for two full solar rotations for a quasi-steady state solution before introducing
the time series of boundary maps. For this task, we solve the ideal MHD equations
while neglecting neutral hydrogen atoms and the differential rotation of the Sun. We
save the time-dependent solution at 12 AU on a spherical surface so that it can be
used as boundary values in the MHD-neutral simulation that follows.
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We employ a two-fluid model consisting of protons and neutral hydrogen atoms
[Pauls et al., 1995; Pogorelov et al., 2006]. The simulation box stretches from 12 AU to
1000 AU with a radial grid size of 1–3 AU. In the entire simulation region, we assume
a polytropic index of 5/3. For the outer boundary values in the distant LISM, we
assume proton number density of 0.06 cm−3 , flow speed of 26.4 km/s relative to the
Sun, temperature of 6527 K, magnetic field strength of 0.3 nT, and neutral hydrogen
number density of 0.15 cm−3 [Borovikov et al., 2011]. These values were qualitatively
consistent with the V2 measurements and were also successfully used by Heerikhuisen
and Pogorelov [2011] to reproduce the ribbon (narrow strip) of energetic neutral atom
fluxes on a celestial sphere, which was observed by the IBEX spacecraft [McComas
et al., 2009b; Fuselier et al., 2009; Funsten et al., 2009; Schwadron et al., 2009].
The original MHD-IPS tomography results consist of proton number density
(cm−3 ), velocity (km/s), magnetic field (nT), and temperature (K) at 64 × 33 grid
points structured in the HGI coordinate system. We prepare the time-dependent
boundary conditions from the MHD-IPS tomography results by performing a coordinate transformation (see Chapter 3) and linearly interpolating to boost the resolution
to 256 × 256. Washimi et al. [2012] have also used the same inner boundary data
set from Hayashi, but they obtained the initial stationary state not by using one of
the boundary frames, but by using average Ulysses measurements for 2007 as the
inner boundary values. In contrast, we obtain our initial solution by rotating the
02-April-2001 frame shown in Figure 4.1 with the solar rotation period in order to
avoid introducing unexpected jumps at the inner boundary when the time-dependent
simulation starts. To speed up the calculations in obtaining a quasi-steady state
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solution, we choose a first order approximation in time and turn off the AMR. For
the two-fluid simulation with a 544 × 256 × 256 resolution in the multi-spacecraftbased MS-FLUKSS coordinate system, it typically takes over 3000 rotations (∼200
years) or 10–14 days of continuous run using more than 1000 computational cores on
leading supercomputers (i.e., Pleiades SGI and Kraken Cray-XT5) to reach a quasistationary state. We then feed the rest of the boundary frames into MS-FLUKSS as
time-varying inner boundary conditions.
A time-dependent run covering a full 11 year solar cycle (∼150 CRs) requires
2–3 days of continuous run on the same machines. It takes more than twice the
amount of time for calculations than for a steady state run because we use a secondorder approximation in time while turning on the AMR (four levels) to capture shocks
and discontinuities in higher resolution. The simulation results provided in Figure 4.2
and Figure 4.3 show the time variation of number density and radial velocity between
2004 and 2007 in the meridional plane. MS-FLUKSS allows us to conveniently extract
the solar wind parameters along the V1 and V2 trajectories, therefore enabling easy
comparison of the simulation results with in situ measurements. The extracted data
along the Voyager 1 and 2 trajectories indicate that the simulated heliocentric TS
crossing distances of the two spacecraft are about 84 and 81.5 AU, respectively. These
values are substantially smaller than the observed TS crossing distances of 94 AU for
V1 and 83.7 AU for V2. The solar wind parameters along V1 trajectory are shown
in Figure 4.4. Unfortunately, Voyager 1 measurements are not available for direct
comparison for this period. As for Voyager 2, Figure 4.5 provides comparisons of
the in situ data with the simulated values scaled around the actual TS crossing
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Figure 4.1: Proton number density (top row left, in cm−3 ), vR (top row right, in
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(bottom row right, in K) at 5 AU, shown in the MS-FLUKSS coordinate system.
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distance, which seem to be in relatively good agreement. However, we must note
that the downstream density measured is much lower than the simulated data and
that the density peak is also at a different time. These differences may be due to
the simplified plasma model used in this study, where both thermal and non-thermal
plasma components (i.e., solar wind and pickup ions) are treated as a single thermal
mixture with the internal energy being equal to the sum of internal energies of its
constituents [Kim et al., 2012a].

4.2

Boundary Conditions from Ulysses Correlations

In the preceding section, we have used the MHD-IPS tomography results at 5
AU covering an extended period from 2001 to 2012 as the time-varying inner boundary conditions in a simplified MHD-neutral model, which accounts for the ion-neutral
charge exchange process that becomes important in the outer heliosphere [Axford ,
1973; Fahr , 1996; Zank , 1999; Pogorelov et al., 2008, 2011a], and compared the simulated solar wind parameters at the V1 and V2 trajectories with in situ measurements.
However, the much smaller difference between the simulated TS-crossing distances of
V1 and V2 compared to the actual difference of about 10 AU suggested that the
ram pressure variation in the solar wind between the two events might not have been
closely reproduced in our boundary conditions since the TS distance is highly sensitive
to fluctuations in the solar wind ram pressure, which increases for 2–3 years following
a solar maximum and decreases to the next solar maximum after that [Richardson
and Wang, 1999]. In fact, while both the Ulysses and OMNI data show a gradual decrease in the solar wind ram pressure between the two events [McComas et al., 2008],
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Figure 4.2: Proton number density (left column, in cm−3 ) and radial velocity (right
column, in km/s) in the meridional plane [Kim et al., 2012a]. Copyright 2012 by the
Astronomical Society of the Pacific.
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Figure 4.3: Proton number density (left column, in cm−3 ) and radial velocity (right
column, in km/s) in the meridional plane [Kim et al., 2012a]. Copyright 2012 by the
Astronomical Society of the Pacific.
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Figure 4.4: Proton number density (top, in cm−3 ) and radial velocity (bottom, in
km/s) extracted along the Voyager 1 trajectory. The MHD results are scaled to the
actual V1 TS crossing date [Kim et al., 2012a]. Copyright 2012 by the Astronomical
Society of the Pacific.
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Figure 4.5: Proton number density (top, in cm−3 ) and radial velocity (bottom, in
km/s) extracted along the Voyager 2 trajectory. The MHD results are scaled to the
actual V1 TS crossing date [Kim et al., 2012a]. Copyright 2012 by the Astronomical
Society of the Pacific.
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the MHD-IPS results indicated exactly the opposite. As pointed out by Hayashi et al.
[2011] and Kim et al. [2012a], the use of Helios n(vR ) and T (vR ) correlations in the
MHD-IPS tomography results in an overestimation of solar wind density from 2006
and on that is most likely responsible for the gradual increase in global average dynamic pressure as shown in Figure 4.6 and the abrupt rise in ram pressure at Ulysses
around 2007 (Figure 4.7) that contradict the in situ measurements. Since the proton
density and temperature on the 50 solar radii sphere were estimated using correlations
drawn from Helios measurements from almost three decades before the Voyager TS
crossings [Hayashi et al., 2003], it seems logical to use newer correlations that better reflect the recent solar wind conditions, both in and out of the ecliptic plane, to
improve the 3D tomographic reconstruction. Hence, we have replaced the old Heliosbased correlations with those derived from Ulysses measurements for sunspot cycle
23 (1996–2008) in this analysis [Ebert et al., 2009; Pogorelov et al., 2013b], which are:

• Slow wind (vR < 450 km/s)



T = 105 R−0.68 0.80 + 0.0217 × (vR R−0.048 − 388) ,

(4.1)



n = R−1.93 6.37 − 0.0292 × (vR R−0.048 − 388) ,

(4.2)

and
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Figure 4.6: Dynamic pressure (nPa) averaged over the 5 AU sphere shown scaled
to 1 AU assuming a R−2 dependence [Kim et al., 2012a]. Copyright 2012 by the
Astronomical Society of the Pacific.

• Fast wind (vR > 450 km/s)



T = 105 R−0.95 2.21 + 0.000233 × (vR R−0.06 − 668) ,

(4.3)



n = R−1.93 2.27 − 0.0085 × (vR R−0.06 − 668) .

(4.4)

In the above equations, T , n, vR , and R represent the proton temperature
(K), number density (cm−3 ), radial velocity (in km/s), and the heliocentric distance
(in AU), respectively. Hayashi has slightly modified his tomography so that these
correlation functions replace the Helios-based ones to improve the density reconstruction. More specifically, he first calculates T (vR ) and n(vR ) at R = 1 AU and then
estimates the proton temperature and density at 50 solar radii by assuming a R−1
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Figure 4.7: 25-day average dynamic pressure (nPa) at Earth and Ulysses (shown
scaled to 1 AU assuming a R−2 dependence).

dependence for temperature and R−2 dependence for density at each iteration (see
Figure 4.8). In Hayashi’s previous 3D MHD reconstruction, proton density was considerably overestimated at Ulysses from 2007 to 2008, leading to an unrealistic rise in
the solar wind dynamic pressure during that period. As shown in Figure 4.9, however,
the updated MHD results appear to be much improved over the previous results at
Ulysses, especially for 2008.
Figure 4.10 shows the solar wind parameters reconstructed at 5 AU by the
updated MHD-IPS tomography. As in the previous section, we use a boundary data
set consisting of daily frames for an 11-year period starting at 02 April 2001. We
expect that the use of the updated n(vR ) and T (vR ) correlations would correct the
discrepancy in solar wind dynamic pressure between our previous boundary conditions
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Figure 4.8: Empirical correlations of solar wind proton number density and temperature with radial velocity at the heliocentric distance of 50 solar radii. The correlations
from Ulysses data are shown in dashed blue lines, whereas those from Helios data are
shown in solid red lines. Note that for vR < 351 km/s and vR > 934.2 km/s, T < 0
and n < 0, respectively. Thus, we assume certain minimum values of n and T for the
few vR values that fall near or beyond the cutoff values (e.g., nmin = 20 cm−3 and
Tmin = 50000 K).
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Figure 4.9: Time-dependent MHD results (red) compared to Ulysses measurements
(black) for 2007 (top row) and 2008(bottom row). The panels in the left column
show results from the MHD-IPS tomography using the Helios correlations of n(vR )
and T (vR ). The panels in the right column show results from the tomography program using the Ulysses correlations of n(vR ) and T (vR ). The top three rows in each
panel shows the magnetic field components (nT) in the RTN coordinates, while the
bottom three rows show proton number density (cm−3 ), radial velocity (102 km/s),
and temperature (MK). Courtesy of K. Hayashi.
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and spacecraft observations, which is critical because the TS and HP locations are
sensitive to changes in the solar wind dynamic pressure. Thus, we use the new set
of boundary values at 5 AU to drive our two-fluid model consisting of solar wind
plasma and LISM neutral atoms [Pauls et al., 1995; Pogorelov et al., 2006, 2008].
Again, to reduce the computational costs, we use a MHD model to propagate the
solar wind to 12 AU and save the time-dependent solution on a spherical grid to use
as the boundary conditions in the main run. The size of the simulation box for the
MHD-neutral model remains the same, which encompasses a vast region between 12
AU and 1000 AU with a radial grid size of ∼1 AU within the heliosphere and up to 3
AU in the distant LISM. Previously, we assumed proton number density of 0.06 cm−3 ,
flow speed of 26.4 km/s relative to the Sun, temperature of 6527 K, magnetic field
of 0.3 nT, and neutral hydrogen number density of 0.15 cm−3 for the outer boundary
values in the distant LISM [Borovikov et al., 2011]. In particular, the flow direction
of the distant LISM were inferred from multi-spacecraft observations of interstellar
neutral helium atoms [Möbius et al., 2004; Witte, 2004; Gloeckler and Geiss, 2004;
Lallement et al., 2004a,b], which is still regarded by some as the best estimate of
the LISM parameter. However, more recent observations by IBEX, which measures
energetic neutral atoms of different origins, suggest that the flow direction and speed
of the LISM are slightly different from the previously established values [McComas
et al., 2012]. Hence, we have adjusted the LISM flow speed and direction to the new
values suggested by McComas et al. [2012]. The resulting change in the coordinate
system was shown in Chapter 3.
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We perform a 3D time-dependent two-fluid simulation in which protons and
neutral hydrogen atoms are treated as separate fluids [Pauls et al., 1995; Pogorelov
et al., 2008]. We set the LISM flow speed and temperature to be 23.2 km/s relative to
the Sun and 6300 K, respectively [McComas et al., 2012] while assuming the magnetic
field strength to be 0.3 nT, which is consistent with what Heerikhuisen et al. [2014]
have used in their MHD-plasma/kinetic-neutrals model to reproduce the “ribbon” of
energetic neutral atom emissions observed by IBEX [McComas et al., 2009b; Fuselier
et al., 2009; Funsten et al., 2009; Schwadron et al., 2009]. The proton and neutral
hydrogen densities (np and nH , respectively) in the distant LISM are adjusted as
free parameters to reproduce the V1 and V2 TS crossings as closely as possible while
fitting nH at the TS to the established value of around 0.09 cm−3 [Bzowski et al.,
2009]. After obtaining our initial solution by rotating the 02-April-2001 frame (see
Figure 4.10) until a quasi-steady state is established as displayed in Figure 4.11,
we feed the successive boundary frames into MS-FLUKSS for a 3D time-dependent
simulation.
We obtain the best-fit results with np = 0.055 cm−3 and nH = 0.125 cm−3 .
Figure 4.12 shows the proton radial velocity extracted along the Voyager spacecraft
trajectories compared with in situ measurements. The simulated V1 TS crossing
takes place in October 2004 at the heliocentric distance between 93 and 94 AU,
which almost coincides with the actual event. However, V2 appears to cross the TS
three times during simulation between late 2007 and mid-2008, which does not agree
with the spacecraft data. While we expect the TS to be moving toward the Sun at the
time of the V2 TS crossing due to the gradual decrease in the global solar wind ram
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Figure 4.10: Proton number density (top row left, in cm−3 ), vR (top row right, in
km/s), vφ (second row left, in km/s), vθ (second row right, in km/s), Br (third row
left, in nT), Bφ (third row right, in nT), Bθ (bottom row left, in nT), and temperature
(bottom row right, in K) at 5 AU, shown in the MS-FLUKSS coordinate system.
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Figure 4.11: Proton number density (top, in cm−3 ) and radial velocity (bottom, in
km/s) on 02 April 2001, shown in the meridional plane.
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pressure preceding the event, our results indicate that the TS rapidly moves outward
shortly after the initial crossing by V2 in late 2007. Thus, V2 crosses the TS for the
second time in early 2008 before making the final TS crossing into the heliosheath
in mid-2008. We point out that our boundary conditions contain a persistent slowwind island in the southern hemisphere in early 2007, which may have contributed
to a dip in the solar wind ram pressure in the direction of V2 that caused the triple
TS crossings about a year later. This abrupt drop in ram pressure can be seen at
Ulysses in Figure 4.13 as the trajectory of Ulysses is very close to the low pressure
area. We further note that the simulated solar wind radial velocity at V1 and V2
is consistently larger than in situ measurements throughout the entire period, both
before the TS and in the heliosheath. Some of the discrepancy in the radial velocity
may be attributed to the lack of pickup ion effects in the first part of the simulation
between 5 AU and 12 AU, but it is likely to be a minor factor. Apparently, our
inner boundary conditions need a considerable improvement before we can proceed
with a more sophisticated model. As inferred from Figure 4.13 and Figure 1.5, a
positive correlation may exist between the long-term fluctuation in the solar wind
dynamic pressure and the CME rate. Therefore, improvements should be made to
include CMEs in the tomographic reconstruction by, for example, using spacecraft
observations of individual CME events.
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Figure 4.12: The simulated proton radial velocity (solid blue line, in km/s) shown
together with the in situ measurements (dashed red line) at V1 (top) and V2 (bottom)
[Kim et al., 2014a]. Copyright 2014 by the Astronomical Society of the Pacific.
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Figure 4.13: 25-day average dynamic pressure (nPa) at Earth and Ulysses (shown
scaled to 1 AU assuming a R−2 dependence).
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CHAPTER 5

MHD INNER HELIOSPHERE DRIVEN BY BOUNDARY
CONDITIONS FROM THE UCSD TIME-DEPENDENT IPS
TOMOGRAPHY

In the previous chapter, we used the MHD-IPS tomography results at 5 AU
as the time-varying inner boundary conditions to drive our MHD-neutral model and
witnessed multiple crossings of the TS by the Voyager spacecraft. We found inaccuracies in the long-term variation of global solar wind dynamic pressure reproduced by
the tomography method, which is most likely responsible for the error in our simulation. That problem turns our attention to another type of IPS tomography, i.e., the
UCSD time-dependent IPS tomography, which was described earlier in Chapter 2.
High correlations (typically greater than 0.5 and often 0.9 or better) between the
tomography output at Earth and in situ data (e.g., Bisi et al. [2009a] and Jackson
et al. [2010a, 2013]) suggest that the UCSD tomography may be able to provide more
accurate boundary maps for MS-FLUKSS, though it is not quite straightforward to
use them as with the MHD-IPS tomography results.
To simulate the solar wind outflow to Earth and beyond in our heliospheric
MHD model, we need boundary conditions at a source surface that is relatively close to
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the Sun and well above the trans-Alfvénic point, where we can safely assume the solar
wind velocity to be super-fast magnetosonic everywhere. Thus, we employ the solar
wind speed and density data obtained by the UCSD time-dependent tomography at
the heliocentric distance of 0.25 AU to construct a set of time-dependent boundary
conditions, assuming that the solar wind outflow is purely radial (zero non-radial
velocity components). We reiterate that the kinematic model takes into account
only the solar wind radial velocity and density because it assumes a strictly radial
outflow in which stream interactions are handled according to conservation of mass
and mass flux [Jackson et al., 1998, 2011]. In other words, the normalized density
(ρR2 ) remains constant with distance until streams of different speeds in the same
latitude band interact. When that happens, radial velocity of the merged stream
takes on the combined normalized density and a new radial velocity value that is
determined from the conservation of mass flux. On the other hand, the MHD model
follows the conservation laws of mass, momentum, energy, and magnetic flux, and thus
requires additional parameters such as magnetic field and temperature. Therefore, we
extrapolate the magnetic field from the solar surface to 15 solar radii using the CSSS
model [Zhao and Hoeksema, 1995], and then to 0.25 AU by convecting them outward
using a kinematic model with tomographically-derived global velocities [Dunn et al.,
2005] to obtain the magnetic field components. At the boundary, we assume that
the flow is entirely radial and the magnetic field has zero latitudinal component (as
in the Parker field). Meanwhile, we determine temperature as a linear function of
solar wind radial velocity using an empirical correlation between radial velocity and
temperature discussed in Chapter 4.
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5.1

Kinematic Boundary Values Fit to IPS Data Only for CR 2110–2117
(09 May – 13 December 2011)

The boundary conditions from the UCSD time-dependent tomography using
only the STEL-IPS data to constrain the 3D solar wind reconstruction cover a period
of 8 CRs from 03:00 Universal Time (UT) on 09 May 2011 to 03:00 UT on 13 December
2011 at 1-day cadence. The original boundary data given by the time-dependent
tomography are in the HGI coordinate system and have a 72 × 36 resolution in
longitude and latitude, with a 1-day cadence. Figure 5.1 presents the boundary
maps for proton speed (radial velocity), number density, and radial and tangential
components of magnetic field on a regular spherical grid at 0.25 AU on 27 August
2011 in the MS-FLUKSS coordinate system, which we show as an example that can
be directly compared to other boundary maps fit to IPS and various near-Earth
spacecraft data later in this chapter. The corresponding temperature distribution is
not shown here, but it closely resembles that of the solar wind speed.
In the heliospheric MHD model, the solar wind is treated as a single fluid of
protons with a set of physical properties such as velocity, density, magnetic field, and
temperature. We solve a set of ideal MHD equations in a spherical coordinate system
with multiple levels of AMR in the Chombo framework [Kryukov et al., 2006a,b, 2008;
Borovikov et al., 2009]. The typical time step in our simulation is about 3 orders of
magnitude smaller than the 1-day cadence, so we linearly interpolate between each
frame in a co-rotating coordinate system to approximate the boundary values at each
time step during the MHD simulation. Since we perform our calculations in an inertial
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Figure 5.1: Proton radial velocity (top left, in cm−3 ), number density (top right,
in km/s), radial magnetic field (bottom left, in nT), and tangential magnetic field
(bottom right, in nT) at 0.25 AU, shown in the MS-FLUKSS coordinate system.
The number density and radial magnetic field component are shown scaled to 1 AU
assuming a R−2 dependence while the tangential magnetic field component is scaled
by R−1 .

coordinate system, the interpolated boundary frames are shifted appropriately in the
process. Using the UCSD time-dependent tomography results derived from STELIPS observations as time-varying inner boundary conditions, we have simulated the
solar wind flow from 0.25 AU to 2 AU for the latter half of 2011.
The MHD simulation results extracted at Earth are shown in Figure 5.2. Unfortunately, the IPS-fit kinematic model output at Earth is not available to include
in this plot. However, substantial differences in solar wind radial velocity and density between the MHD results and OMNI data (near-Earth solar wind data compiled
from multiple sources, e.g., ACE, Wind) may suggest a significant difference between
the kinematic model and our MHD model. Since transient structures are ubiquitous
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Figure 5.2: Comparisons of the MHD simulation results (blue) with the OMNI daily
averages (red). Shown here are the proton radial velocity (top, in km/s) and number
density (bottom, in cm−3 ).

during this period as it is very near the solar maximum, IPS observations may have
been somewhat biased toward higher velocities in the ecliptic region. Such problems
can be resolved by incorporating in situ data into the tomography program as extra
constraints [Jackson et al., 2010a].

5.2

Kinematic Boundary Values Fit to IPS and ACE Level-0 data for CR
2111–2116 (06 June – 16 November 2011)

Inclusion of in situ measurements by near-Earth spacecraft (e.g., Wind-SWE,
ACE-SWEPAM, and SOHO-CELIAS) in the time-dependent tomography to better
constrain the iterative solution at the source surface has resulted in improved solar
wind forecast at Earth [Jackson et al., 2010a, 2013]. Time-dependent tomography
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Figure 5.3: Proton radial velocity (top left, in cm−3 ), number density (top right,
in km/s), radial magnetic field (bottom left, in nT), and tangential magnetic field
(bottom right, in nT) at 0.25 AU, shown in the MS-FLUKSS coordinate system.
The number density and radial magnetic field component are shown scaled to 1 AU
assuming a R−2 dependence while the tangential magnetic field component is scaled
by R−1 .

results fit to STEL-IPS and ACE Level-0 data are also readily available from UCSD
for forward modeling purposes, as the UCSD group can extract boundary maps at
any heliocentric distances within 3 AU [Yu et al., 2012]. As in the previous section,
we obtain a boundary data set at 0.25 AU consisting of proton density, radial velocity, and the radial and tangential magnetic field components. Figure 5.3 shows
a boundary frame that can be directly compared to the same day’s boundary maps
in the previous section. It appears that the inclusion of ACE Level-0 data in the
tomography has resulted in a slight decrease of radial velocity globally, which looks
promising. However, the proton density has been reduced dramatically everywhere
that arouses some suspicion.
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After reaching a quasi-steady state by rotating the first boundary frame (06
June 2011) for a full solar rotation period, we apply the time-varying boundary conditions to investigate the evolution of the solar wind structure during the noted period.
After extracting the solar wind parameters at Earth, we compare them with OMNI
daily averaged data as shown in Figure 5.4. The radial velocity and number density
comparisons show poor agreement between the simulated and in situ data throughout
the entire period. In the case of radial velocity, the inclusion of ACE Level-0 data
has resulted in boundary values producing generally lower velocities compared to the
previous simulation results in which only IPS data were used. In one example, at
time = 2011.58 in what appears to be a compression region marked by a sharp peak
in density between streams of large velocity difference (see Figure 5.2), the steep rise
of velocity from 320 km/s to 820 km/s has been subdued to a smaller jump of 425
km/s to 675 km/s that agree somewhat better with in situ data. However, the MHD
velocities remain generally larger than the in situ values by as large as 100 km/s.
For additional reference we have included the UCSD kinematic solutions in the same
figure.
We find some significant discrepancies in the density comparison between the
MHD solution and OMNI data. For example, the fluctuation in the solar wind number
density is considerably smaller in the simulated data than in the near-Earth spacecraft
measurements from mid-August to early November 2011 (CRs 2114–2116). While the
UCSD kinematic model manages to reproduce the solar wind radial velocity at Earth
with remarkably good accuracy - which is more or less expected because in situ velocity measurements from the ACE are integrated into the time-dependent tomography
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Figure 5.4: Comparisons of the MHD simulation results (solid blue line) with the
kinematic solutions (long dashed green line) at Earth. Shown here are the proton
radial velocity (top, in km/s) and number density (bottom, in cm−3 ). The OMNI daily
averages (dashed red line) are included for reference [Kim et al., 2012b]. Copyright
2012 by the American Institute of Physics.

76

- it, too, struggles to accurately reproduce the number density as displayed in Figure 5.4. This is most likely due to the fact that the kinematic model is biased to match
the ACE Level-0 data, which gradually lose amplitude during this period, whereas
OMNI data are primarily made up of Wind and ACE Level-2 data that retain higher
amplitude.
Returning to the radial velocity comparisons, the MHD simulation results
appear to have improved over the previous results. However, they are not comparable
to the UCSD kinematic solutions and OMNI data, which show excellent agreement.
Since exactly the same boundary conditions are used to obtain these results at Earth,
we suspect that there may be a fundamental difference in the way solar wind is
accelerated between the kinematic and MHD models. However, it is difficult to draw
such a conclusion based on data comparison at only a single point in space for such
a limited period of time. Therefore, we continue our analysis using additional sets
of boundary conditions from tomography results fit to more reliable in situ density
data.

5.3

Kinematic Boundary Values Fit to IPS and Wind data for CR 2114–
2115 (26 August – 19 October 2011)

In the previous section, we used time-dependent tomography results fit to
ACE Level-0 data to derive the inner boundary conditions for our 3D MHD solar
wind model. Using the kinematic reconstruction at the heliocentric distance of 0.25
AU as time-varying boundary conditions, we simulated the solar wind outflow to 2
AU and extracted the plasma parameters at Earth. However, the proton number
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Figure 5.5: Proton radial velocity (top left, in cm−3 ), number density (top right,
in km/s), radial magnetic field (bottom left, in nT), and tangential magnetic field
(bottom right, in nT) at 0.25 AU, shown in the MS-FLUKSS coordinate system.
The number density and radial magnetic field component are shown scaled to 1 AU
assuming a R−2 dependence while the tangential magnetic field component is scaled
by R−1 .

densities at Earth reproduced by the MHD and the kinematic models both turned
out to be significantly smaller than what the OMNI data suggested. We suspected
that this unusually large discrepancy between the kinematic and the OMNI densities
was most likely due to the decrease in sensitivity of ACE processing of their Level-0
data during the period since the OMNI data are made up mostly of Wind and (where
possible) ACE Level-2 density data, which are more reliable than ACE Level-0 data.
Therefore to improve the boundary values and obtain a more reasonable solution
at Earth for comparison, we have used the Wind spacecraft data to constrain the
time-dependent tomography results.
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The new boundary data set starts at 27 August 2011 and spans approximately
2.5 CRs, which fall entirely within the time period covered in the previous simulation.
Figure 5.5 shows the first frame of the boundary data set in the MS-FLUKSS coordinate system. At first glance, the radial velocity map has only slightly changed from
that of Figure 5.3, but the density map is now significantly different from before.
The 3D time-dependent MHD simulation results at Earth are shown together
with the kinematic solution and OMNI daily averages in Figure 5.6. Both the kinematic radial velocity and number density are remarkably close to the OMNI daily
averages this time, confirming our concern that the use of ACE Level-0 data may
have introduced a significant error in proton number density at the boundary in the
previous simulation. However, the MHD solution still differs considerably from the
kinematic solution, though it is clearly an improvement compared to the results in
Figure 5.2. In the case of radial velocity, though the peaks and troughs in the MHD
solution generally coincide with those of OMNI and the kinematic solution throughout the period, the MHD solution is consistently larger by 50–150 km/s. As for
number density, the peaks and troughs overall do not coincide as well as in the case
of radial velocity, and the peak densities appear to be significantly different in major
compression regions. We note that radial velocity is expected to increase by generally
small amounts (20–50 km/s) as the solar wind expands polytropically from 0.25 AU
to 1 AU in the MHD model. In reality, however, it is hard to predict how the radial
velocity would change in the MHD model, especially in a time-dependent simulation,
because streams interact with each other in complicated ways, which is evident in
Figure 5.6. Inaccuracies in the estimated temperature (and possibly magnetic field)
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Figure 5.6: Comparisons of the MHD simulation results (solid blue line) with the
kinematic solutions (long dashed green line) at Earth. Shown here are the proton
radial velocity (top, in km/s) and number density (bottom, in cm−3 ). The OMNI daily
averages (dashed red line) are included for reference [Kim et al., 2014a]. Copyright
2014 by the Astronomical Society of the Pacific.
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could also contribute to the difference in the results. However, we note that those
are only minor factors that could not account for the considerable differences seen in
Figure 5.6, which are most likely due to the fundamental difference in the way streams
expand and interact as they propagate outward in the two models. Smoothing of the
peak velocity and density values in the inner boundary maps due to multiple steps of
interpolation is also a possible source of error, though it is difficult to tell how much
of an effect (if any) this smoothing has on the model differences at Earth.

5.4

High-resolution Kinematic Boundary Values Fit to IPS and Wind
data for CR 2114–2115 (26 August – 19 October 2011)
The time-dependent tomography employs a 20◦ × 20◦ resolution in longitude

and latitude with a one-day cadence for STEL-IPS data, but the tomography program
routinely interpolates the 3-D solution internally to output the solution at higher spatial and temporal resolution. Previously, we used kinematic boundary data given in
such a way at 0.25 AU with a 5◦ × 5◦ resolution and a 24-hour cadence, which were
further interpolated to boost the grid size to approximately 1.4◦ × 0.7◦ before being fed into MS-FLUKSS. Hence, it is possible for some of the sharp features at the
boundary to experience some flattening in the combined process. In order to investigate how much this “flattening” of the peak values at the boundary contributes to
the difference between the model outputs at Earth, we boost the temporal resolution
of the kinematic boundary maps from 1 day to 6 hours. We also push the spatial
resolution of the boundary values from 5◦ x 5◦ to 1.4◦ × 0.7◦ and output the values at
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Figure 5.7: Boundary values for 27 August 2011 at 0.25 AU consisting of the proton
radial velocity (top left, in km/s), number density (top right, in cm−3 ), radial (bottom
left) and tangential (bottom right) components of magnetic field (nT). The number
density and radial magnetic field component are shown scaled to 1 AU assuming a
R−2 dependence while the tangential magnetic field component is scaled by R−1 [Kim
et al., 2014b].

the exact coordinates used by MS-FLUKSS to minimize the number of interpolations
performed at the boundary.
In this section, we examine the solar wind models using the higher-resolution
kinematic boundary values fit to STEL-IPS and Wind-SWE data for CRs 2114–2115.
Figure 5.7 shows two-dimensional maps of the solar wind parameters at 0.25 AU for
27 August 2011 - i.e., the proton radial velocity and number density reconstructed by
the tomography using the IPS and Wind data, and the radial and tangential components of magnetic field derived from WSO magnetograms and convected kinematically
outward from the source surface at 15 solar radii to 0.25 AU. Moreover, we estimate
the proton temperature using empirical correlations with the flow speed determined
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from Ulysses spacecraft measurements for solar cycle 23 [Ebert et al., 2009; Pogorelov
et al., 2013b].
In Figure 5.8, we show the proton radial velocity and number density on 24 October 2011 in the equatorial and meridional planes between the heliocentric distances
of 0.25 and 2 AU created during the MHD simulation. Notably, Jian et al. [2013] have
identified a number of stream interaction regions (SIRs), as well as a few ICMEs, at
1 AU from the plasma measurements by ACE and STEREO during this period (see
http://www-ssc.igpp.ucla.edu/∼jlan/ACE/Level3/SIR List from Lan Jian.pdf,
http://www-ssc.igpp.ucla.edu/∼jlan/ACE/Level3/ICME List from Lan Jian.pdf,
http://www-ssc.igpp.ucla.edu/∼jlan/STEREO/Level3/STEREO Level3 SIR.pdf, &
http://www-ssc.igpp.ucla.edu/∼jlan/STEREO/Level3/STEREO Level3 ICME.pdf
for the full lists). It is particularly interesting that the MHD radial velocity was
excessively large compared to the OMNI and kinematic velocities in the previous
simulation around the ICME arrival on this particular day. Thus, we investigate
this potential source of error by comparing the MHD solution obtained with high
resolution boundary values with that of the previous MHD solution.

5.4.1

Comparisons at Earth
We extract the simulated plasma parameters at Earth at 6-hour intervals for

comparison with OMNI 1-hour averaged data and the kinematic output. In particular,
we show comparisons of the proton radial velocity and number density here. Additionally, we compare the model plasma parameters to in situ measurements by the
Plasma and Suprathermal Ion Composition (PLASTIC) instruments [Galvin et al.,
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Figure 5.8: (a) Radial velocity (km/s) and (b) proton number density (cm−3 ) on
24 October 2011 shown in the equatorial and meridional planes between 0.25 and 2
AU. The approximate position of Earth is shown projected onto the equatorial plane
[Kim et al., 2014b].
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2008] on board the twin STEREO spacecraft. Orbiting the Sun at approximately 1
AU, STEREO-A leads and STEREO-B trails the Earth by 90◦ during this period.
Figure 5.9 provides the radial velocity and number density comparisons at
Earth. The MHD solutions from the high-resolution boundary values are shown in
black, whereas the previous results are shown in blue. We have also included the
OMNI 1-hour average data and the corresponding kinematic solution for reference,
which are shown in red and green, respectively. For the most part, the difference
between the MHD results is negligibly small throughout the entire period except
around 14 October 2011 (2011.79) and 20 October 2011 (2011.80) when the velocity
differences are as large as 20–30 km/s. Though not negligible, these differences are still
fairly small compared to the 100–150 km/s differences between the MHD model and
the reference (in situ and kinematic) velocities. Hence, the smoothing of the peaks
and troughs at the inner boundary appears to be only a minor factor for structures
with sharp velocity and density gradients, and is mostly insignificant for the ambient
solar wind.
Now we turn our attention back to the large velocity differences seen between
the MHD model and the reference values. Though not shown in this paper, we note
the relative lack of well-defined SIRs at 1 AU in the ecliptic plane in the initial steadystate solution. However, SIRs start developing within 1 AU shortly after we begin
feeding the time-varying boundary values into the code. In Figure 5.9, the velocity
difference is initially small (20–30 km/s), but once we encounter a compression region
ahead of a SIR around 2011.67, the difference grows much larger. The same can
be said about the proton number density shown in Figure 3(b). It appears that in
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Figure 5.9: (a) Radial velocity (km/s) and (b) proton number density (cm−3 ) at
Earth for CRs 2114–2115 (26 August – 19 October 2011). The MHD solutions (black
and light blue) are shown together with OMNI 1-hour averages (red) and the kinematic solution (green) [Kim et al., 2014b].
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many of the compression regions, which may also be associated with the presence
of CMEs and their interaction with the background solar wind during this period,
the density fluctuations are generally much larger in the MHD model than in the
kinematic model.

5.4.2

Comparisons at STEREO
In Figures 5.10 and 5.11, we have provided additional comparisons of proton

radial velocity and density at STEREO-A and STEREO-B, respectively. Unlike at
Earth, the kinematic model poorly matches the in situ measurements at both locations. At STEREO-A, the fluctuations in the kinematic velocity and density and the
timing of those fluctuations do not coincide with spacecraft measurements at all. The
same can be said about the magnitude of kinematic velocity and density fluctuations
at STEREO-B. However, the timing of the fluctuations appears to match somewhat
better with that in the spacecraft measurements.
On the other hand, the MHD results follow the kinematic solution somewhat
more closely at STEREO-A, where the MHD velocity is no larger than the kinematic
velocity by 100 km/s at any time and stays mostly within less than 50 km/s as seen
in Figure 5.10. At STEREO-B, however, the radial velocity difference between the
two models sometimes exceeds 100 km/s, which is similar to the model differences
at Earth. We also note that the MHD densities contain generally sharper, narrower
peaks than the kinematic solution does.
Overall, the MHD velocities are considerably larger at 1 AU compared to in
situ data and kinematic values. Only a minor portion of these velocity differences
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Figure 5.10: Radial velocity (km/s) and proton number density (cm−3 ) at STEREOA for CRs 2114–2115 (26 August – 19 October 2011). 1-hour averages of the spacecraft
data are shown as reference. The MHD solution is shown in black, while in situ data
and kinematic values are shown in red and green, respectively [Kim et al., 2014b].
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Figure 5.11: Radial velocity (km/s) and proton number density (cm−3 ) at STEREOB for CRs 2114–2115 (26 August – 19 October 2011). 1-hour averages of the spacecraft
data are shown as reference. The MHD solution is shown in black, while in situ data
and kinematic values are shown in red and green, respectively [Kim et al., 2014b].
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can be attributed to acceleration in the polytropic expansion of the solar wind from
0.25 to 1 AU in the MHD model. Without streams of different speeds interacting
with each other or with transient structures, a moderate acceleration (up to 50–60
km/s) is expected from 0.25 to 1 AU in a MHD model. In reality, however, this
polytropic acceleration does not necessarily require the solar wind speed to increase
with distance because other physical processes (e.g., stream interactions and timedependent boundary conditions) can cause the higher-speed wind to slow down while
further accelerating the lower-speed wind. We note that a number of SIRs and CMEs
sweep through 1 AU during this period and are likely responsible for some of the large
discrepancies seen in the MHD solution.

5.5

Kinematic Boundary Values Fit to IPS and Wind data for CR 2058–
2063 (21 June – 01 December 2007)

CRs 2114–2115 were a period of relatively high solar activity and contained
several transient events such as flares and CMEs that might have contributed to the
model differences at Earth in a complicated way. Therefore, it would be helpful to
confirm the results in the previous section by using IPS data from a period of very
low solar activity during which interactions between the ambient fast and slow wind
streams were the predominant physical processes occurring in interplanetary space.
Once again, we examine the solar wind models using boundary values fit to Wind and
IPS data for CRs 2058–2063 in 2007 (see Figure 5.12 for an example), during which
very few ICMEs were identified by the STEREO spacecraft and/or in the near-Earth
environment [Kilpua et al., 2009; Richardson and Cane, 2010].
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Figure 5.12: Boundary values for 22 June 2007 at 0.25 AU consisting of the proton
radial velocity (top left, in km/s), number density (top right, in cm−3 ), radial (bottom
left) and tangential (bottom right) components of magnetic field (nT). The number
density and radial magnetic field component are shown scaled to 1 AU assuming a
R−2 dependence while the tangential magnetic field component is scaled by R−1 .

In Figures 5.13, 5.14, 5.15 and 5.16, we show the radial velocity and number
density comparisons at Earth, STEREO-A, STEREO-B, and Ulysses, respectively,
for CRs 2058–2063. Since this was a mostly quiet, uneventful period, it is safe to
assume that most of the fluctuations are due to solar rotation and stream interactions. In fact, Wind and ACE detected over 20 SIRs during this period (http://wwwssc.igpp.ucla.edu/∼jlan/ACE/Level3/SIR List from Lan Jian.pdf), which are easily
identified by sharp density spikes and steep velocity increases in the OMNI data in
Figure 5.13. Once again, the kinematic reconstruction of the proton radial velocity
and number density closely match OMNI data at Earth. Meanwhile, radial velocity is
generally much larger (by up to 150 km/s) in the MHD solution than in the kinematic
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solution. The density fluctuations are also much larger in the MHD model than in
the kinematic model, which confirms what we have seen earlier.
As shown in Figures 5.14 and 5.15, the MHD solution exhibits the same pattern
at STEREO-A and -B as at Earth - i.e., larger density fluctuations and radial velocity
compared to the kinematic solution. More interestingly, the kinematic velocity and
density match STEREO measurements much better this time than in 2011. However,
we point out that the kinematic radial velocity is generally greater (by up to 200
km/s) than in situ data. The discrepancy is particularly large at STEREO-A for the
latter half of the period. As for proton density, the kinematic solution shows smaller
fluctuations compared to in situ data for most of the period at both spacecraft.
Overall, the kinematic solution appears to be in better agreement with spacecraft
data at STEREO-B than at STEREO-A, which is most likely due to the smaller
longitudinal offset between STEREO-B and Earth because STEREO-A and -B were
15◦ and 10◦ ahead and behind Earth at the time, respectively. This shows that
while the kinematic reconstruction remains fairly accurate within 20◦ of Earth, the
accuracy may fall rapidly as the longitudinal distance from Earth increases as we see
in Figures 5.10 and 5.11. However, we must note that the large discrepancies in the
kinematic solution at STEREO, in 2011 for example, may in part be due to a lack
of sufficient number of IPS lines of sight in those directions during some portions of
that period.
Figure 5.16 shows the radial velocity and number density comparisons at
Ulysses. Again, we generally observe the same large differences in radial velocity
between the MHD and kinematic models as seen at Earth. We should note that
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Figure 5.13: Proton radial velocity (km/s) and number density (cm−3 ) at Earth for
CRs 2058–2063 (21 June – 01 December 2007). 1-hour averages of in situ measurements are shown as reference. The MHD solution is shown in black, while in situ data
and kinematic values are shown in red and green, respectively [Kim et al., 2014b].
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Figure 5.14: (a) Radial velocity (km/s) and (b) proton number density (cm−3 ) at
STEREO-A for CRs 2058–2063 (21 June – 01 December 2007). 1-hour averages of
in situ measurements are shown as reference. The MHD solution is shown in black,
while in situ data and kinematic values are shown in red and green, respectively [Kim
et al., 2014b].
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Figure 5.15: (a) Radial velocity (km/s) and (b) proton number density (cm−3 ) at
STEREO-B for CRs 2058–2063 (21 June – 01 December 2007). 1-hour averages of
in situ measurements are shown as reference. The MHD solution is shown in black,
while in situ data and kinematic values are shown in red and green, respectively [Kim
et al., 2014b].
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Figure 5.16: (a) Radial velocity (km/s) and (b) proton number density (cm−3 ) at
Ulysses for CRs 2058–2063 (21 June – 01 December 2007). 1-hour averages of in situ
measurements are shown as reference. The MHD solution is shown in black, while
in situ data and kinematic values are shown in red and green, respectively. Number
density is shown scaled to 1 AU assuming a R−2 dependence [Kim et al., 2014b].
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Ulysses moved from the heliographic latitude of -40◦ to +70◦ while passing the perihelion at 1.39 AU in the middle of the period. As Ulysses crossed the ecliptic plane
on 19 August 2007, it came within 12◦ of Earth longitudinally. The fluctuations in
radial velocity show a relatively good overlap between the kinematic solution and the
Ulysses measurements in the middle of the period when Ulysses is near the perihelion
and around the ecliptic plane. However at other times when Ulysses is at mid- to
high latitudes and somewhat farther out, the radial velocity in the kinematic solution
is dramatically overestimated at the southern heliographic latitudes and consistently
underestimated at the northern heliographic latitudes compared to in situ measurements. Furthermore, the proton number density in the kinematic model appears to
be not as accurately reproduced as at Earth, especially at the northern heliographic
latitudes where it shows large fluctuations both in density and velocity that were not
observed by Ulysses. Again, some of the large discrepancy of the kinematic solution
at high heliographic latitudes may be attributed to insufficient number of IPS lines
of sight.

5.6

5.6.1

Boundary Values Modified Ad Hoc

CRs 2114–2115 (26 August – 19 October 2011): Boundary Velocity
Reduced by 10%
The MHD and kinematic solar wind models produce substantially different re-

sults at Earth in part due to the lack of acceleration in the kinematic model. Therefore, it is likely that the radial velocity at the 0.25 AU boundary are somewhat
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overestimated in the kinematic model, and this produces generally larger velocities
at 1 AU in a MHD model. While it would be best to restrict any modification of the
boundary values to take place within the tomography program, it is interesting to see
how a MHD solution would change with a slightly modified boundary data set. Thus,
we make a simple adjustment to the kinematic boundary data for CRs 2114–2115 by
reducing the radial velocity by 10%. The results are shown in Figure 5.17 along with
OMNI 1-hour averaged data and the kinematic solution. Though the discrepancy between the models remains somewhat large at around 2011.8, the MHD radial velocity
shows much better agreement with the OMNI and the kinematic values throughout
the period. Since the proton velocity is smaller by 10% at the inner boundary now,
solar wind structures of different speeds have longer time to interact with each other
between 0.25 and 1 AU in the MHD model and thus produce slightly larger density
fluctuations at Earth.
Although in situ measurements of the solar wind velocity or density are not
available for comparison at Mercury and Venus during this time period, it is still
interesting to see how the reduced boundary velocity changes the MHD solution at
these locations. Since the IPS measures the solar wind speed at distances closer
to ∼0.3 AU than Earth, we assume that the kinematic velocities, which have been
adjusted to closely match IPS data, can serve as reference values in this region (0.3–
0.7 AU). Therefore, we extract the MHD solutions at Mercury and Venus and present
them in Figures 5.18 and 5.19. The MHD results from the reduced boundary velocity
are shown in blue while the original MHD results and the kinematic solution are
shown in black and green, respectively.
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Figure 5.17: Radial velocity (top, in km/s) and proton number density (bottom,
in cm−3 ) at Earth for CRs 2114–2115 (26 August – 19 October 2011). The MHD
solutions obtained with boundary radial velocities reduced by 10% are shown in blue,
whereas the kinematic solutions are represented by green. We also show OMNI 1-hour
averages in red [Kim et al., 2014b].
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Figure 5.18: Radial velocity (top, in km/s) and proton number density (bottom,
in cm−3 ) at Mercury for CRs 2114–2115 (26 August – 19 October 2011). Number
density is shown scaled to 1 AU assuming a R−2 dependence. The MHD solutions
obtained with boundary radial velocities reduced by 10% are shown in blue, whereas
the kinematic solutions are represented by green. We also show the MHD solution
from unmodified boundary values in black [Kim et al., 2014b].
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Figure 5.19: Radial velocity (top, in km/s) and proton number density (bottom, in
cm−3 ) at Venus for CRs 2114–2115 (26 August – 19 October 2011). Number density is
shown scaled to 1 AU assuming a R−2 dependence. The MHD solutions obtained with
boundary radial velocities reduced by 10% are shown in blue, whereas the kinematic
solutions are represented by green. We also show the MHD solution from unmodified
boundary values in black [Kim et al., 2014b].
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During CRs 2114–2115, the heliocentric distance of Mercury varies between 0.3
and 0.45 AU. Thus, the MHD (black) and the kinematic radial velocities are nearly
identical in the first third of the period as shown in Figure 5.18 when Mercury remains
mostly at 0.3 AU, which is just above the inner boundary. However, as Mercury moves
out from 0.3 to 0.45 AU in the second third of the period, the radial velocity difference
steadily grows until it reaches about 50 km/s. The density comparison in Figure 5.18
shows nearly identical values initially, but as radial velocity grows with increasing
heliocentric distance, the MHD solution deviates to somewhat smaller values than
the kinematic density. This is expected since the solar wind is expanding faster at
0.45 AU in the MHD model than in the kinematic model.
With the radial velocity at the inner boundary reduced by 10%, the MHD
results (blue) at Mercury are as much as ∼50 km/s lower than the kinematic values
in the first third of the period (at around 0.3 AU), but they match the kinematic
solution better at ∼0.45 AU now. It appears that the reduction of the boundary
velocity has caused no significant changes in the MHD density at Mercury as shown
in Figure 5.18.
We also look at Venus whose heliocentric distance stays almost constant at
0.72 AU during the period. While there are a few places where the discrepancy in
the MHD solution (black) is unusually large, such as at 2011.72 where the difference
is greater than 100 km/s in Figure 5.19, the amount of the velocity difference is
around 50 km/s, similar to what we see at Mercury. More interestingly, with the
reduced boundary velocity, the MHD solution (blue) shows better agreement with the
kinematic velocity at Venus. However, as shown in Figure 5.19, the modification of
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the boundary velocity has caused relatively larger changes in density than at Mercury.
For example, the density peaks are significantly smaller at 2011.71–2011.72 or larger at
2011.75–2011.76 and 2011.805–2011.820. In general, the difference between the MHD
and the kinematic densities grows somewhat larger with smaller boundary velocities.

5.6.2

CRs 2058–2063 (21 June – 01 December 2007): Boundary Velocity
Reduced by 20%
For CRs 2058–2063, we reduce the boundary velocity by 20% to achieve the

best match at Earth. The MHD results at Earth are shown together with OMNI
data and the kinematic solution in Figure 5.20, while we also provide comparisons at
Ulysses in Figure 5.21. Comparisons of the MHD models (with or without the 20%
change in the boundary velocities) to the kinematic solution at Mercury and Venus
are shown in Figures 5.22 and 5.23.
At Earth and Ulysses, the MHD velocity (blue) matches the kinematic solution
better while there are no significant changes in density. As a result, the smaller MHD
velocity at Ulysses shows somewhat better agreement with in situ data around the
ecliptic plane in the middle of the period, but there are still large discrepancies at
higher latitudes. In the last third of the period when the spacecraft travels from the
heliographic latitude of +30◦ to +70◦ , the MHD velocity is ∼200 km/s lower than the
in situ measurements. To improve the MHD velocity at high latitudes, it is obvious
that more complicated adjustments are needed.
At Mercury, the MHD velocity (blue) is much smaller (by up to 20%) than
the kinematic velocity, while the MHD density shows little change at both Mercury
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Figure 5.20: Radial velocity (km/s) and proton number density (cm−3 ) at Earth for
CRs 2058–2063 (21 June – 01 December 2007). The MHD solutions obtained with
boundary radial velocities reduced by 20% are shown in blue, whereas the kinematic
solutions are represented by green. We also show 1-hour averages of in situ data in
red [Kim et al., 2014b].
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Figure 5.21: Radial velocity (km/s) and proton number density (cm−3 ) at Ulysses
for CRs 2058–2063 (21 June – 01 December 2007). Number density is shown scaled
to 1 AU assuming a R−2 dependence. The MHD solutions obtained with boundary
radial velocities reduced by 20% are shown in blue, whereas the kinematic solutions
are represented by green. We also show 1-hour averages of in situ data in red [Kim
et al., 2014b].
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Figure 5.22: Radial velocity (km/s) and proton number density (cm−3 ) at Mercury
for CRs 2058–2063 (21 June – 01 December 2007). Number density is shown scaled
to 1 AU assuming a R−2 dependence. The MHD solutions obtained with boundary
radial velocities reduced by 20% are shown in blue, whereas the kinematic solutions
are represented by green. We also show the MHD solutions from unmodified boundary
values in black [Kim et al., 2014b].
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Figure 5.23: Radial velocity (km/s) and proton number density (cm−3 ) at Venus for
CRs 2058–2063 (21 June – 01 December 2007). Number density is shown scaled to 1
AU assuming a R−2 dependence. The MHD solutions obtained with boundary radial
velocities reduced by 20% are shown in blue, whereas the kinematic solutions are
represented by green. We also show the MHD solutions from unmodified boundary
values in black [Kim et al., 2014b].
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and Venus. The difference between the MHD and the kinematic radial velocities at
Venus is generally smaller than at Mercury but still quite large. It appears that a
10% reduction in the boundary velocity would produce better agreement between the
MHD and the kinematic velocities at Venus as it did in CRs 2114–2115.
Further tweaking of the boundary values by adjusting the densities or modifying the velocities in more complicated ways might help to fit the MHD results more
closely with OMNI and Ulysses data. However, it would be difficult to ensure that
the resulting 3D MHD solution produces reasonable results within 1 AU. It is clear
that one should carefully consider the physical properties governing the outward flow
of the solar wind when making any ad hoc modifications of the boundary values.
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CHAPTER 6

SUMMARY AND CONCLUSIONS

Improved understanding of the Sun and the heliosphere is critical to the future of space exploration (both human and robotic) and the survival of the human
civilization in the longer term. In recent years, numerical modeling has become an
integral part of heliophysical study as the development of advanced, powerful computational resources has enabled the testing of complicated theoretical models. However,
numerical modeling of the solar wind outflow to the regions bounded by the LISM
remains challenging, in large part due to the dynamic nature of the solar plasma and
the lack of continuous long-term boundary conditions that accurately capture the 3D
time-evolving solar wind parameters. Hence, this study has used tomographic reconstructions of the inner heliosphere from IPS observations as time-dependent inner
boundary conditions because they are readily available for such use and are known
to be reasonably accurate.
Using the MHD-IPS tomography results obtained with the Helios correlations
of n(vR ) and T (vR ) [Hayashi et al., 2003], a two-fluid (one proton and one neutral
hydrogen population) simulation was performed for a 11-year period starting in 2001.
The outer boundary values for the distant LISM were taken from earlier studies by
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Borovikov et al. [2011] and Heerikhuisen et al. [2010]. The simulation results showed
that the TS crossings of V1 and V2 took place at 84 AU and 81.5 AU [Kim et al.,
2012a], respectively, whose difference is much smaller than the actual difference of
approximately 10 AU. A close inspection of the solar wind parameters at Earth and
Ulysses in the MHD-IPS tomography results revealed that the solar wind dynamic
pressure is generally inconsistent with the spacecraft data and needs improvement
[Kim et al., 2012a].
Subsequently, the MHD-IPS tomography has employed a newer set of n(vR )
and T (vR ) correlations determined from the Ulysses spacecraft measurements [Ebert
et al., 2009; Pogorelov et al., 2013a] to improve the solar wind reconstruction, particularly at Ulysses. While Ulysses and OMNI data indicate that the solar wind dynamic
pressure generally rises between 2001 and 2004 and then decreases gradually after
2005, the MHD-IPS results show mostly flat and slowly rising solar wind dynamic
pressure at both of those locations for the whole period. This is still an improvement
over the previous results obtained with the Helios correlations of n(vR ) and T (vR ).
Indeed, the two-fluid simulation results using the inner boundary conditions from this
version of MHD-IPS tomography showed a larger difference (7–10 AU) between the
TS crossings by V1 and V2 [Kim et al., 2014a]. However, V2 crosses the TS multiple
times, which is most likely due to an unrealistic dynamic pressure dip occurring in
the southern hemisphere in the inner boundary conditions.
Therefore, we look to another source of realistic inner boundary conditions,
namely the UCSD time-dependent tomography results iteratively-fit to STEL-IPS
and near-Earth in situ plasma measurements, to drive a heliospheric MHD model.
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Since the MHD model can provide a physically accurate description of the 3D largescale solar wind structure throughout the inner heliosphere, we anticipate that use
of the IPS-derived time-varying boundary values in a MHD model would reproduce
the fluctuations in solar wind parameters at Earth and various spacecraft trajectories
realistically. This is a reasonable expectation because the current version of the
time-dependent tomography routinely reproduces the proton velocity and density at
Earth with good accuracy (typically with correlations of 0.9 or better). Ultimately,
the MHD reconstruction of the inner heliosphere may be extrapolated to the region
bounded by the LISM plasma in a more complicated model, such as the multi-fluid
or the MHD-kinetic model available in MS-FLUKSS, which accounts for the charge
exchange process between ions and neutrals and the pickup ion effects that influence
the structure of the outer heliosphere profoundly.
With the UCSD inner boundary data provided on a spherical surface at 0.25
AU, we propagate the SW out to 2 AU and compare the MHD solution with both the
in situ plasma data and the UCSD tomography output at various locations. Realistically, we do not expect our heliospheric MHD model to outperform the kinematic
model used by the UCSD tomography within 1 AU since the former, though more
advanced and physically complete than the latter, is not best-fit to IPS observations
(and near-Earth spacecraft measurements). Nevertheless, we still expect the MHD
model to provide relatively accurate 3D reconstruction of the inner heliosphere that
may be extended to the outer heliosphere.
In the MHD analyses using kinematic inner boundary values fit to only STEL
IPS data, STEL IPS with ACE Level-0 data, and STEL IPS with Wind data [Yu
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et al., 2012], we observed large discrepancies between the MHD solution and OMNI
data, though the results generally improved with the inclusion of the Wind data
[Kim et al., 2012b, 2014a,b]. At first, we suspected some potentially significant errors
associated with multiple steps of interpolation at the inner boundary contributing
to the large discrepancies at Earth. By using higher-resolution boundary data, we
have minimized the error due to interpolation that could be a non-negligible factor
in the presence of transient structures. The results imply that fundamental differences between the MHD and kinematic models regarding solar wind acceleration are
responsible for the sizable discrepancy between the MHD solution and in situ measurements at Earth. Overall, the MHD velocities are substantially higher than both
OMNI and the kinematic model values for CRs 2114–2115 and 2058–2063, while the
density fluctuations grow generally larger with distance in the MHD model than in the
kinematic model. The discrepancy between the kinematic and MHD calculations for
the same boundary conditions indicates obvious differences between the two models
[Kim et al., 2014b].
Although we have shown that it may be possible to enhance the MHD solution in the vicinity of Earth by adjusting the boundary values in an ad hoc fashion,
such approach should be taken with great care to ensure that the resulting 3D MHD
solution maintains reasonable agreement with IPS data [Kim et al., 2014b]. However,
it would be more practical and feasible to simply replace the kinematic solar wind
model in the time-dependent tomography with a MHD model as suggested by Jackson
et al. [2007b] and Bisi et al. [2008]. By doing so, the iteratively-fit heliospheric MHD
model would provide more realistic solar wind reconstruction within the entire com112

putational domain. Moreover, the upgraded time-dependent tomography program
would play an integral role in mapping the global heliosphere by delivering better,
more reliable inputs to models of the outer heliosphere.
Supported by the NSF SHINE program for the next three years, a fully timedependent MHD-based IPS tomography program will be developed at UAH. To complement the STEL IPS data, the new tomography program will utilize another source
of IPS data that provides much larger number of observations per day, i.e., the Ooty
Radio Telescope in India [Manoharan, 2009]. The larger number of IPS observations
(hundreds of sources per day for Ooty) would allow us to use higher resolution in the
tomography that may improve the solar wind reconstruction, particularly at high heliographic latitudes where relatively few number of observations are available. In fact,
Bisi et al. [2009b] have analyzed tomographic reconstructions from both STEL and
Ooty IPS data for early-November 2004, which was an active period of geomagnetic
activity, and determined that the Ooty reconstructions were better than the STEL
IPS and/or SMEI reconstructions during that period. By providing more realistic
3D solar wind reconstruction for the inner heliosphere, the time-dependent MHD tomography would be immensely helpful in analyzing the plasma measurements by the
Solar Probe Plus spacecraft, which is scheduled to launch in 2018 to explore the vast
region between 1 AU and roughly 10 solar radii.
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