Introduction
In every aspect of professional life, improving the work conditions, reducing the costs and increasing the productivity are the goals that managers try to achieve. Nevertheless, one must have in mind that compromises has to be made along the way. The process where we chose what is most important usually is called optimization.
No mater the field of optimization, the problem must be transfered to a problem of mathematical optimization. The mathematical optimization refers to the selection of a best element from some defined domain. Depending on the type of the problem it can be solved by one of the many techniques for mathematical programming. Here we give a list of commonly used mathematical programming techniques:
• Linear programming;
• Second order cone programming;
• Quadratic programming;
• Convex programming;
• Nonlinear programming;
• Stochastic programming;
• Robust programming, etc.
As many as there are, the standard techniques are usually designed to solve some specific type of problem. On the other hand, in industry we deal with specific problems in different plants, and for some of them, we cannot find a solution to the optimization problem easily. That is why the engineers around the world work hard to improve these techniques and to make them more general.
Optimization in industry is very important since it directly affects the cost of the production, hence the cost of the product itself. One of the most used algorithms for optimal control in the industry is the Model Predictive Control or MPC.
In this paper we will present a model predictive controller that uses genetic algorithms for the optimization of the cost function. At the begining in the next section we will explain the general idea behind MPC in details. In section 3 we will present the considered plant, and we will give some details about the modeling and identification of the industrial furnace. Also we will present the constraints that should be considered in order to match the physical conditions on the plant. Later, in section 4 the basic idea for GA-based MPC will be presented, along with an overview of the development of this algorithm in the recent years. In section 5 we will present the proposed technique for implementing GA-based optimization that allows straightforward implementation of non convex constraints and we will illustrate the effectiveness of this method through one simulation example of industrial furnace control. At the end we will give final remarks and propose the possibilities for future research in this area.
Model Predictive Control -basic concept and structure
Process industries need an easy to setup predictive controller that costs low and maintains an adaptive behavior which accounts for time-varying dynamics as well as potential plant miss-modeling. Accounting these requirements, the MPC has evolved into one of the most popular techniques for control of complex processes. The essence of model predictive control lies in optimization of the future process behavior with respect to the future values of the executive (or manipulated) process variables Camacho & Bordons (2004) . The general idea behind MPC is very simple. If we have a reliable model of the system, represented as in equation (1) or similar, we can use it for predicting the future system outputs. At each consecutive time of sampling k the controls inputs are calculated according to equation (2).
In equation (2), A, B, C, D are the system matrices, and θ is the vector of output disturbances; N c represents the control horizon and the notation u(k + p|k) means the prediction of the control input value for the future time k + p calculated at time k. These control inputs are calculated in such a way as to minimize the difference between the predicted controlled outputs y(k + p|k) and foreseen set points r(k + p|k) for these outputs, over the prediction horizon N p , (p = 1, 2, ... , N p ). Then only the first element from the calculated control inputs is applied to the process, i.e. u(k)=u (k|k) . At the next sample time (k + 1),w eh a v ean ew measurement of the process outputs and the whole procedure is repeated. In every step of this algorithm, the length of the control and prediction horizons is kept same, but is shifted for one value forward (the principle of receding horizon).
One of the early conceptualizations of MPC is presented on figure 1. The control input trajectory over the control horizon is determined in the predictive algorithms on the basis of the model, by minimizing a cost function. A basic structure of MPC is presented in figure  2 . In order to obtain proper results, we must to incorporate constraints to the system that we want to control. This cost function in general consists of two parts. The first one represents the differences between the set points and the predicted outputs and is known as the cost of predicted control errors. The second part represents the penalties for the changes of the control value. The most 21 Model Predictive Controller Employing Genetic Algorithm Optimization of Thermal Processes with Non-Convex Constraints www.intechopen.com common used cost function is the quadratic, and it can be formulated as in equation (3).
The idea is to use one function not only to minimize the output errors, but in a way to keep the changes of the control value at the minimum. The notation in equation 3 is obvious, and the control horizon must satisfy the constraints 0 < N c ≤ N p . In order to get decreased dimensionality of the optimization problem which will lead to a smaller computational load, we usually assume that N c < N p .T h ev a l u eo fλ differs depending on the process that we want to control and determines how big control change we will allow to be performed at one step of the algorithm. The predicted control values are obtained with minimizing the cost function.
What is crucial for the MPC is the plant-model mismatch.
In case of precise simulation model, the algorithm guarantees optimal behavior of the plant, but in case of significant plant-model mismatch that can occur due to linearization in the point that is different from the working point of the plant, or mistake in the modeling of the plant, a robust approach must be considered when designing the control.
In this direction, improved modeling and identification methods are required for use in MPC design. The use of linear, non-linear, hybrid and time-delay models in model-based predictive control is motivated by the drive to improve the quality of the prediction of inputs and outputs Allgöwer et al. (1999) ; Dimirovski et al. (2004; 2001) ; Jing & Dimirovski (2006) ; Zhao (2001) .
Model-based predictive control algorithms have been successfully applied to industrial processes, since the operational and economical criteria may be incorporated using an objective function to calculate the control action. The main advantages of MPC (Keyser (1991) ; Prada & Valentin (1996) ) can be summarized as pointed out below.
• Multi-variable cases can be fairly easily dealt with;
• Feed-forward control is naturally introduced to compensate measured disturbances;
• Dynamical processes featuring large time-delays or with non-minimum phase or even instability phenomena can be successfully controlled;
• Constraints can be readily included.
Based on the characteristics, the thermal systems suites best for control process in MPC algorithms (Dimirovski et al. (2004; 2001) ). In thermal systems such as high-power, multi-zone furnaces the complexity of energy conversion and transfer processes it seems to be ideally suited to the quest for an improved control and supervision strategies. Additionally, if we consider that the biggest part form the expences of the industry is the price of the energy resources, it is logical for the scientists to push towards designing and implementing intelligent control algorithms such as MPC. These algorithms trend to reduce the cost and improve the quality of the final product of the companies.
Although commonly used, MPC algorithms still have difficulties dealing with non convex constraints. In order to overcome these difficulties, scientists throughout the world work on developing new nonlinear and soft-computing based MPC algorithms.
The 20 MW industrial furnace in FZC 11 Oktomvri
As a test plant we use a MIMO system representation with three inputs and three outputs.
This system represents a model of a high consumption 20 MW gas-fried industrial furnace, and it has been previously identified in Stankovski (1997) . Structural, non-parametric and parameter identification has been carried out using step and PRBS response techniques in the operational environment of the plant as well as the derivation of equivalent state realization. With regard to heating regulation, furnace process is represented by its 3x3 system model. The families of 3x3 models have 9 controlled and 9 disturbing transfer paths in the steady and transient states Stankovski (1997) . The structural model of the furnace is depicted in figure 3 .
Mass and airmass flow Line speed Fig. 3 . Input/Output Diagram of the conceptual MIMO system model for gas-fired furnace in FZC "11 Oktomvri" Experiments involved the recorded outputs (special thermocouples): temperature changes in the three zones in response to input signal change solely in one of the zones. Firstly, only the burners at the first zone were excited and data for the temperatures in all three zones is collected; the temperature T j and the corresponding fuel flow Q i for each input-output process channel (transfer path) were recorded.
After collecting the data, the parameter modeling of the furnace was conducted and the system's state space model presented in equation 4 was derived.
Where the values od matrix A are defined in equation (5), the values od matrix B are defined in equation (6), and the values od matrices C and D are defined in equation (7).
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The time constants are T 1 = 6.22 min and T 2 = 0.7 min.
The plant we are dealing with is powered by two fuel lines each with capacity of 160 units per sampling period. Each of the three control valves can supply (if the control algorithm needs to) up to 100 fuel units per sampling period. For the three valves that is maximum 300 fuel units per sampling period used, which is covered by the 320 units power of the fuel lines. Nevertheless, it is usual to use only one of the fuel lines and to keep the second line as a backup in case of malfunctioning of the first. In that kind of situation we need to consider the additional constraints on the systems that has been produced by the defect. Although it can implement standard constraints as in equation (8), the standard MPC algorithm, with some improvments, can implement the constraints in the form of equation (9).
What is usual for such plant is that when the process is starting, additional power supply line is started that allows the plant to produce more than 160 fuel units. Nevertheless, this power supply line cannot be used for a long time and must be turned off during steady state regime of the plant. It supplies additional 20 fuel units, that can be used in the sampling period, and 10 more that can be used in the next sampling period. By adding this constraint to our system we derive equation (10).
This mathematical formulation defines a non convex constraint over the optimization problem. Through the literature there can be found only few algorithms that can successfully solve an optimization problem with non convex constraints. One of these algorithms uses an genetic algorithm optimization search in order to optimize the cost function. Using this type of algorithm the designer can easily solve optimization problems over nonlinear plant models and plants with non convex constraints. For further reading of optimization problems subject to non convex constraints, the reader may refer to Raber (1999) 
Presentation of algorithm employing GA in MPC

MPC optimization using genetic algorithms
Genetic algorithms (GA) inspired by Darwinian theory, represent powerful non-deterministic iterative search heuristic Al-Duwaish & Naeem (2001) . Genetic algorithms operate on a population consisted of encoded strings, where each string represents a solution. This algorithm uses the crossover operator in order to obtain the new solutions. Like in humans, the new generation of the solution inherits properties from its parent solutions, both good and bad properties. Each solution from the set has its own fitness value. This value represents a merit that defines the likeliness for surviving in the next generation. It is essential for these algorithms to produce new properties in the next generation. For that purpose the mutation operator is used. This procedure is iteratively repeated until it derives a solution that satisfies some norm or the run time exceeds to some threshold.
To apply this idea to an optimization problem, a first generation is composed of a set of points in the optimization domain. After that a chromosome is defined for each of these points. When the algorithm start to work iteratively in order to obtain new (and better) population, a genetic operator is applied to the chromosomes. Usually, when optimization is the problem, the algorithm chooses the chromosomes with the best evaluation function. These chromosomes have more probabilities to be selected from the chromosomes of the current population. The selected elements are part of the mating, crossover and mutation processes. For detailed reading on genetic algorithms the reader may refer to Goldberg (1989) . Also we would like to recommend some other texts for further reading such as Mitchell (2008), Konak et al. (2006) , Poli et al. (2008) and Weise (2009) that are considering optimization using genetic algoritms form different aspects.
One of the first papers about the genetic algorithms for optimization of MPC were presented by Onnen et al. (1997) and Blasco et al. (1998) . In Onnen et al. (1997) the authors present an algorithm that is a combination of GA and MPC and explore its behaviour in controlling non-linear processes with model uncertainties. In Blasco et al. (1998) the authors also investigate the use of GAs for optimization in nonlinear model-based predictive control but focus on dealing with real-time constraints. Besides the good results showed in the start, there are only few more papers about applications with GA-MPC and algorithm improvements. Most of these papers exploit GA based MPC for nonlinear process control like the ones presented in Al-Duwaish & Naeem (2001) and Potocnik & Grabec (2000) . Nevertheless the potential, the algorithm for GA based MPC is rarely used.
The basic flow diagram of genetic algorithm optimization that is used in this work is presented in figure 4 .
The GA-MPC controller allows a very flexible cost function, and there are no limitations in the model or the index type used to minimize it. These characteristics enable application to non-linear processes and could therefore solve many industrial processes control problems. It is necessary to mention that this control type has the inconvenience of a noticeable computational burden, and this could affect its application to processes that need to consider real-time control. Nevertheless, this controller is very useful for dealing with slow dynamics processes and for implementing complex cost functions. These aspects of GA-MPC are studied below.
Define initial population
Make the crossover 
Non convex constraints
Model predictive control algorithms are usually implemented on models with linear or fixed constraints of the process and control variables. Although sufficient for most of the controllers and processes, in some particular cases, complex constraints can not be neglected. In this work we present an easy to go method for incorporating non convex constraints in model predictive controllers using genetic algorithm optimization of the cost function.
GA-MPC algorithm for easy implementation of non convex constraints
In this subsection we will present an effective algorithm for GA-MPC for dealing with non convex and/or nonlinear constraints. The basic structure of an GA-MPC algorithm is presented in figure 5 .
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Prediction Model
GA-MPC
Referent value
Control alction Output As said before, the optimizer used in the GA-MPC is a genetic algorithm. Genetic algorithms are optimization techniques based on the laws of species evolution. With each generation, a species evolves spreading to adapt better to their environment Blasco et al. (1998) . In order to make the optimization, we need to define a cost function that will serve as a criteria for evaluation of the chromosomes.
The main advantage of GA based MPC algorithms are that they have no restrictions regarding the model of the system that needs to be optimized. That is why this type of algorithms is suitable for use in nonlinear control processes and respectively they can be very useful for solving many industrial processes control problems. One of the downsides of this algorithm is the big computational burden that it introduces. In order to compute the optimal solution of a problem, this algorithm may take up to few seconds, depending of the population and the other settings of the GA, which makes it unsuitable for use in processes that have fast dynamics. On the other hand, the complex thermal processes that exist almost in every industrial plant, usually have very large time constants, and a sampling period that is measured in seconds or even in minutes. That is why we decided to test this algorithm on a complex thermal plant, specifically, for controlling the process of a high consumption industrial furnace.
The proposed genetic-based control algorithm is shown in figure 5 . This controller uses the model obtained with identification of the industrial furnace in FZC 11 Oktomvri factory in Kumanovo to search for the optimal control signals. In the same time this algorithm must comply with the constraints of the system, and optimize the cost function as given in the previous section. At every step time k the algorithm executes the following operations in the listed order.
1. Evaluate the outputs of the system, using the identified model.
2. Use genetic algorithm optimization search to find the optimal control moves for the cost function that satisfy the constraints. This can be accomplished as follows: (a) generate a set of random possible control moves.
(b) find the corresponding process outputs for all possible control moves using the identified models. (c) evaluate the fitness of each solution using the cost function and the process constraints. (d) apply the genetic operators (selection, mating, crossover and mutation) to produce new generation of possible solutions. (e) repeat this procedure until predefined number of generations is reached and thus the optimal control moves are determined.
3. Apply the optimal control moves generated in step 2 to the process.
Repeat steps 1 to 3 for time step k + 1
This algorithm was originally proposed in Al-Duwaish & Naeem (2001), we have used it with some adoptation as it can be seen from the text.
The practical implementation of the GA based MPC is performed in MATLAB software package, using the Genetic Algorithm Toolbox. This package also lets you specify:
• Population size The constraint can be implemented using a constraint property of the toolbox in the following format: c =[u pc (1)+u pc (2)+u pc (3) − 180; u pc (4)+u pc (5)+u pc (6) − 170; u pc (7)+u pc (8)+u pc (9) − 160; u pc (10)+u pc (11)+u pc (12) − 160; u pc (13)+u pc (14)+u pc (15) − 160; ];
Here u pc (1), u pc (2), u pc (3) are the control actions for the three valves in the following sampling period and these values need to be calculated in a way to optimize the control of the furnace. Respectively u pc (4), u pc (5), u pc (6) ; u pc (7), u pc (8), u pc (9) ; u pc (10), u pc (11), u pc (12) and u pc (13), u pc (14), u pc (15) are the control actions for the three valves in the second, third forth and fifth sampling period. The presented constraint is in the case of control horizon of 5 sampling period.
Simulation results
The control goal is to keep the temperature in the three zones of the furnace at the referent temperature, with minimum possible fuel consumption. The simulation experiment will be conducted in conditions of malfunctioning of one of the power lines, so the maximum fuel units that can be supplied to the process is 160 (without the additional power supply line that can provide 20 fuel units for limited period of time). According to our previous research we have chosen the most appropriate values for the prediction and control horizon Stojanovski et al. (2009) . In this paper we will compare the result obtained form the GA-MPC algorithm witn and without imlementation of the non convex constraints to the model. In this experiment we are changing the referent temperature in the furnace to three different values, and the controller is trying to minimize the error during the simulation. The temperature in the three zones of the industrial furnace is presented on figure 6, figure 7 and figure 8 respectively. The sum of the control signals, that is subject to the nonstandard constraint is presented on figure 12. We can notice that the control signal, calculated using the genetic optimization based MPC algorithm, never violate the constraints. On the other hand, when using the GA algorithm that consideres the non convex constraints we have small constraint violations during the optimization. From the pictures depicted it is obvious that the second control method, that consideres non convex constraints, is slightly better. The values for the first zone of the furnace, both for GA based MPC that are and are not considering non convex constraints are depicted on figure 9. For the second and third control valve the results are depicted on figures 10 and 11 respectively.
It is obvious that both control algorithms have satisfactory behaviour and are reaching the referent temperatures. Anyway, one must point out that the GA-MPC algorithm that has not Comparison of the control moves on valve 3 using GA MPC with convex and nonconvex constraint Sampling Periods Valve opening (percentage) GA MPC using convex constraints GA MPC using non−convex constraints Fig. 11 . Comparison of the calculated control moves for control valve 3 (convex vs. non-convex GA-MPC) implemented non convex constraints on the cost function has worse performance than the one that has implemented non convex constraints. The difference in the calculation of the control signal is obvious if we look at figure 12, where the algorithm with convex constraints can not include the additional power supply line into the calculation of the optimal control moves. 
Conclusion
The simulations of the proposed MPC with genetic algorithm optimization can track the referent temperature reasonably good under the defined constraints. We have presented an easy solution for implementing nonstandard constraints in MPC algorithms that improves the results of the standard MPC algorithms while slightly increasing the processing power.
We have shown that the use of GA-MPC can significantly improve industrial control of complex processes through implementing complex cost functions, but the engineers must have in mind that this algorithm still cannot be implemented on a fast dynamics processes. Besides GA-MPC's great potential for industry application, this technique is rarely used in industry.
