A Monte Carlo algorithm that performs a random walk in energy space has been used to study random coil-helix and random coil-beta sheet transitions in model proteins. This method permits estimation of the density of states of a protein via a random walk on the energy surface, thereby allowing the system to escape from local free-energy minima with relative ease. A cubic lattice model and a knowledge based force field are employed for these simulations. It is shown that, for a given amino acid sequence, the method is able to fold long polypeptides reproducibly. Its results compare favorably with those of annealing and parallel tempering simulations, which have been used before in the same context. This method is used to examine the effect of amino acid sequence and chain length on the folding of several designer polypeptides.
I. INTRODUCTION
The protein folding problem has challenged researchers for several decades. Today, as the genomic puzzle is being elucidated, scientists are gradually turning their attention to proteomics, in the hope of predicting the structure and function of proteins from knowledge of their sequence. Predicting a protein's three-dimensional structure, exploring its energy landscape, understanding the kinetics of the folding process and computing its thermodynamic properties are all problems of current interest.
In recent years, considerable progress has been achieved in our understanding of protein folding. The energy landscape theory has provided a theoretical framework in which to work; important insights into the stability and dynamics of complex systems have emerged from that formalism ͑as recently reviewed in Ref. 1͒. The energy landscape approach has led to a renewed interest in determining the precise nature of a protein's energy surface, as well as, that of transitions between different basins of that surface. For a protein, that landscape is now believed to consist of a multitude of local minima separated by high energy barriers.
Given the complexity of proteins, molecular simulations have been used extensively to examine their structure and function. 1 Unfortunately, conventional canonical molecular dynamics and Monte Carlo simulations are ill-suited to sample their energy landscape; with few exceptions, simulations have only been able to provide partial answers to the questions that arise in the study of proteins.
Several advanced techniques have been proposed in attempts to improve the simulation of protein and polymer structure. Some of the more recent methods have relied on the idea of generalized ensembles such as multicanonical ensembles and simulated tempering. [2] [3] [4] [5] [6] [7] [8] Multicanonical methods are particularly attractive in that they rely on the idea of artificially eliminating the energy barriers, thereby circumventing some of the problems associated with traditional sampling techniques ͑e.g., trapping in local free energy minima͒. Furthermore, they also permit efficient calculation of thermodynamic quantities with high accuracy. These techniques, however, have the disadvantage of being computationally demanding and tedious. They require an iterative calculation of weight factors which are not known a priori. And, while algorithms to compute multicanonical weight factors have continually been modified, 9-10 significant efforts must still be devoted to their calculation.
In this work, a Monte Carlo method proposed by Wang and Landau 11 is implemented for the study of protein folding. Its results are compared to those of simulated annealing and parallel tempering calculations. Like other multicanonical algorithms, this method seeks to overcome the problems associated with local free energy barriers. However, in this method temperature plays no role in the sampling and a direct estimate of the density of states is generated in a self consistent manner.
Without loss of generality, a lattice model is used in this work to represent proteins. The model is sufficiently simple to permit efficient calculations ͑needed for precise characterization of the thermodynamics of the folding process͒ and it is sufficiently detailed to capture many of the physical interactions that give rise to complex three-dimensional structures comprising ␣-helices and ␤-sheets.
II. METHODS

A. Model
The lattice model employed here is based on the sidechain-only ͑SICHO͒ model by Kolinski et al. [12] [13] [14] [15] Each amino acid is represented by the centroid of its side chain; a protein is modeled as a chain connecting these virtual particles on a cubic lattice, with the lattice spacing corresponding to 1 Fig. 1͒ , is associated with each interaction site or amino acid. These 19 points are the center, six nearest neighbors at a unit distance from the center, and 12 second nearest neighbors at a distance 2 1/2 from the center. To describe bulkier residues, this hard core interaction is supplemented by a soft repulsive sphere having a radius whose magnitude depends on the two amino acids involved in pairwise interactions.
The knowledge-based force field proposed by Kolinski et al. 12, 14, 15 includes a chain stiffness potential, a secondary structure bias, short-range interactions, hydrogen-bond interactions, and long-range interactions. The parameters describing these interactions were originally derived by analyzing several geometric characteristics of known protein structures, which were then translated into a lattice discretized form. Different values are reported for the prefactors of these different energy components in the two citations ͑e.g., coefficient of E hbond is 1.25 in Ref. 12 , whereas it is 0.875 in Ref.
14, similarly the prefactors for E short range differ in the two references͒. In this work, we therefore chose to adjust these prefactors on the basis of our own structure prediction results for small globular proteins.
The effective potential energy function used in our simulations has the form E total ϭE stiff ϩE struct ϩE map ϩ1.25E hbond ϩ0.5E shortrange ϩ1.25E longrange , ͑1͒
where E stiff is the chain stiffness energy, E struct and E map represent the secondary structure bias, E hbond denotes the energy of the hydrogen bond network, and E shortrange and E longrange are the short-range and long-range contributions to the energy, respectively. Details of the calculation of the various energy components and the necessary parameters can be found in Refs. 14 and 15.
Three artificial polypeptide sequences of varying lengths are considered in this work. The first two sequences, SeqA and SeqB, were used by Ilkowski et al. 12 in the original development of the lattice model employed here. The third sequence, SeqC or polyalanine, was used in the literature for the study of the helix-coil transition using a multicanonical algorithm. 7 These three sequences can be written as
As discussed in Ref. 13 , SeqA has the characteristics of a helical structure; a repeat period of 7-residues, with well defined hydrophobic ͑alanine and leucine͒ and polar ͑serine͒ residues. Alanine and serine are often found in the helical fragments of proteins. SeqC, too, is therefore expected to form a helix. On the other hand, valine and threonine residues often appear in beta sheets; SeqB is therefore used to study ␤-sheet structures. The values of chain length n, considered in this work range from 10 to 56.
B. Simulation method
Three types of Monte Carlo methods are considered in this work: simulated annealing, parallel tempering, and the Monte Carlo method proposed by Wang and Landau.
11 In simulated annealing, conventional, canonical-ensemble simulations are started at a high temperature, from a totally random initial configuration. The system is then gradually cooled in steps, allowing it to equilibrate at each temperature. The final structure obtained at the lowest temperature is assumed to be the stable, folded conformation of the protein.
In parallel tempering, N noninteracting copies or replicas of the protein molecule are simulated in N boxes, each at a different temperature. In addition to the standard Monte Carlo moves in each box, the conformations in different replicas are swapped at regular intervals. Trial swaps are accepted with probability
where ⌬E i j is the difference in energy between conformations in boxes i and j, and where ⌬␤ i j is the difference between their inverse temperatures. The exchange between the structures in different replicas facilitates relaxation of structures that might otherwise be trapped in local energy minima. This feature is absent from standard annealing simulations, and parallel tempering is therefore believed to be a more effective technique for locating the global free energy minimum of the protein.
In the annealing and parallel-tempering methods described above, a traditional Monte Carlo simulation is conducted in each replica or simulation box. At any given temperature, configurations are therefore generated with a probability P(E) proportional to the Boltzmann weight, i.e.,
where g(E) denotes the density of states corresponding to energy level E. Recently, Wang and Landau 11 have proposed a novel simulation technique which, when applied to the Ising model, permits accurate estimation of the density of states of that model. This method has elements of multicanonical sampling in that the weight factor is the reciprocal of the density of states. Multicanonical techniques have been used before to study protein folding. 7, 10 Our work differs from previous studies in that the Wang and Landau's technique is employed to construct a random walk in energy space. In order to avoid confusion with earlier multicanonical implementations, we refer to the method employed here as the random walk algorithm ͑RWA͒. The goal of this method is to generate a random walk in energy space with probability proportional to the reciprocal density of states, i.e.,
If g(E) was known with sufficient accuracy, a RWA simulation would lead to flat energy histograms. The density of states however, is not known a priori. In RWA, it is generated ''on the fly'' as the simulation proceeds. At the beginning of the simulation, g(E) is assumed to be unity for all energy levels E. Trial Monte Carlo moves are accepted with probability,
where E 1 and E 2 are the energy of the system before and after a trial move. After each trial move, the corresponding density of states is updated by multiplying the current, existing value by a convergence factor f which is greater than unity (f Ͼ1), i.e.,
If the move is rejected, the instantaneous energy of the system remains unchanged at E 1 , and therefore g(E 1 ) is modified by the convergence factor. If the move is accepted, g(E 2 ) is modified. We have used an initial convergence factor of e 1 Ӎ2.718 28 in all our simulations. Every time that g(E) is modified, a histogram of energies H(E) is also updated. The g(E) refinement process outlined above is continued until H(E) becomes sufficiently flat. In this work, we consider a histogram to be flat if H(E) for all possible E is not less than 80% of the average energy histogram, ͗H(E)͘. Once this condition is satisfied, the convergence factor is reduced by an arbitrary amount. Here we follow Wang and Landau's recommendation, and we set f new ϭͱf old . The energy histograms are then reset to zero (H(E)ϭ0), and a new simulation cycle is started, continuing until the new histogram H(E) is flat again. The process is repeated until f is smaller than some specified value, e.g., f final ϭexp(10 Ϫ8 ) in our case. Throughout the course of the simulation, the condition of detailed balance is not satisfied. Only towards the end of a calculation, when f →1, is detailed balance approached. Thermodynamic averages are therefore calculated using only information generated during the last iteration step of the process described above.
The main product of a simulation is the density of states over a specified energy range, which is determined to within a multiplicative constant. In Wang and Landau's original formulation, the energy range of interest is decomposed into a set of smaller energy windows, in which independent RWA simulations are conducted; g(E) data corresponding to different overlapping energy windows can subsequently be combined to yield the density of states over a wider energy range. Thermodynamic quantities such as the free energy F(T), internal energy U(T), entropy S(T) and specific heat capacity C(T) are then determined according to
C͑T ͒ϭ
For the specific case of the Ising model, Wang and Landau have suggested dividing the energy range of interest into small overlapping windows to facilitate convergence. For proteins, however, it is advisable to use sufficiently large energy windows, so that drastic moves needed to restructure the protein conformation can be implemented, and their likelihood of being rejecting is not too high. In fact, our experience indicates that window sizes below some critical size may lead to erroneous results in the form of incorrect transition temperatures. If a window is too narrow, the system can be trapped in a low probability configuration, and be deprived of a mechanism to escape that minima, without violating the bounds imposed by the window size. This also emphasizes the need for drastic Monte Carlo moves that enhance sampling and increase the efficiency of walks in the energy space. All of the simulations described above ͑annealing, parallel-tempering, and RWA͒ have been conducted using two kinds of trial moves. In the first of these, a randomly chosen interaction site is displaced by a random amount of up to 5 1/2 lattice units, taking into consideration the fact that bond length and excluded volume constraints must not be violated. These moves are accepted with probability given by 17 P acc ϭmin͓1,exp͑Ϫ␤⌬E ͔͒. ͑11͒
As discussed above, local moves are insufficient to generate drastic configurational rearrangements of a protein's structure. A second type of nonlocal trial move, namely a pivot move, is therefore introduced. 18 In a pivot move, an interaction site is randomly assigned to act as a pivot point for either the amino or the carboxyl end segment of the protein ͑with equal probability͒; these segments are then rotated clockwise or anticlockwise by 90°about this pivot site and about a randomly chosen axis. The direction cosine method is used to generate the postmove coordinates, and the move is accepted with probability given by Eq. ͑11͒.
III. RESULTS AND DISCUSSION
All of the methods employed in this work were successful at folding short SeqA, SeqB, and SeqC sequences into the correct structure. Figures 2 and 3 show the initial and folded structures obtained from our simulations for one such sequence of both the secondary structure class: 42-residue SeqA ͑␣-helix͒ and 42 residue SeqB ͑␤-sheet͒, respectively.
In Fig. 4 , the average conformational energy obtained from annealing and tempering simulations is compared to that obtained from RWA simulations. The annealing and tempering simulations provide thermodynamic information only at discrete temperatures. Histogram reweighting techniques can subsequently be used to extract more information from individual simulation runs. In contrast, the RWA method provides a direct and precise estimate of the energy distribution and other thermodynamic quantities over the entire temperature range of interest from a single calculation. The results of all methods are consistent with each other. Note, however, that RWA simulations require a fraction of the computational effort of annealing or parallel-tempering simulations. Figure 5 shows specific-heat curves for SeqA and SeqB peptides of two different lengths. The two sequences exhibit a different folding behavior. For both chain lengths, the ␤-sheets ͑SeqB͒ exhibit a lower transition temperature and specific heat than the ␣-helices ͑SeqA͒. This is different from the findings of Skolnick et al. 12 who reported that ␤-sheets have a higher transition temperature and much larger specific heats than ␣-helices. Note, however, that in our force field we have chosen not to incorporate contributions such as the multibody potential 14 and the centrosymmetric potential; 12 also the prefactors are different; this could be the cause of the discrepancies between our results and theirs. The absence of an explicit solvent treatment may also result in incorrect folding behavior. Polypeptides having the same amino acid sequence have been shown to form both ␣-helix and ␤-sheet structures, depending on the electrostatic environment. 6 We too find that, in some of our RWA simulations of SeqB, though the ␤-sheet structure dominates the folded conformation regimes, some of the folded configurations ͑energy minima͒ do exhibit a helical structure. This finding suggests that minor perturbations of the force field ͑or environment͒ could balance the distribution of structures in favor of helices. A more accurate characterization of these transitions would merit a higher resolution model. Here we merely point out that the RWA method is able to reveal a level of conformational detail that is not afforded by other simulation techniques. Figure 6 shows the effect of chain length on the three designer sequences. The peak in the specific heat as a function of temperature is identified with the folding transition. All of our results for transition temperatures are summarized in Table I . The trend for SeqA and SeqB at different lengths are in agreement with the literature. 12 As the peptide chain length is increased, the transition temperature also increases. This increase appears to be more pronounced for ␤-type polypeptides ͓Fig. 6͑b͔͒.
The RWA method provides a sufficiently high resolution in the helix-forming SeqA peptide ͓Fig. 6͑a͔͒ to identify a small but noticeable shift in the peaks with increasing chain length. This was reported to be beyond the resolution of regular canonical simulations. 12 For the case of SeqC, polyalanine, Hansmann and Okamoto 7 used an all-atom representation and a multicanonical Monte Carlo technique to investigate the folding transition. The results of our RWA simulations using a simpler, lattice model are in good qualitative agreement with their reported trends. As is evident from Fig. 6͑c͒ , the peak height and the transition temperature increase with the number of residues. This is in accordance to what is expected for a thermodynamic phase transition. Based on the results SeqA and SeqC simulations, we can also conclude that the magnitude of the shifts in the peaks and in the peak heights with chain length depends on the amino acid sequence, even for the same secondary structure. The peaks are expected to be more pronounced for a peptide comprising good helix formers ͑e.g., SeqA͒, than for a sequence having a lesser propensity towards a helical structure.
The sequences discussed above have been used in the literature to establish the validity of force fields and the efficiency of simulation techniques. We now extend our analysis of protein folding to several real helical proteins for which the folded structure is available. Figure 7 shows results for one such protein, namely C-peptide. This peptide, also studied by Okamoto, 6 comprises the residues 1-13 of ribonuclease A. The density of states g(E) over a wide energy range as obtained from a single production run of a Fig. 7͑a͒ . The secondary structure obtained at low temperatures is consistent with the experimental structure. The density of states can be used to compute the energy distribution at any temperature of interest. Figure 7͑b͒ presents such a normalized distribution precisely at the transition temperature. Figures 7͑c͒  and 7͑d͒ show the average potential energy and specific heat as a function of temperature. A similar analysis for other helical proteins ͑e.g., 1A11, Protein Data Bank accession number͒ yields results of comparable accuracy. The results are summarized in Table 1 .
IV. CONCLUSION
A Monte Carlo technique based on sampling according to the density of states has been implemented to study the folding transition of several proteins. For model polypeptide sequences, the results of this method are consistent with those of other simulation techniques. In the case of realistic protein sequences, the method is able to generate folded structures in agreement with experimental data. In addition to providing the folded structure of a protein, this method offers the added advantage of providing high-accuracy thermodynamic information over a wide range of interest, thereby offering the possibility of studying folding transitions with an unprecedented level of detail.
For the particular case of a lattice model and a knowledge based force field, the RWA method has been used to examine the effect of amino acid sequence and peptide chain length on the folding behavior of helix-coil and ␤-sheetcoil transitions. Within the limitations of the lattice model, we are able to consider a broad and diverse range of folding behavior. A more detailed study of these transitions using more refined force fields is now under way.
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