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Abstract
We show that except in several cases conjugacy classes of classical Weyl groups
W (Bn) and W (Dn) are of type D. We prove that except in three cases Nichols
algebras of irreducible Yetter-Drinfeld (YD in short )modules over the classical
Weyl groups are infinite dimensional. We establish the relationship between Fomin-
Kirillov algebra En and Nichols algebra B(O(1,2), ǫ⊗ sgn) of transposition over sym-
metry group by means of quiver Hopf algebras. We generalize FK algebra. The
characteristic of finiteness of Nichols algebras in thirteen ways and of FK algebras
En in nine ways is given. All irreducible representations of finite dimensional Nichols
algebras and a complete set of hard super- letters of Nichols algebras of finite Cartan
types are found. The sufficient and necessary condition for Nichols algebra B(M)
of reducible YD module M over A⋊Sn with supp(M) ⊆ A to be finite dimensional
is given. It is shown that hard braided Lie Lyndon word, standard Lyndon word,
Lyndon basis path, hard Lie Lyndon word and standard Lie Lyndon word are the
same with respect to B(V ), Cartan matrix Ac and U(L
+), respectively, where V
and L correspond to the same finite Cartan matrix Ac.
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1 Introduction
Nichols algebras play a fundamental role in the classification of finite-dimensional complex
pointed Hopf algebras by means of the lifting method developed by Andruskiewitsch and
Schneider [AS02]. In this context, given a group G, an important step to classify all finite-
dimensional complex pointed Hopf algebras H with group-like G(H) = G is to determine
all the pairs (O, ρ) such that the associated Nichols algebra B(O, ρ) is finite-dimensional.
Here the pairs (O, ρ) are such that O runs over all conjugacy classes of G and ρ runs over
all irreducible representations of the centralizer of g in G, with g ∈ O fixed. In general,
this is a difficult task since Nichols algebra is defined by generators and relations. In
practice, it is often useful to discard those pairs such that dimB(O, ρ) = ∞. There are
properties of the conjugacy class O that imply that dimB(O, ρ) = ∞ for any ρ, one of
which is the property of being of type D. This is useful since it reduces the computations
to operations inside the group and avoids hard calculations of generators and relations of
the corresponding Nichols algebra.
Fomin and Kirillov [FK99, Conjecture 2.2] point out a conjecture “ En is finite di-
mensional ” to study the cohomology ring of the flag manifold. In [FK99] it is shown
that E3 = 12 and E4 = 24
2 (see [AS02, Section 3.4]). Many papers ( for example,
[MS00, GHV11, Ba06, Ma10]) refer to this conjecture.
Kharchenko and Heckenberger give hard Lyndon bases of Nichols algebras of diagonal
type in [Kh99] and [He05]. All standard Lyndon words in B(V ) were obtained when V
is finite Cartan type in [AA08, Section 4.2].
This work contributes to the classification of finite-dimensional Hopf algebras over
an algebraically closed field of characteristic 0. This problem was posed by Kaplansky
in 1975. The lifting method of Andruskiewitsch and Schneider describes a way to clas-
sify finite-dimensional complex Hopf algebras. In [AS10] they obtained the classification
over the finite abelian groups whose order is relative prime with 210. Nichols algebras of
braided vector spaces (CX, cq), where X is a rack and q is a 2-cocycle in X , were studied
in [AG03]. It was shown [AFGV08, AFZ09, AZ07] that Nichols algebras B(Oσ, ρ) over
symmetry groups are infinite dimensional, except in a number of remarkable cases cor-
responding to Oσ. Two of the present authors [ZZ12] showed that except in three cases
Nichols algebras of irreducible Yetter-Drinfeld (YD) modules over classical Weyl groups
A⋊Sn supported by Sn are infinite dimensional. However, the classification has not been
completed for Nichols algebras over general classic Weyl groups W (Bn) and W (Dn). In
[AA08, Section 4.2] and [LR95], all standard Lyndon words in B(V ) and U(L∗) were
obtained when V is finite Cartan type and L is a simple Lie algebra.
Note that Zn2 ⋊Sn is isomorphic to Weyl groups W (Bn) and W (Cn) of Bn and Cn for
n > 2. If A = {a ∈ Zn2 | a = (a1, a2, · · · , an) with a1 + a2 + · · · + an ≡ 0 (mod 2)},
then A ⋊ Sn is isomorphic to Weyl group W (Dn) of Dn for n > 3. Obviously, when
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A = {a ∈ Zn2 | a = (a1, a2, · · · , an) with all ai ≡ 0 (mod 2)}, A ⋊ Sn is isomorphic to
Weyl group of An−1 for n > 1. Note that Sn acts on A as follows: for any a ∈ A with
a = (a1, a2, · · · , an) and σ ∈ Sn, σ · a := (aσ−1(1), aσ−1(2), · · · , aσ−1(n)). It is clear that
(a, σ)−1 = (−(aσ(1), aσ(2), · · · , aσ(n)), σ
−1) = (−σ−1(a), σ−1),
(b, τ)(a, σ)(b, τ)−1 = (b+ τ(a)− τστ−1(b), τστ−1).
Without specification, Kn := {a ∈ Zn | a1+ a2+ · · ·+ an = 0} and Kn⋊Sn is a subgroup
of Zn2 ⋊ Sn. Let Wn denote Kn ⋊ Sn or Z
n
2 ⋊ Sn throughout this paper.
In this paper we prove that except in several cases conjugacy classes of classical Weyl
groups Wn are of type D, and except in three cases Nichols algebras of irreducible YD
modules over the classical Weyl groups are infinite dimensional. We also establish the
relationship between the Fomin-Kirillov (FK) algebra En introduced in [FK99] and the
Nichols algebra B(O(1,2), ǫ⊗ sgn) of transposition over symmetry group with the help of
quiver Hopf algebras. That is, if dimB(O(1,2), ǫ ⊗ sgn) = ∞, then so is dim En. We give
the characteristic of finiteness of Nichols algebras in thirteen ways and of (FK) algebra
En in nine ways, and found all irreducible representations of finite dimensional Nichols
algebras and a complete set of hard super- letters of Nichols algebras of finite Cartan type.
We give the sufficient and necessary condition for Nichols algebra B(M) of reducible YD
module M over A ⋊ Sn with supp(M) ⊆ A to be finite dimensional. Some conditions
for a braided vector space to become a YD module over finite commutative group are
also obtained. Finally we show that hard braided Lie Lyndon word, standard Lyndon
word, Lyndon basis path, hard Lie Lyndon word and standard Lie Lyndon word are the
same with respect to B(V ), Cartan matrix Ac and U(L
+), respectively, where V and L
correspond to the same finite Cartan matrix Ac.
The work is organized as follows. In Section 1 we provide some preliminaries and set
our notations. In Section 2 we determine when the conjugacy classes of juxtapositions of
two elements are of type D. In Section 3 we prove that except in several cases conjugacy
classes of classical Weyl groupsWn are of type D. In Section 4 we classify Nichols algebras
of irreducible YD modules over the classical Weyl groups. In Section 5 we give the
relationship between B(Oσ, ρ) and En, where ρ = sgn ⊗ sgn or ρ = ǫ ⊗ sgn. In Section
6 we give an estimate for the dimensions of the PM Nichols algebras and FK algebra
En. In Section 7 the characteristic of finiteness of Nichols algebras and FK algebras is
given in several ways. In Section 8 all irreducible representations of finite dimensional
Nichols algebras are found. In Section 9 we obtain some conditions for a braided vector
space to become a YD module over finite commutative group, and give a sufficient and
necessary condition for Nichols algebra B(M) of reducible YD module M over A ⋊ Sn
with supp(M) ⊆ A to be finite dimensional. In Section 10 we show that hard braided
Lie Lyndon word, standard Lyndon word, Lyndon basis path, hard Lie Lyndon word and
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standard Lie Lyndon word are the same with respect to B(V ), Cartan matrix Ac and
U(L+), respectively.
Preliminaries and conventions
A quiver Q = (Q0, Q1, s, t) is an oriented graph, where Q0 and Q1 are the sets of vertices
and arrows, respectively; s and t are two maps from Q1 to Q0. For any arrow a ∈ Q1,
s(a) and t(a) are called its start vertex and end vertex, respectively, and a is called an
arrow from s(a) to t(a). For any n ≥ 0, an n-path or a path of length n in the quiver Q is
an ordered sequence of arrows p = anan−1 · · · a1 with t(ai) = s(ai+1) for all 1 ≤ i ≤ n− 1.
Note that a 0-path is exactly a vertex and a 1-path is exactly an arrow. In this case, we
define s(p) = s(a1), the start vertex of p, and t(p) = t(an), the end vertex of p. For a
0-path x, we have s(x) = t(x) = x. Let Qn be the set of n-paths. Let
yQxn denote the set
of all n-paths from x to y, x, y ∈ Q0. That is,
yQxn = {p ∈ Qn | s(p) = x, t(p) = y}.
Let k be the complex field. Let G be a group, Ĝ denote the set of all isomorphism
classes of irreducible representations of G, Gσ be the centralizer of σ, and Oσ or O
G
σ be
the conjugacy class of σ in G. We use the notation in [Ka95, Sw69a, Mo93].
LetK(G) denote the set of conjugacy classes in groupG. A formal sum r =
∑
C∈K(G) rCC
of conjugacy classes of G with cardinal number coefficients is called a ramification (or ram-
ification data ) of G, i.e. for any C ∈ K(G), rC is a cardinal number. In particular, a
formal sum r =
∑
C∈K(G) rCC of conjugacy classes of G with non-negative integer coeffi-
cients is a ramification of G.
For any ramification r and C ∈ K(G) we can choose a set IC(r) such that its cardinal
number is rC without loss of generality. Let Kr(G) := {C ∈ K(G) | rC 6= 0} = {C ∈
K(G) | IC(r) 6= ∅}. If there exists a ramification r of G such that the cardinal number of
yQx1 is equal to rC for any x, y ∈ G with x
−1y ∈ C ∈ K(G), then Q is called a Hopf quiver
with respect to the ramification data r. In this case, there is a bijection from IC(r) to
yQx1 ,
and hence we write yQx1 = {a
(i)
y,x | i ∈ IC(r)} for any x, y ∈ G with x
−1y ∈ C ∈ K(G). If
rC = 1 for any C ∈ Kr(G), then the arrow from x to y is denoted by ay,x in short. Let
aim,im−1aim−1,im−2 · · · ai2,i1 denote a path from i1 to im.
(G, r,−→ρ , u) is called a ramification system with irreducible representations (or RSR in
short), if r is a ramification of G, u is a map from K(G) to G with u(C) ∈ C for any
C ∈ K(G); IC(r, u) is a set and
−→ρ = {ρ
(i)
C }i∈IC(r,u),C∈Kr(G) ∈
∏
C∈Kr(G)
(Ĝu(C))|IC(r,u)| with
ρ
(i)
C ∈ Ĝ
u(C) for any i in a set IC(r, u), C ∈ Kr(G). In this paper we assume that IC(r, u)
is a finite set for any C ∈ Kr(G). Furthermore, if ρ
(i)
C is a one dimensional representation
for any C ∈ Kr(G), then (G, r,
−→ρ , u) is called a ramification system with characters (or
RSC (G, r,−→ρ , u) in short) (see [ZZC07, Definition 1.8]).
For RSR(G, r,−→ρ , u), let χ
(i)
C denote the character of ρ
(i)
C for any i ∈ IC(r, u), C ∈
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Kr(G). If r = rCC and IC(r, u) = {i} then we say that RSR(G, r,
−→ρ , u) is bi-one, written
as RSR(G,Os, ρ) with s = u(C) and ρ = ρ
(i)
C in short, since r only has one conjugacy
class C and | IC(r, u) |= 1. Quiver Hopf algebras, Nichols algebras and Yetter-Drinfeld
modules, corresponding to a bi-one RSR(G, r,−→ρ , u), are said to be bi-one. Therefore we
also say that B(Os, ρ) is a bi-one Nichols Hopf algebra.
Remark 1.1. The representation ρ in B(Os, ρ) introduced in [Gr00, AZ07] and ρ
(i)
C in
RSR are different. ρ(g) acts on its representation space from the left and ρ
(i)
C (g) acts on
its representation space from the right.
Otherwise, when ρ = χ is a one dimensional representation, then (kQ11, ad(G, r,
−→ρ , u))
is PM (see [ZZC07, Def. 1.1]). Thus the formulae are available in [ZZC07, Lemma 1.9].
That is, g · at = agti,g, ati · g = χ(ζi(g))atig,g.
Let Sm ∈ Endk(T (V )
m) and S1,j ∈ Endk(T (V )
j+1) denote the maps Sm =
m−1∏
j=1
(id
⊗
m−j−1⊗
S1,j) , S1,j = id +C
−1
12 +C
−1
12 C
−1
23 + · · ·+C
−1
12 C
−1
23 · · ·C
−1
j,j+1 (in leg notation) for m ≥ 2
and j ∈ N. Then the subspace S =
∞⊕
m=2
kerSm of the tensor T (V ) =
∞⊕
m=0
T (V )
⊗
m is a
two-sided ideal, and algebra B(V ) = T (V )/S is termed the Nichols algebra associated to
(V, C).
For s ∈ G and (ρ, V ) ∈ Ĝs, here is a precise description of the YD module M(Os, ρ),
introduced in [Gr00]. Let t1 = s, t2, · · · , tm be a numeration of Os, which is a conjugacy
class containing s, and let gi ∈ G such that gi ✄ s := gisg
−1
i = ti for all 1 ≤ i ≤ m. Then
M(Os, ρ) = ⊕1≤i≤mgi⊗ V . Let giv := gi⊗ v ∈ M(Os, ρ), 1 ≤ i ≤ m, v ∈ V . If v ∈ V and
1 ≤ i ≤ m, then the action of h ∈ G and the coaction are given by
δ(giv) = ti ⊗ giv, h · (giv) = gj(νi(h) · v), (1)
where hgi = gjνi(h), for unique 1 ≤ j ≤ m and νi(h) ∈ G
s. The explicit formula for the
braiding is then given by
C(giv ⊗ gjw) = ti · (gjw)⊗ giv = gj′(νj(ti) · w)⊗ giv (2)
for any 1 ≤ i, j ≤ m, v, w ∈ V , where tigj = gj′νj(ti) for unique j
′, 1 ≤ j′ ≤ m and
νj(ti) ∈ G
s. Let B(Os, ρ) denote B(M(Os, ρ)). M(Os, ρ) is a simple YD module (see
[DPR91, Ci97, AZ07]).
We briefly recall the definition and main properties of racks; see [AG03] for details,
more information and bibliographical references. A rack is a pair (X,✄), where X is a
non-empty set and ✄ : X ×X → X is an operation such that x ✄ x = x, x ✄ (y ✄ z) =
(x✄ y)✄ (x✄ z) and φx is invertible for any x, y, z ∈ X , where φx is a map from X to X
sending y to x✄ y for any x, y ∈ X.
For example, (OGs ,✄) is a rack with x✄ y := xyx
−1.
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If R and S are two subracks of X with R ∪ S = X , R ∩ S = ∅, x✄ y ∈ S, y ✄ x ∈ R,
for any x ∈ R, y ∈ S, then R∪S is called a decomposition of subracks of X . Furthermore,
if there exists a ∈ R, b ∈ S such that sq(a, b) := a✄ (b✄ (a✄ b)) 6= b, then X is called to
be of type D. Notice that if a rack Y contains a subrack X of type D, then Y is also of
type D ( see [AFGV08]).
Now we keep on the work in [Su78, Page 295-299 ]. Let Yi be the set of all letters
which belong to those cycles of length i in the independent cycle decomposition of σ.
Clearly, Yi
⋂
Yj = ∅ for i 6= j and
⋃
i
Yi = {1, 2, · · · , n}.
By [ZWW08] and [Su78, Page 295], we have
(i) ρ ∈ (Sn)
σ if and only if Yi is ρ-invariant, namely ρ(Yi) ⊂ Yi, and the restriction ρi
of ρ on Yi commutes with the restriction σi of σ on Yi for i = 1, 2, · · · , n;
(ii) (Sn)
σ =
n∏
i
(SYi)
σi ;.
(iii) (̂Sn)σ = ⊗
n
i=1(̂SYi)
σi ;.
Let G = Wn. (a, σ) ∈ G is called a sign cycle if σ = (i1, i2, · · · , ir) is cycle and
a = (ga12 , · · · , g
an
2 ) with ai = 0 for i /∈ {i1, i2, · · · , ir}. A sign cycle (a, σ) is called positive
( or negative ) if
∑n
i=1 ai is even (or odd).
B = ⊕∞i=0Bi is called a N0-graded vector space or a graded vector space if B = ⊕
∞
i=0Bi
is a direct sum as vector spaces. Let B>0 or B
+ denote ⊕∞i=1Bi. If B is an algebra and
B = ⊕∞i=0Bi is a graded vector space with unit element 1A ∈ B0 and BiBj ⊆ Bi+j for any
i, j ≥ 0, then B is called a N0-graded algebra, or graded algebra in short.
If M is a module over a graded algebra B = ⊕∞i=0Bi with B0 = k and h · x = h0x for
any h =
∞∑
i=0
hi ∈ B with hi ∈ Bi (0 ≤ i) and x ∈ M , then M is called a B-module with
trivial action.
If {x1, · · · , xn} is a basis of vector space V and C(xi ⊗ xj) = qijxj ⊗ xi with qij ∈ F ,
then V is called a braided vector space of diagonal type, {x1, · · · , xn} is called canonical
basis and (qij)n×n is called braided matrix.
We use notations in [Sw69a], [Mo93], [Ma95] and [Ka95].
2 Conjugacy classes of juxtapositions
In this section we determine when the conjugacy classes of juxtapositions of two elements
are of type D.
Let α := (1, 1, · · · , 1) ∈ Zn2 .
Lemma 2.1. Let G = Wn and (a, τ), (b, µ) ∈ G. Let (c, λ) denote (a, τ) ✄ ((b, µ) ✄
((a, τ)✄ (b, µ))). Then
(i) c = (a+ τ · [b+µ · (a+ τ · b+(τ ✄µ) · a)+ (µ✄ (τ ✄µ)) · b]+ (τ ✄ (µ✄ (τ ✄µ))) · a.
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(ii) If τ and µ are commutative, then c = a+τµ ·a+τµ2 ·a+µ ·a+τ ·b+τ 2µ ·b+τµ ·b.
(iii) If τ and µ are commutative, then sq(aτ, bµ) = bµ if and only if
a + τµ · a+ τµ2 · a+ µ · a = b+ τ · b+ τ 2µ · b+ τµ · b. (3)
(iv) If τ and µ are commutative with (b, µ) = ξ ✄ (a, τ) and ξ · a = a, then c =
a + τµ2 · a + µ · a + τ · a + τ 2µ · a.
(v) If τ and ξ are commutative with τ 2 = 1 and (b, µ) = ξ ✄ (a, τ) and ξ · a = a, then
c = a.
Proof. It is clear. ✷
If the lengths of independent sign cycles of (a, π) and (b, τ) are different, then they
are called mutually orthogonal, written as aπ⊥bτ. Obviously, aπ⊥bτ if and only if π⊥τ.
If ord(π) and ord(τ) are coprime and one of the two elements does not have any fixed
point, then π⊥τ.
For any aπ ∈Wn and bτ ∈Wm, define aπ#bτ ∈Wm+n as follows:
(a#b)i :=
{
ai when i ≤ n
bi−n when i > n
, (π#τ)(i) :=
{
π(i) when i ≤ n
τ(i− n) + n when i > n
and
aπ#bτ := (a#b, π#τ). Obviously aπ#bτ ∈ Wm+n and it is called a juxtaposition of
aπ and bτ (see [AZ07] ) (# in this place is not smash product). Let −−→νn,m be a map from
Wn to Wm+n by sending aπ to
−−→νn,m(aπ) := aπ#1Wm ; let
←−−νn,m be a map from Wm to
Wm+n by sending bτ to
←−−νn,m(bτ) := 1Wn#bτ .
Lemma 2.2. Assume aπ⊥bτ with aπ, a′π′ ∈Wn and bτ, b
′τ ′ ∈Wm. Then
(i) (aπ#bτ)(a′π′#b′τ ′) = (aπa′π′#bτb′τ ′).
(ii) aπ#bτ = −−→νn,m(aπ)
←−−νn,m(bτ) =
←−−νn,m(bτ)
−−→νn,m(aπ).
(iii) Wapi#bτm+n =W
api
n #W
bτ
m =
−−→νn,m(W
api
n )
←−−νn,m(W
bτ
m) as directed products.
(iv) For any ρ ∈ ̂Wapi#bτm+n , there exist µ ∈ Ŵ
api
n , λ ∈ Ŵ
bτ
m such that ρ = µ⊗ λ.
(v) (aπ#bτ)✄ (a′π′#b′τ ′) = (aπ ✄ a′π′)#(bτ ✄ b′τ ′).
(vi) OWm+napi#bτ = O
Wn
api #O
Wm
bτ .
Proof. (i), (ii) and (v) are clear.
(iii) By [AZ07, Section 2.2], Spi#τm+n = S
pi
n#S
τ
m. Obviously, W
api
n #W
bτ
m ⊆ W
api#bτ
m+n . For
any cξ ∈Wapi#bτm+n , then ξ ∈ S
pi#τ
m+n and there exist µ ∈ S
pi
n and λ ∈ S
τ
m such that ξ = µ#λ.
Consequently, cξ = dµ#fλ. Considering cξ(aπ#bτ) = (aπ#bτ)cξ, we have dµ ∈Wapin and
fλ ∈Wbτm . This completes the proof.
(iv) It follows from (iii).
(vi) By (v), OWnapi #O
Wm
bτ ⊆ O
Wm+n
api#bτ . Consequently (vi) follows from (iii). ✷
Remark 2.3. (i), (ii) and (v) above still hold when aπ and bτ are not mutually orthogonal.
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Theorem 2.4. If Oaτ is of type D, then Oaτ#bµ is also of type D.
Proof. Let X = R ∪ S be a subrack decomposition of Oaτ and of type D. It is clear that
X#bµ = R#bµ ∪ S#bµ is a subrack decomposition of Oaτ#bµ and of type D. ✷
Lemma 2.5. Assume aπ⊥bτ . Let ρ = µ ⊗ λ ∈ ̂Wapi#bτm+n , µ ∈ Ŵ
api
n , λ ∈ Ŵ
bτ
m , aπ ∈ Wn
and bτ ∈Wm with qapi,apiid = µ(aπ) and qbτ,bτ id = λ(bτ). If dimB(O
Wn+m
api#bτ , ρ) <∞, then
(i) M(OWnapi , µ) is isomorphic to a YD submodule of M(O
Wn+m
api#bτ , ρ) over Wn when
qbτ,bτ = 1; hence dimB(O
Wn
api , µ) <∞.
(ii) qapi,apiqbτ,bτ = −1.
(iii) qbτ,bτ = 1 and qapi,api = −1 when ord(bτ) ≤ 2 and ord(qapi,api) 6= 1.
(iv) qbτ,bτ = 1 and qapi,api = −1 when ord(aπ) and ord(bτ) are coprime and ord(bτ) is
odd.
Proof. (i) The proof is similar to the one in [AZ07, Section 2.2]. Indeed, Let t1 =
π, t2, · · · , tm be a numeration of Opi, and let gi ∈ G such that gi ✄ π := giπg
−1
i = ti for
all 1 ≤ i ≤ m. Let s1 = τ, s2, · · · , sn be a numeration of Oτ , and let hi ∈ G such that
hi ✄ τ := hiτh
−1
i = si for all 1 ≤ i ≤ n. Thus {ti#sj | 1 ≤ i ≤ m, 1 ≤ j ≤ n} = Opi#τ .
Let V and W be representation spaces of µ and ρ, respectively. Let 0 6= w0 ∈ W . Define
a map ψ from M(OWnpi , µ) to M(O
Wm#Wn
pi#τ , µ⊗ ρ) by sending giv to (gi#h1)v⊗w0 for any
v ∈ V, 1 ≤ i ≤ m. It is clear that ψ is injective. Now we show that ψ is a homomorphism
of braided vector spaces. For any v, v′ ∈ V, we have that
(ψ ⊗ ψ)(C(giv ⊗ gjv
′)) = (ψ ⊗ ψ)(gi✄jµ(νj(ti))(v
′)⊗ giv)
= (gi✄j#h1µ(νj(ti)(v
′)⊗ w0)⊗ (gi#h1v ⊗ w0) and
C(ψ(giv)⊗ ψ(gjv
′) = C((gi#h1v ⊗ w0)⊗ (gj#h1v
′ ⊗ w0))
= (gi✄j#h1(µ⊗ ρ)(νj,1(ti#s1))(v
′ ⊗ w0))⊗ (gi#h1v ⊗ w0).
It is clear that νj,1(ti#h1) = νj(ti)#s1. Therefore ψ is a homomorphism of braided vector
spaces.
(ii) and (iii) are clear.
(iv) Obviously, ord(qapi,api) | ord(aπ) and ord(qbτ,bτ ) | ord(bτ). Therefore, ord(qbτ,bτ ) is
odd. The least common factor (ord(qapi,api), ord(qbτ,bτ )) = 1 since (ord(aπ), ord(bτ )) = 1.
By Part (ii), ord(qapi,api)ord(qbτ,bτ ) = 2. Consequently, ord(qapi,api) = 2 and ord(qbτ,bτ ) = 1.
✷
3 Conjugacy classes of Wn
In this section we prove that except in several cases conjugacy classes of classical Weyl
groups Wn are of type D.
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Lemma 3.1. Let p be odd with p ≥ 5 and aτ ∈Wn with τ = (1 2 · · · p). Then O
Wn
aτ is of
type D.
Proof. (i) Assume that aτ is a negative cycle (defined in [ZZ12, Appedix ]) and b =
(1, 0, · · · , 0, ap+1, ap+2, · · · , an). Thus aτ and bτ are conjugate. We assume a = (1, 1, · · · , 1,
ap+1, ap+2, · · · , an) without lost generality. Obviously, the right hand side of (3) is non-
vanishing for µ = τ 2, i.e. sq(aτ, bτ 2) 6= bτ 2. Let R := Zn2⋊τ∩O
Wn
aτ and S := Z
n
2⋊τ
2∩OWnaτ .
It is clear that R ∪ S is a subrack decomposition and is of type D; notice that τ and τ 2
are conjugate in Sn.
(ii) Assume that aτ is a positive cycle. Let b = (1, 0, 0, 1, 0, ap+1, ap+2, · · · , an) when
p = 5; b = (1, 1, 0, · · · , 0, ap+1, ap+2, · · · , an) when p > 5. Thus 0τ , aτ and bτ are conjugate.
We assume a = 0 without lost generality. It is clear that the right hand side of (3) is not
equal to 0. Consequently, R ∪ S is a subrack decomposition and is of type D as Part (i).
✷
Lemma 3.2. If σ is of type (32), then OW6aσ is of type D for all a ∈ Z
6
2.
Proof. Let π = (1 2 3), ξ = (4 5 6), τ = (1 2 3)(4 5 6) and µ = (1 2 3)2(4 5 6). We have
that the 4-th, 5-th and 6-th components of (3) are
(a6 + a5, a4 + a6, a5 + a4) = (b6 + b5, b4 + b6, b5 + b4). (4)
By (3), (i) If a = α := (1, 1, · · · , 1) and b = (1, 0, 0, 1, 0, 0), then (4) does not hold.
(ii) If a = 0 and b = (0, 0, 0, 1, 1, 0), then (4) does not hold.
(iii) If a = (1, 0, 0, 0, 0, 0) and b = (1, 0, 0, 1, 1, 0), then (4) does not hold.
(iv) If a = (0, 0, 0, 1, 0, 0) and b = (0, 0, 0, 0, 1, 0), then (4) does not hold. Let R :=
Z62 ⋊ τ ∩ O
W6
aσ and S := Z
6
2 ⋊ µ ∩ O
W6
aσ . It is clear that R ∪ S is a subrack decomposition
of OW6aσ . Consequently O
W6
aσ is of type D. ✷
Lemma 3.3. If σ is of type (22, 31), then OW7aσ is of type D for all Z
7
2.
Proof. Let π = (5 6 7), ξ = (1 2)(3 4), λ = (1 3)(2 4), τ = πξ and µ = πλ. If
a = (a1, a2, a3, a4, 0, 0, 0), let b = (b1, b2, b3, b4, 1, 1, 0). If a = (a1, a2, a3, a4, 1, 1, 1), let
b = (b1, b2, b3, b4, 1, 0, 0). Then the 5-th, 6-th and 7-th components of (3) are (a6+a7, a7+
a5, a5 + a6) = (b6 + b7, b7 + b5, b5 + b6), respectively. Consequently, (3) does not hold.
Let R := Z72 ⋊ τ ∩ O
W7
aσ and S := Z
7
2 ⋊ µ ∩ O
W7
aσ . It is clear that R ∪ S is a subrack
decomposition of OW7aσ . Consequently O
W7
aσ is of type D. ✷
Example 3.4. If τ and µ are of type (22), then aτ and bµ are square commutative when
they are conjugate to each other or (−1)
∑4
i ai = (−1)
∑4
i bi.
Proof. Let τ = (1 2)(3 4). Then µ = (1 3)(2 4) or µ = τ. It is clear that equation (3)
becomes a1 + a2 + a3 + a4 = b1 + b2 + b3 + b4. ✷
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Lemma 3.5. (i) Assume that τ and µ are conjugate with sq(τ, µ) 6= µ in Sn and τ(n) =
µ(n) = n. If a ∈ Zn2 and there exists i such that ai 6= an with τ(i) = µ(i) = i, then Oaτ is
of type D.
(ii) Assume that n > 4 and aτ ∈ Wn with type (1
n−2, 2) of τ. If there exist i, j such
that τ(i) = i and τ(j) = j with ai 6= aj, then Oaτ is of type D.
(iii) Assume that n > 5 and aτ ∈ Wn with type (1
n−3, 3) of τ. If there exist i, j such
that τ(i) = i and τ(j) = j with ai 6= aj, then Oaτ is of type D.
Proof. (i) Let R := {dξ ∈ OWnaτ | ξ ∈ Sn−1; dn = 0} and S := {dξ ∈ O
Wn
aτ | ξ ∈ Sn−1; dn =
1}. Obviously, R ∪ S is a subrack decomposition. Let ξ ∈ Sn with ξ(i) = i and ξ(n) = n
such that ξ ✄ τ = µ. By simple computation we have (i, n)ξ ✄ (aτ) = bµ with bn = ai.
Consequently, aτ and bµ are in the same set of R and S, which implies that R ∪ S is of
type D.
(ii) It is clear that sq(τ, µ) 6= µ with τ := (1, 2) and µ := (2, 3). Applying Part (i) we
complete the proof.
(iii) It is clear that sq(τ, µ) 6= µ. with τ = (1, 2, 3) and µ = (2, 4, 3). Applying Part (i)
we complete the proof. ✷
Lemma 3.6. Let σ = (a, τ) ∈Wn. If O
Sn
τ is of type D, then so is O
Wn
(a,τ).
Proof. Let X = S ∪ T be a subrack decomposition of OSnτ and s ∈ S, t ∈ T such that
s✄ (t✄ (s✄ t)) 6= t. (5)
Let h ✄ τ = s and g ✄ τ = t with h, g ∈ Sn. It is clear sq((h · a, s), (g · a, t)) 6= (g · a, t)
since (5); (h · a, s) = h✄ (a, τ) and (g · a, t) = g ✄ (a, τ).
(< Sn · a >,X) is a subrack, where < Sn · a > is the subgroup generated by subset
Sn · a of Z
n
2 . In fact, for any h, g ∈ Sn, ξ, µ ∈ X, we have
(h · a, ξ)✄ (g · a, µ) = ((h + ξg + ξµξ−1h) · a, ξ ✄ µ) ∈ (< Sn · a >,X).
Thus (< Sn · a >,X) is a subrack. Consequently (< Sn · a >,X) ∩ O
Wn
(a,τ) = (< Sn · a >
, S) ∩ OWn(a,τ) ∪ (< Sn · a >, T ) ∩ O
Wn
(a,τ) is a subrack decomposition of O
Wn
(a,τ) and is of type
D. ✷
Theorem 3.7. Let G = Wn with n > 4. Let τ ∈ Sn be of type (1
λ1 , 2λ2, . . . , nλn) and
a ∈ Zn2 with σ = (a, τ) ∈ G and τ 6= 1. If O
G
σ is not of type D, then the type of τ belongs
to one in the following list.
(i) (2, 3); (23);
(ii) (24); (1, 22), (12, 3), (12, 22);
(iii) (1n−2, 2) and (1n−3, 3) (n > 5) with ai = aj when τ(i) = i and τ(j) = j.
Proof. It follows from Lemma 3.3, Lemma 3.5, Lemma 3.6, Lemma 3.1, Lemma 3.2 and
[AFGV08, Theorem 4.1]. ✷
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4 Nichols algebras of irreducible YD module over Wn
In this section we show that except in three cases Nichols algebras of irreducible YD
modules over classical Weyl groups Wn are infinite dimensional.
Let suppM := {g ∈ G | Mg 6= 0} for G-comodule (M, δ), where Mg := {x ∈ M |
δ(x) = g ⊗ x}.
We shall use the following facts:
Theorem 4.1. ([HS08, Cor. 8.4]) Let n ∈ N, n ≥ 3, and assume that G = Sn is the
symmetric group. Let U be a YD module over G. If B(U) is finite dimensional, then U
is an irreducible YD module over G.
Theorem 4.2. ( [AFGV08, Th. 1.1]) Letm ≥ 5. Let σ ∈ Sm be of type (1
n1, 2n2, . . . , mnm),
let Oσ be the conjugacy class of σ and let ρ = (ρ, V ) ∈ Ŝm
σ. If dimB(Oσ, ρ) < ∞, then
the type of σ and ρ are in the following list:
(i) (1n1 , 2), ρ1 = sgn or ǫ, ρ2 = sgn.
(ii) (2, 3) in S5, ρ2 = sgn, ρ3 =
−→χ0.
(iii) (23) in S6, ρ2 =
−→χ1 ⊗ ǫ or
−→χ1 ⊗ sgn.
Theorem 4.3. If G is a finite group and OGσ is of type D, then dim B(O
G
σ , ρ) = ∞ for
any ρ ∈ Ĝσ.
Proof. It follows from [AFGV08] (or see the Appendix). ✷
Theorem 4.4. Assume n > 4. Let τ ∈ Sn be of type (1
λ1 , 2λ2, . . . , nλn) and a ∈ Zn2 with
σ = (a, τ) ∈Wn and τ 6= 1. If dim B(O
Wn
σ , ρ) <∞, then the type of τ belongs to one in
the following list:
(i) (2, 3); (23);
(ii) (24); (1, 22), (12, 3), (12, 22);
(iii) (1n−2, 2) and (1n−3, 3) (n > 5) with ai = aj when τ(i) = i and τ(j) = j.
Proof. It follows from Theorem 3.7 and Theorem 4.3. ✷
Let aµ = cτ#dξ ∈ Wn with cτ ∈ Wm, dξ ∈ Bn−m and cτ⊥dξ. Let ρ = ρ1 ⊗ ρ2 ∈
Ŵ
aµ
n = Ŵcτm ×
̂
W
dξ
n−m. If c = (1, 1, · · · , 1), then ρ1 = (χ1 ⊗ µ1) ↑
Gaµ
G
aµ
χ1
with χ1 ∈ (̂Zm2 )
τ ,
µ1 ∈ (̂Sτm)χ1 (see [ZZ12, Section 2.5] and [Se77]). Case a = 0 and a = (1, 1, · · · , 1) were
studied in paper [ZZ12, Theorem 1.1 and Table 1]. Other cases are listed as follows:
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Corollary 4.5. Under notation above assume dimB(OWnaµ , ρ) <∞ with d1 = d2 = · · · =
dn−m and ξ = id.
(i) Then ρ1(cτ) = −id when ρ2(dξ) = id and ρ1(cτ) = id when ρ2(dξ) = −id.
(ii) Case τ = (1 2), c = 0 and d = (1, 1, · · · , 1). Then ρ1(cτ) = ±id, ρ2(dξ) = ∓id,
χ1(c) = 1 and µ1(τ) = ±1.
(iii) Case τ = (1 2), c = (1, 1) and d = 0. Then ρ1(cτ) = −id, ρ2(dξ) = id.
(iv) Case τ = (1 2 3), c = 0 and d = (1, 1, · · · , 1). Then ρ1(cτ) = id, ρ2(dξ) = −id,
χ1(c) = 1 and µ1(τ) = 1.
(v) Case τ = (1 2 3), c = (1, 1, 1) and d = 0. Then ρ1(cτ) = −id, ρ2(dξ) = id,
χ1(c) = −1 and µ1(τ) = 1.
(vi) Case τ = (1 2)(3 4), c = 0 and d = (1, 1). Then ρ1(cτ) = id, ρ2(dξ) = −id.
(vii) Case τ = (1 2)(3 4), c = (1, 0, 1, 0) and d = (1, 1). Then ρ1(cτ) = ±id, ρ2(dξ) =
∓id.
(viii) Case τ = (1 2)(3 4), c = (1, 0, 1, 0) and d = 0. Then ρ1(cτ) = −id, ρ2(dξ) = id.
(ix) Case τ = (1 2)(3 4), c = (1, 0, 0, 0) and d = (1, 1). Then ρ1(cτ) = ±id, ρ2(dξ) =
∓id.
(x) Case τ = (1 2)(3 4), c = (1, 0, 0, 0) and d = (0, 0). Then ρ1(cτ) = −id, ρ2(dξ) = id.
Proof. (iv) If ρ2(dξ) = id, then dimB(O
W3
cτ , ρ1) <∞ by Lemma 2.5, which constracts to
[ZZ12, Theorem 1.1].
(v) If χ1(c) = 1, then there exists a contradiction by [ZZ12, Proposition 2.4, Theorem
1.1].
The others follow from Lemma 2.5 and [ZZ12, Theorem 1.1]. ✷
5 Relationship between Nichols algebras and FK al-
gebras
In this section we give the relationship between Nichols algebra B(Oσ, ρ) and FK algebra
En defined in [FK99, Definition 2.1], where σ is a transposition in Sn, and ρ = sgn⊗ sgn
or ρ = ǫ⊗ sgn. We generalize FK algebra.
B(Oσ, ρ) is finite dimensional when n ≤ 5 according to [MS00, FK99, AZ07]. However,
it has been an open problem whether or not B(Oσ, ρ) is finite dimensional when n > 5.
Let σ = (12) ∈ Sn, Oσ = {(ij)|1 ≤ i, j ≤ n}, G
σ = {g ∈ G | gσ = σg} =
S{3,4,··· ,n} × S{1,2}
G =
⋃
1≤i<j≤n
Gσgij. (6)
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Notice that (ij) = (ji) since (ij) is a transposition. Let gkj :=

id k = 1, j = 2
(2j) k = 1, j > 2
(1j) k = 2, j > 2
(1k)(2j) k > 2, j > k
and tij = (ij).
Let aij denote the arrow atij ,1 from 1 to tij . By [ZZWCY09, Lemma 1.1] or appendix,
{aij | i 6= j, 1 ≤ i, j ≤ n} generates an algebra B(O(12), ad(χ)), which is isomorphic to
Nichols algebra B(Oσ, ρ), in copath Hopf algebra kQ
c.
Lemma 5.1. In bi-one Nichols algebra B(O(12), ad(χ)) with χ = sgn⊗sgn or χ = ǫ⊗sgn,
(i) If i, j and k are different, then there exist αi,j,k, βi,j,k ∈ {1,−1} such that
aijajk + αijkajkaki + βijkakiaij = 0. (7)
(ii)
Left hand side of (7) = (χ(ζij(tjk))atijtjk ,tjkatjk ,1 + atij tjk,tijatij ,1)
+αijk(χ(ζjk(tik))atjktik ,tikatik ,1 + atjktik,tjkatjk ,1)
+βijk(χ(ζik(tij))atiktij ,tijatij ,1 + atiktij ,tikatik ,1) (8)
(iii) If χ(ζij(tjk))χ(ζjk(tik))χ(ζik(tij)) = −1, then Part (i) holds.
(iv) If i, j and k are different, then Part (i) holds if and only if
χ(ζij(tjk))χ(ζjk(tik))χ(ζik(tij)) = −1.
(v) If i, j, k and l are different, then there exist λijkl ∈ {1,−1} such that aijakl =
λijklaklaij .
Proof. Let χ′ := sgn ⊗ sgn and χ′′ := ǫ ⊗ sgn. It is clear that M(O(12), ad(χ)) is a PM
Sn-YD module (see [ZZC07, Definition 1.1]) and g · aij = agtij ,g, aij · g = χ(ζij(g))atijg,g
(see [ZZC07, Lemma 1.9]). By [CR02],
aijakl = χ(ζij(tkl))atijtkl,tklatkl,1 + atij tkl,tijatij ,1. (9)
(ii) It follows from (9). In fact, αijk = −χ(ζij(tjk)) and βijk = −
1
χ(ζik(tij))
.
(iii) and (iv) follow from Part (ii).
(i) Let a, b and c stand for ζij(tjk), ζjk(tik) and ζik(tij), respectively, in Table 1 below.
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case a b c χ′(a) χ′(b) χ′(c) χ′′(a) χ′′(b) χ′′(c)
2 < i < j < k (kj) (12)(ijk) (ij) −1 −1 −1 1 −1 1
i = 1, j = 2 < k (1) (1) (12) 1 1 −1 1 1 −1
i = 1, 2 < j < k (kj) (12)(kj) (1) −1 1 1 1 −1 1
i = 2 < j < k (kj) (1) (12)(jk) −1 1 1 1 1 −1
2 < i < k < j (kj) (ik) (12)(ijk) −1 −1 −1 1 1 −1
i = 1, k = 2 < j (1) (12) (1) 1 −1 1 1 −1 1
i = 1, 2 < k < j (kj) (1) (12)(jk) −1 1 1 1 1 −1
i = 2 < k < j (kj) (kj)(12) (1) −1 1 1 1 −1 1
Table 1
By Table 1, χ(ζij(tjk))χ(ζjk(tik))χ(ζik(tij)) = −1. Consequently, Part (i) holds by Part
(ii-iv).
(v) By (9), aijakl = λijklaklaij if and only if (χ(ζij(tkl))−λijkl) = (1−χ(ζkl(tij))λijkl) =
0. Since (ij)(kl) = (kl)(ij), we have gij(kl) = gij(kl)gijgij with gij(kl)gij ∈ S
(12)
n and
ζij((kl)) = gij(kl)gij . See ζij(tkl) = gijtklgij =
(kl) if k, l > 2
(kl) if i = 1, j = 2
(2j)(kl)(2j) = (lj) or (kj) or (kl) if i = 1, j > 2, k = 2 or i = 1, j > 2, l = 2
or i = 1, j > 2, k 6= 2, l 6= 2
(1j)(kl)(1j) = (lj) or (kj) or (kl) if i = 2, j > 2, k = 1 or i = 1, j > 2, l = 1
or i = 1, j > 2, k 6= 1, l 6= 1
a transposition of
two numbers greater than 2 if i, j > 2
.
Thus, ζij(tkl) is a transposition of two numbers greater than 2 and χ
′(ζij(tkl)) = −1 and
χ′′(ζij(tkl)) = 1. Similarly, χ
′(ζkl(tij)) = −1 and χ
′′(ζkl(tij)) = 1. Consequently, it is
enough to set λijkl =: χ(ζij(tkl)). ✷
Obviously, En = En(1, 1,−1, 1), i.e. En = En(α, β, γ, λ) with αi,j,k = 1, βi,j,k = 1, γij =
−1, λi,j,k,l = 1 for any distinct i, j, k and l. En(α, β, γ, λ) is called a generalized FK algebra.
Definition 5.2. ([FK99, Definition 2.1]) FK algebra En is generated by {xij | 1 ≤ i <
j ≤ n} with defining relations:
(i) x2ij = 0 for i < j;
(ii) xijxjk = xjkxik + xikxij and xjkxij = xikxjk + xijxik, for i < j < k;
(iii) xijxkl = xklxij for any distinct i, j, k and l, i < j, k < l.
Equivalently, FK algebra En is generated by {xij | i 6= j, 1 ≤ i, j ≤ n} with defining
relations:
(i) x2ij = 0, xij = −xji;
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(ii) xijxjk + xjkxki + xkixij = 0;
(iii) xijxkl = xklxij for any distinct i, j, k and l.
By [FK99, Theorem 7.1], a subring of En is isomorphic to the cohomology ring of the
flag manifold. It has been conjectured by Fomin and Kirillov [FK99, Conjecture 2.2] that
dim En <∞. Consequently, we have
Conjecture 5.3. Let αijk, βijk, γij, λijkl ∈ {1,−1} for any distinct i, j, k and l with 1 ≤
i, j, k, l ≤ n. Assume that algebra En(α, β, γ, λ) is generated by {xij | i 6= j, 1 ≤ i, j ≤ n}
with defining relations:
(i) x2ij = 0, xij = γijxji;
(ii) xijxjk + αijkxjkxki + βijkxkixij = 0;
(iii) xijxkl = λijklxklxij for any distinct i, j, k and l. Then En(α, β, γ, λ) is finite di-
mensional when n > 5.
Theorem 5.4. Assume n > 3.
(i) B(O(1,2), ǫ⊗ sgn) is an image of En.
(ii) If dimB(O(1,2), ǫ⊗ sgn) =∞, then so is dim En.
Proof. Let bij = −aij when i = 2 and j > 2; bij = aij otherwise. It follows from (8) that
case αijk βijk
2 < i < j < k −1 −1
i = 1, j = 2 < k −1 1
i = 1, 2 < j < k −1 −1
i = 2 < j < k −1 1
2 < i < k < j −1 1
i = 1, k = 2 < j −1 −1
i = 1, 2 < k < j −1 1
i = 2 < k < j −1 −1
.
Table 2
Using Table 2 we can show that b2ij = 0 for i < j, bijbjk = bjkbik + bikbij and bjkbij =
bikbjk + bijbik, for i < j < k. By Lemma 5.1(iv), bijbkl = bklbij for any distinct i, j, k
and l, i < j, k < l. Consequently, Part (i) holds since {bij | 1 ≤ i < j ≤ n} generates
B(O(1,2), ǫ⊗ sgn). ✷
Remark 5.5. E5 is finite dimensional (see [FK99] and [AS02, Section 3.4]). Conse-
quently, dimB(O(1,2), ǫ⊗ sgn) <∞ when n = 5.
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Let χ′ := sgn ⊗ sgn and χ′′ := ǫ ⊗ sgn. Let φ1 and φ2 be maps from Sn × T to
k \ 0 such that φ1(g, t) :=
{
1 if g(i) < g(j)
−1 if g(j) < g(i)
and φ2(g, t) := (−1)
l(g) where t = (i, j),
T := {(u, v) | 1 ≤ u, v ≤ n, u 6= v} ⊆ Sn and l(g) is the length of g, that is, l(g) is the
minimal number q such that g = g1g2 · · · gq with gi ∈ T , 1 ≤ i ≤ q. Let {xij | (i, j) ∈ T}
be a basis of M(Sn, T, φ) with φ = φ1 or φ = φ2. Define module and comodule operations
as follows: g✄ xij = φ(g, (i, j))xg✄(i,j), δ
−(xij) = (i, j)⊗ xij , for any g ∈ Sn, (i, j) ∈ T. By
[MS00, Definition 5.1 and Example 5.3], M(Sn, T, φ) is a YD module over Sn. Its Nichols
algebra is written as B(Sn, T, φ). By [FK99, Definition 2.1] and [MS00, Example 6.2 ],
B(Sn, T, φ) is an image of En.
Lemma 5.6. If n > 4, then M(Sn, T, φ1) is not isomorphic to M(O(1,2), χ
′) as YD mod-
ules over Sn. M(Sm, T, φ2) is not isomorphic to M(O(1,2), χ
′′) as YD modules over Sn.
Proof. If there exists isomorphism ψ : M(Sn, T, φ) → M(O(1,2), χ) as YD mosules over
Sn, where φ = φ1 or φ = φ2, χ = χ
′ or χ = χ′′, then there exists kij ∈ k such that
ψ(xij) = kijaij for any (i, j) ∈ T , where aij denotes arrow atij ,1 in short, since ψ is a
comodule isomorphism. By ψ(g ✄ xij) = g ✄ ψ(xij), we have
kg✄(ij)φ(g, (i, j))ag✄(ij) = kijχ(ζij(g
−1))ag✄(ij), (10)
for any g ∈ Sn, (i, j) ∈ T. For convenience, set kij = kji.
Let 2 < i < j, g = (1, 2). It is clear gijg = (1i)(2j)(12) = (ij)(1i)(2j). We have
g = g−1 and ζij(g) = (ij). Thus χ
′(ζij(g)) = −1 and χ
′′(ζij(g)) = 1; φ1(g, (ij)) = 1 and
φ2(g, (ij)) = −1. Considering (10) we haveM(Sn, T, φ1) is not isomorphic toM(O(1,2), χ
′)
as YD modules over Sn. M(Sm, T, φ2) is not isomorphic to M(O(1,2), χ
′′) as YD modules
over Sn since kg✄(ij)φ1(g, (i, j)) 6= kijχ
′(ζij(g)) and kg✄(ij)φ2(g, (i, j)) 6= kijχ
′′(ζij(g)). ✷
Proposition 5.7. If there exists a natural number n0 > 5 such that M(Sn0 , T, φ1) is not
isomorphic to M(O(1,2), χ
′′) as YD modules over Sn0, then dimB(Sn, T, φ1) = ∞ and
dim En =∞ for any n ≥ n0..
Proof. M(S6, T, φ1) is not isomorphic to M(O(1,2)(3,4)(5,6) , ρ) as YD modules over S6 since
they are not isomorphic as comodules over S6, when ρ is one dimensional representation.
If dimB(Sn, T, φ1) < ∞, then dimB(Sn0 , T, φ1) < ∞ since Sn0 is a subgroup of Sn.
M(Sn0 , T, φ1) is a reducible YD modules over Sn0 by Lemma 5.6 and [AFGV08, Theorem
1.1]. However, every reducible YD modules over Sn0 is infinite dimensional by [HS08,
Corollary 8.4]. This is a contradiction. Consequently, dimB(Sn, T, φ1) = ∞. By [FK99,
Definition 2.1] and [MS00, Example 6.2 ], B(Sn, T, φ1) is an image of En. Therefore,
dim En =∞ for any n ≥ n0. ✷
Recall [Ba06, Section 4.2]. Let W be Weyl group of a simple Lie algebra and Φ be the
root system of W . Let α be a root, and sα ∈ W be the corresponding reflection.
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Let VW be the linear space spanned by symbols α˜ where α is a root of W , subject to
the relation −˜α = −α˜. The dimension of VW is thus |Φ
+|.
The W -action on VW is given by wα˜ = w˜α, and the W -grading is given by assigning
the degree sα to the basis element α˜. The action and the grading are compatible, so that
VW is a Yetter Drinfeld module over W .
By [Ba06, Section 7], En = T (VSn)/I, where I is an ideal generated by ker(id + C) =
ker(id+C−1) = kerS2. Obviously, I ⊆ S :=
∞⊕
m=2
kerSm. Consequently, the Nichols algebra
BSn := B(VSn) = T (VSn)/S
∼= (T (VSn)/I)/(S/I)
is a quotient of En as algebras. By [Ma10, Th. 6.1], En is a braided Hopf algebra in
category of YD modules over Sn.
We have the following as Proposition 5.7.
Proposition 5.8. If there exists a natural number n0 > 5 such that B(VSn0 ) is not
isomorphic toM(O(1,2), χ
′′) andM(O(1,2), χ
′) as YD modules over Sn0, then dimB(VSn) =
∞ and dim En =∞ for any n ≥ n0..
6 PM Nichols algebras and FK algebra En
In this section we give an estimate for the dimensions of the PM Nichols algebras and FK
algebra En.
Definition 6.1. If (X,✄) is a rack and {vα | α ∈ X} is a basis of braided vector space
(V, C) such that C(vα ⊗ vβ) = qα,βvα✄β ⊗ vα and 0 6= qα,β ∈ C for any α, β ∈ X, then
(V, C) is called a braided vector space of rack-diagonal type; (qα,β) is called the braiding
matrix and {vα | α ∈ X} is called a canonical basis.
Proposition 6.2. (V, C) is a braided vector space of rack-diagonal type with braiding
matrix (qα,β)α,β∈X if and only if
qa,b✄cqb,cqa,b = qa,bqa,cqa✄b,a✄c (11)
for any a, b, c ∈ X.
Proof. It is clear that YBE: (C ⊗ id)(id⊗C)(C ⊗ id) = (id⊗C)(C ⊗ id)(id⊗C) holds if
and only if (11) holds.
Necessity is clear. Sufficiency. C−1(vα⊗vβ) = q
−1
β,β✄−1α
vβ⊗vβ✄−1α. Here φα(β) := α✄β
and α✄−1 β := φ−1α (β). ✷
Proposition 6.3. Assume | Q11 |<∞ for RSC(G, r,
−→χ , u). Then (kQ11, ad(G, r,
−→χ , u)) is
a braided vector space with of rack-diagonal type with rack X = ∪C∈Kr(G)C and canonical
basis Q11 := {aα,1 | aα,1 is an arrow from 1 to α with α ∈ X}.
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Proof. For any α, β ∈ X , by [ZZC07, Pro. 1.9], α✄aβ,1 := qα,βaα✄β,1 and C(aα,1⊗aβ,1) =
qα,βaα✄β,1 ⊗ aα,1. ✷
Let B(G, r,−→χ , u) denote B(kQ11, ad(G, r,
−→χ , u)). Set X = {α1, · · · , αn}. Assume
{y1, y2, · · · , yn} be the dual basis of {aα1,1, aα2,1, · · · , aαn,1}. Let xi := aαi,1 and qi,j := qαi,αj
for convenience
Lemma 6.4. In B(G, r,−→χ , u), < yi, x
s
i >= (s)q−1ii
xs−1i for any s ∈ N.
Proof. It can be proved by [MS00, Proposition 2.4] and induction on s. ✷
Lemma 6.5. In B(G, r,−→χ , u), if i1, i2, · · · , it are different and 0 ≤ ej < ordqij for
1 ≤ j ≤ t, then xe1i1x
e2
i2
· · ·xetit 6= 0.
Proof. We show this by induction on m := e1 + e2 + · · · + et. It is clear when m = 1.
Assume thatm > 1. Considering Lemma 6.4, we can assume t > 1. By [MS00, Proposition
2.4],
< yit, x
e1
i1
xe2i2 · · ·x
et
it
> = xe1i1 x
e2
i2
· · ·x
et−1
it−1
< yit , x
et
it
>
= (er)q−1ir,ir
xe1i1 x
e2
i2
· · ·xet−1it−1x
et−1
it
6= 0 (by inductive assumption).
✷
Proposition 6.6. (i) {xe11 x
e2
2 · · ·x
en
n | 0 ≤ ej < ord(qjj), 1 ≤ j ≤ n} is linearly indepen-
dent in B(G, r,−→χ , u), Furthermore, dim(B(G, r,−→χ , u)) ≥ ord(q11)ord(q22) · · ·ord(qnn).
((ii)) dim(B(O(1,2), ǫ⊗ sgn)) ≥ 2
n(n−1)
2 and dim(En) ≥ 2
n(n−1)
2 , where n > 3.
Proof. (i) It follows from Lemma 6.5 that dim(B(G, r,−→χ , u)) ≥ ord(q11)ord(q22) · · ·ord(qnn).
(ii) It is clear that qii = −1 for 1 ≤ i ≤ n. Consequently, dim(B(O(1,2), ǫ ⊗ sgn)) ≥
2
n(n−1)
2 by Part (i). By Theorem 5.4, dim(En) ≥ 2
n(n−1)
2 . ✷
Consequently, dim(E4) ≥ 2
6 and dim(E5) ≥ 2
10.
7 Finiteness conditions
In this section we give the characteristic of finiteness of Nichols algebras in ten ways and
of FK algebras En in six ways.
7.1 Finiteness of Nichols (braided) Lie algebras
The fixed parameters in [He05, Table A.1, A.2], [He06a, Table B, C] are called quantum
numbers of generalied Dynkin diagrams. For example, quantum number of Row 2 in
[He05, Table A.1] is q; quantum numbers of Row 9 in [He05, Table A.2] are q, r and s.
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Lemma 7.1. Assume that R is an associative algebra generated by subset L of R as
associative algebras. If u1, u2, · · · , un is a basis of L and L is a Lie algebra with [a, b]
− =
ab− ba for any a, b ∈ L, then R is spanned by {ue11 u
e2
2 · · ·u
em
m | e1, · · · , em ∈ N0} as vector
spaces.
Proof. The universal enveloping algebra U(L) has a PBW basis {ue11 u
e2
2 · · ·u
em
m | e1, · · · , em ∈
N0}. It is clear that R is a homomorphic image of universal enveloping algebra U(L).
Consequently, R is spanned by {ue11 u
e2
2 · · ·u
em
m | e1, · · · , em ∈ N0} as vector spaces. ✷
u is called an algebraic element over k if there exists a polynomial f(x) ∈ k[x] such
that f(u) = 0. Obviously, every nilpotent element is an algebraic element over k.
Theorem 7.2. Assume that V is a finite dimensional braided vector space. Then B(V )
is finite-dimensional if and only if L−(V ) is finite-dimensional and there exists a basis,
which consists of nilpotent elements or algebraic elements over k, of L−(V ).
Proof. The necessity is clear. The sufficiency. Let u1, u2, · · · , um be a basis, which
consists of nilpotent elements or algebraic elements over k, of L−(V ). Thus B(V ) is
spanned by {ue11 u
e2
2 · · ·u
em
m | e1, · · · , em ∈ N0} by Lemma 7.1. Consequently, B(V ) is
finite dimensional. ✷
Proposition 7.3. If V is a finite dimensional braided vector space, then
(i) L−(V ) is finite dimensional if and only if L−(V ) is nilpotent as Lie algebras;
(ii) L(V ) is finite dimensional if and only if L(V ) is nilpotent as braided Lie algebras;
Proof. (ii) The sufficiency. There exists m ∈ N such that m-degree L(V )m of L(V ) is
zero since L(V ) is nilpotent as braided Lie algebras. Therefore, L(V ) is finite dimensional.
The necessity is clear.
Similarly we can prove (i) . ✷
By Lie theorem in Lie theory, we have
Corollary 7.4. Assume that V is a finite dimensional braided vector space. If L−(V ) is
finite dimensional or B(V ) is finite dimensional, then adL−(V ) ⊆ EndL−(V ) consists of
strict low triangular matrices.
Let BLie(V ) and Lie(V ) denote the braided Lie algebra and Lie algebra generated by
V , respectively, in T (V ).
Proposition 7.5. Assume that B(V ) = T (V )/I, J = I ∩BLie(V ) and J− = I ∩Lie(V ).
Then
(i) L(V ) = (BLie(V ) + I)/I ∼= BLie(V )/J .
(ii) L−(V ) = (Lie(V ) + I)/I ∼= Lie(V )/J−.
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Proof. (i) Obviously, (BLie(V )+I)/I is the braided Lie algebra generated by V in T (V )/I.
Let ψ be a map from BLie(V )/J to L(V ) ⊆ B(V ) := T (V )/I by sending u+ J to u+ I
for any u+ J ∈ BLie(V )/J . It is clear that ψ is an isomorphism as braided Lie algebras.
(ii) It is similar to Part (i). ✷
7.2 Finiteness of Nichols algebras
Let rb, rl, rk, rj, rbm denote the Baer radical, locally nilpotent radical, nil radical, Jacobson
radical and Brown MacCoy radical of associative algebras (defined in [Sz82]). An algebra
A is called an elementary algebra if A/rj(A) ∼= ⊕
m
i=1Bi with Bi
∼= k as algebras for
1 ≤ i ≤ m (see [ARS95]).
Theorem 7.6. Assume that V is a finite dimensional braided vector space. Then the
following conditions are equivalent:
(F1) dimB(V ) <∞;
(F2) B(V ) is an elementary algebra with nilpotent Jacobson radical;
(F3) L−(V ) is nilpotent as Lie algebras and there exists a basis which consists of
nilpotent elements or algebraic elements over k.
(F4) dimL−(V ) <∞ and there exists a nilpotent basis of L−(V );
(F5) B(V )+ is nilpotent;
(F6) dimL−(V ) <∞ with rk(B(V )
+) = B(V )+, or rl(B(V )
+) = B(V )+, or rb(B(V )
+) =
B(V )+, or rk(B(V )) = B(V )
+, or rl(B(V )) = B(V )
+, or rb(B(V )) = B(V )
+;
Furthermore, if V is a connected diagonal braided vector space and there is not any
m-infinite elements ( defined in [WZZ15]) with dimV > 1, then the conditions above and
below are equivalent each other:
(F7) ∆(B(V )) is an arithmetic root system and every hard super-letter ( defined in
[Kh99, He05, WZZ15]) is nilpotent.
(F8) L(V ) is finite dimensional.
(F9) L(V ) is nilpotent as braided Lie algebras.
Moreover, if V is a connected Cartan type with dim V > 1, then the conditions above
and below are equivalent each other:
(F10) V is a finite Cartan type with 1 < ord(q) <∞, where q is the quantum number.
Proof. It is clear that r(B(V )) = B(V )+ if and only if r(B(V )+) = B(V )+ for r =
rb, rk, rl and rj by [Sz82]. If dimB(V ) < ∞, then B(V ) is nilpotent. Consequently,
r(B(V )+) = B(V )+ for r = rb, rl = rk. If rb(B(V )
+) = B(V )+ or rl(B(V )
+) = B(V )+,
then rk(B(V )
+) = B(V )+ since rb(B(V )
+) ⊆ rl(B(V )
+) ⊆ rk(B(V )
+). However, every
element in rk(B(V )
+) is nilpotent.
It is clear that (F1) and (F5) are equivalent. It is clear that (F1) and (F6) are
equivalent by Proposition 7.3 and Theorem 7.2.
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(F5) ⇒ (F2) is clear. (F2) ⇒ (F5). B(V ) is finite dimensional since B(V )/rj(B(V ))
and rj(B(V )) are finite dimensional. (F1) and (F3) are equivalent by Theorem 7.2. (F4)
⇒ (F3). It follows from Proposition 7.3. (F1) ⇒ (F4) is clear.
(F1) and (F7) are equivalent by [He05]. (F8) ⇔ (F1) follows from [WZZ15, Th.4.11].
(F8) and (F9) are equivalent by Proposition 7.3. It follows from [He06, Th. 4] that (F1)
and (F10) are equivalent. ✷
7.3 Finiteness of (braided) Lie algebras in FK algebra En
We omit some of the proofs in following two subsections since they are similar to those
in the two subsections above.
Lemma 7.7. (i) Assume that B is an associative algebra and I is an ideal of B. If ϕ is a
linear map from B⊗B to B⊗B and ϕ((I⊗B)∪(B⊗I)) ⊆ B⊗I+I⊗B, then there exists
a linear map ϕ¯ from B/I ⊗B/I to B/I ⊗B/I such that ϕ¯(x⊗ y) =
m∑
i
(ui+ I)⊗ (vi+ I)
for any x, y ∈ B, where ϕ(x⊗ y) =
m∑
i
ui ⊗ vi. Furthermore, if ϕ is an inverse map then
so is ϕ¯.
(ii) If (V, C) is a braided vector space and I is an ideal of T (V ) with C(I ⊗ T (V )) +
C(T (V )⊗ I) ⊆ T (V )⊗ I + I ⊗ T (V ), then C can became a braiding of T (V )/I as (i).
Proof. (i) Let
ξ
 (B/I,B/I)→ B/I ⊗B/I(x+ I, y + I) 7→ r∑
i=1
(ui + I)⊗ (vi + I), where ϕ(x⊗ y) =
r∑
i=1
ui ⊗ vi.
Obviously, ξ is a bilinear map. Thus there exists
ϕ¯
 B/I ⊗ B/I → B/I ⊗ B/I(x+ I)⊗ (y + I) 7→ r∑
i=1
(ui + I)⊗ (vi + I)
.
(ii) (T (V ), C) is a braided vector space since C is a braiding of V . By (i) we complete
the proof. ✷
If (V, C) is a braided vector space and there exists a braiding C¯ of T (V )/I such that
C¯((u+I)⊗(v+I)) =
∑m
i=1((ui+I)⊗(vi+I)), where C(u⊗v) =
∑m
i=1((ui+I)⊗(vi+I)),
then C¯ is called the lift of C on T (V )/I. In this case we say that C can be lifted to T (V )/I.
If (V, C) is a braided vector space with a graded ideal I of T (V ) and I 6= T (V ) (i.e
I = ⊕∞i=1Ii with Ii ⊆ V
⊗i) and C can be lifted to T (V )/I, then (T (V )/I, C) is called a
braided graded algebra. Obviously, both Nichols algebra (B(V ), C) and En are braided
graded algebras. From now on, (T (V )/I, C) is a braided graded algebra if without special
announcement.
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Let L(T (V )/I) denote the braided Lie algebras generated by V in T (V )/I under
braided Lie operations [x, y] = m(id − C)(y ⊗ x) for any homogeneous elements x, y ∈
T (V )/I, wherem is the multiplication of T (V )/I. Let L−(T (V )/I) denote the Lie algebras
generated by V in (T (V )/I)− under Lie operations [x, y]− = xy−yx for any x, y ∈ T (V )/I.
Theorem 7.8. Assume that (T (V )/I, C) is a braided graded algebra with dimV < ∞.
Then T (V )/I is finite-dimensional if and only if L−(T (V )/I) is finite-dimensional and
there exists a basis, which consists of nilpotent elements or algebraic elements over k , of
L
−(T (V )/I).
Proposition 7.9. Assume that (T (V )/I, C) is a braided graded algebra with dimV <∞.
(i) L−(T (V )/I) is finite dimensional if and only if L−(T (V )/I) is nilpotent as Lie
algebras;
(ii) L(T (V )/I) is finite dimensional if and only if L(T (V )/I) is nilpotent as braided
Lie algebras;
Proposition 7.10. Assume that (T (V )/I, C) is a braided graded algebra with dimV <∞,
J = I ∩ BLie(V ) and J− = I ∩ Lie(V ). Then
(i) L(T (V )/I) = (BLie(V ) + I)/I ∼= BLie(V )/J .
(ii) L−(T (V )/I) = (Lie(V ) + I)/I ∼= Lie(V )/J−.
7.4 Finiteness of FK algebra En
Theorem 7.11. Assume that (T (V )/I, C) is a braided graded algebra with dim V < ∞.
Then the following conditions are equivalent:
(F1) dimT (V )/I <∞;
(F2) T (V )/I is an elementary algebra with nilpotent Jacobson radical;
(F3) L−(T (V )/I) is nilpotent as Lie algebras and there exists a basis which consists
of nilpotent elements, or algebraic elements over k.
(F4) dimL−(T (V )/I) <∞ and there exists a nilpotent basis of L−(T (V )/I);
(F5) (T (V )/I)+ is nilpotent;
(F6) dimL−(T (V )/I) < ∞ with rk((T (V )/I)
+) = (T (V )/I)+, or rl((T (V )/I)
+) =
(T (V )/I)+, or rb((T (V )/I)
+) = (T (V )/I)+, or rk(T (V )/I) = (T (V )/I)
+, or rl(T (V )/I) =
(T (V )/I)+, or rb(T (V )/I) = (T (V )/I)
+;
8 Irreducible representations
In this section we give all irreducible representations of finite dimensional Nichols algebras
and of finite dimensional FK algebras En.
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Lemma 8.1. Assume that R is an associative algebra. Then V is an irreducible R-module
if and only if V is an irreducible R/rj(R)-module.
Proof. If V is an irreducible R-module, then rj(R) ⊆ (0 : V )R := {x ∈ R | xV = 0}.
Thus V become an R/rj(R)-module under natural module operation. If 0 6= N is an
R/rj(R)- submodule of V , then N is an R- submodule of V and N = V , which implies
that V is an irreducible R/rj(R)-module. Conversely, if V is an irreducible R/rj(R)-
module, then V is an R-module. Let 0 6= N be an R- submodule of V . It is clear
rj(R) ⊆ (0 : V )R ⊆ (0 : N)R, which implies that N is an R/rj(R) -module and N = V .
✷
Lemma 8.2. Assume that A = ⊕∞i=0Ai is a graded algebra with A0 = k. If rj(A) = A>0 :=
⊕∞i=1Ai, then A has only one irreducible module up to isomorphisms and the dimension of
this module is one with trivial action.
Proof. It is clear that A/rj(A) ∼= k, k has only one irreducible module up to isomorphisms
and the dimension of this module is one with trivial action. Considering Lemma 8.1 we
complete the proof. ✷
Theorem 8.3. Assume that (T (V )/I, C) is a braided graded algebra with dimV <∞. If
(T (V )/I, C) is finite dimensional, then (T (V )/I, C) has only one irreducible module up
to isomorphisms and the dimension of this module is one with trivial action.
For example, (T (V )/I, C) = B(V ) or En.
Proof. It follows from Lemma 8.2 and Theorem 7.11 (F6). ✷
9 YD module of finite commutative groups
In this section we give some conditions for a braided vector space to become a YD mod-
ule over finite commutative group. We obtain the sufficient and necessary condition for
Nichols algebra B(M) of YD module M over Wn with supp(M) ⊆ A to be finite dimen-
sional.
Let G = (a1) × (a2) × · · · × (at) be a finite abelian group with Ni = ord(ai) for
1 ≤ i ≤ t. If N1 = Ni for 1 ≤ i ≤ t, then G is called a weak elementary group. If G is a
weak elementary group and N1 is a prime number, then G is called an elementary group.
An, Dn, E6, E7, E8 is called finite laced Cartan type since there exists one edge between
two vertices at most.
9.1 Bicharacters
Let G and H be two groups. If r is a map from G×H to k∗ (k∗ := {x ∈ k | x 6= 0}) with
r(ab, c) = r(a, c)r(b, c) and r(a, cd) = r(a, c)r(a, d) for a, b ∈ G, c, d ∈ H , then r is called
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a bicharacter over pair (G,H). If G = H , then r is called a bicharacter over group G.
Lemma 9.1. If G = (a) and H = (b), then r is a bicharacter over (G,H) if and only
if r is a map from G × H to k∗ such that r(am, bn) = r(a, b)mn with r(a, b)N = 1 when
N = ord(a) or N = ord(b) for any m,n ∈ N.
Proposition 9.2. Let G = ⊕i∈IGi be the direct sum of groups Gi for i ∈ I.
(i) If r is a bicharacter of group G, then restricted map r|(Gi,Gj) is a bicharacter over
pair (Gi, Gj) for i, j ∈ I.
(ii) Conversely, if ri,j is a bicharacter over pair (Gi, Gj) for any i, j ∈ I and define
r(x, y) =
∏
i,j∈I
ri,j(xi, xj) for any x = {xi},y = {yi} ∈ G, then r is a bicharacter over G.
Proof. It is clear. ✷
Proposition 9.3. Let G = ⊕i∈IGi be the direct sum of cyclic group Gi = (ai) for any
i ∈ I. Set R := {r | r is a bicharacter over G } and Q := {{bi,j}i,j∈I | bij ∈ k
∗; b
ord(aj )
i,j =
b
ord(ai)
i,j = 1, for any i, j ∈ I}. Define φ :
R −→ Q,r 7−→ {r(ai, aj)}i,j∈I . Then φ is a bijection.
Proof. We show this by following several steps.
(i) φ is well defined.
(ii) φ is surjective. In fact, for any {bi,j} ∈ Q, define a bicharacter r over G as follows:
r(ai, aj) = bi,j for any i, j ∈ I and r(x, y) =
∏
i,j∈I
(bi,j)
minj , where x = {amii },y =
{anii } ∈ G. In fact, for any x = {xi} = {a
mi
i }, x
′ = {x′i} = {a
m′i
i }, y = {yi} = {a
ni
i },
y′ = {y′i} = {a
n′i
i } ∈ G with x = x
′ and y = y′, we have that
r(x, y)
r(x′, y′)
=
∏
i,j∈I
r(ai, aj)
mi(nj−n
′
j)+(mi−m
′
i)n
′
j = 1,
which implies r(x, y) = r(x′, y′). That is, r is well defined.
(iii) It is clear that φ is injective. ✷
We have the similar result for I = {1, 2, · · · , t}, i.e. G = (a1)× (a2)× · · · × (at).
9.2 YD module of finite commutative groups
If H is a subgroup of G and there exists a subgroup H ′ such that G = H ×H ′ is a direct
sum of H and H ′, then H is called a direct summand of G.
Let −→g = (g1, g2, · · · , gθ) ∈ G
θ, −→χ = (χ1, · · · , χθ) ∈ (Ĝ, Ĝ, · · · , Ĝ). We call (G,
−→g ,−→χ )
an element system with characters, written as ESC(G,−→g ,−→χ ) (see [ZZC07, Def. 2.1]). It is
clear that V is a G-YD if and only if there exists ESC(G,−→g ,−→χ ) and a basis x1, x2, · · · , xθ
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of V such that module operation g ·xi = χi(g)xi, and comodule operation δ(xi) = gi⊗xi,
1 ≤ i ≤ θ.
Let (qij)θ×θ be a matrix. If qijqji
{
6= 1, when | j − i |= 1
= 1, when | j − i |6= 1
for any 1 ≤ i 6= j ≤ θ,
then (qij)θ×θ is called a chain or labelled chain. If (qij)θ×θ is a chain and
(q11q1,2q2,1 − 1)(q11 + 1) = 0; (qθ,θqθ,θ−1qθ−1,θ − 1)(qθ,θ + 1) = 0; (12)
qii + 1 = qi,i−1qi−1,iqi,i+1qi+1,i − 1 = 0 or qiiqi,i−1qi−1,i = qiiqi,i+1qi+1,i = 1, (13)
1 < i < θ, then (qij)θ×θ is called a simple chain (see [He06a, Def.1]). Let q :=
q2θ,θqθ−1,θqθ,θ−1. If (qij)θ×θ is a simple chain and qi,i−1qi−1,i = q
−1, 1 < i ≤ θ, then (qij)θ×θ
is called a pure simple chain, otherwise, it is called a mixed simple chain. .
Lemma 9.4. If (qij)θ×θ is a simple chain with qii 6= −1 (1 ≤ i ≤ θ), then (qij)θ×θ is pure
simple chain and qjj = q for 1 ≤ j ≤ θ.
Proof. By (12), qθ,θ = q = (qθ,θ−1qθ−1,θ)
−1. It follows from (13) that qii = q =
(qi,i+1qi+1,i)
−1 = (qi,i−1qi−1,i)
−1 for 1 < i < θ. Consequently, q11 = q by (12). ✷
Lemma 9.5. Let G be a commutative group with odd | G |. If connected (qij)θ×θ is a
mixed simple chain, or there exist i, j such that ord(qij) is even ( e.g. qij = −1 ), then
(qij)θ×θ is not a G- YD module.
Proof. It follows from Lemma 9.4. ✷
Let H2 denote the following two cases: • •
ζ qq−1 and • •
ζ q−1ζζ−1q ,
where ζ ∈ R3, q ∈ k
∗ \ {1, ζ, ζ2}. The two cases are in Row 6 in [He05, TableA.1].
Let H3 denote the following two cases: • • •
ζ ζ ζ−3ζ−1 ζ−1 and • • •
ζ ζ−4 ζ−3ζ−1 ζ4 ,
where ζ ∈ R9. The two cases are in Row 18 in [He05, TableA.2].
Proposition 9.6. Assume that connected (qij)θ×θ is of an arithmetic root system θ > 1.
If one of the following four cases holds, then (qij)θ×θ is a connected finite Cartan type or
H2 or H3.
(i) (qij)θ×θ is a G-YD module and G is a commutative group with odd | G |.
(ii) (qij)θ×θ is not the first diagram of Row 9 in [He05, Table A.1] and ord(qii) is odd
for any 1 ≤ i ≤ θ.
(iii) (qij)θ×θ is not Row 12, the last diagram of Row 16, Row 18 in [He05, Table A.2],
the first diagram in Row 15, the first diagram of Row 17 in [He06a, Table B] and Row 5
in [He06a, Table C] with θ ≥ 3 and qii 6= −1 for 1 ≤ i ≤ θ.
(iv) (qij)θ×θ is not Row 5 in [He06a, Table C] with θ > 4 and qii 6= −1 for 1 ≤ i ≤ θ.
Furthermore, if ord(qii) > 3 is odd for 1 ≤ i ≤ θ, then (qij)θ×θ is a finite Cartan type
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Proof. It follows from Lemma 9.4, Lemma 9.5, [He05, Table A.1, A.2] and [He06a, Table
B, C]. ✷
If (qij)θ×θ is a matrix and there exists an ESC(G,
−→g ,−→χ ) such that
qij = χj(gi), (14)
then we say that (qij)θ×θ is determined by ESC(G,
−→g ,−→χ ). In this case (qij)θ×θ is said to
be a G-YD module.
Proposition 9.7. Assume that connected (qij)θ×θ is a G- YD module and is of an arith-
metic root system with θ > 1.
(i) If G is an elementary p-group with p 6= 2, then (qij)θ×θ is a connected finite Cartan
type with quantum number q and ord(q) = p.
(ii) If G is an elementary p-group with p = 2, then (qij)θ×θ is a connected finite laced
Cartan type with quantum number q = −1.
Proof. (i) follows from Proposition 9.6.
(ii) It is clear. ✷
Obviously, if r is a bicharacter over finite commutative G with g ∈ G, then there exists
χ ∈ Gˆ, such that χ(h) = r(g, h), h ∈ G.
Proposition 9.8. Assume that H = H ′ × H ′′. If ESC(H′,
−→
g′ ,
−→
χ′ ) and ESC(H′′,
−→
g′′,
−→
χ′′)
are ESC over H ′ and H ′′, respectively, then ESC(G,−→g ,−→χ ) is an ESC over H, where
−→χ =
−→
χ′⊗
−→
χ′′ := {χ′i⊗χ
′′
j}i,j and
−→g =
−→
g′+
−→
g′′ := {(gi, gj)}i,j. Conversely, if ESC(G,
−→g ,−→χ )
is an ESC over H with −→χ =
−→
χ′ ⊗
−→
χ′′ and −→g =
−→
g′ +
−→
g′′, then ESC(H′,
−→
g′ ,
−→
χ′ ) and
ESC(H′′,
−→
g′′,
−→
χ′′) are ESC over H ′ and H ′′, respectively.
Proof. It is clear. ✷
Lemma 9.9. If H is a subgroup of G with ESC(H,−→g ,−→χ ) and χ′i is an extension on G
of χi, then the matrices of ESC(G,
−→g ,
−→
χ′ ) and ESC(H,−→g ,−→χ ) are the same.
We give a sufficient condition for (qij)θ×θ to be a YD-module over finite commutative
group with ord(ai) = Ni.
Theorem 9.10. Assume that G = (a1)× (a2)× · · · × (at) is a finite commutative group
and (qij)θ×θ is a braided matrix. If there exist distinct 1 ≤ λ1, λ2 · · · , λθ ≤ t such that
q
Nλi
ij = q
Nλj
ij = 1 for any 1 ≤ i.j ≤ θ with θ ≤ t, then there exists ESC(G,
−→g ,−→χ ) such that
χj(gi) = qij and gi = ai for 1 ≤ i, j ≤ θ. Furthermore, (qij)θ×θ is a G-YD-module.
Proof. Let λ1, λ2, · · · , λt be a permutation of 1, 2, · · · , t. Let H
′ = (aλ1) × · · · × (aλθ),
H ′′ = (aλθ+1) × · · · × (aλt). By Proposition 9.3, there exists a bicharacter r of H
′ such
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that r(aλi , aλj ) = qij . Let χ
′
j ∈ Ĥ
′ such that χ′j(g
′
i) = qij and g
′
i = aλi for 1 ≤ i, j ≤ θ.
Consequently ESC(H′,
−→
g′ ,
−→
χ′ ) is an element system with characters of H ′. Considering
Lemma 9.9 we complete the proof. ✷
Following the Theorem above, we have
Corollary 9.11. If (qij)θ×θ is a braided matrix with finite orders (i.e. ord(qij) < ∞ for
1 ≤ i, j ≤ θ), then there exists a finite commutative group G such that (qij)θ×θ is a YD
-module over G.
If there exists a subgroup H of a finite commutative group G such that G = (g1) ×
(g2)× · · · × (gθ)×H , then ESC(G,
−→g ,−→χ ) is called to be full. (qij)θ×θ is called to be full
if it is a braided matrix of full ESC(G,−→g ,−→χ ).
Proposition 9.12. (qij)θ×θ is of a full G-YD module if and only if there exist a sungroup
H and elements bi ∈ G for 1 ≤ i ≤ θ such that G = (b1) × (b2) × · · · × (bθ) × H and
q
ord(bi)
ij = q
ord(bj)
ij = 1 for 1 ≤ i, j ≤ θ.
Proof. Necessity. It is clear.
Sufficiency. It is clear that there exist bi ∈ H for 1 + θ ≤ i ≤ t such that G =
(b1)× · · · × (bt). By Theorem 9.10, (qij)θ×θ is of a full G-YD module. ✷
9.3 YD module of weak elementary groups
Proposition 9.13. If G = (a1)× (a2)× · · · × (at) is a weak elementary group with θ ≤ t
and N = ord(a1), then (qij)θ×θ is G-YD module if and only if ord(qij) | N , 1 ≤ i, j ≤ θ.
Proof. If (qij)θ×θ is a G-YD module, then there exists ESC(G,
−→g ,−→χ ) such that its matrix
is (qij)θ×θ and χj(gi) = qij . Consequently ord(qij) | N .
Conversely, if ord(qij) | N , then there exists ESC(G,
−→g ,−→χ ) such that its matrix is
(qij)θ×θ with χj(ai) = qij for 1 ≤ i, j ≤ θ by Theorem 9.10. ✷
Remark 9.14. It can be omitted that the conditions: θ ≤ t in the necessity.
Proposition 9.15. Assume that G = (a1)× (a2)× · · · × (at) is a weak elementary group
with N = ord(a1), If (qij)θ×θ is of a G-YD module and a finite Cartan type with quantum
number q, then ord(q) | N .
Proof. There exists ESC(G,−→g ,−→χ ) such that χj(gi) = qij for 1 ≤ i, j ≤ θ. It is clear
gNi = 1 and χj(gi)
N = qNij = 1 for 1 ≤ i, j ≤ θ. Consequently, ord(q) | N since there exist
i such that qii = q. ✷
If N ∈ N and gN = 1 for any g ∈ G, then N is called a generalized order of G. For
example, if G = (a1) × (a2) × · · · × (at) is a weak elementary group with N = ord(a1),
then N is a generalized order of G.
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Proposition 9.16. Assume that (qij)θ×θ is of a connected G-YD module with θ > 1.
(i) If N is a generalized order of G, then the order of every quantum number can
divides N except last diagram in Row 5, Diagram 4 in Row 7 in [He05, Table A.2], last
diagram of Row 7, Diagram 5 of Row 9, Diagram 4, 5, 6 of Row 11 in [He06a, Table B],
Diagram 2 in Row 4 in [He06a, Table C].
(ii) If N is a generalized order of G, then the square of order of every quantum number
can divides N in last diagram in Row 5, Diagram 4 in Row 7 in [He05, Table A.2], last
diagram of Row 7, Diagram 5 of Row 9, Diagram 4, 5, 6 of Row 11 in [He06a, Table B],
Diagram 2 in Row 4 in [He06a, Table C].
(iii) If G = (a1)× (a2)× · · · × (at) is a weak elementary group with N = ord(a1) and
(qij)θ×θ is a finite Cartan type with quantum number q, then ord(q) | N .
Proof. (i) and (i) We check this step by step in [He05, Table A.1, A.2] and [He06a, Table
B, C].
(iii) It follows (i). ✷
Remark 9.17. It can be omitted that the conditions: θ ≤ t in the necessity of (ii).
9.4 YD module of elementary groups
Proposition 9.18. If G is an elementary p-group with 2 ≤ θ ≤ t and qij = qji for
1 ≤ i, j ≤ θ, then (qij)θ×θ is of a connected G-YD module and an arithmetic root system
if and only if (qij)θ×θ is of a connected finite Cartan type with quantum number q and
ord(q) = p.
Proof. Necessity follows form Proposition 9.7.
Sufficiency follows from Theorem 9.10. ✷
Remark 9.19. It can be omitted that the conditions: θ ≤ t and qij = qji for 1 ≤ i, j ≤ θ
in the necessity.
9.5 Nichols algebras of YD module over Wn
In this subsection we give the sufficient and necessary condition for Nichols algebra B(M)
of YD module M over Wn with supp(M) ⊆ A to be finite dimensional.
Lemma 9.20. Assume that M is a finite dimensional G- YD module. If G1 is a finite
commutative subgroup of G and suppM ⊆ G1, then M is a G1-YD module with diagonal
braiding.
Proof. It follows from [ZZC07, Lemma 2.3]. ✷
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Theorem 9.21. Let G = Wn. Assume that σ1, · · · , σm ∈ A and M = M(Oσ1 , ρ
(1)) ⊕
M(Oσ2 , ρ
(2)) ⊕ · · · ⊕ M(Oσm , ρ
(m)) is a YD module over kG with ρ(i) ∈ Ĝσi for i =
1, 2, · · · , m. Then the following conditions are equivalent.
(i) B(M) is finite dimensional.
(ii) Every connected component of generalized Dynkin diagram of M is a finite laced
Cartan type with ρ(i)(σi) = −id for 1 ≤ i ≤ m.
(iii) Every connected component of generalized Dynkin diagram of M is a finite laced
Cartan type.
(iv) Every connected component of generalized Dynkin diagram of M is a finite Cartan
type.
(v) dimB(M(Oσ1 , ρ
(1))⊕M(Oσ2 , ρ
(2))⊕ · · · ⊕M(Oσj , ρ
(j))) <∞ for 1 ≤ j ≤ m.
Proof. (i) ⇒ (ii). M is an A-Yetter Drinfeld module by Lemma 9.20. By Proposition
9.18 and [AZ07], every connected component of M is a finite laced Cartan type with
χ(i)(σi) = −1 for 1 ≤ i ≤ m.
(ii) ⇒ (iii)⇒ (iv) It is clear.
(iv) ⇒ (i). Since G is a finite group, the order of quantum number of every connected
component of generalized Dynkin diagram is finite. By [WZZ15, Lemma 6.4], 1 < pu,u <
∞ since pu,u is quantum number or square of quantum number of connected component
for any hard super-letter u. Consequently, B(M) <∞.
(i) ⇔ (v) It is clear. ✷
10 Lyndon basis of Nichols algebras of finite Cartan
types and enveloping algebras of Lie algebras
In this section it is shown that hard braided Lie Lyndon word, standard Lyndon word,
Lyndon-basis-path, hard Lie Lyndon word and standard Lie Lyndon word are the same
with respect to B(V ), Cartan matrix Ac and U(L
+), respectively, where V and L corre-
spond to the same finite Cartan matrix Ac.
10.1 Standard basis of FK algebra En
Let A := {x1, x2, · · · , xθ} be an alphabet and a basis of V = span(A); A
∗ := {u |
u is a word }. Let I be a graded ideal of T (V ) as algebras.
Definition 10.1. ([Kh99, Def. 1]) A word u is called a Lyndon word if |u| = 1 or |u| ≥ 2,
and for each representation u = u1u2, where u1and u2 are nonempty words, the inequality
u < u2u1 holds.
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u is called a standard word with respect to T (V )/I if u can not be written as linear
combination of strictly greater words in T (V )/I.
Let SW(T (V )/I) =: {u ∈ A∗ | u is a standard word with respect to T(V)/I}, written
as SW in short;
L := {u ∈ A∗ | u is a Lyndon word}. Notice that we view SW(T (V )/I) and L are in
T (V )/I often for convenience.
u is called Standard Lyndon ward if u ∈ SW ∩ L.
Lyndon word u is called a standard Lie Lyndon word with respect to T (V )/I if [u]−
can not be written as linear combination of strictly greater Lie Lyndon words in T (V )/I.
SLLW(T (V )/I) =: {u ∈ L | u is a standard Lie Lyndon word }.
Lemma 10.2. (i) SW is a basis of T (V )/I.
(ii) Any factor of a standard word is a standard word.
(iii) If u is a standard word, then u = u1u2 · · ·ur with u! ≥ u2 ≥ · · · ≥ ur and
ui ∈ SW ∩ L for 1 ≤ i ≤ r.
Proof. (i) If a word u /∈ SW, then u =
∑
v∈SW,|v|=|u|,v>u
avv. It is clear that SW is linearly
independent in T (V )/I. Consequently, SW is a basis of T (V )/I.
(ii) It is clear.
(iii) It follows from Part (ii) and [Lo83, Th. 5.1.5]. ✷
Set hu := inf{m | u
m = 0}(i.e. = min{m | um = 0} when there exists m ∈ N such
that um = 0), which is called a nil order of u.
Proposition 10.3. {[u]− | u ∈ SLLW(T (V )/I)} is a basis of L−(T (V )/I).
Proof. Let J− := I ∩ Lie(V ). By Proposition 7.10, L−(T (V )/I) ∼= Lie(V )/J−. By
[LR95, Th. 2.1], {[u]− | u ∈ SLLW(Lie(V )/J−)} is a basis of Lie(V )/J−. Consequently,
{[u]− | u ∈ SLLW(T (V )/I)} is a basis of L−(T (V )/I). ✷
Proposition 10.4. Assume that I is a graded ideal of T (V ) as algebras (e.g. En =
T (V )/I). Then
(i) dim(T (V )/I) ≤
∏
u∈SW∩L
hu. In particular, dim(En) ≤
∏
u∈SW∩L
hu.
(ii) The following conditions are equivalent:
(F1) dim(T (V )/I) <∞;
(F11) SW(T (V )/I) is a finite set;
(F12) SW(T (V )/I) ∩ L is a finite set and hu <∞ for any u ∈ SW(T (V )/I) ∩ L.
(F13) {[u]− | u ∈ SLLW(T (V )/I)} is finite and hu <∞ for any u ∈ SLLW(T (V )/I).
Proof. (i) It follows from Lemma 10.2.
(ii) It follows from Lemma 10.2 that (F1) and (F2) are equivalent. By Part (i), (F12)
implies (F11).
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Now we show that (F11) implies (F12). If it does not hold, then SW(T (V )/I) ∩ L is
infinite or there exists u ∈ SW(T (V )/I)∩ L such that hu =∞. SW(T (V )/I)∩ L is finite
by (F11). Consequently, u, u2, u3, · · · are linearly independent, which contradicts (F1).
It follows from Proposition 10.3 and Theorem 7.11 (F4) that (F1) and (F13) are
equivalent. ✷
This also give an estimate of dimension for every finite generated algebra B since
B ∼= T (V )/I as algebras.
10.2 Lyndon basis of braided Hopf algebras with diagonal type
Let (T (V )/I, C) be a graded braided algebras with diagonal braiding C and canonical
basis {x1, x2, · · · , xθ} in this subsection without special announcement.
[u] is called a super-letter or braided Lie Lyndon word if u is a Lyndon word. [u]− is
called a Lie Lyndon word if u is a Lyndon word.
If (V, C) is a braided vector space with diagonal type, then there a commutative
group G such that (V, C) become a YD-module over G. Consequently, if (V, C) is a finite
dimensional diagonal braided vector space, then B(V ) is a graded braided Hopf algebras
over commutative group G.
A Lyndon word u is said to be a hard braided Lie Lyndon word with respect to T (V )/I
if [u] is not a linear combination in T (V )/I of products [u1][u2] · · · [ui], i ∈ N, where uj
is a Lyndon word with u < uj, 1 ≤ j ≤ i. In this case [u] is called a hard super-letter
sometimes (cf. [Kh99]).
A Lyndon word u is said to be a hard Lie Lyndon word with respect to T (V )/I if [u]−
is not a linear combination in T (V )/I of products [u1]
−[u2]
− · · · [ui]
−, i ∈ N, where uj is
a Lyndon word with u < uj, 1 ≤ j ≤ i.
Lyndon word u is called a standard braided Lie Lyndon word with respect to T (V )/I
if [u] can not be written as linear combination of strictly greater braided Lie Lyndon
words in T (V )/I.
Remark 10.5. The length of every summand above is equal since T (V )/I is graded.
Let HBLLW(T (V )/I) =: {u ∈ L | u is a hard braided Lie Lyndon word },
SBLLW(T (V )/I) =: {u ∈ L | u is a standard braided Lie Lyndon word}.
HLLW(T (V )/I) =: {u ∈ L | u is a hard Lie Lyndon word },
Let RPBW denote a restricted PBW basis of T (V )/I (defined in [Kh99]).
Lemma 10.6. (i) If l ∈ L, then [l]− = l +
∑
w>l,|l|=|w|
aww in T (V )/I, where aw ∈ k.
(ii) If l ∈ L, then [l] = all +
∑
w>l,|l|=|w|
aww in T (V )/I, where al, aw ∈ k with al 6= 0.
(iii) SW ∩ L ⊆ SBLLW.
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(iv) SW ∩ L ⊆ HBLLW.
(v) SW ∩ L ⊆ SLLW.
(vi) SW ∩ L ⊆ HLLW.
(vii) dimL−(T (V )/I) ≥| HLLW(T (V )/I) |, | SLLW(T (V )/I) |, | SW(T (V )/I) ∩ L | .
Proof. (ii) We show this by induction on | l | . It is clear when | l |= 1 since [l] = l. Assume
that l = uv is the Shirshow decomposition of l. If u′ > u and v′ > v with | u′ |=| u | and
| v′ |=| v |, then u′v′ > uv = l and v′u′ > vu > l.
[l] = [v][u]− pv,u[u][v]
= (a′vv +
∑
v′>v,|v′|=|v|
a′v′v
′)(a′uu+
∑
u′>u,|u′|=|u|
a′u′u
′)
−pvu(a
′
uu+
∑
u′>u,|u′|=|u|
a′u′u
′)(a′vv +
∑
v′>v,|v′|=|v|
a′v′v
′) (by inductive hypothesis)
= all +
∑
w>l,|l|=|w|
aww.
(i) The proof is similar to the proof of (ii).
(iii) If l /∈ SBLLW with l ∈ L, then
[l] =
∑
u>l,|u|=|l|
a′u[u]
=
∑
u>l,|u|=|l|
a′u(a
′′
uu+
∑
v>u,|v|=|u|
a′′vv) and
[l] = a′′′l l +
∑
w>l,|l|=|w|
a′′′ww ( by (ii)).
Consequently, l =
∑
w>l,|l|=|w|
aww and l /∈ SW ∩ L.
(iv) If l /∈ HBLLW with l ∈ L, then
[l] =
m∑
r=1
∑
ui>l,1≤i≤r,|u1u2···ur|=|l|
a′u[u1][u2] · · · [ur]
=
m∑
r=1
∑
ui>l,1≤i≤r,|u1u2···ur|=|l|
a′u
r∏
i=1
(a′′uiui +
∑
wij>ui,|wij |=|ui|
a′′wijwij)
=
∑
u>l,|u|=|l|
auu and
[l] = a′′′l l +
∑
w>l,|l|=|w|
a′′′ww ( by (ii)).
Consequently, l =
∑
w>l,|l|=|w|
aww and l /∈ SW ∩ L..
Similarly, we have (v) and (vi).
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(vii) Obviously, both {[u]− | u ∈ HLLW(T (V )/I)} and {[u]− | u ∈ SLLW(T (V )/I)}
are two linearly independent sets in L−(T (V )/I), which implies that {[u]− | u ∈ SW(T (V )/I)∩
L} is linearly independent sets in L−(T (V )/I). ✷
Lemma 10.7. HBLLW(T (V )/I) ⊆ SBLLW(T (V )/I) and HLLW(T (V )/I) ⊆ SLLW(T (V )/I).
Proof. If u /∈ SBLLW, then [u] =
∑
v>u,v∈L,|u|=|v|
av[v]. Consequently, u /∈ HBLLW. ✷
Lemma 10.8. Assume that T (V )/I is a graded braided Hopf algebras with diagonal braid-
ing. If both B and B1 are generators of RPBW basis of T (V )/I with B ⊆ B1, then
B = B1.
Proof. If there exists y ∈ B1 and y /∈ B, then y =
∑
v1≥v2≥···≥vr ,vi∈B
avv1v2 · · · vr, which
contradicts to that B1 is a generator of RPBW basis of T (V )/I. ✷
Theorem 10.9. (i) If T (V )/I is a graded braided Hopf algebras with diagonal braiding,
then SW(T (V )/I) ∩ L = HBLLW(T (V )/I).
Furthermore, if ∆(B(V )) is not an arithmetic root system, then dimL−(B(V )) =∞.
(ii) If V is of a Cartan type with 1 < ordqii < ∞ for 1 ≤ i ≤ n, then the following
conditions are equivalent:
(a) dimB(V ) <∞;
(b) dimL−(V ) <∞;
(c) ∆(B(V )) is an arithmetic root system;
(d) V is of a finite Cartan type.
Proof. (i) SW ∩ L ⊆ HBLLW by Lemma 10.6 (iv). If there exists y ∈ HBLLW and
y /∈ SW ∩ L, then y =
∑
v1≥v2≥···≥vr ,vi∈SW∩L,|v1v2···vr |=|y|,v1v2···vr>y
avv1v2 · · · vr by Lemma 10.2
(iii), which contradicts to that HBLLW is generator of RPBW basis of T (V )/I.
(ii) (a) ⇒ (d). It is clear. (d) ⇒ (a). It follows from Theorem 7.6. (a) ⇒ (b). It is
clear. (b)⇒ (c). It follows from (i). (c)⇒ (d). It is clear. ✷
10.3 Lyndon basis of Nichols algebras with finite Cartan types
Let V be a braided vector space with finite Cartan type, which corresponds to Cartan
matrix Ac and a positive root system Φ
+.
Lemma 10.10. For any α ∈ Φ+, there exists unique l ∈ SW ∩ L such that deg(l) = α.
Proof. It follows from [He06, Th. 4] and Theorem 10.9. ✷
Proposition 10.11. ([LR95, Proposition 2.9]) If l is a standard Lyndon ward, then l is
of the form l = l1 . . . lka, where
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• li is a standard Lyndon word, for each i = 1, . . . , k;
• li is a beginning of li−1, for each i > 1;
• a is a letter.
In what follows, we describe a set of hard super- letters for each connected finite
Cartan type.
In Figure 1 the trees give the standard Lyndon words. Every tree in Figure 1 is called a
Lyndon-basis-tree. The root of each tree is the leftmost vertex. Every path from the root
to a vertex which is a white vertex in stand of a black vertex is called a Lyndon-basis-path.
Let P(Ac) := {u | u is a Lyndon-basis-path }, which is written as P(V ) sometime.
Theorem 10.12. If V is a connected finite Cartan type with Cartan matrix Ac, then
HBLLW(B(V )) = SW(B(V )) ∩ L = P(V ) and dimL−(V ) ≥| Φ+ | .
Furthermore, u is a hard braided Lie Lyndon word if and only if u is a standard Lyndon
word.
Proof. It follows from the proofs in [AA08, Section 4.2] that SW(B(V )) ∩ L ⊆ P(V ).
By [He06, Th. 4], | HBLLW |=| Φ+ | . By[LR95, Th. 3.4], | P(V ) |=| Φ+ | . By
Theorem 10.9, SW ∩ L = HBLLW. Consequently, considering Lemma 10.6, we complete
the proof. ✷
Remark 10.13. In [AA07, before Lemma 3.9] Nicols Andruskiewitsch and Ivn Ezequiel
Angiono said “It is easy to see that a braiding of Cartan type is standard, see the first
part of the proof of [H1, Th. 1]”. Therefore, a braiding of finite Cartan type is standard
and SW(B(V )) ∩ L = P(V ) holds by [AA08, subsection 4.2].
For example, for Cn, all of standard Lyndon word are xixi+1 · · ·xj , 1 ≤ i ≤ j ≤
n − 1; xixi+1 · · ·xn−1xi · · ·xj , 1 ≤ i ≤ n − 1, i ≤ j ≤ n; xixi+1 · · ·xn−1xnxn−1 · · ·xj ,
1 ≤ i ≤ n − 1, i + 1 ≤ j ≤ n. It will be proved that all of hard super- letters are
[xixi+1 · · ·xj ] , 1 ≤ i ≤ j ≤ n − 1; [xixi+1 · · ·xn−1xi · · ·xj ], 1 ≤ i ≤ n − 1, i ≤ j ≤ n;
[xixi+1 · · ·xn−1xnxn−1 · · ·xj ], 1 ≤ i ≤ n − 1, i + 1 ≤ j ≤ n. By [Bo89] all of positive
roots are ei + ei+1 + · · · + ej , 1 ≤ i ≤ j ≤ n − 1; ei + ei+1 + · · · + en−1 + ei + · · · + ej ,
1 ≤ i ≤ n−1, i ≤ j ≤ n; ei+ei+1+· · ·+en−1+en+en−1+· · ·+ej , 1 ≤ i ≤ n−1, i+1 ≤ j ≤ n.
10.4 Lyndon basis of enveloping algebras of Lie algebras
Let Lie(A) be the Lie algebra generated by A := {x1, x2, · · · , xθ} in T (V ) with V :=
span(A), which is a basis of V. Obviously, Lie(A) = Lie(V ). Let J be a graded Lie ideal
of Lie(V ) and I the ideal of T (V ) by J. Assume that L := Lie(A)/J is a Lie algebra.
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By [LR95, Section 2], U(L) = T (V )/I is the enveloping algebra of L with Lie operation
[x, y]− = xy − yx.
Proposition 10.14. If J is a graded Lie ideal of Lie(V ) and I is an ideal of T (V )
generated by J , then
SLLW(T (V )/I) = HLLW(T (V )/I) = SLLW(Lie(V )/J) = SW(T (V )/I) ∩ L,
where SLLW(Lie(V )/J) := SLLW(T (V )/J).
Furthermore, if (T (V )/I, C) be a braided graded algebras, then the sets above is equal
to HBLLW(T (V )/I). .
Proof. We show this by following steps. (i) If u /∈ SLLW(Lie(V )/J), then
[u]− ≡
∑
w>u,|u|=|w|,w∈L
aw[w]
− (mod J) and
[u]− ≡
∑
w>u,|u|=|w|,w∈L
aw[w]
− (mod I),
where aw ∈ k. Consequently, u /∈ HLLW(T (V )/I) and u /∈ SLLW(T (V )/I), which implies
HLLW(T (V )/I) ⊆ SLLW(Lie(V )/J) and SLLW(T (V )/I) ⊆ SLLW(Lie(V )/J).
(ii) It is clear that U(L) is a pointed Hopf algebra generated primitive elements. Thus
HLLW(T (V )/I) is generators of PBW basis of U(L) by [Kh99, Th. 2, Cor. 1]. By [LR95,
Th. 2.7], SLLW(Lie(A)/J) is generators of PBW basis of U(L).
(iii) Considering Part (i) (ii) and Lemma 10.8, we have HLLW(T (V )/I) = SLLW(Lie(V )/J).
(iv) By [LR95, Cor. 2.8], SW(T (V )/I) ∩ L = SLLW(Lie(V )/J).
(v) Considering Lemma 10.6, we complete the proof. ✷
10.5 Lyndon basis of enveloping algebras of simple Lie algebras
Let L be a simple Lie algebra with Cartan matrix Ac = (aij)n×n and following Serre
relations:
(S1) [hi, hj]
− = 0, 1 ≤ i, j ≤ n.
(S2) [xi, yi]
− = hi, [xi, yj]
− = 0, i 6= j, 1 ≤ i, j ≤ n.
(S3) [hi, xj]
− = aijxj , [hi, yj]
− = −aijyj, 1 ≤ i, j ≤ n.
(S+4 ) (adxi)
−aij+1xj = 0, i 6= j.
(S−4 ) (adyi)
−aij+1yj = 0, i 6= j.
Let X := {x1, x2, · · · , xn}, Y := {y1, y2, · · · , yn}, η := {h1, h2, · · · , hn}, L
+ :=
Lie(X)/J+, L− := Lie(Y )/J−, where J+ is a Lie ideal of Lie(X) generated by S+4 .
Theorem 10.15. Assume that L is a simple Lie algebra corresponding with Cartan matrix
Ac. then
SLLW(U(L+)) = HLLW(U(L+)) = SLLW(Lie(X)/J+) = SW(U(L+)) ∩ L = P(Ac).
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Furthermore, if V is a connected finite Cartan type with Cartan matrix Ac, then the sets
above are equal to
HBLLW(B(V )) = SW(B(V )) ∩ L = P(V ).
Proof. By [LR95, Th. 3.4], SW (U(L+))∩L = P(Ac). The others follows from Proposition
10.14 and Theorem 10.12. ✷
Appendix
A Proof of Theorem 4.3.
Proof. (i) There exists subrack X ⊆ OGσ such that R∪S = X is a subrack decomposition
of X , and there exist a ∈ R, b ∈ S such that sq(a, b) := a✄ (b ✄ (a✄ b)) 6= b. Let H be
the subgroup generated by X in G. It is clear OHσ1 6= O
H
σ2
for any σ1 ∈ R, σ2 ∈ S. In fact,
if OHσ1 = O
H
σ2
, then there exists t ∈ H , such that σ2 = tσ1t
−1. t =
∏n
i=1 ti whit ti ∈ X or
t−1i ∈ X. Therefore σ2 ∈ R, which is a contradiction.
(ii) By (i), we have OHa 6= O
H
b and they are not square commutative. By [HS08, Th.
8.6], dimB(M(OHa , λ) +M(O
H
b , ξ)) = ∞, for any λ ∈ Ĥ
a, ξ ∈ Ĥb. Consequently, dim
B(OGσ , ρ) =∞ for any ρ ∈ Ĝ
σ by [AFGV08, Lemma 3.2 ii]. ✷
B Lyndon-basis-tree
Figure 1
An : ◦ ◦ ◦ ◦
i i+1 n-1 n
Bn : ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
i i+1 n-1 n n n-1 i+2 i+1
Cn : ◦ ◦ ◦ ◦
•
◦
•
◦
•
◦
• ◦
❩
❩
❩
i i+1 n-1 n n-1 i+2 i+1
i i+1 n-2 n-1 n
Dn : ◦ ◦ ◦ ◦
◦
◦ ◦ ◦❩
❩
❩
i i+1 n-2 n n-1 i+2 i+1
n-1
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F4 : ◦
4
, ◦◦
3 4
, ◦◦ ◦ ◦ ◦
◦
❩
❩
❩
2 3 4 3 4
3
,
◦◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
• • • • • ◦
◦ ◦ ◦ ◦
✚
✚
✚
❩
❩
❩
❩
❩
❩
1 2 3 4 3 4 2 3 3 2
3 2 2 3
1 2 3 4 3 2
G2 : ◦ • • ◦
◦ ◦ • ◦
❩
❩
❩
❩
❩
❩
1 1 1 2
2 2 1 2
, ◦
2
.
E8 : ◦
8
, ◦◦
7 8
, ◦◦ ◦
6 7 8
, ◦◦ ◦ ◦
5 6 7 8
,
◦◦ ◦ ◦ ◦
4 5 6 7 8
,
◦◦ ◦ ◦ ◦◦
4 5 6 7 83
,
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
❍❍❍ ❍❍❍
✟✟
✟
✟✟
✟
❍❍❍
✟✟
✟
❍❍❍
❍❍❍
✟✟
✟
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
❍❍❍
2
4
3
5
6
3
7
3
4
8
3
4
3
4
5
4
5
5
6
6
7
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦ ◦
◦
◦ ◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
•
•
•
•
•
◦
◦
•
•
•
•
•
•
◦
•
•
•
•
•
•
◦
•
•
•
•
•
•
◦
ր
ր
ր
ր
ր
ր
ր
•
•
•
•
•
•
◦
◦
•
•
•
•
•
•
◦
◦
◦
◦
◦
◦
•
•
•
•
•
•
◦
•
•
•
•
◦
ւ
ւ
ւ
ւ
ւ
◦
◦
◦
◦
◦
◦ ◦
◦
◦
✟✟
❍❍ ✟✟❍❍
✟✟❍❍
❍❍
❍❍
✟✟
✟✟❍❍
❍❍
❍❍
✟✟
✟✟❍❍
✟✟❍❍
❍❍
✘✘
✟✟❍❍
❍❍
❳❳
❍❍
❳❳❍❍
✟✟
✟✟❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
✟✟❍❍
❍❍
❍❍
❍❍
PP
P
✟✟❍❍
❏
❏
❩❩
❩❩
❩❩
❩
❩❩
❩
▲
▲
▲▲
❩❩
❩❩
❩❩
❩
❩❩
❩
▲
▲
▲▲
❩❩
❩❩
❩❩
❩
❩❩
❩
❇
❇
❇
❇❇
❩❩
❩❩
❩❩
❩
❩❩
❩❩
❏
❏
❩❩
❩❩
❩❩
❩
❩❩
❩
❵❵
❩❩
❩❩
❩❩
❩
❩❩
❩
❭
❭
❭
❭
❩❩
❩❩
❩❩
❩
❩❩
❩
✚✚❳❳
❍❍
❍❍
❍❍
✓
✓
✭✭❍❍
❍❍
1
3
4
5
2
6
2
7
2
4
8
2
4
3
2
4
5
3
4
5
3
3
5
3
6
3
4
4
2
4
2
5
6
2
2
2
4
4
4
3
3
5
3
3
4
2
4
2
5
2
2
4
5
6
7
1 3
4
5
6
7
8
6
3
3
4
2
7
3
3 4
5
2
2
4
3
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C Generalized Dynkin diagrams of finite Cardan type
The list below is the generalied Dynkin diagrams of finite Cartan type with quantum
number q.
Figure 2
(i) Bn: • • • • • •· · · · · · · · · · · ·
1 2 3 n-2 n-1 n
q2 q2 q2 q2 q2 qq−2 q−2 q−2 q−2 (q2 6= 1).
(ii) Cn: • • • • • •· · · · · · · · · · · ·
1 2 3 n-2 n-1 n
q q q q q q2q−1 q−1 q−1 q−2 (q2 6= 1).
(iii) F4: • • • •
1 2 3 4
q2 q2 q qq−2 q−2 q−1 (q2 6= 1).
(iv) G2: • •
1 2
q q3q−3 (q3 6= 1, q 6= −1).
Let qijqji = q
−1 and qii = q 6= 1 for 1 ≤ i, j ≤ n with i 6= j in the following diagrams.
(v) An(n ≥ 1) • • •
1 2 3
. . . • •
n-1 n
(vi) Dn(n > 2): • • •
•
n-3 n-2 n
n-1
✭✭✭
❤❤❤• •
1 2
. . .
(vii) E6 :
•
• • • • •
6 5 4 3
2
1
(viii) E7 :
•
• • • • • •
7 6 5 4 3 1
2
(xi) E8 :
•
• • • • • • •
8 7 6 5 4 3 1
2
An, Dn, E6, E7, E8 are called the finite laced Cartan types.
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D Other
It is possible that dimB(V )) =∞ and GK(B(V )) <∞. For example, let V = kx1 with
q11 = 1. By simple computation, B(V ) = k[x] with dim(B(V )) = ∞ and GK(B(V )) <
∞ by [MR87, Pro. 1.15].
Lemma D.1. If A ⋊ Sn is a subgroup of Z
n
2 ⋊ Sn, then A = 0, or A = Z
n
2 , or A =
{0, (1, 1, · · · , 1)}, or A = {a ∈ Zn2 |
n∑
i=1
ai is even }.
Proof. It is clear that A ⋊ Sn is a subgroup of Z
n
2 ⋊ Sn when A is a set in this Lemma.
Conversely, if A is not 1th set, 2th set, 3th set in this Lemma, then there exists 0 6= a ∈ A
such that a 6= (1, 1, · · · , 1).
If ai1 , ai2 , · · · , air are 1 and other components of a are 0 with 0 < r < n. Let τ ∈ Sn
sending j to ij for 1 ≤ j ≤ r. We have b =: τ · a = (
r︷ ︸︸ ︷
1, 1, · · · , 1, 0, · · · , 0) ∈ A. Similarlty,
c := (0,
r︷ ︸︸ ︷
1, 1, · · · , 1, 0, · · · , 0) ∈ A. Thus b − c = (1,
r−1︷ ︸︸ ︷
0, 0, · · · , 0, 1, 0, · · · , 0) ∈ A and
(1, 1, 0, · · · , 0) ∈ A. We keep on doing this, we have (1, 1, 1, 1, 0 · · · , 0), · · · , (
2k︷ ︸︸ ︷
1, 1, · · · , 1
, 0, · · · , 0) ∈ A. This implies A = {a ∈ Zn2 |
n∑
i=1
ai is even }. ✷
Lemma D.2. If (V, α, δ) is H- YD module, then the braiding C of V can be lifted to
B(V ) = T (V )/I.
Here tij and gij are in Section 5.
Proof. By [AS02, Section 2.1], I is a YD module over H.
C((u+ I)⊗ (v + I)) =
∑
(u+ I)(−1) · (v + I)⊗⊗(u+ I)(0)
=
∑
(u(−1) · v + I)⊗ (u(0) + I)
=
m∑
i=1
(ui + I)⊗ (vi + I),
where C(u⊗ v) =
∑m
i=1 ui ⊗ vi. ✷
Lemma D.3. By decomposition (6) of G(12), there exists ζst(tij) ∈ (Sn)
(12) such that
gsttuv = ζst(tuv)gs′t′ for any 1 ≤ u, v, s, t ≤ n. Then for any 2 ≤ j, k, j1, k1 ≤ n, ζ12(t12) =
(12) since id(12) = (12)id;
ζ1j(t12) = (12) since (2j)(12) = (12)(1j);
ζ2j(t12) = (kj) since (1j)(12) = (12)(2j);
ζkj(t12) = (1j) since (1k)(2j)(12) = (kj)(1k)(2j);
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ζ12(t1j) = id since id(1j) = id(1j);
ζ1j(t1j) = (12) since (2j)(1j) = (12)(2j);
ζ1j1(t1j) = id since (2j1)(1j) = id(1j)(2j1), j < j1;
ζ1j1(t1j) = (jj1)(12) since (2j1)(1j) = (jj1)(12)(1j1)(2j), j > j1;
ζ2j(t1j) = id since (1j)(1j) = id id;
ζ2j1(t1j) = (jj1) since (1j1)(1j) = (jj1)(1j1), j 6= j1;
ζkj(t1j) = (12)(kj) since (1k)(2j)(1j) = (12)(kj)(2k), j 6= k;
ζkj1(t1j) = id since (1k)(2j1)(1j) = id(2j1), j = k;
ζkj1(t1j) = (kj) since (1k)(2j1)(1j) = (kj)(1k)(2j1), j 6= j1, j 6= k;
ζ12(t2j) = id since id(2j) = id(2j);
ζ1j(t2j) = id since (2j)(2j) = id id;
ζ1j1(t2j) = (jj1) since (2j1)(2j) = (jj1)(2j1), j 6= j1;
ζ2j(t2j) = (12) since (1j)(2j) = (12)(1j);
ζ2j1(t2j) = (jj1)(12) since (1j1)(2j) = (jj1)(12)(1j)(2j1), j < j1;
ζ2j1(t2j) = id since (1j1)(2j) = id(1j1)(2j), j > j1;
ζkj(t2j) = id since (1k)(2j)(2j) = id(1k);
ζkj1(t2j) = (12)(kj1) since (1k)(2j1)(2j) = (12)(kj1)(1j1), j = k, k < j1;
ζkj1(t2j) = (j1j) since (1k)(2j1)(2j) = (j1j)(2j1)(1k), j 6= j1, j 6= k, k < j1;
ζ12(tkj) = (kj) since id(kj) = id(kj);
ζ1j(tkj) = (kj) since (2j)(kj) = (kj)(2k);
ζ1k(tkj) = (kj) since (2k)(kj) = (kj)(2j);
ζ1j1(tkj) = (kj) since (2j1)(kj) = (kj)(2j1), k 6= j1, j 6= j1;
ζkj(tkj) = (kj) since (1j)(kj) = (kj)(1k);
ζ2k(tkj) = (kj) since (1k)(kj) = (kj)(1j);
ζ2k(tkj) = (kj) since (1j1)(kj) = (kj)(1j1), k 6= j1, j 6= j1;
ζ2j1(tkj) = (12) since (1k)(2j)(kj) = (12)(1k)(2j);
ζkj(tkj) = (kj) since (1k1)(2j1)(kj) = (kj)(1k)(2j1), k1 = j, k < j1;
ζk1j1(tkj) = (kj) since (1k1)(2j1)(kj) = (kj)(1k1)(2k), k1 < k, j1 = j;
ζk1j1(tkj) = (12)(jkk1) since (1k1)(2j1)(kj) = (12)(jkk1)(1k)(2k1), k1 > k, j1 = j;
ζk1j1(tkj) = (kj) since (1k1)(2j1)(kj) = (kj)(1j)(2j1), j1 > j, k1 = k;
ζk1j1(tkj) = (12)(kjj1) since (1k1)(2j1)(kj) = (12)(kjj1)(1j1)(2j), j1 < j, k1 = k;
ζk1j1(tkj) = (kj) since (1k1)(2j1)(kj) = (kj)(1k1)(2j), k1 6= j, j1 = k, k1 < j;
ζk1j1(tkj) = (kj) since (1k1)(2j1)(kj) = (kj)(1k1)(2j1), k1 6= k, k1 6= j, j1 6= j, j1 6=
k. ‘
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E Relation between bi-one arrow Nichols algebras
and B(Os, ρ)
In this section it is shown that bi-one arrow Nichols algebras and B(Os, ρ) introduced in
[Gr00, AZ07, AFZ09] are the same up to isomorphisms.
For any RSR(G, r,−→ρ , u), we can construct an arrow Nichols algebraB(kQ11, ad(G, r,
−→ρ ,
u)) ( see [ZCZ08, Pro. 2.4]), written as B(G, r,−→ρ , u) in short. Let us recall the pre-
cise description of arrow YD module. For an RSR(G, r,−→ρ , u) and a kG-Hopf bimodule
(kQc1, G, r,
−→ρ , u) with the module operations α− and α+, define a new left kG-action on
kQ1 by
g ✄ x := g · x · g−1, g ∈ G, x ∈ kQ1,
where g ·x = α−(g⊗x) and x·g = α+(x⊗g) for any g ∈ G and x ∈ kQ1. With this left kG-
action and the original left (arrow) kG-coaction δ−, kQ1 is a Yetter-Drinfeld kG-module.
Let Q11 := {a ∈ Q1 | s(a) = 1}, the set of all arrows with starting vertex 1. It is clear that
kQ11 is a Yetter-Drinfeld kG-submodule of kQ1, denoted by (kQ
1
1, ad(G, r,
−→ρ , u)), called
the arrow YD module.
Lemma E.1. For any s ∈ G and ρ ∈ Ĝs, there exists a bi-one arrow Nichols algebra
B(G, r,−→ρ , u) such that
B(Os, ρ) ∼= B(G, r,
−→ρ , u)
as graded braided Hopf algebras in kGkGYD.
Proof. Assume that V is the representation space of ρ with ρ(g)(v) = g · v for any
g ∈ G, v ∈ V . Let C = Os, r = rCC, rC = degρ, u(C) = s, IC(r, u) = {1} and
(v)ρ
(1)
C (h) = ρ(h
−1)(v) for any h ∈ G, v ∈ V . We get a bi-one arrow Nichols algebra
B(G, r,−→ρ , u).
We now only need to show that M(Os, ρ) ∼= (kQ
1
1, ad(G, r,
−→ρ , u)) in kGkGYD. We recall
the notation in [ZCZ08, Proposition 1.2]. Assume JC(1) = {1, 2, · · · , n} and X
(1)
C = V
with basis {x
(1,j)
C | j = 1, 2, · · · , n} without loss of generality. Let vj denote x
(1,j)
C for
convenience. In fact, the left and right coset decompositions of Gs in G are
G =
m⋃
i=1
giG
s and G =
m⋃
i=1
Gsg−1i , (15)
respectively.
Let ψ be a map from M(Os, ρ) to (kQ
1
1, ad(G, r,
−→ρ , u)) by sending givj to a
(1,j)
ti,1
for
any 1 ≤ i ≤ m, 1 ≤ j ≤ n. Since the dimension is mn, ψ is a bijective. See
δ−(ψ(givj)) = δ
−(a
(1,j)
ti,1
)
= ti ⊗ a
(1,j)
ti,1
= (id⊗ ψ)δ−(givj).
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Thus ψ is a kG-comodule homomorphism. For any h ∈ G, assume hgi = gi′γ with γ ∈ G
s.
Thus g−1i h
−1 = γ−1g−1i′ , i.e. ζi(h
−1) = γ−1, where ζi was defined in [ZZC07, (0.3)]. Since
γ · x(1,j) ∈ V , there exist k
(1,j,p)
C,h−1
∈ k, 1 ≤ p ≤ n, such that γ · x(1,j) =
∑n
p=1 k
(1,j,p)
C,h−1
x(1,p).
Therefore
x(1,j) · ζi(h
−1) = γ · x(1,j) (by definition of ρ
(1)
C )
=
n∑
p=1
k
(1,j,p)
C,h−1
x(1,p). (16)
See
ψ(h · givj) = ψ(gi′(γvj))
= ψ(gi′(
n∑
p=1
k
(1,j,p)
C,h−1
vp))
=
n∑
p=1
k
(1,j,p)
C,h−1
a
(1,p)
ti′ ,1
and
h✄ (ψ(givj)) = h✄ (a
(1,j)
ti,1
)
= a
(1,j)
hti,h
· h−1
=
n∑
p=1
k
(1,j,p)
C,h−1
a
(1,p)
ti′ ,1
(by [ZCZ08, Pro.1.2] and (16)).
Therefore ψ is a kG-module homomorphism. ✷
Therefore we write Hopf bimodule (kQ11, ad(G, r,
−→ρ , u)) in the proof above asM(Os, ad(ρ))
and Nichols algebra B(G, r,−→ρ , u) in the lemma above as B(Os, ad(ρ)) in short.
Remark E.2. The representation ρ in B(Os, ρ) introduced in [Gr00, AZ07] and ρ
(i)
C in
RSR are different. ρ(g) acts on its representation space from the left and ρ
(i)
C (g) acts on
its representation space from the right.
Otherwise, when ρ = χ is a one dimensional representation, then (kQ11, ad(G, r,
−→ρ , u))
is PM (see [ZZC07, Def. 1.1]). Thus the formulae are available in [ZZC07, Lemma 1.9].
That is, g · at = agti,g, ati · g = χ(ζi(g))atig,g.
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