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Abstract
We consider the following problem: Each processor of the network has assigned a (not necessarily
unique) input value. Determine the multiplicity of each input value. Solving this problem means any
input-symmetric function (i.e., function not sensitive to permutations of its input values) can be com-
puted. We consider an anonymous synchronous network of arbitrary topology, in which dynamic link
faults [P. Fraigniaud, C. Peyrat, Inform. Process. Lett. 71 (1999) 115–119; N. Santoro, P. Widmayer,
in: Proc. SIGAL’90, Tokyo, 1990, in: LNCS, Springer, Berlin, 1990, pp. 358–369] may occur.
An instance of this problem has been stated as an open problem by N. Santoro at the rump ses-
sion of SIROCCO’98: Is it possible to distributively compute parity function (XOR) on anonymous
hypercubes with dynamic faults?
We show that if the network size N (the number of processors) is known, the multiplicity of
inputs (and thus any input-symmetric function) can be computed on any connected network. The
time complexity depends on the details of the model and the amount of topological information, but
it is always a low polynomial in N .
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of fault tolerance is very important in the field of distributed computing. In-
deed, as more and more processors are being interconnected, the probability of faulty links
or nodes increases. According to the classical model of fault tolerance—static model—the
fault status of any component is fixed during the whole computation. Results based on this
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model cover fault tolerant distributed agreement as well as broadcasting, gossiping and
routing. For more details see the survey by Pelc [5].
The communication model we consider is synchronous point-to-point message passing
with dynamic faults, introduced in [3,6]. The computation network is represented by simple
non-directed graph G = (V ,E), where V and E represent processors and bidirectional
communication links, respectively. In the rest of the paper we will use N to denote the
number of processors. The links at a processor v are labelled 1,2, . . . ,degv , where degv
is the degree of v. These labels are assigned in an arbitrary way, with no relevance to the
structure of the network.
The network is synchronous, in the sense that the communication and computation steps
alternate. Each communication step takes 1 time unit, the time for local computation is
negligible. During one communication step, a processor can simultaneously communicate
with all its neighbours. This communication scheme is called shouting or all port model.
We allow messages of arbitrary size; this unrealistic assumption will be later lifted.
Only link failures are considered. At each step at most k links may be faulty. The loca-
tion of the faults is dynamic—the set of faulty links may vary from step to step. All faults
are of the bidirectional crash type, i.e., messages sent in any direction over a faulty link are
lost. We suppose k is smaller than the edge connectivity of the network, otherwise it would
not be possible to perform broadcast, neither to compute any global function.
The network is anonymous, all processors are identical, equipped with the same algo-
rithm. Computation is started simultaneously by all processors and terminates when all of
them terminate (reach the termination state). The time complexity is expressed as the total
number of communication steps.
The most investigated problem in this model is the time complexity of broadcasting,
studied in special topologies [2–4] as well as in general networks [1]. In fact, the broadcast-
ing algorithm is always the same: Repeatedly shout all you know to all your neighbours.
The intricacy lies in showing how much time it takes to reach everyone when the adversary
dynamically chooses the links to fail. Clearly, N − 1 steps are enough—at each step at
least one new processor is informed. This bound can be improved to O(N/k) [1], where k
is the number of links that may fail at one step. Better results can be obtained for special
topologies, sometimes almost matching the broadcasting time in the absence of faults (e.g.,
diameter+2 for hypercubes [2], see also [4]).
The problem of distributed evaluation of an N -ary function f can be stated as follows.
At the beginning of the computation, each processor is given an input value from a set of
input values I; upon termination, each processor should know the result of the application
of f to the whole input. Since the network is anonymous and the output value is unique,
f should be invariant to the permutations of input values imposed by the symmetries of
the underlying network. Since we consider general graphs, for the rest of the paper we
restrict ourselves to functions which are invariant to all permutations of inputs. (Boolean
AND/OR/XOR and the sum of input values are examples of such functions.)
The problem has been studied by Santoro and Widmayer in [6] for non-anonymous
complete graphs, with several fault modes (corrupting/adding messages, crash) being con-
sidered.
If the network size N is known to processors, a broadcasting algorithm can be used to
compute the boolean AND/OR of the inputs [6]: Each processor broadcasts its value and
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collects the values it sees. After N − 1 steps it has received all values and can output their
boolean AND resp. OR. This approach works well for AND/OR, because these functions
depend only on the values present in the input, not on their multiplicity. It is not immedi-
ately clear how to compute more input sensitive functions, e.g., parity function (XOR) or
sum of the input values, in the presence of dynamic faults. In fact, at SIROCCO’98 rump
session N. Santoro stated as an open problem even more restricted question: Is it possible
to compute the XOR on anonymous hypercubes with dynamic faults?
In this paper we present a deterministic algorithm InputMulti, which, given the network
size N , computes the multiplicity of each input value in the presence of dynamic faults.
This means that any input-symmetric function can be computed, giving a positive answer
to the open problem mentioned above. The knowledge of N is necessary. It is known
that in general it is not possible to compute the network size on anonymous networks [7]
deterministically. However, computing the multiplicity of inputs implies knowledge of the
network size (consider all input values being equal).
Let B be an upper bound on time needed for broadcasting in a given network in the
presence of dynamic faults, known to all processors. (Clearly B  N − 1; however, it
can be much less if some topological information is given to processors. For example if
processors know that the communication topology is a hypercube network, they can work
with B = logN + 2.) Then the time complexity of the algorithm InputMulti is 2BN .
Some of the model requirements are unnecessarily strong. We show how to adapt In-
putMulti to the following relaxed variants of the model in Section 4:
• Asynchronous start up: The computation is started by some non-empty set of initiators,
instead of all processors. The cost for initial synchronization is additional B steps.
• Unidirectional faults: The fact that a link always fails in both directions allows us
to modify any algorithm in such a way that sender can detect failure of his message
transmission: Add dummy messages, if necessary, to make sure that at each step, a
message is sent via each link in both directions. Then, the fact that no message has
been received on link h indicates that the message sent via h has been lost too. Unless
stated otherwise, from now on we assume that this technique is implicitly used and
sender can detect failure of his message transmission.
If a link may fail in one direction only, sender can not straightforwardly detect call
failure. The algorithm InputMulti assumes bidirectional faults; however, this assump-
tion is not essential. We show how to remove it, increasing the message complexity
only by a 2k + 3 multiplicative factor.
• Short messages: Transmission of messages of arbitrary size in one time step is unreal-
istic. InputMulti can be adapted to the case when only messages of limited size (e.g.,
O(logN)) are allowed, with a slowdown factor of a low polynomial in N (depending
on the details of the model).
The paper is organized as follows. In Section 2, we present the algorithm InputMulti for
computing the multiplicity of input values in the presence of dynamic faults and prove its
correctness and time complexity. Section 3 contains a technique which, for some symmet-
ric topologies, allows a further reduction of the time complexity. Application to hypercubes
yields an O(log2 N) solution. In Section 4, adaptations of the algorithm InputMulti to
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above mentioned relaxations of the model are presented. Finally, concluding remarks can
be found in Section 5.
2. Computing the multiplicity of input values
The algorithm InputMulti works in stages. The first stage is started by all processors.
During each stage any asymmetry of the network, of the input data or occurrence of faults
is used to reduce the number of initiators of the next stage. If no asymmetry is detected, the
symmetry of the configuration allows the computation of the result. In fact, InputMulti is a
leader election algorithm which either finishes prematurely computing the result, or elects
a leader. If a leader is elected, computing the result is straightforward, since the network is
no longer anonymous.
Each stage consists of a building phase, a broadcasting phase and a resolving step at the
end of the stage. The network is synchronous, all processors start computation synchro-
nously and they know B; hence each processor knows when each phase/stage begins and
when it ends.
During the building phase, flooding of the network from initiators is performed and
each vertex is assigned a (not necessarily unique) name. In the course of this phase, several
broadcast processes are launched to inform other processors of what has been built. The
building phase takes B steps—enough for the flooding to reach the whole network. The
broadcasting phase takes an additional B steps, and it allows the broadcasts initiated during
the building phase to reach all processors. This ensures that, at the time of the resolving
step, all processors have the same information about the building phase. In the resolving
step, any asymmetry contained in this information is used to either identify the initiators
of the next stage or compute the multiplicity of each input value. In the latter case, the
algorithm InputMulti announces the result and terminates.
2.1. Building and broadcasting phase
During the building phase, a forest of trees rooted at the stage initiators is built. The
roots start with a name ε, while the name of a child u of a processor v with name x is
x ◦ i , where i is the label of the link (v,u) at v. The names are assigned by the flooding
protocols initiated at roots: A processor v with an already assigned name x offers names
x ◦ 1, x ◦ 2, . . . , x ◦ degv to its neighbours (neighbour to which link i leads to is offered
the name x ◦ i). If a processor has not been assigned a name yet, it accepts one of the
name offers it has received and proceeds by offering names to its neighbours. In addition,
acceptance or rejection of each offer is announced by broadcasting alive/dead messages.
The idea is to have for each offer generated either an alive or a dead message, but not both
(or neither). The broadcasting phase is just a time buffer of B steps to guarantee all alive
and dead messages arrive at all processors. During both phases, each processor collects all
alive and dead messages it has seen during the current stage.
A processor v has a local variable Namev containing its name, valid only for the current
stage. The type of Namev is an ordered list of integers (ε being the empty list); list ◦ x
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means adding element x to the end of the list list; valv is the input value of v and degv is
its degree.
Broadcast(message) denotes a process which broadcasts message message to all other
processors.
KeepSending((You are: x), link) is a process which sends message (You are: x) via the
link link in each step until the end of the building phase. If during all these sending steps
the link link was faulty, a message (dead, x) is broadcasted. (The offer never came to the
receiver, act as if it was rejected.)
The algorithm for an initiator v:
Namev := ε;
Broadcast((alive, ε, valv , degv);
KeepSending((You are: i), i) for i = 1,2, . . . ,degv ; {For all incident links.}
At a vertex v upon receiving messages (You are: m1), . . . , (You are: ml ) via links h1,
h2, . . . , hl1:
if v already has a name then
Broadcast((dead, mi )) for i = 1,2, . . . , l;
else
Namev := lexicographically minimal value mj among mi ;
Broadcast((alive, Namev , valv , degv)); {One offer is accepted,}
if message (You are: Namev) has been received via at least two links then
Broadcast((dead, Namev)); {others are rejected.}
Broadcast((dead, mi )) for all mi such that Namev = mi ;
KeepSending((You are: Namev ◦ i), i) for the links i over which you have
not received (during the current stage) a You are: message;
The main process, as well as the child processes KeepSending and Broadcast execute
simultaneously and interfere only in an explicitly stated way. This is possible because the
link contention is resolved using messages of unlimited size: If several messages are sent
simultaneously over a link, they are packed into one big message which, upon arrival, is
unpacked back into the original messages.
Since the above algorithm is in fact an extension of the shout-to-all broadcasting algo-
rithm, each vertex computes its name in time at most B .
1 Only the first (You are:) message on a given link (during this stage) is considered here, its subsequent arrivals
(due to KeepSending()) are ignored.
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2.2. Resolving stepThe resolving step is performed at time 2B since the start of the current stage—after the
termination of the broadcasting phase. At that time, all processors have received the same
set of alive/dead messages and the following processing is performed by each of them:
1. If there is a name for which both alive and dead messages were received, the proces-
sors with lexicographically minimal name among such names become initiators of
the next stage.
2. If only alive or only dead messages were received for each name: Consider the
names for which only alive messages were received. If there is a name for which
different values of valv or degv were received, the processors with minimal such
name and with lexically minimal pair (valv,degv) become initiators of the next
stage.
3. If identical alive messages were received for each name: Let us denote by Live-
Names the set of all names for which an alive message has been received during the
current stage and LiveVal(val) be the set of names for which an alive message with
value val has been received. Then the multiplicity of value val is given by
∣∣LiveVal(val)
∣∣ · N/|LiveNames|.
Because some alive messages will always be received (at least for the initiators), these
three cases cover all possible situations. Since this processing is performed at each proces-
sor, after the resolving step each processor v knows which of the three possible outcomes
occurred: (1) the result has been computed, (2) v is initiator for the next phase or (3) v
becomes passive for the rest of the computation. Note that, if the current stage had a single
initiator, all the assigned names are different and the result is computed.
Example. An example execution of InputMulti on a 4-node ring is shown in Fig. 1. Each
processor is marked by its name and its input value in the brackets. The arrows represent the
You are: messages, the messages broadcasted by each processor are shown above/below it.
In the first stage all vertices are initiators, thus starting with name ε. The left-
most figure depicts the situation at the end of the first stage. At the time of the
resolving step, each vertex has collected the following set of alive/dead messages:
{(alive, ε,5,2), (alive, ε,7,2), (alive, ε,9,2), (dead,1), (dead,2)}. In this case the rule 2
applies: The processors with the name ε and the input value 5 become the initiators of the
next stage.
The situation at the end of stage 2 is depicted in the middle figure. The set of collected
alive/dead messages is the union of the sets listed for each processor. Again, rule 2 applies,
this time for the processors with name 2.
Finally, the situation at the end of stage 3 is shown in the rightmost figure. (The top
link has been blocked during the whole building phase.) Now rule 3 applies and the mul-
tiplicity of input values is computed: LiveNames = {ε,2,21,211}, LiveVal(5) = {2,21},
LiveVal(7) = {ε}, LiveVal(9) = {211}. Since N/|LiveNames| = 4/4 = 1, the multiplicities
of 5, 7 and 9 are 2, 1, and 1, respectively.
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Note that, if the input values of the two top processors were the same (e.g., 7), rule 3
would apply in the second stage. Similarly, if the rightmost link was blocked during the
whole second stage, rule 1 would apply, as there would be both alive and dead messages
for 2.
2.3. Complexity and correctness
For a given stage, denote by Name(x) the set of processors with the name x . Note that
|Name(x ◦ i)| |Name(x)|, because a processor with the name x sends message (You are:
i) to at most one of its neighbours.
The analysis of the algorithm InputMulti is based on the following lemma:
Lemma 2.1. Let the algorithm InputMulti reaches stage r + 1, r > 0. Then the number of
initiators of stage r + 1 is strictly less then the number of initiators of stage r .
Proof. The initiators of stage r + 1 are determined at the resolving step of stage r by
rules 1 and 2. Suppose the initiators were determined by rule 1 applied to name x . In that
case, both (alive, x, . . .) and (dead, x) messages were generated. Clearly x = ε, because no
dead message for ε can be generated. Let x = y ◦ i for some y and i . (alive, x, . . .) message
means there is a processor v with name y whose offer (You are: y ◦ i) has been accepted,
while the (dead, x) message means there is a processor u with name y whose offer (You
are: y ◦ i) has been rejected or never delivered. It follows: The number of initiators of stage
r + 1 = |Name(x)| < |Name(y)| |Name(ε)| = the number of initiators of stage r .
Consider now the case when the initiators were determined by rule 2 applied to name x .
Since |Name(x)| |Name(ε)| and a proper subset of processors with name x is chosen as
the set of initiators for the next stage, the lemma holds also in this case. 
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The following theorem follows from the facts that (1) the original number of initiators
is N , (2) InputMulti terminates at last at the end of a stage with single initiator, and (3)
each stage takes 2B steps.
Theorem 2.2. The algorithm InputMulti terminates in time at most 2BN .
The following lemma is crucial for the proof of correctness of algorithm InputMulti:
Lemma 2.3. Upon termination ∀x, y ∈ LiveNames: |Name(x)| = |Name(y)|.
Proof. We prove by induction on the length of x that ∀x ∈ LiveNames: |Name(x)| =
|Name(ε)|, which is equivalent to ∀x, y ∈ LiveNames: |Name(x)| = |Name(y)|.
The first step is trivial: |Name(ε)| = |Name(ε)|. The induction step is ∀x, x ◦ i ∈
LiveNames, |Name(x ◦ i)| = |Name(x)|. Since the inequality |Name(x ◦ i)| |Name(x)|
has already been shown and the algorithm terminates only when no dead message was re-
ceived for all x ◦ i ∈ LiveNames, the only case left for discussion is whether the inequality
|Name(x ◦ i)| |Name(x)| might be proper. The negative answer would finish the proof.
Let us assume |Name(x ◦ i)| < |Name(x)| without generating message (dead, x ◦ i).
That means all x ◦ i offers were accepted. Since |Name(x ◦ i)| < |Name(x)|, there was a
processor v with name x , which did not offer name x ◦ i to any of its neighbours. That
means degv < i . However, x ◦ i ∈ LiveNames implies the existence of a processor v′ with
the name x and degree at least i . Since the algorithm terminates only if all processors with
the same name have the same value and degree, we obtain a contradiction. 
The following theorem completes the analysis of the algorithm InputMulti:
Theorem 2.4. The algorithm InputMulti correctly computes the multiplicity of each input
value.
Proof. Since the values at processors with the same name are equal (otherwise rule 2
would apply), the multiplicity of the value val is given by
∑
x∈LiveVal(val)
∣∣Name(x)
∣∣.
Because of Lemma 2.3, this sum can be simplified to |LiveVal(val)| · |Name(x)|. Moreover,
in such a case |Name(x)| can be computed as N/|LiveNames|. The resulting expression for
multiplicity of the value val is
∣∣LiveVal(val)
∣∣ · N/|LiveNames|
which is exactly the term used in the resolving phase. 
3. Special topologies
The previous result shows that the multiplicity of input values can be computed within
the time 2BN . The factor N (which on many topologies, e.g., hypercubes, star graphs and
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tori, is significantly higher than B) is determined by the number of initiators in the first
stage. For a given graph G, let S be the time needed to compute the multiplicity of the
input values in the absence of faults. The following preprocessing reduces the number of
initiators to 2k (recall that k is the maximal number of faults in one step):
• Run the computation of multiplicity of input values assuming no faults occur.
• Run concurrently the following fault detection algorithm for S steps: At every step
each processor sends dummy message to all its neighbours and tests whether it has
received messages on all its links. Missing message indicates a fault. When a processor
detects a fault, it broadcasts the time when the fault has occurred.
• Wait B steps—the time sufficient to finish broadcasts. If no fault has been detected,
the multiplicities were correctly computed. Otherwise, the processors with minimal
time of an incident fault are initiators of the first stage. Obviously, there are at most 2k
initiators (when all first faults were duplex and vertex-disjoint).
Substituting 2k for N (the number of stages) in Theorem 2.2 and taking into account
the cost S + B of this preprocessing we get:
Theorem 3.1. Let S be the time needed to compute the multiplicity of each input value in
G in the absence of faults. Then the multiplicity of the input values can be computed in the
presence of dynamic faults in time S + (4k + 1)B .
The following lemma allows Theorem 3.1 to be successfully applied to many frequently
used symmetric topologies (e.g., hypercubes, rings and cliques). The main idea is to broad-
cast all values and to use the number of paths of a given length between processors, the
multiplicity of received messages for a value x and the time of the arrival of these mes-
sages, to compute the multiplicity of x .
Lemma 3.2. Let G be a graph for which the number of different paths P ld of length l
between two vertices of distance d is the same for all such pairs of vertices and for all d
and l. Suppose all processors know the topology of G. Then, in the absence of faults, the
multiplicity of the input values can be computed in time D, where D is the diameter of G.
Proof. At the beginning of the computation, a processor v sends a message (valv) to all its
neighbours. During the next D steps it forwards each message it receives to all its neigh-
bours. It can be shown by induction that, at time t , a processor knows the multiplicities of
the values of the processors at distances up to t : Let xt be the number of processors with
value x at a distance t from v. When v receives messages in step t +1, it can compute xt+1
as
xt+1 = #xt+1 −
∑t
i=0(xi · |P t+1i |)
|P t+1t+1 |
,
where #xt+1 is the multiplicity with which the x message was received in step t + 1. xi ,
for i  t , are known by induction hypothesis. 
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Remark. Note that this protocol uses huge messages. It can be improved by sending mul-
tiplicity of each value, instead of huge number of copies. In such a case, the maximal
message size for a given value is O(logP), where P is the maximal number of different
paths of length t D between any two nodes. Size of messages is thus polynomial in N .
Examples of topologies for which Lemma 3.2 applies are hypercubes, rings and cliques.
Since in hypercubes we have D = logN , k = logN − 1 and B = logN + 2, application
of Lemma 3.2 and Theorem 3.1 to hypercubes yields the following corollary:
Corollary 3.3. O(log2 N) steps are sufficient to compute the multiplicity of the input values
on an anonymous D-dimensional hypercube with dynamic faults.
4. Relaxing the model
4.1. Asynchronous start up
In the previous discussion all processors have been supposed to start the execution of
the algorithm simultaneously. If that is not the case, B steps are sufficient to synchronize
them using the following protocol.
• Upon spontaneous wake up: Send clock value 1 to all neighbours including yourself.
• Upon receiving messages (ti) for i = 1, . . . , l: Set your local clock to the maximal
value received. If it is equal to B , terminate. Otherwise send your local clock + 1 to all
neighbours including yourself.
Since the maximal clock value grows each step by 1 and broadcasting takes at most B
steps, each processor receives a message containing B for the first time at time B after the
wake up of the first processor.
4.2. Unidirectional faults
Up to now, the sender was supposed to detect failure of its call using the fact that
links always fail bidirectionally. This requirement seems to be quite strong. Fortunately,
it is not necessary: The only situation in which bidirectionality of faults is used is when
KeepSending detects that it failed to transmit You are: message during the whole building
phase. In the case of such permanent faults, the receiver knows that something is wrong—it
has not received any message on the faulty link during this stage. What the receiver does
not know is the name that has not come. So, it is the sender who should send the corre-
sponding dead message and, for that reason, it needs the mentioned feedback. A possible
way around it is to make the receiver know the name:
The simple sender(father)—receiver(possible child) communication from the Input-
Multi algorithm is replaced by a three step protocol (see Fig. 2.):
• Sender keeps trying to send receiver message (You are: y).
• After receiving a (You are: y) message, processor keeps trying to reply (OK, y).
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• When a processor receives (OK, y) message, it keeps trying to reply (Proceed, y).
A processor computes its name based on Proceed messages in the same way as in the
simple protocol from You are: messages. The dead and alive messages are generated in the
same way, except for the following two cases:
• At the end of the building phase, the sender broadcasts (dead, y) message if it has not
received the corresponding (OK, y) message to its (Your are: y) message.
• At the end of the building phase, the receiver broadcasts (dead, y) message if it has
not received the corresponding (Proceed, y) message to its (OK, y) message.
Note that, although both—sender and receiver—might broadcast dead message, it is never
the case that one of them broadcasts an alive and the other a dead message. Thus, the
crucial property which the resolving step and correctness arguments are based on is main-
tained.
To make InputMulti work using this three-steps protocol, enough time must be reserved
for the building phase to let each processor compute its name. One may naively hope for
a constant slowdown factor of 3 for the resulting algorithm, compared to the simple one.
However, during 3 consecutive steps the faults can be adversely placed on up to 3k links,
blocking the completion of the protocol on all of them. Nevertheless, the time for the
building phase can be reasonably bounded:
Lemma 4.1. In the presence of unidirectional dynamic faults, each processor computes its
name within (2k + 3)B time steps since the start of the building phase.
Proof. We will show by induction on t that, for each execution Ea of the advanced al-
gorithm of length (2k + 3)t , there is an execution Es of the simple algorithm of length t
such that the set of processors knowing their name at time t in Es is a subset of the set of
processors that know their name at time (2k + 3)t in Ea . Since, when the simple algorithm
is used, all processors know their name at time B , this is enough to prove the lemma.
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The first step is trivial—at time t = 0, only initiators know their name in both algo-
rithms.
To prove the induction step, it is enough to show that, during 2k + 3 consecutive steps
of the advanced algorithm, the protocol can be blocked (no Proceed message received) on
at most k links. Suppose k + 1 links have been blocked during 2k + 3 consecutive steps.
Since there are at most k faults at each step, in every step at least one of those links has
been free. Thus, at last at time 2k + 3, one of them has been free three times, i.e., has not
been blocked. Contradiction. 
Since the broadcasting phase takes B steps also in the case of unidirectional faults, we
obtain:
Theorem 4.2. Let N be the network size, let B be an upper bound on time needed for
broadcasting in the presence of up to k dynamic faults, and let B and k be known to all
processors. Suppose that links may fail unidirectionally. Then the multiplicity of the input
values can be computed in time (2k + 4)BN .
4.3. Short messages
Up to now we have supposed that messages of arbitrary size can be sent in one step.
Straightforward simulation of long messages by a sequence of short ones is not possible,
because it gives faults time to block much more than k messages. However, as the following
theorem shows, a clever simulation is still possible.
Let a unit message be a message that can be transmitted in one step, e.g., of size
O(logN).
Theorem 4.3. Let s be an upper bound on the size (in unit messages) of the maximal
message an algorithmA uses on graph G, let k be an upper bound on the number of faults
in one step and let both be known to all processors. Let T be the time complexity of A on
G. Then there exists a simulation A′ of the algorithm A using only unit messages, with
time complexity T (1 + 2(s − 1)(k + 1)).
Proof. We split long messages into short blocks and try sequentially sending these blocks.
The transmission of the next block will start only after receiving acknowledgement of
arrival of the current one.
We need to show that during one 1 +2(s −1)(k+1)-step metastep of A′ at most k long
messages can be blocked (i.e., the condition upon which A works). That is equivalent to
showing that on any k + 1 links (over which a message was sent in the corresponding step
in the original algorithm A) at least one complete long message will be transmitted, given
1 + 2(s − 1)(k + 1) time steps.
Note that, since during each step at least one of these k + 1 links is free, after 1 + 2(s −
1)(k + 1) steps there will be a link which has been free 2s − 1 times. That means the
protocol send block(i), receive ack(i), send block(i + 1), . . . has been able to transfer all s
blocks, i.e., the whole long message. 
S. Dobrev / Journal of Discrete Algorithms 2 (2004) 425–438 437
Since the size of processor names constructed by InputMulti is at most O(B logN) bits
and there are at most |E| broadcasts of dead and alive messages running concurrently, the
maximal message size in unit message can be bounded by O(N3). As both k and B are
less then N , substituting T = 2BN in the Theorem 4.3 yields:
Corollary 4.4. Let N be the network size, known to all processors. Then the multiplicity of
the input values can be computed in time O(N5).
For the case of hypercubes we have k,B ∈ O(logN), T ∈ O(log2 N) and s ∈
O(B|E|) = O(N log2 N), which yields the much better bound of O(T sk) = O(log2 N ·
N log2 N · logN) = O(N log5 N).
5. Conclusions
We have shown that the multiplicity of the input values, and thus any function invariant
to permutations of input values, can be computed on anonymous networks with dynamic
faults. The time required is small polynomial in the network size N and can be further re-
duced by additional topological information. The algorithms presented here were designed
with simplicity in mind; there is room for further improvements:
• The resolving step can probably be improved to significantly reduce the number of
initiators, eventually reducing the number of stages from N to logN . Although the
multiplicity of receiving a given alive message is not reliable and can be altered by
link faults, it still gives some estimate of relative density of the processors with the
corresponding name.
• The (2k+3) estimate for the slowdown of the InputMulti using the tree-steps protocol,
compared to the simple one, is rather rough. It might be possible to improve it, although
a different technique is needed. The same applies to the simulation of long messages
by short ones.
• The reduction of size and number of messages would be interesting, with most signif-
icant implications in the model allowing only short messages.
Nothing is known for the case of more malicious faults (corrupting/adding messages).
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