Meiotic recombination differs between males and females; however, when and how these differences are established is unknown. Here we identify extensive sex differences at the initiation of recombination by mapping hotspots of meiotic DNA double-strand breaks in male and female mice. Contrary to past findings in humans, few hotspots are used uniquely in either sex. Instead, grossly different recombination landscapes result from up to fifteen-fold differences in hotspot usage between males and females. Indeed, most recombination occurs at sex-biased hotspots. Sex-biased hotspots seem to be partly determined by chromosome structure, and DNA methylation, which is absent in females at the onset of meiosis, has a substantial role. Sex differences are also evident later in meiosis as the rate at which meiotic breaks are repaired as crossovers differs between males and females in distal regions. The suppression of distal crossovers may help to minimize age-related aneuploidy that arises owing to cohesion loss during dictyate arrest in females.
. Sex differences in recombination have been studied by comparing the genetic end products of recombination, primarily crossovers, between the sexes. However, sex-specific variation at the initiation of meiotic recombination has not been studied. We therefore generated quantitative, high-resolution, genome-wide maps of meiotic DSBs in both male and female mice to examine when and where sex biases in recombination are established, and to determine the mechanism(s) that give rise to these biases.
Sex-specific maps of meiotic DSBs
To map meiotic DSBs in female meiosis, we exploited a method we previously developed 3 to map DSB hotspots in mouse [4] [5] [6] and human 7 males. This variant of chromatin immunoprecipitation followed by sequencing (ChIP-seq) known as single-stranded DNA sequencing (SSDS) detects single-stranded DNA (ssDNA) bound to DMC1 protein, an early intermediate in the DSB repair process 7, 8 . In female mice, meiotic DSBs form in the fetal ovary. Each ovary contains up to 10,000 meiocytes at the required stage 9 , approximately 100 times fewer such cells than the adult testis; thus, mapping DSBs from a single ovary is not possible. Instead, we mapped DSBs from one pool of 230 fetal ovaries and one pool of 90. From the 230-ovary pool, we generated a DSB map of similar quality to that of 9 independent DSB maps generated from male individuals ( Fig. 1a ; Extended Data Figs. 1, 2a; signal percentage of tags (SPoT) sample ovary 1 (O1) = 33%; SPoT for testis maps = 22-47%). The DSB map from the 90-ovary pool (sample O2) was of lower quality (SPoT = 6%; Extended Data Fig. 1b ) but shared most hotspots (91%) with the better ovary DSB map (Extended Data Fig. 2 ).
Most DSB hotspots are found in both sexes (Extended Data Fig. 2a ); 88% of hotspots from the better ovary DSB map are found in males, and this increases to 97% of hotspots common to both ovary maps. Hotspots unique to either sex are weak (Extended Data Fig. 2b-d ) and contribute less than 2% of the SSDS signal. Given that strength estimates at weak hotspots are noisy and that ChIP-seq provides the relative rather than absolute estimates of hotspot use, it is likely that these hotspots are also used in the other sex, but with a frequency below our detection threshold. Sex-specific hotspots have been described in humans 10 ; however, this was likely to be an incorrect conclusion from an underpowered study. For example, if we just examine the strongest 5,000 (of more than 13,000) hotspots in each sex, we would erroneously conclude that 30% of hotspots are sex-specific. By contrast, we find few, if any, hotspots that are used exclusively in either sex, in agreement with more recent data from humans 11 . An intriguing difference between the sexes is that the DMC1 SSDS signal at hotspots appears narrower in females than in males (by approximately 400 base pairs (bp) at the widest point; Fig. 1b, Extended Data Fig. 3 ). The narrower SSDS signal in females may be explained by shorter DSB end resection, by DMC1 loading over a shorter distance, or by differences in repair dynamics between the sexes. These findings and other evidence [12] [13] [14] indicate that meiotic DSB processing differs between the sexes.
There are notable differences in meiotic DSB repair on the sex chromosomes in males and females. The sex chromosomes share approximately 700 kb of homology (pseudoautosomal region, PAR) 15 , and a meiotic crossover at the PAR is required in males, the heterogametic sex. Females have two copies of chromosome X, so crossover formation in the PAR is not essential. Relative to controls, PAR DSBs were enriched in all nine males but in neither of the female samples (Fig. 1c, d ). In males, DSBs outside the PAR either remain unrepaired 16 or are continually formed 17 after autosomal DSBs have been repaired. This increases the SSDS signal such that chromosome X hotspots appear stronger in males than in females (Fig. 1e, f) . Because of these
Sex differences at recombination initiation
The SSDS signal at hotspots is highly reproducible in males, with little inter-individual variability ( Fig. 2a, c ; Spearman's R 2 ≥ 0.90). Between females, the SSDS signal is also highly correlated ( Fig. 2b ; Spearman's R 2 = 0.76) but to a slightly lesser degree; noise in SSDS estimates for the lower quality O2 map probably reduced this correlation (Extended Data Fig. 2e , f) but stochasticity of hotspot targeting in individual females cannot be ruled out. This is unlikely, however, as these mice are genetically homogeneous and negligible inter-individual variation is seen in males. The SSDS signal at hotspots is markedly different between males and females ( Fig. 2c, d ; Spearman's R 2 ≤ 0.4). Indeed, examination of all DSB hotspots found in the best male (testis 1, T1) or best female (O1) sample (20, 119 hotspots; see Methods) revealed that 48% of autosomal hotspots are sex-biased (P < 0.001, MAnorm 18 , see Methods; Fig. 2d ; n male-bias = 4,169 (22%), n female-bias = 5,021 (26%); n unbiased = 9,863 (52%)). The average sex-biased hotspot differed between the sexes by 4.0 ± 4.3-fold (mean ± s.d.; median = 2.7-fold), and 1,746 hotspots showed over fivefold difference (Extended Data Fig. 4a ). Sex-biased hotspots are probably underdetected, because at stronger hotspots, in which we have the greatest power to detect sex differences, more than 60% of hotspots are sex-biased (Extended Data Fig. 4b ). Importantly, sex biases are consistent between the O1 and O2 samples (Fig. 2e , Extended Data Fig. 5a , b), therefore they reflect true sex differences, and not sampling noise in the pooled ovary maps. Approximately 44 ± 0.4% of the SSDS signal in males and 51 ± 4% (mean ± s.d.) in females occurs at hotspots biased to their respective sex (Extended Data  Fig. 4c ). In addition, a further 16-21% occurs at hotspots biased to the opposite sex (female-biased hotspots in males or male-biased hotspots in females). Therefore, although most hotspots are used in both sexes, most of the SSDS signal, in both sexes, originates at sex-biased hotspots.
SSDS gives an accurate measure of DSB frequency (hotspot strength), tightly correlated with an independent measure of hotspot strength in male mice 16 . Nonetheless, because the SSDS signal is probably affected by the lifespan of DSB repair intermediates 16, 19 , a component of the observed sex biases may arise from differential DSB repair dynamics between the sexes. To establish whether sex biases precede DSB formation, we examined histone 3 lysine 4 trimethylation (H3K4me3), a histone modification introduced at hotspots by the PRDM9 zinc-finger protein 20 . The H3K4me3 signal at hotspots correlated better with the SSDS signal from the respective sex (Extended Data Fig. 5e-j) : 69% of female-biased hotspots coincided with an H3K4me3 ChIP-seq peak in fetal ovary, but just 39% of male-biased, and 43% of unbiased hotspots overlapped these sites. Notably, sex-biased hotspots defined using SSDS showed similar sex biases in the H3K4me3 signal (Extended Data Fig. 5f ). The magnitude of sex bias is reduced in H3K4me3 ChIP-seq compared to SSDS, perhaps reflecting the reduced sensitivity of H3K4me3 ChIP-seq at hotspots compared to SSDS. Thus, although the contribution of repair dynamics to sex biases remains unclear, sex biases in recombination appear to be established before DSB formation.
PRDM9 defines most DSB hotspots in both sexes; however, the default targeting pathway that targets DSBs to H3K4me3 at functional genomic sites in the absence of PRDM9 4 , is used more frequently by females ( Fig. 2f, g ; pink and red) than by males ( Fig. 2f, g; blue) . Increased default targeting may arise because PRDM9 is limiting or because these sites become more accessible in female meiosis. Notably, the recombination (crossover) rate increases locally around functional genomic elements in human females but not males 11 . However, it remains unclear whether the default targeting pathway is active in humans 21 .
Large-scale influences on sex biases
Chromatin context can modulate DSB hotspot usage 6, 19, 22 . Because meiotic chromosome packaging differs between males and females 23, 24 , we looked for evidence of large-scale epigenetic effects that modulate sex biases. Both male-biased and female-biased hotspots occurred in clusters more frequently than expected (see Methods; Fig. 3a -c, Extended Data Fig. 6a-c) . Unbiased hotspots did not cluster (Fig. 3a, b) . Biased hotspot domains are evenly distributed across chromosomes (Extended Data Fig. 6d ) and there seems to be no constraint on cluster size (Extended Data Fig. 6e) . A similar proportion of default and PRDM9-defined hotspots were found in clusters (Extended Data Fig. 6f ), suggesting that domain-scale regulation of hotspot usage is independent of the mechanism that targets DSBs. Spatial clustering of sex biased crossovers occurs in humans 10 , prompting the question of whether these biases occur by a similar mechanism at the initiation of recombination. Deciphering the factors that govern clustering will require genome-wide analyses of meiotic chromosome structure in both sexes. IgG   O2   O1   T9   T8   T7   T6   T5   T4   T3   T2   T1   20 
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Recombination in subtelomeric regions is of particular interest because both human and mouse females have decreased distal crossovers relative to males 11, 25 . Distal crossovers in oocytes may be disfavoured as they can increase the risk of chromosome mis-segregation 26 . The SSDS signal in sub-telomeric regions contrasts starkly with that of crossovers: SSDS is high in females relative to males (Fig. 3d) , whereas crossovers 25 are less frequent in females (Fig. 3e) . Distal crossovers in females may reduce gamete survival 26 and be underdetected in pedigree studies. However, in fetal oocytes, in which selection against karyotypic defects should be minimal, crossover depletion was still seen at two subtelomeric hotspots 27 . Thus, the ratio of crossovers to SSDS decreases close to the telomere in females, but increases in males (Fig. 3f) . Coupled with existing data 27, 28 , this suggests that there are fewer crossovers per DSB in distal regions in females. Notably, DMC1 SSDS underestimates DSB frequency in the distal 5 Mb of male mouse chromosomes 29 . Similar underestimation in females would amplify the crossover-to-DSB deficit in females. Irrespectively, these data indicate that DSB frequency is not the driver of sex differences in distal crossover density.
DNA methylation modulates sex biases
A remarkable difference between the sexes at the time of DSB formation is that the genome is globally demethylated in females but not in males 30 . DNA methylation can alter the site preferences of DNAbinding proteins 31 ; we therefore hypothesized that differential DNA methylation may cause sex biases at the initiation of recombination. Bisulfite sequencing data (Extended Data Fig. 1h, i) revealed that in the testis, the PRDM9-binding site (PrBS) is frequently methylated at male-biased hotspots ( Fig. 4a; Extended Data Fig. 7 ), whereas at female-biased hotspots, DNA methylation instead increases in the region ±75 bp adjacent to the PrBS. A methylation 'spike' at the PrBS 5′ end is common to all hotspots. Neither of the sex-specific patterns is seen at unbiased hotspots, and both patterns are most pronounced at hotspots with greatest sex biases (Extended Data Fig. 8 ). Meiosisspecific processes do not give rise to these methylation patterns, because qualitatively similar patterns are seen in somatic tissue of both sexes (Extended Data Fig. 8 ). Importantly, these sites do not escape demethylation in the female germ line (primordial germ cells (oocytes) at 16.5 days post-coitum (d.p.c.)
30
; see Methods) ( Fig. 4a ; Extended Data Fig. 8 ).
The distinct methylation patterns at male-and female-biased hotspots suggest that DNA methylation in males has a dual role in driving sex biases. At PrBS with particular methylated cytosine residues, PRDM9 binding and DSB formation is favoured, whereas DNA methylation flanking the PrBS disfavours DSBs (Extended Data Fig. 9 ). To test this prediction, we mapped DSBs in male mice lacking functional DNMT3L, a DNA methyltransferase crucial to meiosis 32 . In mice with non-functional DNMT3L 33 , DNA methylation is reduced by just 5-7% S p e a r m a n R 2 , most SSDS-defined hotspots coincide with those in wild type (94 ± 2%; mean ± s.d. in T1-T9). Female-biased hotspots were significantly stronger in Dnmt3l −/− than in wild-type males, whereas male-biased hotspots were weaker (Fig. 4b , Extended Data Figs. 9, 10c, d). This strongly indicates that DNA methylation does suppress DSB formation at female-biased hotspots in males, but promotes DSB formation at male-biased hotspots. Notably, a similar pattern was seen in the Dnmt3l −/− H3K4me3 ChIP-seq signal at hotspots (Extended Data Fig. 10e , f), suggesting that DNA methylation mediates sex differences before DSB formation.
DNA methylation occurs primarily at CpG dinucleotides 35 , and methylation patterns at hotspots closely reflect CpG density (Fig. 4c) . Thus, underlying differences in the DNA bound by PRDM9, by virtue of being frequently methylated, can result in sex biases. At femalebiased hotspots, DNA methylation flanking the PrBS seems to suppress hotspot usage. Although high copy repeats are generally methylated, we find no repeat elements specifically enriched at female-biased hotspots (see Methods). Alternatively, the observed DNA methylation may favour nucleosome assembly 36 or exert other epigenetic effects that inhibit DSB formation at these loci in males. At male-biased hotspots, CpG density is highest at the 3′ end of the PrBS ( Fig. 4d ; top motif). This region of the empirically determined PrBS has few apparent binding preferences, however an in silico prediction of the PrBS 5,37 revealed a G-rich consensus at the 3′ end ( Fig. 4d ; bottom motif), consistent with more frequent DNA methylation on the C-rich complementary strand (data not shown). This previously unappreciated complexity of PRDM9 binding seems to dictate male sex biases, and therefore, the extent of sex biases may vary among Prdm9 alleles. The most prevalent allele of PRDM9 in humans binds a C-rich sequence and is therefore potentially affected by DNA methylation-mediated sex biases. Malebiased recombination in humans is most prominent in distal regions 11 , and PrBSs containing a CpG are closer than other PrBS to chromosome ends (28 ± 28 Mb and 36 ± 29 Mb, respectively; mean ± s.d.).
Bisulfite sequencing does not distinguish between methylated (5-mC) and hydroxymethylated (5-hmC) cytosine residues. Therefore, putatively 'methylated' nucleotides may be a compound signature of 5-mC and 5-hmC. 5-hmC is highly enriched at DSB hotspots in elutriated (primarily pachytene) spermatocytes 38 and in spermatids 38 . Only residual 5-hmC at hotspots remains in sperm 38 , and in contrast to 5-mC (Extended Data Fig. 8 ), the 5-hmC signal at hotspots is absent in somatic cells (Fig. 4e) . Thus, 5-hmC is transiently enriched at hotspots during male meiosis. 5-hmC or DNA demethylation may therefore contribute to meiotic DSB repair, consistent with previous studies that implicated 5-HmC in the DNA damage response in mitotic cells 39 . It remains to be seen whether the role of 5-hmC in meiotic DSB processing differs between the sexes.
Together, these data reveal extensive sex biases at the onset of meiotic recombination and several mechanisms that modulate these biases. Future examination of these mechanisms will yield further insights into how females and males differentially shape evolution of the genome.
Online content
Any methods, additional references, Nature Research reporting summaries, source data, statements of data availability and associated accession codes are available at https://doi.org/10.1038/s41586-018-0492-5. . Thus, fetal ovaries were dissected from embryos at 15.5 d.p.c. Ovaries were dissected in cold PBS and stored at −80 °C until use. For SSDS, 90 or 230 ovaries were fixed in 1 ml PBS with 1% paraformaldehyde for 3 min, quenched and homogenized with a Dounce homogenizer. Cells were collected by centrifugation at 900g for 10 min using a bucket rotor. The pellet was washed in 1 ml of the following buffers: PBS, and 0.25% Triton X-100, 10 mM EDTA, 0.5 mM EGTA and 10 mM Tris, pH 8. Cells were lysed in 0.5 ml of lysis buffer (1% SDS, 10 mM EDTA, 50 mM TrisCl, pH 8 with complete protein inhibitor cocktail (Roche)) and the chromatin was sheared with Misonix sonicator with the following parameters: efficiency 1, 10 s on, 20 s off, total sonication time 4 min. Chromatin was cleared by centrifugation at 12,000g at 4 °C for 10 min. The supernatant was diluted twofold by ChIP buffer (0.01% SDS, 1.1% Triton X-100, 1.2 mM EDTA, 16.7 mM Tris-HCl, 167 mM NaCl) and dialysed against the same buffer for 5 h at 4 °C.
Chromatin was incubated with 6 µg of custom-made anti-DMC1 antibody and 20 µl Dynabeads (10002D, Invitrogen) at 4 °C overnight followed by washing with 500 µl of the following buffers: (1) 0.1% SDS, 1% Triton X-100, 2 mM EDTA, 20 mM Tris-HCl, 150 mM NaCl; (2) 0.1% SDS, 1% Triton X-100, 2 mM EDTA, 20 mM Tris-HCl pH 8, 500 mM NaCl; and (3) 0.25 M LiCl, 1% Igepal, 1 mM EDTA, 10 mM Tris-HCl, pH 8, 1% deoxycholic acid. DNA-protein complexes were eluted by two consecutive 15 min incubations at 65 °C using elution buffer (0.1 M NaHCO 3 , 1% SDS, 5 mM dithiothreitol (DTT)). The eluates were combined and crosslinking was reversed at 65 °C for 5 h. The samples were deproteinized and cleaned up with MinElute PCR purification kit (QIAGEN).
The sequencing library was prepared as previously described 4 with minor modifications. In brief, the end repair step was done in 1× T4 DNA ligase buffer with 10 mM ATP in the presence of 0.25 mM dNTPs, 0.6 U T4 DNA polymerase, 0.5 U Klenow, 2 U T4 polynucleotide kinase for 30 min at 20 °C. DNA was purified with MinElute kit. The second step was done in the presence of 1 mM dATP and 1 U Klenow Exo-. Reaction was incubated at 37 °C for 30 min and DNA was purified with MinElute kit. To enrich for ssDNA the sample was denatured for 2 min at 95 °C, then cooled to room temperature. The sequencing adaptor mix (Illumina) was diluted 1:200 and added for the ligation step. DNA was purified by MinElute kit and amplified using Phusion Polymerase (0.5 µl per reaction), in the presence of 1 µl of each Illumina PE primers. The following parameters were used: initial denaturation at 98 °C for 30 s; 21 cycles: 98 °C 10 s, 65 °C 30 s, 72 °C 30 s; final extension for 5 min at 72 °C. Size selection was done in 2% agarose gel, 180-250 bp slice was excised and purified using MinElute Gel Extraction kit.
SSDS was performed from adult whole testis using a protocol described previously 42 . H3K4me3 ChIP-seq sample preparation and sequencing. For H3K4me3 ChIPseq in oocytes, we isolated SCP3-positive meiotic oocytes from 14 15.5-d.p.c. females using batch isolation of tissue-specific chromatin for immunoprecipitation (BiTS-ChIP). In brief, this method uses FACS to isolate nuclei on the basis of the presence of an intra-nuclear marker (in this case, anti-SCP3; Santa Cruz sc-74569). Oocytes were isolated by gating for 4C nuclei with SCP3 signal above that from secondary antibodies alone. The gating strategy is outlined in Supplementary  Fig. 1 . The KAPA Hyper Prep kit (KR0961) was used to prepare the sequencing library due to the limited starting material relative to experiments in whole testis.
Testis sample preparation was performed as described previously 4 . The following antibodies were used: anti-DMC1 (Santa Cruz C-20, sc-8973), anti-DMC1 (custom-made), and anti-H3K4me3 (Millipore 07-473 or Abcam 8580). All sequencing was performed on an Illumina HiSeq 2500 at the NIDDK genomics core. Targeted bisulfite sequencing. H3K4me3 ChIP-seq was performed from whole testis as described above; however, the library preparation protocol was modified to perform bisulfite sequencing. Immediately after sequencing adaptor ligation, we performed bisulfite conversion using the Qiagen EpiTect Bisulphite Kit (59104). Subsequent library amplification was performed using KAPA HiFi Uracil+ Kit, which is designed to tolerate uracil residues in bisulfite-treated DNA. Sequencing was performed on an Illumina HiSeq 2500 at the NIDDK genomics core and on an Illumina HiSeq X Ten by Admera Health. Alignment of sequencing reads. For SSDS, reads were aligned to the genome and ssDNA-derived reads were identified using the SSDS processing pipeline 3 . In brief, the first read of each mate pair is mapped to the genome with bwa (v.0.7.12) 43 . The second read is then mapped to the genome using a modified bwa algorithm that finds the longest mapping suffix for each read. ssDNA is determined from the structure of inverted terminal repeats on the first and second end reads. The SSDS alignment pipeline is available at https://github.com/kevbrick/callHotspotsSSDS.
All other sequencing data were aligned to the reference genome using bwa aln (0.7.12) 43 .
Evaluation of SSDS sensitivity for DSB detection in ovary.
To estimate the lower hotspot detection limit using SSDS, we generated a DSB map using 2 × 10 5 testis cells from Hop2 −/− (also known as Psmc3ip −/− ) mice 44 . HOP2 is required for DSB repair, and approximately 37% of cells in testis of Hop2 −/− mice harbour unrepaired DSBs (data not shown). The signal percentage of tags (SPoT) for this sample was 21% (sample N1; Extended Data Fig. 1a) ; this is slightly lower than the SPoT for DSB maps from whole testis (23-46%; samples T1-T9; Extended Data Fig. 1a ), but far above the 2% SPoT expected by chance. The estimated library size of N1 was about 10× smaller than for the smallest whole testis sample (Extended Data Fig. 1d ), probably because of the limited starting amount of DNA. Because small library size complicates hotspot detection, we first attempted to map DSBs in females using approximately 10× more target cells (a pool of 90 ovaries; approximately 9 × 10 5 target cells). This sample (O2) had a library size close to that of wild-type whole testis samples (Extended Data Fig. 1d ) but a lower SPoT (7%; Extended Data Fig. 1a) , suggesting that hotspot DNA recovery from oocytes was less efficient than from testis. Subsequently, we pooled 230 fetal ovaries to generate a second ovary-derived DSB map (O1). This map was of similar quality to DSB maps derived from testis (SPoT = 33%; library size = 3.8 × 10 7 fragments; sample O1; Fig. 1, Extended Data Fig. 1a, d) . DSB hotspot identification. Uniquely mapping fragments unambiguously derived from ssDNA (ssDNA type 1) and having both reads with a mapping quality score ≥30 were used for identifying hotspot locations (peak calling). NCIS 45 was used to estimate the background fraction for each library. Peak calling was performed using MACS (v.2.1.0.20150420) 46 with the following parameters: -ratio [output from NCIS] -g mm -bw 1000 -keep-dup all -slocal 5000. We use a mixture-model-based approach that accounts for GC-biases to calculate a corrected P value for each hotspot (model = negative binomial; number of iterations for refinement = 100) 47 . P values were adjusted for multiple testing using the Benjamini-Hochberg method. Hotspots with a GC-corrected P > 0.05 and DSB hotspots within regions previously blacklisted 5 were discarded. H3K4me3 peak calling. Uniquely mapping reads with a mapping quality score ≥30 were used for peak calling. NCIS was used to estimate the background fraction relative to an input DNA library. Peak calling was performed using MACS (v.2.1.0.20150420) 46 with the following parameters: -ratio [output from NCIS] -g mm -bw 1000 -keep-dup all -slocal 5000. Peak strength was subsequently calculated by subtracting the NCIS 45 normalized input read count from the ChIP-seq read count.
H3K4me3 peaks that result from PRDM9 activity were inferred from the overlap with DSB hotspot locations. We also exclude any such sites that coincide with a DSB hotpot in Prdm9 −/− mice 4 , as these are sites of PRDM9-independent H3K4me3. Hotspot overlaps and merging hotspot sets. Unless otherwise stated, when assessing whether hotspots occur at the same location, we restrict the overlap to the ±200 bp region of DSB hotspots. Previously, we have shown that using a ±200 bp regions is sufficient for detecting true overlaps and limits the number of spurious overlaps 4 . We merged DSB hotspots from the best testis and ovary samples (T1 and O1, respectively). The centre of overlapping hotspots was defined as the mean centre point of the T1 and O1 hotspot and the flanks were defined as the maximum distance from this centre to the original T1 and O1 hotspot edges. Non-overlapping hotspots from each sample were retained as originally defined. Strength metrics at hotspots. Hotspot strength measured by SSDS was calculated as described previously 5 . In brief, the centre-point of the Watson-and Crick-strand ssDNA fragment distributions was used to define the hotspot centre. ssDNA fragments on the Watson (top) strand to the left and Crick (bottom) strand to the right of this centre were considered signal. Background was extrapolated from the count of ssDNA fragments of opposite polarity around the centre (excluding the very centre of the hotspot). Hotspot strength is then calculated as the signal minus the background fragment count. This strength is used as a proxy for DSB frequency 4, 5 . Scripts for peak calling and strength quantitation are available at https://github.com/kevbrick/SSDSpipeline. Hotspot strength measured from SPO11-oligo mapping was calculated as the sum of the strengths of SPO11 oligonucleotide peaks overlapping each hotspot. SPO11-oligo peaks were downloaded from the processed data associated with the Gene Expression Omnibus (GEO) record (GSM2247727) 16 . H3K4me3 strength at hotspots was calculated as the sum of the strength of overlapping H3K4me3 peaks. Sample SPoT reduction. SPoT is calculated as the number of in-hotspots ssDNA fragments divided by the total number of ssDNA fragments. To reduce SPoT, the required number of randomly selected in-hotspot fragments is discarded. If necessary, background fragments are added from an input DNA library.
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Default hotspots. Hotspots found in Prdm9
−/− DSB maps and lacking a putative PrBS were designated as 'default' hotspots. Default hotspots constitute 8.5% (427 out of 5,021) of female-biased hotspots but only 1.3% (58 out of 4,169) of malebiased hotspots, therefore we distinguish PRDM9-dependent and default hotspots in subsequent analyses. Sex bias determination. We used MAnorm 18 to infer differential usage of DSB hotspots between the T1 and O1 samples. All hotspots from the T1, O1 merge were used as 'common' peaks. Hotspots on chromosomes X, Y and M were excluded from this analysis. MAnorm P values were adjusted for multiple testing using the Benjamini-Hochberg method and hotspots with a corrected P < 0.01 were considered differential. Cluster analysis. We identified groups of adjacent hotspots that shared the same sex-bias (female-biased, male-biased or unbiased). Only uninterrupted runs of hotspots with the same bias were considered. A cluster is >1 consecutive hotspots with the same sex bias. To estimate the expected numbers of hotspots in clusters, hotspot bias designations were shuffled and the aforementioned process was repeated. Approximately 10,000 iterations of this randomization process were performed. P values are calculated from the empirical distribution of expected values for clusters of each size. Generation of randomized maps of DSB hotspots. DSB hotspot locations were randomized as described in 4 . In brief, hotspots were uniformly distributed per chromosome, but prohibited from being placed at unmappable regions. Specifically, a mappability score for 40-bp sequencing reads at each mm10 base was calculated using the GEM library (20100419-003425) 48 . Hotspot excluded regions were defined as annotated assembly gaps from UCSC), in addition to 1 kb genomic intervals with <50% uniquely mappable bases plus 1 kb either side. Hotspot width and strength were preserved at the randomized location for each hotspot. Genetic crossovers. The locations of mouse crossovers were obtained from the Collaborative Cross
25
. To assess whether the increased male crossover rate in the q-arm subtelomeric region is Prdm9 dependent, we inferred genetic crossovers that were likely to have been formed by the B6, CAST or PWD alleles of Prdm9. Crossovers likely defined by the B6, CAST and PWD/PWK alleles of Prdm9 were determined by first identifying crossovers that occurred in hybrids involving any of these pure strains (MGP, MGM, PGP, PGM). Crossovers that coincided with a single DSB hotspot from only one of the parental Prdm9 alleles were then designated as having originated from that allele. All hotspots between B6, 129 and WSB mice that coincided with a B6-, C3H-or 13R-defined DSB hotspot were designated as having originated from Mus musculus domesticus. Crossovers that did not overlap any DSB hotspot from either parental genotype and those from crosses for which DSB hotspot maps were not available were designated as 'ambiguous' . Crossovers derived from all Prdm9 alleles showed similar sub-telomeric enrichment for males relative to females (not shown), consistent with previous reports 25 . Thus, this enrichment appears a Prdm9-independent phenomenon. DNA methylation. For bisulfite sequencing (BS) samples BS SC , BS H3K4me3 , BS SG , BS DAA , BS DWT (see Extended Data Fig. 1h, i) , bismark 49 was used to align wholegenome bisulfite sequencing data to the reference mm10 genome. For BS rahu , BS PGC , BS 13.5 , BS LIV , BS MG (see Extended Data Fig. 1i ), pre-processed nucleotideresolution methylation data were available, therefore UCSC liftover 50 was used to convert these data from mouse mm9 to mouse mm10 genomic coordinates where necessary. hMeDIP-seq reads 38 were mapped to the genome using bwa mem (0.7.12) 43 and default parameters. To examine methylation patterns, we first inferred a high confidence set of PrBSs at DSB hotspots. We used FIMO 51 to identify matches to the B6 PrBS 4 position weight matrix (PWM) within hotspots. The number of matches to the PWM of the PrBS depends on the alignment score threshold used, therefore we identified the PWM P value alignment threshold that yielded the maximal number of DSB hotspots with a single match to the PRDM9 PWM within the central ± 250 bp. We tested the following threshold values: P ≤ 5 × 10 ). High copy repeats at DSB hotspots. High copy repeats determined by RepeatMasker (http://www.repeatmasker.org/, accessed 11 December 2017) for the mouse mm10 genome were split into 67 groups by family. Repeat families that overlapped <0.2% of any hotspot set were excluded. To assess whether hotspots biased to each sex associated with different DNA high copy repeat families, we counted the frequency of repeats overlapping the central ± 200 bp of femalebiased, unbiased and male-biased hotspots. To assess differences, we performed a two-sided binomial test for all pairwise comparisons (male/female, male/unbiased, female/unbiased). P values were Bonferroni corrected to account for multiple testing and a corrected P < 0.01 was used to assess differences. Repeats that showed significantly different enrichment in one set of hotspots compared to both others were investigated. From this analysis, two families of long terminal repeat (LTR) retrotransposons (LTR and LTR/ERVK) are depleted at male-biased hotspots, whereas LINE/L1, SINE/Alu and SINE/1D elements are depleted at female-biased hotspots relative to the other two sets. Notably, however, no repeat families are increased exclusively at either set of sex-biased hotspots. Reporting summary. Further information on research design is available in the Nature Research Reporting Summary linked to this paper Data availability. Sequencing data are archived at the Gene Expression Omnibus (GEO) under accession GSE99921. Fig. 2 | Most DSB hotspots are used in both male and female meiosis. a, The maximum reciprocal overlap between hotspots in each sample was calculated using the central ± 200 bp of hotspots. b, Hotspots exclusively found in either sex are weak. Hotspots were split into those found in both O1 and T1 (both; grey), O1 but not T1 (femaleonly; pink) and T1 but not O1 (male-only; blue). c, Female-only hotspots are weak in females, relative to shared hotspots. d, Male-only hotspots are weak in males, relative to shared hotspots. e, The O2 SSDS correlates better with hotspot strength in ovary (O1) than in testis (T1). Only hotspots that are detected in both samples are shown for each comparison. Note that the correlation between hotspot strength in ovary samples (Spearman's R 2 O2O1 = 0.76) is not as high as that between replicates of SSDS in males (minimum Spearman's R 2 ≥ 0.9; Fig. 2 ). f, Noise in SSDS estimates can fully explain this diminished correlation between ovary-derived SSDS maps. We generated a series of downsampled O1 SSDS datasets to test whether reducing the SPoT value would reduce the maximum possible R 2 value. For each simulated dataset, signal reads were randomly chosen from the uniquely mapping in-hotspot ssDNA fragments of the O1 DMC1 SSDS sample. Background fragments were randomly chosen from all uniquely mapping ssDNA fragments of the O1 input DNA SSDS sample. Samples at different SPoTs were then generated by varying the number of signal and background-derived reads (SPoT = signal/(signal + background)). The number of fragments was matched to the number of uniquely mapping fragments in O2. Ten replicate samples were generated for each SPoT, and the correlation coefficient (Spearman's R 2 ) with the original O1 SSDS sample was calculated. The magenta lines indicate the expected maximum R 2 for a sample with a SPoT matching that of O2. The expected maximum R 2 is very close to the observed R 2 . Thus, noise in SSDS estimates can reduce the R 2 to within the observed range for a sample of this quality.
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Statistical parameters
When statistical analyses are reported, confirm that the following items are present in the relevant location (e.g. figure legend, table legend, main text, or Methods section).
n/a Confirmed
The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
The statistical test(s) used AND whether they are one-or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.
A description of all covariates tested All studies must disclose on these points even when the disclosure is negative.
Sample size
No statistical methods were used to predetermine sample size. 9 individual male DSB maps were generated to estimate inter-individual variablity and technical noise in SSDS. Two female DSB maps were generated as replicates.
Data exclusions No data were excluded from analyses.
Replication
The detailed protocols we use for DSB mapping and H3K4me3 ChIP-Seq have been used successfully by multiple research groups for DSB mapping in male mice. Applying these methods to female meiosis should be equally reproducible. Peak calling parameters For SSDS: Uniquely mapping fragments unambiguously derived from ssDNA (ssDNA type 1) and having both reads with a mapping quality score ≥ 30 were used for identifying hotspot locations (peak calling). NCIS was used to estimate the background fraction for each library. Peak calling was performed using MACS (v.2.1.0.20150420) with the following parameters :
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--ratio [output from NCIS] -g mm --bw 1000 --keep-dup all --slocal 5000
For H3K4me3: Uniquely mapping reads with a mapping quality score ≥ 30 were used for peak calling. NCIS was used to estimate the background fraction relative to an input DNA library. Peak calling was performed using MACS (v.2.1.0.20150420) with the following parameters : --ratio [output from NCIS] -g mm --bw 1000 --keep-dup all --slocal 5000.
Peak strength was subsequently calculated by subtracting the NCIS normalized input read count from the ChIP-Seq read count.
Data quality
For SSDS, we use a mixture-model-based approach that accounts for GC-biases to calculate a corrected p-value for each hotspot (model = negative binomial; num. iterations for refinement = 100) (Teng & Irizarry; Genome Research 2017). Pvalues were adjusted for multiple testing using the Benjamini-Hochberg method. Hotspots with a GC-corrected P-value > 0.05 and DSB hotspots within regions previously blacklisted (Smagulova, Brick et al.; Genes & Dev 2016) were discarded.
Software
Alignment of SSDS fragments to the genome and parsing of ss/dsDNA used the SSDS pipeline Genome Research 2012) . Source code is available at https://github.com/kevbrick/SSDSpipeline. DSB hotspots were called and their strength calculated using the SSDS peak calling pipeline Genome Research 2012) . Source code is available at https:// github.com/kevbrick/callHotspotsSSDS. MAnorm was used to determine DSB hotspots with differential usage between males and females.
