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Abstract
We study gravitational-wave production from bubble collisions in a cosmic first-
order phase transition, focusing on the possibility of model separation by the bubble
nucleation rate dependence of the resulting gravitational-wave spectrum. By using the
method of relating the spectrum with the two-point correlator of the energy-momentum
tensor 〈T (x)T (y)〉, we first write down analytic expressions for the spectrum with a
Gaussian correction to the commonly used nucleation rate, Γ ∝ eβt → eβt−γ2t2 , under
the thin-wall and envelope approximations. Then we quantitatively investigate how
the spectrum changes with the size of the Gaussian correction. It is found that the
spectral shape showsO(10)% deviation from Γ ∝ eβt case for some physically motivated
scenarios. We also briefly discuss detector sensitivities required to distinguish different
spectral shapes.
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1 Introduction
Gravitational waves (GWs) offer the exciting possibility of probing the early Universe well
before the Big Bang Nucleosynthesis and of revealing unknown high-energy particle physics.
Possible cosmological sources of GWs include inflationary quantum fluctuations [1], preheat-
ing [2], topological defects [3] and first-order phase transitions [4, 5], and GWs from these
sources are expected to be detected in the near future. In fact, ground-based GW detec-
tors such as advanced LIGO [6], KAGRA [7] and VIRGO [8] are now in operation, and
the first detections of GWs from black hole binaries by advanced LIGO collaboration [9–11]
have opened up a new era of GW astronomy. In the future, space-borne detectors such as
LISA [12], DECIGO [13] and BBO [14] are expected to start GW cosmology.
Among various sources of GWs in the early Universe, we focus on first-order phase
transitions [4, 5] in this paper. Though first-order phase transitions do not occur in the
standard model [15–17], there are various models which predict first-order phase transitions
(see e.g. Refs. [18–20, 24, 25], and also Refs. [26, 27] and references therein for reviews).
Furthermore, planned detectors are sensitive to the transition dynamics around TeV-PeV
scales, and such GWs provide an opportunity of probing new physics beyond the standard
model.
In thermal first-order phase transitions, bubbles of the true vacuum nucleate at some
stage in the history of the Universe. They then expand because of the pressure difference
between the true and false vacua, and the transition completes after they eventually collide
with each other.♦1 Gravitational waves are produced during this process through their
coupling to the energy-momentum tensor of the system. In other words, various properties
of the energy-momentum tensor around the time of the high-energy transition are imprinted
on the resulting GW spectrum. From the viewpoint of both knowing the dynamics in the
early Universe and identifying the underlying particle physics, it is of great importance to
study what kind of properties one may extract from the GW spectrum.
In first-order phase transitions, the main ingredients which determine the behavior of the
energy-momentum tensor are classified as
(1) Spacetime distribution of bubbles (i.e., nucleation rate of bubbles),
(2) Energy-momentum tensor profile around a bubble wall,
(3) Dynamics after bubble collisions.
Much effort has been made to reveal the effects of (2) and (3) on the GW spectrum. For
example, in the first numerical simulation of GW production in a vacuum transition (i.e.,
a system with only the scalar field which drives the transition) [28], it was found that the
sourcing process is almost free from the detailed structure of the bubble walls. It was also
found that the main GW production comes from the uncollided bubble walls. These findings
led to “thin-wall” and “envelope” approximations, which were frequently used in subsequent
works [29–31]: the former corresponds to assuming infinitely thin concentration of energy
♦1 Though the Universe is covered with the true vacuum region when the bubbles collide with each other,
it does not mean that the GW production ceases by this time. See below (“sound waves”).
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and momentum for (2), while the latter corresponds to assuming an instant damping of the
wall energy and momentum for (3). Also, the authors of Refs. [32–34] have recently pointed
out in a series of numerical simulations that in scalar-fluid systems the bulk motion of the
fluid works as a long-lasting source for GWs (“sound waves”) even after bubbles collide with
each other.♦2 This discovery has significantly changed our understanding on (3).
On the other hand, there are much less studies on the possibility of extracting information
on (1) from the GW spectrum. However, in this paper we stress the importance of such
studies because the spacetime distribution of bubbles is determined by the underlying particle
physics through the time evolution of the bubble nucleation rate. In the literature the bubble
nucleation rate in thermal first-order phase transitions has often been approximated simply
by an exponential form Γ ∝ eβt. From the viewpoint of extracting as much information on
the underlying particle physics as possible, we investigate the effect of the nucleation rate
on the GW spectrum by going beyond the linear approximation Γ ∝ eβt.♦3♦4
For this purpose we adopt the method of relating the GW spectrum with the two-point
ensemble average of the energy-momentum tensor 〈T (x)T (y)〉. This method, which utilizes
the stochastic nature of produced GWs, was first used in Ref. [42] in the context of bubble
dynamics in first-order phase transitions. In Ref. [43] it has been pointed out that under
the thin-wall approximation various contributions to this two-point correlator reduce to only
two classes and the resulting spectrum becomes analytically calculable. As a result, the GW
spectrum by the numerical simulation with the same setup in Ref. [44], i.e., the one with the
thin-wall and envelope approximations, was derived analytically in Ref. [43]. This direction
of study has recently been extended in Ref. [45], and a general form of the GW spectrum
without the envelope approximation has been given and analyzed. In this paper, we focus
on the effect of (1) on the GW spectrum. Therefore we adopt the simplest setup for (2) and
(3): the thin-wall and envelope approximations. Though these approximations may not give
a satisfactory description of the system,♦5 our study will give to some extent a quantitative
measure of the dependence of the spectral shape on the nucleation rate.♦6
The organization of the paper is as follows. In Sec. 2 we first make clear our assumptions
and approximations on (1)–(3) above, and then present the formalism to calculate the GW
spectrum. In Sec. 3 we give analytic expressions for the spectrum. In Sec. 4 we evaluate
the expressions with numerical methods. Sec. 5 is devoted to conclusions. We also discuss
typical models which realize deviations in the nucleation rate from the exponential form in
♦2 Turbulence is another important source for GWs in first-order phase transitions [31,35–39].
♦3 It has been pointed out that deviations from the conventional nucleation rate Γ ∝ eβt are realized in
some models [19,21–24,40] (see also Appendix A).
♦4 Though in Ref. [41] it has been reported that simultaneous nucleation of bubbles changes the spectral
peak frequency and amplitude from those with the exponential nucleation rate by some factor, such infor-
mation on the peak would be mixed up with other parameter dependences. In contrast we investigate how
much information the spectral shape itself contains.
♦5 In fact, it has been pointed out in Ref. [41] that the modeling of the system with these approximations
does not hold good when the bubble walls reach a low terminal velocity (in the sense that the gamma factor
γw ≡ 1/
√
1− v2w of the wall velocity vw satisfies γw . O(1)) because of the long-lasting nature of the bulk
motion of the fluid as GW sources.
♦6 It would be possible to extend the present setup and remove the envelope approximation by using the
results of Ref. [45]. We leave such a study to future work.
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Appendix A, and present a detailed derivation of the analytic expression of the spectrum
in Appendix B. We briefly examine the asymptotic behavior of the spectrum in the limit of
small Gaussian correction in Appendix C.
2 Formalism
In this section we first summarize the assumptions and approximations adopted in this paper,
and then explain the method of relating the GW spectrum to the two-point correlator of the
energy-momentum tensor 〈T (x)T (y)〉.
2.1 Assumptions and approximations
Thin-wall and envelope approximations
First, we introduce two important approximations which determine (2) and (3): the thin-
wall and envelope approximations. The former assumes that the energy released from the
transition is localized around the thin surfaces of bubbles. We parameterize the energy-
momentum tensor of an uncollided bubble as
TBij(x) = ρB(x)̂(x− xn)î(x− xn)j, (2.1)
where x = (tx, ~x) denotes a spacetime point and xn = (txn, ~xn) is the nucleation point of the
bubble. Also, •ˆ denotes the unit vector in • direction. In addition, we take ρB to be
ρB(x) =
{ 4pi
3
rB(tx, txn)
3κρ0
/
4pirB(tx, txn)
2lB rB(tx, txn) < |~x− ~xn| < r′B(tx, txn)
0 otherwise
,
(2.2)
where rB, r
′
B are the inner and outer radii of the bubble
rB(tx, txn) = v(tx − txn), r′B(tx, txn) = rB(tx, txn) + lB. (2.3)
Here lB denotes the thickness of the wall, and we take lB → 0 in the final step. Also, ρ0 is the
released energy density, and the efficiency factor κ determines the fraction of ρ0 transformed
into the macroscopic energy around the wall.♦7 In addition, v is the wall velocity, which we
assume to be constant throughout the paper. Note that the modeling (2.2) takes into account
the proportionality of the released energy to the volume of the bubble and its localization
within the bubble wall with width lB. In the following calculations, we neglect the effect of
cosmic expansion.
Nucleation rate
In this paper we parameterize the bubble nucleation as
Γ(t) = Γ∗eβt−γ
2t2 , (2.4)
♦7 The efficiency factor κ can be calculated by following Ref. [46].
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where β and γ are some constants and Γ∗ is the nucleation rate at some reference time,
which we take to be t = 0. Though γ is often set to be zero in the literature, we aim to
investigate the effect of this Gaussian correction on the spectral shape in this paper.
In the literature, the origin of time t = 0 is often defined by the condition
Γ∗ = H4∗ , (2.5)
where H∗ is the Hubble parameter at the time of transition. Note that in this paper we
neglect the effect of cosmic expansion and thus H∗ is an input parameter. Though this
definition completely specifies the form of the nucleation rate (2.4), it leads to redundancy
among the parameters (H∗, β, γ) in presenting the GW spectrum. This is because of a
time-shift invariance: Γ(t) = Γ∗eβt−γ
2t2 and Γ(t) = Γ∗eβ(t+∆t)−γ
2(t+∆t)2 give the same GW
spectrum for an arbitrary ∆t because the GW spectrum is obtained after integrating over
the whole period of time. Therefore, in presenting the final results in Sec. 4, we eliminate
this redundancy by choosing ∆t so that the nucleation rate is parameterized as
Γ(t) = Γ′∗e
β′t′−γ2t′2 , Γ′∗ = β
′4, t = t′ + ∆t. (2.6)
These new parameters satisfy♦8
H4∗
γ4
e
β2
4γ2 =
β′4
γ4
e
β′2
4γ2 , (2.9)
which should be regarded as an equation to determine γ/β′ from the old parameters β/H∗
and γ/β. This new parameterization has a physical interpretation that t′ = 0 corresponds
to a typical transition time for β′/H∗  1 and γ/β′  1.♦9 Also, noting that the spectral
shape is determined only by dimensionless quantities, we see that only γ/β′ determines the
spectral shape. In Fig. 1 we show the relation between γ/β′ and γ/β for several β/H∗.
In Table 1 we summarize several parameterizations of the nucleation rate obtained by the
time shift. Parameterization 1 corresponds to the original one (2.4), while Parameterization
2 corresponds to the one introduced in Eq. (2.6). Also, we use Parameterization 3 when we
introduce analytic expressions for the spectrum in Sec. 3 because it makes the expressions
simplest. In presenting the final results in Sec. 4, we use Parameterization 2.
Finally, we mention typical values of β′/H∗ and γ/β′. The parameter β′/H∗ largely
depends on the particle physics setup and typically varies within ∼ O(101−5). On the other
♦8 Substituting t = t′ + ∆t, we have
Γ∗eβ(t
′+∆t)−γ2(t′+∆t)2 = Γ′∗e
β′t′−γ2t′2 , (2.7)
and we can read off the relations
Γ′∗ = Γ∗e
β∆t−γ2∆t2 , β′ = β − 2γ2∆t. (2.8)
The time shift ∆t is determined by the requirement Γ′∗ = β
′4. Note that it is always possible to find such
∆t. Also, eliminating ∆t from this relation, we obtain Eq. (2.9).
♦9 We assume that higher order corrections such as t′n (n ≥ 3) in the exponent can be neglected: this is
a natural assumption as long as γ/β′  1 holds.
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Figure 1: Relation (2.9) between dimensionless combinations γ/β and γ/β′. In this plot β/H∗ is
taken to be 1, 10, 100 from bottom to top.
Table 1: Equivalent parameterizations of the nucleation rate used in the paper.
Parameterization 1 2 3
Variables (Γ∗, β, γ) (β′, γ) (Γ′′∗, γ)
Nucleation rate Γ Γ∗eβt−γ
2t2 Γ′∗e
β′t′−γ2t′2 , Γ′∗ = β
′4 Γ′′∗e
−γ2t′′2
Section Sec. 2 Sec. 2, 3 Sec. 3, Appendix B
hand, the dependence of γ/β′ on setups is relatively mild and it takes ∼ O(0.1), though
larger values are possible in very strong phase transitions [19,21–24,40]. In Appendix A, we
show that the typical value of γ/β′ is O(0.1), and calculate it for some motivated models.
Therefore, note that if we have O(0.1) sensitivity on γ/β′ in future observations we have the
possibility of distinguishing models by studying the spectral shape of GWs.
2.2 GW spectrum as energy-momentum tensor correlation
GW spectrum around the time of transition
As mentioned above, we neglect the effect of cosmic expansion during the transition. Under
this approximation the metric is well described by
ds2 = −dt2 + (δij + 2hij)dxidxj. (2.10)
The evolution equation for the tensor perturbations hij (satisfying the transverse and trace-
less conditions hii = ∂ihij = 0) is given by
h¨ij(t,~k) + k
2hij(t,~k) = 8piGΠij(t,~k), (2.11)
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where the dot denotes the time derivative and we have moved to the Fourier space labeled
by the three momentum ~k. The source term Πij denotes the projected energy-momentum
tensor:
Πij(t,~k) = Kijkl(kˆ)Tkl(t,~k), (2.12)
Kijkl(kˆ) ≡ Pik(kˆ)Pjl(kˆ)− 1
2
Pij(kˆ)Pkl(kˆ), Pij(kˆ) ≡ δij − kˆikˆj. (2.13)
We assume that the source is switched on from tstart to tend, which we take tstart/end → ∓∞
in the following calculation.
The energy density of GWs is given by
ρGW(t) =
〈h˙ij(t, ~x)h˙ij(t, ~x)〉
8piG
, (2.14)
where the angular bracket denotes taking both an oscillation average for several oscillation
periods and an ensemble average. In terms of the Fourier mode, the energy density per each
logarithmic wavenumber is expressed as
ΩGW(t, k) ≡ 1
ρtot(t)
dρGW
d ln k
(t, k) =
k3
16pi3G
Ph˙(t, k). (2.15)
Here we have normalized the energy density by the total energy density ρtot at time t to
define ΩGW. Also, we have defined the power spectrum Ph˙ as
〈h˙ij(t,~k)h˙∗ij(t, ~q)〉 = (2pi)3δ(3)(~k − ~q)Ph˙(t, k). (2.16)
Since hij is related to the source term Π through Eq. (2.11), we can express ΩGW in terms
of Π. For this purpose let us define the unequal-time correlator of the source term as
〈Πij(tx, ~k)Π∗ij(ty, ~q)〉 = (2pi)3δ(3)(~k − ~q)Π(tx, ty, k). (2.17)
This correlator is related to the original energy-momentum tensor through
Π(tx, ty, k) = Kijkl(kˆ)Kijmn(kˆ)
∫
d3r ei
~k·~r〈TklTmn〉(tx, ty, ~r). (2.18)
Here the quantity in the integrand is defined as
〈TijTkl〉(tx, ty, ~r) ≡ 〈Tij(tx, ~x)Tkl(ty, ~y)〉, (2.19)
with ~r ≡ ~x−~y. Note that the spacial homogeneity of the system makes the correlator depend
on ~x and ~y only through the combination ~r. Now, using the Green function method, we
obtain from Eq. (2.15) (see Refs. [42,43,45])
ΩGW(t, k) =
2Gk3
piρtot(t)
∫ tend
tstart
dtx
∫ tend
tstart
dty cos(k(tx − ty))Π(tx, ty, k), t > tend, (2.20)
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where we have assumed that the source term exists only from tstart to tend. This equa-
tion allows us to obtain the GW spectrum straightforwardly once we find expressions for
Π(tx, ty, k), or equivalently the two-point correlator 〈T (x)T (y)〉. Note that, though we have
put the argument t, the L.H.S. essentially does not depend on it as long as t > tend because
there is no production or dilution of GWs once the source term is switched off.
We may further factor out some parameter dependences from Eq. (2.20). We first define
the fraction of the released energy density to the background radiation energy density ρrad
just before the transition as
α ≡ ρ0
ρrad
, ρtot = ρ0 + ρrad. (2.21)
Then, defining the dimensionless power spectrum ∆ as
ΩGW(t, k) ≡ κ2
(
H∗
β
)2(
α
1 + α
)2
∆(k/β), (2.22)
we can factor out G, κ, ρ0 and ρtot dependences.
♦10 The new power spectrum ∆ is expressed
in terms of Π as
∆(k/β) =
3
4pi2
β2k3
κ2ρ20
∫ tend
tstart
dtx
∫ tend
tstart
dty cos(k(tx − ty))Π(tx, ty, k), (2.23)
where we have used the Friedmann equation H2∗ = (8piG/3)ρtot. The spectrum ∆ depends
on dimensionless combinations such as k/β, γ/β and v. Here we have kept only k/β in the
argument in order to make clear that ∆ is a spectrum.
GW spectrum at present
Gravitational waves are redshifted after production until the present time. The present
frequency f0 and amplitude ΩGW,0 are obtained by taking into account that GWs behave as
non-interacting radiation well inside the horizon (see Refs. [43,45]):
f0 = 1.65× 10−5Hz
(
f∗
β
)(
β
H∗
)(
T∗
102GeV
)( g∗
100
) 1
6
, (2.24)
ΩGW,0(f0)h
2 = 1.67× 10−5κ2∆(k/β)
(
H∗
β
)2(
α
1 + α
)2 ( g∗
100
)− 1
3
, (2.25)
where g∗ is the total number of relativistic degrees of freedom in the thermal bath at tem-
perature T∗, and f∗ is the frequency at the time of transition.♦11 In Eq. (2.25), the present
frequency f0 is related to the wavenumber at the transition time k through the relation
(2.24) with f∗ = k/2pi. Note that the spectral shape is encoded in ∆.
♦10 This is understood as follows. Note that the factor in front of ∆ in Eq. (2.22) is proportional to
(Gκρ0)
2/G/ρtot. The combination Gκρ0 comes from the dependence of the source term in Eq. (2.11) on
this quantity. Then the GW energy density (2.14) gives the dependence (Gκρ0)
2/G. Finally normalization
by ρtot in the definition of ΩGW in Eq. (2.15) gives the above dependence.
♦11 In this paper we use k to denote the physical wavenumber at the transition time.
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3 Analytic expressions
3.1 Basic strategy
We briefly summarize the basic strategy to calculate the GW spectrum. This subsection is
essentially the same as Ref. [45]. From Eq. (2.23), we see that the spectrum is calculated from
the unequal-time correlator Π(tx, ty, k), which is the Fourier transform of Π(tx, ty, ~r). Since
the correlator Π(tx, ty, ~r) is equivalent to 〈T (tx, ~x)T (ty, ~y)〉 with T symbolically denoting the
energy-momentum tensor, the procedure we have to follow to obtain the spectrum is
• Fix the spacetime points x = (tx, ~x) and y = (ty, ~y).
• Find bubble configurations giving nonzero T (x)T (y), calculate the probability for each
configuration to occur, and estimate the value of T (x)T (y) in each case.
• Sum over all possible configurations.
As in Refs. [43, 45], one may classify the bubble configurations depending on whether the
contributions to T (tx, ~x) and T (ty, ~y) come from the same bubble or different bubbles. This
consideration leads to the following classification:
• Single-bubble spectrum ∆(s),
• Double-bubble spectrum ∆(d).
The final spectrum ∆ becomes the sum of the two: ∆ = ∆(s) + ∆(d). Note that the single-
bubble spectrum does not mean contributions from an isolated bubble (which would vanish)
but it means that one sums over the configurations in which the wall fragments affecting x and
y come from the same nucleation point (see Appendix H of Ref. [45] for more explanation).
3.2 Analytic expressions
Now we present analytic expressions for the single- and double-bubble spectrum. In order
to make the final expressions as simple as possible, we shift the origin of time to eliminate
the linear term in Eq. (2.4):
Γ(t) = Γ′′∗e
−γ2t′′2 , Γ′′∗ = Γ∗e
β2
4γ2 = β′4e
β′2
4γ2 , t′′ = t− β
2γ2
. (3.1)
In the last two equations, we have presented relations to the other parameterizations. See
Table 1. The spectral shape calculated from this parameterization has a dependence on the
dimensionless combination Γ′′∗/γ
4, which can be translated to a dependence on γ/β′ through
the second equation in Eq. (3.1).
Now, following the basic strategy illustrated in the previous subsection, we obtain (see
Appendix B for the details of the derivation)
∆(s) = β2v6k3 Γ′′∗
∫ ∞
−∞
dt′′〈x,y〉
∫ ∞
−∞
dt′′x,y
∫ ∞
|t′′x,y |
drv
e−I(x,y)
[
j0(vkrv)S0 + j1(vkrv)
vkrv
S1 + j2(vkrv)
(vkrv)2
S2
]
cos(kt′′x,y), (3.2)
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for the single-bubble spectrum and
∆(d) = β2v9k3 Γ′′2∗
∫ ∞
−∞
dt′′〈x,y〉
∫ ∞
−∞
dt′′x,y
∫ ∞
|t′′x,y |
drv e
−I(x,y)
[
j2(vkrv)
(vkrv)2
D2
]
cos(kt′′x,y), (3.3)
for the double-bubble spectrum. Here S0, S1, S2 and D2 are defined in Eqs. (B.15) and
(B.25), and j0, j1 and j2 are the spherical Bessel functions given by Eq. (B.13). Also, I is
given by Eq. (B.3).
We numerically checked that ∆(s)(k) = O(100−1)×∆(d)(k) and k(s)peak ' k(d)peak for γ/β′ =
10−1.0, 10−0.5, 100.0, 100.5, 100.75 with v = 0.3, 1.0. It is a bit counter-intuitive that two
contributions are in a similar order of magnitude. The spectrum depends on a correlator
Π(tx, ty, k) which is a Fourier transform of 〈T (x)T (y)〉, and 〈T (x)T (y)〉 is an integration of a
probability times T (x)T (y) for each configuration. A survival probability of the probability
part is common, and in both “single-bubble” and “double-bubble” cases, the wall thickness
lBs are totally cancelled out. There are two factors making a difference. The first one
is an extra factor Γ′∗r
3∆t = β′4r3∆t . 1 of a double-bubble case. r is a representative
radius of bubbles in the configuration, and ∆t is a time scale of consideration. The second
one is an angular integration over nucleation points. Double-bubble nucleation points more
destructively interfere with each other in the angular integration over nucleation points after
the Fourier transform, thus it makes suppression. However, neither of the two suppressions
is significant. They are expected to make O(1) differences as numerical results show.
4 Numerical results
In this section we show the results for numerical evaluation of the spectrum (3.2) and (3.3).
We have used a multi-dimensional integration algorithm VEGAS in the CUBA library [47].
In presenting the results, we define the spectrum normalized by its peak wavenumber kpeak
and amplitude ∆peak:
∆˜(k˜) ≡ ∆(k)
∆peak
, k˜ ≡ k
kpeak
. (4.1)
By definition, ∆˜ has its peak at k˜ = 1. This quantity makes it easier to compare the spectral
shape. Also, since we would like to know the deviation of the spectral shape from the one
with γ = 0, we define the ratio R(k˜) between the normalized spectra ∆˜ with γ = 0 and
γ 6= 0:
R(k˜) ≡ ∆˜(k˜)
∆˜γ=0(k˜)
. (4.2)
Here ∆˜γ=0 denotes the spectrum ∆˜ with γ = 0.
Now we present the results. First, we show the normalized total spectrum ∆˜ for various
values of γ/β′ in Fig. 2. The wall velocity is taken to be v = 1 (left) and v = 0.3 (right),
respectively. Observed features are
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Figure 2: (Left) Spectral shape for v = 1. (Right) Spectral shape for v = 0.3.
• The spectral shape starts to deviate from the one with γ = 0 for γ/β′ ∼ O(0.1).
• The spectral shape approaches to an asymptotic form for γ/β′  O(0.1).
The latter behavior is because the setup reduces to the δ-function nucleation rate Γ(t) ∝ δ(t):
see Appendix B.4 for details.
Next, we plot the ratio R for v = 1 and v = 0.3 in Figs. 3 and 4, respectively. In these
figures, the left panels show linear plots for the ratio R, while the right panels are logarithmic
plots for the deviation 1 − R. The black shaded regions on the right panels represent the
0.1% error coming from the cutoff for the Monte-Carlo integration. Observed features are
• For fixed γ/β′, the deviation in the spectral shape (i.e. 1−R) increases as k deviates
from kpeak.
• The ratio R approaches to constant in the small k limit. On the other hand, we have
not confirmed such behavior in the large k limit due to numerical difficulties, though
such a tendency is observed for example in Fig. 4 for large γ/β′.
• For small γ/β′, the values of R in v = 1 and v = 0.3 cases show similar deviation from
unity. For larger γ/β′, however, the values of R in v = 1 case show a larger deviation
from unity than v = 0.3 case.
Finally, let us briefly discuss the distinguishability of the spectral shape by future obser-
vations. We assume the detector sensitivity to be
Ω
(det)
GW (f) = Ω
(det)
GW,best ×

(
f
fbest
)−1
(f < fbest),(
f
fbest
)3
(f > fbest),
(4.3)
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Figure 3: (Left) Ratio R between the spectra with γ = 0 and γ 6= 0 defined in Eq. (4.2). This
figure shows v = 1 case for various values of γ/β′. (Right) Log plot of the left panel.
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Figure 4: The same as Fig. 3 except that v = 0.3.
while we approximate the signal by
ΩGW(f) = R
(
f
fpeak
)
× ΩGW,γ=0(f), (4.4)
ΩGW,γ=0(f) = ΩGW,peak ×

(
f
fpeak
)3
(f < fpeak),(
f
fpeak
)−1
(f > fpeak).
(4.5)
Here f denotes the GW frequency, and the high and low frequency behavior of Ω
(det)
GW models
the shot noise and the radiation pressure noise, respectively [48]. Note that the argument
of R satisfies f/fpeak = k/kpeak. We illustrate the setup in Fig. 5. In drawing the red-
dashed line we have taken v = 1 and extrapolated the ratio R(f/fpeak) for f/fpeak < 0.1
and for f/fpeak > 4 by assuming that it is constant for these frequencies. Now let us define
a condition for spectral shapes to be distinguished from each other by observations. We call
the spectral shapes “distinguishable” if
∃f : Ω(det)GW (f) < ∆ΩGW(f) ≡ ΩGW,γ=0(f)− ΩGW(f). (4.6)
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This means that, for fixed peak frequency and amplitude (fpeak,ΩGW,peak), a detector with
(fbest,Ω
(det)
GW,best) can distinguish two spectral shapes with γ 6= 0 and γ = 0. This is expected
to give a rough estimate for the sensitivity to the value of γ.
Fig. 6 is a contour plot for γ/β′ above which the distinguishable condition is satisfied.
In this figure we have taken v = 1 and varied γ/β′ from 0.01 to 5. In making this figure,
we have extrapolated the values of R for γ/β′ < 0.1 from γ/β′ ≥ 0.1, due to numerical
difficulties arising for small γ/β′ (see Figs. 3–4). The extrapolation procedure is as follows.
Regarding the Gaussian correction to the nucleation rate as a perturbation to the standard
nucleation rate Γ ∝ eβt, one sees that the perturbation is controlled by γ2. Noting that the
spectral shape is affected only by dimensionless quantities, one expects that the deviation in
the spectral shape from γ = 0 case is proportional to γ2/β′2 for small values of γ/β′. We have
confirmed this behavior at some fixed wavenumber, and we present the details in Appendix C.
From this observation, we have extrapolated the values of R by using 1 − R ∝ γ2/β′2 for
small values of γ/β′. In Fig. 6, it is shown that the spectral shape is distinguishable for
ΩGW,peak/Ω
(det)
GW,best & O(100) for moderate values γ/β′ ∼ O(0.1).♦12
5 Conclusions
In this paper, we studied gravitational-wave (GW) production in the cosmic first-order phase
transition. As stressed in Introduction, the GW spectrum resulting from the bubble dynam-
ics contains information on
(1) Spacetime distribution of bubbles (i.e., nucleation rate of bubbles),
(2) Energy-momentum tensor profile around a bubble wall,
(3) Dynamics after bubble collisions.
In maximizing the amount of information on the unknown high-energy physics extracted
from the spectrum, all these three aspects cannot be missed. In this paper we focused
on the effect of (1) on the spectrum. For this purpose we used the method of relating
the GW spectrum with the two-point ensemble average of the energy-momentum tensor
〈T (x)T (y)〉. As pointed out in Ref. [43], all the contributions to this two-point correlator
reduce to two classes under the thin-wall approximation (which refers to (2)). With the
envelope approximation (which refers to (3)), we wrote down analytic expressions for the
spectrum with the nucleation rate Γ(t) ∝ eβt−γ2t2 , and investigated the effect of the Gaussian
correction γ on the spectrum.
♦12 Actual sensitivity of GW detectors can be much better than the sensitivity curve. This is because, for
cross-correlation detectors, the signal-to-noise ratio improves with the observation period Tobs: (S/N)
2 ∼
Tobs
∫
df
[
ΩGW(f)/Ω
(det)
GW (f)
]2
(see e.g. Ref. [49]), while the usual sensitivity curve does not take into
account this improvement (see also Ref. [50] on this point). We do not go into such details and just use the
setup (4.3)–(4.6) for simplicity.
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Figure 5: Setup in Eqs. (4.3)–(4.6). The blue line denotes the detector sensitivity curve (4.3), while
the red lines correspond to the signal ΩGW,γ=0 (solid) and ΩGW with γ/β
′ = 5 (dashed). The bubble
wall velocity is taken to be v = 1, and we have extrapolated the normalized spectrum R(f/fpeak)
below f/fpeak < 0.1 and f/fpeak > 4 by assuming that it is constant for these frequencies. The
extrapolation is expected to give conservative estimate for the deviation.
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Figure 6: Contour plot of γ/β′ above which the distinguishable condition (4.6) for the difference
between the spectral shape with γ 6= 0 and γ = 0 is satisfied. The detector sensitivity is given by
Eq. (4.3), while the signal shape is given by Eq. (4.4). The wall velocity is taken to be v = 1 and
γ/β′ is varied from 0.01 (top) to 5 (bottom). The gray line corresponds to the boundary where the
condition ∃f : Ω(det)GW (f) = ΩGW,γ=0(f) is satisfied, i.e., detection of the spectrum with γ = 0.
As a result, we found that the spectral shape differs from the one without the Gaussian
correction by O(10)% for moderate values of γ (γ/β ∼ O(0.1)), see Figs. 2–4.♦13 These
♦13 In these figures we used β′ instead of β; see Sec. 2 for the definition. Also, for γ/β′ < O(0.1), γ/β′ ' γ/β
holds; see Fig. 1.
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values for the Gaussian correction are typically expected in various models as detailed in
Appendix A. Therefore, as shown in Figs. 5–6, we have chances for extracting the information
on the nucleation rate from the spectrum if the signal is well above the sensitivity of the
GW detectors.
Model separation by the information encoded in the GW spectral shape is one of the most
important tasks in this field. In this paper, we have shown that we can extract information
about the Gaussian correction to the nucleation rate in a simplified setup. Though much
remains to be done for model separation in a realistic setup, this direction will be worth
investigating further in the future.
Acknowledgments
The work of R.J. and S.L. was supported by IBS under the project code, IBS-R018-D1. The
work of M.T. was supported by JSPS Research Fellowships for Young Scientists.
A Typical values of γ/β′
In this appendix, we discuss typical values of the parameter γ/β′. After discussing some
general aspects, we estimate γ/β′ for some motivated models. We will see that the typical
value is around O(0.1) ♦14 For notational simplicity, we write γ/β′ as γ/β in the following.
First, let us fix notations. In finite temperature field theory, the bubble nucleation rate
per unit four volume is given by [51,52]
Γ(T ) = b(T )T 4e−S3(T )/T , (A.1)
where S3 denotes the three dimensional bounce action and b(T ) ∼ O(1) denotes a contri-
bution from the prefactor. Since the dependence of Γ(T ) on b(T ) is generically very weak
compared to other dependences, we set b(T ) = 1. We rewrite the nucleation rate as
Γ(T ) = M4e−S(T ), (A.2)
S(T ) =
S3(T )
T
− 4 log(T/M), (A.3)
where we have introduced some typical mass scale M of a given model. At a given tempera-
ture T , we can relate S(T ) with β and γ, which are expansion parameters of the nucleation
rate in terms of time (Γ(t) ∝ eβt−γ2t2). By noticing dT/dt = −HT , we have
β
H
= T
dS(T )
dT
, (A.4)
γ2
H2
=
1
2
[
β
H
(
1 +
T
H
dH
dT
)
+ T 2
d2S(T )
dT 2
]
. (A.5)
We use parameters β/H and γ/β instead of β and γ since they can be estimated only by
the thermal field theory, that is, they can be calculated only from the bounce action S(T )
♦14 As mentioned in Sec. 2.1, much larger γ/β′ can be realized in some models [19,21–24,40].
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without the Einstein equation, as we see from Eqs. (A.4) and (A.5). As mentioned in Sec. 2.1,
the phase transition mainly occurs when Γ(T ) ' β4. We define the transition temperature
T∗ by the following condition
Γ(T∗) = β(T∗)4. (A.6)
We can rewrite this condition as follows:
S(T∗) = 4 log
[
M
H(T∗)
]
+ 4 log
[
H(T∗)
β(T∗)
]
. (A.7)
For later convenience, we introduce SC(T ) (with C denoting “critical”) as
SC(T ) ≡ 4 log
[
M
H(T )
]
+ 4 log
[
H(T )
β(T )
]
. (A.8)
Now the transition condition, which determines T∗, is simply given by S(T ) = SC(T ).
Next, let us consider typical values of γ/β, which determine the spectral shape of GWs.
Let us approximate the transition rate around the transition temperature by the following
form
S = A(T +B)n, (A.9)
with some constants A and B and O(1) constant n. When the derivative of the Hubble
parameter in Eq. (A.5) is negligible,♦15 γ/β at a given temperature T is given by
γ
β
=
√
H
2β
+
n− 1
2n
1
S(T )
. (A.10)
Since at the time of transition β/H ∼ 101−5 and S(T ) ∼ 100 hold in most cases of interest,
we expect γ/β ∼ O(0.1) typically.
Below, we estimate γ/β for some motivated models. We consider three models:
(1) Singlet extension of the standard model,
(2) Classically conformal B − L model,
(3) Supersymmetric flaton model.
We will see that γ/β ' 0.08, γ/β ' 0.1 – 0.2 and γ/β . 0.04 for the three cases, respectively.
Thus, if we have O(0.1) sensitivity on γ/β, we can distinguish these models in principle.
♦15 This condition is satisfied for example when β/H  100 (because 1/S dominates in Eq. (A.10)) or
when the vacuum energy dominates the radiation energy (because 1 dominates in Eq. (A.5)). The former
occurs in Appendix A.1 and A.3, while the latter occurs in Appendix A.2 and A.3.
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A.1 Singlet extension of the standard model
First let us consider singlet extension of the standard model. Gravitational wave production
in phase transitions in this type of model has been extensively studied in the literature. Here
we consider a simplified version of this model. The potential is
V0 = −µ
2
2
h2 +
λH
4
h4 +
Ns∑
i=1
(
m2s
2
s2i +
λ2s
2
h2s2i
)
, (A.11)
where h represents the Higgs field, si are real scalar fields and Ns denotes the number
of singlets. We take universal mass and coupling ms and λs for these singlets. For the
effective potential, we take only the one-loop part from singlet loops by assuming that these
contributions dominate over those from the standard model. We have
V1−loop = VCW + Vth, (A.12)
where
VCW(h) =
NS(m
2
s + λ
2
sh
2)2
64pi2
log
(
m2s + λ
2
sh
2
Λ2
)
, (A.13)
Vth(h, T ) = NSV
B
th (x, T ), x ≡
√
m2s + λ
2
sh
2/T, (A.14)
V
B/F
th (x, T ) = ±
T 4
2pi2
∫ ∞
0
dz z2 log
[
1∓ e−
√
z2+x2
]
, (A.15)
where VCW is the Coleman-Weinberg potential, V
B/F
th denotes thermal one-loop potential [53],
and Λ denotes the renormalization scale. Assuming m2s & λ2sT 2/6, we neglect so-called
daisy correction [54]. We fix the vacuum expectation value and mass of h to those of the
standard-model Higgs boson vEW and mH . For simplicity, we set m
2
s/λ
2
s = v
2
EW/6 and
Λ2 = m2s + λ
2
sv
2
EW. Then, we have the following conditions:
µ2
v2EW
=
1
2
m2H
v2EW
− 11
192pi2
Nsλ
4
s, (A.16)
λH =
1
2
m2H
v2EW
− 3
32pi2
Nsλ
4
s, (A.17)
As a benchmark point, we take Ns = 10, λs = 0.8. Fig. 7 shows the temperature
dependence of S, SC , β/H and γ/β. Here we have taken the typical mass scale to be M =
vEW. The transition temperature T∗ is determined from S(T∗) = SC(T∗) as T∗ ' 0.6vEW. At
the transition temperature we have β/H ' 4× 104 and γ/β ' 0.08.
A.2 Classically conformal B − L model
Next let us consider the classically conformal B − L model [55, 56]. Gravitational wave
production in such a scenario is considered in Refs. [18, 20].♦16 In this model, we impose
♦16 Recently the gauge dependence of this type of models has been discussed in Ref. [57].
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Figure 7: Temperature dependence of S, SC , β/H and γ/β for the singlet extension model
in Appendix A.1.
so-called “classical conformal invariance” based on the argument in Ref. [58], and also add
U(1)B−L gauge symmetry. A complex scalar field Φ is introduced in order to break this
U(1)B−L by its vacuum expectation value (VEV) and to induce the masses of the right
handed neutrinos. The tree level scalar potential is given by
V = λH |H|4 + λ|Φ|4 − λ′|Φ|2|H|2, (A.18)
where only quartic couplings appear due to the assumption of the classical conformal invari-
ance. The VEV of the new field MΦ ≡
√
2〈Φ〉 induces a negative mass term for the Higgs
field and the electroweak scale can be realized. Below, we discuss a thermal phase transition
of the Φ field.
For simplicity, we take MΦ = 10 TeV ( vEW) and assume small right handed Yukawa
couplings compered to the B − L gauge coupling gB−L. In such a case, the potential for Φ
is mainly determined within Φ and B − L gauge boson sector. The running of the quartic
coupling λ determines the potential for Φ, and we can realize a minimum at MΦ = 10 TeV.
Now, because of the assumption MΦ = 10 TeV, the only free parameter reduces the B − L
gauge coupling strength αB−L(MΦ) at scale MΦ.
Figure 8 shows the temperature dependence of S, SC , β/H and γ/β for αB−L(MΦ) = 0.01.
Here we have used the effective potential in Ref. [18] and taken the typical mass scale to
be M = MΦ. The transition temperature is obtained as T∗ = 5 × 10−3MΦ, and we have
β/H ' 20 and γ/β ' 0.12 at this temperature. We also consider αB−L(MΦ) dependence of
these parameters. Fig. 9 shows αB−L(MΦ) dependence of β/H and γ/H at the transition
time. We see that the parameter γ/β varies in a range γ/β ' 0.1− 0.2.♦17
♦17 If αB−L(MΦ) is smaller than ∼ 0.008, an ultra supercooling occurs and the QCD phase transition
affects the dynamics [20]. We do not consider such a parameter region here for simplicity.
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Figure 8: Temperature dependence of S, SC , β/H and γ/β with αB−L(MΦ) = 0.01 for the
classically conformal B − L model.
0.008 0.009 0.010 0.011 0.012 0.013 0.014 0.015
0.01
0.10
1
10
100
αB-L(MΦ)
Q
ua
nt
iti
es
■ β/H
■ γ/β
Figure 9: αB−L(MΦ) dependence of β/H and γ/H at transition time for the classically
conformal B − L model.
A.3 Supersymmetric flaton model
Lastly we consider phase transitions after thermal inflation [59,60] in supersymmetric flaton
models. Gravitational wave production in such a scenario is studied in Ref. [61]. As in
Ref. [61], we characterize the flaton potential by two parameters:
V (φ) = VTI − 1
2
m2φφ
2 + · · · , (A.19)
where mφ and VTI denote the negative mass term and the potential energy around the origin,
respectively. We assume that the potential shape is well approximated by this quadratic form
for φ . mφ. In addition, we assume that some higher-order terms stabilize the potential
at φ  mφ and that we have V (〈φ〉) = 0. In order to have a thermal potential, we add
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vector-like superfields Q and Q¯ with a superpotential
W ⊃ λΦQ¯Q. (A.20)
As a benchmark model, we take 5 and 5¯ representations of SU(5) for Q and Q¯, respectively.
In this case, the one-loop thermal potential is given by
Vth = 20V
B
th (x, T ) + 20V
F
th (y, T ), (A.21)
x ≡
√
m2φ + λ
2φ2/2/T, y ≡
√
λ2φ2/2/T, (A.22)
where we have taken the mass of the scalar components of Q and Q¯ to be mφ, and neglected
thermal masses for them.
Now we have three free parameters: the coupling λ, the mass scale mφ, and the size
of the vacuum energy VTI/m
4
φ. Fig. 10 shows the temperature dependence of S, SC , β/H
and γ/β for λ = 0.8, mφ = 1 TeV and VTI/m
4
φ = 10
4. Here we have taken the typical
mass scale to be M = mφ.
♦18 The transition temperature is given by T∗ ' 1.4mφ, and
we have β/H ' 1500 and γ/β ' 0.04 at the transition time. In this setup, the sign of γ2
flips at a lower temperature. Fig. 11 shows the VTI/m
4
φ dependence of γ/β at the transition
time with λ = 0.8 and mφ = 1 TeV. We have β/H ' 1000 − 2000 for this region. We
see that γ/β decreases as VTI/m
4
φ increases. This is because the transition temperature
T∗ becomes smaller for larger VTI/m4φ: for larger VTI/m
4
φ, SC becomes smaller because the
Hubble parameter in the first term of Eq. (A.8) increases, and the transition temperature
T∗ given by S = SC decreases. As a result, the sign of γ2 at the transition time flips around
VTI/m
4
φ ∼ 1015. For the parameter values shown in this plot, γ/β varies within γ/β . 0.04.
♦18 Note that the relevant scale for the transition is mφ rather than VTI, because the former determines
the mass scale of the potential around the origin.
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Figure 10: Temperature dependence of S, SC , β/H and γ/β with λ = 0.8, VTI/m
4
φ = 10
4
and mφ = 1 TeV for the supersymmetric flaton model.
1 10
4
10
8
10
12
0.010
0 
0.020

0.030
	

0.040
V0 / mϕ
4
γ
/β
Figure 11: VTI/m
4
φ dependence of γ/β at the transition time with λ = 0.8 and mφ = 1 TeV
for the supersymmetric flaton model.
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Figure 12: 3-dimensional plot of the paths of the bubble wall fragments of x and y. These bubbles
nucleate on the surfaces of the past v-cones of x and y. Bubble wall propagation in the single-
and double-bubble contributions is shown as red and blue lines, respectively. The same figure as
in Refs. [43, 45].
B Derivation of the analytic expressions
In this appendix we derive the analytic expressions (3.2) and (3.3). We use the nucleation
rate shifted from the original form (2.4) so that the linear term vanishes:
Γ(t) = Γ′′∗e
−γ2t′′2 . (B.1)
In the following we take γ = 1 unit. Also, in this appendix we simply write Γ′′∗ and t
′′ as Γ∗
and t, respectively, for notational simplicity.
As mentioned in Sec. 3, what we need in order to obtain the GW spectrum is to calculate
〈T (tx, ~x)T (ty, ~y)〉, with x and y denoting arbitrary four-dimensional spacetime points. In
the thin-wall limit, there are two classes of contributions to 〈T (tx, ~x)T (ty, ~y)〉, the single-
and double-bubble, and thus the resulting GW spectrum can be classified into the single-
and double-bubble spectra. In the derivation, we consider only those configurations with
rv > |tx,y| where ~r ≡ ~x − ~y, r ≡ |~r|, rv ≡ r/v and tx,y ≡ tx − ty because only such
configurations are relevant under the envelope approximation. First, we introduce the “false
vacuum probability” P (x, y), and then proceed to the calculation of the single- and double-
bubble spectra. We follow the notation of Appendix A in Ref. [45].
B.1 False vacuum probability
Let us consider the probability P (x, y) with which both of the spacetime points x and y
remain in the false vacuum. It is equivalent to the probability for no bubbles to nucleate
in Vxy ≡ Vx ∪ Vy, where Vx and Vy are the regions inside the past v-cones (past cones with
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velocity v) of x and y, respectively (see Fig. 12). Then, the probability is given by
P (x, y) = e−I(x,y), I(x, y) =
∫
Vxy
d4z Γ(z). (B.2)
Let us write down an explicit form of the function I. The spacial volume of Vxy on the
constant-time hypersurface Σt at time t consists of intersecting spheres for t < tmax, but
separate sphere(s) for t > tmax, where tmax ≡ (tx + ty − rv)/2. Note that tmax is the latest
time when two past v-cones intersect with each other in Fig. 12. Then I is given by
I(x, y) =
∫ tmax
−∞
dt Γ(t)
[pi
3
r3x(2 + c×x)(1− c×x)2 +
pi
3
r3y(2− c×y)(1 + c×y)2
]
+
∫ tx
tmax
dt Γ(t)
4pi
3
r3x +
∫ ty
tmax
dt Γ(t)
4pi
3
r3y. (B.3)
Here rx and ry are defined as rx ≡ v(tx − t) and ry ≡ v(ty − t), respectively, and the cosines
have relations
c×x = −
r2x + r
2 − r2y
2rxr
, c×y =
r2y + r
2 − r2x
2ryr
. (B.4)
Note that the quantity in the squared parenthesis in Eq. (B.3) is the spacial volume of Vxy
on Σt for t < tmax. Given the nucleation rate (B.1), it is straightforward to evaluate this
integral. We obtain
I(x, y) = v3Γ∗

cExp,tx,y
cExp,−tx,y
cExp,−rv
c1+Erf,tx,y
c1+Erf,−tx,y
c1+Erf,−rv

T

Exp
[
−
(
t〈x,y〉 +
tx,y
2
)2]
Exp
[
−
(
t〈x,y〉 − tx,y
2
)2]
Exp
[
−
(
t〈x,y〉 − rv
2
)2]
1 + Erf
[
t〈x,y〉 +
tx,y
2
]
1 + Erf
[
t〈x,y〉 − tx,y
2
]
1 + Erf
[
t〈x,y〉 − rv
2
]

, (B.5)
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where t〈x,y〉 ≡ (tx + ty)/2 and “T” denotes the transpose. The coefficients are given by
cExp,tx,y =
pi
6
 1t〈x,y〉
t2〈x,y〉
T4 0 10 4 0
4 0 0
 1tx,y
t2x,y
 , (B.6)
cExp,−tx,y =
pi
6
 1t〈x,y〉
t2〈x,y〉
T4 0 10 −4 0
4 0 0
 1tx,y
t2x,y
 , (B.7)
cExp,−rv =
pi
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1
rv
 1t〈x,y〉
t2〈x,y〉
T−16rv + 2r3v 0 −6rv4r2v 0 12
−16rv 0 0
 1tx,y
t2x,y
 , (B.8)
c1+Erf,tx,y =
pi3/2
12

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
0 6 0 1
12 0 6 0
0 12 0 0
8 0 0 0


1
tx,y
t2x,y
t3x,y
 , (B.9)
c1+Erf,−tx,y =
pi3/2
12

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
0 −6 0 −1
12 0 6 0
0 −12 0 0
8 0 0 0


1
tx,y
t2x,y
t3x,y
 , (B.10)
c1+Erf,−rv =
pi3/2
24
1
rv

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
6r2v − r4v 0 6 + 3r2v
−24rv 0 −12rv
12r2v 0 12
−16rv 0 0

 1tx,y
t2x,y
 . (B.11)
B.2 Single-bubble spectrum
Let us now derive the single-bubble spectrum. In the thin-wall limit, the necessary and
sufficient conditions for the wall of a single bubble to contribute to the energy-momentum
tensor at both of the spacetime points x and y are summarized as
• No bubble nucleates in Vxy.
• One bubble nucleates in δVxy.
Here δVxy, shown as the red line in Fig. 12, is the narrow four-dimensional region on the
two past v-cones: δVxy ≡ (Vx+δ − Vx) ∩ (Vy+δ − Vy) with x+ δ ≡ (tx + lB/v, ~x) and y + δ ≡
(ty + lB/v, ~y). Following the same procedure as in Appendix A in Ref. [45], we obtain
Π(s)(tx, ty, k)
=
4pi2
9
κ2ρ20
∫ ∞
v|tx,y |
dr
∫ tmax
−∞
dtn e
−I(x,y)Γ(tn) rr(s)2x r
(s)2
y
[
j0(kr)K×0 + j1(kr)
kr
K×1 + j2(kr)
(kr)2
K×2
]
.
(B.12)
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Here tn denotes the nucleation time of the bubble nucleated in δVxy. See Ref. [45] for the
definition of the other quantities. In Eq. (B.12), all the lB’s have been canceled out because
the allowed volume for bubble nucleation (the thick red line in Fig. 12) is proportional to
l2B while the resulting T (x)T (y) is proportional to l
−2
B . Also, j0, j1 and j2 are the spherical
Bessel functions defined as
j0(x) =
sinx
x
, j1(x) =
sinx− x cosx
x2
, j2(x) =
(3− x2) sinx− 3x cosx
x3
. (B.13)
After integrating out the nucleation time, we obtain
Π(s)(tx, ty, k) =
4pi2
3
v6κ2ρ20 Γ∗
∫ ∞
|tx,y |
drv e
−I(x,y)
[
j0(vkrv)S0 + j1(vkrv)
vkrv
S1 + j2(vkrv)
(vkrv)2
S2
]
,
(B.14)
where S0, S1 and S2 are given by
S0 = c(s)Exp,0Exp
[
−
(
t〈x,y〉 − rv
2
)2]
+ c
(s)
1+Erf,0
(
1 + Erf
[
t〈x,y〉 − rv
2
])
,
S1 = c(s)Exp,1Exp
[
−
(
t〈x,y〉 − rv
2
)2]
+ c
(s)
1+Erf,1
(
1 + Erf
[
t〈x,y〉 − rv
2
])
,
S2 = c(s)Exp,2Exp
[
−
(
t〈x,y〉 − rv
2
)2]
+ c
(s)
1+Erf,2
(
1 + Erf
[
t〈x,y〉 − rv
2
])
, (B.15)
with the coefficients
c
(s)
Exp,0 =
1
96
(t2x,y − r2v)2
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
12rv − 2r3v
40− 4r2v
8rv
16
 , (B.16)
c
(s)
1+Erf,0 =
√
pi
96
(t2x,y − r2v)2
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
12− 4r2v + r4v
0
48− 8r2v
0
16
 , (B.17)
c
(s)
Exp,1 =
1
96
t2x,y − r2v
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
24r3v + 12r
5
v 0 −120rv + 4r3v
80r2v + 24r
4
v 0 −400 + 8r2v
16r3v 0 −80rv
32r2v 0 −160

 1tx,y
t2x,y
 , (B.18)
c
(s)
1+Erf,1 =
√
pi
96
t2x,y − r2v
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
24r2v + 8r
4
v − 6r6v 0 −120 + 24r2v − 2r4v
0 0 0
96r2v + 16r
4
v 0 −480 + 48r2v
0 0 0
32r2v 0 −160

 1tx,y
t2x,y
 ,
(B.19)
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c
(s)
Exp,2 =
1
96
1
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
36r5v + 10r
7
v 0 −360r3v − 36r5v 0 420rv + 10r3v
120r4v + 20r
6
v 0 −1200r2v − 72r4v 0 1400 + 20r2v
24r5v 0 −240r3v 0 280rv
48r4v 0 −480r2v 0 560


1
tx,y
t2x,y
t3x,y
t4x,y
 ,
(B.20)
c
(s)
1+Erf,2 =
√
pi
96
1
r3v
×

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
36r4v + 4r
6
v + 3r
8
v 0 −360r2v + 24r4v + 2r6v 0 420− 60r2v + 3r4v
0 0 0 0 0
144r4v + 8r
6
v 0 −1440r2v + 48r4v 0 1680− 120r2v
0 0 0 0 0
48r4v 0 −480r2v 0 560


1
tx,y
t2x,y
t3x,y
t4x,y
 .
(B.21)
Then, the single-bubble spectrum is obtained by using Eq. (2.23):
∆(s) = β2v6k3 Γ∗
∫ ∞
−∞
dt〈x,y〉
∫ ∞
−∞
dtx,y
∫ ∞
|tx,y |
drv
e−I(x,y)
[
j0(vkrv)S0 + j1(vkrv)
vkrv
S1 + j2(vkrv)
(vkrv)2
S2
]
cos(ktx,y). (B.22)
B.3 Double-bubble spectrum
Next let us derive the double-bubble spectrum. The necessary and sufficient conditions for
the walls of two different bubbles to contribute to the energy-momentum tensor at x and y
are summarized as
• No bubble nucleates in Vxy.
• One bubble nucleates in δV (y)x , and another nucleates in δV (x)y .
Here δV
(y)
x and δV
(x)
y are thin surfaces of Vx and Vy in Fig. 12: δV
(y)
x ≡ (Vx+δ − Vx)− Vy+δ
and δV
(x)
y ≡ (Vy+δ−Vy)−Vx+δ. Following the same procedure as in Appendix A in Ref. [45],
we obtain
Π(d)(tx, ty, k) =
16pi3
9
κ2ρ20
∫ ∞
v|tx,y |
dr
∫ tmax
−∞
dtxn
∫ tmax
−∞
dtyn
e−I(x,y)Γ(txn)Γ(tyn) r2r(d)3x r
(d)3
y (c×x − c3×x)(c3×y − c×y)
j2(kr)
(kr)2
.
(B.23)
Here txn and tyn are the nucleation times of the two bubbles nucleated in δV
(y)
x and δV
(x)
y ,
respectively. In Eq. (B.23), all the lB’s have been canceled out because the allowed volume
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for bubble nucleation (the thin surface of past cones in Fig. 12) is proportional to lB for each
bubble while the resulting T (x)T (y) is proportional to l−2B . These time integrations can be
performed explicitly, and we obtain
Π(d)(tx, ty, k) =
4pi2
3
v9κ2ρ20 Γ
2
∗
∫ ∞
|tx,y |
drv e
−I(x,y)
[
j2(vkrv)
(vkrv)2
D2
]
, (B.24)
where D2 is given by
D2 =
[
c
(d)
Exp,2(tx,y)Exp
[
−
(
t〈x,y〉 − rv
2
)2]
+ c
(d)
1+Erf,2(tx,y)
(
1 + Erf
[
t〈x,y〉 − rv
2
])]
×
[
c
(d)
Exp,2(−tx,y)Exp
[
−
(
t〈x,y〉 − rv
2
)2]
+ c
(d)
1+Erf,2(−tx,y)
(
1 + Erf
[
t〈x,y〉 − rv
2
])]
(B.25)
with the coefficients
c
(d)
Exp,2(tx,y) =
√
pi
192
t2x,y − r2v
r2v
 1t〈x,y〉
t2〈x,y〉
T2r3v 84r2v 4rv
0 8
( 1
tx,y
)
, (B.26)
c
(d)
1+Erf,2(tx,y) =
pi√
192
t2x,y − r2v
r2v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
2r2v − r4v 0
0 12− 2r2v
4r2v 0
0 8
( 1tx,y
)
. (B.27)
Then, the double-bubble spectrum is obtained by using Eq. (2.23):
∆(d) = β2v9k3 Γ2∗
∫ ∞
−∞
dt〈x,y〉
∫ ∞
−∞
dtx,y
∫ ∞
|tx,y |
drv e
−I(x,y)
[
j2(vkrv)
(vkrv)2
D2
]
cos(ktx,y). (B.28)
B.4 Spectrum with δ-function nucleation rate
In this subsection we present the spectrum with δ-function nucleation rate. We parameterize
the nucleation rate as
Γ(t) = n∗δ(t). (B.29)
Note that the spectral shape for γ →∞ with the Gaussian nucleation rate (2.4) (or equiva-
lently Eq. (2.6) or (B.1)) approaches the one with this nucleation rate. This is understood
as follows. As mentioned in Sec. 2.1, one may eliminate one parameter from the original
nucleation rate (2.4). If we use Parameterization 2 for example (see Table 1), we have free
parameters (β′, γ). In large γ/β′ limit, the typical time interval for bubble nucleation is given
by 1/γ since the nucleation rate is Gaussian, while the number density for bubble nucleation
points roughly becomes
∫
dt Γ(t) ∼ β′4/γ. The latter means that the typical distance for
neighboring bubbles scale as γ1/3. Therefore, in large γ/β′ limit, the dispersion in the bubble
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nucleation time becomes negligible compared to the timescale of bubble expansion and col-
lisions, and the resulting GW spectrum approaches the one with the nucleation rate (B.29).
A similar argument applies to Parameterization 3.
Below we first give the expression for the false-vacuum probability, and then show the
expressions for the GW spectrum.
False-vacuum probability
The expressions (B.2)–(B.4) are the same as the Gaussian case. Substituting Eq. (B.29) into
these expressions, we obtain
I
v3n∗
= Θ
(
−t〈x,y〉 + rv
2
)
Θ
(
t〈x,y〉 +
tx,y
2
)
pi
3

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
0 0 0 1
0 0 6 0
0 12 0 0
8 0 0 0


1
tx,y
t2x,y
t3x,y
 ,
+ Θ
(
−t〈x,y〉 + rv
2
)
Θ
(
t〈x,y〉 − tx,y
2
)
pi
3

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
0 0 0 −1
0 0 6 0
0 −12 0 0
8 0 0 0


1
tx,y
t2x,y
t3x,y
 ,
+ Θ
(
t〈x,y〉 − rv
2
) pi
12
1
rv

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
−r4v 0 3r2v
0 0 12rv
12r2v 0 12
16rv 0 0

 1tx,y
t2x,y
 . (B.30)
Note that this can also be derived from Eq. (B.5). This is because Gaussian nucleation rate
(2.4) with γ → ∞ should coincide with δ-function nucleation rate. In fact, restoring γ and
then taking γ →∞ limit one can check that Eq. (B.5) reduces to Eq. (B.30).♦19
♦19 The limit γ →∞ corresponds to the replacement Exp[. . . ]→ 0 and 1+Erf[. . . ]→ 2Θ(. . . ) in Eq. (B.5).
After this, use
Θ
(
t〈x,y〉 +
tx,y
2
)
= Θ (tx) Θ
(
t〈x,y〉 − rv
2
)
+ Θ (tx) Θ
(
−t〈x,y〉 + rv
2
)
, (B.31)
Θ
(
t〈x,y〉 − tx,y
2
)
= Θ (ty) Θ
(
t〈x,y〉 − rv
2
)
+ Θ (ty) Θ
(
−t〈x,y〉 + rv
2
)
. (B.32)
In the R.H.S.s, Θ(tx) and Θ(ty) in each first terms can be set to unity because t〈x,y〉 − rv/2 > 0 and
|tx,y| − rv < 0 (the latter coming from the fact that we adopt the envelope approximation) guarantee tx > 0
and ty > 0. Then, after arranging and identifying Γ∗ with n∗, one obtains Eq. (B.30).
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Single-bubble spectrum
The procedure to obtain the spectrum is the same as in the Gaussian case. As a result, we
obtain Eq. (B.22) with Γ∗ replaced by n∗ and S functions given by
S0 = Θ
(
t〈x,y〉 − rv
2
) 1
48
(t2x,y − r2v)2
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
r4v
0
−8r2v
0
16
 , (B.33)
S1 = Θ
(
t〈x,y〉 − rv
2
) 1
48
t2x,y − r2v
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
−6r6v 0 −2r4v
0 0 0
16r4v 0 48r
2
v
0 0 0
32r2v 0 −160

 1tx,y
t2x,y
 , (B.34)
S2 = Θ
(
t〈x,y〉 − rv
2
) 1
48
1
r3v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉
t4〈x,y〉

T
3r8v 0 2r
6
v 0 3r
4
v
0 0 0 0 0
8r6v 0 48r
4
v 0 −120r2v
0 0 0 0 0
48r4v 0 −480r2v 0 560


1
tx,y
t2x,y
t3x,y
t4x,y
 . (B.35)
This spectrum can also be obtained by restoring γ and taking γ →∞ limit in Eq. (B.22).
Double-bubble spectrum
The procedure is also the same as in the Gaussian case. As a result, we obtain Eq. (B.28)
with Γ∗ replaced by n∗ and D function given by
D2 =

√
pi
48
t2x,y − r2v
r2v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
−r4v 0
0 −2r2v
4r2v 0
0 8
( 1tx,y
)
×

√
pi
48
t2x,y − r2v
r2v

1
t〈x,y〉
t2〈x,y〉
t3〈x,y〉

T
−r4v 0
0 −2r2v
4r2v 0
0 8
( 1−tx,y
) . (B.36)
This spectrum can also be obtained by restoring γ and taking γ →∞ limit in Eq. (B.28).
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C Asymptotic behavior of the spectrum for small Gaus-
sian corrections
In Fig. 6 in Sec. 4, we extrapolated the deviation in the spectral shape for small γ due to
numerical difficulties arising in this limit. In this appendix we check the validity of this
extrapolation by showing the asymptotic behavior of the spectrum for small γ.
In fig. 13 we plot the deviation 1 − R of the normalized spectrum ∆˜ for various values
of γ/β′ at k˜ = 0.01. Here R and its argument k˜ are defined in Eqs. (4.1) and (4.2). As
mentioned in Sec. 4, the deviation of the spectral shape from the one with γ = 0 is expected
to be proportional to (γ/β′)2 for small γ/β′, because the Gaussian correction appears in
the nucleation rate in the form of γ2 and, in addition, γ/β′ is the only parameter which
determines the spectral shape (see Eq. (2.6)). As seen from Fig. 13, the deviation 1 − R
indeed behaves proportional to γ2/β′2 for small γ/β′.
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 '
0.010
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Figure 13: Plot for the deviation 1 − R of the spectrum ∆˜ from the one with γ = 0, evaluated
at k˜ = 0.01. The dashed line is proportional to (γ/β′)2. It is shown that the data points behave
∝ (γ/β′)2 for small γ/β′.
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