A specialized computer system, MIDAS, designed for fast interactive processing of event structured data, is being developed in the Nuclear Science Division of LBL. The system will minimize analysis time by overlapping data transfers among various components of the system with the calculations and transformations performed by several classes of processors operating asynchronously and in parallel. A multiple data bus structure and its associated connecting logic enable blocks of memory to be rapidly switched, in a programmed manner, among various classes of intelligent processors. These interconnections include a phased, time-slice scheme which allocates a 13 nanosecond window to multiple processors connected to a memory block. Multiple parallel data busses allow 'concurrent' data transfers between the memory and various independent processors.
Introduction
In many fields of science the huge volume of experimental data to be processed imposes substantial limitations on the amount of analysis that can be performed.
When a scientist is interactively involved in an analysis process, he typically uses the results of one pass over the data to determine conditions of the next pass. In modern nuclear science experiments the size of a data base may range from a few hundred megabytes to five gigabytes or more. The analysis that can be performed is in practice limited by the speeds of the processors and data busses, and in general by the serial nature of computations. This is particularly restricting in an interactive analysis environment. It has been estimated by one national laboratory that the analysis of a single experiTent might reguire 1000 hours of computer processing time.
Within the Nuclear Science Division of the Lawrence Berkeley Laboratory a specialized Modular Interactive Data Analysis System (MIDAS), designed specifically to handle the problems associated vwith interactive data analysis, is being constructed. Key elements in reducing analysis time are minimizing the movement of data and maximizing the use of parallel operations in both data transfer (I/O) and data processing. Ideally, the overall 'system bandwidth' should allow scientific investigators to obtain meaningful results within an 'interactively acceptable' amount of time. The event-structured nature of most experimental data makes it well suited to a parallel-processing environment. Through a multiple data bus structure, the operations of several independent processors can be overlapped to provide a significant reduction in analysis time. Figure 2 , is frequently where the data stream begins. This microprocessor-controlled device manages the data transfers from and to 300-megabyte disc drives through 'virtual ports'. The controller supports up to three simultaneously active ports. Each port is double-buffered, and each buffer holds one track (16K bytes) of data. The microprocessor's main task is to keep its buffers full for all active 'read' ports (and empty for all active 'write' ports), and to manage the DMA transfers into and out of the buffers. Although the RMS data rate of a Multiported Programmable Controller is ultimately limited by the physical characteristics of the device it controls (1.2MB/sec for the disc), data transfers at memory speed are possible into and out of the controller's buffers.
All disc reads and writes are performed in track mode, which minimizes disc latency by initiating the data transfer as soon as the head is positioned over the start of any sector of the desired track. Disc operations are further optimized by making most blocks of a data file contiguous. This keeps the average head seek time close to the track-to-track seek time. When a processor has completed its operations on a given otack, it signals 'done' to the Conductor, which causes the next connect code in the processor's Input FIFO to be shifted into the Connect Register, enabling the set of gates connecting this processor with the desired stack. 
Summary
The goal of the MIDAS system is to provide a highly effective tool for the interactive analysis of experimental data.
The huge volume of data to be processed necessitates a high degree of parallelism, both in I/O and CPU-intensive operations. The use of multiple data busses which connect independent Data Stacks to selected parallvl processors provides the framework to attain the desired throughput. The design supports further improvements in performance through additional Distributed Processing Systems, which can either be used in parallel by separate users, or dedicated to a single user with a massive analysis problem. Wthile the MID:AS system is designed specifically to facilitate the analysis of data from experimental physics, the architecture should adapt well to a wide variety of analysis problems, including medlical and geophysical applications. Additionally, the modular structure allows processors or peripherals to be upgraded or replaced as advancing technology dictates.
