Abstract Organisms represent a complex arrangement of anatomical structures and individuated parts that must maintain functional associations through development. This integration of variation between functionally related body parts and the modular organization of development are fundamental determinants of their evolvability. This is because integration results in the expression of coordinated variation that can create preferred directions for evolutionary change, while modularity enables variation in a group of traits or regions to accumulate without deleterious effects on other aspects of the organism. Using our own work on both model systems (e.g., lab mice, avians) and natural populations of rodents and primates, we explore in this paper the relationship between patterns of phenotypic covariation and the developmental determinants of integration that those patterns are assumed to reflect. We show that integration cannot be reliably studied through phenotypic covariance patterns alone and argue that the relationship between phenotypic covariation and integration is obscured in two ways. One is the superimposition of multiple determinants of covariance in complex systems and the other is the dependence of covariation structure on variances in covariance-generating processes. As a consequence, we argue that the direct study of the developmental determinants of integration in model systems is necessary to fully interpret patterns of covariation in natural populations, to link covariation patterns to the processes that generate them, and to understand their significance for evolutionary explanation.
Introduction
Development is relevant to evolution because it structures the expression of phenotypic variation on which natural selection acts (Alberch 1982; Raff and Kaufman 1983; Hall 1999) . Integration and modularity are two related ways by which this occurs (Cheverud 1996; Wagner 1996) , and so are key determinants of evolvability (Raff and Sly 2000; Griswold 2006; Jones et al. 2007; Wagner et al. 2007; Hansen and Houle 2008) . Morphological integration refers to the coordinated variation of functionally and developmentally related features of organisms (Olson and Miller 1958) , while modularity refers to the division of developmental systems into partially dissociated components that are themselves integrated. Integration biases the direction of evolution via the correlated effects of mutations on phenotypic variation and modularity affects the evolvability of complex systems by limiting the effects of mutations to sets of functionally or developmentally related traits (Raff 1996; Raff and Sly 2000; Wagner and Mezey 2004; Wagner et al. 2007) , and thus the potentially deleterious effects of these mutations on fitness. Integration and modularity, like canalization, novelty, and constraint, represent fundamental ways in which development is relevant to evolutionary explanation and thus are central to evolutionary developmental biology (i.e., ''evo-devo'') (Hendrikse et al. 2007) .
That said, a conceptual difficulty with the study of integration and modularity is the conflation of pattern with process. This stems in part from confusion between what is being measured and the phenomena that those measurements are intended to capture (Hendrikse et al. 2007; Willmore et al. 2007; . Thus, while modularity and integration are almost exclusively investigated through measures of phenotypic covariation or correlation, often too little thought is given to whether observed covariation and integration represent the same thing and, if they are not, then to how they relate to each other.
This problem can be illustrated by defining the two concepts. Modularity is based on the idea of a map of connections or interactions among the components of a system in which some areas have denser internal versus external connections (Wagner 1996; Schlosser and Wagner 2003; Wagner et al. 2007) . Similarly, integration is based on the idea that selection for shared function between traits favours pleiotropy for those traits, leading to shared developmental effects among them. Shared developmental effects, in turn, lead to coordinated variation and, thus, evolutionary bias (Fig. 1) . The opposite of integration would be the absence of interactions or parcellation (Wagner 1996) . A modular organization is one in which selection for integration and parcellation has created a developmental architecture (i.e., the interactions that connect genetic to phenotypic variation through development) in which some areas are more tightly connected to each other than they are to others. Modularity and integration are, therefore, features of this developmental architecture that arise through the action of natural selection or genetic drift (Müller and Wagner 1996; Wagner et al. 2007 ). Like canalization, integration and modularity are dispositional concepts (Wagner et al. 1997) , by which we mean that they refer to general propensities or potentials rather than actual states. They thus refer to the tendency of a system to produce variation that is modularized and/or integrated rather than a pattern and/or magnitude of integration and modularity per se.
To see why these are different, imagine a sample of clones raised under identical conditions and absolutely devoid of variation. Without variation, these clones would exhibit no covariation structure. However, their developmental architecture is still just as modularized or integrated as the parent population since the absence of variation does not change the nature of the developmental interactions. An invariant population thus has integrated and modularized developmental systems in the sense that the integrated/ modularized covariation structure would emerge from the properties of the developmental architecture once variation is introduced, but we would not be able to detect (measure) it via covariation. If variation were reintroduced into such a population, then the developmental determinants of integration would structure that variation and thus influence evolvability. The concepts of integration and modularity thus refer to intrinsic characteristics of organisms of which the observed presence of phenotypic covariation or correlation is simply a variance-dependent proxy.
This distinction is important, but it creates both theoretical and practical problems. The theoretical problem is that quantitative-genetic parameterizations of integration use the additive genetic variance-covariance matrix (i.e., the G matrix) or similar proxies (Burger 1986; Jones et al. 2007; Hansen and Houle 2008) . The dependence on variance for the definition/detection of integration and modularity is therefore built into population-genetic measures. Alternative parameterizations of integration that do not depend on variance are possible but have not been proposed (Hansen personal communication) . The second problem is more practical but no less important. Our ability to detect integration and modularity depends on the presence or absence of particular patterns of variation in the sample that one is studying. The problems this variancedependence creates at both a theoretical and practical level are explored in this paper.
Integration and Covariation
What is integration in developmental terms? In our view, it refers to the tendency of a developmental system to produce covariation. This definition contrasts with the more common conceptualization of integration in the literature. Current definitions of integration tend to focus on the observed correlations. That is, traits are considered integrated when they covary (Klingenberg 2008 (Klingenberg , 2009 . This is in accord with the original definition articulated by Olson and Miller (1958) . As argued above, the difficulty with this integration concept is that it depends critically on the presence of variation. Our definition, in contrast, mirrors Wagner et al.'s (1997) definition of variability in that it is dispositional. Integration is to covariation as variability is to variation and as solubility is to solution, to borrow the example used by Wagner et al. (1997) . Integration thus exists independently of variation as a property of developmental systems. Perhaps the term ''covariability'' would better capture this dispositional nature.
But what sort of property is it? Is it a process or a pattern? If integration is a process, then it could be called upon to explain observations about phenotypic variation. For instance, the statement that the hind and forelimb covary because they are integrated should have some explanatory value. In fact, this seemingly tautological statement does have some explanatory value. It implies that there is some form of developmental connection or interaction between the hind and forelimb such that in the presence of the appropriate variation, covariation is produced. Integration here refers to the connections between the developmental mechanisms of the limbs that have the potential to generate covariation. These connections are an abstraction above the level of actual developmental mechanisms. In that sense, it is more appropriate to think of integration as features of developmental architecture. It is the set of potential connections or interactions between developmental components that, in the presence of variation, produce covariation structure. In the case of the hind and forelimb, integration refers to the shared developmental influences between the limbs and limb elements that shape limb covariation structure. When these mechanisms change so as to alter the tendency of the system to produce covariation, there has been an evolutionary change in integration. The dramatic changes in covariation structure seen with divergence of hind and forelimb divergence shape and size is probably an example of this (Young and Hallgrímsson 2005; Rolian 2009 ). Many changes in covariation structure, however, can occur without alterating the underlying pattern of developmental interactions that produce covariation (Hallgrímsson et al. 2007b) .
To determine whether covariation structure can change independently of the developmental patterning underlying integration, Hallgrímsson et al. (2007b) compared covariation structure among mutant and wildtype mice for which the developmental processes affected by mutation are known to varying degrees. All of the analyses discussed in this section are based on the framework of geometric morphometrics (Bookstein 1991; Dryden and Mardia 1998) and so they deal with the analysis of shape variation in which size has been removed through the Procrustes superimposition step (Gower 1975; Rohlf and Slice 1990) .
Brachymorph mice have a null mutation in the Papps-2 (3 0 -phosphoadenosine 5 0 -phosphosulfate synthetase 2) gene that codes for an enzyme involved in sulfation of sulfated glycosaminoglycans. In these mutants, the undersulfation of the glycosaminoglycans in the cartilage in these mutants is linked to a significant reduction of cartilage growth as measured by cell proliferation rates within the cranial synchondroses or long-bone growth plates (Ford-Hutchinson et al. 2005; Cortes et al. 2009 ). Sulfated proteoglycans appear to be necessary for normal Indian hedgehog (Ihh) signaling in the growth plate (Cortes et al. 2009 ), where Ihh plays a critical role in regulating cell proliferation within the growth plate (Maeda et al. 2007 ). The phenotypic variance in craniofacial shape is increased in mutants compared to wildtype littermates ). This increase is particularly marked in the chondrocranium, which implies that the variance of cell proliferation within the synchondroses is increased. However, this has not been assessed directly. Sulfation of proteoglycans in cartilage is significantly reduced in brachymorph mice compared to the wildtype, while the variance of sulfation appears to be similar (Cortes et al. 2009 ). The untested implication is that there may be a nonlinear relationship between proteoglycan sulfation and cartilage growth such that the mutants are more sensitive to the degree of proteoglycan sulfation compared to wildtype mice. The same range of sulfation variation may thus translate into an increased range of phenotypic variation in terms of chondrocranial size and cranial shape . If true, then this would be a case in which variation in canalization is produced by a nonlinear relationship between developmental factors as hypothesized by Klingenberg and Nijhout (1999) (Fig. 2) .
In brachymorph mice, the increased variance of chondrocranial size and, presumably, chondrocranial growth, appears to result in an increase in morphological integration as measured by the scaled variance of eigenvalues (Wagner 1989) . These results are summarized in Fig. 3 . The likely explanation is that the increased variance in chondrocranial growth drives a set of correlated responses in the rest of skull. As the variance of chondrocranial growth increases, the magnitude of this correlated response increases. If this response is large relative to other determinants of covariation, then the result is an increase in the magnitude of morphological integration as measured by the scaled variance of eigenvalues. More importantly, the covariance structure in the brachymorph mice is completely different compared to that of their wildtype littermates. The matrix correlation between the covariance matrices is only 0.33 which is much lower than one would expect between strains of inbred mice and lower also than matrix correlations for craniofacial landmark data between related species of rodents (Jamniczky and Hallgrímsson 2009) .
Brachymorph mice differ from their wildtype littermates only in that they are homozygous for the Papps-2 null mutation. Both samples are inbred and thus have negligible genetic variance. However, there is significant phenotypic variation in both groups, and this phenotypic variation is structured by developmental processes just as it would be in outbred samples. It is thus remarkable that this dramatic increase in phenotypic variance and integration as well as change in the phenotypic covariance structure is driven by a single mutation.
A second mutant, Trsp fl/fl Col2a1-Cre mice have an osteo-chondroprogenitor-cell specific deletion of the selenocysteine tRNA gene (Downey et al. 2009 ). Cartilage growth in this cartilage specific knockout model is reduced via a completely different mechanism than in the brachymorph mice. Here, the mechanism involves selenoprotein deficiency and a consequent reduced ability to defend chondrocytes and osteoblasts against damage caused by oxidative stress (Downey et al. 2009 ). Remarkably, the phenotypic effects of the mutation are very similar to those seen in the brachymorph, although they are more extreme. While our sample is insufficient for detailed comparisons of covariance structure, phenotypic variance is clearly increased in this mutant. There is also a strong tendency for the variation in chondrocranial size to produce a highly integrated set of changes elsewhere in the skull (Fig. 3) .
Finally, our work with the megencephaly (Mceph) mutant tells a similar story about covariance and integration. In this case, the brain growth is increased significantly (roughly 25%) as the result of a mutation in the Kcna1 gene (Donahue et al. 1996; Petersson et al. 1999; Diez et al. 2003; Petersson et al. 2003 ). The increase is not confined to particular cell types and results in a larger but normally shaped brain. Our morphometric analysis revealed that the mutation produces an increase in the variance of brain size. This variation in brain size drives a correlated set of responses in the rest of the skull. In fact, the response of the mouse skull to changes in brain size is characteristic and holds widely across mutants and strains (Hallgrímsson et al. 2007a; Hallgrímsson and Lieberman 2008; Lieberman et al. 2008) . The increase in brain size variance also produces an increase in morphological integration as measured by the scaled variance of eigenvalues (Fig. 4) . Most importantly, as with the brachymorph mutation, the mceph mutation also dramatically alters covariance structure. The matrix correlation between the phenotypic variance covariance matrices for mceph/mceph mice and C57BL6/J mice is only 0.22. This is far outside the repeatabilities of these variance covariance matrices (the distribution of matrix correlations between each matrix and its resampled self) and so indicates that the covariance structure is very different in the mutant compared to the wildtype.
In the megencephaly and brachymorph mice, and probably in the cartilage-selenoprotein deficient mouse, the mutation produces an increase in the scaled variance of eigenvalues which is the usual measure of the magnitude of morphological integration (Pavlicev et al. 2009 ). This measure of integration captures the extent to which variation is unequally distributed across principal components in a principal components analysis. Integration increases because a greater proportion of the total variation is concentrated along fewer principal components. A mutation that increases the variance of some developmental process that produces a set of correlated responses would be expected to increase the variance of eigenvalues under two conditions. The first is that the increase in variance is large and the correlated responses to that variance are high. The second is that the mutation increases the variance of a process that was already a major determinant of covariation structure. We infer that these mutations are increasing Hypothetical example showing how differences in phenotypic variance could be generated by nonlinear relationships between developmental determinants and phenotypic outcomes. The grey areas represent the variances of the developmental factor and the phenotypic result. In both cases, the variance of the developmental factor is the same. The phenotypic variance, however depends on the mean because of the underlying nonlinearity morphological integration in one of these ways. Similar arguments could be made about the increases in variance and integration in other mouse mutants that we have worked with such as the cartilage specific knockout of Pten (Pten Cre fl/fl or the Crf4 (short faced) mouse (Hallgrímsson et al. 2007a; .
If the scenario is accurate, then one can imagine the opposite situation in which a mutation might act to decrease the integration measured in this way. This could occur if a mutation increased the variance of a developmental factor that is not a significant determinant of covariation in the wildtype, but not sufficiently to make it a primary element of covariation. In this case, the mutation would be increasing the eigenvalue of a principal component that would otherwise be very small. Alternatively, the mutation could produce a suite of effects that are very poorly correlated. In both of those cases, a mutation would decrease integration.
There are good examples of this in the mouse mutants that we have worked with. One of these is a mouse model that is heterozygous for a gene-trap insertion in the Nipbl gene, and generated as a model for Cornelia de Lange Syndrome (Kawauchi et al. 2009 ). The Nipbl or ''Nipped-B-like'' gene codes for a protein that interacts with cohesin to contribute to chromatin cohesion (Hagstrom and Meyer 2003) . These mice exhibit a range of physiological and showing the pattern of covariation in overall craniofacial shape that corresponds to chondrocranial growth. d Volumetric shape comparisons using the method of Kristensen et al. (2008) . e The scaled variances of eigenvalues and multivariate variances for the Brachymorph samples and C5B7BL/6J wildtype mice. The error bars shown are standard deviations for both variables obtained through resampling the original datasets with replacement 1000 times. This also reveals that the differences are highly significant (P \ 0.001) Evol Biol (2009) 36:355-376 359 morphological changes. The craniofacial phenotype is quite characteristic. It is associated with reduced overall size, reduced brain size and an upturned nasal region (Kawauchi et al. 2009 ). The mutation affects chromosomal integrity and not the function of any particular gene. It is not surprising, therefore, that microarray analysis reveals small but numerous changes in gene expression in genes with widely different functions (Kawauchi et al. 2009 ).
One might also expect that the variance of gene expression is increased but this was not tested in this study. The phenotypic variance for craniofacial shape, however, is significantly increased (Fig. 5 ). The fact that there is a highly characteristic phenotype associated with both this mutation in mice and also with Cornelia de Lange syndrome in humans, would lead one to predict that this increased variance would be associated with increased integration. Variation along a penetrance spectrum for this phenotype would be expected to manifest as a highly correlated set of changes. Instead, integration is not altered as the variance of eigenvalues is only slightly decreased (Fig. 8b ). Nipbl haploinsufficiency may thus increase the variance of processes that contribute little to the wildtype integration pattern. Alternatively, the effects of the Nipbl mutation may vary both in kind and in magnitude among individuals, producing a ''disintegrating'' influence. In this case, the increased variance produced by the mutation is not associated with a large change in covariance structure. The matrix correlation between the Nipbl ?/-sample and the wildtype, at 0.61 is only slightly outside the repeatabilities of the two matrices.
Another case which illustrates the same point is the A/WySn mouse. A/WySn mice, along with related A strains, exhibit clefting of the primary palate with incomplete penetrance and variable expression. Clefting in these mice is caused by the interaction of at least two genetic factors, clf1 and clf2 (Juriloff et al. 2001) . Clf1 is now known to be an IAP retrotransposon insertion that interferes with expression of Wnt9b (Juriloff et al. 2006 ). The primary palate forms when the maxillary prominences fuse to the medial and lateral nasal processes of the frontonasal prominence. Our morphometric analysis of embryos spanning primary palate formation from A/WySn and related strains shows that the midface is reduced in size during this period and that there is a particular reduction in the outgrowth of the maxillary prominence Parsons et al. 2008) (Fig. 6 ). During primary palate formation in A/WySn mice phenotypic variance for facial shape is also significantly increased . In this case, however, this increased variance is associated with a decrease in integration (Fig. 6d) . Interestingly, the phenotypic variance is not significantly increased in adults. Although, integration is not significantly decreased in the sample of 90-day-old mice used for this analysis, it is in 30-day-old mice (Hallgrímsson et al. 2004a) . Further, the adult covariance structure is altered significantly by the mutation. The matrix correlation between A/WySn mice and Balb/C, the closest related strains that does not carry the clf1 mutation is only 0.45. The matrix correlation between basicranium. e The scaled variances of eigenvalues and multivariate variances. The error bars shown are standard deviations for both variables obtained through resampling the original datasets with replacement 1000 times. This reveals that the differences are significant (P \ 0.001) for variance but not for SVE A/WySn mice carrying the clf1 mutation and a strain in which clf1 and clf2 have been replaced with C57Bl/6J equivalents and backcrossed for seven generations is also only 0.42. The mutation may influence covariance structure by increasing the variance of a process (facial prominence outgrowth) that may normally contribute little to the adult covariance structure. The same process likely results in the significant alterations in covariance structure. These results show that in inbred mice that have little or no genetic variance, single mutations can radically alter covariance structure. Depending on how they influence development, single mutations can also significantly increase or decrease the overall magnitude of covariation, as defined by measures of morphological integration. These results are consistent with the finding that integration can increase in certain disease-related phenotypes such as in the relationship between the brain and skull in craniosynostosis (Richtsmeier et al. 2006; Richtsmeier and Deleon 2009) . It is unlikely that any of the mutations discussed here (with the possible exception of the Nipbl mutation) actually change the developmental interactions and processes that generate covariation. The mceph mutation does not influence the potential of the growth of the brain to affect the rest of theit just makes the brain larger and more variable in size. Similarly, the chondrocranial mutants do not influence how variation in chondrocranial growth affects the overall shape of the skull. They change the amount and variance of chondrocranial growth. Thus, covariation structure is changed without affecting how development integrates the expression of phenotypic variation.
In natural populations, however, covariation structure tends to be much more stable (Steppan 1997; Ackermann and Cheverud 2000; Marroig and Cheverud 2001; Jamniczky and Hallgrímsson 2009) (Fig. 7) . That said, there are interesting exceptions to this including significant changes in cranial covariance structure during ontogeny . Given that covariance structure is so highly labile in inbred mice, it is unlikely that the stability seen in natural species and populations actually strongly reflects the underlying pattern of developmental integration and modularity. This view is supported by the lack of consistent relationships seen between phylogenetic or morphological distance and covariance distance (Steppan 1997; Ackermann and Cheverud 2000; Marroig and Cheverud 2001; Jamniczky and Hallgrímsson 2009 ). We have argued recently that this discrepancy between the observed stability of covariance in natural rodent populations compared to inbred mice implies that microevolutionary forces such a stabilizing selection are acting to maintain covariance structure (Jamniczky and Hallgrímsson 2009) .
The examples discussed here illustrate the difficulty that stems from not making a conceptual distinction between covariance structure and integration or pattern and process. Phenotypic covariance is the form of data that is almost always used to study developmental integration and modularity. These concepts, however, refer to properties of development that are deeper than observed phenotypic correlations. The developmental systems of a population of invariant clones should theoretically be no less integrated than those of an outbred population of the same species with a high genetic and phenotypic variance. In both situations, development would have the same tendency to produce covariance. They differ only in what variation happens to be present. We have shown that both the magnitude of integration and covariance structure can be altered significantly by single mutations.
Mitteroecker and Bookstein have pointed out a related and equally important issue (Mitteroecker and Bookstein 2007; Mitteroecker 2009 ) which is that multiple configurations of developmental determinants of covariance can lead to the same covariance structure. Underlying developmental modularity and integration may thus have complex relationships to observed patterns of phenotypic covariation. Integration and modularity are aspects of developmental architecture that influence evolvability by structuring the translation of genetic variation into the phenotypic variation on which natural selection acts (Hallgrímsson et al. 2002; Hendrikse et al. 2007; Wagner et al. 2007 ). They are not equivalent in any sense to observed patterns of covariation. It is a significant problem for the study of integration that measures of integration and modularity can change without actual changes Fig. 6 Morphometric analysis of the A/WySn mutant. a Shows a PCA of embryonic craniofacial morphology. These data were standardized to TS 16 and to centroid size so as to remove shape variation associated with developmental stage and size. The reason for the double standardization is that A/WySn embryos tend to be smaller and delayed relative to stage. b Shows the mean shape at TS16. In this case as well as a gradient map showing the shape comparison of these two averages. The largest difference is in the magnitude of maxillary prominence outgrowth. c Wireframes depicting the mean shapes in data standardized to centroid size and TS at TS16. d The scaled variances of eigenvalues and multivariate variances for the embryonic sample. The error bars shown are standard deviations for both variables obtained through resampling the original datasets with replacement 1000 times. The SVE difference between A/WySn and the other strains is significant using both the Procrustes Distance based ANOVA (Zelditch et al. 2004) and resampling of SVE (P \ 0.001). The variances are also significantly different between A/WySn and the other groups based on resampling (P \ 0.001). e PCA plot based on Procrustes superimposed landmark data from adult (90 day In the mouse mutant examples discussed above, integration as measured by the scaled variance of eigenvalues could either increase or decrease as the result of single mutations which were also associated with increased variance of some aspect of development. This observation begs the question of whether there is a more general relationship between the phenotypic variance and integration as measured by the scaled variance of eigenvalues (SVE). In this measure of integration, the variance of eigenvalues based on a variance/covariance matrix is scaled to the mean eigenvalue so that one can compare integration among samples that differ in the magnitude of variance.
We compared SVE among 25 samples of mice where each sample is an inbred strain, a cross between strains or a mutant strain on an isogenic background. These results, shown in Fig. 8 , show an interesting pattern. Firstly, the mutant samples have significantly higher phenotypic variances than the other strains (Fig. 8b) . The average trace of the variance covariance matrices for mutants is 0.002 compared to 0.0009 for wildtype strains. These matrices are based on Procrustes superimposed landmarks so size has been removed. There is thus a twofold difference on average between the multivariate phenotypic variances of mutant and wildtype samples for inbred strains of mice. This is consistent with the common observation that mutations with significant phenotypic effects often increase variance in addition to shifting the mean (Waddington 1942; Scharloo 1964 Scharloo , 1991 . In our data, these increases in variance are most often but not always accompanied by increases in integration. This trend results in an amongstrain correlation of 0.85 between integration (measured by the scaled variance of eigenvalues) and the phenotypic variance (measured by the trace of the variance covariance matrix [TVC] of Procrustes superimposed coordinates). This correlation is not happening simply as a consequence of the variance covariance matrices are scaling up with the variance because we are using the scaled variance of eigenvalues (Wagner 1989) . The scaled variance of eigenvalues is divided by the mean eigenvalue. Like the trace, the mean eigenvalue is a multivariate measure of variance and the mean eigenvalue is simply the trace divided by the number of variables. Instead, this effect is occurring because the variance that is there tends to be distributed on the first few principal components in those strains with high variance and more evenly among those with lower variance (Fig. 8d) . This concentration of variance on fewer components does not happen automatically as the variance increases but instead is happening because of the way the developmental systems of these mutants are structuring the increased variance associated with the mutations. Interestingly, even after correcting for differences in sample variance by scaling the variance of eigenvalues to the mean eigenvalue, there is still an artifactual relationship between SVE and variance. This artifact occurs whether one uses SVE or VE based on the correlation matrix. As we have shown elsewhere using simulation, the sampling errors for VE and variance are correlated and the magnitude of this correlation depends on the covariance structure of the traits (Young et al., submitted) . This artifact is also present in our samples. For resamples with replacement from our original sample, we obtain a correlation of 0.37 between SVE and TVC across samples. To show that the among-strain correlation is not due to this artifact, we plot the entire resampled data in Fig. 8c . This plot shows that even though there are correlations between SVC and TVC within the resampled distributions for each strain, the overall trend in the data is due to the among-strain correlation between integration and variance.
The two samples with the highest variance and integration are the Crf4 mutant and the Pten collagen specific knockout. The Crf4 mutation produces a complex phenotype that involves reduced brain size, reduced basicranial length and a shortened face ). The mutation exhibits variable expressivity, but this variation is highly structured such that the different effects of the mutation are highly correlated. Although adult Crf4 mice have short faces, embryos from this strain have advanced and prognathic faces relative to stage . We have hypothesized that this relates to a slower rate of brain growth during face formation, which may be the underlying driver behind this highly integrated but variable phenotype.
The Pten mutation is a cartilage specific knockout of the Pten gene driven by collagen II. Since Pten is a mitosis inhibitor, we hypothesized initially that this mouse would exhibit increased chondrocanial growth. This provides an interesting contrast to other mutations such as the Brachymorph and Trsp fl/fl Col2a1-Cre mouse which have reduced chondrocanial growth. Indeed, the Pten mouse does exhibit increased cartilage growth and this does influence cranial shape as well as long-bone length (FordHutchinson et al. 2007; Hallgrímsson et al. 2007a) . A complicating factor, however, is that the basicranial synchondroses in this mouse exhibit abnormalities that include bony spurs that can cause premature cessation of growth (Ford-Hutchinson et al. 2007 ). The increased variance in this mouse may be due in part to this apparently stochastic process. Even though different synchondroses are affected in different individuals at different ages, the resulting variation may be quite highly integrated because it involves variation in basicranial growth.
In most cases, the variance and integration of specific mutants are both increased compared to that of their wildtype control samples. This is true for brachymorphs versus C57BL/6J, for example, or the Megencephaly mutant versus their wildtype littermates as well as a few others in this analysis. In other cases, the opposite pattern is seen such as in the Nipbl heterozygote or the A/WySn examples discussed in the previous section. In all cases, however, variance and integration appear to vary in a coordinated manner.
Developmental Determinants of Covariation Structure
Covariation or correlation among traits results from variation in developmental processes (Hallgrímsson et al. 2007b; Mitteroecker and Bookstein 2007; Mitteroecker 2009 ). When processes vary, they produce correlated variation in the structures that they influence. This simple realization that covariation or correlation among traits results from variation in developmental processes is often overlooked, at least implicitly, in studies of integration. A common oversight, for instance, is to fail to take this into account when predicting changes in integration in either some natural or experimental context. One would expect integration to change when the variance of some underlying developmental determinant is altered, either in absolute terms or relative to the variances of other such determinants. In this section, we discuss two developmental contexts-the growth of the appendicular skeleton and the formation of the vertebrate face. We present these cases to illustrate how covariation and correlation may arise in those systems and how understanding the developmental basis for these patterns improves our understanding of the developmental basis and evolutionary significance of morphological integration.
The Growth of the Vertebrate Appendicular Skeleton
Tetrapod fore-and hind limbs show patterns of covariation produced by pleiotropic effects of genes involved in limb development (Wright 1932; Magwene 2001; Young and Hallgrímsson 2005; Rolian 2009 ). These plieotropic effects, in turn, reflect the serial homology of elements of the two limbs (Ruvinsky and Gibson-Brown 2000) . The vertebrate limb develops through several stages, each of which could potentially contribute to patterns of integration. Initially, each limb buds out from the ventral body wall. Once the limb bud forms, outgrowth is controlled through signals emanating from the Apical Ectodermal Ridge (AER). Most of the proliferation within the limb bud happens in the zone immediately deep to the AER (Hinchliffe and Johnson 1980) . Within the limb bud, the skeletal elements form initially as mesenchymal condensations. These then differentiate into cartilaginous rudiments that take on the basic shape of the eventual bony element. Primary ossification centers form in the diaphyses of the bones and at each end the cartilage is reorganized into growth plates (Fig. 9) . Subsequent bone lengthening and to some extent widening happens at these growth plates. Other dimensions of growth and shape change involve modeling and remodeling through bone apposition and resorption, mainly on the periosteal and endosteal surfaces. All of these gross level processes have the potential to influence to covariation structure of the limb. However, as limb element length is largely determined by the activity of growth plates, we'll focus on that as the source of variation and covariation in patterns of limb element lengths.
Among mammals, limb element lengths vary dramatically in absolute terms, in terms of the proportion of each limb represented by different elements and in terms of the proportion of the hind limb and forelimb. Interestingly, forelimb proportions vary more than hind limb proportions among mammalian species, possibly because of reduced mechanical constraints on forelimb function (Schmidt and Fischer 2009) . Within species, individual limb elements, which form through the same basic process, can vary dramatically in size (e.g., human foot phalanges versus the femur). At the same time, different limb element sizes within species tend to be highly correlated (Wright 1932) . Clearly, this pattern of correlated variation comes about through the integrating effects of developmental processes. While much is known about the developmental mechanisms operating within the growth plate, little is known about how these mechanisms are modulated to produce this combination of great potential for divergence and high degree of integration in the expression of variation within species.
To address this question, Rolian (2008) compared cellular growth parameters for different limb elements between mice and gerbils, two rodent species that show important differences in intra-and interspecific limb bone lengths. Three cellular parameters, the number of cells in the proliferating zone, the frequency with which those cells divide and their degree of hypertrophy as they enter the hypertrophic zone appear to account for the vast majority of variation in the growth that occurs at the growth plate of different bones within species and the same bone among species (Kember 1993; Kirkwood and Kember 1993; Ballock and O'Keefe 2003) . Interestingly, he found that within the two species, the varying growth of long bones is explained best by variation in the size of the proliferating chondrocyte pool early in bone growth as well as the sizes of the terminal hypertrophic cells (Rolian 2008) . Rolian hypothesized that these differences among elements within each species in the size of the proliferating chondrocyte pool were related to the size of the mesenchymal condensation and/or cartilage Anlage before the formation of the growth plate. In contrast, the differences between the two species-which mostly relate to absolute differences in body size between mice and gerbils-were best explained by differences in the rate of chondrocyte proliferation within the proliferating zone (Rolian 2008 ). This finding is consistent with other examples such as the finding that the bat wing exhibits increased proliferation in the metatarsus growth plates, associated with increased expression of Bmp2 (Sears et al. 2006) .
Although it is difficult to generalize from these two rodent species to other mammals, these results are interesting because they highlight how there can be ''divisions of labour'' among different mechanisms in generating variation and covariation structure in limb bone lengths. Although Rolian's study dealt specifically with the developmental determinants of variation and not covariation in limb lengths, these results do suggest how different mechanisms and different aspects of the regulation of the growth plate could act to generate different components of covariation. Variation in overall growth clearly contributes to correlated variation in limb element length. This variation might be driven by several different mechanisms including systemic regulation of Growth Hormone, systemic IGF-1, insulin, thyroid hormone, estradiol and testosterone (Savendahl 2005) . These systemic factors act on all parts of the growth plate, but probably most effectively on chondrocyte proliferation rate. Using the scheme of Hallgrímsson et al. (2002) and Young and Hallgrímsson (2005) for understanding the developmental basis for limb variation, these sorts of factors would influence covariation among all limb elements (Fig. 10) . Other factors acting more locally would likely underlie differences in growth rates among limb elements. Such factors, such as locally produced IGF-1, Indian hedgehog protein, Parathyroid hormone-related protein (PTHrP), as well as receptors or factors that influence responsiveness to systemic factors would produce differences among limb elements. Depending on how these factors are distributed, they would produce covariation among serially homologous elements as well as limb-specific variation (Fig. 10) . Finally, there may well be factors acting at the level of the hind versus forelimb. Such factors are known in early development (Fig. 10) . Limb identity appears to be established early in development, with differential expression of genes such as Tbx 4 and 5 (Gibson-Brown et al. 1996) . Later acting differences likely exist as well, but it is also possible that some processes acting early in development translate to postanatal patterns of morphological integration (Wagner 2005) . The potential processes discussed above and the pattern of their effects across the appendicular skeleton represent the developmental basis for integration in the vertebrate limb. These processes determine how genetic variation is translated into a pattern of phenotypic covariation. When factors influencing size are invariant, they will not contribute to limb covariation. Similarly, when the variance of factors influencing one of the integration components in Fig. 10 increases in proportion to others, the covariation structure that is produced will change. Phenotypic covariation structure in the appendicular skeleton thus results from integration as an element of developmental architecture combined with the genetic and environmental variation that happens to be present in a particular population.
Shh Signalling and the Formation of the Vertebrate Midface
The vertebrate face forms from two paired outgrowths or prominences that form within the first branchial arch Vertebrate limb development consists of two major phases, an embryonic patterning phase during which limb identity is specified and the mesenchymal precursors of the future limb bones are established with the proper three-dimensional (e.g., proximodistal (PD), anteroposterior (AP)) patterning (1), and a fetal and postnatal growth phase in which growth occurs chiefly via endochondral bone growth (2). Fore-(FL) and hindlimbs (HL) share a common genetic architecture. Accordingly, variance in shared developmental processes (upper solid arrow) is expected to increase covariation between limbs overall and between homologous elements. Conversely, a few early and late limb patterning and developmental processes are known to be uniquely expressed in the fore-and hindlimb, and in individual elements (lower dashed arrow) (Ruvinsky and Gibson-Brown 2000; Capdevila and Izpisua Belmonte 2001) . Variance in these processes may reduce covariation between the limbs, and/or between neighboring elements within a limb, and thus increase independently selectable variation among individual limb bones. The adult limb phenotype represents the cumulative and superimposed effects of these developmental processes on covariance structure. Note that processes specific to homologous elements may increase covariation between them (dashed horizontal arrows) even though they may reduce covariation with neighboring elements within a limb (solid vertical arrows). Other abbreviations:, AER apical ectodermal ridge, ZPA zone of polarizing activity, S stylopod, Z zeugopod, A autopod. Growth plate abbreviations as in Fig. 9 combined with a single midline prominence that forms ventral to the oropharynx. The lower jaw forms from the fusion of the two mandibular prominences. The primary palate and midface form as the maxillary prominence fuses with two projections from the midline prominence, the medial and lateral nasal processes (Cox 2004) (Fig. 11 ). As these processes grow and fuse to form the face, they interact in several ways with the developing brain (Marcucio et al. 2005 ). Some of this interaction is mechanical or epigenetic in that the processes must grow at a sufficient rate to overcome the simultaneous expansion of the head that is driven by the growth of the forebrain (Wang and Diewert 1992; Diewert and Lozanoff 1993) . This interaction also involves molecular signaling that emanates from the brain and regulates cell proliferation in the face (Marcucio et al. 2005; Hu and Marcucio 2009a) .
To understand how processes acting at the level of face formation might drive morphological integration in the skull, we'll consider the role of Sonic hedgehog signaling in the brain and the early growth of the midface. This illustrates nicely how phenotypic variation and covariation in a complex morphological trait may be driven by developmental processes. Work by Marcucio and colleagues has uncovered the existence of a signaling center in the stomodeal ectoderm, which they named the Frontonasal Ectodermal Zone or FEZ (Hu et al. 2003; Hu and Marcucio 2009a) . Shh signaling in the brain is required for the differentiation of the Ectoderm to form the FEZ (Marcucio et al. 2005; Eberhart et al. 2006) . Once formed, the FEZ regulates outgrowth of the midface through production of SHH which diffuses into the underlying mesenchyme and acts through the Shh receptor Ptc and the Gli transcription-factors to regulate cell proliferation (Fig. 10) . While the FEZ is conserved between mammalian and avian embryos, the spatial organization of gene expression patterns is different in these animals (Hu and Marcucio 2009b) . The unique organization appears to underlie phenotypic differences in the faces of these animals, Molecular changes in the FEZ can be produced by altering signaling by the SHH pathway in the brain. For instance, blocking SHH signaling in the brain led to malformations in the forebrain, an absence of FEZ activity, and a narrowing and truncation of the upper jaw (Marcucio et al. 2005) . In contrast, activating the SHH pathway in the brain of avian embryos altered properties within the basal forebrain and transformed the avian FEZ, and the subsequent growth patterns of the upper jaw, to resemble those of a mouse (Hu and Marcucio 2009a) . These results suggest that alterations of Shh expression in the forebrain modulate proliferation and outgrowth of the midface and produce a continuous axis of covarying shape change that involved the width of the face, the width of the brain and the entire shape of the face. In this case, variation in the amount of SHH protein expressed in the brain could produce an integrated pattern of shape change in the face. SHH signaling in the brain regulates morphogenesis of the brain and controls FEZ formation. Therefore SHH signaling would contribute to regulation of the size and shape of brain, the position and size of the eyes, the width of the face, the shape and angulation of the maxillary prominences, and the degree of prognathism of the midface. There are many ways in this developmental system could be modulated including several pathways that are becoming better understood. It is likely, though, that many of these alterations would produce variation that converges on this or a similar integrated axis of shape variation. That remains to be explored in future work. It is also not known to what extent this integrated axis of variation relates to variation in the shape of the human face, although it is strikingly similar to the pattern of phenotypic variation observed in the range of disease phenotypes that include the holoprosencephaly spectrum on one end and Greig Cephalopolysyndactyly at the other and include a range of normal variation in between the two extremes. Evol Biol (2009) 36:355-376 369 In this case, as in the others discussed in this paper, covariation is produced through variation in an underlying developmental process. The development of the face has the potential to produce this pattern of covariation when faced with variation in Shh expression and would likely respond in a similar way to variation in other elements of that signaling pathway and perhaps even to related pathways such as FGF signaling in the FEZ. The tendency of the system to respond to Shh signaling by varying along an integrated shape axis is an example of morphological integration. The covariation structure produced is a result of this tendency combined with the variation that happens to be present in the system.
The Palimpsest Model of Covariation Structure
We have argued elsewhere that covariation structure comes about through variation in covariance-generating developmental processes (Hallgrímsson et al. 2007b) . In this paper, we've discussed several developmental contexts in which this occurs. The difficulty in analyzing phenotypic covariation structure in complex morphological forms, however, is that there are often many developmental processes that vary in such a way as to influence covariation. These processes may act at different times or overlap in time and space. Either way, each covariance generating process will blur or obscure the effects of the others on the overall covariance structure. We've reviewed elsewhere some of the processes that may act to generate covariation structure in the mammalian skull (Hallgrímsson et al. 2007b ). These developmental determinants of covariation layer and overlap in ways that make the eventual covariation structure very difficult to decipher (Fischer-Rousseau et al. 2009 ). The combined effect of these processes thus make covariance a bit like a palimpsest-in Medieval times, a reused velum scroll on which the shadows of the various texts accumulate over time-in that the underlying determinants of integration and modularity may not be decipherable from phenotypic covariance or correlation data (Fig. 12) .
It is not surprising, therefore, that establishing patterns of modularity in complex structures like the skull is quite difficult based on phenotypic data. Insight can often be gained using a priori hypotheses about developmental determinants of modularity (Cheverud 1982; Lieberman et al. 2000; Hallgrímsson et al. 2004b; Bastir et al. 2006; Willmore et al. 2006; Hansen et al. 2007; Porto et al. 2009) and new methods such as singular warps analysis have improved our ability to test hypotheses about integration patterns (Bookstein et al. 2003; Monteiro et al. 2005; Gunz and Harvati 2007) . However, it is usually very difficult to determine solely from phenotypic data how to dissect a complex morphological structure to reveal underlying determinants of integration. In the context of morphology, modules can be defined as regions that share more connections internally than they do externally to other such regions (Klingenberg 2009 ) or share some particular mechanistic determinant such as the influence of a particular gene (Raff and Sly 2000; Wagner et al. 2007 ). These are variational modules as defined by Wagner et al. (Wagner and Mezey 2004; Wagner et al. 2007) . Such regions don't have to be spatially contiguous. Serially homologous limb elements can be considered a module, for instance (Hallgrímsson et al. 2002) . Spatial contiguity, however, is a condition in some statistical conceptualizations of morphological modularity (Klingenberg 2009). Klingenberg (2009) has developed a statistical method for comparing the strength of internal versus external covariance in order to dissect out spatially contiguous modules from phenotypic covariance data. This method compares an a priori division of a structure into modules to randomly drawn partitions of that structure in terms of the strength of association within and outside the module. We applied this technique to 3D landmark data for a pooled dataset of 300 mice from 12 inbred wildtype strains and used it to test for the existence of five hypothetical ''modules.'' Our hypothetical modules in this case follow the literature in this area and are based on wellaccepted developmental criteria. As shown in Fig. 13 , none of these modules actually exist in our sample in the sense defined by Klingenberg, although the division of the skull into regions derived from neural crest and somatic mesoderm comes close. This doesn't mean that that skull lacks a modular and integrated developmental architecture. It simply means that the ways in which developmental processes produce covariation structure in the skull are sufficiently complex that they do not translate into a simple schema that allows us to divide the skull into definitive morphological modules (Roseman et al. 2009 ).
If covariation structure is the combined result of the integrating effects of developmental architecture and the variances of covariance-generating processes, then how does covariation structure evolve in developmental terms? One obvious way would be through changes in the relative variances of covariance-generating processes. This is illustrated through the changes in covariance structure that we see in the mutations on isogenic backgrounds in our mouse samples. In these cases, minimal genetic variance creates a condition in which a change in the variance of some developmental process is sufficient to alter covariation structure. This is probably rare in natural populations. If there is abundant genetic variance for the developmental processes that generate covariance structure, then the changes in the variance of one process relative to others have to be very large to produce changes in covariance structure. This is probably why covariation structure tends to be stable in natural populations but is highly labile in inbred mouse strains (Jamniczky and Hallgrímsson 2009 integration. For example, if Shh signaling in the brain no longer induced the FEZ, then the integration of brain and face growth would likely be changed during the formation of the upper jaw. Finally, the appearance of novel integrating mechanisms or the disappearance of mechanisms would also change the covariation pattern produced. An example of that would be if gene duplication resulted in the appearance and subsequent divergence of multiple versions of a factor that differentially regulates growth in some structure. The divergence of function in duplicated versions would be associated with novel integrative influences. This sort of scenario has probably played out on the macroevolutionary scale.
The tendency for stability in covariance structure due to the presence of variation is also the reason that studies of integration in natural populations do ''work'' in some sense. This is despite, as we have argued here, the complex relationship between developmental integration and phenotypic covariance structure. Analyses of covariance structure stand up to predictions about large-scale evolutionary patterns such as the relationship between hind and forelimb divergence in morphology and the covariance of hind and forelimb structures (Young and Hallgrímsson 2005) . However, understanding how covariation comes about is relevant to interpreting the results of studies like that. For example, if the among-limb covariation is reduced in species with divergent hind and forelimbs, then this likely implies a change in the relative importance of developmental processes that act jointly on the limbs compared to those that act on the limbs individually. This might occur through changes in the variances of developmental processes. Much more likely, though, is that it occurs through changes in how common versus individual developmental factors are influencing the growth and development of the limbs.
This kind of understanding is also relevant to making predictions about patterns of integration in experimental or microevolutionary contexts. If one wishes to study the role of diet and mastication in the integration of the upper and lower jaw, for instance, one needs an experimental design that creates changes in the variance of the factors that are hypothesized to influence covariation. One could make similar arguments about studies that make predictions about changes in integration as the result of various kinds of genetic or environmental perturbations.
Perhaps the most significant implication of the Palimpsest Model is that attempts to dissect phenotypic correlation or variance covariance matrices to search for signatures of underlying developmental determinants is unlikely to be productive in most cases. The relationship between the developmental determinants of integration and phenotypic covariance is simply too complicated for that to work well in all but the simplest instances. Alternative approaches that take into account this complexity are necessary. It is possible, however, to make predictions about changes in covariance structure that are based on well-grounded developmental hypotheses. Here the assumption is not that we can fully understand the processes that generate the pattern of covariation. Rather, one assumes that it is possible to make reasonable predictions about how a covariance structure might respond to some hypothetical perturbation or change. An alternative approach that we advocate is to combine the analysis of natural populations with model organisms in which the source of covariance is known to some extent or can be controlled. The mouse mutants that we have worked with inform how specific developmental effects produced coordinated changes throughout the skull. One could use this information to look for similar patterns within and among species of rodents or even primates to test hypotheses about the developmental basis for evolutionary change . Most importantly, the palimpsest view of integration highlights the need to understand the developmental mechanisms that structure the expression of phenotypic variation.
Conclusion
Covariation structure is a crucial determinant of evolvability because it determines the extent to which selection on a trait produces correlated responses in other traits (Cheverud 1982; Cheverud 1984; Muller and Wagner 1996; Wagner et al. 2007 ). To the extent that the correlated responses influence fitness, the pattern of covariation can either slow or speed up the rate of morphological change in response to selection. Integration and the covariation structure that results from it can determine whether complex morphological transitions occur as the result of a few or many underlying developmental changes (Lieberman et al. 2002) . In a complex structure like the human skull, for example, developmentally based patterns of covariation are crucial determinants of evolvability (Martínez-Abadías et al. 2009 ).
We have argued here that integration, like canalization or developmental stability, is a dispositional concept that refers to the tendency of developmental systems to produce correlated variation. We have argued for a clear distinction between pattern and process. Covariation structure and the measures of integratedness such as the variance of eigenvalues are patterns of variation. Integration, however, as a property of developmental architecture, exists at the level of developmental mechanism. It refers to the ways in which developmental processes structure variation so as to produce covariation. Therefore, covariation structure is the result of integration at the level of developmental mechanisms combined with the variation that happens to be present in a particular sample. In complex morphological structures, this is complicated by the fact that the developmental determinants of covariance can be myriad, can overlap and can erase or obscure each other's effects. This view of integration, which we call the Palimpsest Model, should not be seen as a criticism of the study of morphological integration. This is a crucial issue in evolutionary developmental biology because it speaks to how development structures the expression of phenotypic variation. Integration, when combined with variation, produces covariation and is thus a principal developmental determinant of evolvability. The developmental determinants of evolvability, in turn, is the central question of evolutionary developmental biology (Hendrikse et al. 2007 ). Like Love (2006) , we view the study of morphological variation as central to the theoretical framework of evolutionarydevelopmental biology. However, this view of integration speaks to the need to conduct analyses of integration in ways that are informed by and closely tied to our growing understanding of the mechanistic basis for development. Increased use of model organisms and experimental biological techniques in studies of phenotypic variation will support that goal. In this we underscore the argument of Müller and Newman (2005) that the theoretical framework of evolutionary developmental biology needs to overtly incorporate knowledge about the properties of developmental systems.
