Abstract. The paper presents a lower bound for the number of eigenvalues of an integral operator K with continuous kernel K lying in the interval (−∞, t) with t 0 . The estimate is given in terms of some integrals of K .
Introduction
Consider a self-adjoint integral operator K in the space L 2 (M, ν) on a domain or a manifold M provided with a finite measure ν . If its integral kernel K is continuous then the operator is compact and its spectrum consists of eigenvalues accumulating to zero. Such operators have been considered by many authors, most of whom studied the rate of convergence of eigenvalues and obtained various quantitative versions of the following general statement: the smoother the kernel is, the faster the eigenvalues tend to zero (see, for instance, [2] or [8] ).
The paper deals with a different, seemingly simple question: how many negative eigenvalues are there? More precisely, we are interested in obtaining explicit lower bounds for the number of negative eigenvalues in terms of the integral kernel K .
One can argue that in the generic case the dimensions of positive and negative eigenspaces must be the same, so that both of them are infinite dimensional and there are infinitely many negative eigenvalues. However, this argument is of little use when we need to study a particular integral operator.
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It is not immediately clear what properties of K guarantee that there are many negative eigenvalues. The fact that K is real and negative on a large set is clearly insufficient (for instance, the operator with constant integral kernel K ≡ −1 has only one negative eigenvalue). On the positive side, if K takes large negative values on the diagonal and the Hilbert-Schmidt norm of K is relatively small, one can estimate the number of its negative eigenvalues as follows.
Example. Let M − = {ξ ∈ M : K(ξ, ξ) < 0} . If M − = ∅ then the number of negative eigenvalues of the operator K is not smaller than
where Tr and · 2 stand for the trace and the HilbertSchmidt norm. Since Tr K − < 0 , we have
where λ j are the negative eigenvalues of K − . Thus C − estimates the number of negative eigenvalues of K − and, consequently, of K from below.
The main result of the paper is Theorem 1.2 which provides a similar estimate involving some integrals of K . Unlike in the previous example, it does not rely only on the behaviour of K on the diagonal and takes into account the contribution of its off-diagonal part. Theorem 1.2 is stated and proved in Section 1. It is formulated in a very general setting but even in the simplest situation (say, for integral operators on a line segment) the result is not obvious. Section 2 contains some comments and examples. In particular, in Subsection 2.3 we discuss the link between the problems of estimating the number of negative eigenvalues and the difference between the Dirichlet and Neumann counting functions of the Laplace operator on a domain.
The main theorem
Throughout the paper N (A; t) denotes the dimension of the eigenspace of a self-adjoint operator (or a Hermitian matrix) A corresponding to the interval (−∞, t) .
Let M be a Hausdorff topological space equipped with a locally finite Borel measure ν . We shall always be assuming that M and ν satisfy the following condition, (C 1 ) every open set U ⊂ M contains infinitely many elements and has non-zero measure.
Let us consider the symmetric integral operator K 0 in the space L 2 (M, ν) given by a continuous kernel K(η, ξ) = K(ξ, η) ,
We assume that the domain of K 0 consists of L 2 -functions u such that the integral on the right hand side of (1.1) is absolutely convergent for almost all ξ ∈ M and the function K 0 u , defined by this integral, belongs to the space L 2 (M, ν) . Let K be an arbitrary self-adjoint extension of K 0 . Let κ(ξ, η) be the smaller eigenvalue of the Hermitian 2 × 2-matrix
that is,
We shall say that a measure µ on M × M is symmetric if it is invariant with respect to the transformation (ξ, η) → (η, ξ) . If µ is a symmetric measure on M × M , we shall denote by µ ′ its marginal, that is, the measure on M such that µ
let us denote
for all symmetric Borel measures µ satisfying the condition (C 2 ).
Proof.
Consider the open set
and let M t be its projection onto M ,
Further on, without loss of generality, we shall be assuming that µ is supported on Σ t (if not, we replace µ with its restriction to Σ t ). Given a collection
of points (ξ j , η j ) ∈ Σ t , let us consider the Hermitian 2n × 2n-matrix
where
where I is the identity 2n × 2n-matrix and Λ = diag{Λ 1 , Λ 2 , . . . , Λ n } is the block diagonal matrix formed by the 2 × 2-matrices
Since Λ > 0 , we have
By direct calculation,
Let us splitK (2n) (θ n ) into the sum of the block diagonal matrix
and the matrixK
imply that
diag (θ n ) of multiplicity n or higher for each θ n ∈ Σ n t . On the other hand,
where · 2 is the Hilbert-Schmidt norm. Let us consider the absolutely continuous with respect to µ measureμ with the density
is finite in view of (C 2 ). Similar calculations show that the integrals over Σ n t with respect to dμ(ξ 1 , η 1 ) . . . dμ(ξ n , η n ) of all other term in the right hand side of (1.6) are also equal to (C t (µ))
and, consequently, there exists a point θ n,0 ∈ Σ n t such that
continuously depends on θ n and every open set contains infinitely many elements, for each ε > 0 there exists a point
) and all the entries ξ i,ε and η j,ε are distinct. The estimate (1.7) implies that the number of eigenvalues of the matrixK (2n) off (θ n,ε ) lying in the interval [1, ∞) does not exceed 4 n(n − 1) (C t (µ)) −1 + ε . Therefore, in view of (i) and (ii),
Since the measure ν is locally finite and the function K is continuous, for every δ > 0 and (ξ, η) ∈ M × M there exist open neighbourhoods U ξ,δ ⊂ M and U η,δ ⊂ M of the points ξ and η such that ν(U ξ,δ ) < ∞ , ν(U η,δ ) < ∞ and
In view of (C 1 ), ν(U ξ,δ ) > 0 and ν(U η,δ ) > 0 . Let u ξ,δ := (ν(U ξ,δ )) −1 χ ξ,δ and u η,δ := (ν(U η,δ )) −1 χ η,δ , where χ ξ,δ and χ η,δ are the characteristic functions of the sets U ξ,δ and U η,δ . Then u ξ,δ , u η,δ ∈ L 2 (M, ν) and
(1.8)
Let us choose the neighbourhoods U ξ,δ and U η,δ so small that all the functions u ξi,ε,δ and u ηj,ε,δ have disjoint supports, and let K ε,δ be the contraction of K to the 2n-dimensional subspace spanned by these functions. In view of (1.8), in the basis {u ξ1,ε,δ , . . . , u ξn,ε,δ , u η1,ε,δ , . . . , u ηn,ε,δ } the operator K ε,δ is represented by a 2n × 2n-matrix that converges to
for all sufficiently small δ . By the variational principle, the same estimate holds N (K, t) . Letting ε → 0 , we see that
for all positive integers n . Choosing n µ 1 such that 2n µ − Ct(µ)+4 4 1 and substituting n = n µ in the above inequality, we obtain (1.5).
Comments and examples

General comments
The estimate (1.5) implies that K has at least one eigenvalue below a negative t whenever inf κ < t . Indeed, in this case (1.5) with any symmetric measure µ satisfying (C 2 ) shows that N (K, t) 1 2 . Since the function N (K, t) is integer-valued, it follows that N (K, t) 1 .
If C t (µ) 8 then (1.5) implies only the obvious estimate N (K, t) 1 . In order to obtain a better result, one has to increase the constant C t (µ) by choosing an appropriate measure µ . In particular, Theorem 1.2 gives a good estimate when the function κ(ξ, η) is takes large negative values on a "thin" subset Σ ′ ⊂ M ×M , the measure µ is supported on Σ ′ and |K| is relatively small outside a neighbourhood of Σ ′ . On the contrary, if K is almost constant on M × M then κ ≈ K − |K| and C t (µ) ≈ (t − K + |K|)
.
A possible strategy of optimizing the choice of µ is to fix the marginal µ ′ and to maximize (t − κ(ξ, η)) + dµ(ξ, η) over the set of symmetric measures µ with the fixed marginal. The minimization (or maximization) of an integral of the form f (ξ, η) dµ(ξ, η) over the set of measures with fixed marginals is known as Kantorovich's problem. It has been solved for some special functions f (ξ, η) (see, for instance, [6] and references therein).
I won't elaborate further on this problem, as it requires different techniques (and a different author). Instead, in the rest of the paper we shall consider a couple of examples demonstrating possible applications of Theorem 1.2.
Operators with difference kernels in R n
Let ν be a Borel measure on R n , and let h be a continuous function on R n such that h(−θ) = h(θ). Consider the symmetric operator
in the space L 2 (R n , ν). In the notation of Section 1,
Let us fix t 0 and θ ∈ R n such that |h(θ)| > h(0) − t, and define a measure µ θ on R 2n by the identity
whereμ is a probability measure on R n . Clearly, the measure µ θ is symmetric, and its marginal coincides with the measure µ ′ θ on R n given by the equality
We have
Since |h(ξ − η − θ)| = |h(η − ξ + θ)| and
the equality (2.3) can be rewritten in the form
In view of (2.2) and (2.4), Theorem 1.2 implies that
for all probability measuresμ on R n . Let dμ(ξ) = ε n χ(εξ) dξ where χ is the characteristic function of the unit ball. One can easily see that lim sup
Passing to the limit in (2.5) and optimizing the choice of θ , we obtain Corollary 2.1. Let K be a self-adjoint extension of the operator (2.1). If the measure ν satisfies the condition (C 1 ) and h(0) − sup θ∈R n |h(θ)| < t 0 then
In particular, (2.6) implies that N (K, 0) = ∞ whenever h ≡ 0 and lim θ→∞ |h(θ)| = 0 . 
Dirichlet and Neumann counting functions
, where the equality −∆u = λ 2 f is understood in the sense of distributions, and let B λ be the selfadjoint operator in G λ generated by the truncation of the quadratic form ∇f
(Ω) to the subspace G λ .
Lemma 2.2. For any open bounded set Ω ,
(1) the kernel of B λ is spanned by the Dirichlet and Neumann eigenfunctions corresponding to
is the number of linearly independent Dirichlet eigenfunctions corresponding to the eigenvalue λ 2 , and g − (λ) is the dimension of the negative eigenspace of B λ .
Proof. This is a particular case of [9, Lemma 1.2] and [9, Theorem 1.7].
Remark 2.3. For domains smooth boundaries, Lemma 2.2(2) was proved in [5] . In this section, we shall only need the estimate N N (λ) − N D (λ) n D (λ) + g λ which can easily be deduced from the variational principle, using integration by parts [3] .
In order to obtain effective estimates with the use of Lemma 2.2, we need some information about the space G λ . It is not easy to describe, as it depends on Ω . However, the subspace G λ always contains restrictions to Ω of the functions f satisfying the equation −∆f = λ 2 f on the whole space R d . In particular, G λ contains restrictions to Ω of the functions
where ν(ξ) is a finite Borel measure on the sphere S
λ , ν) . Note that the integral in the right hand side of (2.7) defines a real analytic function on R n , so that
whereχ Ω is the Fourier transform of the characteristic function χ Ω of the set Ω . One can easily see that 
Proof. Denote by L − λ the negative eigensubspace of the operator K λ,ν , and
. This inequality and Lemma 2.2(2) imply (2.9).
One can slightly improve the estimate (2.9) assuming that 
and (2.10) follows from Lemma 2.2(2). Remark 2.6. Since K λ (ξ, ξ) ≡ 0 , we have κ(ξ, η) = −|K λ (ξ, η)| (see Remark 1.1). Thus inf κ < 0 and, consequently, N (K λ,ν , 0) 1 . Therefore (2.9) implies the estimate N N (λ) − N D (λ) 1 + n D (λ) , which was obtained in [5] and [3] .
Remark 2.7. Ifχ Ω (θ) = 0 for some θ ∈ R d and ν is the sum of δ-measures at any two points ξ, η ∈ S d−1 λ such that ξ − η = θ , then K λ,ν = 0 . Applying Corollary 2.5, we see that N N (λ) − N D (λ) 2 + n D (λ) for all λ |θ|/2 . This estimate was discusses in [1] .
Since the function K is continuous, it is almost constant for small ξ and η . Therefore Theorem 1.2 is not well suited for estimating N (K λ,ν , 0) with small λ (see the remark in Subsection 2.1). However, it is useful for studying the behaviour of N N (λ) − N D (λ) for large values of λ .
where c d−1 is the volume of the unit
for all r ∈ (0, 2λ) .
Proof. Let m n be the normalized Euclidean measure on an n-dimensional sphere S n t := {ξ ∈ R n+1 : |ξ| = t} , such that m n (S n t ) = 1 . Consider the symmetric probability measure µ r on S
defined by the equality
For all functions g on S d−1 λ , we obviously have
On the other hand,
where ψ r is the characteristic function of the set for all sufficiently large λ . This estimate was obtained by a different method in [4] . So far it is unknown whether one can get a better result in terms of growth as λ → ∞ for a general domain Ω . For domains with smooth boundaries, the two-term Weyl asymptotic formula (see, for instance, [7] or [10] ) implies that N N (λ)−N D (λ) O(λ d−1 ) . There are reasons to believe that the same is true for all domains but the standard techniques, which work for domains with irregular boundaries, fail to produce such results. It is possible that (2.14) can be improved by applying Theorem 1.2 with some other measures ν and µ to the operator K λ,ν or/and more careful analysis of the asymptotic behaviour of the integrals in (1.4) as λ → ∞ .
