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A polynomial time isomorphism test for a class of groups, properly containing the class of 
abelian groups, given either by multiplication tables or by generators and relators, is 
described. It is also shown that graph isomorphism testing is uniformly reducible to a word 
problem of a finitely presented group. 8 1991 Academic Press, Inc. 
1. INTRODUCTION 
In contrast to graph isomorphism, very little is known about the complexity of 
group isomorphism testing. For groups given by multiplication tables, Tarjan [ 151 
has produced an O(nlogn)-t’ tme isomorphism test (for groups of order it given by 
multiplication tables) which was discovered independently in [9] as a sharper 
O(log* n)-space algorithm. Since two finite presentations of a finitely generated 
abelian group are isomorphic if and only if their associated matrices over the 
integers have the same invariant factors (which can be computed in time polyno- 
mial in the size of the presentations [S], even under the logarithmic cost criterion 
[S]), isomorphism of finitely generated abelian groups given by generators and 
relators can be tested in polynomial time. On the other hand, testing isomorphism 
of arbitrary finite groups given by generators and relations is, to the best of our 
knowledge, an open problem. 
A natural hierarchy of finite groups, whose first layer is the class of abelian 
groups, has been recently introduced in the literature. The groups in the second 
layer are defined by a permutational property for products of any three elements 
and are herein referred to as P, groups. This paper provides a polynomial time 
isomorphism test for P, groups given succinctly by means of generators and 
relations, and a fortiori, a test for multiplication tables. The algorithm follows from 
a structure theorem established in Section 3. In Section 5 it is shown that graph 
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isomorphism testing is polynomial-time reducible to the word problem of a certain 
finitely presented group. 
A preliminary version of this paper presented in [2] contained an incorrect 
version of the structure theorem. It was then erroneously claimed as a consequence 
that isomorphism testing of P3 groups was graph-isomorphism complete. We are 
grateful to the anonymous referee for pointing out these errors in the original 
manuscript. 
2. PERMUTATION PROPERTIES 
Permutation properties (here denoted P) were apparently first introduced by 
Restivo and Reutenauer [12], who show that the strong Burnside Problem for 
semigroups (viz., is every finitely generated torsion semigroup finite?) has a positive 
solution for semigroups with the permutation property (for a survey, see [13]). 
DEFINITION 2.1. Let n > 2 be a positive integer and S a semigroup. An n-tuple 
(Xl 2 x2, . ..> x,) of elements of S satisfies P,-the permutation property of degree 
n-if there exists a nontrivial permutation CJ of its components such that 
XIX2 “‘x,=x,(I)x,(2)...x,(,). 
S satisfies P, if every n-tuple of elements of S satisfies P,. 
(1) 
Standard notation and results from classical group theory, necessary in the dis- 
cussion below, are introduced next. As usual, [x, y] (xY, resp.) will denote the com- 
mutator xyx-‘y-’ (conjugation yxy-‘) of two group elements x, y. The commutator 
(or derived) subgroup G’ of a group G is the subgroup consisting of all possible 
products of commutators of G (e.g., the trivial subgroup in an abelian group). The 
center of Z(G) of G is a subgroup consisting of those elements that commute with 
every other element. An abelian group is elementary abelian if it is isomorphic to 
a direct product of copies of Z,. Further, a group G is nilpotent of class at most 2 
if it is abelian (class 1) or every commutator is a central element (i.e., commutes 
with all other elements) of G. 
Now let X(X-‘) be a (finite) alphabet of symbols (in one-one correspondence 
with X, respectively) and R a subset of (Xv X-i)*. Recall that (Xl R) is a presen- 
tation of a group G if G is the largest group which contains generators x,, . . . . x,, 
in one-to-one correspondence with the symbols in X, in which the following 
property is satisfied: 
all words w E R become the identity elements of G when generators 
xi, . . . . x, are substituted for the respective elements of X and concatena- 
tion and inversion are interpreted as the operations in the group G, (?I 
respectively. 
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In other words, any other group in which this property holds is a homomorphic 
image of (XlR). 
THEOREM 2.1 (Von Dyck). Zf H is any group generated by X and all words in R 
satisfy property (t) in H, then there exists a homomorphism of (XI R) onto H. 
A finite presentation (Xl R > in which both sets X and R are finite. The reader 
is referred to [S,lO,l l] for further discussion of presentations and related notions. 
The following result has been proved in [l] (see also [3]). 
THEOREM 2.2. A group G is a P, group if and only if IG'I d 2. 
In particular, the nontrivial commutators of a P, group are central involutions. 
For example, the quaternion and dihedral groups Q, D, are easily seen to satisfy 
P,, as is the infinite group F, given by 
since the defining relators imply that u := [x, y] is a central involution and the 
following is a commutator identity 
CT YZI = Lx, Yl cx, zl?‘. 
However, it will be clear that, in general, P, groups are not extraspecial (where 
G’ = Z(G)) since their centers can have an arbitrarily large order while the order of 
the derived subgroup is 2 (see Theorem 2.2). Many examples can be constructed as 
quotients of F, by imposing relators of the type xl”. 
Here, and throughout this paper, u denotes the (only) commutator of a P, 
group, e.g., [x, y] in F*. Also, a relator in R of type MU’ is sometimes written in 
the form 11: = u. For all other undefined algebraic terminology and notation see 
[7, 10, 111 and/or [14]. 
3. A STRUCTURE THEOREM 
The purpose of this section is to establish a structure theorem for the class of 
finite P, groups. Since a P3 group is nilpotent of class <2, a finite P, group is a 
direct product of a finite abelian group of odd order and a finite P, 2-group (see 
[3, Corollary I]). Thus in the remainder of this section G is a nonabelian P, 
2-group. 
The discussion requires the next two lemmas, the first of which is an elementary 
fact. 
LEMMA 3.1. A group G is (isomorphic to) the direct product of two normal sub- 
groups H and K if and only tf H n K = 1 and every element in G is of‘ the .form 
hk ,for some h E H, k E K. 
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Next, observe that if the cosets of elements x1, . . . . x, are a basis of the abelianiza- 
tion Gab := G/G’ of an indecomposable P, group G, then xi, . . . . x, generate G. Thus, 
by a basis of G we denote generators 
Xl 9 . ..> X n, (2) 
whose cosets modulo G’ form a basis of the abelian group Gab in the usual sense. 
On the other hand, it is well known that if the central quotient G/Z of a 2-group 
G is elementary abelian (i.e., a vector space over the field GF(p) of p elements), one 
can define a regular alternating bilinear [ ., .] form on G/Z so that ucXz.Yzl = 
[x, y] (see [7, Sect. 11.91). Such an alternating vector space has a symplectic basis, 
which are orthonormal vectors, cosets of 
Xl, Yl, ...? xs, Y,, (3) 
where [xi, yj] = 6, (the Kronecker delta 6, is equal to 1 if i= j and 0 otherwise). 
For the purposes of Section 4 it is necessary to describe a polynomial time algo- 
rithm for obtaining such a basis from a basis (2) of a nonabelian group G. Ignoring 
central elements and rearranging the basis (2) in ascending order lx11 < lxzl < ..., 
assume that x,Z is the first coset satisfying [x,, XJ # 1 (such a k exists for x1 is 
not central) and let y, := xk. Replace each of the remaining elements xi (1 # i # k) 
by 
xi = xixyxz, [Xj, Xi] = UE’, j= 1, k, 
so that 1X,( = (xi1 and the new elements X,, . . . . X,, all commute with x1, y,. 
Recursively, find elements of the desired type (2) for the remaining generators. 
A generating set 
21, ..., z,, XI 9 y1, . . . . x,, Y,, (4) 
consisting of elements of type (3) plus central generators z,, . . . . z, of G, which is also 
a basis of G, as previously defined, will be called a symplectic basis of G. Since it 
is easy to check that the set obtained by performing all the required substitutions 
of the Xi is still a basis of G/G’, and their cosets are now a symplectic basis of G/Z, 
it follows that 
LEMMA 3.2. Every P, group has a symplectic basis. 
The foregoing is a standard argument when dealing with symplectic forms. 
A further nonlinear argument is necessary to establish a structure theorem for P, 
groups. The class of P3 groups is closed under subgroups and homomorphic images 
but not under direct products. Nonetheless, it is closed under a slight variation 
of the direct product operation, which will be used as a basic construction for 
obtaining arbitrary P, groups. 
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DEFINITION 3.1. Let u (v, resp.) be a nontrivial central involution in a P, group 
G(H), the nontrivial commutator if G(H) is not abelian. The amalgamated direct 
product of G and H, with u and v amalgamated, is the quotient of the Cartesian 
product G x H by the normal subgroup { (1, l), (a, v)}. 
Informally, the amalgamated product is obtained from the ordinary direct 
product by identifying the two involutions u and v. The definition can be obviously 
extended to any number of factors. Note that if the involutions are both nontrivial 
then the amalgamated product is a particular case of the ordinary central product 
(see [7, 1.9.101) and it enjoys similar properties like associativity and com- 
mutativity of the factors (up to isomorphism), and the cyclic group of order 2 acts 
as an identity element, as can be easily checked. Therefore, from now on in all 
amalgamated products with an abelian group it will be assumed that the abelian 
group has order at least 4. In this notation Lemma 3.2 yields 
LEMMA 3.3. Every finite P, group G is (isomorphic to) the direct product of an 
ahelian group A, the amalgamated product of two-generator P, 2-groups, and possil$v 
a cyclic group of order at least 4. 
Proof. The claim is true if G is abelian or generated by two elements, so assume 
that G is a nonabelian 2-group, so that s > 1 in a fixed symplectic basis (4) of G. 
Every element of G can be written uniquely in the form 
kl 
Xl 
. . . XknUE 
n 2 06ki< 1~~1’; E=o, 1, (5) 
where the primed orders are the orders of the cosets x;G’ in G/G’, by first 
expressing its coset modulo G’ as a product of the cosets of x,‘s and then multi- 
plying by the central commutator u if necessary. 
Recall that in a class 2 nilpotent group the identity 
(xy)” = xnyyX, y]“‘“- 1 )I2 
holds. Therefore, squaring an element of G squares the generators in (5) and 
possibly produces an extra power of the commutator u. Thus, since squares are 
central elements in G, raising the element in (5) to a power 2k 3 4 only raises every 
factor to the same power. Therefore, the order of an element equals the order of 
the largest generator in the symplectic basis occurring in its expression (5), hence 
the largest order of an element in G occurs among the basis elements. 
If a central generator z has largest order in (4) and u is not a power of z then 
its coset zG’ has largest order in Gab. An element of largest order in an abelian 
group generates a direct factor of G, i.e., G/G’ = (zG’) x K/G’ for some subgroup 
K such that (z ) n K z G’, whence G = (z ) x K by Lemma 3.1. Thus every central 
generator of G of maximum order in a symplectic basis generates a direct factor. 
Furthermore, if z is a central generator with the largest n such that z” = u (whence 
n = 12112) and zm = U, replace each zi with zy = u by the product Zi := z”““z,. Note 
that Zi has a coset Z,/G’ of the same order as zi (so that the resulting elements are 
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still a symplectic basis of G) but which does not have u as a power, for 
Zm = z”z” = U* = 1. Repeating this process, one arrives at a symplectic basis (5) all 
of whose central generators, except possibly one, do not have u as a power. The 
same argument shows that if II 2 m for some noncentral generator xi (or yi) such 
that u is not a power of xi but x7 = 1, then substitution of Xi := z”lmxi for xi will 
yield a symplectic basis in which XT = U. Finally, let A be the subgroup generated 
by all central generators in the resulting basis which do not have u as a power and 
K the subgroup generated by the remaining generators. Thus, by Lemma 3.1, A 
and K are both direct factors of G. Since (4) is a basis of G, K is the amalgamated 
product of possibly the remaining central generator which has u as a power, and 
of the two-generator P3 2-groups generated by the symplectic pairs xi, yi. 1 
Thus, nonabelian two-generator groups turn out to be basic building blocks of 
arbitrary P, groups. The next lemma elucidates the structure of these groups. 
LEMMA 3.4. A two-generator nonabelian P, 2-group is (isomorphic to) exactly 
one of the following three types of groups: 
(F) a group F(n, m) of order 2”+“+’ presented by 
(x, ylx2”, Y2mT cx, Y12? c C-G Yl, xl, ccx, VI? VI > (n2mB 1); 
(D) a dihedral type group D(n, m) of order 2”+” presented by 
(4 Y I x2”, Y2m, Y” = Y2m-‘> ccx, Yl, xl, [Lx, Yl, Yl> (nBm32); 
(Q) a quaternion type group Q(n, m) of order 2n+m-1 presented by 
(x, y ( x2”’ y2”‘, x2”-’ = g-I, x,v = X2m-‘+ 1 > (n3m>2). 
Moreover, any two of these presentations X(n, m) and X(n’, m’) of the same type 
X = F, D, or Q are isomorphic if and only if n = n’ and m = m’. 
Proof: Groups of the given types are finite quotients of the (infinite) group F,, 
by Von Dyck’s theorem, so they are P, groups. 
To establish that every two-generator P3 2-group G has a presentation of the 
above type, assume, without loss of generality, that x, y is a symplectic basis of G 
with 2” := (xl 2 1 yl := 2”. Since G is nonabelian, x, y do not commute. Since F( 1, 1) 
and Q(2,2) are isomorphic to the only two nonabelian groups of order 8, the 
dihedral and quaternion groups, assume that the order of G is at least 16, i.e., n 2 2. 
First assume that the decomposition in (5), now with 
xi Yj UE, O<i<Ixl,Odj<lyl,E=o, 1, (6) 
is unique for all elements of G, i.e., that an element (6) is trivial only in case 
i=j= E = 0. In particular, u cannot be a power of either generator of G and hence 
the orders of x. y are equal to the orders of their cosets in G,b. Since only the 
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relators in the given presentation are necessary to reduce a product of x, y and their 
inverses to an expression of the form (6) it follows that, in this case, G is defined 
by a presentation of type (R’). 
Now assume that there is a nontrivial relator of type (6) in G. The relation also 
holds in Gob. It follows that 
xi= 24, y’= 1, E=l 
or 
x’= 1, 1” = 24, E=l 
or 
x’= 2.4, y’=u, E =o. 
In all cases either nonzero i= 1x1/2 = 2”- ’ or j= lu\/2 = 2”- ‘. In the first case, 
if n = m, G is of type D(m, n); if n > m, the elements X :=x and Y := ys”~“’ are 
still a basis of G and Yzmm’ = ZJ, so consider only the last two cases. In the second 
case the group is isomorphic to D(n, m) and in the third case G is isomorphic to 
Q(n, m). It only remains to show that no two of the given presentations give rise 
to isomorphic groups. 
Since squaring an element of type (6) squares each factor and possibly gives rise 
to a commutator factor, no element other than u itself has u as a power in F(n, m), 
unless n = m = 1. Therefore no F group is isomorphic to any D or Q group. The 
largest order of an element in a D group is 2”, and the order of D(n, m) is 2”+‘“, 
so two D groups are isomorphic if and only if their defining parameters n, m 
are identical. Likewise for Q groups. Finally, one knows that F( 1, 1) = D4 and 
Q(2,2) E Q are not isomorphic so assume n 2 2. Again, squaring the element (6) 
shows that one only obtains seven nontrivial involutions in D-type groups, while 
there are nine involutions in Q(n, m). Thus no Q-type group can be isomorphic to 
a D-type group. 1 
The groups Q(n, m) are metacyclic since they are extensions of a cyclic group 
(x) of order 2” by a cyclic group of order 2” ’ with its generator acting as 
x-‘= x’“-~‘+~. Likewise for D(n, m) and (y). 
There only remains to determine under which conditions the parameters involved 
in the decomposition of G provided by Lemmas 3.3 and 3.4 define isomorphic 
groups. The following theorem provides an answer to this question. It is easy to 
check that a group may admit more than one decomposition of this type, since, for 
instance, the central and amalgamated product of two quaternion groups coincides 
with the same product of two dihedral groups (see Satze 1.9.10, 111.13.7, and 111.13.8 
in [7]). Moreover, the amalgamated direct product M of a cyclic group C 
generated by an element c of order at least 4 and of the group D, generated by .Y, J 
coincides with the central product of C and D, and is isomorphic to the 
amalgamated (central) product of the two subgroups (c) and (.u, ~~“‘~~.r), the 
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latter being generated by two elements of order 4, as can be easily checked. There- 
fore A4 is isomorphic to the amalgamated direct product of C and Q = Q(2,2). 
By the remark at the beginning of this section, it suffices to establish the 
following theorem in case G is a P, 2-group. 
THEOREM 3.1. A finite P, group G determines four lists of integers (c’, 6), 
(a 1, .-*, a,), (n,, . . . . n,), and (ml, . . . . m,), r and/or s possibly equal to 0, satisfying the 
following conditions: 
1. (a,, . . . . a,) are the invariants of an abelian direct factor of G of largest order. 
2. n,<nj and mi<ni, for all 1 di< j<s. 
3. If T:=max{n,,mjIj<q}, thenforsomepandq, l<p<q<s: 
. if&= 1, c”> T, otherwise c= 1; 
. nt,+,>Tfl andm,>T+lforallp<j<q. 
4. G is (isomorphic to) the direct product of an abelian group with invariants 
4, . . . . a,, and the amalgamated product of the Q groups Q(ni, mi) (1 < i 6 p), the 
Dgroups D(nj, mj) (p < j<q), the Fgroups F(nk, mk) (q < k<s), and possibly a 
cyclic group of order cE andfor 6 = 0 or 1 copy of a dihedral group of order 8. 
Moreover, these four lists, thus specijiied, are a complete set of invariants of the 
isomorphism class of G. 
These invariants will be referred to as the canonical invariants of the P, group G. 
Proof The existence and uniqueness of the invariants hold in case G is abelian 
(with E = 6 = p = q = s = 0) by the basis theorem for abelian groups, or G has expo- 
nent four (see Satz 111.13.8 in [7]). Thus assume that some generator of G has 
order larger than 4. By the remarks preceding the theorem assume also without loss 
of generality that G is a 2-group. 
Call an element of G hard if u is a power of x, x” = u (necessarily n = /x1/2). Let 
(4) be any symplectic basis of G in which only at most one central generator of 
order c is hard, and if there is one such generator, all noncentral generators of 
order less than c are hard, as in the proof of Lemma 3.3. Let 2n = 2’ be the largest 
order of a hard generator x in (4), say xn = U. For a nonhard generator xi with 
xm = 1 consider the element Xi := x”lmxi. If x”“” is a central element, the same sub- 
stitution as in the proof of Lemma 3.3 of Xi for xi, so that X, has a coset X,G’ of 
the same order as xi and the resulting elements are still a symplectic basis of G, 
makes Xi a hard generator since X7 = x”x” = u. Note that x”lm is a central element 
if and only if x is central or n > m. Likewise, one can substitute the hard central 
generator by a nonhard generator if x is noncentral and its order c < 2’. Repeating 
this process, one arrives at a symplectic basis (5) with the following properties: 
(a) all central generators are nonhard (and E = 0), except possibly one of 
order c z 4 (and so E = 1); in this case c = 2’ := largest order of a hard generator; 
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(b) every generator of order at most 2’- ‘+’ is hard, which will be called a 
canonical basis of G. The corresponding orders of the cyclic and the various types 
of two-generator amalgamated factors showed that G can be expressed as described 
in condition 4 of the theorem. The occurrence of two factors F( 1, 1) can be replaced 
by the amalgamated product of two copies of Q(2,2), as pointed out after 
Lemma 3.4. 
In order to prove the uniqueness of these invariants, let P be the set of elements 
of G that can be written as a product of hard elements of G. Clearly P is a normal 
subgroup of G and it is the largest subgroup of G consisting of hard elements. By 
the uniqueness of the decomposition of an element in the form (5) and the observa- 
tions in the second paragraph in the proof of Lemma 3.3, P is generated by the 
hard elements in any canonical basis, no elements outside P has u as a power, and 
2’ is the exponent of P. Now, given any two canonical bases of G, the quotient G/P 
is an abelian group whose invariants are the orders of the remaining generators in 
any canonical basis of G, and are therefore uniquely determined invariants of G 
independently of the canonical basis. Thus to complete the proof of Theorem 3.1 it 
suffices to show it in case all generators in a canonical basis of G are hard. But in 
this case, the order of the noncentral canonical generators is twice the order of their 
cosets in Gub, which are determined up to isomorphism. Hence, the F-, D-, and 
Q-type amalgamated factors generated by two’elements in a canonical basis, and 
therefore G, are unique up to isomorphism. 1 
4. COMPLEXITY OF P3 GROUP ISOMORPHISM TESTING 
The structure Theorem 3.1 naturally raises the question of the complexity of 
testing isomorphism of P, groups. In a preliminary version of this paper [2] it 
was erroneously stated that isomorphism testing of P, groups given by presenta- 
tions is isomorphism complete, but it is P-time if given as multiplication tables. The 
following result proves that, in fact, both problems are solvable in polynomial time. 
THEOREM 4.1. The canonical invariants of a finite P, group given by a presenta- 
tion can be computed in polynomial time. Thus the isomorphism problem for P, group 
presentations and multiplication tables is solvable in polynomial time. 
It suflices to prove that isomorphism of finite P, groups given by presentations 
can be tested in polynomial time since every multiplication table can be readily 
translated into a presentation of the same group. All of the constructions that have 
been used in Section 3 to arrive at the canonical invariants of G can be performed 
in polynomial time if one has an algorithm to check if two elements of a given P, 
group commute. The following observation settles this question. 
LEMMA 4.1. There is a polynomial time algorithm to check tfan arbitrary presen- 
tation of a P, group is abelian. Therefore there is a polynomial time algorithm to 
246 GARZON AND ZALCSTEIN 
check if two elements of any P, group commute if given by words on the generators 
of a presentation. 
Proof: Let the presentation rc := (Xl R) define a finite P, group G on a 
generating set X given by Eq. (2). Assume without loss of efficiency that X is a basis 
of G. Find the order ni of the coset of each generator xi in the abelianized presenta- 
tion obtained by adding the relators [xi, x,] = 1 for 1 < i 6 n to 71. For each i, find 
the order of the cyclic group Gi obtained by adding the n - 1 relators xj = x7 (j # i) 
to 7~. It can be easily checked that IGil = lxil in G, since in the presentation of Gj 
all x, have been collapsed to 1 or u. Thus, if G is abelian, the order of Fab equals 
the product of the orders of the groups Gj. Conversely, if u is a power of at least 
one of the xi, 
IGab = fl IXiG’l < fl lxil = n IGil. 
I I I 
Therefore if the order of Grrb equals the product of the order of the Gi, then G is 
either abelian or nonabelian but u is not a power of any element in G. Thus G 
is abelian if and only if the order of Hab equals the product of the orders of the 
groups Hi as H runs over G and each of the groups H, presented by 
(Xl R, [xi, xi] =xF). 
Finally, two arbitrary elements x, y of G commute if and only if either the given 
presentation defines an abelian group or the one obtained by adding the relator 
[x, y] = 1 defines a nonabelian group. 1 
Proof of Theorem 4.1. The proofs of Lemmas 3.241 allow the construction of 
a symplectic basis and the proof of Theorem 3.1 leads to the canonical invariants 
of G in polynomial time. The algorithm is as follows. 
BEGIN 
A. For each presentation, 
1. find a basis of the abelianized group G,, (see the algorithm in appendix to 
chapter VII.2 in [S] or in [S].) 
2. use the algorithm of Lemma 4.1 to determine the central generators and 
the noncentral generators; 
3. find a canonical symplectic basis of G by the polynomial time algorithm in 
the proof of Lemmas 3.2, 4.1, and 3.4. 
4. Perform the basis changes indicated in the proof of Theorem 3.1 and 
thereby find the canonical invariants of G; 
B. The two groups are isomorphic if and only if the two sets of invariants are the 
same. 
END 
The correctness of the algorithm follows from Theorem 3.1 and the results in 
Section 3. 1 
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It is natural to ask how close Theorem 3 is to being an optimal result. While a 
complete answer to this question is difficult to give, it has been pointed out by the 
referee that results in [6] provide a class of 2-nilpotent p-groups testing 
isomorphism of which is graph isomorphism complete. 
5. FURTHER RESULTS 
It has been proved in [4, Corollary 21 that most time and space complexity 
classes contain complete word problems of groups of transformations of the infinite 
complete binary tree with respect to logspace- and linear-time reductions. It is not 
known if a similar result holds for lower complexity classes such as NP. A classical 
construction by G. Higman can be used to establish the following extension of this 
result to graph isomorphism. One can associate with an arbitrary graph r with 
adjacency matrix [aij] a finite P, group n(T) with a generating set X in oneeone 
correspondence, with the vertices of r defined by the presentation 
(x I,...,, Y,,/Xf=l, [xi,Xj]=u(ai,=l), [x,,.Y,,xk]=l (u,=O, ldk6n)). (7) 
This group will be referred to as the P, group ussociuted with G. 
DEFINITION 5.1. A finite presentation of a group is (graph) isomorphism uniuer- 
sul if there exists a function computable in polynomial time which associates to 
every (finite) graph a word on the generators of the presentation and/or their inver- 
ses in such a way that two graphs are isomorphic if and only if their corresponding 
words represent the same group element, i.e., if the corresponding presentation has 
a (graph) isomorphism complete word problem. j 
THEOREM 5.1. There exists an isomorphism universal group presentation. 
Proof Without loss of generality assume that luhelled graphs are represented by 
their adjacency matrices and thus graphs of the same number of vertices can be 
ordered lexicographically. Enumerate all (finite) labelled graphs f 1, r2, r,. . . . by 
increasing order and lexicographically for graphs of the same order. Let 
n(T, h 4r,), $r,), ... be the associated P3 groups on successive disjoint generating 
subsets of the countably infinite set x,, x2, . . . . Let 7~” be the free product with 
amalgamation (see of [ 10, Chap. IV]) of this sequence of elementary P, groups 
amalgamating any two isomorphic groups, and let f(r,) be the product of the 
generators of the presentation rc(ri). Embed the group thus recursively presented 
by 71” into a recursively presented group n’ generated by two elements a, t by the 
encodings 
b=t-‘at, I, = t ‘b ‘ub’tu ‘b ‘a’. (8) 
Such a group exists by the classical HNN embedding Theorem 3.1 in [lo] due to 
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Higman-Neumann-Neumann. Because there are at most 2” labeled graphs of order 
at most n, f(r,) can be encoded in polynomial time as a word on a, t, using the 
defining words (8) and a binary representation for the subindices involved. Now, 
since rc’ is a recursively presented group, the Higman-Valiev embedding theorem 
(cf. [lo, 163) can be applied to embed rc’ as a subgroup of a finitely presented 
group n with a polynomially equivalent word problem. Thus it suffices to show that 
two graphs are isomorphic if and only if the corresponding words on a, t represent 
the same group element. But this is clear from the construction of rc, the normal 
form for words in a free product with amalgamation (see in [lo, Sect. IV.2]), and 
the above encoding. m 
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