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ABSTRACT
Identifying Spatio-temporal Dynamics in Interacting Brain Networks
by
Daniel Maruyama
Chair: Michal Zochowski
Complex activity patterns in the brain arise from underlying interactions between
neurons and astrocytes in the brain. Recent data acquisition has made it possible
to measure the activity from many cells at one time. Extracting information from
these data sources requires systems analysis techniques capable of describing network
dynamics. Here I examine two broad approaches to understand interactions in brain
networks.
Astrocyte have recently been implicated in modulating neuron networks, but as-
trocyte signaling remains largely unknown. Astrocyte dynamics are examined by
investigating the impact of distinct signaling pathways. We find that the interplay
between the pathways is highly dependent upon the network topology, with coopera-
tion being promoted by local networks and competition observed in random networks.
Local networks are good approximations of biological astrocytes and are capable of
reproducing the firing rate, shape, and spatial distribution of astrocyte network tran-
sients. This helps us to understand the way these networks develop and how they
can be manipulated.
xii
The second way we look at activity patterns is by addressing some challenges
provided by high dimensional data. Starting from modern data sets, specifically time
series data, we identify functional relationships in neurons by quantifying consistent
firing behaviors. We find that using just the spike times of neurons we can create a
reliable functional connectivity measure without the need to invoke slow Monte Carlo
sampling methods. We also look to measure changes in functional relationships which
are believed to store memories within brain networks. Here we find that changes in
functional network structure reflect learned behavior in mice.
xiii
CHAPTER I
Introduction
As the source of thought, emotion, and creativity the brain has been the focus of
intense study. Given its central role in our lives and how impressively it performs,
many fields of thought have tried to understand inner workings of the brain. These
include researchers and academics from fields including philosophy, psychology, cog-
nitive science, biology, chemistry, physics, mathematics, electrical engineering, com-
puter science, and statistics. Surprisingly and somewhat amusingly, in light of the
numerous attempts to undress it, the neural code remains largely unknown.
In the pursuit to decode the workings of the brain, no significant discovery has
proven to be the neuroscience equivalent of the Rosetta stone. However, the steady
flow of science has been making consistent progress to unravel the mysteries of the
brain. Over the last 150 years the shape of neuroscience research has solidified several
cornerstones in neural theory, which now guide much of the work. Neuroscience in
its modern form, specifically studying the role of these neuron components, is often
claimed to have originated from the work of Ramo´n y Cajal, whose work on un-
derstanding humans brains led him to study the anatomy of neurons1. The neuron
doctrine stemming from this work identifies neurons as the fundamental unit of the
brain2. Paul Broca’s work on damaged brains tied the impairment of macroscopic
bodily function to problems within local areas of the brain, suggesting the compart-
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mentalization of neural function within the brain3. Broca’s work and the neuron
doctrine are at the core of most ideas relating higher level function to the working of
individual neurons.
The exact way in which function arises from neurons has been the focus of many
scientists over the last 75 years. Here, work began by understanding the dynamics
regulating individual neurons. The seminal work of Hodgkin and Huxley laid out
a biologically accurate model of a neuron4. The Hodgkin-Huxley model is able to
reproduce the activity of most types of neurons within the brain. Unfortunately, since
neurons themselves do not individually define higher level function, a second step is
necessary in order to make sense of neural function: understanding the interactions
between neurons. Specifically, researchers want to understand how neurons work
together to break down large tasks in order to process and store information.
It is here that the idyllic narrative of neuroscience erodes, at least for the time
being, as the goals in neuroscience are much clearer than the paths to get there.
The interactions between individual neurons can be understood to an extent, but not
nearly well enough to extrapolate to the scope of the full brain5. A problem of scale
quickly develops when one tries to start stacking the interactions between neurons
in order to build up a larger picture. Synapses, the connections between neurons,
are densely packed in the brain, ∼ 1011 neurons each with 103 connections, mak-
ing it difficult to separate individual pathways within the brain. While it is known
that neurons communicate through synapses6, this vast connected structure makes
tracking interactions from synapse to synapse experimentally challenging and con-
ceptually ambiguous. In tracing individual signals through many layers of synapses,
it quickly becomes unclear what represents the original signal and what represents
some highly convolved component. Legitimate concerns can be raised about whether
or not it makes sense to track a specific signal through such a densely interacting
environment.
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Closely related to the problem of scale is the problem of structure7. How does the
structure of neurons within the brain promote interactions the brain uses to function?
This phrasing is pretty generic, and this question might be easier to understand with
an example: What does the robustness of signal propagation in the brain tell us
about the way neurons are wired together? The brain is a highly structured organ, as
modern microscopy or fMRI images show, and in order to clarify the inner workings
of the brain, progress needs to be made to understand the role of that structure in
signal propagation, storage, and learning.
The scale and structure of neuron interactions are serious questions in neuroscience
that eventually have to be answered in order to understand the brain. Luckily, they do
not represent non-starters in research, merely difficulties to overcome. In fact, the size
of the brain signifies a good deal about how it works8. The vast number of connections
suggests that while individual neurons are important, the connections between them
are even more essential9;10. Additionally, the individual units experience a small
amount of turnover, dying at a rate of ∼ 10000 per day11. This implies that higher
level function needs to be robust to small changes in neuronal connections as they
are often changing. While tackling the whole question of how the brain distributes
processes to utilizing all units is currently unfeasible, some approaches are showing
promise.
In terms of the structure, several approaches have also been suggested to directly
address the question of structure in the brain. Vernon Mountcastle has two impor-
tant contributions regarding structure. He was the first researcher to discover columns
within the cortex, thereby identifying a functional subunit of larger scale than the
neuron12. His more prominent contribution was the suggestion of a common neural
algorithm in the brain13. This is notable as it suggests that specialization is not
required for distinct regions within the brain. This fits nicely with a prevailing the-
ory within the field which suggests that the brain processes information by rapidly
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filtering signals through its subunits, neurons14;15. The key concept being that the
brain doesn’t selectively drive individual neural circuits, but instead information is fil-
tered through large regions with information being processed over a more distributed
region16.
Interestingly, the one of the most promising current lines of work regarding struc-
ture utilizes methods of statistical physics. Restricted Boltzman machines17;18, an
Ising model with a partition function describing the energy of interactions, can be
layered to create deep belief networks19;20. These stacked layers of networks then
attempt to represent the distributed processing power of the brain by letting infor-
mation filter across the nodes. At the time of writing this, state of the art image and
voice recognition, search, and compression systems all draw heavily upon this type of
deep neural network architecture21;22;23.
Building upon the foundation of the neuron doctrine, the modern research ap-
proach continues to tackle the question of neural interactions. Advances in computing
have greatly aided experimental and computational work by opening up new fron-
tiers to probing. Computing power and analysis of neuron data are ubiquitous to the
point that nearly all computational approaches require a computer. Nowhere is this
advance so clearly visible as in computational research, where modern simulations
scale directly with computer power. The ways in which researchers choose to apply
this power varies greatly, with some looking for highly exact models of a single cell
and others looking to model the entire brain with simple neuron models. Yet even
here these approaches are tied together by the neuron doctrine, with each using a
single neuron as the basic unit of the brain.
1.1 A single neuron
Given the prominence of a single neuron to neuroscience and the range of questions
be addressed by researchers there are a large number of neuron and spiking models
4
Figure 1.1: Sigmoid activation units - Neurons can be thought of as
units with sigmoid activation probabilities. x is the input received by
the neuron, b denotes the activation offset, and y is the probability of
firing.
used to simulate neuronal activity. No model is fundamentally better than another,
what matters most is fit and applicability to the question at hand. All models reflect
a neuron’s binary nature where given its current state a neuron takes its given input,
in the form of noise, external drive, or interactions with other neurons, and using
some means of measuring that input either spikes or stays silent. Figure 1.1 shows a
generic form of this process, where the input over a time interval is represented on the
x-axis, and the probability of spiking is depicted on the y-axis. The more excitatory
input a unit receives, the more likely it is to spike in response to the input.
Depending on the degree of accuracy in the model, upon spiking a neuron can
experience an action potential or simply send out information to other cells. Biolog-
ically realistic models will have action potentials in which the voltage inside the cell
rapidly increases for a short burst before falling back to baseline (see Fig. 1.2). Phys-
ically, action potentials reflect the transmission of binary information from the soma
down to the axon terminal. When an action potential reaches the end of an axon it
spurs the release of neurotransmitters across the synaptic cleft to the post-synaptic
neuron. The effect of a spike on post-synaptic neurons is dependent upon the type
and efficacy of the synapse, and can be altered over time. Synaptic plasticity, the
strengthening or weakening of synapses over time, allows for neurons to adjust to the
5
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Figure 1.2: Action potential of a Hodgkin-Huxley neuron
behavior of the other neurons they interact with through synapses.
Simplified models may skip the action potential step, but retain the extracellular
signaling component of spikes.
1.1.1 Hodgkin-Huxley model
In 1952, Hodgkin and Huxley unveiled a biological neuron model which accurately
reproduced transmembrane ion concentrations of spiking neurons. Careful study of
squid axons resulted in a model that combined transmembrane diffusion, ion-pumps,
and voltage gated channels. The Hodgkin-Huxley model physically represents the
voltage at the axon hillock, which is where action potentials originate.
Cm
dVm
dt
= gl(Vm − Vl) + gNa(VNa − Vm) + gK(VK − Vm) + Iext(t) (1.1)
The left hand side represents the overall transmembrane current change in the
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modeled region, with Cm and Vm denoting the membrane capacitance and voltage.
The first term on the right hand side is called the leak current and denotes the passive
diffusion of ions through the lipid bilayer. gl and Vl respectively capture the conduc-
tance of the leak current and the leak current reversal potential. The term (Vm− Vl)
shows the cell’s tendency to oscillate around the leak current reversal potential. The
next two terms represent specific potassium and calcium ionic currents. Unlike the
leak current, in which gl is constant, the sodium and potassium channel conductances,
gNa and gk, vary with the membrane voltage. During an action potential the sodium
channel, gNa, will be the first to open, allowing sodium to enter the cell and causing
the cell to depolarize. During this depolarization the potassium channel will open
allowing the internal potassium ions to leave hyperpolarizing the cell. Around this
same time, the sodium channels close, allowing the internal sodium gradient to begin
restoring. Finally, once the neurons internal voltage has dropped back towards base-
line the potassium channels close, completing the action potential. After an action
potential, neurons enter a refractory period where they are highly unlikely to spike.
As mentioned above, Fig. 1.2 shows a resulting action potential after the voltage
exceeds a spiking a threshold.
1.1.2 Leaky integrate-and-fire model
In many cases precise modeling of action potentials are unnecessary as the behavior
can be summarized with a refractory period and intercellular signaling. One simple
model often used to represent neurons is the leaky integrate-and-fire24 (LIF) neuron
model. Here the goal is to reproduce the summation of inputs to the cell and track
when a charging threshold, V = 1, has been exceeded.
Cm
dVm
dt
= −αVm + Iext(t) +
∑
j
Aij Isyn,j(t) (1.2)
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Figure 1.3: Leaky integrate-and-fire neuron dynamics - (a) Shows a LIF neuron
charging under constant input. (b) Depicts a LIF neuron with stochastic noise
receiving constant drive from time 50-150.
The left hand side denotes the current that crosses the membrane. The right hand
side has a leak term, and external current term, and an interaction term reflecting
inputs from other neurons. The last term on the right hand side accounts for the
efficacy of connections from neuron j to neuron i, Aij, as well as the synaptic current
from neuron j, Isyn,j(t) following neuron j spike. The name integrate-and-fire is clearly
demonstrated by an uncoupled LIF neuron with constant drive, see Fig. 1.2(a). As
dictated by the equation governing the neuron’s voltage, a LIF neuron integrates
input effectively charging up the subthreshold voltage. Upon firing, a refractory
period is enforced before the voltage is allowed to vary. In the presence of external
noise, variations in voltage exponentially decay back towards the resting potential.
1.2 Networks of neurons
After selecting a desired neuron model, the next step in simulations typically in-
volves connecting neuron units to create a network of interacting units. As mentioned
earlier, even relatively small numbers of interacting neurons are difficult to completely
describe. This is due in part to the nonlinear activations of neurons and the density
of synaptic connections. While complete characterization is difficult, many features
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of interacting networks can be studied, and a lot of effort is currently being devoted
to this endeavor. Individual neurons are limited in their expression, so some of the
most interesting properties of neurons result from non-trivial interactions between
neurons25;26;27. This emergence is not unique to neurons, but it strongly emphasizes
that individual neurons alone are incapable of encapsulating certain features of the
brain.
1.2.1 Network interactions
Neurons are undoubtedly the functional subunit of the brain, but ultimately inter-
actions between these neurons may prove to be the source of the brain’s power28;29].
Individual neurons are binary in nature and exhibit stereotypic firing behavior. The
lack of customizability in an individual’s firing response makes neurons ill suited to
store information. Synapses, on the other hand, are rich in variability30, more numer-
ous than neurons, and ultimately control the interactions between neurons31. Neurons
carry a consistent binary signal, but synapses control where and how strongly to send
that signal.
Two classes of synaptic signals are present in the brain. Excitatory postsynaptic
potentials (EPSPs) indicate that the synapse transmits excitatory information slightly
depolarizing the post synaptic neuron. Inhibitory postsynaptic potentials (IPSPs)
transmit inhibitory information. Signal propagation within neuron networks can be
built up by combining multiple EPSPs and IPSPs, with the downstream neurons
reacting to the net input of the upstream signals32;33. Figure 1.4 denotes a modern
view of neuronal networks where highly dense connections filter signals through layers
of neurons. The highly convolved output has been processed by the network to extract
features and perform various neural functions.
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Low level representations
High level representations
Figure 1.4: Layered view of neuronal computation - Neuron networks fil-
ter information through layers, recognizing lower dimensional structures
in shallow layers and high dimensional structure in deeper layers.
1.2.2 Emergent dynamics
The patterns of activity in neuron networks represent a fundamental property of
networks which is not present in individual neurons. Emergence is very common in
biology where structures built out of smaller units are highly ordered and expresses
a property incapable of being expressed within the subunits. Figure 1.5 shows two
examples of emergence picked up on a stroll through the University of Michigan
arboretum. The intricate patterning in each image is not present when looking at the
microscopic components, but only becomes clear when expressed on the fully sized
objects. In regards to the brain, patterns of activity and processing only become
available once many neurons are hooked together.
1.2.3 Synchronization
One type of pattern that emerges in interacting brain networks is synchroniza-
tion in spiking behavior. Synchronization refers to coherent activity patterns within
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(a) (b)
Figure 1.5: Emergence - Two everyday object exhibiting emergence of complex
structures.
the brain. A wide range of spiking behaviors can be synchronized, with different
properties being consistent across multiple neurons. The patterns of synchroniza-
tion are highly dependent on the underlying anatomical connectivity of a network34.
For instance, a one-dimensional ring of neurons can only express linear activity pat-
terns; where as a two-dimensional network can exhibit spiral-like activity, which is
not possible on a one-dimensional network.
One of the simplest types of synchronization is coincident firings, in which mul-
tiple neurons repeatedly spike around the same time. Temporal synchronization in
neuronal networks can be demonstrated well by altering network topology. Take a
two-dimensional network of neurons containing only local connections, and alter it
by randomly rewiring each connection with a specified probability of rewiring. As
the rewiring probability increases, network interactions transition from being locally
dominated to being globally dominated. Figure 1.6 shows several types of activity
patterns that arise from varying the network topology. Panel (a) shows concentric
rings of synchronized activity which result from having no long range connections35.
Panel (b) shows the highly disordered state where long and short range connections
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(a) (b) (c)
Figure 1.6: Topology dependent synchronization - Synchronization of
neuron activity is highly dependent upon network structure. (a) Local
networks display clear wave fronts of activity. (b) Mixed short-long range
networks exhibit both local coherence and global synchrony. (c) Random
networks show synchronous global activity.
are present36. Panel (c) shows an instance of a network with all random connections,
which results in synchronized bursts of network activity. In transitioning from local
to random, the synchronized activity in the network goes from rings surrounding the
activation site to full network instances. This progression of order local firings to
more chaotic activity to full network behavior is a standard synchronization property
of network topology for excitatory neuronal networks.
Phase locking is another type of synchronization that appears in neurons. Instead
of coincident firings, neurons synchronize to spike at a consistent phase lag.
1.3 Astrocytes
Understanding interactions between neurons is useful for deciphering dynamics
within the brain; however, neurons are not the only cells in the brain. Glial cells
are as common as neurons in the brain37 and are thought to play a role in neuron
maintenance. For a long time glial cells were thought to support and nourish neurons,
but within the last few decades scientists have come to realize the astrocytes, a type
glial cell, are capable of interacting with neurons38;39;40.
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Figure 1.7: Examples of joint neuron-astrocyte networks - Neurons are
stained red, while astrocytes are stained green. Images from Feldt
2010 41.
1.3.1 The tripartite synapse
Now astrocytes are thought to be an important part of synapses in the brain.
Synapses with a nearby astrocyte are called tripartite synapses42;43. Tripartite synaps-
es interact with neurons in a few ways44. First, neurotransmitters in the synaptic
cleft can bond to receptors on the astrocyte eliciting a slow calcium response in
the astrocyte45. Astrocytes also can release adenosine triphosphate (ATP) which
can have excitatory or inhibitory influences on surrounding neurons depending on
the metabolic path46;47. Lastly, Astrocytes are believed to synthesize and release
gliotransmitters allowing them to mediate pre and post synaptic neurons48;49. Figure
1.8 depicts the signaling pathways of a tripartite synapse.
Astrocyte activity occurs on a vastly slower time scale than neuronal activity. The
difference in speeds contributes to the relationship between the two types of cells. The
slow speed of astrocyte transients(∼10s) means that they are not an essential aspect
of fast brain computations. However, their speed of response does not rule out a
modulatory effect on neurons. One such theory suggests that astrocytes respond to
neuronal fatigue and help promote sleep50. In general, for interactions on different
time scales, the slower time scale modulates the activity of the faster interaction.
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Figure 1.8: A drawing of a tripartite synapse - Neurotransmitters from the presynap-
tic neuron can influence activity in the postsynaptic neuron and nearby astrocytes.
Likewise, gliotransmitters released after bouts of astrocyte activity can stimulate the
pre and postsynaptic neurons. Image adapted from Agulhon 2008 45
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That could be the case here, unfortunately not much is known about the dynamics
of astrocyte networks.
1.3.2 Astrocyte networks
Before studying how networks of astrocytes interact with networks of neurons,
research on the interactions within astrocytes is needed. Unlike neurons, which inter-
act primarily through synapses, astrocytes interact through two distinct pathways51.
The glial equivalent to synapses is gap junctions, which are direct connections be-
tween astrocytes allowing diffusion of IP3 ions. IP3 is a signaling molecule, which
after entering the endoplasmic reticulum causes the release of calcium ions. The other
common interaction pathway is extracellular diffusion52. ATP is one of the compo-
nents, but many others are secreted from the cytoplasm of the cell to the extracel-
lular fluid. Concentrations decay rapidly in three-dimensional diffusion, making the
secreted pathway short range in extent. Gap junctions allow for interaction between
any touching astrocyte processes. Astrocytes are typically more local than neurons,
but long range processes sometimes occur. Patterns in astrocyte networks are defined
by the distinct signaling pathways, which interact on different characteristic length
scales.
1.4 Measurements of network structure and evolution
Visually observing pair wise interactions in many neuron networks is an exercise
in futility53. Measuring the neural interactions is required in order to help reduce the
dimensionality of many neuron networks. Unfortunately, measurements in brain data
present several unique challenges. Synapses themselves are currently impossible to
measure directly, meaning the clearest signal that can be recorded is action potentials
in neurons. Network level neuron data is difficult to come by, and what is available has
been reduced to time stamps of firing of neurons. Correlations can be reconstructed
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(a) (b) (c)
Figure 1.9: Measuring network heterogeneities - (a) Shows a network of
interconnected neurons, with strengthened green connections identifying
members of a structural heterogeneity. Depending on where measure-
ments, orange triangles, are made, the identified structure will be quite
different. (b) Does not detect any increased connections, and (c) mea-
sures strong connections everywhere.
from neuron firing times54, but this ignores the state of each neuron for the majority
of the recordings.
Many modern data acquisition setups provide data from random locations within a
sample. This is problematic because it limits what can be said about the data. Imag-
ine a collection of cell, Fig. 1.9(a), where a portion of them are bound together with
strengthened connections, called a heterogeneity. Suppose this heterogeneity repre-
sents the color blue, so that when a person sees blue this group of cells activates. Now
imagine that your measurement apparatus selects three random locations to measure
from. Figure 1.9 (b,c) show two possibilities in which the measurement returns highly
biased results. In (b) no strengthened correlation will be detected because only one
measurement site is located with the heterogeneity. In (c) all of the measurement
sites will be highly correlated masking the abnormality of the heterogeneity.
One way to bypass this random location problem is to use a measure that provides
data from every cell within a region. Another potential solution would be to use
analysis techniques which are sensitive to long range correlations. Brain network
criticality, the idea that any given firing is likely to cause exactly one other cell to
fire, defines the point between full network avalanches and excitations which quickly
die out. At the critical point, interaction become long range, potentially offering a
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means of sampling the entire state of the network from any location. A third possible
solution would be to show that brain networks store information in a distributed
manner so that unlike what is shown in Fig. 1.9, the heterogeneity would be lightly
stored in all of the synapses.
1.4.1 Functional and anatomical structure
Measuring structure from the correlation between neurons raises several concerns.
As mentioned earlier, information is believed to be stored within synapses between
anatomically connected neurons55;56. Correlations in neuron firing behavior are not
the same as the strength of the synapse between neurons. Having measurements only
between neurons with synapses would be ideal, however this is currently unfeasible
for most network scale measurements. Yet, since firing behavior is the direct result
of underlying anatomical connections, the correlations still carry limited informa-
tion about anatomical connectivity. Correlations in neuron firing behavior indicate a
functional relationship between the neurons. Functional connectivity does not have
the clean biological interpretation of anatomical connections, but it does represent
observed patterns in spiking activity and it represents the extent to which neurons
encode similar features.
A method of extracting functional connectivity from spiking times of neurons is
discussed at length in Chapter IV. This method identifies neurons whose spike times
are temporally closer together than would be expected. Effectively, this identifies
neurons that encode similar functional features. Figure 1.10 shows an example of
functional relationship that can be found in simple data sets.
1.4.2 A path towards network dynamics
Suppose you can measure the functional connectivity of neurons accurately, what
is the next step? One logical solution is to track the trajectory of functional connectiv-
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Figure 1.10: An example of network functional connectivity - The color
of each box represent the functional strength between those neurons.
ity over time. If a single data set returns an image of the structure at a given moment,
then a reasonable next step would be to combine images to create a movie of how the
structure evolves in time. If one could implement this in practice, it would become
possible to measure the change in individual and network level relationships. This
would potentially make learning, or other distributed synaptic effects quantifiable.
Tracking all of the changes with a functional connectivity derivative is conceptu-
ally correct, but in practice is difficult to interpret given the high dimensionality of
an n2 matrix of relationships. It would be simpler to compress the complete matrix
of network change into a single value denoting how much change has occurred be-
tween the two instances being compared. Compressing n2 values down into a single
value will mask smaller changes, meaning that a successful measure will rely on pick-
ing up changes in dominant or persistent changes across the network of functional
relationships.
An example of a way to measure network evolution57 is suggested in Fig. 1.11.
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(a)
(b)
(c)
Figure 1.11: A simple way to measure network evolution - (a) Segment
the data into consecutive time intervals. (b) Calculate the functional
structure on each interval. (c) Compare the structure for adjacent win-
dows to get a measure of how quickly the network is changing. Image
adapted from Ognjanovski 2014 57
Here network data is split into several segments. Each segment is analyzed and a
functional connectivity representing the dynamics is created. Functional connectiv-
ity matrices from adjacent time periods are then compared, yielding a value which
expresses how quickly the identified structure is evolving. Section 4.3 explains this
process in more depth.
1.5 Outline
The aim of this dissertation is to characterize several types of interactions within
the brain. Two broad classes of interactions will be expanded upon in the following
chapters. The first class will be interactions between astrocyte like units. Here the
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goal is to gain an understanding of how multiple transmission pathways influence
activity patterns. Later, functional connections between neurons are used as the
starting point for investigations into the evolution of network structure.
In Chapter II, interactions of a two process network are looked at in depth. A
variant of the leaky integrate-and-fire model is used with active directed interactions
and passive diffusive interaction. We demonstrate that, depending on the topology
of the network, the two processes can either cooperate, and promote activity, or
compete, and inhibit activity. We also show that the magnitude of the two process
interactions is dependent upon the speed of the extracellular diffusion. This work58
has been published in Nature Scientific Reports in 2014.
This two-process network model is applied to in vitro astrocyte networks in Chap-
ter III. This chapter matches key simulation phenomena to activity of astrocyte tran-
sients. We show that the number, spatial characteristics, and temporal characteristics
of astrocyte transients are reproducible with our two-process model. We are also able
to match the shape of correlation vs. distance plots for networks with and without
gap junctions. We use these findings to highlight the importance of gap junctions
and extracellular diffusion for astrocyte signaling. This work59 has been submitted
for publication.
Attention is shifted to neuronal interactions in Chapter IV. The main emphasis
in this chapter is to build up the tools needed to quantify network structure and
changes in network structure. In the core component of this chapter we demonstrate
a computationally fast method for extracting functional connectivity from time series.
Later we discuss methods that can be used to compare functional structure and
highlight stability as a particularly attractive approach. A methods paper explaining
this worked is planned for future publication.
Finally, in Chapter V the framework of the previous chapter is used to look for
indications of learning in the stability of functional network structure over time.
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In simulations we show that the introduction of heterogeneity into the anatomical
connectivity produces a measurable change in functional structure stability. This
change is maximized in two biologically significant regions, network criticality and
balanced excitation. We also apply stability to mice undergoing a learning task and
show that changes in network functional connectivity align with the magnitude of
learning in the mice. This work60 has been submitted for publication.
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CHAPTER II
Competition and cooperation between active
network processes and passive ones defined in
physical space
I introduce a reduced model of astrocyte interaction and show that the cooperation
and competition arise for distinct topologies on networks with different types of local
and directed connections. This chapter was published in Nature Scientific Reports in
2014(Vol. 4, Article Number 5269).
2.1 Introduction
Biological, social, and physical networks can be natural or man-made. Under-
standing the relationship between their structure and their dynamics is of great sci-
entific interest61;62;63. Some of these networks can be studied in isolation because
they interact very weakly with the space or the environment that they are embedded
within. A citation network is one example of such a network - the physical location of
the author does not affect the citation of their article. Other networks, however, are
strongly affected by the physical space they sit in. These are usually referred to as
spatial or geographical64 networks. They are subject to constraints stemming from
the interaction with the space. This interaction can take different forms, the most
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common one is when constraints, which are dependent on the metric of the space,
are imposed on the network topology. This could be a cost function which creates
longer connections or a distance dependent probability of connecting to other network
elements54;65;66. Another type of spatial interaction can be defined when the network
topology is independent of spatial (environmental) constraints, but the dynamics
within the network involves other processes that are linked to or defined within the
embedding space. In these instances transport mechanisms on the network interact
with those defined on the environment. Other examples come to mind: neuronal or as-
trocytic networks that are coupled through neurites/gap junctions/synapses, but also
secrete chemicals into the extracellular space, or epidemiological networks where the
disease spreads through personal contact and through diffusion of pathogens through
the air67.
In this chapter we study an example of such an interaction. We define a chem-
ical agent which spreads actively through the network but is also secreted into the
“environment” where it undergoes passive spread governed by diffusion. Thus the
transport is composed of an active component which allows for (nearly) instanta-
neous spread of the agent through the network, with the macroscopic pattern of its
spread being dependent upon the network connectivity, and the passive spatial spread
outside the network, through “environmental” diffusion. The interaction of these two
transport processes, as we will show below, may be highly nonlinear and result in
complex spatio-temporal dynamics of the network nodes.
2.2 Methods
2.2.1 Model
The spread of the agent is governed by two mechanisms: active spread through
network connectivity, e.g, gap junctions, and passive environmental diffusion. The
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selected model describing the network nodes is very simple and is limited to charg-
ing and discharging elements that communicate through rapid equalization of the
concentrations of the active agent. Such elements are relatively common in biology,
and the model presented here roughly corresponds (to but is not limited) to astro-
cytic interactions. Passive diffusion is a natural choice for interactions through the
environment as this is an extremely common mode of environmental transport that
can be easily described and adjusted to represent topological details of the space.
Selecting diffusion as the interaction mechanism in the network requires the addition
of a release like mechanism, which is accomplished by having an agent flush which is
assumed to originate from an internal storage (refer to Fig. 2.1).
The equation describing the nodal dynamics is a modified integrate-and-fire mod
-el24;68 :
τE
dXi
dt
= −αXi+Inoise,i(t)+Iflush,i(t)+β
∑
j
Aij(Xj−Xi)+γ
∑
j
Dij(r, t−τj) (2.1)
Xi is the amount of active agent within the i-th node. The element time constant is set
to τE = 3, while the nodal leak constant is set to α = 1. The Inoise,i is an instantaneous
sub-threshold release defined as Inoise,i(t) =
∑
tn,i
In[H(t − tn,i) −H(t − tn,i −∆T )].
Here, H is the standard Heaviside function, noise amplitude In = 2.1; tn,i denotes a
specific noise instance; ∆T = 1 is the pulse duration. The noise arrives randomly at
a given node with probability pn = 0.01. Iflush,i describes the internal auto-release
current when the level of the agent reaches the threshold, Xi = 1:
Iflush,i(t) = Iamp(e
−(t−τi)
C1 − e
−(t−τi)
C2 ), (2.2)
where τi denotes the timing of the last threshold crossing in simulation steps. The
size of the internal release is set to Iamp = 1.5. The wave form is modeled as the
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difference between a slow, C1 = 300, and a fast, C2 = 30, exponential. Note that
Iflush has a strong positive phase shortly after its activation which decays away over
the duration of its refractory period. The refractory period, 1000 timesteps, prevents
continuous activation of the system.
The final term on the RHS describes the effect of the external, or environmen-
tal, excitation arriving at each network element. γ is the coupling amplitude, and
Dij(r, t− τj) is the solution of the two dimensional diffusion equation at a distance r
and time t in the space embedding the network.
Dij(r, t− τj) = N
4piD∗(t− τj)e
−r2
4D∗(t−τj) e−ζ(t−τj) (2.3)
For most of the simulations (except Fig. 2.5) N = 100 is the amplitude of neuro-
transmitter release. The diffusion constant is D∗ = .1, and the time decay constant
of the agent in the external environment is ζ = .01. For simplicity we assume that
the element releases the agent into the physical space only when its value is supra-
threshold. Equation 2.3 approximates the diffusion a release from a point in an open
environment and should therefore be thought of as a rough approximation of the
extracellular environment. The diffusion and time decay constants where chosen to
provide reasonable firing rates.
We use a Small World paradigm69;70 to vary the network connectivity; initially
the connections are set locally within given radius and then randomly rewired with
probability p. The nodes are coupled through diffusive coupling with efficacy β, with
the connection from element j to element i denoted by Aij taking the value 0 or 1.
This paradigm allows for the range of network connectivity structures, from local to
random connections, to be controlled by the rewiring parameter, p. The strength of
the active transport (β = 0.00 − .08) is limited by the amount of excitatory agent
that it is capable of sending out at any moment, as well as how much a given element
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retains information of its past. The overall dynamics of the system strongly depends
on the amount of the diffusive agent and its feedback interaction with the nodes. The
parameters are chosen so that small network and environmental interactions result
in a quiescent network while large environmental feedback results in hyperactivity of
the nodes. The parameters near this transition were of interest (γ = .08− .14).
2.2.2 Simulations
The model was simulated on a two dimensional network consisting of 1600 oscil-
lators on a 40x40 grid with periodic boundary conditions. The active connections on
the network are initially assigned a radius R = 2. The network was initialized with
no activity or charge present and allowed to evolve for 50,000 timesteps using Euler’s
method. The initial 10,000 timesteps were removed from the analysis to allow the
network to transition away from its (random) initial conditions. The figures displayed
are analyzed over nine runs of the simulations for each set of parameters (β, γ, p).
2.2.3 Analysis
The mean nodal frequency is calculated as the number of times any oscillator
surpasses the charging threshold divided by the product of the number of oscillators
and the timesteps in the simulation and then normalized. A frequency of one cor-
responds to a maximal raw firing frequency which is limited by the refractory time,
fmax ∼ 11000 . The units thus are not tied to actual timescales due to the generality of
the model.
The mean phase coherence71 measures the degree of locking between nodal activa-
tions, and is calculated from the relative nodal activation times. The pairwise mean
phase coherence is defined by:
Rij = | 1
N
N∑
k=1
e−iφi(tj,k)| (2.4)
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Where φi(tj,k) is the instantaneous phase of the j-th node relative to the i-th node
at j’s activation at time, tj,k, and is given by, φi(tj,k) = 2pi
ti,k,2−tj,k
ti,k,2−ti,k,1 . Here tj,k is the
k-th activation time of node j and ti,k,1, ti,k,2 are bracketing activation times of i-th
node such that ti,k,1 ≤ tj,k ≤ ti,k,2. The network wide mean phase coherence is the
arithmetic average of the pairwise mean phase coherence.
2.3 Results
We define a network composed of simple excitable integrate-and-fire elements (see
Methods and Fig. 2.1 for a detailed description). When the level (or concentration)
of an agent in the element exceeds a threshold, the element rapidly releases the agent
from its internal stores (Fig. 2.1(b) into the network and the surrounding physical
space (Fig. 2.1(a). The transport on the network is an active process - the signal
spreads instantaneously to other nodes connected with the activated node through
standard diffusive coupling. At the same time, the signal spreads passively via a
purely spatial diffusion process, the nature of which is determined by the spatial
extent and properties of the physical space, Fig. 2.1(a). For simplicity, we consider
that both these mechanisms only have positive signs - i.e they both spread excitation.
This system loosely corresponds, for example, to astrocytic networks in the brain.
Astrocytes, in simple terms, release calcium stored in the endoplasmic reticulum into
the cytosol, which increases free calcium levels in the cell72. This calcium spreads
through gap junctions to other astrocytes, but at the same time activates complex
chemical cascades responsible for the release of glio-transmitters into the extracellular
space. Glio-transmitters in turn can stimulate other cells (neurons or astrocytes) in
the spatial vicinity73;51.
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Figure 2.1: Description of the two process model - (a) Graphical depiction of the
model highlighting bimodal interactions from the active element (left) to the charg-
ing element (right). The processes underlying this interaction are 1) the active path-
way through the network, defined by connectivity parameters (connectivity radius R,
rewiring parameter p) and diffusive network coupling constant β, and, 2) the passive
environmental diffusion, where N amount of the agent is emitted into the embed-
ding space, diffuses subsequently with speed determined by the diffusion constant D
over to the charging element, which absorbs it with proportionality constant γ. (b)
The time dependence of the release of the agent from internal nodal stores occur-
ring after the node reaches the concentration threshold. (c) An example of the time
evolution of agent levels within a single node; the small short spikes represent in-
stantaneous changes in agent concentration due to noise, after the threshold (dashed
line) is reached the node releases large amounts of agent into the network and its
immediate environment.
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2.3.1 Cooperation and competition are functions of network topology
While the specific dynamics of network elements can take different forms, we show
that, depending on the connectivity of the network, the active network transport and
the passive environmental transport sometimes cooperate in spreading the excitation
throughout the network and at other times compete, effectively inhibiting propagation
through the system.
We investigate the spatio-temporal pattern formation within the network as a
function of the network topology, the strength of network connections, and the feed-
back amplitude between the environment and the network nodes. It is well established
that if the magnitude of either network coupling or environmental feedback amplitude
is large enough then that process alone can drive the formation of sustained large-scale
spatio-temporal patterns74;75;76. However, we observe that for intermediate coupling
values of both processes a strong dependence on network topology emerges.
For local network topologies the two transport mechanisms cooperate, forming
globally propagating waves, while for random topologies the processes compete, im-
peding signal propagation throughout the system. This effect is shown on Fig. 2.2
which shows the mean nodal frequency and mean pairwise phase coherence (MPC)
between network nodes as a function of the magnitude of the feedback between the
environment and the nodes (γ), and efficacy of network connectivity (β) for four
different network topologies. When the network is effectively disconnected (β → 0)
and γ ≤ 0.11 the mean frequency of nodal activity is low as it is driven only by
external noise. When a certain amplitude (γ = 0.11) of nodal interaction with the
environmental agent is reached the network enters a high activity global activation
state (Fig. 2.2). However, if the amplitude of network coupling is increased for lo-
cal network topologies (p = 0) the transition to sustained global activation of the
network takes place for lower values of γ (Figs. 2.2(a), 2.2(c) - the two transport
processes cooperate. In contrast, for global network topologies (p = 1) sustained net-
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Figure 2.2: Frequency and MPC as functions of transport strength of topology
- Changes in mean nodal frequency (a) and mean phase coherence (b) as a
function of relative strength (amplitude) of both transport processes (x-axis -
strength of interaction of the nodes with the physical space γ, y-axis - efficacy
of network connectivity β) and network topology. Every location represents
results averaged over 9 simulation runs. c) Changes of nodal mean frequency
for local (blue) and random (green) network topologies as a function of passive
transport amplitude (γ) ; β = 0.04. d) Changes of mean frequency as a
function of the active transport amplitude (β) for local (blue) and random
(green) network topologies; γ = 0.12.
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work activation is significantly delayed as γ increases (Figs. 2.2(a), 2.2(c) - the two
transport processes compete, impeding each other. Figures 2(c) and 2(d) summa-
rize the difference in network activation for the two topologies as a function of both
the magnitude of network transport and the environmental feedback. The increase
of network coupling can play reverse roles in affecting the global network activation
depending on the network topology.
2.3.2 Local networks cooperate
For local network topologies the cooperation of the two processes is due to the
fact that both processes support local signal propagation from a recently activated
node to its neighbors. Active network transport is faster (it is instantaneous) than
environmental diffusion. However, on short spatial scales, the excitation stemming
from the two processes can partially coincide providing supra-threshold excitation
and leading to activation of new nodes in the proximity of the active site. As this
process continues away from the originating site it forms large scale propagating
waves within the network. The formation of local patterns that propagate through the
network depends on the interplay between the magnitude of the diffusion constant, D,
and the signal decay constant α in Equation 2.1. The transition to global activation
patterns as a function of the magnitude of network coupling is depicted in Fig. 2.3(d),
where we show co-activation patterns between network nodes giving global and local
changes of mean phase coherence and cross-correlation in network activation sites.
For weak network coupling (Fig. 2.3, location i), diffusion itself can not sustain
large enough areas of local activation for the signal to spread globally through the
network. Instead, random local domains are being formed and then dissipate quickly.
This leads to relatively low correlation between the activation of network nodes (Fig.
2.3(b). The typical size of the formed domains can be inferred from the distance
dependence of cross correlations between the nodal activation patterns (Fig 2.3(c).
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Figure 2.3: Formation of global activity patterns in networks with local con-
nectivity - (a) Changes of the mean phase coherence as a function of active and
passive transport amplitudes. (b) Mean phase coherence as function of active
transport amplitude for γ = 0.10. (c) Mean cross-correlation between pairs of
nodes as a function of distance within the network. (d) Examples of network
activation at a time t (the difference between the current time and the time of
the last nodal activation), and histograms of pairwise cross-correlation values
for different active transport amplitudes (as denoted in a).
Characteristic network activity plots show the evolving size of synchronous excitations
(Fig. 2.3(d), left row). Histograms of pairwise cross-correlation values are Gaussian
due to the stochasticity of the activated locations (Fig. 2.3(d), row i right).
For intermediate levels of network coupling (locations ii and iii in Fig. 2.3), the
domains spread through the network forming first irregular large scale activation
patterns (Fig. 2.3, location ii), and then organizing into propagating waves (Fig.
2.3; location iii). Large irregular areas of activation lead to slower spatial decay
of the cross-correlations (Fig. 2.3(b), and a significant skew toward positive cross-
correlation values on the pairwise histogram (Fig. 2.3(d), row ii right). Formation
of regular propagating waves through the network (Fig. 2.3, location iii), is charac-
terized by strong correlation of nodal activity in the direction normal to the wave
propagation, and anti-correlation in the direction of wave propagation (Fig. 2.3(b,
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d); location iii). These regular waves result from the front of activation closely fol-
lowing nodes which have recently recovered from the previous cycle of activity. The
match between the nodal refractory time and the speed of the wave propagation also
explains the observed non-monotonic behavior of the mean nodal frequency (Fig.
2.2(a). Further strengthening of the coupling of either process increases the speed of
network activation, which in turn leads the excitation to self-extinguish due to the
nodal refractory time. The activation needs then to be randomly restarted which
leads to a reduction of the mean nodal frequency. The non-monotonicity resulting
from the size of the environment does not change the overall observation that global
network activation occurs at lower coupling strengths for local network connectivities
as opposed to higher coupling values for random ones.
Finally, when the network coupling is high the whole network activates quickly
(Fig. 2.3(d); location iv). The location initiating the burst and the pattern of spread
are random. Furthermore, anti-correlated islands may form if a given location was
recently activated because of the noise and is in its refractory state.
2.3.3 Random networks compete
For random network topologies (rewiring probability p = 1) increases in network
connectivity strength have the opposite effect. Even for relatively strong interactions
with the environment, the network is unable to support global activation patterns.
The high level of connectivity drives the network towards homogeneity. The agent
accumulated locally will quickly be transported to other locations, effectively reducing
the local activation and preventing the nodes from activating. Only when the external
feedback is strong enough to counteract this dissipation can the network support
sustained activation (Fig. 2.4), leading to competition of the two processes. The
network effectively supports only two modes of activity: random with formation of
small domains (Fig. 2.4(a) locations ii and iii) and fully synchronous (Fig. 2.4(a)
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Figure 2.4: Formation of global activity patterns in networks with random
connectivity - The individual panels correspond to those in Fig. 2.3.
location i).
2.3.4 The influence of the diffusion constant
We also investigated how the diffusion constant, D, affects the degree of cooper-
ation or competition in the system. To do this we subtracted the mean frequency,
or mean phase coherence, for the active process case with no coupling (β = 0.00)
from that with strong coupling (β = 0.05), Fig. 2.5(a, b). Comparing this baseline
change for both metrics allows us to elucidate the extent to which the active process
advances or delays changes in the frequency and MPC due to an increase in diffusion
speed. We calculated the total area under the curves in Fig. 2.5(a) and (b) for all
investigated values of γ, Fig 2.5(c, d).
The competition and cooperation patterns vary for both quantities and for both
local and random network topologies. For local network connectivity, lower diffusion
speeds lead to overall cooperation, whereas higher ones lead to competition. The
general pattern of change in this case is similar for both frequency and MPC. The
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Figure 2.5: Cooperation and competition for varying diffusion speeds - Cooperation
and competition of active and passive processes as a function of changes in frequency
and mean phase coherence (MPC) as functions of diffusion speed, D∗. (a) Change
in frequency between β = 0.05 and the baseline (β = 0) as a function of passive
transport strength. (b) Change in MPC between β = 0.05 and the baseline (β = 0)
as a function of the passive transport strength. In panels a and b positive change
denotes cooperation, while negative values denote competition. (c) Total increase
and/or decrease in the frequency across all values of γ due to the active process
(calculated as a area under the curves in (a)). (d) Total increase and/or decrease in
the MPC across all values of γ due to the active process (calculated as a area under
the curves in (b)).
35
situation is different for networks with random connectivity. Here, the frequency
shows competition for all of the speeds tested but its magnitude is non-monotonic
with the diffusion speed (Fig. 2.5(c). At the same time, for random topologies, the
degree of cooperation and competition as reported by mean phase coherence changes
largely monotonically as a function of the diffusion speed (Fig. 2.5(d).
The complex interaction of the two processes can be attributed to matched, for
cooperation, or mismatched, for competition, patterns of agent spread, as supported
by the two processes. The local spread of diffusion is defined by its speed, which
determines the spatial range and the time scale within which the local agent level is
affected. Network connectivity, on the other hand, determines the ratio of the local to
global signal spread through the system. While the transmission speed here is largely
instantaneous, the effective speed of signal spread depends on actual activation levels
of the nodes; a single activation of a node by the active process usually is not enough
to trigger activation of a given site and is contingent on further agent increase from
other sources. Thus if the spread of passive and active processes match in their
spatial scope and the timescale, then the two processes cooperatively may lead to
activation of subsequent network sites far from the original one. This however, due to
the intrinsic properties of diffusive signal spread, may only happen for local network
topologies.
At the same time, competition arises when the activation of the nodes by one pro-
cess is impeded by their earlier activation by the other process. This is predominantly
(but not only) observed for random topologies. In this case the spatially random ac-
tivation of nodes can be driven by two processes - noise and active spread from other
sites through random connectivity. While both processes are independent of each
other, activation of a given site (due to noise or active spread) and subsequent local
activation of its neighbors due to passive agent spread through diffusion precludes in-
stantaneous activation of that site due to the nodal refractory time since a node will
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not fire within a predefined time window after its activation. Thus the two processes
compete for access to available nodes limiting the overall activation frequency.
2.4 Discussion
We have shown that network topology together with feedback from the external
environment in which the network is embedded, may constitute a determining factor
for the creation of sustained large-scale spatio-temporal patterns in a excitable system.
We showed that local network topologies may cooperate with passive environmental
transport to create globally propagating excitation through the system, whereas for
random network topologies the two processes compete, increasing significantly the
threshold in magnitude of the environmental transport needed for global patterns to
occur. These results should be of importance in any system where the interaction of
the network with its embedding environment can not be neglected.
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CHAPTER III
Modeling cultured astrocyte networks
In this chapter I show that the number, spatial characteristic, and temporal charac-
teristic of astrocyte transients are reproducible with the two-process model introduced
in the prior chapter. Liz Shtrahman performed all of the culture experiments and
the analysis of the fluorescence data. I performed the simulations and analysis of the
simulations. This chapter has been submitted for publication to Journal of Physical
Biology.
3.1 Introduction
Networks of interacting components are known to self organize and form complex
macroscopic structures, which emerge from local coupling between individual network
components77;78. The brain is an example of a system with self-organizing dynamics;
it contains an astronomical number of neurons and glia that interact over multiple
spatial and temporal scales. Patterns of brain activity within these interacting net-
works underlie our thoughts and memories, and drive behavior. These interactions are
mediated through different cell populations and through various mechanisms such as
synaptic coupling, gap junctions, and neuromodulation. The most researched types of
interactions in the brain are those mediated by neurons. Traditionally, glial cells were
thought to provide primarily structural and metabolic support for neurons40. How-
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ever, recent work suggests that glia may be active participants in brain information
processing. Within the last decade it became clear that astrocytes, a sub-population
of glial cells, play an important role as modulators of neural activity.
Astrocytes have been shown to display dynamic calcium transients in both in vitro
and in vivo preparations79;80;81;82;49. Astrocyte calcium signaling is involved in many
processes including biochemical pathways that activate the extracellular release of a
variety of transmitter molecules, which can interact with other astrocytes and also
with neurons. For example, the release of ATP or glutamate from a single astrocyte
has been shown to activate calcium transients in other astrocytes83;52;84. Moreover, it
has been shown that a single astrocyte can envelop up to 140,000 neuronal synapses,
putting them in a unique position to control neuronal domains45. These astrocytic
processes are endowed with various G-protein coupled receptors that, among others,
evoke the cell’s calcium responses39. Thus there is a bidirectional communication
between neurons and astrocytes, and this notion led to the formulation of a tripartite
synapse concept, in which astrocytes play a prominent role in regulating neuronal sig-
naling at a synaptic level85. Therefore, patterns of calcium signaling in astrocytes can
be important for shaping neuronal network formation and development. Even though
the functional effect of astrocytes on neurons is complex and poorly understood, it is
clear that astrocytes have a role in brain function that needs further study.
The research done on the involvement of astrocytes in modulating neuronal pro-
cesses has mainly focused on the single astrocyte level. However, the local interac-
tions are embedded in complex network interactions. Astrocytes couple to each other
through direct connections called gap junctions, and form a cellular network of in-
teracting cells86. Small molecules can diffuse passively through gap junctions, and it
has been shown that calcium activated release of the molecule inositol trisphosphate
(IP3) is involved in the communication between gap junction coupled astrocytes
87.
At the same time astrocytes secrete and uptake signaling molecules from the extracel-
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lular space. These molecules can diffuse, forming another class of signaling pathways.
The interaction of these two coupling mechanisms, diffusion of extracellular chemi-
cal signaling and direct gap junction coupling, can lead to complex spatiotemporal
patterning of the network activity, which has been demonstrated in recent work58.
Here, we examine the network dynamics of spontaneous calcium signaling formed in
dissociated cultured astrocyte networks to investigate the interaction of extracellular
diffusion and network transport mechanisms. We show that key behaviors of unal-
tered astrocyte networks and astrocyte networks with weakened gap junction coupling
are reproduced in the computational model.
3.2 Methods
3.2.1 Cell cultures
Dissociated cell cultures: We prepared hippocampal cell cultures from Wistar
rats on postnatal day 1 using a protocol modified from Hales 2010 88. Tissue was di-
gested with %0.5 Trypsin-EDTA(Invitrogen) diluted in Hanks Balanced Salt Solution
(Invitrogen) and then dissociated by titration with a pasteur pipette. Cells were cen-
trifuged and re-suspended in Neurobasal-A medium (Gibco) supplemented with 2%
B-27 (Gibco), 5% heat-inactivated horse serum (Gibco), 0.5mM L-glutamine (Sigma-
Aldrich), 0.5mM pen-strep (Sigma-Aldrich) and 10mM HEPES (Sigma-Aldrich).
The cell density was adjusted to a final plating density of 1500 cells
mm2
. Bi-weekly, half
the culture medium was replaced with fresh medium.
Calcium imaging: Cultures were imaged at 5 days in vitro using calcium indica-
tor Fluo 4-AM (Invitrogen) and astrocyte marker89 sulforhodamine 101 (Invitrogen).
Fluo 4-AM and sulforhodamine 101 were diluted to final concentrations in HEPES-
buffered saline containing the following: 119mM NaCl, 5mM KCl, 2mM CaCl2,
2mM MgCl2, 30mM Glucose, 10mM HEPES, and pH adjusted to 7.4. For imaging,
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the culture medium was replaced by 5µg/mL fluo4-am and incubated for 40 minutes
at room temperature, following a second incubation with 5µM sulforhodamine 101 for
20 minutes at room temperature. Cultures were gently washed with HEPES-buffered
saline 3 times following incubations. Cultures were maintained at 35 degrees Celsius
during imaging. Olympus microscope IX71 was used for wide-field fluorescence imag-
ing, and recorded with Hamamatsu Digital CCD camera C10600 at (6.4 Hz frame
rate). MetaMorph software was used for data collection; all further analysis was done
with Matlab.
Micro-electrode Arrays: Dissociated cells were plated on 60-electrode glass
microelectrode arrays (Multi Channel Systems, Reutlingen, Germany), with 30µm
diameter electrodes and 200µm spacing between electrodes. Contact pads and tracks
were transparent to allow for optical imaging. Microelectrode arrays were cleaned and
treated with 0.05% poly-ethylene-imine (Sigma-Aldrich) in borate buffer followed by
the 20µg/mL 1 laminin (Roche Applied Science) solution in media following the
protocol of Hales 2010.
Pharmacological Treatment: 18-β glycyrrhetinic acid (BGA) (Sigma-Aldrich)
was dissolved in dimethyl sulfoxide (DMSO) into 1000x stocks and stored at -20◦C.
BGA stock was diluted in HEPES buffered saline to a final concentration of 25 µM .
To disrupt gap junctions, cultures medium was replaced by 25 µM BGA solution and
incubated for 15 minutes at 35 degrees90. An equivalent volume of vehicle replaced
the medium in control cultures. Following incubation, cultures were gently washed
with HEPES-buffered saline three times and imaged five minutes later.
Cell detection and event detection: Fluorescent imaging was acquired with
commercially available MetaMorph Microscopy Software for Olympus Basic and im-
ported into MATLAB for semi-automatic cell contour detection using custom soft-
ware91 modified from the Rosa Cossart lab. All subsequent analysis was performed
with custom programs in MATLAB. Astrocyte somas were detected in the sulforho-
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damine 101 image, and the fluo4-am fluorescence signals were processed by wavelet
filtering of the raw signal and event detection was determined by thresholding the
signal above baseline. Each fluorescence signal was examined and any false positives
and negatives in the event detection were corrected.
3.2.2 Pattern recognition
Fractional Change Measures: Fractional change was calculated for various
quantities as the value after condition (A) minus the value before condition (B), and
normalized by their sum (A+B).
∆ =
A−B
A+B
(3.1)
Spatial clustering: We defined the spatial clustering distance, Dexp, as the
average distance between all closest pairs of astrocytes with calcium events during
an imaging experiment. To compare between experimental conditions with varying
numbers of active astrocytes, we compared Dexp to the value of the spatial clustering
distance for randomized networks (Drand). Namely we randomized locations of active
astrocytes distributing them randomly among experimentally identified locations (as
measured with sulforhodamine 101) of all astrocytes. The average randomized dis-
tance between active cells, Drand, was computed for over 50 sets of randomizations
and compared to that observed experimentally. To quantify the spatial clustering we
define a spatial clustering measure given by,
C =
Drand −Dexp
Drand +Dexp
(3.2)
where C is the relative change of the spatial clustering distance for experimental data
(Dexp) with the spatial clustering distance for randomized networks (Drand).
Autocorrelation Widths: The autocorrelation function was calculated for each
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astrocyte calcium fluorescence signal. To determine a measure of the autocorrelation
signal width, we calculated the time lag at a half maximum of the autocorrelation,
where the total height is determined by the peak of the autocorrelation at the lo-
cation the first derivative of the autocorrelation crosses zero. Using the time lag at
the autocorrelation half maximum as an indicator for the timescale of astrocyte cal-
cium signal duration, we computed the average time lag for all signals in an imaging
experiment and the relative change in time lag for pharmacological treatments.
Cross Correlations: The cross correlation function was calculated between all
pairs of astrocytes in a network for time lag shifts between -90 seconds and 90 seconds.
Cross correlations were binned according to astrocyte distance and then averaged.
The temporal ordering is not relevant for obtaining a measure of total average cor-
relation at a distance. Therefore, to avoid averaging out positive and negative time
lags, all cross correlations with negative maximum time lags were reflected across the
y-axis. This way, only the magnitude of the time lag is averaged across pairs.
3.2.3 Modeling and simulations
Model Astrocyte Network: The astrocyte network model is a two process
modified integrate-and-fire model, and follows the description in Maruyama 2014.
The key feature of the model is that it contains a direct coupling interaction, gap
junctions, and an indirect coupling term, representing diffusive extracellular coupling.
Astrocytes are depicted as the nodes of the network and nodal activity, which mod-
els the internal Ca2+ concentration, is driven by random noise, internal release, and
extra-cellular excitation from other active astrocytes. An integrate-and-fire model
was chosen as the basis for the nodal dynamics for its simplicity and its ability to
grossly encapsulate the desired pathways. The release of Ca2+ from the endoplasmic
reticulum (ER) is represented by an internal flush of nodal agent upon exceeding
a charging threshold. At all times the internal concentration is allowed to interact
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with other connected astrocytes through gap junctions via an equilibrating term (see
equation below). In addition to the internal release, breaching the charging threshold
is accompanied by a diffusive flush of signaling into the extracellular space, which
allows astrocytes to passively influence neighboring astrocytes. While it is clear that
these two pathways are mediated by (many) other signaling molecules, here we as-
sumed for simplicity that the extracellular signaling will affect the calcium levels in
an astrocyte by activating G protein coupled receptors.
Thus, the full equation describing the dynamics is as follows:
τE
dXi
dt
= −αXi + Inoise,i(t) + β
∑
j
Aij(Xj −Xi) + γ
∑
j
Dij(r, t− τj) (3.3)
Variables are the same as in the published model paper Maruyama 2014, with the
following exceptions, leak constant (α = 0.5), speed of diffusion(D∗ = .001), and
amplitude of diffusion release(N=1000).
Here Xi denotes the concentration of Ca
2+ present in the ith astrocyte. α is the
leak constant controlling the auto-decay of calcium levels in the cell (α = 0.5). Inoise
describes random excitation experienced separately by each astrocyte. The random
excitation occurs with a probability p=.01 and is represented by a short stimulation
pulse. Iflush, on the other hand, represents the release of Ca
2++ from the ER into
the interior of the cell. The form of the release is modeled as an exponential decay in
order to capture experimental timescales, with Iamp controlling the overall amplitude
of the release:
Iflush,i(t) = Iamp(e
−(t−τi)
C1 − e
−(t−τi)
C2 ) (3.4)
Astrocytes form a 2D lattice to parallel the experimental observations. The next
term on the RHS of Equation 3.3 describes the gap junction coupling term. Here the
parameter β denotes the efficacy of coupling. The range of gap-junction strengths
is limited by the overall amount of agent (Ca2+) an astrocyte can send out. Higher
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values indicate a greater sharing of agent amongst astrocytes and less retention of
their individual concentration level. Network connections are represented by the
astrocyte adjacency matrix Aij, where Aij = 1 if cells i and j are directly coupled
and Aij = 0 otherwise. The gap junction coupling, Xj − Xi, is a standard term
describing gap junctions that allows for rapid equilibration of Ca2+ concentrations
at different nodes. Astrocytes are initially coupled via gap-junctions to all neighbors
within a radius, R = 2. Results are shown for local connectivity, and similar results
were obtained for networks with a small portion of the connections (10-20%) randomly
rewired.
The last term on the RHS of Equation 3.3 represents the extracellular diffusive
coupling of astrocytic transmitters. The function:
Dij(r, t− τj) = N
4piD∗(t− τj)e
−r2
4D∗(t−τj) e−ξ(t−τj) (3.5)
reflects the distance and time based effect a cell j will have on cell i given the distance
between cells is r, and the time since j had a Ca2+ event, t− τj. Dij is the solution of
the 2D diffusion equation in open space. The strength of this extracellular diffusion
is controlled by the coupling parameter γ. The gap junction and diffusive coupling
parameters are both set to the range of values so that the network activity ranges
from quiescence to bursting behavior.
Simulation Details: Simulations were run on a 40x40 grid of astrocytes. The
cells were evolved, via Euler’s method for 40,000 time-steps, with step size one, after
randomizing the initial conditions by evolving the network for 10,000 time-steps. The
figures displayed represent the averages over four simulations.
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3.3 Results
We have grown mixed hippocampal cell networks in primary cultures and mea-
sured astrocytic activity utilizing optical imaging with the calcium sensor Fluo-4AM,
while neuronal electrical activity was monitored using microelectrode arrays (see
Methods Section 3.2.1 for a detailed description). Here we are interested in early de-
velopment of the networks during the first week in vitro. During early development,
astrocytes form networks and display spontaneous calcium signaling while there is
no electrical neuronal activity. However this is an active period for synapto-genesis
and it is known that neurons release various signaling molecules at that time92. We
observed robust patterns of calcium activity during the first week in culture before
spontaneous action potentials in neurons were observed on the microelectrode arrays.
The neurons became subsequently electrically active after 7 DIV (days in vitro). We
imaged the spontaneous astrocyte calcium transients of hundreds of astrocytes over
several minutes during the first week in vitro (Fig. 3.1). To identify individual astro-
cyte somas, we used concurrent staining with sulforhodamine 101 which selectively
labels astrocytes89. The astrocytes were identified as the cells that were co-labeled
with both markers.
In parallel we have constructed a computational model of astrocyte-astrocyte in-
teractions. Based on the known experimental results45 we simulated two major means
of signal transduction: network transport through astrocytic gap junctions, and chem-
ical transport through diffusion in extracellular space. The reduced cellular activity
is modeled through integrate-and-release dynamics. In short, incoming excitation
can cause Ca2+ to be released from the internal stores to propagate throughout the
cell, and then continue on to spread to the associated network. While it is clear
that astrocyte signaling is multimodal and extremely complex, we implicitly assumed
that the extracellular agents act directly on calcium concentration within a cell and
we modeled it as one species. The properties of this model were extensively stud-
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(a) (b)
(c) (d)
β
γD
Figure 3.1: Fluorescence imaging of spontaneous astrocyte calcium tran-
sients in dissociated hippocampal cultures - (a) Example fluorescence
image of calcium indicator fluo-4am. (b) Example fluorescence image of
astrocyte marker sulforhodamine 101. (c) Overlay of fluo-4am and sul-
forhodamine 101 images, yellow marks astrocytes co-labeled with both
dyes. (d) Schematic of model shows the gap junction and diffusion path-
ways of astrocyte coupling.
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ied in recent work58. We have shown that depending on connectivity properties of
gap junctions the two processes (network transport and extracellular diffusion) can
cooperate, strengthening the network activity, or they can compete, inhibiting each
other and subsequently lowering the network response58. Here we assumed that astro-
cytic connectivity is primarily local as there are no long-distance connections between
astrocytic processes93.
3.3.1 Gap junctions control the number of spontaneous calcium tran-
sients
Figure 3.2a shows an example raster plot of the fluorescence intensity over time
for an astrocyte network during four minutes of imaging. Each row displays the
changes in calcium fluorescence over time for individual astrocytes rescaled between
the fluorescence intensity signal’s minimum(black) and maximum(white). To better
understand the effects of calcium signaling on an astrocytic network, we perturbed
these spontaneous Ca2+ patterns by pharmacological disruption of the gap junction
coupling strength between astrocytes. To disrupt gap junction coupling, we incu-
bated cultures in 25µM18-β glycyrrhetinic acid (BGA) for 15 minutes (see Methods
3.2.1). We found that the number of astrocytes with spontaneous calcium transients
is dependent on gap junction coupling strength between cells (Fig. 3.2b). Following
incubation with gap junction blocker BGA (n=2 cultures), the number of astrocytes
with spontaneous calcium events during imaging decreases relative to the vehicle con-
trol (n=3 cultures). We quantified this effect by calculating the relative difference in
number of astrocytes with spontaneous calcium transients between before and after
BGA treatment. We measured a negative value in the fractional change in number
of astrocytes with spontaneous calcium transients for BGA treatment, and no signif-
icant relative difference for vehicle control (Fig. 3.2b). This indicates that astrocytic
gap junctions play an important role in network signaling.
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Figure 3.2: Cultured astrocyte networks display spontaneous calcium transients me-
diated through gap junction (GJ) coupling - (a) Example raster plot of spontaneous
astrocyte network activity. Florescence intensity is rescaled between 0 and 1, where
maximum intensity(1) is white and minimum intensity(0) is black. (b) The number of
astrocytes with spontaneous calcium transients is dependent upon gap junction cou-
pling in the network. Gap junction blocker BGA decreases the number of astrocytes
with spontaneous calcium transients relative to the vehicle control (p-value=0.027).
∆Number is the relative difference, (Nafter −Nbefore)/(Nafter +Nbefore), in the num-
ber of transients for BGA (n=2) or vehicle treatments (n=3). (c) Simulated astrocyte
network shows similar dependence on gap junction coupling strength. For decreasing
gap junction coupling, activity decreases across various diffusion coupling strengths.
Color bar defines activity as the (avg.# of activations * refractory period) / (total
simulation length). (refractory period=1000). (d) Example simulation for parameters
in regions i) and ii) of (c) shows decreased activity for weaker gap junction coupling.
The number of active cells is given for within 100 timesteps at point i) and ii) in (c).
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Similarly, we lowered the conductance of gap junction coupling, β, in our model.
The simulated astrocyte network shows a decrease in activity for weaker gap junction
coupling parameter values (Fig. 3.2c). Figure 3.2c depicts the activity of astrocytic
calcium events as a function of both gap junction coupling and the interaction strength
between the extracellular signaling in astrocytes. In the presence of local gap junction
coupling the astrocytic activity scales monotonically with strength of β. Thus, in
this case, weakening gap junctions always results in decrease of astrocytic activity
independent of extracellular signaling strength, except for the γ=0 case. For more
discussion on parameter regimes see citation Maruyama 2014 58. Figure 3.2d shows
an example of the number of active cells within 100 time-steps for parameters in
regions (i) and (ii) of Figure 3.2c. These parameter regions (i) and (ii) will be used
for all examples in the following figures.
3.3.2 Spatial properties of astrocyte transients
After weakening gap junction coupling in the astrocyte network, in addition to
fewer astrocytes with spontaneous calcium transients, we also observed significant
changes in the distribution of active cells in cultures. The spatial distribution of the
remaining active astrocytes stopped being uniform, and instead formed locally clus-
tered domains (Figs. 3.3a and 3.3b). To quantify this effect we defined the clustering
measure C, eqn. 3.2, as a fractional change of Euclidian distance between loca-
tions of observed active astrocytes and the randomized ones. Higher values of spatial
clustering, C, indicate that more clustered groups of astrocytes were active. We ob-
served that for control conditions the spatial distribution of active astrocytes is only
minimally different from randomized locations, indicating only a small propensity
for clustering. However, the spatial clustering increased significantly when cultures
were treated with BGA. This effect is again not present for the vehicle control (Fig.
3.3e). This indicates that blocking gap junction greatly diminishes one mode of cou-
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Figure 3.3: Decoupling gap junctions reveals underlying spatial clustering within as-
trocyte networks - (a,b) Example bright-field image of a cultured network before (a)
and after (b) BGA treatment. Spatial locations of astrocytes are outlined, where
blue regions displayed calcium transients during the experiment and black regions
had no spontaneous activity. (c,d) Simulated astrocyte networks have similar spa-
tial clustering before (c) and after (d) gap junction coupling. Color indicates the
number of timesteps from the most recent activation. (e) Disruption of gap junc-
tion coupling with BGA enhances spatially clustering of astrocyte network activity
(p-value=0.05). ∆Spatial Clustering is the relative difference in spatial clustering
between experimental and random networks of the same spatial locations (3.2). (f)
Simulated astrocyte network producing similar spatial clustering. Relative difference
in nearest neighbor distance is measured as (Drandom −Dreal)/(Drandom +Dreal).
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pling, leaving the other still intact. The higher clustering value in the absence of
gap junctions indicates that communication is still occurring, and that the remain-
ing coupling is effectively highly clustered (short range). We hypothesize that the
remaining coupling mechanism is linked to extracellular signaling and diffusion trans-
port. To support this hypothesis we conducted similar in silico experiments using the
developed model. Analogous to the experimental results, we observe that in networks
with strong gap junction coupling large numbers of cells activate, forming randomly
distributed activity domains (Fig. 3.3c). Spatial randomization of active sites yields
no measurable effect in this case. However, when the network coupling is lowered,
the large domains do not form and we observe formation of small clusters of active
cells (Fig. 3.3d) with high spatial clustering. These observations are summarized on
Fig. 3.3f.
3.3.3 Temporal properties of astrocyte transients
We also wanted to investigate what effect network coupling can have on the shape
of calcium signaling in an individual astrocyte. Gap junction coupling being a bi-
directional coupling rapidly equilibrates the Ca2+ levels among the coupled cells.
Assuming that a given amount of calcium is released from the ER into the cytosol
during the calcium event, the duration of event and the time evolution of the event
may be strongly depend on the gap junction strength.
We measured the time course of calcium responses of individual astrocytes in
the absence and in the presence of gap junctions coupling in both experiments and
simulations(Fig. 3.4). Our simulations indicated that the duration of elevated calcium
(the width of the calcium event) is strongly dependent on both the strength of gap
junctions and the efficacy of extracellular signaling (Fig. 3.4F). For low β and low
γ (strength of effect of extracellular signal on an individual astrocyte) the width of
the calcium event initially decreases as gap junction coupling grows because of the
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Figure 3.4: Weakening network wide gap junction coupling affects the timescale of
calcium transients in individual astrocytes - (a,b) Example calcium transients of an
astrocyte shown as the change in calcium fluorescence intensity over baseline fluo-
rescence (∆F/F) before (a) and after (b) treatment with BGA. (c,d) Corresponding
autocorrelation of the fluorescence trace. Insets are zoomed in to show timescale.
Red dot marks the first local minimum of the slope of the autocorrelation (see meth-
ods 3.2.2) and the dashed red line marks the half maximum. (e) An increase in the
width of the autocorrelation at half maximum shows an increased duration of calcium
transient after BGA (p-value=0.02). ∆Autocorrelationwidth is the relative differ-
ence, (Wafter − Wbefore)/(Wafter + Wbefore), in transient width for BGA or vehicle
treatments. (f) Simulated astrocyte network shows similar timescale of calcium tran-
sients. Weaker gap junction coupling (ii) has increased transient width than stronger
gap junction coupling (i). Color bar represents the width of the transient in number
of time steps.
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equilibration effect discussed above. For strong β and even lower γ, however, we
observe broadening of the event width. This is due to the fact that the extracellular
signaling lowers the calcium gradient, allowing the intracellular Ca2+ level to remain
elevated. For high values of γ, on the other hand, the change of event width is largely
independent of β. This is due to the fact that extracellular transport dominates
network dynamics raising the resting calcium concentrations away from the original
value.
Similarly, we investigated the time course of single astrocytic calcium events exper-
imentally. Figure 3.4a and 3.4b shows an example of astrocyte calcium fluorescence
transients before and after weakening gap junction coupling in the astrocyte network.
We find that the duration of astrocyte calcium transients increases after BGA treat-
ment. To quantify the change in timescale of calcium events, we computed the width
of the autocorrelation of fluorescence signal of every astrocyte Ca2+ event (see Meth-
ods) as a measure for the time duration of calcium fluctuations in astrocytes (Fig.
3.4c,d). We find a significant increase in the width of the autocorrelation after decou-
pling gap junctions with BGA, seen as an increase in the fractional change compared
to control (Figure 3.4e). We also plot the change of the calcium event time course for
the vehicle, but here we do not observe significant change. These results are consis-
tent with our simulations for relatively weak gap junction and extracellular coupling,
possibly providing constraints on the biological values of the coupling parameters.
3.3.4 Propagation of activity in astrocyte networks
Finally, we wanted to disambiguate the role of both coupling mechanisms in me-
diating the formation of temporal correlations between the astrocytes. To study the
network level spatio-temporal patterning of spontaneous calcium activity in cultured
astrocyte networks, we measured the correlation of calcium events as a function of
spatial distance between the cells, when gap junctions are left intact and when they
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are disrupted by BGA (Fig. 3.5). We plot an example of evolution of the cross corre-
lation (CC) as a function of time lag for all astrocyte pairs falling into given distance
ranges. Fig. 3.5a depicts an example control condition, while Fig. 3.5b shows an
example BGA treated culture. We observe a significant change in the shape of the
CC at all distances. For the controls there tends to be a peak in CC at relatively small
lag. The lag increases significantly for cells that are located at a greater distance from
each other. For the BGA treated astrocytes the peak of cross correlations is signifi-
cantly shifted at all distances. However, notably there is not a big difference in the
magnitude of cross correlation. These results are summarized over all cultures in Fig.
3.5e. We see that the lag values at which maximal CC is observed are significantly
larger for the BGA treated cultures as compared to controls and vehicle treatment.
It is interesting to note that the changes in the lag within the treatment group are
only observed at shortest distances (r < 50 and 50 < r < 150). The lags at which
maximum CC occurs are not significantly changing for longer distances between as-
trocytes. This is probably due to intrinsic timescales connected with calcium events
of individual astrocytes.
We observe very similar effects in our simulations. When gap junctions are present
we observe much smaller lags at which maximal CC occurs (Fig. 3.5c). Lowering β,
on the other hand, leads to much larger lags (Fig. 3.5d and Fig. 3.5f) that stabilize at
larger cell distances (cell distances are calculated here in terms of lattice length). At
the same time however we also observe significant decreases in the cross correlation
amplitudes. This is a considerable departure from our experimental findings. This
might indicate that the extracellular coupling is stronger than we assumed in the
model.
55
−100 −80 −60 −40 −20 0 20 40 60 80
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Time lag (seconds)
Av
g 
Cr
os
s C
or
re
lat
io
n
r < 50 μm
50 < r < 150 μm
150 < r < 300 μm
300 < r <600 μm 
600 < r < 800 μm
−100 −80 −60 −40 −20 0 20 40 60 80 100
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Av
g 
Cr
os
s C
or
re
lat
io
n
Time lag (seconds)
(b)
(e)
0 100 200 300 400 500 600 700 800 900
0
10
20
30
40
50
60
70
80
Distance ( μm)
Ti
m
e l
ag
 o
f M
ax
 cr
os
s c
or
re
lat
io
n
Before
After BGA
After Vehicle
(c)
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.50
500
1000
1500
2000
2500
 
 
GJ
No GJ
(f)
Distance (lattice units )
Ti
m
e l
ag
 o
f M
ax
 cr
os
s c
or
re
lat
io
n
-1000 -800 -600 -400 -200 0 200 400 600 800 1000
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
 
 
(d)
r =1 
r =2
r = 3
r = 4  
r = 5
Av
g 
Cr
os
s C
or
re
lat
io
n
Time lag (timesteps) -3000 -2000 -1000 0 1000 2000 3000
-0.15
-0.1
-0.05
0
0.05
0.1
 
 
Av
g 
Cr
os
s C
or
re
lat
io
n
Time lag (timesteps)
*
*
*
*
**
(a)
Figure 3.5: Spatio-temporal correlations between pairs of astrocyte calcium transients
are mediated by gap junction communication - (a,b) Example cross correlations of
calcium transients between all pairs of astrocytes within the network before (a) and
after (b) BGA treatment across distances between all pairs of astrocytes. (c,d) Simu-
lation results for cross correlations of calcium transients before(c) and after blocking
gap junctions. Time lags are in number of time steps. (e,f) Maximum cross correla-
tion between pairs of astrocytes occurs at longer time lags as a function of distance
between pairs of astrocytes for both experiments (e) and simulations (f). Weakening
gap junction coupling with BGA increased the time lag for maximum cross correlation
across distances (r = 50, 150, 300, 600, and 800 µm) between all pairs of astrocytes
(p-values=0.03, 0.03, 0.04, 0.02, 0.01, respectively).
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3.4 Discussion
To gain insight into the mechanisms mediating pattern formation in astrocyte
networks, we experimentally monitored astrocytic Ca2+ activity in mixed culture
settings. We have also created a computational model that takes into account two
major types of signaling pathways in astrocytes: transport through astrocytic gap
junction coupling and diffusion in extracellular space. In terms of experiments, we
perturbed the first pathway by blocking gap junctions using BGA. The extracellu-
lar pathway, on the other hand, is mediated by a host of signaling molecules, and
therefore we were not able to successfully regulate it. We quantified the number of
spontaneously active astrocyte cells, spatial clustering, temporal duration of calcium
transients, and the dependence of temporal signal correlations on the spatial distance
between cells. We show that the experimentally observed changes after the BGA
treatment agree with our modeling results, lending credence to the hypothesis that
both of these types of signaling pathways play an important role in network signaling.
Furthermore, changes in the spatio-temporal patterning observed in our model when
we were changing the relative coupling strength of both mechanisms provide general
constraints on the biological values of these parameters.
Several experimental studies have addressed the properties of calcium signaling in
astrocytes and have controversial findings. Wave propagation has been observed in
both cultured cell preparations79;80;83 and in slices81;82, while localized synchronous
calcium transients have been reported in vivo49. To reconcile these conflicting obser-
vations, we suggest that the spatio-temporal propagation patterns could arise out of
the network properties in different dynamic regimes. Therefore, we chose to study
simplified networks and investigate the modes of astrocyte coupling and resulting pat-
tern formation in network activity. Moreover, astrocyte network communication and
its interactions with neuronal network activity is poorly understood. Recent work
has begun to investigate astrocyte network responses to neuronal activity94, and how
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astrocyte calcium signaling can affect neuronal synchrony95. However, further studies
need to test whether, and to what extent, changes in astrocytic spatio-temporal ac-
tivity patterns affect activity patterns of neurons, and subsequently the involvement
of astrocytes in cognitive functions of the brain. Additionally, there is experimental
evidence linking astrocytic activity to several brain wide pathologies96;97;98;99.
The work in this chapter is one of the first to model astrocyte networks. In doing
this we identify the relative importance of known biological pathways in contributing
to interactions in astrocyte dynamics.
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CHAPTER IV
Functional connectivity from time series data
In this chapter I extend Sarah Feldt and Michal Zochowski’s 2010 article which
first introduced average minimal distance (AMD) in the context of the functional clus-
tering algorithm. The approach I created greatly sped up the AMD metric by replac-
ing the bootstrapping with a faster analytic approach. Additionally, using the observed
spike trains and analytically calculating the expected values doesn’t rely on any outside
parameters like jitter size. Most importantly, the fast-calculation of functional connec-
tivity matrices is used as the starting point to measure functional network similarity
as a function of time. In this chapter I include original derivations for several ana-
lytic approaches of expected AMD values. I also derive and interpret the performance
of the AMD in the presence of noise. Finally, I examine the robustness of stability
with respect to the statistics of spike trains, and discuss briefly its applications.
4.1 From theoretical neuroscience to time series
The dynamics regulating individual neurons has been understood reasonably well
since the work of Hodgkin-Huxley4. Understanding the basic unit of the brain was
correctly heralded as a major accomplishment. Yet, even after this discovery many
mysteries of the brain remain unsolved. Over time it has become clear that brain
function largely results from emergent dynamics in structured collections of neurons.
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Neurons themselves are well described by two states, quiescent and firing, meaning
that information is likely stored by specific patterns of neuronal firing100. One can
imagine neuronal circuits which, under precise actions or thoughts, activate a fairly
explicit subset of neurons. The notion of input being selectively filtered through
circuits in a massively connected cortex to reach a desired output is a concept that
has long been proposed16 and has seen success recently101;102. This prominent theory
suggests that the connections between cells account for the adaptability of neurons
to stimulus. Adaptability is closely related to learning and memory, which comprise
two of the core concepts in neuroscience103;104.
Although this theory is well founded and potentially answers many questions
within the field, it has been difficult to test directly. Since it is known that there are
∼1011 neurons each with ∼103 connections one of the major roadblocks to this theory
is the daunting task of trying to map the connections between neurons. Even if every
connection could be identified, it is not clear that many individual circuits could be
mapped. A circuit branching 103 times per unit is quite different from the circuits
we usually encounter.
Another problem with testing this theory is that modern experimental measures
are largely unable to directly identify the strength of connections between neurons.
State of the art measurements resolve spiking behavior and are limited to electrical
or optical readouts from 10-1000 cells. Measuring individual neuron spiking behavior
provides raw activity data at the level of multiple cells. Electrical readouts from
multi-wire set-ups, stereotrodes, or Multi-electrode Arrays (MEAs) offer a potential
means of scaling up data acquisition in the future105.
The physical basis of detecting electrical activity in neurons comes from measuring
voltage changes due to action potentials. As electrodes pick up the signature of action
potentials in a cell, they are mostly unable to resolve sub-threshold voltages within
the cell. Collectively, these limitations on data acquisition mean that the current form
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of data, which provide both high cell counts and accurate descriptions of dynamics,
comes in the form of time series of neuron spiking behavior for neurons situated close
to electrode readouts.
A best-effort attempt to unravel the relationship between cells can begin with
trying to understand the correlations in neuron spiking data. Once you can accurately
identify the relationships between cells based upon their firing behavior, attention can
be shifted back to the specifics of how information is stored in the brain.
Although information is passed via anatomical connections, namely through syna-
pses from neuron to neuron, limited experimental data streams currently make func-
tional relationships more tractable. A functional connection describes two neurons
which fire at similar times; these neurons can be thought of as both responding to the
same functional stimulus. Just like anatomical connectivity, two neurons can have
functional connections of varying strengths106. A positive functional connectivity de-
notes that they tend to fire together, while a negative connectivity indicates that
they tend to fire at different times. As we begin to analyzing the correlation between
time series it is important to remember that correlations may occasionally represent
anatomical connections, and they always represent functional connections between
the cells. So while memories are believed to be stored physically in the synapses100,
they manifest the observed voltage patterns of neurons which are captured by the fir-
ing behavior of the cells. Functional connectivity should therefore be able to capture,
at some level, the changes occurring at the synaptic scale.
4.1.1 How do you measure the correlation between time series?
What makes two time series similar? What makes two time series different? The
first question is conceptually simpler than the second as similar spike trains look alike,
Fig.4.1(a), so when one train spikes the other should spike nearby as well107. The
second question is more difficult because spike trains can be non-similar in several
61
0 100 200
1
2
Time [AU]
C
el
l I
D
0 100 200
1
2
Time [AU]
C
el
l I
D
0 100 200
1
2
Time [AU]
C
el
l I
D
0 100 200
1
2
Time [AU]
C
el
l I
D
(a) (b)
(d)(c)
Figure 4.1: Comparing time series - (a) Similar time series, (b) Non-
similar phase locked time series, (c) Time series with distinct rates, (d)
Nonsimilar bursting time series.
ways, Fig. 4.1(b-d). Time series which lock out of phase are quite different. A
time series with many events is quite different from one with few events. They can
also be different if bursts of spikes occur in distinct locations. While all three of
these examples are distinct, the degree to which these time series differ is not always
clear. Occasionally it is okay to eyeball time series to see how related they are, but
in order to assess the similarity between each pair of neurons a measure is needed
to do the job quickly. Time series are important aspects of many lines of work so
measures already exist which can help us determine correlation. Although widely
used measures all detect some aspect of correlation, they have varying shortcomings
as well108. Two of the most glaring shortcomings involve accounting for frequency
and having a threshold at which correlation can be deemed significant.
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4.1.2 Ways of comparing time series
Let us take a quick look at some common measures of correlation between time
series. Cross correlation provides a measure of how well two signals vary about their
means together. It can be applied to neuronal time series after convolving the event
times with a Gaussian. When calculating cross correlation, the variable width of
the convolving curve controls the range over which events are considered to be co-
varying or distinct. Mean phase coherence (MPC)109;71 quantifies the extent of phase
locking110 between time series. The relative phases of events, eiφ, are averaged in
the complex plane to indicate locking behavior. Granger causality111 uses the event
history of one time series to try to explain the events of the other time series.
All of the methods mentioned fail to natively define thresholds for significance112.
Often the way in which significance is found is by comparing against generated or
shuffled data to empirically generate distributions of non-correlated data.
4.2 Temporal distance between spike trains
One concept that is lacking in the above methods is explicitly using the temporal
difference between events to define similarity. We can define a similarity by averaging
the temporal closeness of spikes from one spike train to another. The average temporal
closeness of spikes between spike trains also effectively quantifies the non-similar spike
trains in Fig. 4.1. By building upon this notion of average temporal distance between
spikes we can define a measure called Average Minimum Distance (AMD)113 from
spike train i to spike train j as
AMDij =
1
Ni
n∑
k=1
∆tkij (4.1)
Where ∆tkij refers to the absolute value of the minimum distance between spike k in
train i and the nearest spike in train j. Note that AMDij is not a symmetric measure,
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which is desirable when evaluating neurons which form directional connections. Using
equation 4.1, we see that AMD tells us that the spike trains in Fig.4.1, which burst in
distant locations, are the most different since this configuration provides the greatest
average distance between the spikes.
Average Minimum Distance needs further modification to be a sufficient spike
train measure, as it fails to account for the expected distance between the spike trains.
Without this modification frequency is not considered and the temporal distances are
difficult to interpret.
4.2.1 Comparing to generated distributions: Jitter and exponential dis-
tributions
One way to control for frequency is to use Monte Carlo methods114;115 to sam-
ple the distribution of potential spike trains and compare how the observed distance
stacks up to the distribution of sampled distances. This is the idea behind the orig-
inal iteration of AMD used in detecting functional connections with the Functional
Clustering Algorithm (FCA)41. The FCA jitters the time of events in all spike trains,
Si, and recalculates the AMD between spike trains. After jittering a large number of
times (∼ 1000 − 10000) an expected distribution of AMDs emerges for each pair of
spike trains. The significance of each observed, unjittered, AMDij can be found by
comparing to the jittered distribution. This can be accomplished by normalizing the
AMD values with a t-test.
F̂Cij =
µj − AMDij
σj/
√
Ni
(4.2)
Here F̂Cij refers to the estimate of the functional connectivity between neuron i and
neuron j. µj, σj correspond to the jittered AMD mean, and jittered AMD standard
deviation respectively. The size of the jitter used to shake spikes is a free parameter
of the FCA, which provides the flexibility to destroy correlation on specified temporal
scales.
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Figure 4.2: Comparing AMD against jittered distributions - (a) Black lines denote
events in Sj, while the red line denotes the minimum distance as a function of sampling
location. Average Minimum Distance (AMDij) is obtained by sampling the red line
at spiking locations Si and averaging. FCij is obtained by plugging into 4.2. (b)
To demonstrate this, if the black line is the measured AMDij, then for different
sizes of jitter, red or blue, you get a distribution whose mean and standard deviation
are µj,
σj√
Ni
respectively. (c) Shows the number of clustering steps above the cutoff
threshold as a function of jitter size. Jitter controls the extent of the correlations you
destroy, as it grows correlations are disrupted on larger scales.
One downside of repeatedly jittering spikes to generate a distribution of non-
correlated AMD values is how long it takes. Each AMD calculation for jittered
spike trains takes just as long as the initial AMD calculation. This leads to long
computation times to compute functional connectivities for relatively small data sets
(∼ 1Mb). Calculating the jittered AMD values can be avoided by making various
assumptions. If you want to compare the measured AMDs to the distance you would
expect if train j was completely uncorrelated you could compare to the expected AMD
of a randomly generated spike train with an equal number of events. Unfortnuately,
any single instance of a randomly generated spike train may have a large or small
Average Minimal Distance. Instead, you want to compare the measured AMD against
the expected value of all possible realizations from that distribution.
One of the simplest ways to do this is to multiply the expected AMD values on
intervals of given sizes by the probability of sampling an interval of that size, and then
integrate over all interval sizes, < AMDj >=
∫
l
< AMD >l ∗PS(l). This equation
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depends on j only through PS(l) which accounts for the rate of spikes, λ =
N
T
, in
Sj. In order to perform this calculation it is helpful to remember that interspike
interval lengths of Poisson process spike trains are equal to the waiting times between
successive events, and therefore follow an exponential distributions, P (l) = λe−λl.
Additionally, if the total data period is T, the probability of sampling on a given
interval of length l is p(l) = l
T
. For ∆tkij, defined in eqn 4.1 as the minimum distance
between event k in Si and Sj, an interval of length l has an expected AMD of
l
4
.
< AMDj >= µj =
∫
l
< AMD >l ∗PS(l) =
∫
l
l
4
∗ PS(l) (4.3)
To find PS(l) we use the probability of sampling an interval of length l, and the
distribution of intervals of length l. Enforcing the normalization constraint on the
distribution we have,
1 =
∫
l
PS(l) (4.4)
1 =
∫
l
C ∗ l
T
∗ λe−λl dl (4.5)
1 =
C
T
λ
 ∞∫
0
l e−λl dl
 (4.6)
1 =
C
T
λ
(
1
λ2
)
(4.7)
C = λT (4.8)
PS(l) = λ
2l e−λl (4.9)
Plugging into eqn 4.3 gives,
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< AMDj > =
∫
l
l
4
λ2 l e−λl (4.10)
=
λ2
4
∫
l
l2e−λl dl (4.11)
=
λ2
4
(2λ2) (4.12)
< AMDj > =
1
2λ
=
T
2N
(4.13)
This tells us that the expected AMD of a random spike train with rate λ is two times
the expected distance of a uniform distribution.
Similarly, we can calculate <AMD2j > following the methods above <AMD
2
j >=∫
l
<AMD2>l ∗PS(l). We will skip showing the work here and list the value instead
<AMD2j >=
3
8λ2
. Knowing that σ2 =<x2 > − <x>2, we can find the variance of
<AMDj > to be σ
2
j =
1
2λ2
=
µ2j
2
. Plugging (µj, σj) into equation 4.2 estimates the
functional connectivity as the significance of the actual distance compared to a fully
randomized distribution. This value reflects the information stored between Si and
Sj.
For spike trains which are approximately random, this normalization works well.
Unfortunately, most spike trains have ISI distributions which are not random, and
in this case the approximation can fail quite badly. To demonstrate this failure we
will imagine three spike distributions which all contain the same number of spikes:
S1 will have uniformly spaced spikes, S2 will be randomly generated with rate λ,
and S3 will be a burst of spikes. If we take the number of spikes to be N , and the
duration of the data to be T, then the distance from S3 to S1 in the worst case is
T
2(N+1)
. Comparing this to the expected distance on a randomly generated spike train
we have µj =
T
2N
, from 4.13 . This shows us that using the expected distance from
a random distribution as the reference to compare against the real distance from a
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uniformly distributed spike train will always yield a positive functional connectivity.
This happens because a uniform distribution minimizes the variation in ISI size, and
is therefore the distribution that minimizes the expected value of AMD. Similarly,
if we find the distance from S1 to S3, we should expect the value to lie around the
interval [T
4
, T
2
], which is larger than the expected value µj =
T
2N
. Given the inability
of assumed ISI distributions to reflect the observed spike train ISIs a more accurate
estimate of expected AMD distance can made by using the observed ISI distribution
4.2.2 Comparing to the expected AMD distributions
The problem with comparing the actual AMD to the expected AMD of any a-priori
distribution is that each distance AMDij reflects the average minimum distance from
spikes in Si to spikes in Sj. Therefore, it makes the most sense to compare against
the expected AMDj distribution of Sj. Fig. 4.3(a) shows how you can calculate
the expected value of the red line over the spike distribution. The first step is to
break down the desired integrals into values on interspike intervals. For spike train
data coming from the interval [0, L], consider breaking it into segments around the n
events at locations li, where l0 = 0 and ln = L.
< f > =
1
L
L∫
0
f(x) dx (4.14)
=
1
L
n∑
i=1
 li∫
li−1
f(x) dx
 (4.15)
=
1
L
n∑
i=1
(li − li−1) f¯i (4.16)
=
n∑
i=1
Pi f¯i (4.17)
In equation 4.16, f¯i is defined as the average of f on the interval [li−1, li], so f¯ =
1
li−li−1
∫ li
li−1
f(x) dx. In 4.17, Pi =
li−li−1
L
is the probability of that interval being
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Figure 4.3: How to calculate AMD - (a) The expected minimum dis-
tance, average of the red line, can be found by evaluating it on smaller
components before reconstructing it, b-d. (b) Start by evaluating the
expected value of AMD on half an interval. (c) Then use symmetry to
reconstruct the average on a full interval. (d) Lastly, combine intervals
to create the distribution in (a).
randomly chosen. Following the process outlined in equation 4.3 we are simplifying
equation 4.17, by breaking it into the average value on each ISI and multiplying by
the probability of sampling that ISI.
Next, we can use symmetry to break down the expected AMD into identical
components on each half ISI interval. This is depicted in Fig. 4.3 panels (b-d). The
last step is to integrate the first and second AMD moments, then combine them by
noting that the probability of sampling a specific interval is directly proportional to
the length of that interval as depicted in equation 4.17.
As we see in panel (b), for an interval of length x, the average distance from the
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left side of the interval is
<AMD(x)> =
1
x
x∫
0
y dy (4.18)
=
1
x
x2
2
(4.19)
=
x
2
(4.20)
From symmetry we see the average is same on both halves, shown in panel (c).
Substituting x = li−li−1
2
, the expeced value on an interval of length L is
AMDi =
li − li−1
4
(4.21)
Using 4.17, we can calculate the expected value of AMD on spike train j as
<AMDj> =
n∑
i=1
PiAMDi (4.22)
=
n∑
i=1
li − li−1
L
li − li−1
4
(4.23)
=
n∑
i=1
(li − li−1)2
4L
(4.24)
=
n∑
i=1
∆li
2
4L
where∆li = li − li−1 (4.25)
Repeating this process we can find < AMD2j >,
<AMD2(x)> =
1
x
x∫
0
y2 dy (4.26)
=
1
x
x3
3
(4.27)
=
x2
3
(4.28)
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for x = ∆li=li−1
2
this gives
AMD2i =
∆li
2
12
(4.29)
which gives
<AMD2j> =
n∑
i=1
PiAMD2i (4.30)
=
n∑
i=1
∆li
3
12L
(4.31)
From equations 4.25 and 4.31, we have < AMDj >= µj =
∑n
i=1
∆li
2
4L
and <
AMD2j >=
∑n
i=1
∆li
3
12L
. This allows us to quickly calculate the of each AMDij by
plugging into the equation 4.2, reprinted below.
F̂Cij =
µj − AMDij
σj/
√
Ni
This equation meets most of the initially stated demands in that it is normalized to
account frequency, and that it can measure how different each of those sample cases
are. Not too surprisingly it selects the bursting spike train as the times series that is
the least correlated to a random spike train.
4.2.3 What is AMD measuring?
It is important to consider what equation 4.2 is measuring as well as what it
is biased to detect. Consider a spike train consisting of four spikes making up two
interspike intervals as depicted in Fig. 4.4. If you want to sample this minimum
distance distribution at one location in order to get the largest value then you can
sample it in the middle of the longest interval, at 1.5. Similarly, if you want the
largest average while sampling each interval once, then you can sample each interval
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Figure 4.4: What AMD measures - Consider Sj to be the spike train in
black, the red line denotes the minimum temporal distance as a function
of sampling location. On a given ISI, the expected MD is denoted by
the dashed black line. The overall average is represented by the dashed
red line. Sampling any location on the smaller ISI, [3,4], will yield a less
than average minimum distance.
directly in the middle. In this case, does the sampling location of the shorter interval
matter much? We see that provided the smaller interval is a good amount shorter,
the sampling location on the short interval doesn’t matter as much as the longer
interval because the minimum temporal differences are averaged arithmetically. To
demonstrate this more clearly, if the short interval is sampled directly on one of the
two interval edges and the longer interval is still sampled at the midpoint, then the
combined AMD from those two samplings will be larger than the expected value
making it negatively correlated.
An extension of AMD will be shown in section 4.2.5 which emphasizes the location
where each interval is sampled, but as AMD is currently described, it is similar to
rate coding in that it rewards sampling regions of high density. Small AMD values
can be achieved either by sampling any part of a small interval or by sampling close
to spikes on large intervals. This shows that AMD is similar to cross correlation,
which also emphasizes that high density regions overlap.
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By selecting AMD as the measure of spike train distance in equation 4.2, our
approach to functional connectivity is explicitly looking for small average temporal
distances. As mentioned above, sampling short intervals and sampling large intervals
close to the spike both produce a positive correlation. This search for correlation is
not a sign of statistical independence. Statistical dependencies do not need to be
defined by short average time differences, for instance phase locking can result in
large temporal distances and chaotic relationships may have non-trivial relationships
between spike trains. AMD attempts to identify repetitive functional structure be-
cause spiking statistics make it unlikely to identify single spike relationships. For a
strong functional relationship to be measured a consistent signal is generally need
to move the mean temporal distance from the expected distance. Highly coincident
spikes can also contribute to large z-scores, but fail to make much difference after
averaging across many spikes. Signals that encode given functional tasks must cohere
on the time scale of that functional task, often on the order of milliseconds. Given
the short time constraint for highlighting a specific task and the noisy environment
of the brain, we believe that correlation on the level of individual spikes should be
prioritized over slower and more complex neuron relationships. Therefore, we are
looking for repetitive correlations of individual spikes instead of correlations between
entire spike trains. However, if one wanted to search for more complex statistical de-
pendencies than average temporal closeness then a different functional connectivity
could be identified for specified relationships.
Another limitation of AMD is related to the speed of signal transmission in neu-
rons. The expected value of AMD on an interval of temporal length l, l
4
, doesn’t
account for the time of signal transmission. Lets assume the slowest signal between
neurons in a functional group is S, then temporal distance will fail to register func-
tionally related events if S is on the order of l
4
. Biologically, if slow signals could
be on the order .1 seconds, then cells spiking consistently every .4s, or 2.5hz would
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fail to be identified as positively correlated spike trains. This isn’t generally a con-
cern because AMD prioritizes rate coding and cells rarely fire uniformly over entire
recording periods. Furthermore, AMPA signaling happens on a significantly faster
time scale, around ∼ 0.001s116.
4.2.4 Extracting the signal from the noise
There is one important AMD functional connectivity concept that remains to be
investigated. Synaptic input to neurons comes from many sources, and there is no
reason to believe that neurons only respond to one input. Even when neurons are
strongly coupled, they will fire stochastically in the presence of quiescent periods.
This raises a question, does the AMD functional connectivity continue to work when
cells fire in response to multiple input sources?
To answer this, let’s consider the Average Minimum Distance, AMDij, between
spike trains Si and Sj. Assume that α%,
Nα
Ni
, of the events in Si coincide with events
in Sj to functionally encode for something. The (1 − α) % of the rest of the spikes
correspond to stochastic firings or to interactions with other spike trains. This is
depicted in Fig. 4.5, where the functional events from S1 to S2, colored red, are being
masked by the presence of the other spikes strains. We can represent the Minimum
Distance, ∆tkij, as a combination of correlation with Sj and of independent firings.
We will assume that the functional firings have a set form, where the same pathway is
traced out for a repeated functional representation, so that the minimum distance will
be constant, ∆tkij = d¯ij. Non-correlated firings will be assumed to randomly sample
Sj, and can be represented as a normal random variable, N (µj, σj). The following
derivation can be modified to allow for encoding of multiple relationships, but the
scaling should not be too impacted. Using our assigned notations and the relevance
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Figure 4.5: AMD signal to noise scaling - Neuron 1’s raster includes
responses to Neuron 2, in red, and responses to Neurons 3-5, in black.
of correlated and random spikes we represent the mean Minimum Distance as,
∆tkij = α d¯ij + (1− α)N (4.32)
plugging this into equation 4.2, we estimate the functional connectivity to be
F̂Cij =
µj − AMDij
σj/
√
Ni
(4.33)
=
µj − 1Ni
∑
∆tkij
σj/
√
Ni
(4.34)
=
µj − 1Ni
∑
(α d¯ij + (1− α)N )
σj/
√
Ni
(4.35)
Averaging over a randomly sampled normal variable should return the mean with
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variations on the order of the standard error, 1
N
∑
N ≈ µj ± 1√N σj.
F̂Cij =
(α + (1− α))µj − 1Ni
∑
(α d¯ij + (1− α)N )
σj/
√
Ni
(4.36)
=
α(µj − 1Ni
∑
d¯ij) + (1− α)(µj − 1Ni
∑
N )
σj/
√
Ni
(4.37)
≈
α(µj − d¯ij) + (1− α)(µj − µj ± 1√Niσj)
σj/
√
Ni
(4.38)
≈
α(µj − d¯ij)± (1− α) 1√Niσj
σj/
√
Ni
(4.39)
≈ α
√
Ni
(µj − d¯ij)
σj
± (1− α) (4.40)
≈ Nα
Ni
√
Ni FCij ± (Ni −Nα)
Ni
(4.41)
The results of equation 4.41 are important! It tells us that the functional response
between Si, Sj is scaled by the probability of correlated events and that there is a
noise term. While (1− α) may be greater than α, the dependence on the number of
spikes is an important distinction between the two terms. The first term increases
with the number of spikes, while the non-correlated term doesn’t. This is consistent
with the understanding that additional data should improve the signal to noise ratio.
Provided a sufficient number of events are present in the spike trains, the functional
signal, d¯ij will dominate the noise.
4.2.5 Extensions of average minimal distance
Average Minimum Distance is fast, simple to interpret, and has proven robust in
application. Even so, the way it rewards sampling regions of high density is sometimes
unideal. As mentioned in section 4.2.3, high density regions may require a more
selective measure. This can be achieved using either phase methods or variations of
temporal distance with stronger emphasis on shorter distances.
Variations of AMD could use relative phase instead of the temporal distance. On
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an interval of size L, the expected phase to nearest event when randomly sampled is
pi
2
. Unlike AMD, where all of the distances are added and compared to the expected
distance and standard deviation, each phase would be converted into a measure of
significance and then combined. The end result is similar to Mean Phase Coherence,
with the added benefit of knowing the context of the value returned without needing
to repeatedly create randomized distributions.
This work has not yet been pursued, but I have some recommendations for the pro-
cess. Computing a significance on each interval using a t-test, phaseij =<
µj−dij
σj
> is
not needed, and in fact if computed on each interval will return values on [−√3,√3].
This is problematic because it implies that no spike on a single interval can be signif-
icant according to a t-test. Instead, acknowledging that randomly distributed spikes
should evenly sample an interval, we can take each phase value and compare to the
phase cdf of expected values. This would suggest that the cut-off for significance of
the averaged phase values,
√
Ni ∗ ( 1Ni
∑
k Phase
k
ij − pi2 ) , is any value less than 120pi.
Instead of taking the temporal distance, an adapted measure could be pursued.
For instance, a temporal distance cutoff could be added in order to apply a maximal
penalty on large intervals. It is unlikely that events further apart than a certain
distance reflect the relationship between the neurons. As an added benefit, this
would emphasize the relationship amongst spikes over a smaller time scale. Another
approach would be to use a different functional form of ∆tkij for instance, f(∆t
k
ij) =
(∆tkij)
1
2 would also place more emphasis on shorter distance by effectively scaling down
the impact of larger temporal distances. An interesting way to measure functional
connectivity would be mimicking expected Hebbian learning rules28. Given the wide
variety of learning rules there are many options here, but if you adopted a 1
x
rule
then you would have something similar to HLij =
∑
k
1
∆tkij
. You would still need to
calculate the first and second moment of the adopted measure in order to calculate
the significance. All of the suggested measures have the convenient property where
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comparing to randomized distributions is unnecessary.
4.3 Returning to neuroscience: Measuring the rate of change
of functional connectivity
Having built up the necessary machinery to quantify neuronal synapses, we are
now ready to look at changes in neuronal functional relationships. Studying the
interactions at a network level will ideally allow us to glimpse how the brain records
information. Theory suggests that changes in the synapses store memories and allow
learning to occur. In order to investigate this, we want to look at structure in the
Functional Connectivity matrices, {F̂Cij}.
4.3.1 Measuring change in connectivity matrices
One of the first ways we investigated functional connectivity was by looking at
leading structure present in the functional connectivity matrices, and merging the
spike trains with the strongest correlation. Recalculating the functional connectivity
amongst new spike train pairs and repeating the merging process results in a recursive
algorithm, called the Functional Clustering Algorithm, which highlights the most
dominant structure. The result of the FCA, when combining n spike trains, is n-1
merging steps tracking which cells are being merged and the particular strength of
each merging step.
This can be plotted in a nice visual form as a dendrogram, see Fig. 4.6. Den-
drograms can be useful for picking up hidden structure within neuronal data as in
Fig. 4.6(a). The binary nature of clustering relationships can make comparing den-
drograms difficult. Two neurons may be strongly related, but interactions with other
neurons may cause them to belong to distinct functional clusters.
Full matrix methods utilize all pairs of relationships and can provide more thor-
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Figure 4.6: Dendrograms examples - (a) Applying FCA to the unsorted raster plots
on the left gives a raster plot which visually performs well. The clustering structure
is shown on the far right. (b) Comparing dendrograms can be difficult due both to
the high dimensionality and the inclusion/exclusion classification of the FCA.
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ough descriptions of changes in functional structure. The high dimensionality of
pairwise correlation matrices, n2 pairs, makes it difficult to visually process infor-
mation about the change in each element. It is simpler to look at methods which
return a single value describing the overall change. One such method is the root
mean square difference (RMSD) in functional connectivity matrices. RMSD gives the
sqrt of the average power in the difference matrix. It signifies the average difference
in two matrices, where zero denotes no change.
4.3.2 Stability of functional connectivity
Another way to measure overall difference between functional connectivities is
to think of them as vectors, and compare them with cosine similarity117. Cosine
similarity between two vectors, depicted in Fig. 4.7(a), is the length of the projection
of one normalized vector onto the other. As the name suggests it is closely related
to the cosine function, CS(~x, ~y) = <~x,~y>||~x|| ||~y|| , and it is consistent with the standard
interpretation on the unit circle where the cosine of an angle is the projection of
that location, specified by the angle, onto the x-axis. Cosine similarity computes a
weighted combination of the overlap between all n2 functional connections and gives
a value between 1, parallel vectors, and -1, anti-parallel vectors.
Cosine similarity can be calculated for data from consecutive periods of time. We
call this stability, as you expect less change in functional connectivity for more stable
functional structure. Stability picks up the rate of change in the functional structure,
and this can be seen in Fig. 4.7(b), where a simple four unit model is set to oscillate
over time. The oscillations shift to a higher rate at time 50, which shows up as a
drop in the stability. Rate of change is sensitive to both the overlap and duration
of data, so care should be taken when comparing similarity between distinct data
sets. The bottom of Fig. 4.7(b) shows the matrix of similarity values the results from
comparing all pairs of time windows.
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Figure 4.7: Examples of cosine similarity - (a) Shows the definition of
cosine similarity, (b) Shows similarity for a simple oscillating structure.
The robustness of stability in the presence of noise merits discussion. Stability
returns a measure of the rate of change of the measured functional connectivity.
Ideally this structure isn’t too sensitive to the exact timings of each spike, otherwise
variances makes interpretation of stability difficult. Fig. 4.8 investigates stability
in two situations. In panels (a,b) stability is calculated for jittered generated spike
trains, and in panel (c) the spike train properties are investigated under jitter.
The simulations investigated in panel (a) consist of a randomly generated master
spike train and duplicated spike trains which have a probability of copying each event
in the master spike train. When events are copied, they are jittered around the time of
the copied spike. In order to roughly equalize the number of spikes in the duplicated
and master spike trains, random spikes are added to the duplicated trains. Panel
(a) shows stability versus small jitter for several copying rates, and panel (b) shows
the same for large jitter. As shown in Fig. 4.2(c), jitter size is inversely related to
stability, but here we see that stability is quite robust to jitter. For all copying rates,
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Figure 4.8: Robustness of stability to noise - (a) Shows the stability of copied spike
trains to small jitter values, averaged over 6 runs. The network consisted of 1 master
train and 39 copied trains. (b) Stability of copied spike trains to large jitter values.
(c) Influence of jitter on Location, ISI distribution, Mean and Std Dev for a specified
spike set up. The initial distribution consists of spikes at [4,4.2,4.4,4.6,4.8,5.0].
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stability is easily distinguished from randomized spike trains when jitter is the size
of the average ISI. Stability of highly copied spike trains is distinct even with jitter
as large as 10x the average ISI.
This robustness to jitter is in part due to the rate sampling nature of AMD. The
first column in panel (c) shows the impact of jitter size on a set distributions spikes,
[4, 4.2, 4.4, 4.6, 4.8, 5]. Later columns show histograms of ISIs, variance, means, and
range of the initial distribution under 10,000 jitterings. The jitter size of the rows
are [.1,.4,1,4]. Notice that the average ISI size, .2, is much smaller than the jitter size
in the last row, yet the mean, variance, and distribution are still similar to earlier
cases. Jitter represents a mean 0 transformation; on average the spikes don’t move,
which means that typically over dense regions will still be over dense after jittering.
Jitter must be large enough to mix over and under-dense regions, which are often
larger than the scale of single ISIs. While jittering shakes each spike, the functional
connectivity is strongly dependent upon region density and therefore is quite stable
to perturbations.
Cosine similarity has been introduced in the context of comparing adjacent time
periods in order to see how they change, but it doesn’t need to be limited to neigh-
boring periods. In fact, comparing all the partitioned data against each other is one
way to look for reoccurring patterns within the data.
Fig. 4.9 shows an example of the application to data. Panel (a) depicts the
functional structure of readouts from a mouse hippocampus over 24 hrs. Even at this
level it is clear that there are two distinct structures present in the data because of the
bands of vertical structure. Here each cell’s relationships for a given data segment are
stretched into a column. Neurons 1-6 appear to be largely uncorrelated to anything
at the beginning, whereas neurons[7-9, 11-13] appear to be highly correlated. In the
bands of vertical structure, everything seems to become more correlated as denoted
by these columns having more red. Interestingly in these locations, only neuron 10
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Figure 4.9: Example of identified structure over time - (a) Functional connectivity of a
given moment of time is displayed as a vertical column. Color denotes the normalized
strength of coupling,
F̂Cij
|F̂C| . A colored strip indicating cell frequency is placed inside
the white border at the top of each cells functional relationships. The bottom two
rows are the sleep phase and population frequency. (b) Similarity calculations for
all the periods of data. (c) The similarity between adjacent data segments. The
background color reflects the sleep state(green=wake, yellow=SWS, red=REM).
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appears to have primarily low connectivities to the other neurons. This might suggest
its connections are mostly inhibitory, possibly identifying the cell as an inhibitory
fast spiking interneuron. This is potentially corroborated by noting that neuron 10
appears to have reduced connectivity to all the other cells during the bands of vertical
structure. Panel (c) shows the stability when you compare data from adjacent time
windows. The coloring in the background of the plot denotes the sleep phase of the
animal: green denotes wake, yellow denotes slow wave sleep, and red denotes REM
sleep. Panel (b) shows the similarity values which result from comparing all windows
with all other windows. The two bars on the bottom and left side are the sleep phase,
and the population frequency, respectively. The structure here matches the vertical
bands of structure, and confirms that the periods of vertical structure represent very
similar functional connectivities.
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CHAPTER V
Learning-induced functional network stability as a
mechanism for system memory consolidation
In this chapter I apply stability to quantify the changes in network dynamics due
to rapid learning during contextual fear conditioning. In addition I show that the
insertion of a network heterogeneity into a simulated network of neurons produces a
measurable change in network stability. I also find that the change in network stability
of sleeping mice shows good correlation with the classical measure. All experiments in
this chapter were performed in Sara Aton’s lab by Nicolette Ognjanovski. This chapter
has been submitted for publication.
5.1 Introduction
Structural network changes, such as changes in synaptic strength between indi-
vidual neurons, are thought to form the physical basis of memory traces (engrams) in
the brain118. Such structural changes could promote memory formation and retrieval
through the creation of network heterogeneities acting as dynamical attractors119;18.
The exact nature of these attractors is unknown, and precisely localizing engrams in
the brain has proven difficult. At the same time, detection of such network hetero-
geneities, comprising changes to a small fraction of synapses120, presents a computa-
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tional problem for the brain. In this chapter we demonstrate that introducing local
structural network heterogeneities changes the global temporal dynamics of neuronal
networks. In network computational models, we observe stabilization of global net-
work dynamics upon introduction of a local heterogeneity. Such stabilization could
promote ”system consolidation”, creating a globally-distributed representation of the
new memory. Critically, we find that optimal capacity for network-wide functional
stability happens near excitatory/inhibitory (E/I) balance and at dynamical critical-
ity, two features which characterize in vivo brain function121. Finally, we show that
functional network stabilization is induced in the mouse hippocampus in vivo dur-
ing formation of a fear memory engram. We conclude that certain features of brain
function may have evolved to promote network-wide dynamic changes in response to
novel learning, which in turn drives long-term memory consolidation.
It is widely hypothesized that new information is encoded in brain circuits through
activity dependent, long-term structural changes. These structural changes modify
the synaptic efficacy and functional connectivity between neuronal populations, a
putative mechanism for storing a representation of information in memory (the en-
gram)122;123. However, localizing engrams to specific neural circuits has been a his-
torical conundrum. Attempts at physical disruption of established memories (e.g.,
through brain lesions124 or, more recently, through optogenetic silencing125;126) have
shown that engrams are robust to changes in communication between individual neu-
rons, or even between brain areas. Thus, despite more than a century of study, it
is not well understood how representations are formed and stored on larger scales,
across neural circuits or the brain as a whole.
It is also unclear what impact these changes have on overall network dynamics.
The generally long-accepted assumption is that the creation of additional connections
(i.e., a network heterogeneity) leads to the formation of a dynamical attractor. Cur-
rent work points to functional network reorganization upon memory formation127.
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However, the number of neurons participating in any computation (e.g., memory re-
call) is thought to constitute a small fraction of the total neuronal population. This
raises a question: how is the brain able to detect structurally small attractors in order
to recall their information?
Here, we show that formation of a discreet, local heterogeneity in neural network
architecture (such as that associated with strengthening a subset of synapses in, or
adding new synapses within, a neuronal network) has a significant impact on network
dynamics, far beyond the heterogeneity itself. Namely, we find that formation of a
local network heterogeneity stabilizes network dynamics far away from it.
5.2 Methods
5.2.1 Estimating stability
Determining the stability of functional connectivity: Functional connec-
tivity metrics using Average Minimum Distance (AMD): Given a list of spike trains
S1, S2, , Sn for n neurons, where Si contains all the firing times for neuron i, the
functional relationship, FCij, of the i-th and j-th neurons is evaluated by comparing
the average temporal closeness of spike trains Si and Sj to the expected sampling
distance of train Sj, µj. Values are normalized by dividing this difference by the
expected variation in sampling distance of train Sj, σj.
The average distance from spike train Si to Sj is given by the AMDij, where we
define AMDij =
1
Ni
∑
k ∆t
k
ij, here Ni is the number of events in Si and ∆t
k
ij is the
temporal distance between event k in Si to the nearest event in Sj. The expected
values, µj and σj, are calculated by integrating over the sampling minimum distance
distribution of Sj. The expected mean sampling distance and standard deviation
can be simply expressed by noting that over an individual interspike interval (ISI) of
length L, the first two moments of minimal distance are given by µL =< MDL >= L
4
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and < (MDL)2 >= L
2
12
. Taking into account the probability of sampling an interval of
length L for a spike train of length T is L
T
, we can combine the values from intervals to
give µj =< MDj >=
∑
{L} pLµ
L = 1
T
∑
{L}
L2
4
, and < (MDj)
2 >= 1
T
∑
{L}
L3
12
. The
expected standard deviation is given by σ2j =< (MDj)
2 > − < MDj >2. Knowing
now how to evaluate all the components, we estimate the functional connectivity
between neurons i and j as: F̂Cij =
√
Ni
µj−AMDij
σj
. The functional connectivity
values represent the significance of the average temporal closeness of Si to Sj after
taking into account the spiking distributions of Sj. The calculations of µj and σj
allow for rapid estimation of functional connectivity and are accurate approximations
so long as the spike timings are well determined. Furthermore, the methods used
here can be readily generalized to more complex measures, for instances a quadratic
or exponential distance.
Functional stability as a measure of network dynamics: Functional con-
nectivity networks can be calculated for multiple time segments and then compared
using cosine similarity to get a measure of how functional relationships change over
time. Cosine similarity, CAB = cos θAB =
<A,B>√
<A,A><B,B>
, is a measure of the overlap
between two values, with 1 denoting no change in the network and 0 indicating the
two networks are not related. (See Fig. 5.3) When the similarity is found for a se-
ries of adjacent time windows, the average of these values denotes the average value
of change which we refer to as functional stability. The length of the time bins is
constrained at the low end by the spike counts of the analyzed neurons. We used
the shortest time bins possible where each neuron contains at least 10 spikes, so that
the functional connectivity values are based upon the full set of neurons. Longer
time-windows will average out functional dynamics in favor of long term permanent
structure.
Functional stability matrix as means to analyze evolving network rep-
resentations: In section 5.3 we compare consecutive functional representations to
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Figure 5.1: Example of AllxAll Stability - Example of a functional stability matrix.
The stability is calculated for every pair of time-points in the 24 hr recording. The
color in the body denotes stability magnitude (as indicated by the color bar on the
side), while the color along the X and Y axes represents the behavioral state of the
animal (blue wake, red SWS, yellow REM sleep, state mixtures are represented by
color blends).
assess mean network stability. However, interesting information can be extracted
through analysis of functional stability matrix (Fig. 5.1), where stability is not lim-
ited to adjacent time windows. Fig. 5.1 shows an example of the functional stability
calculated across the 24hr recording. Formation of state (sleep vs. wake) dependent
domains is clearly visible. In this particular example the similarity is significantly
higher overall for waking behavior.
5.2.2 Simulations
Excitatory integrate-and-fire (LIF) network: A leaky IAF model was used
to investigate stability in simulated data. Neuron voltages evolve according to the a
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LIF model described by dVi
dt
= −αVi +
∑
j AijCijS(t − tkj ) + Ii(t) + Nδ(tm,i). Here
the terms of the RHS denote leak current, summed synaptic input, constant external
drive, and a noise term, respectively. The equations were integrated using Euler’s
method. Vi is the voltage of neuron i, and when it exceeds 1, the neuron fires and
the voltage is reset to 0 after Rp=10 time steps refractory period. The leak constant
is α= 0.5. Cij is the adjacency matrix, where Cij = 1 when there is a connection
between neurons ij and Cij=0 otherwise. The parameter Aij denotes the strength of
the connection between i-th and j-th neuron; Aij is a random variable drawn from
uniform distribution Aij ∈ [0, .1]. S(t − tkj ) denotes the synaptic current sent from
neuron j following it spiking at time tkj . The synaptic wave form we used was defined
as the difference in two exponentials given by S(t) = e
−t
τs − e
−t
τf , where the τs= 3
and τf=0.3. Ii is the external drive delivered to cell i; each cells external drive was
assigned prior to the simulation to allow for a range of natural firing rates. The last
term on RHS represents noisy input to the neuron modeled by a variable amplitude
(0.35-0.7) single time step of current pulse. The probability of a cell experiencing
noise at any given time step was pn=0.1.
The networks consisted of 1000 cells connected locally with a varying connectivity
radius and then rewired with various rewiring probabilities. A heterogeneity was
constructed by strengthening or adding more connections between connected cells
within the heterogeneity. Each simulation was run for T = 2 ∗ 104 time steps.
LIF networks with inhibition: The inhibitory simulations uses the same gen-
eral form as the excitatory only networks, but additionally include 250 inhibitory
cells. These cells form a sub-network that is positioned to be evenly distributed
across the 1000 excitatory cells. Their radius of connectivity is the same as that of
the excitatory cells, but their strength is 2.5 times the excitatory strengths. This
value was computationally determined to be about the value at which excitation and
inhibition balance for the homogeneous network. To change excitation/inhibition
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balance (Fig. 5.5(a,b) in the network we applied additional external current IA re-
ceived by inhibitory cells,IA ∈ [−0.1, 0.1]. For these simulations we set the following
parameters: Rp=20, pn=0.025, and T=105.
Modified Bak-Tang-Wiesenfield model: A modified version of the Bak-Tang-
Wiesenfield (BTW) model128 was used as a simplified IAF model corresponding to
a 3D network with N = 12x12x12 = 1728 cells. Each cell had a connectivity radius
of r = 1 with non-periodic boundary conditions; connections were rewired with a
probability of 0.1 to a small world network. The energy of each cell i is given by
Ei(t+1) = Ei(t)+
∑n
j=1 ACijE
∗
j (t)+δ(x− i) where the terms in the RHS correspond
to the summation of the present value of the cells energy and all of its inputs. The
summation term represents the total inputs from connected, spiking cells (E∗j ) mul-
tiplied by the corresponding connectivity strength A. The connectivity strength was
uniform over the entire network except for a 5x5x5 cell sub-network placed starting
at position (6,6,6) where A = 2.0, representing a region of heterogeneity.
Following the BTW model,a cell x is randomly chosen with probability 1
N
to
receive a unit of external input of energy using the delta function. Here, A is strictly
positive thus causing Ei to increase in time until a threshold is met whereby it topples,
sending information to its connected cells before resetting in the following time step,
i.e.Ei(t + 1) = 0,if Ei(t) ≥ 6. Once a cell is reset by this mechanism, it enters a
refractory time of 20 time steps during which it cannot send or receive information.
Similarly, if at least one cell fired in the previous time step, then no external input is
provided to the system, i.e. x = 0 and thus δ(x− i) = 0.
Calculation of Avalanches and Power Law Distributions: Spike times
from the modified BTW model were sorted in time in order to calculate neuronal
avalanche sizes129. In this case, the avalanche size corresponds to the total number
of consecutive spike times with time separations less than or equal to one time step
(thus, multiple topplings occurring simultaneously are counted). Discrete probability
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Figure 5.2: Euclidean distance versus neural separation - Example of the
relationship between Euclidean distance and Network separation (i.e. av-
erage number of connections needed to cross to get from one point in the
network to another) for two network connectivities. - The heterogene-
ity is centered at 0. Green line denotes local connectivity (p=0) in one
dimensional network. Blue line denotes connectivity for rewiring proba-
bility p=0.1. Calculations were averaged over 16 network instances.
distributions were calculated from the histogram of avalanche sizes.
Neural separation versus Euclidean distance: definition of far distance:
In our simulations the distance between the heterogeneity and any cell in the network
is measured as an Euclidean distance assuming that the lattice constant is set to
one. On Figures 5.4-5.6 cells far from heterogeneity are defined as the ones having
maximal Euclidean distance from it. In the complex networks the distance or sep-
aration between two regions is more naturally defined as the separation in terms of
number of connections needed to cross between them. Neural separation depends on
network structure (Fig. 5.2). For local connectivity (a rewiring probability of p=0)
the network distance increases linearly with Euclidean distance from the center of
the heterogeneity, with slope dependent on the number of connections per neuron.
For p > 0 the separation becomes essentially independent of Euclidean distance and
scales approximately as ln(N), where N is network size69.
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5.2.3 Experimental procedure and data acquisition
Chronic in vivo recording and contextual fear conditioning: Male C57BL6
/J mice (Jackson, aged 2-5 months) were implanted with driveable headstages con-
taining two bundles of 7 stereotrodes each (spaced 1 mm apart) for single-unit and lo-
cal field potential (LFP), and silver-plated wires for nuchal electromyographic (EMG)
recording. LFP and EMG signals were used to assign behavioral states (wake, SWS,
REM sleep) in 5s epochs throughout the recording period. Mice were individually
housed (in standard caging with beneficial environmental enrichment including nest-
ing material, manipulanda, and treats) during post-operative recovery and subsequent
behavioral experiments. Lights were maintained on a 12hr :12hr light:dark cycle, and
food and water were available ad lib, throughout all procedures. All housing and ex-
perimental procedures were approved by the University Committee on Use and Care
of Animals at the University of Michigan.
Following a 1-week recovery period, mice were habituated to daily handling (5-10
min/day) for 3 days. During this habituation period, stereotrodes were gradually low-
ered into CA1 until stable neuronal recordings (with characteristic spike waveforms
continuously present on individual recording channels for more than 24hr) were ob-
tained. After this, no changes to electrode position were made throughout subsequent
experimental procedures. All mice underwent a 24hr baseline recording starting at
lights on. At lights on the following day, mice underwent single-trial contextual fear
conditioning (CFC) or sham conditioning (Sham, n = 4)57. Mice were placed into a
standard conditioning chamber (Med Associates) with patterned Plexiglass walls and
a metal grid floor. All mice were allowed to freely explore the novel chamber over the
3min training session; CFC mice (but not sham mice) received a 2s footshock (0.75
mA) after the first 2.5min. At the end of 3min in the conditioning chamber, mice
were returned to their home cage for a 24hr post-conditioning recording period. CFC
mice were subdivided into two groups - one which was allowed ad lib sleep (CFC,
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n = 5), and a second which was sleep deprived by gentle handling for the first six
hours following training130 (a manipulation which is sufficient to disrupt contextual
fear memory consolidation131;132; Sleep Dep, n = 5). 24hr following training, at lights
on, mice were returned to the conditioning chamber for a 5min assessment of con-
textual fear memory. This was calculated as the change in context-specific freezing
between testing and training trials (i.e., (% time spent freezing at test ) − (% time
spent freezing at baseline)[pre-shock]).
Spike data analysis: Electrophysiological signals were digitized and differen-
tially filtered as spike and LFP data as described previously57 using Omniplex hard-
ware and software; single-unit spike data was discriminated using Offline Sorter soft-
ware (Plexon). The firing of individual neurons was tracked throughout each experi-
ment on the basis of spike waveform, relative spike amplitude on the two stereotrode
recording channels, positioning of spike wave-form clusters in three-dimensional prin-
cipal component space, and neuronal subclass (e.g., FS interneurons vs. principal
neurons). Only those neurons that were reliably discriminated and continuously
recorded across 24-hr baseline and 24-hr post-conditioning recording periods were
included in analyses of network stability. A separate analysis of a subset of the spike
data used in this study was published previously57.
5.3 Results
We first quantified network stability to measure temporal dynamics in the func-
tional network; the workings of our network stability metric are shown in Fig. 5.3.
Briefly, neuronal spike times are divided into temporal bins (Fig. 5.3(a), of the short-
est possible length to provide a robust estimate of functional connectivity. We used
average mean distance (AMD)133 to evaluate functional network connectivity in each
bin. Functional stability is quantified as the cosine similarity, given by S =
∑
i,j AijBij
|A||B| ,
between functional networks at two different time points. This provides a normalized
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Figure 5.3: Visual example of functional network similarity - (a) An example firing
raster for four neurons partitioned into seven time bins; (b) functional connectivity
matrices, based on spike trains in each segment, estimated using the AMD metric.
Color denotes connection strength; blue and red represent weak and strong connec-
tions, respectively; (c) cosine similarity of adjacent representations. (d and e) An
example of functional stability for an oscillating network structure with varying pe-
riods. (d) Evolving functional connectivity of every cell pair in a simple 4-neuron
network (insets individual neurons are represented by red, yellow, green and blue;
excitatory connection is black, inhibitory connection is purple; line thickness repre-
sents connection strength). Blue and red denote low and high correlations, respec-
tively, white represents correlation near zero. (e) Similarity values for the functional
representations of (d) similarity captures the rate of change of the functional network.
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measure of their overlap (Fig. 5.3(b). Functional network stability thus provides a
measure of functional network changes over time (Fig. 5.3(c), with values closer to
one representing stable (unchanging) networks. As an example, Fig. 5.3(c) depicts
an artificially-generated functional network, which changes at a rate 2x slower at the
beginning vs. end of the trace. Functional similarity drops precipitously as the rate
of change increases.
5.3.1 Nonlocal detection of heterogeneities
We next applied the network stability metric to a simple integrate-and-fire network
model composed of 1000 neurons described by dVi
dt
= −αVi +
∑
j AijCijS(t − tkj ) +
Ii(t) + Nδ(tm,i); these terms denote leak current, summed synaptic input, constant
external drive, and noise, respectively. The neurons are thus driven by internal and/or
external input, and also receive random excitation at time tm,i (see supplemental
material for details). Initially, we compared functional network stability between
sparsely-connected excitatory-only networks having identical connectivity structure
except for the inclusion of a localized heterogeneity (in which the coupling between
100 adjacent neurons increased; Fig. 5.4(a). Fig. 5.4(a,b) depicts changes in stability
measured within the heterogeneity and away from it. Changes in functional stability
were detected not only within the heterogeneity itself, but also far away from it
(see definition of network distance in supplemental material). The strength of the
heterogeneity modulated the resulting stability change, especially far from its location
(Fig. 5.4(b) and Fig. 5.4(c), but significant changes were observed even for small
heterogeneity sizes (relative to the whole network) and for moderate strengthening of
connections.
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Figure 5.4: Comparison of functional stability within identical networks in the
presence and absence of a localized heterogeneity - (a) The change in functional
stability due introduction of heterogeneity, calculated for neurons positioned
within that heterogeneity. Bars denote (from the left) strong, weak and no
structural heterogeneity, respectively. (b) Same as panel (a), calculated for
100 neurons positioned far outside the heterogeneity. Roman numbering of
the bars corresponds parametric positions in panel (c). (c) Change of func-
tional stability as a function of heterogeneity size and strength calculated for
representations of 100 neurons positioned at maximal distances from the het-
erogeneity. Here the network is composed of N=1000 excitatory integrate-and-
fire neurons. The network is a 1D structure having local connectivity density
of 5%. The neurons for which stability is calculated are an average Euclidean
distance of ∼ 500 lattice units apart, which corresponds to an average network
separation of a ∼2.7 number of connections (please see discussion in supple-
mental material and Fig S1).
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5.3.2 Excitation balance and criticality
Since functional stability may depend on network properties, we investigated
which dynamical network regimes promote global stabilization in response to local-
ized heterogeneities. Excitatory/inhibitory (E/I) balance, calculated as the ratio of
total network-wide inhibitory and excitatory effective inputs, is thought to emerge
naturally in sparsely connected networks with strong synapses134. Neurons within
networks working in this regime exhibit faster linear response to stimulation, and
greater dynamic range135. To investigate how (E/I) balance affects network stability
changes, we modified the integrate-and-fire network to a mix of inhibitory (Ni=250)
and excitatory (Ne=1000) neurons, and varied the external drive to inhibitory neu-
rons while keeping excitatory drive constant. Fig. 5.5 depicts stability (Fig. 5.5(a))
and change in stability (Fig. 5.5(b) as a function of inhibitory drive. The sensitivity
of the latter measure to the presence of a heterogeneity peaks near the (E/I) bal-
ance (additional inhibitory drive = 0); large deviations in both directions reduce its
sensitivity to zero.
We also assessed how self-organized criticality affects network stability. This fea-
ture of network dynamics is hypothesized to provide the brain with maximal com-
putational agility, with emergence of long-range correlations at the critical point136
allowing for rapid spread of information throughout the network. We found that this
precise feature mediates maximal functional network stabilization far from a local-
ized heterogeneity. Here, we used Bak’s model128 and measured the distribution of
spike-time avalanche lengths in the system. As before, we compared changes in net-
work stability in the presence and absence of a structural heterogeneity (125 adjacent
neurons with increased connection strengths between them). To generate subcriti-
cal, critical, and supercritical networks, we altered the strength of the connections,
homogeneously, in the rest of the network. Distributions of avalanche lengths, and
sensitivity of functional stability, as a function of the connectivity strength are shown
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Figure 5.5: Identification of dynamical network regimes for optimal sensitivity of
functional stability - (a , b) Inhibition/excitation balance. (c , d) Criticality. (a)
Average stability of excitatory + inhibitory networks as a function of additional
inhibitory drive. Two lines represent stability of the networks with and without
structural heterogeneity blue and green line, respectively. 0 on the x-axis denotes
the approximate region where excitation and inhibition balance. (b) Average change
in stability (difference between blue and green line from panel (a) due to the presence
of a structural heterogeneity, as a function of inhibitory drive. As above, zero denotes
the point where excitation/inhibition 1. The optimal sensitivity of functional stability
coincides with the excitation/inhibition balance. Simulations are averaged over 16
independent network realizations. (c) Distribution of avalanche sizes for the BTW
criticality model for various coupling strengths in the presence of heterogeneity. The
critical point (and power law distribution of avalanche sizes) is at A=1. (d) Average
change in stability due to the presence of a structural heterogeneity, as a function
of coupling strength. The maximal sensitivity of functional stability is just below
the critical point. For critical and supercritical values the change in stability rapidly
vanishes. Simulations are averaged over 16 independent network realizations. For
detailed description of these simulations please consult supplementary material.
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in Fig. 5.5(c,d). The highest sensitivity of functional network stability occurs just
below the critical connectivity of 1.0. This identifies the optimal dynamical regime
to be near, but just below, criticality, coincident with number of recent findings that
in vivo brain dynamics operate in that regime129.
5.3.3 Sensitivity of stability to structural network properties
We further investigated how the sensitivity of network stability depends on struc-
tural network properties. We varied drive, connectivity density, and rewiring proba-
bility69 (where p=0 constitutes local, while p=1 random connectivity) in excitatory-
only networks (Fig. 5.6). For all these parameters we observe rapid transition from
low to high functional stability, with highest sensitivity to structural heterogeneity
invariably occurring at the transition region of similarity.
5.3.4 In Vivo network signatures of learning
Finally, we applied the notion of functional stability to detect structural network
reorganization associated with de novo memory formation following contextual fear
conditioning (CFC). In this paradigm, a memory trace is rapidly and reliably gener-
ated after a single training trial. We used stereotrodes to stably record hippocampal
CA1 activity from 10-30 neurons/mouse prior to, during, and following CFC train-
ing57. Following a 24-hr baseline recording period, mice were briefly moved to a novel
cage in which they are either exposed to a foot shock (CFC) or not (sham). We mea-
sured changes to network stability during various behavioral states (i.e. waking and
slow wave sleep (SWS) by analyzing the similarity of functional network representa-
tions minute-by-minute over the entire pre- and post-training intervals (Fig. 5.7). We
observed an overall increase in SWS stability in CFC animals following training (Fig.
5.7(a), which was not seen following sham conditioning. This increase in stability was
also blocked if mice were sleep deprived in the hours immediately following training
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Figure 5.6: Changes in functional stability far from heterogeneity as a function
of the networks’ structural properties - Excitatory external drive (I), strength
(a,d), excitatory connectivity radius (b,e), and rewiring probability, p, of exci-
tatory connections (c,f). (a-c) Stability response to changes in the networks’
structural properties; (green functional stability in absence of heterogeneity;
blue in presence of heterogeneity) (d-f) Average change in functional stability
(difference between blue and green line from panels (a-c), respectively) due
to the presence of a structural heterogeneity as a function of network struc-
tural parameters. Simulations were performed for excitatory only networks of
integrate-and-fire neurons (N=1000). For details please consult supplemental
material.
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Figure 5.7: Experimentally observed changes in functional stability in mouse
hippocampus during consolidation of contextual fear memory - (a) Average
change in CA1 hippocampus stability (from 24-hr baseline) following Sham
conditioning (novel environment context, no foot shock), CFC (contextual fear
conditioning; novel environmental context + footshock), and Sleep Dep (novel
environmental context + footshock, followed by 6-hr sleep deprivation). Values
are averaged over the entire 24-hr post-training period, over SWS alone, and
over wake alone. * indicates p < 0.05, Holm-Sidak post hoc test vs. Sham and
Sleep Dep mice. (b) Behavioral measures of memory consolidation for mice in
the three experimental groups. Observed % change in freezing behavior when
mice are returned to the training environment. * indicates p < 0.05, Holm-
Sidak post hoc test vs. Sham and Sleep Dep mice. (c) Post-training change
in SWS functional stability vs. observed change in freezing behavior for each
mouse. p < 0.005, Pearson correlation.
- a condition that impairs contextual fear memory consolidation131;132; Fig. 5.7(b).
Remarkably, each mouse’s memory consolidation index (i.e., contextual freezing be-
havior) was strongly proportional the change in functional network stability in CA1
after training (r2=0.58, p < 0.005; Fig. 5.7(c)). Thus memory consolidation in vivo
is accompanied by increased functional network stability in CA1, especially during
SWS.
5.4 Discussion
Through network modeling and experimentation we show that functional network
stability provides a global measure for identifying local network reorganization as-
sociated with the engram. Our modeling work shows that the highest sensitivity of
functional stability changes to localized structural network changes happens for nearly
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balanced excitation and inhibition and near criticality (Fig 5.5). We hypothesize that
(E/I) balance provides the greatest sensitivity of network stability to heterogeneities
by increasing neuronal dynamical range, and in turn expanding the network-wide
transition region from near-zero to saturated stability (Fig 5.6). At the same time,
network operation in a critical regime provides a means to both momentarily stabi-
lize the network and create a globally-distributed engram. We thus propose a novel
link between these dynamical regimes and memory consolidation. Our results hint
at network mechanisms that neural networks may have evolved to promote systems
consolidation - i.e., the formation of widely distributed engrams.
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CHAPTER VI
Summary and conclusions
The neuron doctrine states that neurons are the building blocks of the brain,
and modern theory suggests that synapses are responsible for storing information.
Unfortunately, a high level understanding of the interactions dictated by synaptic
connections remains a stumbling point in neuroscience. Both the scale and the struc-
ture of brain networks present challenges to advancement within the field. Given the
rich complexity of the brain, it is not even clear what should be meant by understand-
ing interactions in the brain. A theory encompassing all types of interactions may
be possible some day, but smaller steps in that direction can help to define the land-
scape of such comprehensive theory. This dissertation uses two distinct approaches
to address the problem of interactions in brain networks. First, astrocyte networks
are classified by introducing a model that defines the structure of network interac-
tions. The second approach defines a framework to handle the high dimensionality
of interactions in neuron networks, and later probes the encoding of information in
functional network structures.
Before investigating biological astrocyte networks, a basic two-process network is
studied in Chapter II to learn how distinct excitation pathways interact under varying
network topologies. Connections between cell bodies allows for direct signaling be-
tween selected cells, while extracellular diffusion influences all cells in close proximity.
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Individually, each process aims to excite the network, but failure to work together
limits the influence of activations. We show that local topologies overlap the range of
interactions resulting in cooperative excitation of the network. Conversely, random-
ized topologies isolate the signaling pathways producing a competition between modes
of excitation. Further, we found that the relative speed of the processes is essential to
the interactions. In local networks the degree of cooperation monotonically decreases
as diffusion speeds increase. However, nonlinear dependencies are also observed. For
instance, mean phase coherence has a quadratic dependence on diffusion speed.
Chapter III applies this two process model to astrocyte networks to reproduce cul-
tured astrocyte transients. Individual parameter regions can be selected where good
agreement is shown for the influence of gap junction connectivity on the number of
astrocyte transients, the strength of gap junction couplings, the average duration of
transients, and the speed of signal propagation. Additionally, all of these regions
overlap, offering a parameter range which biologically captures the key properties of
gap junctions. Diffusion is also a necessary signal component in these regions, sug-
gesting that gap junctions are dominant but not exclusive signal carriers of astrocytic
information.
Moving away from astrocyte simulations, Chapter IV introduces a measure that
can extract neuron functional connectivities from modern data recordings. Wide scale
measurement of synapses remains difficult, which steers optimal large scale techniques
away from tracking anatomical connectivity. Functional connectivity represents the
activity patterns of neurons, which is precisely what synapses are able to control.
This makes functional connectivity a strong alternative to anatomical connectivity
to use as the basic unit in deciphering network interactions. We introduce average
minimum distance and expected minimum distance on these distributions as compo-
nents that together can be used to quickly assess functional connectivity from time
series data. We also demonstrate the ability of AMD based functional connectivity
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to identify functional relationships from noisy multichannel neurons. Functional con-
nectivity is then used introduce the concept of network stability which compares high
dimensional network representations. Stability simplifies quantification of network
dynamics and makes it possible to study how information is functionally encoded in
neuron networks.
Finally, in Chapter V the sensitivity of network stability is tested by measuring the
formation of structural heterogeneities. This is done by comparing identified relation-
ships before and after the addition of the heterogeneity. Conceptually, strengthening
structural relationships between cells reduces the variability in firing behavior, mak-
ing the network firing patterns less variable and hopefully therefore more stable. A
stability increase is observed in simulations for measurements made from neurons
located within the heterogeneity, and more surprisingly it is also measured from neu-
rons located outside the heterogeneity. Measuring a heterogeneity from outside its
physical location is a problem addressed via criticality. Criticality, defined in brain
networks as the point where a spiking neuron is likely to cause one other neuron to
spike, is believed to closely approximate the biological state of neurons in the brain.
From a dynamical systems perspective, correlation lengths become infinitely large at
a critical point, suggesting that locally stored information is globally accessible in
brain networks. We found that stability most clearly identifies changes in network
structure in parameter regimes located close to critical transitions. Lastly, this is
tested in live mice to see if stability from spike times from a network of neurons
reflects the extent of their learning. Amazingly, network stability agrees well with
traditional measures of animal learning.
Collectively, this work suggests two vastly different approaches understanding in-
teractions in brain networks. Astrocytes represent a layer of detail in most brain
networks that is currently unaccounted for, and all attempts to include them neces-
sarily increase the complexity of interactions. Quantifying network dynamics offers
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a method to simplify views of network interactions down to single values. These ap-
proaches are not contradictory; rather they reflect the need for tailored approaches
in modern neuroscience research. Excitingly, network dynamics makes it possible to
probe the storage of information at the cellular and synaptic level, which offers hope
that someday neuroscience will move beyond the neuron doctrine to understand the
role of network interactions in the brain.
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