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Abstract 
Given two polynomials with coefficients over Z [k], the associated Bezout matrix B(k) 
with entries over 7[k] defines a parametric family of Bezout matrices with entries over 7/. 
it is intended in this paper to propose a hybrid approach for determining the inertia of 
B(k) for any value of k in some real interval. This yields an efficient solution to certain 
root-location problems for bivariate polynomials. We first develop a fast fraction-free 
method for computing an inverse triangular factorization of the Bezout matrix B(k) 
over the integral domain 7/[k]. In this way, we may easily compute the sequence {~ 
(k)} of the trailing principal minors of B(k). For almost any value k of k the associated 
sign sequence {sign(~,(k))} specifies the inertia of B(/~). The function sign(q~,(k)) is final- 
ly obtained by numerically computing rational approximations of the real zeros of 
q~(k) E 7/[k]. © 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
A great deal of informations is available in literature on methods for deter- 
mining the stability of a univariate polynomial p(s) ~ 7/[s] of degree n (see [18] 
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and the references given therein). For instance, a lot of different procedures for 
solving the classical Routh-Hurwitz problem, that is the problem of evaluating 
the number of zeros of p(s) with positive, zero and negative real parts, had ap- 
peared. Since all these procedures generally perform ill-conditioned computa- 
tions, they either explicitly assume exact arithmetic or implicitly do so by 
not considering the effects of rounding errors. 
Most of them rely on the evaluation of the inertia of an associated n x n 
Bezout matrix B constructed starting from two polynomials u(s) and v(s) whose 
coefficients are determined by those ofp(s) [8]. This computation can be accom- 
plished by finding an inverse block triangular factorization of a matrix/~ that is 
congruent to B. In the view of a famous law of Sylvester [15] B,/~ and its di- 
agonal factor have the same inertia. Recently, many authors have developed 
procedures for factoring structured matrices with entries over integral domains 
without moving to the quotient fields [7,11,13] and [22]. The cost of such algo- 
rithms depends on the coefficient growth which can be kept down by sistema- 
tically removing factors known to exist frnm the columns of the upper 
triangular matrices. 
On the other hand, differently from these algorithms, one may treat the 
problem in a polynomial setting by some variation of the Euclidean scheme ap- 
plied to u(s) and to v(s). This task can be accomplished, with regard for coef- 
ficient growth, by means of the subresultant theory for computing normal or 
abnormal polynomial remainder sequences [20]. 
It is well known that factorization methods are closely related to subresul- 
tant ones [4,7,11] by sharing in general the same cost estimates but, however, 
the former algorithms present in comparison several computational dvan- 
tages. In fact, they uniformly treat both normal and abnormal cases by clearly 
demonstrating ew and known divisibility properties, in addition, they imme- 
diately permit he symbolic solution of linear algebra problems involving ma- 
trices having Hankel and Toeplitz structures. 
In this paper we are concerned with zero-location problems for bivariate 
polynomials. Specifically, we are interested in the solution of the Routh-Hur- 
witz problem for bivariate polynomials of the form 
t! 
H(s,k) = EQ,(k)s '  E Z[k~s]. 
i::O 
where Q~(k) e ~7[k] for each i and, moreover, k is a free parameter ranging 
in some real interval, say k ~ [a,b]. Such a problem frequently arises in 
control theory where the stability of H(s,k) determines the stability of the 
feedback system which involves the free parameter k. This is the case, 
e.g., of root-locus problems in classical control, of higher order root-locus 
problems of multivariable control and of pole-selection problems of optimal 
control [I 6]. 
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Our approach extends the matrix techniques for the univariate case. By con- 
sidering H(s,k) as a univariate polynomial in the variable s with coefficients 
over Z[k], there follows that, for almost any given value of k, the zero-distribu- 
tion of H(s,k) with respect o the imaginary axis can be obtained from the in- 
ertia of a Bezout matrix B(k) with entries over Z[k]. 
In fact, B(k) defines a parametric family of Bezoutians over 7/ which are 
proper except for the values of k in a finite subset ~ c [a, b]. Thus, the inertia 
of B(k), k ~_ [a,b]-  ,9 °, can be computed by means of formula involving the 
signs of its trailing principal minors ~bi(k) which are polynomials belonging 
to 7/[k]. 
We propose to find these polynomials by determining an inverse block tri- 
angular factorization of JB(k)J over the integral domain 7/[k], where J denotes 
the permutation matrix having unit antidiagonal entries. Specifically, we com- 
pute a lower triangular matrix L and a block diagonal matrix D with entries 
over 7/[k] such that LJB(k)JL T = D holds for almost any k E [a,b]. By a direct 
inspection of the matrix D, then we obtain the sequence {~i(k)}. The sign pro- 
file of ~(k) is finally described by evaluating the real zeros of this polynomial 
numerically. 
The overall cost of the resulting algorithm is dominated by that of calcu- 
lating the symbolic factorization of JB(k)J. Therefore, it is crucial to carry 
out this computation by the use of algorithms which keep the growth of co- 
efficients down to a reasonable size. In [13] the author proposed a recursive 
procedure which computes an inverse triangular factorization of a Bezout 
matrix with integer entries by using certain scaled recurrence relations 
among the columns of L T. This approach is here generalized by considering 
Bezout matrices over more general integral domains and, moreover, by 
avoiding any assumption on the coefficients of the polynomials which define 
such matrices. 
The overall cost of the proposed method for finding both L and D results to 
be O(K2n 4) arithmetic operations in the normal case and O(K2n 5) arithmetic 
operations in the abnormal one. These estimates hold under the assumption 
that classical methods are used for performing the arithmetic in 7/[k] and, more- 
over, the entries of JB(k)J have degree less than 2K. Further, the cost O(K2n 4) 
of the normal case immediately ex~ends to the case where the maximum size of 
the diagonal blocks of D is bounded by a constant independent of n. For com- 
parison, fraction-free triangularization methods based on Bareiss techniques 
require O(nSK 2) arithmetic operations even if we consider the normal case 
[I]. Therefore, our approach improves the complexity by an order of magni- 
tude in the average. A cost saving modification of Bareiss cheme when applied 
to Bezoutians is discussed in [4]. However, all these implementations of the 
Bareiss variant of Gaussian elimination reduce the starting matrix into a trian- 
gular form without preserving the inertia that, therefore, has to be computed 
by some more complicated rule. 
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The remainder of this paper is organized as follows. In Section 2 we intro- 
duce some preliminary results about the computation of a block triangular fac- 
torization of Bezout matrices and its use for evaluating inertia. In Section 3 we 
derive our fast fraction-free method for factoring Bezout matrices with entries 
over 7/[k]. Section 4 provides a cost analysis of the algorithm. Section 5 gives 
our hybrid method for the computation of the inertia of Bezout matrices asso- 
ciated with bivariate polynomials along with some examples. Finally, the last 
section includes a discussion of future research directions. 
2. Preliminaries 
Let u(s) E 7/Is] and v(s) E 7/Is] be two polynomial of degree n and m, n 1> m, 
respectively, 
n m 
i~0 i=0 
A n x n Bezout matrix B = (b~j) E 7/"×" associated with u(s) and v(s) is defined 
by 
It 
u(x)v(y) -u(y)v(x) = Zbi.jx,_ lyi l. 
The entries of B can recursively be computed by means of the formula 
tli.i~ l : bi~ I.i -{- lltt~i -- lrilli' (2.1) 
complemented with the initial conditions b~.0 = b,,~j = 0. This rule clearly 
shows that the entries of B are polynomials of degree 2 in the coefficients of 
u(s) and r(s). 
The inertia of B is defined by a triplet In(B)= (n(B), v(B),6(B)), where 
re(B), v(B), and 6(B) are, respectively, the numbers of eigenvalues of B with 
positive, negative, and zero real parts. Sylvester's law of inertia [15] says that 
two Hermitian matrices A I and A2 have the same inertia whenever they are 
congruent by means of a nonsingular matrix C, that is, A~ = CHA2C. This ob- 
servation suggests that the fast procedures for determining a triangular factor- 
ization ot'a Bezout matrix can also be used for the efficient evaluation of its 
inertia. 
The assumption u, ~ 0 ensures that JBJ is congruent to a proper Hankel 
matrix, that is, to a Hankel matrix of rank r such that its principal submatrix 
of order r is nonsingular [9]. Using this property, it can be shown that the 
equality 
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FTjBJ  - JB JF  = ge, T - e,,g v, 
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(2.2) 
holds for a suitable vector g [! 3], where F denotes a scaled Frobenius matrix 
associated with u(s), 
F = u, ,  
OT 
/n- I 
0 
+el  
0 
--//n-. I I T 
-- Uo 
and e~ is the first column of the n x n identity matrix/,,. Here and hereafter J is 
the n × n permutation matrix having unit antidiagonal entries• 
Combining some classical results from the theory of Hankel matrices asso- 
ciated with sequences of formal orthogonal polynomials [14] with the displace- 
ment rank Eq. (2.2), we arrive at the following theorem about the existence and 
the computation of an inverse block triangular factorization of the matrix JBJ  
over the quotient field Q. 
Proposition 2.1. Let  0 = mo <mt  < m2 < "" <mt  <~ n be the hltegers such that 
the k × k leading principal submatrix (JBJ)~ of JB J  is nonsingular i f  and only if 
k = mi ./or a certain i, l <~ i ~ L. Set 6i = mi - mi- i Jbr l <~ i <~ L and 
6t.~l = n -mr . .  Let ~,, be the class of  n × n block diagonal matrh'es 
Diag(Di . . . .  , Dr., O) where Di is a 6i x 6i lower triangular (with re.7~ect o the 
anti~h'agonal) Hankel  matrix. 
1. There exists an upper trhmguho" matrL~" R hav#~g unit diagonal entries. 
R = Jr,, r . , , . . . ,  r,,], r, = 
such that 
RTjBJR = D E ~,,. (2.3) 
2. For i >f 0 the vectors ri. r,, = O, satisj.j, the.foilon,#~g recurrence relations: 
u,,r,,, , l ,k = Fr,,,,+~, I ~ k ~< 6;+t - 1, 
6i~ I 
u,,r,,,,, ~ i = Frm,,, + ~_~Ci+l ,krnt ,~k -- flirm, , 4-1 • 
k--I 
(2.4) 
(2.5)  
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Recurrence relations (2.4) and (2.5) have been used by the author as a mean for 
solving the gcd problem for polynomials with integer coefficients [13]. From 
Eq. (2.3) there follows that 
[ bi.,.,-÷l 1 ( JB J )mim,+l  --  _ • , 
L. bnh m, + I 
1 <~ i ~< L, (2.6) 
where we set JBJ =/~ = (b~j). In general, the block triangular factorization 
(2,3) is not unique but, however, Eq. (2.6) says that the vectors E,,,+I are univo- 
cally specified. 
The computation of the coefficients c~÷l.k and fl~ of Eq. (2.5) can be carried 
out by means of certain orthogonality conditions among the columns of R. Let 
us introduce the symmetric bilinear form 
(w,z) = wTJBJz 
on the space of real n-vectors. We obtain that 
fli(rm, ,+l,r , , , )  = - ( rm, ,F r~, . , ) .  
Moreover, we find that the coefficients c;+ ~,k satisfy the following equations 
E Ci+l 'k(r l" '+h'rm'"k) = - - ( rml"h 'F rm, ' l ) '  
k 6,,l-h ~ I
(2.7) 
with I <~ h ~< 6;, I. Notice that these equations define a nonsignular 6,,j x 6;, i 
triangular linear system in the unknowns c,, t.k, I ~ k ~ 6,~ ~. 
Sylvester's law implies that 
L 
in(B) = In(D) = E In (D i )  + (O,O,n- mr). 
i=1 
The computation of the inertia of the lower triangular (with respect o the an- 
tidiagonal) Hankel matrices D, can be performed according to the following Io- 
hvidov's rule [! 7]: 
c~ia if 6; is even, 
if 6, is odd, 
and 
k v(D,) = 
if 6, is even, 
if 6; is odd, 
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where fl = sign(dl~), dl° is the entry on the antidiagonal of D, and 
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sign(x) = J" 1 if x > 0, 
~,-1 ifx < 0. 
Now, let us observe that fl can be evaluated by using the signs of the principal 
minors of JBJ. In fact we find that 
det(Di) = (dl'l)'~'(-I)L'~'/2J, 
and, hence 
fl = sign(dl '~) = (-I)t's'/2Jsign(det(D,)) 
= (-l)L'~'/2J sign(det(JBJ),,,) 
• sign(det(JBJ),,,, , )' 
whenever 6i is an odd integer. By combining this result with lohvidov's rule we 
obtain that the inertia of JBJ, and, therefore, the inertia of B, is completely 
specified by the sequence 
t! {sign(det(JBJ),) },::l, (2.8) 
where we set sign(det(JBJ),) = 0 if ( JB J ) i  is singular. 
In the next section we will consider the problem of determining the leading 
principal minors ~,(k) of a permuted Bezout matrix JBJ  with entries over 
D = 7/[k] in an efficient way. By computing the real zeros of :k,(k), 1 <~ i <~ n, nu- 
merically, then we may obtain the sequence (2.8) for any value of k. in the view 
of the above results, this gives a description of the inertia of JBJ for any value 
of k such that u, = u,,(k) ¢ O. 
3. Factoring bezoutians over integral domains 
Proposition 2.1 leads to a fast method for factoring Bezout matrices over a 
field. In the sequel of this paper we consider the problem of factoring Bezout 
matrices associated with polynomials whose coefficients belong to an integral 
domain witht, ut moving to the quotient field. Specifically, assume that 
ui = ui(k) and v, = v~(k) are polynomials E ~[k], u,, = u,,(k) not identically zero. 
Thus, the permuted Bezout matrix JBJ = B associated with u(s) and v(s) has 
entries from D = Z[k]. 
It's clear that one might determine a factorization of/? over the quotient 
field Z(k) (rational functions in k over Z), namely, 
RTBR = D, R,D ~_ ~(k) ''~'', D E ~,,. 
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The cost of the resulting algorithm depends on the coefficient growth which can 
be kept down by removing reatest common divisors. However, gcd computa- 
tions are generally expensive and so they should be avoided. In this section we 
follow an alternative approach which does not require gcd computations. 
It consists of finding an inverse triangular factorization of/} over D whereby 
factors known to exist are systematically removed from the columns of the 
upper triangular factor. 
Let us introduce the polynomials bi defined by 
/~i = det(/~)m ' E D, 1 ~< i <~ L, 
and b0 = 1. Cramer's rule applied to the linear systems (2.6) implies that the 
vectors 
F ] 
[m,÷l :b i [  ; , I<~i<~L- l ,  
belongs to D'. We also initialize [, = rl. Moreover, if m~ < n we get 
[" ] rmL + I r,,,,. ~. l = At. l ; 
0 
otherwise, if mr. - n, we define 
t . , ,  t =/~Li',.,, t.
Finally, the remaining vectors r,,,, , t , j E D", 1 .~ 6,, t - 1, 0 <~ i <~ L, are given by 
r,.,+l,/ = F~,,,+/, ! <~ j<~ 6,÷~ - I. 
For 0 <~ i ~< L, we find that 
r,,,+l,/= d,/~;r,,,,~l~j, I <~j<~6i- , i -  I. (3.1) 
Therefore, the n >. n upper triangular matrix R, 
k = . . .  
defines an inverse traingular facorization of/} over D. In fact, from Eq. (3.1) 
there easily follows that 
6, I ) ,  k = R Diag(Si,. . . ,  $1., i), S, =/~,_ i Diag( I , . . . ,  % 
that implies 
kt/i/~ = D, b = Diag(DI,... ,DL,0) E ~,. 
The entry .-t'~('~/located on the antidiagonal of/9~+i s such that 
and, 
Since we have 
i+l 
6i+l = ndet(Dj), 
j=l 
we find that 
bit I - = det(Di+,) = (_l)‘~~~‘!dj”“)“~“, 
hi 
where Li+ 1 = [S,, I/21. Multiplying each side of Eq. (2.5) by 
w:‘“l&d$+l-l = (~~~~+l-‘)““‘(_~)~f”r;i+l~~~+l-l 
and then using Eq. (3.1) we arrive at the following recursions among the vec- 
tors Fj: 
Since we have 
/j,M,;“‘lj;iUfl’+l-~ w:‘1”’ $,_,I(; 
t;i_., = 
-d 
biU’i._ 1 
Regarding at the computation of the coefficients Ci+ 1-k given by 
? 
(14 I.k 
= ,,,(‘I ’ 1 u; 6 1 --k 
Ci t I .k 7 1 <k<di+l, 
we notice that in the view of Eq. (2.7) they satisfy the equations 
(3 3) s . 
4, I 
c 
~itl.k(~w,tC, ~I)I, t k) = -u’i 
k-d,, I-h+ I 
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with 1 ~< h <~ 6~+~. Such equations define a t~i+! X 6i+! linear system 
,cti+ ! [~ i+ I x6,+ T~=-~,  f, T~ ', f~D ~',', (3.4) 
whose coefficient matrix T = (t~j) is a lower triangular Toeplitz matrix, that is, 
t,.j = t~_j+t and ts = 0 whenever h ~ 0. I: can be easily shown that 
,4( i+ ! )72  ,ii+ ! - I 
tl - -  "~1 Oi I ln - "  Wi~ 
which gets 
c~ii ÷ I dot(T) = w i . 
Cramer's rule applied to the linear system (3.4) then yields the next result. 
Proposit ion 3.1. The coefficients t3i+l.k, 1 <~ k <~ 6i+l, defined by Eq. (3.3) belong 
to D. 
Taking into account his proposition, we conclude that 
b~wi-i " ~ ' '  ' ~ ! ~ D", 
and, therefore Eq. (3.2) needs computations on D only. Below we describe a 
fast algorithm which performs these computations. In the initialization phase 
one should determine ml = 6t and wo = 31 ~). This can be done by means of a 
direct inspection of the matrix/}. In fact, we observe that the m~ x m~ leading 
principal submatrix of R coincides with St and, therefore, the m, x mj leading 
principal submatrix of/~ has the same structure as/)~. Specifically, it is a lower 
triangular Hankel matrix with respect o the antidiagonal with the antidiagonal 
entry equal to dl t) E D. 
Aigorithnl 
Input: a Bezout matrix B E D"" .  
Output: the entries of the vectors r,, I <~ i <~ n, which define an inverse block 
triangular factorization of/} = JB J  over [I): the sequence {/~, }~:o. 
Con zputation: 
• Initialize rl = e l , to  = 0, mo = 0, m. i  = - I ,  h = l,/~o = I. 
• Determine ml and dl II by direct inspection of the matrix/~. Thus we have wo. 
too. Compute ~, ,  I<~ i<~ ml, as defined by Eq. (3.1). Then find r,,t+l by 
means of Eqs. (3.2) and (3.4). Its last nonzero entry gives/~l. 
• For j=ml+l  . . . .  n - l ,  do: 
1. evaluate 
,~ = r,,,, , i  
if ~,~  0 then go to 2i ° otherwise, go to 3: 
"~. set mj,,~ =j ,  6h,~ = "0 ,~- -m,  and ,~(,~ t) = wh = .~. Determine the coeffi- 
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cients ~h+~.,, 1~< i ~ 6h-~l by means of Eq. (3.4). Then compute [m,,~,÷~ and, 
therefore, bh~ by using Eq. (3.2). Set h = h + 1: 
3. compute 
r j+ l  - -  Fr j .  
• endfor 
• Evaluate 
If g = dl ~/~ 0, then set 6L = n - mh and finally compute/~t = det(/)),, by 
= ( - l  I 
- I ! i~ L - ! 
In the Section 4 we will perform the cost analysis of this algorithm. 
4. The cost analysis 
The overall cost of the above algorithm clearly depends on that of the arith- 
metic operations in D = 7/[k]. In particular, we observe that the number of 
multiplications/divisions at each step is comparable with the number of addi- 
tions. Thus, in assessing the total cost, we can restrict our attention to count 
the number of multiplications/divisions ver D at each step of our algorithm. 
If we assume that the classical algorithm is used for multiplication of two 
polynomials a(k) E D and b(k) E D of degree less than nl and n:, respectively, 
n~ >t n:, then its arithmetic cost is bounded by n~n: + O(n~). This gets the bool- 
ean cost of O(v(m)n~n2) whenever the input polynomials have m-bit integer co- 
efficients and, moreover, v(m) bit-operations suffice to multiply two integers 
modulo 2". These estimates can be reduced by using fast methods based on 
FFT. To be specific, one may firstly evaluate the coefficients of the product nu- 
merically by means of FFT over C with d-bit, d >I m, precision computation. 
Then, rounding off will give us the output with no error. Since computing 
FFT is a well-conditioned problem and, moreover, numerically stable algo- 
rithms exist, it can be shown that d = O(m + log n~) suffices [5]. This yields 
the upper bound of O(v(m + log nl )hi log hi) boolean operations for fast mul- 
tiplication in D. 
Exact divisions over D are equivalent in a matrix setting to the solution of 
lower triangular Toeplitz linear systems. There easily follows that the coeffi- 
cients of the quotient of a(k) and b(k) can be also determined at the cost of 
l /2 (n l -  n2)2+ O(nl) arithmatic operation. This bound can be greatly im- 
proved using a fast method based on evaluation-interpolation on the Fourier 
set {to~}. However, some extra care should be taken with respect o the multi- 
plication. In fact, an upper bound on the magnitude of the coefficients of the 
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quotient now involves the entries of the inverse of a lower triangular Toeplitz 
matrix. In the worst case this means mn~-bit integer coefficients in the result. 
Similar problems arise in the evaluation- interpolation scheme where we mea- 
sure the absolute error of the IDFT computation in terms of the norm of 
the vector with entries a(~oi)= b(~oi). In this way, we find that the exact 
computation of the coefficients of the quotient generated by the division of 
a(k) and b(k) can be performed at the cost of O(v(mnl)nln,.) or 
O(v(mnl + nl log hi)hi log nl) boolean operations. 
Of course, these comparisons do not take into account he constants of pro- 
portionality of each method. In practice, we recall that fast methods for poly- 
nomial multiplication over C are better thala the classical one approximately 
when nl + n2 f> 600 [21]. Further, the impk!mentation of these fast methods 
for polynomial multiplication and division r,i~,quires some bound on the coeffi- 
cients of the polynomials involved. An a pri6ri analysis clearly leads to unsat- 
isfactory bounds expecially for what concerns :~h~e division operation over D. In 
practice, it is far better to carry out the divisiolt~ in finite precision arithmetic 
and, then make use of the results in order to bot~+d the magnitude of the de- 
sired coefficients. Below, we show that the arithmetic ost of such auxiliary 
computations i  negligible. 
In the sequel of this section we derive asymptotic estimates for the arithmetic 
cost of our algorithm under the assumption that classical methods are used for 
performing the arithmetic in D. In addition, suppose that the coefficients of the 
starting polynomials u(s) and t,(s) are polynomials of degree less than K with 
integer coefficients. The formula (2. I ) says that the entries of B have degree less 
than 2K. Concerning the polynomials involved at the ./-th step of our algo- 
rithm, we easily lind that the entries of r,,,,0,, have degree bounded by 2Kmh. 
There follows that the degree of the entries of t' i is less than 
2Kmh + K( / -  mh - I) = K(mh +j -  I) and, theretbre, the degree of ,~ = wh is 
bounded by K(3mh + mh+ i + I). Finally, to assess the degree of the coefficients 
i'h+ t.,, notice that they are the solution of the linear system (3.4) where both the 
coefficient matrix T and the known vector f have entries of degree less than 
K(2mh + 2mh,i + i). The determinant of T will cancel with w~"" and so we find 
the upper bound K(2mh + 2mh, I + 1 )61,, I. 
From Eq. (2.2) we obtain that 
/~r,+ I =/~F~i = Fr/~ri + e,,g Ti'i. 
Using this fact, we may evaluate the entries of T and f with less than 
4K'mi,+16h+l  O(n'?Jh i) 
arithmetic operations. A forward substitution algorithm yields the solution of 
the lower triangular linear system (3.4) at the cost of I /2~ + t + O(~h+ ~) multipli- 
cations of polynomials. The cost of finding the coefficients t%+ ~.; is so bounded by 
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16K~6~+,m~,+, + 16K'-6~+,,,,~+, + 0(6~+,,,,~,,) 
arithmetic operations. Furthermore. 
40K26~,+1 3 , ~ 3 ~, , , mh+ I + 16K-~ h+lmj,+= + O(~ ~,~ imT,~ i) 
arithmetic operations also suffice for computing the coefficients of ~,,,,,+~. 
Finally the vector /~,,,,,,~ can be calculated within the cost of 
4KZ(n - mh+l)m~+!  O(nmh+l) arithmetic operations. 
Notice that we perform O(mh+ ~ ) divisions of polynomials of degree less than 
O(Kmh+16h+l) and, therefore, 
O(m~+lK6h~l(Iog K + log mh~l)) 
arithmetic operations uffice to bound the magnitude of the coefficients of the 
results. 
To estimate the total cost of our algorithm, two cases are taken into consid- 
eration. Firstly, we assume that 6 = max;{&.} = 1, this casz is generally re- 
ferred as to the normal case in the literature. Then, the overall cost results to 
be bounded by 16K2n 4+ O(K2n 3) arithmetic operations. Clearly, the asymptot- 
ic cost O(K2n 4) generalizes to the case where 6 is bovnded by a constant inde- 
pendent of n, too. Secondly, consider the case when the step size is not 
bounded. Since we have 
Z~i  i -" !1, 
i 
one easily obtains that the overall cost is now bounded by 56K-'n 5 + O(K-'n 4) 
arithmetic operations. 
For comparison, t'raction-free methods based on Bareiss techniques require 
I/3 K2n 5 -F O(K2n 4) arithmetic operations even if we consider the normal case 
[11. 
In order to provide some insight about the boolean cost, one may suppose 
that the lenght of the coefficients of an exact quotient of polynomials does not 
exceed the maximum of the length of the coefficients of the dividend [6]. It is 
further assumed that the length of the coefficients of a sum or difference of 
polynomials is upper bounded by the maximum length of the coefficients of 
the summands, and that the length of the coefficients of a product is less than 
the sum of tt. maximum lengths of the coefficients of the factors. Using Hada- 
mard's inequality, we see that the entries of ~,,,,+~ have integer coefficients 
whose length is bounded by 
O(mh.l(log mh.t + log c+ log K)), 
where the input polynomials of/~ have integer coefficients bounded in magni- 
tude by c. The same bound holds for the coefficients of the entries of T and f. 
The integer coefficients of c~+l., are then seen to be bounded in length by 
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O(mh+,b(Iog mh+i + log C + log K)) 
We conclude that the coefficient growth is usually almost linear. However, in 
certain pathological cases where 6 = O(n), a quadratic growth can be expected. 
5. A hybrid method for the inertia computation 
In this section we describe a two-stage procedure for determining the inertia 
of a Bezout matrix B with entries over D = 7/[k] where k ranges in some real 
interval, say k E [a, b]. 
n the first phase we apply the algorithm stated in Section 3 in order to find 
the two sequences { ~},=t, {6~}~_,. All the computations are performed over Z 
with no error and this part represents the symbolic step of our procedure. 
In the second stage we numerically find rational approximations to the real 
zeros of the polynomials b~, 1 <~ i <~ L. By direct inspection, we are able to eval- 
uate the sequence (2.8) for any different real value of k. Thus we may determine 
the inertia of /~ for any different value of k such that k e l=  
{k ~-[a,b]: u,,(k) -# 0}. Notice that the sequence {6;(k)}, which is to be used 
to find the inertia of/~ at the point k = ~-, does not generally coincide with 
the sequence {6~} computed at the previous step. However, the former se- 
quence can be immediately retrieved from that of the signs of/~; evaluated at 
k =/~. The core of the resulting computational scheme proceeds as follows. 
of 
I. 
. 
Input: a Bezout matrix B E D ''~''. 
Output: the functions n: /~{0,1 ,  . . . .  n}, v: / - - - ,{0,1,. . . ,n} and 
I ---, {0, I, . . . .  n}, such that the triplet (n(k), v(/~),6(k)) defines the inertia 
B at the point k =/ /E  !. 
Apply the algorithm of Section 3 to B and so find the integer numbers mr 
and the polinomials tkm~(k) =/~ for 1 ~< i <~ L. If j E { 1,... ,n} and j # mr 
for any nat, then set @j(k) = 0. 
Compute numerical (rational) approximations of the real zeros of the 
polynomials @rn,(k) and denote by A the set of such zeros lying in the 
interval [a,h]. Evaluate the sequence {@~(k)}',' I of Eq. (2.8), and hence the 
inertia of/~, at each point of A n I. In this way, reconstruct the desired func- 
tions. 
In order to give a complete description of the inertia of B for any value of 
k E [a, b], this procedure can be complemented with the computation of the in- 
ertia of the matrix B evaluated at the rational approximations of the zeros of 
u,,(k) lying in [a, b]. This can be done by invoking a suitable modification of the 
algorithm stated at the end of Section 3 at the overall cost of O(Kn 2) arithmetic 
operations. 
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As we know by the previous ection, the degree of ~,,,, (k) is upper bounded 
by 2Km~. By assuming that the computation of the roots of an n-degree poly- 
nomial can be carried out using only O(n-') arithmetic operations, then we find 
that step 2 has the cost of O(K2n 3) arithmetic operations. Therefore, under 
these assumptions, we may conclude that the overall cost is dominated by that 
of the symbolic factorization of/~. 
Our hybrid method has been implemented by using the routines provided by 
Mathematica TM for numerical and algebraic manipulations. In particular, at 
the second phase we have used the function NSolve for the numerical solution 
of the polynomial equations. The following three simple examples illustrate our 
approach. 
Example 1. Let us consider the 4 x 4 Bezout matrix B associated with the 
polynomials 
u(s) = 3 + 4s 3 + 4ks 4, F(S) = l + 2S + 2ks 2, 
where k is a free parameter ranging in the interval [-2,2]. We find that 
0 8k 2 8k 4k 
8k-' 16k 8 + 4k 4 
JBJ = 
8k 8.4-4k 4 -6k  
4k 4 -6k  -6  
Thus we have that 
q~Ck) = O, d~,.(k) = -64k 2, ~/~3(k) = 256k 4, 
(b4(k) = -1280k 4+ 1536k 5+ 2304k ~'. 
Nsolve yields the following approximation of the nonzero roots of ~k4(k) = O. 
xl = -1.14983, x., = 0.483163. 
For 2 ~< k < xl, the sequence (2.8) is given by {0,-1, +1, +1 } which leads to 
In(B) = (2, 2, 0). Analogously, we arrive at the following table which describes 
the inertia of B when k ~ 0. 
In(B)  = 
(2,2,0) if -2<~k<xl ,  
(!,2,1) ifk =xi ,  
(1,3,0) ifxi <k<0,  
(1,3,0) i f0<k<x2,  
(1,2,1) i lk = x2, 
(2,2,0) ifx2 ~<k~2. 
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If k = O,JBJ reduces to a nonproper matrix. Applying the algorithm of Sec- 
tion 3, suitably modified for dealing with the scalar case, we find that 
In(B) = (1,2, 1) for k = 0. 
Example 2. Consider the 4 x 4 Bezout matrix B associated with the polyno- 
mials 
u(s) = 4s 3 + 4ks 4, V(s) = 6S + 6ks 2. 
The program now returns 
tkl(k) = 0, tk2(k) = -576k 4, ~b3(k ) = 0, tk4(k) = 0, 
according to the fact that u(s) and v(s) have a greatest common divisor of de- 
gree 2. The problem of computing cd of polynomials from the inverse trian- 
gular factorization of the associated Bezout matrix has been already faced in 
the scalar case (B ~ 7/'×') in [131. The development of efficient methods for 
the multivariate case is under investigation. 
Example 3. Let a(s) be a real polynomial. It can be easily seen that the zeros of 
a(s) belong to the left complex half-plane if and only if the zeros ofp(s) = a(is), 
.'9 t- = - l ,  completely belong to the upper complex half-plane. A classical result 
which goes back to Hermite [8] says that this happens if and only if,4 = -i/} is 
positive definite, where/} here denotes the Bezout matrix associated with p(s) 
and p(s). Writing a(s) = h(s 2) + sg(s2), after some straightforward calculations 
we obtain that this condition is equivalent to ensure that the Bezout matrix 
associated with sg(-s 2) and h(-s 2) is positive definite. Based on this result, we 
have considered the Routh-Hurwitz problem for the polynomial 
a(s) =k(s+ !) 4+(k-  I)s+k, 
where k is a real parameter. We find that all the roots of a(s) = 0 belong to the 
left half-plane when k < xt = -0.0568731 or k > x2 = 0.279095. For k = xt ,x2, 
Nsoh,e returns olutions of a(s) = 0 with real parts between l0 -'} and l0 -7. 
6. Conclusions and further extensions 
In this paper we have develol_ed an efficient recursive procedure for comput- 
ing an inverse triangular factorization of a Bezout matrix B with entries over an 
integral domain D without moving to the quotient field. We can thus determine 
the sequence of the trailing principal minors of B that completely specifies the 
inertia of B. Such computation is important in most of the basic algorithms for 
zero-location problems of polynomials. A hybrid method for computing the in- 
ertia of Bezout matrices whose entries are univariate polynomial has been also 
discussed. There are however several computational issues, concerning both the 
symbolic that the numerical manipulations, that should be further investigated. 
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An extension of the fast algori~,hms of [3] and [I 3] to Bezout matrices over in- 
tegral domains, rather than fields, seems to be possible. In this way, one may 
determine a triangular factorization of B using well-known fast fraction-free 
methods for Gaussian elimination applied to suitable generators only. Replac- 
ing inner products and vector operations by matrix ones should produce a 
speed-up of the resulting algorithm. Moreover, this approach makes feasible 
to compute the block diagonal matrix D independently of the triangular factors 
with a great save in cost. Such an observation has been already used for the 
inertia computation over fields [10] and for the Cauchy index computation 
of polynomials with integer coefficients [19]. Finally, regarding at the numerical 
computation of the zeros of the trailing principal minors of B, we notice that 
these polynomials have usually long coefficients. Therefore, investigations of 
the use of multiprecision floating point packages for the polynomial root com- 
putation, such as that developed by Bini [2] under the European Community 
Project Frisco for the design and the analysis of multivariate polynomial sys- 
tems solvers, would also be interesting. 
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