Abstract. A determuustlc O(log N)-time algorithm for the problem of routing an arbitrary permutation on an N-processor bounded-degree network with bounded buffers is presented.
Leighton's Columnsort algorithm [7] (which, in turn, is based on the AKS sorting network), 
Preliminaries
Let G = (A, B, E) be a bipartite graph, and let r(X), denote the set of neighbors of a set of vertices X, that is, T(X) = { y I (x, y) e E for some XEX}. (2) There exists an explicit construction of an (a,~, n, d The edges of each splitter are colored with 2 d colors so that no two edges of the same color are adjacent to one vertex. The algorithm works in iterations. In odd iterations, the edges connecting odd stages to even stages are activated. In even iterations, the edges connecting even stages to odd stages are activated.
Edges are activated one after the other according to the color order. Thus, in each step, only one edge adjacent to each processor is activated.
Processors try to send the packet with the highest priority that they currently store. When an edge connecting v to u is activated, if the packet with the highest priority in v is from B(k), and if u does not store a packet from B(k), then that packet can be sent from v to u. This protocol guarantees that no more than L packets will be stored simultaneously in one processor.
THE PERFORMANCE OF THE MULTI-BUTTERFLY NETWORR.
The following claims give the basic tool for analyzing the progress of packets in the network.
CLAIM 3.1.
Given an m-splitter, denote by Y'( j) the number of packets of batch j stored at input nodes of the splitter after iteration t. Denote by Zf( k) the total number of packets of batch k stored in the two output sets of the splitter after iteration t. Assume that the edges of the splitter are activated in iteration t of the algorithm. Then
PROOF. In each iteration, each processor tries to send the packet with the highest priority that it currently stores. A packet in processor v is sent to a neighbor u, only if u does not store a packet from the same batch. denote the set of input nodes of the splitter storing packets of l?(k) before the execution of iteration t.Since a node can store only one packet 
UHI'-' ( k) stores packets that need to be sent to the upper output set, and LHI' -1( k) stores packets that need to be sent to the lower output set. 
since each input node that stores a packet of B(k) and is in 1
before the execution of iteration t.Thus, Although the degree of each node and the size of the node's buffer is larger in our network, the total number of edges in the network, and the total number of buffers is smaller than in the sorting network. By replacing each set of d edges adjacent to one node with a tree of depth log~d, one can decrease the degree to 4 adding no more than a factor of 2 log~d to the run-time. Thus, we get a nonexplicit construction of degree 4 that runs in 600 log N steps and an explicit construction of degree 4 that runs in 4800 log N steps. Let N = n(log n + 1). The nodes are partitioned into 3 log n + 1 stages, stage O to stage 3 log n. Each stage contains n nodes, and for every O < s s 3 log n -1, stage s is connected to stage s -1 and stage s + 1. A node in this topology has a unique address (s, q), where O < s s 3 log n denote the stage in which the node is located, and 1 s q < n is its number in the stage. The first log n + 1 stages are connected by expanders. The n nodes of stage log n are connected by an n-splitter to two sets of n/2nodes ofstagelogn + 1. Foreach O<i<logn -1 andl < iS 2', the set A,~of stage log n + i is connected by an n /2 '-splitter to the sets A1+l,z~-1 and A~+l,~j of stage log n + i + 1.
The last log n + 1 stages are connected to each other only by forward edges. Each node (s, q), 2 log n < s <3 log n is connected to node (S + 1, q).
Initially all the N packets reside in the first log n + 1 stages. All the final destinations of the packets are in the nodes of the last log n + 1 stages. Clearly, there is a path with no more than 3 log n edges between every node in the first log n + 1 stages and every node in the last log n + 1 stages, and this path can be locally computed.
A packet initially at node (s, q) with destination (s', q') can take an arbitrary path forward to stage log n. By bit comparison, the packet is then led to the node (2 log n, q'), and then by the direct edges ((x, q'), (x + 1, q$), the packet reaches its destination. if node (t, q) stores in its buffer a packet with higher priority than the packet stored in the buffer of ( t + 1, q'), the two nodes exchange packets.
THE ROUTING ALGORITHM.
An empty buffer is considered a packet with the lowest priority. An iteration takes d steps of a node in the first log n stages, 2 d steps of a node at the second log n stages, and 1 step of a node in the third log n stages. 
Thus
Input set 2 output sets
Given an m-splitter, denote by Y'( j) the number of packets of batch j stored at input nodes of the splitter after iteration t. Denote by .Zf( j) the total number of packets of batch j stored in the two output sets of the splitter after iteration t. Assume that the edges of the splitter are activated in iteration t of the algorithm, then
where UY'( j) packets need to be sent to the upper output set and L Y'( j) to the lower output set. Let Zf( j) = UZ~( j) + LZ'( j) where UZf( j) packets are in the upper output set and LZt( j) are in the lower output set after iteration t. (See Figure 5 .)
The input set is connected to the upper output set by an (a, 13, m, m /2, d)-concentrator.
Let X denote the locations of the UY'( k) packets of batch k that were left in input nodes of the splitter after the execution of iteration t.(There is no more than one packet of UY'( k) in each node. ) Since packets in batch II(k) have priority over packets in (_Jj>~B( j), all neighbors of X in the upper output set contain packets of U~~~B( j).
Since no more than am packets of batch k can reach the m-splitter, I .X I = (JY'( k) < am. By the expansion property of the concentrator lXl S 11'(X)
A similar inequality holds for L Y'( k). Combining both inequalities, we get
n Using Claims 4.1 and 4.2, we can prove a uniform bound on the number of packets of a given batch stored in a given stage after the execution of iteration t. 
PROOF.
We bound the total number of packets that are in the first 2 log n stages of network after T' iterations (T even). There are KO = (n log n)/ a n batches. Thus, the total number of packets in the first 2 log n stages is bounded 4.4. REDUCING THE NETWORK 13EGREE. We use the repetitive structure of the network to reduce its degree to 10, adding no more than a factor of 2 to the run-time of the routing algorithm.
We assume for that reduction that d is a power of 2.
THEOREiM 4.2. Let G = (V, U, E) be a bi-partite graph specifying the connections bet ween two adjacent stages in the network. Assume that (1) (2)
The degree of G is d. Each node stores no more than one packet in each step.
There is a partition of G into d identical gruphs H, = ( A,, B,, E( H,)), i= O,..., d -1 such that V = (_J~j~Ai, U = U~l~Bi, and E = u;:owo.
Then, there is a network G' = ( V U U, E'), such that lhe degree of G' is 3, and each step of the original stage can be simulated on G' in 2 steps. To move a process to the next vertex in the cycle, only the content of the buffer associate with this process needs to be sent. Thus, each phase takes two steps. One step to communicate between the processes and one step to forward them to the next vertex in their cycle. u Using the parameters assignment of the previous section, we get a nonexplicit construction that routes a permutation in 37000 log N steps and an explicit construction that requires 1.6 x 10510g N steps.
