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Abstract. We present a new regression model for the determination of parton distribution functions (PDF)
using techniques inspired from deep learning projects. In the context of the NNPDF methodology, we im-
plement a new efficient computing framework based on graph generated models for PDF parametrization
and gradient descent optimization. The best model configuration is derived from a robust cross-validation
mechanism through a hyperparametrization tune procedure. We show that results provided by this new
framework outperforms the current state-of-the-art PDF fitting methodology in terms of best model selec-
tion and computational resources usage.
PACS. 12.38.-t Quantum chromodynamics – 12.39.-x Phenomenological quark models – 84.35.+i Neural
Networks
1 Introduction
In perturbative QCD, parton distribution functions (PDFs)
are used to describe the non-perturbative structure of
hadrons [1–3]. These functions are typically determined by
means of a supervised regression model which compares a
wide set of experimental data with theoretical predictions
computed with a PDF parametrization. A truthful deter-
mination of PDFs and its uncertainties are important re-
quirements when producing theoretical prediction for pre-
cision studies in high energy physics. From a methodolog-
ical point of view, the choice of a regression model and
its uncertainty treatment is a crucial decision which will
impact the quality of PDFs and its theoretical predictions.
The aim of this paper is to describe a new regression
strategy framework inspired on deep learning techniques
for the NNPDF methodology [4]. The NNPDF method-
ology uses machine learning techniques in combination of
Monte Carlo data generation to extract PDFs from exper-
imental data. The NNPDF approach was pioneer in using
artificial neural networks for the PDF parametrization and
genetic algorithms for optimization. The NNPDF fitting
framework has been constantly reviewed and upgraded in
the last years, by including new features and methodolog-
ical improvements which enhanced the quality of the re-
leased PDF sets [5–7]. Motivated by the new technologies
and algorithms in use by the machine learning commu-
nity, we dedicate this study to asses the impact of such
new strategies in a modern PDF determination.
We focus our study on three issues. The first consists in
improving performance of the current NNPDF approach,
where each PDF replica fit requires a large number of CPU
hours to complete, e.g. in a global PDF determination a
single fit takes O(30) CPU hours. The second regards the
efficiency (or lack thereof) of neural network optimization
through genetic algorithms. Finally we aim to achieve a
flexible framework in order to easily change neural net-
work models and tune its architecture and learning strat-
egy.
The paper is organized as follows. In Section 2 we
summarize briefly the current NNPDF methodology, high-
lighting the main differences with respect to the new ap-
proach proposed in this paper as well as the testing setup
we use for benchmarking and tuning the results. In Sec-
tion 3, we introduce the hyperparametrization procedure
adopted to find the optimal learning strategy. Finally, in
Section 4 we show as example some preliminary fits using
this new technology.
2 Methodology
2.1 The NNPDF methodology
The NNPDF collaboration implements by default the Monte
Carlo approach to PDF fits. The goal of such strategy
is to provide an unbiased determination of PDFs with
reliable uncertainty. The NNPDF methodology is based
on the Monte Carlo treatment of experimental data, the
parametrization of PDFs with artificial neural networks,
and the minimization strategy based on genetic algorithms.
In the next paragraphs we outline the most relevant
aspects of the NNPDF3.1 methodology. An exhaustive
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overview is beyond the scope of this paper, we invite the
reader to review [4,8] for further details.
The Monte Carlo approach to experimental data con-
sists in generating artificial data replicas based on the
experimental covariance matrix of each experiment. This
procedure allows to propagate experimental uncertainties
into the PDF model by performing a PDF fit for each data
replica. Usually, PDF sets generated from such approach
are composed by 100 to 1000 replicas.
The experimental data used in the PDF fit is prepro-
cessed according to a cross-validation strategy based on
randomly splitting the data for each replica into a train-
ing set and a validation set. The optimization is then per-
formed on the training set while the validation loss is mon-
itored and used as stopping criterion to reduce overlearn-
ing.
In the NNPDF fits, PDFs are parameterized at a ref-
erence scale Q0 and expressed in terms of a set of neural
networks corresponding to a set of basis functions. Each
of these neural networks consists of a fixed-size feedfor-
ward multi-layer perceptron with architecture 1-2-5-3-1.
The input node (x) is split by the first layer on the pair
(x, log(x)). The two hidden layers (of 5 and 3 nodes) use
the sigmoid activation function while the output node is
linear:
fi(x,Q0) = Aix
−αi(1− x)βiNNi(x), (1)
where NNi is the neural network corresponding to a given
flavour i, usually expressed in terms of the PDF evo-
lution basis {g, Σ, V, V3, V8, T3, T8, c+}. Ai is an over-
all normalization constant which enforces sum rules and
x−αi(1− x)βi is a preprocessing factor which controls the
PDF behaviour at small and large x. In order to guar-
antee unbiased results, in the current NNPDF methodol-
ogy both the αi and βi parameters are randomly selected
within a defined range for each replica at the beginning of
the fit and kept constant thereafter.
Unlike usual regression problems, where during the op-
timization procedure the model is compared directly to
the training input data, in PDF fits the theoretical predic-
tions are constructed through the convolution operation
per data point between a fastkernel table (FK) as pre-
sented in Ref. [9, 10], which encodes the theoretical com-
putation, and the PDF model, following the process type
of the data point. For DIS-like processes the convolution
is performed once, while for hadronic-like processes PDFs
are convoluted twice.
The optimization procedure consists in minimizing the
loss function
χ2 =
Ndat∑
i,j
(D − P )iσ−1ij (D − P )j , (2)
where Di is the i-nth artificial data point from the training
set, Pi is the convolution product between the fastkernel
tables for point i and the PDF model, and σij is the covari-
ance matrix between data points i and j following the t0
prescription defined in appendix of Ref. [11]. This covari-
ance matrix can include both experimental and theoretical
components as presented in Ref. [12].
Concerning the optimization procedure, so far, only
genetic algorithms (GA) have been tuned and used. In
summary the procedure consists in initializing the weights
of the neural network for each PDF flavour using a ran-
dom gaussian distribution and checking that sum rules are
satisfied. From that first network 80 mutant copies are cre-
ated based on a mutation probability and size to update
the weights. The training procedure is fixed to 30k itera-
tions and stopping is determined using a simple look-back
algorithm which stores the best weights for the lowest val-
idation loss value.
2.2 A new methodological approach
The methodology presented above is currently implemented
in a C++ code, introduced for the first time in official re-
leases in NNPDF3.0 [8] and which relies on a very small
set of external libraries. This feature can become a short-
coming as the monolithic structure of the codebase greatly
complicates the study of novel architectures and the intro-
duction of modern machine learning techniques developed
during the last few years.
Our target in this work is to construct a new frame-
work that to allow for the enhancement of the methodol-
ogy. In order to achieve our goal we rebuild the code using
an object oriented approach that will allow us to modify
and study each bit of the methodology separately.
We implement the NNPDF regression model from scratch
in a python-based framework in which every piece aims
to be completely independent. We choose Keras [13] and
Tensorflow [14] in order to provide the neural network ca-
pabilities for the framework as they are some of the most
used and well documented libraries, sometimes also used
in the context of PDFs [15, 16]. In addition, the code de-
sign abstracts any dependence on these libraries in order
to be able to easily implement other machine learning ori-
ented technologies in the future. This new framework, by
making every piece subjected to change, opens the door to
a plethora of new studies which were out of reach before.
For all fits shown in this paper we utilize gradient de-
scent (GD) methods to substitute the previously used ge-
netic algorithm. This change can be shown to greatly re-
duce the computing cost of a fit while maintaining a very
similar (and in occasions improved) χ2-goodness. The less
stochastic nature of GD methods also produces more sta-
ble fits than its GA counterparts. The main reason why
the GD methods had not been tested before were due to
the difficulty of computing the gradient of the loss function
(mainly due to the convolution with the fastkernel tables)
in a efficient way. This is one example on how the usage
of new technologies can facilitate new studies thanks to
differentiable programming and distributed computing.
We also use just one single densely connected network
as opposed to a separate network for each flavour. As pre-
viously done, we fix the first layer to split the input x
into the pair (x, log(x)). We also fix 8 output nodes (one
per flavour) with linear activation functions. Connecting
all different PDFs we can directly study cross-correlation
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Fig. 1. Diagrammatic view of the n3fit code. Each different
block is set as a different layer, following a structure similar
to Keras. The red squared blocks correspond to blocks with
fittable parameters.
between the different PDFs not captured by the previous
methodology.
As we change both the optimizer and the architecture
of the network, it is not immediately obvious which would
be the best choice of parameters for the NN (which are col-
lectively known as hyperpameters). Thus, we implement in
this framework the hyperopt library [17] which allow us
to systematically scan over many different combinations
of hyperparameters finding the optimal configuration for
the neural network. We detail the hyperparameter scan in
Section 3.
2.3 A new fitting framework: n3fit
In Fig. 1 we show a schematic view of the full new method-
ology which we will refer to from now on as n3fit. The
xgrid1 . . . xgridn are vectors containing the x-inputs of the
neural network for each of the experiments entering the fit.
These values of x are used to compute both the value of
the NN and the preprocessing factor, thus computing the
unnormalized PDF. The normalization values Ai are then
computed at every step of the fitting (using the xgridint
vector as input), updating the “norm” layer and produc-
ing the corresponding normalized PDF of Eq. (1).
Before obtaining a physical PDF we apply a basis ro-
tation from the fit basis, {g, Σ, V, V3, V8, T3, T8, c+}, to
the physical one, namely, {s¯, u¯, d¯, g, d, u, s, c(c¯)}. After this
procedure we have everything necessary to compute the
value of the PDF for any flavour at the reference scale
Q0.
All fittable parameters live in the two red blocks, the
first named NN (by default a neural network composed
by densely connected layers corresponding to the NN of
Eq. (1)) and the second the preprocessing α and β which
are free to vary during the fit (in NNPDF3.1 for each
replica αi and βi are fixed during the fit). In the next,
when we refer to the neural network parameters we will
be referring collectively to the parameters of these two
blocks.
As in this new methodology each block is completely
independent we can swap them at any point, allowing us
to study how the different choices affect the quality of
the fit. All the hyperparameters of the framework are also
training step
counter > max
positivity > threshold
χ2val < best χ
2
reset counter
best χ2 = χ2val
counter ++ END
No
Yes
Yes
Yes
No
No
Fig. 2. Flowchart describing the patience algorithm of the
n3fit code. The positivity constraint becomes more and more
restrictive as the fit advances.
abstracted and exposed (crucial for the study shown in
Section 3). It also allow us to study many different archi-
tectures unexplored until now in the field of PDF deter-
mination.
The PDFs, as seen in Section 2.1, cannot be compared
directly to data, therefore it is necessary to bring the pre-
diction of the network (the pdfi of Fig. 1) to a state in
which it can be compared to experimental data. For that
we need to compute the convolution of the PDFs with
the fastkernel tables discussed in Section 2.1 which pro-
duces a bunch of observables O1 . . .On with which we can
compute the loss function of Eq. (2).
The first step of the convolution is to generate a rank-
4 luminosity tensor (for DIS-like scenarios this tensor is
equivalent to the PDF):
Liαjβ = fiαfjβ , (3)
where the latin letters refer to flavour index while the
greek characters refer to the index on the respective grids
on x. The observable is then computed by contracting the
luminosity tensor with the rank-5 fastkernel table for each
separate dataset.
On = FKniαjβLiαjβ , (4)
where n corresponds to the index of the experimental data
point within the dataset. The computation of the observ-
ables is the most computationally expensive piece of the fit
and the optimization and enhancement of this operation
will be the object of future studies.
Before updating the parameters of the network we split
the output into a training and validation set (selected ran-
domly for each replica) and monitor the value of χ2 for
each one of these sets. The training set is used for up-
dating the parameters of the network while the validation
set is only used for early stopping. The stopping algo-
rithm is presented in Fig. 2. We then train the network
until the validation stops improving. From that point on-
wards, and to avoid false positives, we enable a patience
algorithm which waits for a number of iterations before
actually considering the fit finished.
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DIS fit CPU h. Mem. Usage (GB) Good replicas
n3fit (new) 0.2 2 95%
nnfit (old) 4 4 70%
Global fit CPU h. Mem. Usage (GB) Good replicas
n3fit (new) 1.5 14 95%
nnfit (old) 30 5 70%
Table 1. Comparison of the average computing resources con-
sumed by the old and new methodologies for the DIS and
Global setups. We find n3fit to be ∼ 20 faster on average.
The only drawback is the bigger memory consumption in the
global fit. Each fit can be comprised of 100 to 200 replicas.
Good replicas are those which pass all post-fit criteria defined
in [8].
A last block to review is the positivity constraint in
Fig. 2. We only accept points for stopping for which the
PDF is known to produce positive predictions for special
set of pseudo data which tests the predictions for multi-
ple processes in different kinematic ranges (x,Q2). This
mechanisms follows closely that used in previous versions
of NNPDF [4,8].
The loss function defined in Eq. (2) is minimized in
order to obtain the best set of parameters for the NN. We
restrict ourselves to the family of Gradient Descent algo-
rithms with adaptive moment where the learning rate of
the weights is dynamically modified. In particular we fo-
cus on Adadelta [18], Adam [19] and RMSprop [20]. These
three optimizer follow a similar gradient descent strategy
but differ on the prescription for weight update.
2.4 Environment setup: data and theory
Benchmarking and validation of the new approach is done
using as baseline the setup for NNPDF3.1 NNLO [4]. This
means we will be using the same datasets and cuts, to-
gether with the same fraction of validation data for cross-
validation although the stopping criteria is different (Fig. 2).
This setup is named “global”, as it includes all datasets
used in NNPDF3.1 NNLO with 4285 data points.
We also define, in order to facilitate the process of
benchmarking and validation, a reduced dataset with only
DIS-type data with 3092 data points. Namely, all datasets
from the “global” setup that are not hadronic. We call this
setup “DIS”. This reduced setup has a main advantage:
in a DIS-like process there is only one PDF involved, this
simplifies enormously the fit, making it much faster and
lighter. These light fits, together with the new methodol-
ogy, allow us to explore an space of parameters previously
inaccessible.
2.5 Performance benchmark
In order to obtain a good quality and reliable PDF model
it is necessary to perform the fit for many artificial data
replicas. These are complex computation which require a
great deal of CPU hours and memory consumption, there-
fore one of the goals of any new studies is to find a more
efficient way of performing the PDF fits. As previously
stated, GD methods improve the stability of the fits, pro-
ducing less “bad replicas”, which need to be discarded,
than theirs GA counterparts and this translates to a much
smaller computing time. In Table 1 we find a factor of 20
improvement with respect to the old methodology and
near to a factor of 1.5 in the percentage of accepted repli-
cas for a global fit setup.
In the old code the memory usage is driven by the us-
age of APFEL [21], which does not depend on the set of
experiments being used. Instead, the memory consump-
tion of the new code is driven by the Tensorflow optimiza-
tion strategy which in the case of hadronic data requires
the implementation of Eq. (4) and its gradient. This differ-
ence translates to an importance increase on the memory
usage of n3fit that is only realized in the Global fit.
We are currently working on ways that would allow us
to reduce the memory consumption without introducing
a penalty on the execution speed of the code as currently
we favour speed with respect to memory.
3 Hyperparameter tuning
The NNPDF approach aimed to reduce the bias intro-
duced in the determination of the functional form utilized
to parametrize the PDFs [22]. Neural networks provide
universal function approximators [23] which reduce sys-
tematic biases introduced by the choice of specific func-
tional forms. Neural networks themselves, however, are
not unique and the space of hyperparameters is big enough
that finding the best choice becomes a overwhelming task.
In this work we aim to improve over the previous it-
eration of the NNPDF methodology by boxing the entire
framework under hyperparameter optimization routines,
there are several key points which allow us to do this now.
Firstly, the new design of the code exposes all parameters
of the fit including (but not restricted to) the neural net-
work architecture. This is of key importance for a proper
hyperparameter scan where everything is potentially in-
terconnected. Secondly, the new methodology has such a
smaller impact on computing resources that we can per-
form more fits on a scale of orders of magnitude, in other
words, for each fit using the old methodology we can now
test hundreds of architectures.
The hyperparameter scan capabilities are implemented
using the hyperopt framework [17] which systematically
scans over a selection of parameter using Bayesian opti-
mization [24] and measures model performance to select
the best architecture.
As a proof of concept, for this paper we make a first
selection of parameters on which to scan, shown in Table 2
separated between the parameters which define the Neural
Network architecture and those which define the fitting
procedure.
In this study we apply the framework to both the
global and DIS only setup and in order to achieve the
best model configuration we limit the data input to the
experimental central values instead of using artificial repli-
cas. We optimize on a combination of the best validation
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Neural Network Fit options
Number of layers (*) Optimizer (*)
Size of each layer Initial learning rate (*)
Dropout Maximum number of epochs (*)
Activation functions (*) Stopping Patience (*)
Initialization functions (*) Positivity multiplier (*)
Table 2. Parameters on which the hyperparameter scan is
performed. Results marked with (*) are shown graphically in
Fig. 3.
loss and stability of the fits. In other words, we select the
architecture which produces the lowest validation loss af-
ter we trim those combinations which are deemed to be
unstable.
In Fig. 3 we show an example of DIS only scan. We
present eight examples of those shown in Table 2
In this scan we find the Adadelta optimizer, for which
no learning rate is used, to be more stable and system-
atically produce better results than RMSprop and Adam
with a wide choice of learning rates. The initializers, once
unstable options such as a random uniform initialization
have been removed, seem to provide similar qualities with
a slight preference for the “glorot normal” initialization
procedure described in [25].
Concerning the parameters related to the stopping cri-
teria, we observe that when the number of epochs is very
small the fit can be certainly unstable, however after a cer-
tain threshold no big differences are observed. The stop-
ping patience shows a very similar pattern, stopping too
early can be disadvantageous but stopping to late does
seem to make a big difference. The positivity multiplier,
however, shows a clear preference for bigger numbers.
Finally, concerning the neural network architecture we
observe that a small number of layers seem to produce
slightly better absolute results, however, one single hid-
den layer seem to be also very inconsistent. The activation
functions present with a slight preference for the hyper-
bolic tangent. Once we have a acceptable hyperparameter
setup we ran again for fine tuning as some of the choices
could have been biased by a bad combination on the other
parameters.
The main take away from this scan is the implemen-
tation of a semi-automatic methodology able to find the
best hyperparameter combination as the setup changes,
e.g. with new experimental data, new algorithms or tech-
nologies.
3.1 Overfitting: the test set
While performing the hyperparameter scan we found that
optimizing only looking at the validation loss produced
results which would usually be considered overfitted: very
low training and validation χ2 and complex replica pat-
terns. Thanks to the high performance of the n3fit pro-
cedure the usual cross-validation algorithm used in the
NNPDF framework was not enough to prevent overlearn-
ing for all architectures.
Experiment Observable
NMC σeNC
BCDMS F p2 , F
d
2
HERA σpNC, F
b
2
D0 dσZ
dyz
, W electron asy
CDF kt incl jets
ATLAS mass DY, σ(tt¯)
CMS Z pT 8 TeV
Table 3. List of datasets used for the testing procedure of the
hyperparameter scan. After each fit the generalization power of
the network is tested on these sets and the iteration discarded if
its χ2 greatly differs from the validation and training χ2. This
list is a subset of the datasets entering the fits for NNPDF
3.1 [4].
The cross-validation implemented in NNPDF is suc-
cessful on avoiding the learning of the noise within a dataset.
However, we observe that this choice is not enough to pre-
vent overfitting due to correlations within points in a same
dataset when using hyperopt with n3fit. In order to elim-
inate architectures that allowed overlearning we proceed
by including a testing set where the model generalization
power is tested. This is a set of datasets where none of
the points are used in the fitting either for training or
validation.
Defining the best appropriate test dataset for PDF fits
is particularly challenging due to the nature of the model
regression through convolutions. For the present results
the test set is defined by removing from the training set
datasets with duplicate process type and smaller leading-
order kinematic range coverage. We call the loss produced
by the removed datasets “testing loss” and we use it as
a third criterion (beyond stability and combined with the
value of the validation loss) to discard combinations of
hyperparameters. With this procedure we are able to find
combinations of hyperparameters which produce good fits
for which we are confident no obvious overfitting can be
generated. In Table 3 we list the datasets which have been
used as test set for this study.
In Fig. 4 we show an example of a PDF produced by
two very different architectures, both of which are gen-
erated by the hyperoptimization procedure. We observe a
much more unstable behaviour in the fit in which we allow
for overtraining which in turn translates for a χ2 on the
testing set of more than twice the value of the training set.
We believe the issue of hidden correlations in experimental
measurements as well as its impact on PDF fits requires
a much deeper study outside the scope of this paper.
4 Results
The best setups we find are shown in Table 4. We find the
global setup allow for deeper networks without falling in
overfitting. The hyperbolic tangent and the sigmoid func-
tions are found to perform similarly. The initializer of the
weights of the network, however, carries some importance
for the stability of the fits. We utilize the glorot normal
initialization method [25,26] as implemented in Keras.
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Adam RMSprop Adadelta
optimizer
1
2
3
4
5
Lo
ss
10 3 10 2 10 1
learning rate
glorot_uniform glorot_normal
initializer
10000 20000 30000 40000
epochs
0.1 0.2 0.3 0.4
stopping patience
1.00 1.05 1.10
positivity multiplier
1 2 3 4
number of layers
sigmoid tanh
activation function
Fig. 3. Graphical representation of an hyperparameter scan for a DIS only fit with 2000 trials. The loss presented in the y-axis
corresponds to an average of the validation and testing loss functions. The shape of the violin plots represent a visual aid on
the behaviour of the fit as a function of the free parameter. Fatter plots represent better stability, i.e., configurations which are
less likely to produce outliers.
10 5 10 4 10 3 10 2 10 1 100
x
0.1
0.2
0.3
0.4
0.5
0.6
xu
(x
)
u at 1.7 GeV
n3fit DIS overlearning model
n3fit DIS best model
Fig. 4. Comparison between the PDF replicas generated by
n3fit for one parton flavour (u¯). In green we show the results
for the best model in the naive hyperoptimization, in orange
the best model once we have introduced the test set criteria.
Parameter DIS only Global
Hidden layers 2 3
Architecture 35-25-8 50-35-25-8
Activation tanh sigmoid
Initializer glorot normal glorot normal
Dropout 0.0 0.006
Optimizer Adadelta Adadelta
Max epochs 40000 50000
Stopping patience 30% 30 %
Table 4. Best models found by our hyparparameter scan for
the DIS and global setups using the new n3fit methodology.
We find that adding a small dropout rate [27] to the
hidden layers in the global fit reduces the chance of over-
learning introduced by the deeper network, thus achieving
more stable results. As expected the bigger network shows
a certain preference for greater waiting times (which also
increases the stopping patience as is set to be a % of the
maximum number of epochs). In reality the max. num-
DIS only Global
n3fit (new) 1.10 1.15
nnfit (old) 1.13 1.16
Table 5. Comparison of the total χ2 of the fit for both a DIS
only and Global setup between the old and new methodology.
NM
C
SL
AC
BC
DM
S
CH
OR
US
NT
VD
M
N
HE
RA
CO
M
B
HE
RA
F2
CH
AR
M
F2
BO
TT
OM
1.29
1.01
1.18
0.975
0.461
1.17
1.52
1.11
1.33
1.09 1.13 1.05
0.695
1.15
1.47
1.12
2 for experiments
n3fit DIS only
NNPDF 3.1 DIS only
Fig. 5. Comparison of the χ2 experiment by experiment be-
tween the new and old codes. An experiment is comprised of
one or more datasets of experimental data. All datasets in this
plot correspond to DIS-type experiments.
ber of epochs is rarely reached and very few replicas are
wasted.
We have produced two complete fits for the DIS only
and global setups described in Sec. 2.4. We find that both
fits perform similarly on describing the experimental data,
as can be attested by the values of χ2 presented in Ta-
ble 5. Below we detail the results separating between the
DIS only and global setups and showing a direct compar-
ison between the behaviour of the PDFs found with both
methodologies. In all plots of this section the orange color
corresponds to the fit performed with the old methodol-
ogy whereas green corresponds to the new one and are
generated using reportengine [28].
4.1 DIS only fits
When we study the change on the value of χ2 in Table 5
it is interesting to study also how this value changes ex-
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10 5 10 4 10 3 10 2 10 1 100
x
0.5
1.0
1.5
2.0
2.5
3.0
xg
(x
)
g at 1.7 GeV
n3fit DIS only
NNPDF 3.1 DIS only
0.2 0.4 0.6 0.8
x
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
xu
(x
)
u at 1.7 GeV
n3fit DIS only
NNPDF 3.1 DIS only
Fig. 6. Comparison of the PDF of the gluon and the u-quark
for the DIS only setup. Each line correspond to a different
replica while the bold-faced line correspond to the central value
of the PDF computed by taking the average of all other repli-
cas.
periment by experiment. In Fig. 5 we compare the in-
dividual χ2 experiment by experiment between the new
and old methodology. We observe that values are compat-
ible within the statistical fluctuations obtained by chang-
ing the random seed during the initialization of the old
methodology. From this we can infer the behaviour of
the PDFs must also be similar. We show some examples
for the gluon and u-quark replicas in Fig. 6. Indeed, the
central value for the PDF is not very different from the
one obtained with the old methodology (albeit somewhat
smoother) and always lying within the one sigma band of
the old PDF fits.
The biggest difference between both methodologies re-
sides on the stability of the replicas. In Fig. 6 we can
see that n3fit produces smoother replicas with less com-
plex structure. The central value, however, remains stable
and well within the envelope of NNPDF3.1. As a result in
Fig. 7 we observe that the arc-lengths for all flavours are
systematically smaller with n3fit.
4.2 Global fits
Similar results are obtained in the case of the global fit.
The χ2 per experiment is shown in Fig. 8. Although the
s u d g d u s c
1.0
1.5
2.0
2.5
3.0
3.5
Ar
c 
le
ng
th
 Q
=
1.
65
1 
Ge
V
n3fit DIS only
NNPDF 3.1 DIS only
Fig. 7. Comparison for the DIS only setup of the arc-lengths
between the new and old methodologies. The new methodology
produces smoother curves which translates to smaller and more
stable arc-lengths.
difference between the old and new methodology in the
global setup is not as evident as in the DIS only case,
we can still observe more stable replicas and in general
smoother curves in Fig. 9, where we plot all produced
replicas for the new and old methodologies for the gluon
and d-quark PDFs.
The same is observed in Fig. 10 where the arc-lengths
produced by n3fit are still systematically smaller. It is
also worth noticing the more stable behaviour of n3fit
with respect to NNPDF3.1 when comparing the DIS only
arc-lenghts of Fig. 7 with those produced by the global fit.
This difference can be easily understood as we now
posses a framework able to scan and search for the best
combination of hyperparameters for a given experimental
setup which allow us to obtain good quality fits for any
setup using the same framework. Using the old methodol-
ogy a similar study would have required several months of
work. This is another example of how this new methodol-
ogy can improve the field of PDF determination.
5 Conclusions
We presented a new approach to and regression model
strategy for the determination of PDFs, in the context
of the NNPDF framework. This new approach, based on
new computational techniques, improves fitting perfor-
mance and quality. Furthermore, we propose a new work-
flow pipeline for the systematic and efficient determination
of PDFs.
The new approach consists in replacing the current
C++ fitting code with a new implementation based on
python and Keras-Tensorflow. This allows us to change
model easily, test new architectures developed by the sci-
entific community, fit preprocessing exponents, obtain faster
results thanks to gradient based methods, and the possi-
bility to carry hyperparameter tuning in a systematic way
to decide when the model is optimal.
Finally, we believe that future PDF fits based on this
new approach, once exhaustively tested and validated, will
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Fig. 8. Comparison of the χ2 between both the new and old
codes experiment by experiment for a global fit. An experiment
is comprised of one or more datasets of experimental data. We
find the new methodology to be able to produce fits with a
quality similar to the old methodology for every experiment.
provide better and more reliable PDF sets for future re-
leases of the NNPDF collaboration, thanks to the pos-
sibility to identify in a quantitative way the best suited
regression model for new data from the LHC.
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