To model stratocumulus clouds in the regional climate model, RegCM4.1, the University of Washington (UW) turbulence parametrization has been coupled to RegCM. We describe improvements in RegCM's coastal and near-coastal climatology, including improvements in the representation of stratiform clouds. By comparing output from a 27-yr ) simulation of the climate of western North America to a wide variety of observational data (station data, satellite data, and aircraft in situ data), we show the following: (1) RegCM-UW is appropriate for use in general regional climate studies, and (2) the UW model distinctly improves the representation of the marine boundary layer in RegCM. These model-data comparisons also show that RegCM-UW has a slight cold bias, a (wet) precipitation bias, a systematic low bias in the vertically-integrated liquid water content near the coast, and a high bias in the fractional cloud coverage. The model represents well the diurnal, monthly, and interannual variability in low clouds. These results show RegCM-UW as a nascent mesoscale stratocumulus model that is appropriate for stratocumulus investigations at scales ranging from hourly to decadal. The source code for RegCM-UW is publicly available, under the GNU license, through the International Centre for Theoretical Physics.
Introduction
Low-lying stratocumulus clouds, occurring near the top of the atmospheric boundary layer, are a dominant feature of the atmosphere near western coasts. Marine stratocumulus clouds (MSc) are a particularly important class of cloud because globally, MSc increase the planetary albedo by covering the low-albedo ocean with high-albedo clouds that emit long-wave radiation at a rate comparable to that of the ocean (Klein and Hartmann, 1993) . Regionally, MSc (and associated coastal fog) moderate coastal temperatures and are an important source of moisture for coastal ecosystems (Koračin et al., 2001; Dawson, 1998) . The climatological importance of MSc, and the myriad ways that anthropogenic climate change might affect them, has made them the topic of a number of recent studies (e.g. Meehl et al., 2007; Stevens and Feingold, 2009; Park and Bretherton, 2009 ) and has prompted the improvement of global climate models (GCMs) in recent years. Martin et al. (2000) improved the simulation of cloudtopped boundary layers in the Hadley Centre global model by implementing the parameterization of Lock et al. (2000) , which uses a separate diffusivity profile for the clear and cloudy portions of the boundary layer. Köhler (2005) implemented a flux-decomposition approach with a special treatment of the stratocumulus to shallow cumulus transition in the European Centre for Medium-Range Weather Forecast global model; in one case, this improvement added stratocumulus clouds where they had previously been missing, and it generally increased (improved) the amount of liquid water in low clouds. Bretherton and Park (2009) implemented a new moist turbulence paramterization and a new shallow cumulus parameterization into the Community Atmosphere Model; Park and Bretherton (2009) demonstrate that this addition reduces the overall climate bias of the model relative to the original model. These improvements to the representation of low clouds in GCMs are critical for understanding
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how climate might change in the future, given that "cloud feedbacks... have been confirmed as the primary source of climate sensitivity differences" in climate model simulations (Meehl et al., 2007) . Lauer et al. (2010) have demonstrated that regional climate models (RCMs) can provide a valuable, additional modeling framework in which to study MSc and their sensitivity to climate.
Regional climate models (RCMs) have increasingly been used to study climate change (e.g. Snyder et al., 2003; Leung et al., 2004; Kueppers et al., 2005; Steiner et al., 2006 ), yet there have been very few RCM studies that investigate possible changes in MSc resulting from anthropogenic climate change. There is a lack of such studies because most RCMs are incapable of simulating MSc; only a few recent studies have shown improvements in RCMs that render them able to simulate MSc. Bretherton et al. (2004a) and McCaa and Bretherton (2004) coupled the moist turbulence parametrization of Grenier and Bretherton (2001) (hereafter referred to as the "UW" turbulence parametrization) to the National Center for Atmospheric Research (NCAR) Mesoscale Model 5 (MM5). These studies show that coupling the UW model to MM5 improves simulation of MSc relative to the other turbulence parametrizations available in MM5. Additionally, Wang et al. (2004a,b) and Lauer et al. (2009) demonstrate that the recently-developed International Pacific Research Center (IPRC) regional climate model is capable of simulating MSc (the IPRC model uses an E-turbulence closure parametrization, which differs completely from that used by Grenier and Bretherton, 2001 ). Wang et al. (2005) used the IPRC model to investigate the climatological impact of MSc on atmospheric circulation, and Lauer et al. (2010) used the IPRC model to show that global warming may reduce MSc coverage. Wyant et al. (2010) show that the Weather and Regional Forecasting (WRF) model, depending on its configuration, can reasonably reproduce the cloud fraction and boundary layer fields height observed in October 2006, though it tends to underestimate the mean and the diurnal cycle of cloud liquid water path. In an intercomparison of various atmospheric models, Wyant et al. (2010) demonstrate that this level of performance is common for state-of-the-art regional climate models, global climate models, and operational forecast models alike.
The International Centre for Theoretical Physics' RCM, RegCM, is a powerful tool for the RCM community both because it is freely available under the GNU license and because it has a broad international group (the RegCNET) that supports its use (Pal et al., 2007; Giorgi et al., 2012) . Unfortunately, RegCM lacks the ability to simulate stratocumulus clouds, and so this widely-used RCM is incapable of being used in studies like that of Wang et al. (2005) and Lauer et al. (2010) . To work toward correcting this deficiency, we have coupled the UW turbulence parametrization to RegCM. This manuscript has three main purposes:
(1) to demonstrate that RegCM with the UW model has a climatology that compares as well (or better) to observations as the original RegCM,
(2) to demonstrate that the UW model improves the representation of marine boundary layer processes and MSc in RegCM at a wide range of temporal scales, and (3) to show that adding the UW model adds physically realistic stratocumulus clouds to RegCM.
We provide a general description of RegCM 4.1 and the specifics of its coupling to the UW model in Sects. 2 and 3. We show that the long-term climatology of RegCM4.1 with the UW model (RegCM-UW) matches well with a variety of climatological observations over western North America in Sect. 5. A comparison of model output from the default RegCM4.1 and RegCM-UW with in situ data from three stratocumulus field experiments (two from North America and one from South America) shows that the UW model generally improves the physical representation of the marine boundary layer in RegCM; in particular, the UW model adds realistic stratocumulus clouds to RegCM (presented in Sect. 6). We present the climatology of stratocumulus clouds from RegCM-UW, and compare it with satellite-based climatologies in Sect. 7, to show that RegCM-UW simulates well the climatology of stratocumulus clouds at a variety of temporal scales.
Description of RegCM4.1
The International Centre for Theoretical Physics' regional climate model, RegCM version 4.1 (hereafter referred to as RegCM4.1) is a three-dimensional mesoscale model that is nearly identical to RegCM3 (Pal et al., 2007) in terms of physical parametrizations. Major changes in the model from version 3 to version 4.1 include the following: the inclusion of the Community Land Surface Model v3.5 (CLM3.5) as an optional land surface parametrization, a new optional parametrization for diurnal SST variations, and a major restructuring (modularization) of the code base. RegCM4.1 and its evolution from RegCM3 is fully described in an upcoming special issue of Climate Review (Giorgi et al., 2012) , but some salient details are repeated here.
RegCM4.1 treats two types of clouds: convective (subgrid scale) and large-scale. For the stratocumulus region in RegCM, large-scale clouds are dominant. RegCM4.1 treats large-scale clouds in a relatively simple manner, following the work of Pal et al. (2000) : any grid cell whose relative humidity is above some threshold (nominally 80 %) will begin to have fractional cloud coverage. Cloud water, which is a prognostic variable in the model that is advected and diffused, is added to the grid cell in proportion to the cloud fraction. Grid cells with relative humidity above an upper threshold (nominally 101 %) have maximal fractional cloud coverage. Clouds precipitate when their in-cloud liquid water content exceeds a temperature-dependent threshold. Precipitation is assumed to reach the surface within the model's time step, which is typically on the order of 1-2 min. On descent, a fraction of the auto-converted precipitation accretes with
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cloud water below its origin, and a fraction of the precipitation evaporates into sub-saturated grid cells below the cloud base.
RegCM4.1 uses the CCM3 radiation package (Kiehl et al., 1996) , which is a relatively simple one-dimensional radiation model that divides radiation into multiple short and long wavebands and separately considers the transmission, scattering, absorption, and emission (if applicable) of each band. In terms of cloud radiative properties, the cloud liquid water path is calculated from the prognostic liquid water content, and all but the highest (coldest) clouds are assumed to have a mean droplet radius of 10 µm.
The default boundary layer parametrization is based on the work of Holtslag et al. (1990) and Holtslag and Boville (1993) (hereafter referred to as the "Holtslag model"). The Holtslag model is a non-local first-order, down-gradient diffusion parametrization with an additional term to account for counter-gradient diffusion. Essentially all of the physics of turbulent mixing is contained within the diffusion coefficient. The diffusion coefficient at every height in the model is an empirical function of both surface conditions (surface buoyancy flux and surface stress) and fractional height within the boundary layer. This diffusion parametrization is based on the similarity theory of Troen and Mahrt (1986) . Because the diffusivity is only a function of surface conditions, this diffusion parametrization implicitly assumes that the turbulence within the boundary layer is generated entirely from the surface. The model is described as non-local, because the diffusivity at every height is dependent on bulk boundary layer properties (i.e. surface conditions and boundary layer height), and not on the conditions occurring only at that height (the local conditions).
None of the versions of RegCM thus far, including version 4.1, have been capable of simulating MSc; see Sects. 6 and 7.1. The lack of stratocumulus is likely because the Holtslag model only considers surface-related sources of turbulence; it entirely neglects cloud-top radiative cooling as a source of turbulence 1 . Without this source of turbulence, the occurrence of BL clouds over the ocean, with the Holtslag model, will be limited to areas and times where surface-based convection or mechanical mixing is strong enough to transport moisture from the surface above the lifting condensation level (LCL). Without the cloud-top source of turbulence, the clouds will dissipate once the impetus for vertical mixing ceases. In this view, the Holtslag model lacks a crucial connection in the feedback loop that allows stratocumulus clouds to be self-sustaining.
UW TCM description and coupling details
To include the physical processes necessary for maintaining a stratocumulus deck, we have replaced the Holtslag boundary layer model with the more general turbulence closure parametrization 2 of Grenier and Bretherton (2001) and Bretherton et al. (2004a) (the UW model).
The UW model is a 1.5-order, local, down-gradient diffusion parametrization. While both the Holtslag and UW models parametrize the vertical diffusivities and viscosity as the product of a length scale and a velocity scale, the Holtslag model bases its velocity scale on surface conditions, whereas the UW model uses local turbulent kinetic energy (TKE) to determine the velocity scale. TKE is determined prognostically as the balance of buoyant production/destruction, shear production, dissipation, vertical transport, and horizontal diffusion and advection; the buoyant production term explicitly accounts for production of TKE by cloud-top radiative cooling (it assumes that all of the divergence takes place right at the top of the cloud; Grenier and Bretherton (2001) ). The UW TCM also explicitly parametrizes the entrainment process and accounts for enhancement of entrainment by evaporation of cloudy air into entrained air, which is hypothesized to be an important process in the breakup of MSc (e.g. Lilly, 1968; Nicholls and Turton, 1986) .
The UW TCM code that is coupled to RegCM4.1 is essentially identical to the code used by Bretherton et al. (2004a) and McCaa and Bretherton (2004) , with two notable exceptions: a different length scale parametrization and a different surface layer parametrization. Bretherton et al. (2004a) set the master length scale (used in the calculation of diffusivities, TKE dissipation, and entrainment) simply as l = kz, whereas Grenier and Bretherton (2001) used the Blackadar length scale of l = kz/(1+kz/λ), where λ is a constant times the BL height (the constant is a tunable parameter that Grenier and Bretherton, 2001 set as 0.085). Grenier and Bretherton (2001) argue that their length-scale formulation allows the model to maintain a self-similar TKE profile (i.e. the TKE profile maintains a consistent, geometrically similar shape as the boundary layer height changes), consistent with observations, as the boundary layer profile changes; it is not clear from the Bretherton et al. (2004b) study whether this is the case for l = kz. We agree with the arguments of Grenier and Bretherton (2001) about the benefits of using the Blackadar length scale, and so we added an option to RegCM4.1 to use either length scale formulation when using the UW 2 Though both the Holtslag and UW models primarily deal with transporting prognostic quantities in the vertical, we distinguish the UW model from a boundary layer scheme, following Bretherton et al. (2004a) , because it determines the vertical mixing due to turbulence in areas above the planetary boundary layer as well as within. The Holtslag model remains in the code as an optional alternative to the UW model. TCM 3 ; we use the Blackadar length scale for these experiments. Also in contrast to Bretherton et al. (2004a) , the surface enthalpy, moisture, and momentum fluxes are calculated in the RegCM land surface model, which can be either the Biosphere-Atmosphere Transfer Scheme (BATS) (Dickinson et al., 1993; Giorgi et al., 1993) or CLM3.5 (Oleson et al., 2008; Tawfik and Steiner, 2011) .
Description of model domains
In the following section, the experimental details are described, by domain, for the two domains used in this study: western North America and western South America.
Western North America
All model results shown for western North America (abbreviated WNA) were created with RegCM-UW on a 50 km horizontal resolution Lambert Conformal Conic grid centered at 37 • N, 123 • W; see Fig. 1 . The domain center and domain extent were the two main aspects that guided the choice of this domain: it is chosen to have its center over California's coastline and to extend westward sufficiently far to allow development of MSc. The domain's eastward extent is chosen to avoid cutting high topography on the main model outflow boundary, and its latitudinal extent is such that California is well outside of the model's buffer region (shown in Fig. 1 ). The lateral boundary conditions for this domain are provided by data from the 6-hourly NCEP-DOE Reanalysis 2 (NNRP2) (Kanamitsu et al., 2002) , and the sea surface temperatures are provided from the monthly mean National Oceanic and Atmospheric Administration (NOAA) Optimum Interpolation Sea Surface Temperature V2 (OISST) data set 4 (Reynolds et al., 2002) .
Four simulations on the WNA domain are presented: two using the UW model with the Grenier and Bretherton (2001) length scale formulation, and the other two using the Holtslag model. All four simulations on this domain use the BATS land-surface model (Dickinson et al., 1993) , and the Grell convection scheme with the Arakawa and Schubert closure assumption (Grell, 1993) . The four runs differ in their start date and duration, their vertical resolution, and the boundary layer model. simulation are removed to allow for model spin-up. With the spin-up time removed, both runs span exactly 25 model years. All figures that show a climatology use data (or a subset) from one of these two runs; the exact subset of the data depends on the observational data to which the model output are compared. These two runs will be referred to as WNA-UW-LONG and WNA-HOLT-LONG, respectively.
Two short simulations (again, one UW run and one Holtslag run) were run with 30 vertical levels on the WNA domain from 1 July 2001 to 31 August 2001. These two simulations are only used for the comparison of model output against data from the Dynamics and Chemistry of Marine Stratocumulus experiment (DYCOMS II), which is presented in detail in Sect. 6. These runs will be referred to as WNA-UW-SHORT and WNA-HOLT-SHORT, respectively.
Western South America
For comparison with results from the VAMOS OceanCloud-Atmosphere-Land Study Regional Experiment (VO-CALS; described further in Sect. 6, we use the domain shown in Fig (Kanamitsu et al., 2002; Reynolds et al., 2002) . These domains will be referred to as VOCALS-UW and VOCALS-HOLT (also, see Table 1 ). Results from these domains are presented in Sect. 6.
Climatology validation

Temperature, precipitation
By comparing output from RegCM-UW with observational data from several sources, we show that RegCM-UW generally does a good job of simulating the temperature and precipitation climatology of western North America. For validation of the temperature and precipitation climatology over land, we compare RegCM with the CRU TS 3.0 data set (Mitchell and Jones, 2005) . The CRU data are an aggregation of station-based observations to a 0.5-degree resolution grid. For validation of precipitation over the ocean, we use the Global Precipitation Climatology Project (GPCP) v2.1 5 data set. The GPCP precipitation data are a combination of satellite and rain-gauge measured precipitation rates, averaged by month from 1979 to 2009 onto a 2.5 ×2.5 degree grid (Adler et al., 2003) ; the data set was developed by the NASA/Goddard Space Flight Center's Laboratory for the Atmospheres as a contribution to the GEWEX Global Precipitation Climatology Project. The wet season temperatures ( Fig. 3a and c) tend to be low with the UW model over much of the WNA domain, though the cold bias is typically less than about 4 K (it is 2.5 K on average). More importantly for the success of simulating MSc, however, is that the dry season temperatures ( Fig. 3b and d) agree well with the CRU data. The model exhibits a slight cold temperature bias during the dry season, though it is limited to less than 2 K over most of the domain (it is 0.6 K on average). The temperature biases for the HOLT run are similar in spatial pattern to those shown in Fig. 3 , though they are smaller on average: a 1.0 K cold bias for the wet season, and a 0.02 K cold bias for the dry season. Initial tests with RegCM-UW showed that it tended to produce a severe cold bias in all seasons. Investigation of this cold bias revealed that the land surface albedos in the BATS model were systematically too high compared with MODIS data (comparison of temperature profiles between the Holtslag and UW models during stable conditions (not shown) suggests that relatively strong mixing during stable conditions tends to mask this problem when using the Holtslag model). Using a version of the procedure described by O'Brien et al. (2012), we adjusted the land surface albedos so that they approximately match those from MODIS. However, this adjustment was done during the early stages of developing the technique described in O'Brien et al. (2012); after the runs for this study were complete, we discovered an issue in the albedo adjustment algorithm that tended to keep the surface albedo values higher than in MODIS (though it still lowers them relative to the original albedos). While the albedo values for the WNA runs shown in this manuscript are lower than the original albedos, and the temperature bias is strongly reduced relative to runs with the original albedos, application of the corrected adjustment algorithm will lower the albedos further. We did not rerun the WNA runs because of computational cost, but we anticipate that correct application of the O'Brien et al. (2012) adjustment algorithm will lower the slight cold biases shown in Fig. 3c and d. Figure 4 shows the precipitation climatology for the wet and dry seasons, and the corresponding difference compared to the CRU and GPCP data. The spatial patterns of precipitation for both the wet and dry seasons are similar to the patterns from the CRU and GPCP data, but the model shows a general tendency to overemphasize the rainy areas in the Pacific Northwest. The precipitation bias over the Pacific Northwest is 2-3 mm day −1 during the wet season, which is 20-100 % too high, depending on the area. During the dry season the precipitation bias is less than 0.5 mm day −1 (and less than 50 %) over most of the domain, though it reaches about 1 mm day −1 (which corresponds to an approximately 100 % bias) in the northern portion. The average precipitation bias over land is 0.6 mm day −1 for the wet season and 0.3 mm day −1 for the dry season. For almost all ocean areas in both the wet and dry seasons, RegCM-UW is within 0.5 mm day −1 of the mean precipitation rates reported in the GPCP data set. These biases are quite similar, in terms of magnitude and spatial pattern, to the biases from the standard version of RegCM, although the average wet season bias is slightly higher (by 0.04 mm day −1 ), while the dry season bias is slightly lower on average (by 0.02 mm day −1 ). The use of the UW model and the new land albedos may require retuning of the auto-conversion parametrization to reduce the excessive precipitation in the wet season. Alternatively, we are currently working on implementing the auto-conversion parametrization of Liu et al. (2006) and Liu and Daum (2004) in RegCM as a way to represent the (warm rain) drizzle process for stratocumulus clouds in a more physically realisticand parametrically constrained-manner. It is possible that this new parametrization may improve the representation of auto-conversion across the whole WNA domain. Either way, further work needs to be done to reduce the high precipitation bias in RegCM-UW.
The UW model improves the representation of interannual variability, both in coastal areas and in strictly inland areas: Fig. 5 shows a Taylor diagram comparing both the UW and Holtslag models with the CRU data. We define coastal areas as land grid cells that have adjacent ocean grid cells, and we define inland areas as land grid cells that are not coastal grid cells (and neither area includes the buffer zone). As explained by Taylor (2001) , Taylor diagrams can simultaneously show the correlation (r) of a model (RegCM-UW) against a reference data set (CRU and GPCP), the variability of the model compared to the reference data set, and the rootmean squared difference between the model and reference. In Fig. 5 , temperature and precipitation are averaged each year for the UW run, the Holtslag run, and the CRU/GPCP data for coastal areas and for inland areas. This produces area-average time-series, with points for each year between December 1984 and November 2005 for both model runs and the CRU/GPCP data. The correlations shown in Fig. 5 are the time-series correlations between the UW run and CRU/GPCP and between the Holtslag run and CRU/GPCP, for three different areas (inland areas, the coast, and the ocean). Similarly, the normalized standard deviations are the ratio of the standard deviations of the time-series between the UW run and CRU/GPCP and likewise for the Holtslag run. Temperatures over the ocean are not shown because SSTs are prescribed in RegCM-UW. Figure 5 shows that the interannual variability of the UW run matches better with CRU (the red points are closer to the dashed arc in the middle of the diagram) for both coastal and inland precipitation (points 3 and 4), as well as coastal temperature (point 1). Of all the changes in interannual variability associated with adding the UW model, improvement of coastal temperatures and of inland precipitation are the most notable. We attribute the improvement of coastal temperature directly to the improved representation of the marine boundary layer (which we demonstrate in the next section). It is less clear why the UW model improves inland precipitation. Comparison of the UW and HOLT runs indicates that convective precipitation in the UW run is significantly less, in terms of magnitude and variability, than in the HOLT run. We attribute this reduction in convective activity in the UW run to a reduction in the near-surface temperatures (typically about 1 K), which should directly reduce the amount of convectively available potential energy, since the level of free convection should be higher on average.
The UW model also slightly improves the interannual correlation of inland precipitation (the angle of the line connecting the origin and point 4 is lower for the UW run than the Holtslag run), and it slightly does the same for coastal temperatures. The UW run slightly worsens the interannual correlation for coastal precipitation (point 2), and it does nothing to change either the variability or correlation of inland temperature (point 3). The UW run slightly improves the interannual variability of oceanic precipitation compared to the Holtslag model, though it slightly worsens the actual correlation between the model output and the observations (GPCP). The correlation between the model runs (both UW and Holtslag) and CRU is generally quite high; the correlation coefficient is between 0.9 and 0.95 for temperature and for coastal precipitation, it is nearly 0.8 for oceanic precipitation, and it is about 0.7 for inland precipitation. Generally, in terms of gross climatology, the UW run reduces the magnitude of the model's interannual variability to a more realistic level.
Comparison with field experiments
To show that the UW TCM produces MSc in a physically realistic manner, we compare simulated vertical profiles of potential temperature, water vapor mixing ratio, and in-cloud liquid water mixing ratio with data obtained from three field experiments: the second Dynamics and Chemistry of Marine Stratocumulus experiment (DYCOMS II) (Stevens et al., 2003) , the Physics of Stratocumulus Top (POST) experiment, and the VAMOS Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS) (Rahn and Garreaud, 2010a,b) .
For all three field experiments, only data collected in the target region of each research flight are utilized; the in-bound and out-bound portions of the trips are discarded. The RCM output are averaged in time over the course of the each research flight (output was saved every model hour for each of the field experiment time periods) and bilinearly interpolated horizontally to the average latitude and longitude of the flight. Instead of vertically interpolating the RCM output, the field experiment data are averaged in vertical bins. The boundaries of the vertical bins are chosen such that they correspond to the geopotential heights of the edges of the RCM's model levels.
Flight-by-flight comparison with POST
Comparison of the model output with in situ data from the POST experiment shows that the UW model generally improves the vertical structure of the boundary layer in RegCM. The POST field experiment was conducted in July and August 2008 and consisted of 17 research flights between 16 July and 15 August, though we use a subset of 13 of these research flights for clarity in Fig. 6 (the 13 flights were chosen at random). The flights took place in both the afternoon and evening off the coast near Monterey, California. The locations of the 13 research flights used in this study are shown as red squares in Fig. 1 . The research flights were conducted in a lagrangian fashion, so that the plane approximately sampled the same air mass throughout the flight. The airplane mainly porpoised in and out of the cloud layer to maximize data coverage in the entrainment interface layer, but it periodically surveyed the entire depth of the BL. Figure 6 shows a set of three vertical profiles from each POST research flight. The in situ data are plotted as black circles, with the UW and Holtslag simulations of each field experiment shown as red squares and blue crosses, respectively. Each research flight has a profile of potential temperature (θ), water vapor mixing ratio (r v ), and liquid water mixing ratio (r l ). For compactness, the height scale for the vertical profiles, which is logarithmic to emphasize the boundary layer, is only shown in the first column. These three figures are formatted in this way to show the general success of RegCM at modeling the vertical structure of the atmosphere, and to illustrate differences in the boundary layer structure between the Holtslag and UW runs.
It is striking in Fig. 6 that the modeled boundary layer and free tropospheric profiles of θ, r v , and r l show a high degree of similarity to the profiles measured during POST. The POST data, as well as both model runs, show a very wellmixed boundary layer capped by a stable, dry, free troposphere. The Holtslag and UW model runs hardly differ from each other, yet the small amount that they do differ makes the difference between whether or not the model exhibits MSc.
Close examination of the water vapor profiles shows that even on days where the boundary layer heights agree between the Holtslag and UW runs (e.g. RF's 02 and 03), the Holtslag model is slightly drier near the top of the boundary layer. Given that the boundary layer water vapor mixing ratios are nearly identical for the UW and Holtslag runs, they should have the same lifting condensation level (LCL), which clearly occurs below the boundary layer top in the UW run. Despite having the same LCL, the slight dryness near the top of the boundary layer precludes the Holtslag run from reaching saturation, which results from the Holtslag model failing to maintain a well-mixed boundary layer all the way up to the top. This failure is likely due to the specification of vertical diffusivities in the Holtslag model, which are constrained to approach zero at the top of the boundary layer (Holtslag and Boville, 1993) . In contrast, the UW model produces turbulence from the tops of cloud layers, which allows the diffusivity to remain relatively high under cloudy conditions even at the top of the boundary layer. This cloud-top production of turbulence allows for a feedback, which was originally identified by Lilly (1968) , that causes the boundary layer to remain well-mixed (and maintain a supply of moisture to BL clouds despite the drying effects of entrainment) even near the top of the boundary layer.
The UW model generally improves the representation of MSc over the Holtslag model: on RFs 02, 11, and 12 the UW model correctly predicts MSc when the Holtslag predicts none, yet there are no days where the reverse occurs. There are 2 days where the UW model predicts no MSc when it should (RFs 04 and 13), and one day where the modeled MSc is present but dramatically too thin (RF 06). Furthermore, on most of the days that the Holtslag model predicts
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low cloud, it has an unrealistically low cloud base (RFs 05, 10, 14, 17) . While the UW model is somewhat sporadic in its placement of the top of the cloud (the inversion height), it produces a realistically high cloud base. On average, cloud base for the Holtslag model occurs at approximately 80 m, whereas it averages 370 m for both the UW model and the POST data.
The BL top temperature inversion, measured by the jump in potential temperature above the boundary layer top 6 , is stronger on average in the UW runs (7.0 K) than the Holtslag runs (5.5 K), which is closer to the average strength from the flight profiles (9.9 K). The thorough mixing at the top of the boundary layer due to cloud-top radiative cooling, which the Holtslag model lacks, is responsible for developing the strong temperature inversions seen in both the POST data and the UW run.
The height of the inversion appears to vary too much for the UW model (e.g. RFs 04, 08, 11), but on average the inversion height is higher in the UW run than the Holtslag run, putting it closer to the observed inversion height. The inversion height averages 450 m, 540 m, and 620 m for Holtslag, UW, and POST, respectively. Overall, the clouds in the UW model are either too thin or do not have high enough liquid water mixing ratios, leading to a low bias in integrated liquid water content (liquid water path; LWP). LWP in the Holtslag run averages 36 g m −2 , the UW run does slightly worse at 31 g m −2 , while the POST data average 80 g m −2 . The Holtslag model's LWP are higher on average because the modeled BL clouds span from the surface to the BL top on the four of the five days (RFs 08, 10, 14, and 17) where the Holtslag model simulates BL clouds.
Considering that these runs have ample time (i.e. more than 20 model years) to develop mesoscale circulations that are not influenced by initial conditions, and that may differ considerably from the circulations in the coarser boundary condition data (von Storch et al., 2000) , it is remarkable that the thermodynamic profiles match the POST data as closely as they do. Such successful modeling of the vertical structure of the lower troposphere, after 25 yr of model simulation, attests to the potential for regional climate models to successfully dynamically downscale reanalysis data.
Comparisons with DYCOMS II and VOCALS
In this section, we briefly describe the DYCOMS II and VOCALS missions, and the model runs used to compare with them. Most of the salient details of these comparisons are similar to that from POST, so the discussion here is much shorter. Data from these comparisons are synthesized in Sect. 6.3; the main purpose of this section is to provide background for these runs and to show data from the flight profiles that are presented in a condensed form in Sect. 6.3. 6 Note that these jumps occur on the finite model grid, whose spacing varies between about 125 m and 175 m for the the range of boundary layer depths shown.
DYCOMS II was composed of a series of 10 research flights several hundred kilometers off the coast of Southern California during the month of July 2001, during the peak of the MSc season. The locations of the research flights (RF) used in this study are shown as green circles in Fig. 1 . The flights were done primarily at night to avoid the complication of solar heating in the boundary layer energy budget. To compare with the DYCOMS II data, we use model output from the WNA-UW-SHORT and WNA-HOLT-SHORT runs, which are described in Sect. 4.1. These runs are shortened, one-month versions of the longer WNA experiments (WNA-UW-LONG and WNA-HOLT-LONG) but with higher vertical resolution: 30 model levels instead of 23 (the additional levels are concentrated below approximately 1 km). We initially compared output from WNA-UW-LONG, but we were surprised to find that UW model did not simulate MSc in the DYCOMS II area during most of the research flights. A sensitivity test indicated that the model's vertical resolution has a significant impact on the simulation of boundary layer profiles. With 30 vertical levels, which is shown in the comparison in Fig. 7 , the UW model produces MSc during all of the research flights. This performance in simulating stratocumulus occurrence is notably better than from the lower-resolution (and longer integration) WNA-UW-LONG in comparison with POST data; this is likely due to the increased vertical resolution, though this should be a topic of future study. Despite the increased vertical resolution, the modeled liquid water path is systematically too low: the experiment-average LWP calculated on this vertical grid is 45 g m −2 for the UW model in contrast to 124 g m −2 from the flight profiles.
The VAMOS Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS) is a field experiment that took place off the coast of South America between 15 October 2008 and 15 November 2008. A wide variety of platforms and instruments were involved in the collection of data during the VOCALS campaign, as described by Rahn and Garreaud (2010a) , but this section focuses specifically on data collected by the CIRPAS Twin Otter. On the 14 flights of the Twin Otter, the flights took off consistently at about 11:00 Z (08:00 LT) and landed by about 16:00 Z (about 13:00 LT), with the exception of RFs 01 and 08, which started and ended about three hours later than the other research flights. A main goal of the Twin Otter mission was to consistently sample the same approximate location (approximately 23 • S, 72 • W) at the same time of day for the duration of the mission. The domain utilized in this study is shown in Fig. 2 , and is described in detail in Sect. 4.2. Figure 8 shows data from the VOCALS flights and the VOCALS-UW and VOCALS-HOLT runs.
Unlike DYCOMS II and POST, the UW and Holtslag runs differ substantially in the vicinity of the boundary layer top. This difference appears to be due to a combination of the Holtslag model failing to develop a deep enough boundary layer and failing to develop a strong enough inversion on most days. In general, the boundary layer depths in VOCALS are deeper than either DYCOMS II or POST; the BL height is typically 1 km or greater. While the UW model tends to predict a deeper boundary layer than the Holtslag model, it still tends to be too shallow relative to the observed boundary layer. Despite this low boundary layer bias, the UW model places the BL top above the lifting condensation level on all but two days (RFs 03 and 13). In contrast, the Holtslag model only predicts low cloud on one of the 13 days (RF03), and as with DYCOMS II and POST, the cloud base from the Holtslag run is unrealistically low. As shown in DYCOMS II and POST, the UW model seems to have a systematic low bias in liquid water path: it is 31 g m −2 on average for the UW run compared to 53 g m −2 from the flight profiles.
Field experiment summary
All three field experiments, which represent a range of MSc conditions (daytime, nighttime, nearshore, offshore, deep, shallow), tell a common story about the general success of RegCM at representing the vertical structure of the atmosphere over the ocean: (1) RegCM forced by NCEP II reanalysis has a surprisingly good representation of the lower troposphere, (2) the addition of the UW model substantially improves that representation by adding MSc (and associated processes) to the model, and (3) RegCM with the UW model systematically under-predicts the integrated water content of MSc. Stevens et al. (2005) indicate that large-eddy simulations suffer from a similar problem due to excessive entrainment; entrainment may also be the culprit here. It is possible that tuning the evaporative feedback parameter in the UW model (which is poorly constrained) could help this bias. A future study should examine the impact of this parameter in RegCM to see whether a value can be chosen that improves the LWP. Such a study will have to take care that retuning this parameter does not degrade the overall representation of the boundary layer (Grenier and Bretherton, 2001) . It may also be worth investigating whether other entrainment parametrizations can improve the LWP bias. It is also possible that systematically excessive precipitation (drizzle) may cause the the low LWP bias. Figure 4 indicates that precipitation rates over the ocean are within the range of observations, however this does not rule out the possibility that precipitation rates are too low for low-LWP clouds and too high for high-LWP clouds. If this were the case, then the mean precipitation rate might be correct, but precipitation would act as an excessive moisture sink when LWP begins to become large, thus limiting the growth of LWP. A future study might investigate this by comparing LWP-sorted drizzle rates between model and observations.
In addition to the average improvements in the representation of the boundary layer by the UW model, the UW model also improves the representation of the time-evolution of the boundary layer. Figure 9 shows a Taylor diagram of the boundary layer inversion strength ( θ), the decrease in water vapor mixing ratio at cloud top ( q T ), the cloud base height (z base ), and the inversion height (z inv ). The correlations and standard deviations were calculated individually for each variable, within each field experiment, and then averaged (root mean square average) to produce the correlations and standard deviations shown in Fig. 9 . Calculated in this way, the standard deviations and correlations represent average intra-experiment values. Figure 9 shows that the UW model improves the representation of the boundary layer by almost every metric. The standardized deviation of the inversion strength is very nearly 1 for the UW model, whereas it is only slightly larger than 0.25 for the Holtslag run. The correlation coefficient for the UW run is modestly closer to 0.6 than the coefficient for the Holtslag model, which is closer to 0.5. The UW model definitely improves the representation of the inversion strength relative to the Holtslag model. The inversion-top decrease in water vapor mixing ratio is similarly improved. The variability of q T is again closer to 1 for the UW model, and its correlation coefficient is much higher, with r ≈ 0.7 for the UW model and r ≈ 0.4 for the Holtslag model. Interestingly, despite the expected relationship (they should positively correlate) between the boundary layer height and inversion strength (Tennekes, 1973) , the variability of the inversion height (which is equivalent to the boundary layer height) is worsened in the UW model. The standardized deviation is about 50 % too high in the UW runs, whereas it is about 50 % too low in the Holtslag runs. The inversion height in the UW runs does correlate slightly better with the flight data than the Holtslag runs (nearly r ≈ 0.7 versus r ≈ 0.6), but it varies too strongly, as shown by the standardized deviation. Despite a boundary layer height that varies too greatly, the inversion strength varies with almost a perfect magnitude; it seems that there must be feedbacks in the model that constrain the variability of the inversion strength (e.g. the explicit inverse relationship between inversion strength and entrainment rate; Grenier and Bretherton, 2001) .
Just from visual inspection of the bottom rows of Figs. 6, 7, and 8, it is clear that the UW model dramatically improves the prediction of cloud base relative to the Holtslag model, given that the Holtslag model tends to predict either no cloud, or a cloud with an unrealistically low base (i.e. at the surface). In Fig. 9 , this is reflected as essentially no correlation, and too high of a variability in z base in the Holtslag model. In contrast, cloud base from the UW model varies with a realistic magnitude (the standardized deviation is only slightly too large), and it correlates quite well with the in situ data (r ≈ 0.75).
The generally higher correlation between the day-to-day variability of the UW model and the in situ data indicates that the boundary layer properties in the UW model respond to synoptic-scale variability in a more realistic manner than the Holtslag model. As expected, the addition of stratocumulus physics, through the UW model, definitely improves the representation of the boundary layer and boundary layer physical processes in RegCM.
Stratocumulus climatology
The results from the previous section show that RegCM-UW improves the representation of MSc at short (synoptic) time scales. This section describes and validates the climatology of MSc in RegCM-UW at scales ranging from diurnal to decadal.
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For western North America, the dry season months of May through October closely correspond to the MSc season, with the season typically peaking in July. During this season, the stratocumulus deck strengthens (cloud fraction and liquid water path increase) and the deck approaches the coast. This strengthening of the cloud deck is associated with an increase in lower tropospheric stability (Klein and Hartmann, 1993; Lin et al., 2009) or alternatively an increased inversion strength (Wood and Bretherton, 2006) . During the summer, the boundary layer height and cloud-base lower in the vicinity of the coast (e.g. Dorman et al., 2000) . The decrease in BL height with decreasing distance from the coast is driven by the nearshore enhancement of subsidence rate associated with a mountain-thermal circulation, and to a lesser extent, cooler sea surface temperatures adjacent to the coast (Burk and Thompson, 1996) . Figure 10a and b shows a transect along the 35 • N parallel 7 depicting various aspects of the structure of the boundary layer for the wet seasons and dry seasons, respectively, that is in accord with these qualitative observations of the marine boundary layer.
The model's marine BL exhibits a well mixed boundary layer in both seasons, as shown by the essentially constant potential temperature profile (the colored and filled cells), up to the center of the cloud deck (the gray contour lines show contours of constant liquid water mixing ratio). The cloudwater mixing ratios are higher on average during the dry season than during the wet season, with the liquid water mixing ratio reaching as high as about 8-9 × 10 −2 g kg −1 during the summer and 6-7 × 10 −2 g kg −1 during the wet season.
The average boundary layer top, which is approximately depicted by the outer-most cloud-water contour below 700 hPa, lowers toward the coast in both the wet and dry seasons, but it does so much more pronouncedly in the summer. The black vectors depict the zonal and vertical wind directions, with the vertical velocity greatly scaled so that its average magnitude is similar to magnitude of zonal wind. There is generally subsidence throughout the stratocumulus deck, with the subsidence rate increasing approaching the coast. The model shows liquid water very near the surface adjacent to the coast, which suggests that the model may have skill in simulating fog. The zonal component of the wind during the dry months gives the wind field a relatively strong on-shore component, which when added to the heightened subsidence near the coast that drives the BL height downward, is likely why the deck approaches the ground near the coast.
Condensed water path
During the summer (JJA) months in the WNA MSc region, which is dominated by subsidence on average and typically is free of storm-systems, the total column burden of condensed water (i.e. condensed water path) represents an integrated Fig. 1 ). The colors show the potential temperature, the gray contours show the liquid water mixing ratio (in cg kg −1 ), and the vectors depict the air flow pattern. The vertical velocity is scaled such that its average is equal to the average zonal velocity to emphasize the vertical flow.
measure of boundary layer processes. While we show in Sect. 6 that the UW model's liquid water path (which is nominally equivalent to condensed water path (CWP) for the summertime MSc regime) is comparable to that measured in the DYCOMS II, POST and VOCALS experiments (but biased low), these comparisons are limited to specific locations and times. By comparing modeled CWP with CWP from satellite data, shown in Fig. 11 , we show that the UW model distinctly improves the representation of boundary layer processes across the entire WNA MSc region. This comparison gives a spatial and a climatological context to the validation of MSc simulation in RegCM. Vertical integration of in-cloud condensed water path requires an assumption about the nature of horizontal overlap of cloud layers. In the limit of non-overlapping clouds, CWP is calculated as the vertical average of condensed water content, whereas in the limit of perfectly overlapping clouds, CWP is calculated as the vertical sum instead. The radiation parametrization in RegCM uses a random overlap assumption (Briegleb, 1992) , which could be used to vertically integrate condensed water content. However, with that method, CWP would be strongly controlled by this assumption, which complicates the use of CWP as a metric for boundary layer processes. To avoid this complication, we instead use gridcell average condensed water path, which can simply be calculated as the vertical sum of cell-average condensed water content; cell-average CWP requires no assumption about the overlap of cloud layers.
For the satellite data, we used monthly mean cloud product from the MODIS Terra platform (the MOD08 M3 product), which spans the years 2000 (Hubanks et al., 2008 , though we only use data from [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] . We omit 2000 because of artifacts in the data at the beginning of the year, and we omit 2010 because the RegCM run only goes through 2009. We use an approximate cell-average CWP, which we calculate by multiplying CWP by the average cloud fraction for each cell 8 . Figure 11 shows the JJA average CWP from 2001-2009 for the WNA domain (the model output comes from the WNA-UW-LONG and WNA-HOLT-LONG experiments). The MODIS data and the RegCM-UW output show a relatively high degree of spatial similarity overall, with a correlation coefficient of r = 0.71. With both the UW model and the Holtslag model, RegCM places the northeastern Pacific cloud deck in the correct location, though it is slightly too strong. The MSc deck in the southern portion of the domain is also slightly too strong, and it is shifted approximately 10 • to the west relative to MODIS (see the southern portion of the domain in Fig. 11a Unlike with the Holtslag model, the UW model has a stratocumulus deck adjacent to the coast (Sect. 6 shows that the CWP in the near-coastal region is indeed stratiform). Despite having a stratocumulus deck with the UW model, however, the deck's CWP tends to be too low relative to MODIS, especially at the southern portion of the coast. The CWP from the UW model is 30-40 g m −2 too low on average in this region, while it is 50-60 g m −2 too high over the western and northern portions of the ocean. This low CWP bias is consistent with the low LWP biases noted in comparing RegCM against the three field experiments in Sect. 6. As mentioned in Sect. 6, we noted that at higher vertical resolution the model is more consistent at (correctly) producing MSc. The data shown in Fig. 11 come from a run with only 23 vertical levels, so it is possible that this low CWP bias may be fixed with a higher vertical resolution run. This possibility should be explored in a future study.
Time evolution
The previous sections show that the UW model improves the vertical and horizontal representation of MSc relative to the Holtslag model, but they give no indication of the time evolution of MSc in the UW model. To show the time evolution of low cloud coverage (including MSc) at multiple temporal scales, we compare the modeled low cloud amount from RegCM-UW to satellite data from the International Satellite Cloud Climatology Project (ISCCP: Schiffer and Rossow, 1983; Rossow and Schiffer, 1999) . ISCCP uses radiances measured from multiple geostationary satellites to infer information about the state of the atmosphere, and has been operational since 1983. In Figs. 12 and 13, we use the low cloud amount 9 from the D2 data set, which consists of diurnal averages for each month of operation, gridded on a 2.5 • grid. For direct comparison of the ISCCP data against the WNA-UW-LONG experiment, we show 20 yr of data and model output from January 1985 to December 2006. Figure 12 shows both the JJA-average diurnal cycle and the annual cycle of low cloud coverage, spatially averaged within the dashed box region shown in Fig. 1 (this area is chosen to be representative of the stratocumulus deck). We note here that the RegCM-UW low cloud amount is shifted downward by 25 % in Fig. 12 because the RegCM-UW cloud fraction is biased approximately 25 % too high. Changing the cloud fraction threshold in the RegCM cloud parametrization likely could ameliorate this high cloud-coverage bias (Pal et al., 2000) . However, this high bias also may indicate that the cloud fraction parametrization in RegCM is too simplistic and not based strongly enough on physical processes. 9 Defined as the fractional coverage of clouds occurring below 680 hPa.
A future study should examine utilizing turbulent moments from the UW model to estimate sub-grid scale moisture variability and fractional cloudiness, as is done by Grenier and Bretherton (2001) .
Despite the cloud-coverage bias, RegCM does an excellent job of modeling the phase and amplitude of the annual cycle, as shown by the black curves in Fig. 12 . As in the IS-CCP data, modeled low cloud coverage is maximal in the JJA months, with a peak in July, and minimal in the DJF months. RegCM-UW also captures the MAM onset and SON decay of the deck; the modeled slopes (rate of change of cloud fraction) during these transition months are comparable to those from ISCCP. The successful modeling of the annual cycle shows that the MSc field in RegCM responds realistically to changes in large scale climatological forcing.
RegCM-UW also responds realistically to diurnal forcing; the JJA diurnal cycles of low cloud cover are very similar between RegCM-UW and ISCCP, as shown by the red curves in Fig. 12 . ISCCP shows the well-know nightly maximum in cloud coverage (approximately 21:00 to 06:00 LT), which is followed by a daytime "burn off" (a decoupling of the deck from its surface source of moisture, caused by incloud solar heating; Bretherton and Wyant, 1997) . RegCM-UW also shows these features, although the modeled daytime "burn off" is somewhat weaker. That RegCM-UW successfully models the diurnal cycle of low cloud amount suggests that the model is representing the decoupling processes (Bretherton and Wyant, 1997) in a realistic way. However, the dampened diurnal cycle might indicate that the decoupling process is either not strong enough, or does not happen frequently enough. As shown by Bretherton et al. (2004a) , the addition of a shallow cumulus parametrization to RegCM may help improve the representation of the decoupling process. Figure 13 shows the interannual variability of JJA-average low cloud amount between 1985 and 2006, from ISCCP (black, solid) and RegCM-UW (red, dashed). While RegCM-UW does not appear to exhibit as much interannual variability as the ISCCP data, RegCM does generally capture the high-and low-cloud amount years; ISCCP and RegCM have a statistically significant (P > 99.9 %) correlation of r = 0.67. It is notable that the ISCCP data show a general decline in low cloud amount over this time period, with much of the decline occurring after the year 2000. On average, the ISCCP low cloud amount declines at an average rate of −3 ± 1 % decade −1 . The modeled low cloud amount also declines over this period, although at a much slower (statistically insignificant) rate: −0.5 ± 0.8 % decade −1 for RegCM-UW. Evan et al. (2007) show that trends in the ISCCP data may be partly (artificially) caused by a drift in the satellite viewing angle. Therefore, while the trend in RegCM-UW differs from the ISCCP trend in a statistically significant manner, the difference in trends should be treated with caution since the ISCCP trend may not totally represent a change in the cloud deck. Fig. 13 . Interannual variations in JJA-average low cloud fraction anomaly (the mean is removed, and the variability is preserved). The solid, black curve shows data from ISCCP; and the dashed, red curve shows output from RegCM-UW. Regression lines are also drawn through both curves: ISCCP declines at a rate of −3 ± 1 % decade −1 , and RegCM-UW declines at a rate of −0.5 ± 0.8 % decade −1 . The correlation between the two timeseries is r = 0.67, which is statistically significant above the 99.9 % confidence level. Norris and Leovy (1994) , Norris (2000) , and Clement et al. (2009) use ship-and satellite-based observations to show that the long-term variability (interannual and longer) of low clouds in the Pacific is related to variability in SSTs and possibly to variability in the position of the mid-latitude storm track. Though the trend is not statistically significant, the sign of the modeled trend in low cloud amount is consistent with the results from Clement et al. (2009) , which show that low cloud amount in this region declined steadily over the last half of the century. This result hints that RegCM-UW exhibits the positive low-cloud climatological feedback shown by Clement et al. (2009) . The modest success of RegCM-UW in simulating the long-term variability of MSc cloud amount suggests that it captures these relationships, though the exact mechanism through which SSTs and other climatological forcing affect long-term MSc variability in RegCM-UW is unclear. A future study that examines the causal relationships between MSc and climatological forcing can hopefully reveal the nature of long-term MSc variability in the real world.
Discussion and summary
This study shows that RegCM-UW models a realistic climatology for western North America, as compared to CRU, GPCP, and SCOW. RegCM-UW tends to have temperatures that are slightly too cold and it has a high precipitation bias, though the model biases are within an acceptable range. Furthermore, we suspect that refinement of the land surface albedos, following will help fix part of the cold bias. The UW model also improves the interannual variability of temperature and precipitation in RegCM, compared with the Holtslag model. This study also shows that RegCM-UW simulates a realistic stratocumulus deck at a range of spatial and temporal scales. The comparison with aircraft in situ data (DYCOMS II, POST, and VOCALS) shows that the UW model improves the vertical representation of the lower troposphere relative to the Holtslag model. While the UW model generally predicts an MSc layer comparable to the layers shown in the field data, the comparisons show that RegCM-UW systematically predicts a MSc layer that is too low and that has too little liquid water. The comparison of JJA-average condensed water path from RegCM-UW and MODIS shows a similar story; clouds in the near-coast environment RegCM-UW tend to have too little condensed (liquid) water. Wyant et al. (2010) show that CAM with the UW model also simulates stratocumulus with systematically low LWP, so this LWP bias may be associated with some aspect of the UW model (e.g. the entrainment parameterization), with the relatively low vertical resolution, or some combination of these factors. A future investigation should examine the sensitivity of RegCM-UW to horizontal resolution, vertical resolution, and to tunable model parameters to see if this low-CWP bias can be reduced without degrading the simulation of MSc elsewhere.
The general success of RegCM-UW in the field experiment comparison shows that RegCM-UW represents MSc reasonably well, even at the model's smallest scales (30-50 km), and it represents MSc distinctly better than the Holtslag model. The comparison of RegCM-UW output with data from MODIS shows that RegCM-UW also reasonably represents the MSc at the mesoscale; RegCM-UW models a cloud deck that generally conforms to the coastline as in the MODIS data. This comparison also shows that RegCM-UW has a low bias in CWP in the near coastal region, and the MSc deck is shifted nearly 10 • to the west of the deck in MODIS data. It is possible that higher vertical resolution and the addition of a shallow cumulus model to RegCM-UW may fix the low CWP bias and the westward displacement of the MSc deck.
Intercomparison of the field experiments, shown in Fig. 9 , indicates that MSc in RegCM-UW respond appropriately to changes in synoptic-scale forcing. Additionally, the comparison of low cloud coverage (which is mostly MSc in this region) between RegCM-UW and ISCCP shows that RegCM successfully models the time evolution of MSc at diurnal, annual, interannual, and even decadal scales. While the gross properties of MSc in RegCM-UW still need work (e.g. modeled CWP is too low, low cloud fraction is too high), these results present RegCM-UW as a nascent mesoscale MSc modeling system appropriate for MSc studies ranging from synoptic to decadal time scales.
While the addition of the UW model definitely improves RegCM and adds new capabilities, it is also clearly still a work in progress. The results from this study suggest that the following areas could use further investigation and development: (1) addition of a shallow cumulus parametrization may improve the representation of the diurnal cycle, (2) improvement of the cloud fraction parametrization may improve the representation of cloud-climate feedbacks, and (3) improvement of the autoconversion parametrization might improve precipitation biases in the model. If RegCM is to eventually be used in aerosol-cloud studies, it will also be necessary to improve the microphysics parametrization in RegCM.
On a more practical note, we are currently working with collaborators at ICTP to include the UW model in an official public release of RegCM 10 (freely available under the GNU license). We anticipate that this will be released by the time that this manuscript is published, but if not, the lead author of this manuscript would be happy to share the RegCM-UW source code upon request.
In summary, the results in this manuscript show that the addition of the UW turbulence closure model adds a stratocumulus-modeling capability to RegCM. As with RegCM with the Holtslag boundary layer model, RegCM-UW is appropriate for general regional climate simulations. Additionally, RegCM-UW is an appropriate tool for use in mesoscale stratocumulus studies at a wide range of temporal scales. Furthermore, the model's success in modeling cloud base height strongly suggests that the model may be an appropriate tool for studying the dominant feature of California coastal climate: fog.
