In this paper, we present a general response-time analysis and schedulability-test framework, called k 2 Q (k to Q). It provides automatic constructions of closed-form quadratic bounds or utilization bounds for a wide range of applications in real-time systems under fixed-priority scheduling. The key of the framework is a k-point schedulability test or a k-point response time analysis that is based on the utilizations and the execution times of k − 1 higher-priority tasks. The natural condition of k 2 Q is a quadratic form for testing the schedulability or analyzing the response time. The response time analysis and the schedulability analysis provided by the framework can be viewed as a "blackbox" interface that can result in sufficient utilization-based analysis. Since the framework is independent from the task and platform models, it can be applied to a wide range of applications.
Introduction
Analyzing the worst-case timing behaviour to ensure the timeliness of embedded systems is essential for building reliable and dependable components in cyber-physical systems. Due to the interaction and integration with external and physical devices, many real-time and embedded systems are expected to handle a large variety of workloads. Towards such dynamics, several formal real-time task models are established to represent these workloads with various characteristics, such as the the generalized multi-frame task model [4] , [27] and the self-suspending task model [23] . Although many successful results have been developed, after many real-time systems researchers devoted themselves for many years, there does not exist a general framework that can provide efficient analyses for different task models. For analysis techniques developed over the years for analyzing different task models (exhibiting different characteristics though), redundancy may exist in them because many of the developed techniques tend to apply several fundamental analysis frameworks such as the response time analysis and the busy-window analysis [22] . Our motivation behind this paper is: can we design a general, powerful, yet easy-to-use schedulability analysis framework that is applicable to a wide selection of real-time task models?
Motivated by this, we present in this paper a rather general schedulability analysis framework, called k 2 Q (k to Q), that can be applied in uniprocessor and multiprocessor scheduling for analyzing various real-time task models. The general concept to obtain sufficient schedulability tests in the k 2 Q framework is to test only a subset of time points for verifying the schedulability. This idea is implemented in the k 2 Q framework by providing a k-point last-release schedulability test, which only needs to test k points under any fixedpriority scheduling when checking schedulability of the task with the k th highest priority in the system. Moreover, this concept is further extended to provide a safe upper bound of the worst-case response time. The response time analysis and the schedulability analysis provided by the framework can be viewed as a "blackbox" interface that can result in sufficient utilization-based analysis.
Related Work. There have been several results in the literature with respect to utilization-based, e.g., [7] , [19] - [21] , [24] , [25] , [29] , and non-utilization-based, e.g., [10] , [17] , schedulability tests for the sporadic real-time task model and its generalizations in uniprocessor systems. Most of the existing utilization-based schedulability analyses focus on the total utilization bound. That is, if the total utilization of the task system is no more than the derived bound, the task system is schedulable by the scheduling policy. For example, the total utilization bounds derived in [9] , [19] , [25] are mainly for ratemonotonic (RM) scheduling, in which the results in [19] can be extended for arbitrary fixed-priority scheduling. Kuo et al. [20] further improve the total utilization bound by using the notion of divisibility. Lee et al. [21] use linear programming formulations for calculating total utilization bounds when the period of a task can be selected. Moreover, Wu et al. [29] adopt the Network Calculus to analyze the total utilization bounds of several real-time task models.
Bini and Buttazzo [6] propose a framework of schedulability tests that can be tuned to balance the time complexity and the acceptance ratio of the schedulability test for uniprocessor sporadic task systems. The efficient tests in [6] are based on an observation to test whether the parameters of a task set fall into a schedulable region of the fixed-priority scheduling policy. Our strategy and philosophy are simpler than [6] . First, we only look at the parameters of task τ k (the task defined as the k th highest priority) that is under analysis by assuming that the higher-priority tasks are already verified to be schedulable. Second, similar to our recent general schedulability analysis framework k 2 U [13] , we also apply the key idea of evaluating only k points. The tunable strategies in [6] consider to examine a subset of the time points for schedulability tests.
Distinct from the results in [6] , our objective in this paper is to find closed-form schedulability tests and response-time analyses that can be independent from task and platform models. We target at sufficient schedulability tests and response time analyses that are not exact but can be calculated efficiently in linear-time or polynomial-time complexity. Although the objective is similar to k 2 U, k 2 Q in this paper applies completely different criteria from k 2 U for testing purposes. In k 2 U, all the testings and formulations are based on only the higher-priority task utilizations. In k 2 Q, the testings are based not only on the higher-priority task utilizations, but also on the higher-priority task execution times. The above difference in the formulations results in completely different properties and mathematical closed-forms. The natural condition of k 2 Q is a quadratic form for testing the schedulability, whereas the natural condition of k 2 U is a hyperbolic form for testing the schedulability or the response time of a task.
The k 2 Q and k 2 U frameworks do not dominate each other, and should be applied for different cases (i.e., some task models are better handled by one framework than the other). 1 Since the formulation of k 2 U is more restrictive than k 2 Q (due to using only higher-priority task utilizations without referring to their execution times), there are cases, in which formulating the higher-priority interference by using only task utilizations for k 2 U is troublesome or over-pessimistic. For such cases, further introducing the upper bound of the execution time by using k 2 Q is more precise.
Contributions.
The key contribution of this paper is a general schedulability and response-time analysis framework, k 2 Q, that can be easily applied to analyze a number of complex real-time task models, on both uniprocessor and multiprocessor systems. A key novelty of k 2 Q that allows a rather general analysis framework is that we do not specifically seek for the total utilization bound. Instead, we look for the critical value in the specified sufficient schedulability test while verifying the schedulability of task τ k . This critical value of task τ k gives the difficulty of task τ k to be schedulable under the scheduling policy. We present several properties of k 2 Q, which provide a series of closed-form solutions to be adopted for sufficient tests and worst-case response time analyses for real-time task models, as long as a corresponding k-point last-release schedulability test (Definition 2) or a k-point last-release responsetime analysis (Definition 3) can be constructed. Due to the space constraint, we are only able to provide some simple examples in this paper. More comprehensive examples and applications can be found in the report in [12] . The detailed evaluations, compared to other approaches, are in [11] .
Basic Task and Scheduling Models
This section presents the sporadic real-time task model, as the basis for our presentations. Even though the framework targets at more general task models, to ease the presentation flow, we will start with the sporadic task models. A sporadic task τ i is released repeatedly, with each such invocation called a job. The j th job of τ i , denoted τ i,j , is released at time r i,j and has an absolute deadline at time d i,j . Each job of any task τ i is assumed to have execution time C i . Here in this paper, whenever we refer to the execution time of a job, we mean for the worst-case execution time of the job, since all the analyses we use are safe by only considering the worst-case execution time. The response time of a job is defined as its finishing time minus its release time. Successive jobs of the same task are required to be executed in sequence. Associated with each task τ i are a period T i , which specifies the minimum time between two consecutive job releases of τ i , and a deadline D i , which specifies the relative deadline of each such job, i.e., d i,j = r i,j + D i . The worst-case response time of a task τ i is the maximum response time among all its jobs. The utilization of a task τ i is defined as U i = C i /T i . A sporadic task system τ is an implicit-deadline system if D i = T i holds for each τ i . A sporadic task system τ is a constrained-deadline system if D i ≤ T i holds for each τ i . Otherwise, such a sporadic task system τ is an arbitrarydeadline system.
A task is said schedulable by a scheduling policy if all of its jobs can finish before their absolute deadlines, i.e., the worst-case response time of the task is no more than its relative deadline. A task system is said schedulable by a scheduling policy if all the tasks in the task system are schedulable. A schedulability test expresses sufficient schedulability conditions to ensure the feasibility of the resulting schedule by a scheduling policy.
Throughout the paper, we will focus on fixed-priority preemptive scheduling. That is, each task is associated with a priority level. For a uniprocessor system, the scheduler always dispatches the job with the highest priority in the ready queue to be executed. For a multiprocessor system, we consider multiprocessor global scheduling on M identical processors, in which each of them has the same computation power. For global multiprocessor scheduling, there is a global queue and a global scheduler to dispatch the jobs. We consider only global fixed-priority scheduling. At any time, the M -highest-priority jobs in the ready queue are dispatched and executed on these M processors.
Note that the framework is not only limited to the above task and platform models. These terminologies are introduced only for the simplicity of presentation and illustrating some examples. The applications with other platform and task models can be found in the report [12] .
Analysis Flow
The framework focuses on testing the schedulability and the response time for a task τ k , under the assumption that the required properties (i.e., worst-case response time or the schedulability) of the higher-priority tasks are already verified and provided. We will implicitly assume that all the higherpriority tasks are already verified and the required properties are already obtained. Therefore, this framework has to be applied for each of the given tasks. To ensure whether a task system is schedulable by the given scheduling policy, the test has to be applied for all the tasks. Of course, the results can be extended to test the schedulability of a task system in linear time complexity or to allow on-line admission control in constant time complexity if the schedulability condition (or with some more pessimistic simplifications) is monotonic. Such extensions are presented only for trivial cases.
We will only present the schedulability test of a certain task τ k , that is analyzed, under the above assumption. For notational brevity, in the framework presentation, we will implicitly assume that there are k−1 tasks, say τ 1 , τ 2 , . . . , τ k−1 with higher-priority than task τ k . We will use hp(τ k ) to denote the set of these k−1 higher-priority tasks, when their orderings do not matter. Moreover, we only consider the cases when k ≥ 2, since k = 1 is pretty trivial.
k 2 Q
This section presents the basic properties of the k 2 Q framework for testing the schedulability of task τ k in a given set of real-time tasks (depending on the specific models given in each application). Before presenting the framework, we first give a simple example to explain the underlying concepts by using an implicit-deadline sporadic task system τ , in which D i = T i for every τ i ∈ τ . The exact schedulability test to verify whether task τ k can meet its deadline under fixedpriority scheduling on uniprocessor systems is to check
where hp(τ k ) is the set of tasks with higher priority than τ k . Instead of testing all the time points t in the range of 0 and T k , for a sufficient schedulability test, we can greedily only consider to test the time points ( Tk
Ti C i ≤ t holds in one of those k tested time points, then we can conclude that τ k can be feasibly scheduled under this scheduling policy.
To implement to above testing concept, we need two definitions: 1) Definition 1 defines the last release time ordering so that we can formulate the problem with linear algebra, 2) Definition 2 defines an abstracted schedulability test that can be used to model general schedulability tests regardless of the task and platform model. The last release time ordering is a very important property in the whole framework. When testing the schedulability or analyzing the worst-case response time of task τ k , we do not need the priority ordering of the higher-priority tasks in hp(τ k ). But, we need to know how to order the k − 1 higherpriority tasks so that we can formulate the test with simple and linear arithmetics based on the total order. For the rest of this paper, the ordering of the k − 1 higher-priority tasks implicitly refers to their last release time ordering (except explanations regarding the last release time ordering when referring to Example 4). In the k 2 Q framework, we are only interested to test only k time points. More precisely, we are only interested to test whether task τ k can be successfully executed before the last release time of a higher-priority task in the testing window. Therefore, the last release time ordering provides a total order so that we can transform the schedulability tests into the following definition.
Definition 2. A k-point last-release schedulability test under a given last release time ordering π of the k − 1 higherpriority tasks is a sufficient schedulability test of a fixedpriority scheduling policy, that verifies the existence of t j with
where C k > 0, for i = 1, 2, . . . , k−1, α i > 0, U i > 0, C i ≥ 0, and β i > 0 are dependent upon the setting of the task models and task τ i . Example 1. Implicit-deadline task systems: For an implicitdeadline sporadic task system τ , suppose that we are interested to test whether task τ k can meet its deadline or not under a fixed-priority scheduling algorithm on a uniprocessor platform. Let |hp(τ k )| be k − 1 and the tasks in hp(τ k ) be ordered by
For a specific testing point at time t j for a certain j = 1, 2, . . . , k, the function tj Ti C i (to quantify the workload due to the jobs released by a higher-priority task τ i ∈ hp(τ k )) has two cases:
By the above analysis, for a given j = 1, 2, . . . , k, we
Therefore, we know that task τ k is schedulable by the fixedpriority scheduling if there exists j ∈ {1, 2, . . . , k} such that
In other words, by the specific index rule of the tasks in hp(τ k ) and setting α i = 1 and β i = 1 for every task τ i in hp(τ k ), we reach a concrete example for Definition 2.
A concrete example is provided here for illustrating Example 1.
Example 2. Consider that k = 3 and |hp(τ k )| is 2. For the two tasks in hp(τ k ), let C 1 = 2, U 1 = 0.2, T 1 = 10 and C 2 = 4, U 2 = 0.5, T 2 = 8. Suppose that t 3 = D 3 = T 3 = 36. By the transformation in Example 1, we know that t 1 = 30 and t 2 = 32. The last release time ordering π of {τ 1 , τ 2 } follows the index, i.e., π :
Similar to Definition 2, we can also define an abstracted worst-case response time analysis as follows:
Definition 3. A k-point last-release response time analysis is a safe response time analysis of a fixed-priority scheduling policy under a given last release time ordering π of the k − 1 higher-priority tasks by finding the maximum
where C k > 0, α i > 0, U i > 0, C i ≥ 0, and β i > 0 are dependent upon the setting of the task models and task τ i . Example 3. Response-time for constrained-deadline task 2 Since t i is an integer multiple of T i , the property t i
systems: Suppose that R k is the exact worst-case response time for task τ k and R k ≤ T k under uniprocessor fixed-priority scheduling. That is, by Eq.
As a result, by the specific index rule of the tasks in hp(τ k ) and setting α i = 1 and β i = 1 for every task τ i in hp(τ k ), we reach a concrete example for Definition 3.
Important Notes
Before presenting the analyses based on Definition 2 and Definition 3, we would like to first explain the important assumptions and the flow to use the analytical results. Throughout the paper, we implicitly assume that t k > 0 when Definition 2 is used. Moreover, we only consider non-trivial cases, in which C k > 0 and 0
The definition of t k depends on how Definition 2 is constructed based on the original schedulability test, usually equal to the length of the interval (of the points to be tested in the original schedulability test), e.g., t k = T k = D k in Example 1. In most of the cases, we can set t k as D k . But, it can also be set to other cases, which can be found in the report [12] .
In Definition 2, the k-point last-release schedulability test is a sufficient schedulability test that tests only k time points, defined by the k−1 higher-priority tasks and task τ k . Similarly, in Definition 3, a k-point last-release response time analysis provides a safe response time by only testing whether task τ k has already finished earlier at k − 1 points, each defined by a higher-priority task.
In both cases in Definitions 2 and 3, the last release time ordering π is assumed to be given. In some cases, this ordering can be easily obtained. For such cases, all the lemmas in this section can be directly adopted. However, in most of the cases in our demonstrated task models, we have to test all possible last release time orderings and take the worst case. Fortunately, we will show that finding the worst-case ordering is not a difficult problem, which requires to sort the k − 1 higherpriority tasks under a simple criteria, in Lemmas 2 and 7. Therefore, for such cases, the lemmas in this section have to be adopted by combining with Lemma 2 or 7.
We first assume that the corresponding coefficients α i and β i in Definitions 2 and 3 are given. How to derive them will be discussed in the following sections. Clearly their values are highly dependent upon the task models and the scheduling policies. Provided that these coefficients α i , β i , C i , U i for every higher-priority task τ i ∈ hp(τ k ) are given, we analyze (1) the response time by finding the extreme case for a given C k (under Definition 3), or (2) the schedulability by finding the extreme case for a given C k and D k . Therefore, the k 2 Q framework provides utilization-based schedulability analyses and response time analyses automatically if the corresponding parameters α i and β i can be defined to ensure that the tests in Definitions 2 and 3 are safe.
Demonstrated Applications:
Sec. 5: Arbitrary-deadline sporadic tasks Sec. 5:
Multiprocessor RM App. D [12] : Periodic tasks with jitters App. E [12] :
Generalized multiframe App. F [12] :
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Lem ma 6 Fig. 1 : The k 2 Q framework. k 2 Q can be used by a wide range of applications, as long as the users can properly specify the corresponding task properties C i and U i and the constant coefficients α i and β i of every higher-priority task τ i . More precisely, the formulation in Definitions 2 and 3 does not actually care what C i and U i actually mean. When sporadic task models are considered, we will use these two terms as they were defined in Section 2, i.e., C i stands for the execution time and U i is Ci Ti . When we consider more general cases, such as the generalized multiframe and multi-mode task models, we have to properly define the values of U i and C i to apply the framework.
The use cases of k 2 Q can be achieved by using the known schedulability tests (that are in the form of pseudo polynomialtime or exponential-time tests) or some simple modifications of the existing results. Such a flow actually leads to the elegance and the generality of the framework, which works as long as Definition 2 (Definition 3, respectively) can be successfully constructed for the sufficient schedulability test (response time, respectively) of task τ k in a fixed-priority scheduling policy. The procedure is illustrated in Figure 1 . With the availability of the k 2 Q framework, the quadratic bounds or utilization bounds can be automatically derived as long as the safe upper bounds α and β can be safely derived, regardless of the task model or the platforms.
Schedulability Test Framework
This section provides five important lemmas for deriving the utilization-based schedulability test based on Definition 2. Lemma 1 is the most general test, whereas Lemmas 3, 4, and 5 work for certain special cases when β i C i ≤ βU i t k for any higher-priority task τ i . Lemma 2 gives the worst-case last release time ordering, which can be used when the last release time ordering for testing task τ k is unknown. 
by the fixed-priority scheduling algorithm if the following condition holds
Proof: We prove this lemma by showing that the condition in Eq. (5) leads to the satisfactions of the schedulability conditions listed in Eq. (2) by using contrapositive. By taking the negation of the schedulability condition in Eq. (2), we know that if task τ k is not schedulable by the scheduling policy, then for each j = 1, 2, . . . , k
To enforce the condition in Eq. (6), we are going to show that C k must have some lower bound, denoted as C * k . Therefore, if C k is no more than this lower bound, then task τ k is schedulable by the scheduling policy. For the rest of the proof, we replace > with ≥ in Eq. (6), as the infimum and the minimum are the same when presenting the inequality with ≥. The unschedulability for satisfying Eq. (6) implies that C k > C * k , where C * k is defined in the optimization problem:
where t * 1 , t * 2 , . . . , t * k−1 and C * k are variables, α i , β i , U i , and C i are constants, and t k is a given positive constant. Moreover, it is obvious that relaxing the constraint t * j ≥ t * j−1 for j = 2, 3, . . . , k − 1 by using t * j ≥ 0 does not increase the corresponding objective function in the linear programming. Therefore, we have
Let s ≥ 0 be a slack variable such that C *
. Therefore, we can replace the objective function and the constraints with the above equality of C * k . The objective function (i.e., Eq. (8a)) is to find the minimum value of t k + s − (
For notational brevity, let t * k be t k +s. Therefore, the linear programming in Eq. (8) can be rewritten as follows:
The remaining proof is to solve the above linear programming to obtain the minimum C * k . Our proof strategy is to solve the linear programming analytically as a function of t * k . This can be imagined as if t * k is given. At the end, we will prove the optimality by considering all possible t * k ≥ t k . This involves three steps:
• Step 1: we analyze certain properties of optimal solutions based on the extreme point theorem for linear programming [26] under the assumption that t * k is given as a constant, i.e., s is known.
• Step 2: we present a specific solution in an extreme point, as a function of t * k . • Step 3: we prove that the above extreme point solution
gives
[Step 1:] After specifying the value t * k as a given constant, the new linear programming without the constraint in Eq. (10d) has only k − 1 variables and 2(k − 1) constraints. Thus, according to the extreme point theorem for linear programming [26] , the linear constraints form a polyhedron of feasible solutions. The extreme point theorem states that either there is no feasible solution or one of the extreme points in the polyhedron is an optimal solution when the objective of the linear programming is finite. To satisfy Eqs. (10b) and (10c), we know that t * j ≤ t * k for j = 1, 2, . . . , k − 1, due to t * i ≥ 0, 0 < β, and C i ≥ 0 for i = j, j + 1, . . . , k − 1. As a result, the objective of the above linear programming is finite since a feasible solution has to satisfy t * i ≤ t * k for i = 1, 2, . . . , k − 1,.
According to the extreme point theorem, one of the extreme points is the optimal solution of Eq. (10). There are k − 1 variables with 2k − 2 constraints in Eq. (10). An extreme point must have at least k − 1 active constraints in Eqs. (10b) and (10c), in which their ≥ are set to equality =.
[Step 2:] One special extreme point solution by setting
which implies that
The above extreme point solution is always feasible in the linear programming due to the assumption that
Therefore, in this extreme point solution, the objective function of Eq. (10) by rephrasing based on the condition in
The rest of the proof shows that other feasible extreme point solutions (that allow t * j to be 0 for some higherpriority task τ j ) are with worse objective values for Eq. (10) . Under the assumption that
In the former case, we can simply set t * j to t * k − k−1 i=j β i C i to improve the objective function without introducing any violation of the constraints. In the latter case, the value of t * j can only be set to 0 in any feasible solutions. Therefore, we conclude that any other feasible extreme point solutions for Eq. (10) are worse.
Note that the above solution of C * k is still a function of t * k . We need to find the minimization of C * k with respect to t * k based on the fact t * k ≥ t k . Due to the assumption
Lemma 1 can be applied only when the last release time ordering of the k − 1 higher-priority tasks is given. We demonstrate the importance of the last release time ordering by using the following example. 3 Example 4. Consider that k = 3 and |hp(τ k )| is 2. For the two tasks in hp(τ k ), let C 1 = 2, U 1 = 0.2, T 1 = 10 and C 2 = 4, U 2 = 0.5, T 2 = 8. Suppose that t 3 = D 3 = T 3 = 36. By the transformation in Example 1, we know that α i = 1 and β i = 1 for i = 1, 2.
There are two last release time orderings. Suppose that π 1 : {τ 1 , τ 2 } → {1, 2} and π 2 : {τ 1 , τ 2 } → {2, 1}. That is, the last release time ordering is τ 1 , τ 2 in π 1 , and the last release time ordering is τ 2 , τ 1 in π 2 . Now, we can use Lemma 1 based on π 1 and π 2 :
• For π 1 , the schedulability condition in Lemma 1 shows that task τ 3 in Example 4 can meet the deadline if
• For π 2 , the schedulability condition in Lemma 1 shows that task τ 3 in Example 4 can meet the deadline if
The immediate question is whether both C 3 ≤ 8 based on π 1 and C 3 ≤ 8.2 based on π 2 are safe. When t k = 36, the transformation in Example 1 in fact adopts the last release time ordering π 1 . Therefore, Lemma 1 is only safe under π 1 in this example. As a result, the test in Lemma 1 for the above example is only valid when we apply π 1 .
However, in practice, we usually do not know how these tasks are indexed according to the required last release in the window of interest. It may seem at first glance that we need to test all the possible orderings. Fortunately, with the following lemma, we can safely consider only one specific last release time ordering of the k − 1 higher-priority tasks.
Lemma 2. The worst-case ordering π of the k − 1 higherpriority tasks under the schedulability condition in Eq. (5) in Lemma 1 is to order the tasks in a non-increasing order of βiCi αiUi , in which 0 < α i and 0 < β i for any i = 1, 2, . . . , k − 1, 0 < t k .
Proof: This lemma is proved by showing that the schedulability condition in Lemma 1, i.e., 1 −
, is minimized, when the k − 1 higher-priority tasks are indexed in a non-increasing order of βiCi αiUi . Suppose that there are two adjacent tasks τ h and τ h+1 with βhCh αhUh < βh+1Ch+1 αh+1Uh+1 . Let us now examine the difference of
by swapping the index of task τ h and task τ h+1 .
It can be easily observed that the other tasks τ i with i = h and i = h + 1 do not change their corresponding values α i U i ( k−1 =i β C ) in both orderings (before and after swapping τ h and τ h+1 ). The difference in the term
=h β C ) before and after swapping tasks τ and τ +1 (before -after) is
Therefore, we reach the conclusion that swapping τ h and τ h+1 in the ordering makes the schedulabilty condition more stringent. By applying the above swapping repetitively, we reach the conclusion that ordering the tasks in a non-increasing order of βiCi αiUi has the most stringent schedulability condition in Eq. (5) .
We again use the configuration in Example 4 to demonstrate the rationale behind Lemma 2. In this example, let us consider that t 3 = T 3 = 23. When t k = 23, the transformation in Example 1 in fact adopts the last release time ordering π 2 , i.e., τ 3 is schedulable if C 3 ≤ 0.3t 3 − 2.6 = 4.3. The schedulability condition based on the last release time ordering π 1 , i.e., τ 3 is schedulable if C 3 ≤ 0.3t 3 − 2.8 = 4.1, is always worse than that based on π 2 by Lemma 2. Therefore, it is always safe to use π 1 , even though it can be sometimes more pessimistic, e.g., when t 3 is 23.
Different Utilization Bounds
The analysis in Lemma 1 uses the execution time and the utilization of the tasks in hp(τ k ) to build an upper bound of C k /t k for schedulability tests. It is also very convenient in real-time systems to build schedulability tests only based on utilization of the tasks. We explain how to achieve that in the following lemmas under the assumptions that 0 < α i ≤ α, and 0 < β i C i ≤ βU i t k for any i = 1, 2, . . . , k − 1. These lemmas are useful when we are interested to derive utilization bounds, speed-up factors, resource augmentation factors, etc., for a given scheduling policy by defining the coefficients α and β according to the scheduling policies independently from the detailed parameters of the tasks. Since the property repeats in all the statements, we make a formal definition before presenting the lemmas. 
Lemma 3. For a given k-point last-release schedulability test of a scheduling algorithm, with the properties in Definition 4, task τ k is schedulable by the scheduling algorithm if the following condition holds
Proof: The condition in Eq. (16) comes by reformulating the proof of Lemma 1 with βU i t * k instead of β i C i . All the procedures remain the same, and, therefore, β i C i for task τ i in the right-hand side of Eq. (5) can be replaced by βU i .
We focus on the condition in Eq. (17) by showing that
. This condition clearly holds when k = 2 since U 2 1 = 0.5(U 2 1 + U 2 1 ). We consider k ≥ 3. This is due to
Lemma 3 provides a schedulability test based on a quadratic form by using only the utilization of the higherpriority tasks with the properties in Definition 4. The following two lemmas are applicable for testing the utilization bound(s), i.e., the summation of the task utilization.
Lemma 4. For a given k-point last-release schedulability test of a scheduling algorithm, with the properties in Definition 4, task τ k is schedulable by the scheduling algorithm if
Proof: This can be formally proved by using the Lagrange Multiplier Method. However, it can also be proved by using a simpler mathematical observation. Suppose that x = k−1 i=1 U i is given. For given α, β, and x, we know that Eq. (17)
i is a well-known convex function with respect to U 1 , U 2 , . . . , U k−1 . That is,
Therefore,
Hence, what we have to do is to find the infimum x such that the condition in Eq. (17) does not hold. That is, infimum x
This means that as long as
U i is no more than such infimum x, the condition in Eq. (17) always holds and the schedulability can be guaranteed. Provided that Ck tk is given, we can simply solve the above problem by finding the x with
There are two roots in the above quadratic equation. The smaller root, i.e., the righthand side of Eq. (18) , is the infimum by definition.
Lemma 5. For a given k-point last-release schedulability test of a scheduling algorithm, with the properties in Definition 4, provided that α + β ≥ 1, then task τ k is schedulable by the scheduling algorithm if
Proof: The proof is similar to the proof of Lemma 4, but slightly more involved. We detail the proof in Appendix A.
Response Time Analysis Framework
We now further discuss the utilization-based response-time analysis framework. Lemma 6. For a given k-point response time analysis, defined in Definition 3, of a scheduling algorithm, in which 0 < α i ≤ α, 0 < β i ≤ β for any i = 1, 2, . . . , k − 1, 0 < t k and k−1 i=1 α i U i < 1, the response time to execute C k for task τ k is at most
Proof: The proof is similar to the proof of Lemma 1. The detailed proof is in Appendix A.
We use the same example in Example 4 by setting C 3 = 8 to demonstrate how to use Lemma 6. By the transformation in Example 3, we know that α i = 1 and β i = 1 for i = 1, 2. Now, we can use Lemma 6 based on π 1 and π 2 (defined in Example 4) to calculate the worst-case response time: . Not all the last release time orderings are safe for the worstcase response time analysis. Fortunately, similar to Lemma 2, we can safely consider only one specific last release time ordering of the k − 1 higher-priority tasks as shown in the following lemma.
Lemma 7. The worst-case ordering π of the k − 1 higherpriority tasks under the response bound in Eq. (20) in Lemma 6 is to order the tasks in a non-increasing order of βiCi αiUi , in which 0 < α i and 0 < β i for any i = 1, 2, . . . , k − 1, 0 < t k .
Proof: The ordering of the k − 1 higher-priority tasks in the indexing rule only matters for the term
, which was already proved in the proof of Lemma 2 to be minimized by ordering the tasks in a non-increasing order of βiCi αiUi . Clearly, the minimization of
=i β C ) also leads to the maximization of Eq. (20) , which concludes the proof.
As a result, thanks to the help of Lemma 7, we can conclude that π 1 in the example in this subsection is a safe last release time ordering to use Lemma 6 for the worst-case response time analysis.
Applications by Using Sporadic Task Models
This section demonstrates how to use the k 2 Q framework to derive utilization-based schedulability and responsetime analyses for sporadic task systems in uniprocessor and multiprocessor systems. As sporadic real-time task models are the simplest scenarios that can demonstrate how to use k 2 Q, the content here is merely for explaining how to use the framework, but not for demonstrating the generality or superiority of k 2 Q.
Uniprocessor Constrained-Deadline Systems
Theorem 1. Task τ k in a sporadic task system with constrained deadlines is schedulable by the fixed-priority scheduling algorithm if
Ci Dk ≤ 1 and
in which the k −1 higher-priority tasks in hp 1 (τ k ) are indexed in a non-increasing order of T i .
Proof: This comes from Lemma 1 and 2 based on the setting α i = 1 and β i = 1 to satisfy Definition 2. 4 Theorem 2. Task τ k in a sporadic constrained-deadline task system with is schedulable by the rate-monotonic (RM) scheduling algorithm if
Proof: Under RM scheduling, we know that 
Uniprocessor Arbitrary-Deadline Systems
The exact schedulability analysis for arbitrary-deadline task sets under fixed-priority scheduling has been developed in [22] . The schedulability analysis is to use a busy-window concept to evaluate the worst-case response time. That is, we release all the higher-priority tasks together with task τ k at time 0 and all the subsequent jobs are released as early as possible by respecting to the minimum inter-arrival time. The busy window finishes when a job of task τ k finishes before the next release of a job of task τ k . It has been shown in [22] that the worstcase response time of task τ k can be found in one of the jobs of task τ k in the busy window.
For the h-th job of task τ k in the busy window, the finishing time R k,h is the minimum t such that
and, hence, its response time is R k,h − (h − 1)T k . The busy window of task τ k finishes on the h-th job if R k,h ≤ hT k .
Suppose that t j =
Rk,h Tj − 1 T j for a higher-priority task τ j . We index the tasks such that the last release ordering π of the k − 1 higher-priority tasks is with t j ≤ t j+1 for j = 1, 2, . . . , k − 2. Therefore, we know that R k,h is upper bounded by finding the maximum
with 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t k−1 ≤ t k and
Therefore, the above derivation of R k,h satisfies Definition 3 with α i = 1, and β i = 1 for any higher-priority task τ i . However, it should be noted that the last release time ordering π is actually unknown since R k,h is unknown. Therefore, we have to apply Lemma 7 for such cases to obtain the worst-case release time ordering, i.e., the k − 1 higher-priority tasks are ordered in a non-increasing order of their periods.
Then, for any h ≥ 1 and C k > 0, we have
where the k − 1 higher-priority tasks are ordered in a nonincreasing order of their periods.
Proof: This comes from the above discussions with α i = 1, β i = 1 by applying Lemmas 6 and 7 when
Proof: This can be proved by showing that R k,h − (h − 1)T k is maximized when h is 1, where R k,h is derived by using Lemma 8. The first-order derivative of R k,h − (h − 1)T k with respect to h is
Ui . There are two cases:
T k is a decreasing function of h. Therefore, the response time is maximized when h is 1.
Therefore, for both cases, the worst-case response time of task τ k can be safely bounded by Eq. (28) . Moreover, since the worst case happens when h = 1, we do not have to check the length of the busy window, and we reach our conclusion.
Some Remarks: In parallel, Bini et al. [8] have recently also developed a similar worst-case response time bound, i.e., their Theorem 1 in [8] is very similar to our Theorem 3. Although the proofs are completely different, we reach the same bound. They also show that the response-time bound is the tightest continuous function upper bounding the exact response time of sets of tasks with full utilization when there are only two tasks in the system. Note that we can obtain different utilization-based tests by exploiting different properties in the k 2 Q framework.
Multiprocessor Implicit-Deadline Systems
We now present how to use k 2 Q to analyze the schedulability for implicit-deadline sporadic task systems under global rate-monotonic (global RM) scheduling. Here, we start from the pseudo-polynomial-time schedulability test by Guan et al. [18] that we only have to consider M − 1 tasks with carryin jobs, for constrained-deadline (hence, also for implicitdeadline) task sets. More precisely, we can define two different time-demand functions, depending on whether task τ i is with a carry-in job or not: 5
and
Moreover, we can further over-approximate W carry
Therefore, a sufficient schedulability test for testing task τ k with k > M for global RM is to verify whether
This leads to the following theorem by using Lemma 1.
Theorem 4. Task τ k in a sporadic implicit-deadline task system is schedulable by global RM on M processors if
by indexing the k −1 higher-priority tasks in a non-decreasing order of ( Tk Ti −1)T i for every τ i ∈ hp(τ k ) and by putting the M − 1 higher-priority tasks with the largest execution times into T . Proof: It is not necessary to enumerate all T ⊆ T with |T | = M − 1 if we can construct the task set T ⊆ hp(τ k ) with the maximum τi∈T C i . To use k 2 Q, we are certain about which tasks should be put into the carry-in task set T by assuming that C i and T i are both given. That is, we simply have to put the M − 1 higher-priority tasks with the largest execution times into T . This can be imagined as if we increase the execution time of task τ k from C k to C k = C k + τ i ∈T Ci M . Moreover, we have α i = 1 M and β i = 1 M for every task τ i ∈ hp(τ k ) in this case.
Therefore, based on the test in Eq. (31), we have the last release time ordering defined by indexing the k − 1 higher-priority tasks in a non-decreasing order of ( Tk Ti − 1)T i for every τ i ∈ hp(τ k ). By adopting Lemma 1 with α i = 1 M and β i = 1 M , we know that task τ k is schedulable by global RM if
By reorganizing the above inequality, we reach the conclusion.
We can always take the pessimistic last release time ordering in Lemma 2, for concluding the following theorem.
Theorem 5. Task τ k in a sporadic implicit-deadline task system is schedulable by global RM on M processors if the condition in Eq. (32) holds by indexing the k−1 higher-priority tasks in a non-increasing order of T i , for every τ i ∈ hp(τ k ).
Proof: This is proved based on the same argument in Theorem 4 by adopting Lemmas 1 and 2.
We can of course revise the statement in Theorems 4 and 5 by adopting Lemma 3 and Lemma 4 to construct schedulability tests by using only the utilization of the higher-priority tasks.
Evaluation Results
We conduct experiments using synthesized task sets for evaluating the tests in Theorem 4 and Theorem 5. We first generated a set of sporadic tasks. The cardinality of the task set was 5 times the number of processors, i.e., 40 tasks on 8 multiprocessor systems. The UUniFast-Discard method [14] was adopted to generate a set of utilization values with the given goal. We used the approach suggested by Davis et al. [16] to generate the task periods according to a uniform distribution in the range of the logarithm of the task periods (i.e., log-uniform distribution). The order of magnitude p to control the period values between the largest and smallest periods is parameterized in evaluations, (e.g., 1 − 10ms for p = 1, 1 − 100ms for p = 2, etc.). We evaluate these tests in uniprocessor systems with p ∈ [1, 2, 3]. The execution time was set accordingly, i.e., C i = T i U i . Tasks' relative deadlines were equal to their periods.
The evaluated tests for n tasks in T with n ≥ M are:
• BCL: the linear-time test in Theorem 4 in [5] . to sort the higher-priority tasks to define the proper last release ordering and the M − 1 carry-in jobs; therefore, the time complexity is O(n 2 log n) for a task set with n tasks. • QB-BC2 (from k 2 Q): Eq. (32) in Theorem 5 by always using the worst-case release time ordering, which is the reverse order of the given priority assignment. The schedulability test can be implemented in O(n log M ) time complexity by using proper data structures, provided that the RM priority order is given. 6 Figure 2 depicts the result of the performance comparison. In all the cases, we can see that QB-BC is superior to all the other polynomial-time tests. QB-BC2 is slightly worse than QB-BC but the time complexity is lower. Since QB-BC and QB-BC2 are designed from a more pessimistic test than the analysis by Guan et al. [18] in pseudo-polynomial time, they are worse. But, we note that there is a significant gap in time complexity between QB-BC, QB-BC2, and Guan. Overall, the tests derived by using the k 2 Q framework perform reasonably well with their low time complexity.
Conclusion and Extensions
In this paper, we present a general response-time analysis and schedulability-test framework, called k 2 Q. Thanks to the independence upon the task and platform models in the framework, k 2 Q can be viewed as a "block-box" interface that can result in sufficient utilization-based analyses for a wide range of applications in real-time systems under fixedpriority scheduling. We believe that the k 2 Q framework has high potential to be adopted to solve several other problems for analyzing other task models in real-time systems with fixedpriority scheduling. The framework can be used, once the corresponding k-point last-release scheduling test or response time analysis can be constructed.
Moreover, our proposed frameworks, k 2 U and k 2 Q, provide a solid mathematical foundation for deriving polynomialtime utilization-based schedulability tests and response time analyses almost automatically. That is, utilization-based analyses are almost automatically derived if the schedulability tests can be formulated in the scope of the frameworks. Due to the space limitation, we are only able to summarize some results herein, but not to provide details. The detailed evaluations, compared to other approaches are in [11] . There are more applications presented in the report [12] , including • more explorations for uniprocessor fixed-priority scheduling in Appendix B in the report [12] . • an extension to adopt the force-forward schedulability analysis for multiprocessor global fixed-priority scheduling in Appendix C in the report [12] . • the first polynomial-time worst-case response time analysis, to the best of our knowledge, for sporadic real-time tasks with jitters Appendix D in the report [12] . • a demonstration on converting exponential-time schedulability tests of generalized multi-frame task models [4] , 6 The time complexity is mainly due to the calculation of T to get the M −1 tasks with the maximum carry-in execution time since the other operations can be done in O(1) time complexity by using proper data structures to calculate the values when we intend to test task τ k+1 after task τ k . Specifically, due to the predefined last release time ordering, when we intend to test task τ k+1 after task τ k , we only have to insert task τ k to be indexed as 1 and updating
(under the new ordering) takes only constant time complexity. Finding task set T can be implemented by using a min heap to store the M − 1 tasks in T . When we move from testing task τ k (when k ≥ M ) to task τ k+1 , we need to compare whether C k is larger than the minimum execution time of the tasks in the heap. If no, we keep the same task set T ; if yes, we pop out the task with the minimum execution time in the heap, and insert task τ k into the heap. By using the heap, this operation requires time complexity O(log M ). Calculating C k+1 from C k with the help of the heap can be done in O(1) time complexity. Fig. 2 : Acceptance ratio comparison on implicit-deadline 8 multiprocessor systems.
[28] to polynomial-time tests in Appendix E in the report [12] .
• mode-level fixed-priority scheduling policies by studying the acyclic task model [1] and the multi-mode task model [15] in Appendix F in the report [12] .
When adopting k 2 Q for schedulability tests, we assume that t k is specified in Lemma 1. In this paper, we do not explore how to configure the best value of t k and its last release time ordering π such that the resulting quadratic form is the best. Therefore, the combination of k 2 Q/k 2 U and the tunable approach by Bini and Buttazzo [6] can be an interesting future research direction, as this can potentially balance the schedulability test and the time complexity for concrete applications. Essentially, this combination is to search the proper settings of different t k values such that the associated last release time ordering π can be less pessimistic, as demonstrated by several cases regarding Example 4 in Section 4.
