In this paper, we investigate the feasibility of applying a deep learning approach to sea clutter suppression and target detection in an inhomogeneous oceanic environment. The employed method consists of deep convolutional auto-encoders (DCAEs) to filter sea clutter and a logistic regression classifier to achieve the detection of target. The sea clutter suppression processing using DCAEs automatically removes complex patterns like superimposed clutter from a target, rather than simple patterns like echoes missing at random. Compared with conventional methods for sea clutter suppression, the algorithm does not need to estimate the covariance matrix of clutter so as to have better flexibility. The results show that reliable suppression performance and higher detection accuracy can be achieved from our experiments, whose data include the measured data and simulation data.
INTRODUCTION
Radar for detection of surface ships, low-flying aircrafts and other small surface objects face the problem of sea clutter which refers to the backscattered energy returning from sea surface. Radars operating in a maritime environment have a serious limitation imposed on their performance by unwanted sea echoes [1] . It has long been a challenging problem to detect small targets in an oceanic environment due to many diverse factors, such as sea state, radar polarization mode, wind velocity and antenna visual angle, etc. Taking into account the various factors, clutter in the scenario is obviously non-stationary [2] .
To achieve automatic clutter suppression various adaptive processing techniques have been adopted in traditional radar systems, such as space-time adaptive processing (STAP), constant false alarm rate (CFAR) detectors [3] and adaptive arrays which typically require the training data used for estimating the disturbance covariance matrix using echo signal data obtained from the adjacent cells surrounding the cell under test (CUT) do not contain interference to ensure the identity of covariance matrix [3] .However, due to the random looking waveform of sea clutter, the assumption seems quite restrictive. As a matter of fact, usually spiky clutter, interfering targets, strong clutter discrete points and different kinds of outliers exist and consequently the radar detecting environment is actually inhomogeneous as well as the training data vectors obtained are often contaminated. Therefore, on the basis that the classical related algorithms require harsh conditions, a careful study of the nature of possible targets hidden or shadowed by the waves and pure sea clutter is necessary in order to develop a more effective approach which has a more flexible application, more relaxed requirements and meanwhile better performance of sea clutter suppression and target detection.
In this paper, we investigate the feasibility of applying deep neural networks to clutter suppression using only radar echo data inspired by the huge success of deep learning algorithms which typically have revolutionized several applications such as computer vision or speech recognition. In the field of Doppler radar this method is applied directly to a raw micro Doppler spectrogram for both human detection and activity classification problem. Besides the field of Doppler radar, many CNNbased synthetic aperture radar (SAR) automatic target recognition (ATR) systems based convolutional neural network (CNN) have been proposed based on high range resolution profiles (HRRPs). Chen and Wang [4] employed unsupervised sparse auto-encoder on moving and stationary target acquisition and recognition (MSTAR) datasets and a single layer of convolutional neural network is used to automatically learn features from SAR images. Wagner [5] has proposed CNN as a feature extractor following by a support vector machine (SVM) as a classifier to get high accuracy on MSTAR. In the field of unsupervised feature learning, i.e., the learning of useful representations without the need for labels, deep networks such as Deep Belief Network (DBN) [6] and Stacked De noising Auto-encoders (SDAE) [7] have been applied to various machine learning tasks, different from the convolutional multi-layer perception (MLP) and other shallow models [8] . Deep networks are expected to achieve superior performance because of the non-linear and deep network architecture. We choose a deep network called deep convolutional auto-encoder (DCAE), an extension of deep auto-encoders which is stacked by a series of convolution auto-encoder, in order to achieve automatic clutter suppression and target extraction for signals buried in sea clutter. Autoencoders are not a true unsupervised learning technique, they are a self-supervised technique, a specific instance of supervised learning where the targets are generated from the input data through optimizing a certain loss function. The whole architecture includes encoders which learn lots of basic functions to obtain higherlevel intrinsically features and decoders which reconstruct any input radar echo using the output of encoder as input and produce the result containing useful information and removing clutter information.
The remainder of the paper is organized as follows. In section 2, a brief description of the training data sets used in this study and the testing environment are provided. Section 3 introduces the overall architecture, i.e., DCAE for clutter suppression and logistic regression classifier for target recognition. The detailed experimental results and parameter setting based on simulated and measured echo clutter data are provided on Section 4, followed by conclusions in Section 5.
SIGNAL MODEL AND RADAR ECHO DATABASE
In this section, we present the radar database description and the signal model used in this research. The data used in this letter includes a simulated target, simulated sea clutter using the simulation model of coherent correlation Kdistributed and measured sea clutter.
Sea clutter model
Radar sea clutter has been studied since the earliest days and the ability to represent the backscatter from the sea surface in statistical terms is central to the problem of detection of small targets on the sea surface. Various models have been developed and used over the years, such as the Rayleigh, Log-Normal [9] , Weibull [10] and most of all the compound K-distribution model developed by Ward and Watts [11] . Log-Normal and Weibull are usually used in single pulsed radar detecting, lacking of modeling ratability on time-field and space-field. In contrast, the K-distribution can explain the formation of sea clutter on physics mechanism and coherent correlation K-distribution is more suitable for describing the correlation characteristic of sea clutter whose returns are believed to be the result of two processes. The first process, termed speckle, is caused by reflections of the incident beam by multiple independent scattering centers, the variance of which obeys the Gamma distribution in time-space field. The second process is called texture, which is the result of the large-scale structures of the sea such as wind, and the process modulates the local mean power of the speckle.
The K-distribution model has received empirical as well as theoretical support. The problem of computer generation of coherent correlation K-distribution radar clutter is equivalent to the problem of generation random variables with the PDF of K-distribution. A fast and exact method for modeling K-distribution clutter is the method of Spherically Invariant Random Process (SIRP) [12] , which overcomes the infection of zero memory nonlinear (ZMNL) on autocorrelation. The key to the sea clutter simulation is the generation of related speckle components and related modulation components. Figure. 1 gives the generation scheme for a correlated Kdistribution sequence. Here in the generation of speckle components, 1 w ( k ) is a white complex Gaussian sequence and linear filter 1 H ( f ) is specified by the autocorrelation of x ( k ) so that the time correlation of sea clutter is introduced into the process of speckle component generation. Meanwhile, a white real Gaussian sequence 2 w ( k ) is generated and filtered by a linear time-invariant system with impulse response 1 h ( m ), then is passed to a ZMNL so that the modulation component has spatial correlation. Eventually the output sequence has the desired marginal PDF. The envelope probability density function (PDF) is given by
Where , clutter has a large tail, which means there is aiguille clutter.
When    , the distribution will be close to Rayleigh.
IPIX radar data description
We use IPIX Dartmouth real-life data from McMaster University's X-band polar metric coherent radar [13] [14] . It's a coherent and dual-polarized X-band radar system. Dartmouth radar database were collected in November 1993 from a site in Dartmouth, Nova Scotia, on the East Coast of Canada. The parameter of the radar is given as follows: altitude f=30m, frequency f=9.39GHz, PRF p=1000Hz, antenna velocity v=7.9872m/s, length of the data, L=131072, HV polarization specification, antenna gain g=45.7dB, antenna beam width w=0.9 degrees, average target to clutter ratio SCR=0-6dB. We choose HH polarization and I channel as output because of higher signal noise ratio (SNR) and we use those files which contain the small targets to verify the proposed method. In one of those files containing the small target, the signal images of time and space field are shown in Fig. 2. 
A mathematical model for targets and sea clutter returns in pulse radar
The amplitude of the target is much smaller than that of sea clutter since the target usually exists in 1 or 2 units. If ( ) s t is the transmitted pulse, the signal received in the k th pulse, 1, 2, , which is then matched filtering at each sampling instant. The target is fairly small and the movement of target in the sea is a very complex process. Therefore, considering the motion of the target is modulated with the wave motion, we can assume that target fluctuations are modelled using the Marcum-Swirling III distribution for the target returns [15] instead of a constant target radar cross section (RCS) (non-fluctuating target ignoring the amplitude fluctuation in the simulation of a target):
DEEP NETWORKS FOR SEA CLUTTER SUPPRESSION AND TARGET RECOGNITION
In this section, we present a detection scheme based on deep learning. The block diagram of the procedure is depicted in Fig. 3 and the various stages are described below.
When using deep learning algorithms, it is typical for some forms of data preprocessing to occur [16] . This involves data normalization. This pre-processing process where data are normalized to zero mean and unit variance is to improve the baseline of convolutional auto-encoder system so that the quality of the objectives reconstruction in matched clutter states can be maintained and the generalization capability of the well trained model processing data with extra unseen noise can be increased. The pre-processed data is then converted to a image that represents the input to the deep neural network, which consists of convolutional demonising autoencoders and a softback regression classifier. First of all, we briefly specify the auto-encoder (AE) framework and its terminology here. It is composed of encoder and decoder. Let x be the input vector and h be the hidden representation into which x is transformed through a deterministic mapping   f  . Its typical form is an affine mapping followed by a nonlinear activation function which enables nonlinear transformation of a data space so that a lower dimensional space is got:
Where 1 W is a weight matrix and 1 b is an offset vector. The resulting hidden representation h is then mapped back to a reconstructed vector x in input space in the decoder. Its typical form is again an affine mapping optionally followed by a squashing non-linearity, that is,
Where 2 W is a weight matrix and 2 b represents the biases. The whole process consists of encoding the input and decoding the hidden representation, in which the identity mapping is learned using the traditional auto-encoder without any additional constraints.
However, the identity mapping is not always useful especially when the input data is destroyed. To circum-vent this phenomenon, DE noising Auto-encoder (DAE) is proposed, which is a simple variant of the basic auto-encoder mentioned above. The core point of DAE is the reconstruction of a clean input from a destroyed one after training. Let y input be the destroyed data by artificially adding noise, such as isotropic Gaussian noise and salt-and-pepper noise to the clean data x :
Then a DAE is trained to deny the input y by first getting the hidden represent at   
Where  represents the parameter set Due to the fact that fully connected auto-encoder and demonising sparse autoencoder ignore the 2-dimension signal structure along with the redundancy of the parameters, it's a better choice to introduce convolution filter and pooling layer instead of fully connected layer on the basis of the structure of deposing sparse auto-encoder. The encoder part of the convolutional auto-encoder consists of a convolution layer which shares their weights among all locations in the input preserving spatial locality and a MaxPooling layer which can reduce the data size. MaxPooling is responsible for subsampling in the airspace. And the decoder consists of a convolution layer and an up sampling layer. In addition, to prevent over fitting, dropout [17] is widely used as a regularization scheme which randomly omits hidden nodes with a predefined probability. Moreover, it imposes the Restricted Linear Units (ReLU), i.e. ,
 on the convolutional filter output instead of the choice of the activation function in demonising sparse autoencoder, that is
ReLU was shown to achieve better empirical results when used as an activation function [18] . As shown in Fig. 4 our deep convolutional demonising auto-encoder are composed of several alternations of convolution and pooling layers, followed by several fully connected layers on the top. Due to the rich nonlinear structure in the auto-encoder, an efficient transfer model can be trained, which removes clutter in radar signal while keeping enough discriminative information to generate a good reconstruction of the target echo. The output z of the convolutional demonising auto-encoder is input to logistic regression (LR) classifier followed by computing the sparse demonising representation. LR is a special case of softback regression classifier. The output of the classifier is 0 or 1, which denotes whether exists a target. The probability is defined as
where the parameter is determined by minimizing an objective function based on the maximum likelihood (ML) rule. Typically, a regularization term is added in the objective function to prevent over fitting.
EXPERIMENTAL ANALYSIS
In this section, we demonstrate the effectiveness of the proposed deep learning architecture based on simulated pulsed radar target echo in the background of simulated coherent correlation K-distribution sea clutter using SIRP. Six species of different sea states (according to Beaufort scale) are included in our training set. The clutter scene are shown in Fig 5(a) . To demonstrate the characteristic of the models, we consider a ground based radar system with a ship target moving with random velocity between 1 m/s and 20 m/s set according to actual situations. The scattering coefficient of the target is obedient to Marcum-Swirling III statistic distribution. We simulate a large training set of 10000 in size used as training data, each group of which is composed of radar target echo as clean data and the corresponding echo containing clutter as noisy data, including different sea states, target types, various velocities, and different target trajectories. The signal images of time-field and space-field are shown in Fig 5(b), (c) .
Before training the proposed model CAE used for clutter suppression and target signal reconstruction, all the training data and test data are normalized to zero mean and unit variance to improve the generalization capability. The time-field and space-field signature is pre-processed and the resulting image consists of 100 * 100 = 10000 pixels and is used as input to the first auto-encoder. Then we use cross validation to evaluate the performance of the CAE, that is, 90 percent of the simulated 10000 sets of simulated data are regarded as training data, the rest as test data. Because the data we employ are significantly large, we use the open-source toolkit tensor flow, which uses the NVIDIA GPU and CUDA library (e.g., cuDNN) to speed up the computation. For learning, we use the mini-batch optimizer with an adaptive learning rate method (ADADELTA) [19] and a batch size of 500. The momentum method is also used with a weight of 0.9, and dropout is applied for the final layer with a probability of 0.7. The training time with 50 epochs is about 14 s using the NVIDA GeForce GTX1080 GPU (with a 7.4-GB memory) in our experiments. After training the model, the test target signal with clutter is entered to the well trained model and then the test target signal is reconstructed and submerged in the clutter. We use both the simulated data and the measured IPIX data to test the model. In Fig 6(a) and Fig 6(b) , the IPIX data is entered to the trained model and the target signal is submerged in the clutter. In Fig 6(c) and Fig  6(d) , the contour plots and mesh plots of the reconstructed images from the simulated data are drawn. It can be seen that the new unknown target echo is reconstituted well from the input and the sea clutter is suppressed well.
The final stage is the logistic regression classifier, which assigns the test data to two possible classes, namely, whether there is a target or not. In this experiment, we simulate five large sets of data, each with a different SCR between 5 dB and 11 dB and each data set with a size of 10000. Then we compare the recognition performance of the proposed method based on CAEs, SVM and HMM with each data set. As shown in Table. I, in the case of low SCR the proposed method outperforms the SVM and HMM, and the improvement becomes more significant when there is lower SCR. In the case of high SCR, the performance of these three methods is similar. That is because in the case of high SCR, the target has been easily resolved, while in the case of low SCR target reconstruction will effectively enhance the part of target and suppress the clutter so as to improve the detection accuracy greatly. Due to the fact that the input data needs to be real-valued and ignore the phase information of the echo, the proposed method still has its deficiencies. 
CONCLUSION
In this letter, we have proposed a deep neural net-work for sea clutter suppression and target recognition. The employed method consists of deep convolution-al demonising auto-encoders and a logistic regression classifier. The network architecture, training details are described in this paper. The experiments demonstrate its better performance in terms of the accuracy and flexibility of radar detection. Furthermore, we will consider the training of the complex value echo data to take full advantage of the echo data in the future work.
