By means of suitable sequences of graphs, we describe the reduced lexicographic Gröbner basis of the toric ideal associated with the 3−dimensional transportation problem of format r × 3 × 3 (r any integer > 1). In particular, we prove that the bases for r = 2, 3, 4, 5 determine all others.
Introduction
In this article we continue the study, begun with [4] (and its larger version [3] , available on line), of the reduced lexicographic Gröbner bases related to 3−dimensional transportation problems (for an introduction to these problems, cf. e.g. [10, Chapter 14] ).
The new idea introduced in [3] and [4] was the use of sequences of graphs in order to describe the binomials occurring in the mentioned lexicographic Gröbner bases. The same idea is employed here.
The goal of this paper is to give a description of the reduced lexicographic Gröbner basis of the toric ideal associated with the 3−dimensional transportation problem of format r × 3 × 3 (r any integer > 1). In particular, it turns out that the general case is completely determined by the knowledge of the cases of format r × 3 × 3, with r ranging in {2, 3, 4, 5}; i.e., there is a stability property of the reduced Gröbner basis, starting from r = 5.
A forthcoming paper will illustrate some geometric applications relative to triangulations of polytopes, computations of Hilbert functions, etc.
As for the Gröbner bases related to transportation problems of format r×s×t, with fixed s and t but not necessarily 3, we believe that our approach can be profitably used as well, but we are unable to be more specific at this moment.
It is necessary to indicate the relationship between the stability property of our Gröbner bases and the articles [1] and [9] (published after we had completed this paper). Since Markov bases are minimal generating sets of the toric ideal (cf. e.g. the introduction of [9] ), Theorem 6.1 below does in fact imply the stability property proved for Markov bases in [1] . Instead one cannot obtain our results from those of [1] . Indeed studying Gröbner bases and studying Markov bases are two different strategies, as explained for example in the introduction of [2] . As for the stability results contained in [9] , they apply to Graver bases associated with all formats r ×s×t for fixed s and t. Hence they do imply, in particular, the stability property of the reduced Gröbner bases with respect to any term order. More specifically, [9] works out the case r × 3 × 3 as an example and proves that the Graver bases (hence all reduced Gröbner bases) stabilize at r = 9.
We sincerely thank the referees for some helpful comments.
Recollections
For the convenience of the reader, we recall the approach to 3-dimensional transportation problems introduced in [4] . We restrict to format r × 3 × 3.
Let A r×3×3 indicate the matrix having columns
where r is an integer ≥ 2, r := {1, 2, . . . , r}, 3 := {1, 2, 3}, {e ij } = {e ik } is the canonical basis of the Z-module of r × 3 integer matrices (denoted by Z r×3 ) and {e jk } is the canonical basis of Z 3×3 . The integer programming problem associated with A r×3×3 ("a transportation problem of format r × 3 × 3") can be solved by studying the toric ideal
where Π A r×3×3 is the following map between polynomial rings:
x ijk → u ij v ik w jk with i ∈ r , j ∈ 3 , k ∈ 3 , and K is any field. We denote the domain of Π A r×3×3 by K [x] . We think of A r×3×3 as of the matrix of the Z-morphism
where Z r×3×3 denotes the Z-module of 3-dimensional integer matrices of format r × 3 × 3.
Given any integer vector u , there is a unique way of writing it as the difference of two vectors with non negative entries: u = u + − u − . With this notation in mind, let
It is a well known fact (cf. e.g. [10] ) that if < is any term order on K [x] , then the reduced Gröbner basis of I A r×3×3 w.r.t. < consists of a suitable finite subset of B r×3×3 . As in [4] , we are going to use graphs in order to describe B r×3×3 and study reduced Gröbner bases.
Let G r×3×3 be the bipartite graph having V 1 := r × 3 and V 2 := r × 3 as vertex classes, and E := {e ijk | i ∈ r , j ∈ 3 , k ∈ 3} as set of edges, where 
(1, 3) (2, 1) (2, 2)
It is clear that G r×3×3 is the disjoint union of r copies of the complete bipartite graph K 3,3 ; we denote them by K
For every choice of i, i in r , j in 3 and k in 3 , we say that the edges e ijk and e i jk are parallel (cf. [4, Definition 2.2]).
. . , C r ) be an r-tuple satisfying the following properties: [3] and [4] , the word parity is used, instead of multiplicity. 
The binomial associated with S is 
RG-sequences
where (i, j, k) < lex (i , j , k ) if and only if the first nonzero component of the difference vector is negative.
Example 2.2: Let r = 3 and choose < Lex on K [x] . Then the following triplet D 2 ) the following admissible pair of closed paths of G 2×3×3 :
In both cases, the dotted edges are minimum edges w.r.t. < Lex . Hence the maximum edges of S are among the maximum edges of S (just take i 1 = 1 and i 2 = 3).
Again let 2 ≤ r < r and S
Clearly, S i 1 ,..., i r is an admissible r−tuple of closed paths of G r×3×3 .
Let < be any term order on
Proposition 2.7: In the above conditions, if S is an
RG−sequence of G r ×3×3 (w.r.t. <), then S i 1 ,..., i r is an RG−sequence of G r×3×3 (w.r.
t. <).
Proof: Let g ∈ I A r ×3×3 be the binomial associated with S and g i 1 ,..., i r the binomial associated with S i 1 ,..., i r . As observed in Remark 2.5, g i 1 ,..., i r is obtained from g by suitably changing the first indices of all variables occurring in g .
The reduced Gröbner basis of I A r×3×3 ,Ḡ say, contains a binomialḡ such that the initial monomial in < (ḡ) divides in < (g i 1 ,..., i r ). IfS := (C 1 ,C 2 , . . . ,C r ) stands for the RG−sequence of G r×3×3 associated withḡ, then the maximum edges of S are among the maximum edges of
Hence, up to a suitable change of the first indices of all variables involved, we can think ofḡ as of an element of I A r ×3×3 , and in < (ḡ) divides in < (g ). But then in < (ḡ) = in < (g ), since g belongs to the reduced Gröbner basis of I A r ×3×3 .
Replacingḡ by g i 1 ,..., i r inḠ, we find another Gröbner basis, G, of I A r×3×3 . We claim that G is reduced, so that G =Ḡ, and ultimatelyḡ = g i 1 ,..., i r .
If G were not reduced, the minimum monomial of g i 1 ,..., i r should be divisible by some in < (g), with g ∈Ḡ and g = g i 1 ,..., i r . As above, we could think of g as of an element of I A r ×3×3 and there would be a contradiction with g being an element of the reduced Gröbner basis of I A r ×3×3 . The main result of this paper (to be proven in Section 6, under the assumption that < Lex is the chosen term order on K [x] ) is that whenever r ≥ 6, every RG−sequence of G r×3×3 is obtained by inserting some empty paths in a suitable RG−sequence of G r ×3×3 , where r ∈ {2, 3, 4, 5}.
Each of them is an RG−sequence w.r.t. < Lex , because the triplet described in Example 2.2 is an
RG−sequence of G 3×3×3 w.r.t. < Lex .
Proposition 2.7 implies that, if we are given an
Sections 3, 4 and 5 contain all the ingredients needed to prove our claim, always working with < Lex . Proof: For every j ∈ {1, 2, 3, 4}, define the map
Description of some admissible
containing some edge parallel to h. It is surjective, and p i j (h) = p i j (h ) implies that h and h are incident.
Let l be the edge of
3,3 corresponding to the maximum variable w.r.t. < Lex ( the farthest edge to the right) and choose it to be odd. Then the parities of all other edges of C i 4 are automatically determined.
But thanks to the surjectivity of p i 4 , also the parities of all other edges of be the following:
The corresponding four cycles are:
We consider the 4−tuple (C 3 , C 4 , C 1 , C 2 ). In particular:
If l is chosen to be odd, the parities of the edges of C 2 are: Proof: For every j ∈ {1, 2, 3, 4}, define the map
Let m be the edge of C i 4 corresponding to the maximum variable w.r.t. < Lex (the farthest edge to the right) and choose it to be odd. Then the parities of all other edges of C i 4 are automatically determined.
If C i 4 = C, then the surjectivity of p i 4 and the admissibility condition determine the parities of all other edges of (
says that the parities of the edges of C are determined by those of C i 4 . But then, as in the previous case, the parities of all other edges of ( 
ThenC looks like:
where the two chords are dashed. Hence C 1 , C 2 and C 3 are:
We consider the 4−tuple (C 2 , C, C 3 , C 1 ). If m is chosen to be odd, the parities of the edges of C 1 are:
One has p 1 (a) = p 1 (m) = C and p 1 (b) = C 3 . Then the parities of the edges of C are:
and it follows that the parities of the edges of C 2 and C 3 are: 
and C 4 are:
We consider the 5−tuple (
If m is chosen to be odd, the parities of the edges of C 5 are:
It follows that the parities of the edges of C 1 , C 2 , C 3 and C 4 are:
Reducibility of admissible r−tuples of cycles of G r×3×3
Let V 1 := {a, b, c} and V 2 := {d, e, f } be the vertex classes of the bipartite graph K 3,3 . Let σ denote any permutation of a, b, c, d, e, f which belongs to the symmetry group of K 3,3 . σ acts on the edges of K 3,3 by means of:
Given a cycle C of K 3,3 , the action of σ on the edges of K 3,3 turns C into another cycle of K 3,3 , which we denote by σ(C).
We stipulate that if {v 1 , v 2 } is an even (=dotted) (resp. odd (= continuous)) edge of C, then {σ(v 1 ), σ(v 2 )} is even (resp. odd). (B) There exists no (admissible) pair of cycles S := ( C, C) such that the maximum edges of S w.r.t. < Lex are among the maximum edges of S, and the maximum edges of C w.r.t. < Lex are among the maximum edges of the cycle C r (the rightmost cycle of S). Otherwise we are done.
The cycle C r must be one of the following fifteen cycles, whose maximum edges w.r.t. < Lex are the continuous ones, and are assumed to be odd, as usual:
14 15
Remark that each cycle in the list above has been given a number and will be denoted by that number in the rest of the proof. Also remark that, if n is one of the cycles 1, 2, . . . , 15, n denotes the only possible cycle anti-isomorphic to it.
The proof of this theorem is case by case: one case for each one of the possible rightmost cycles 1, 2, . . . , 15 of S. In fact we are going to show that the cases 1 and 12 determine all others.
Case C r = cycle 1.
We are given any sequence S := (C 1 , . . . , C r ) such that C r = 1 and conditions (A), (B) above are satisfied. We look for a sequence S as described in the statement. In fact we shall find S with the property that its rightmost cycle is precisely 1.
Since S is admissible, the edge {c, e}, which occurs in C r = 1 in odd position, must also occur in even position in some other cycle C i of S, i ≤ r − 1. A priori, there are eight possibilities for C i : 1, 6, 7, 8, 10, 11, 12 , 15 (four cases of length 4, four cases of length 6). Since condition (B) holds for S, 1 and 11 are impossible. Hence we are left with: 6, 7, 8, 10, 12, 15. In order to save space, we discuss the subcase C i = 6 completely and leave the reader 7, 8, 10, 12, 15 which are very similar, as we have checked working them out.
• Subcase C i = 6.
The edge {c, d}, which occur in C r = 1 in even position, must occur in odd position in some other cycle C j of S, j ≤ r − 1. Again thanks to (B), C j can only be 2, 7, 9, 12 and 13.
Hence subcase C i = 6 split into the following five sub-subcases: (α), (β), (γ), (δ) and (ε).
(α) C i = 6, C j = 2. Since the edge {b, e}, occurring in C r = 1 in even position, must occur in odd position in some further C k of S, k ≤ r − 1, and C k can only be 4, 5, 8, 10 and 13, we are led to the following analysis.
When C i = 6, C j = 2, C k = 5, we see by Proposition 3.1 that, for a suitable permutation τ on three letters, the 4−tuple When C i = 6, C j = 2, C k = 10 or C k = 13, again we are done by the previous sentence, because the odd edges of 8 are two of the three odd edges of both 10 and 13.
We are left with C i = 6, C j = 2, C k = 4. Since the edge {a, f }, occurring in C i = 6 in even position, must occur in odd position in some further C l of S, and, thanks to the previous sentences and both conditions (A) and (B), C l can only be 3, 9, 10, 12, we make the following observations.
, 1) does the job for a suitable permutation τ on four letters (by Proposition 3.5).
When C l = 10 or C l = 12, again we are done by the previous sentence, because the odd edges of 3 are two of the three odd edges of both 10 and 12.
When C l = 9, the 4−tuple
, 1) does the job for a suitable permutation τ on three letters (by Proposition 3.1).
This completes the sub-subcase (α). We now turn to the other four subsubcases, adopting lighter notation and skipping some details already illustrated in (α).
(β) C i = 6, C j = 7. Due to edge {b, e}, S must also contain C k ∈ {4, 5, 8, 10, 13}.
When C k = 4, 10, 13, then S = (4, 7, 1) works, where 4, 7 means {4, 7} up to a permutation. When C k = 5, S must contain C l ∈ { 2, 3, 4, 10, 12, 15}, due to edge {b, d}.
If C l = 2, 12, then S = (6, 5, 2, 1) works (obvious meaning for 6, 5, 2).
If C l = 3, 15, then S = ( 7, 5, 3, 1) works.
If C l = 4, 10, then S = ( 7, 4, 1) works.
When C k = 8, S must still contain C l ∈ { 2, 3, 4, 10, 12, 15}, due to edge {b, d}.
If C l = 2, 12, then S = (8, 2, 1) works.
If C l = 15, then S = ( 7, 8, 15, 1 ) works (by Proposition 3.3).
If C l = 3, S must contain a further C m ∈ { 2, 9, 10, 13, 15}, due to edge {c, f }.
Cycles 2, 13 are dealt with by means of S = (8, 2, 1).
Cycle 9 by means of S = (8, 3, 9, 1).
Cycle 10 by means of S = ( 7, 8, 3, 6, 1) (obvious meaning for 7, 8, 3, 6).
Finally, cycle 15 by means of S = ( 7, 8, 15, 1) . This completes the sub-subcase (β).
(γ) C i = 6, C j = 9. Due to edge {b, e}, S must also contain C k ∈ {4, 5, 8, 10, 13}.
When C k = 4, 10, 13, then S = (6, 9, 4, 1) works.
When C k = 5, S must also contain C l ∈ { 2, 3, 4, 10, 12, 15}, due to edge {b, d}.
If C l = 2, 12, then S = (6, 5, 2, 1) works.
If C l = 3, 15, then S = (6, 9, 5, 3, 1) works.
If C l = 4, 10, then S = (6, 9, 4, 1) works.
If C l = 3, 15, then S = ( 9, 8, 3, 1) works.
If C l = 4, 10, then S = (6, 9, 4, 1) works. This completes the sub-subcase (γ). When C k = 8, then S = (8, 2, 1) works. This completes the sub-subcase (δ).
(ε) C i = 6, C j = 13. Due to edge {b, e}, S must still contain C k ∈ {4, 5, 8, 10}.
The analysis is exactly as the previous one, because the odd edges of 13 and the odd edges of 12 coincide. This completes the sub-subcase (ε).
The subcase C i = 6 is now complete. We remark that many sub-sub-subcases have occurred several times in different sub-subcases. We also remark that r −tuples S with r = 5, 4, 3 have occurred. (r = 2 is "hidden" under conditions (A) and (B) ).
Cases C r = 2, 3, . . . , 9. 
Remark
The choice of reducing all cases 2, 3, . . . , 9 to cycle 1 is in fact arbitrary. One can start from any length 4 cycle C r and reduce all other length 4 cases to the chosen one.
We are now going to deal with length 6 cycles 10, 11, . . . , 15. Again we give a construction for one of them, and reduce all other cases to the selected one. However, the selection of the pivotal cycle (cycle 12) is not arbitrary, as we shall explain later.
Case C r = cycle 12.
We are given any sequence S := (C 1 , . . . , C r ) such that C r = 12 and conditions (A), (B) are satisfied. We look for a sequence S as described in the statement. In fact we shall find S with the property that its rightmost cycle is either 12, or 1.
The reader will notice an overall resemblance with case C r = 1.
Since S is admissible, the edge {c, e}, which occurs in C r = 12 in odd position, must also occur in even position in some other cycle C i of S, i ≤ r −1. Thanks to condition (B), the possibilities for C i are 6, 7, 8, 10, 15 . In order to save space, we discuss the subcase C i = 6 completely and leave the reader 7, 8, 10, 15 which are very similar, as we have checked working them out. We keep using the lighter notation introduced when dealing with case C r = 1
The edge {c, d}, which occurs in C r = 12 in even position, must occur in odd position in some other cycle C j of S, j ≤ r − 1. Again thanks to (B), C j can only be 2, 7, 9 and 13.
Subcase C i = 6 splits into the following three sub-subcases: (ζ), (η) and (ϑ).
(ζ) C i = 6, C j = 2, 13. S = (6, 2, 12) works.
(η) C i = 6, C j = 7. Due to edge {b, d}, S must also contain C k ∈ { 2, 3, 4, 10, 15}. When C k = 2, then S = (6, 2, 12) works.
When C k = 3, 15, then S = ( 7, 3, 12) works.
When C k = 4, 10, then S = ( 7, 4, 1) works.
(ϑ) C i = 6, C j = 9. Due to edge {b, d}, S must still contain C k ∈ { 2, 3, 4, 10, 15}. When C k = 2, then S = (6, 2, 12) works.
When C k = 3, 15, then S = (6, 9, 3, 12) works.
When C k = 4, 10, then S = (6, 9, 4, 1) works.
The subcase when C i = 6 is now complete.
Cases C r = 10, 11, 13, 14, 15.
Let σ n 12 be any element of the symmetry group of K 3,3 which turns cycle 12 into cycle n, n ∈ {10, 11, 13, 14, 15}, and such that σ Thanks to Proposition 4.1, the construction given for cycle 12 is transformed by σ n 12 into a construction valid for cycle n, n ∈ {10, 11, 13, 14, 15}. For σ n 1 acts on all edges and cycles having a role in the construction given for cycle 12, and the condition σ n 12 (1) ∈ {2, 3, . . . , 9} guarantees that whenever an admissible r −tuple S such that its maximum edges are among those of S, happens to occur in the construction related to cycle 12, then σ n 12 (S ) has its maximum edges among those of σ n 12 (S).
If one wanted to use another length 6 cycle n 0 as pivotal cycle, instead of 12, it would not be possible to guarantee that σ n n 0 (S ), n ∈ {10, 11, . . . , 15}\{n 0 }, has its maximum edges among those of σ n n 0 (S), regardless of all possible requirements put on σ n n 0 with respect to length 4 cycles. This is why we have selected cycle 12 among all length 6 cycles. This completes the proof of Theorem 4.2. 2
Conservation of the RG property
Let C be a closed path of K 3,3 such that every edge either is always in odd position ("odd edge"), or is always in even position ("even edge"). We can think of C as of a coloured multigraph (cf., e.g. [7] ) in which every odd (multi-)edge is red, say, and every even (multi-)edge is blue, say.
Lemma 5.1: C has a decomposition into cycles of length ≥ 4, each one of them having successive edges which alternate in colour.
Proof: It suffices to show that C has a decomposition into cycles with alternating colours (it is then obvious that every cycle must have length at least 4). LetC be a minimal counterexample. [8, Theorem] says thatC has at least one cycle D (of length ≥ 4) with alternating colours. But thenC \ {D} contradicts the minimality ofC. 2
The following proposition is obvious. 
where the continuous (resp., dotted) edges are the red (resp., blue) ones. D 1 , D 2 and D 3 are indicated below:
The Proof: Let i 1 < i 2 < · · · < i s be the indices corresponding to the nonempty paths C i . For every j = 1, . . . , s − 1, let P i j denote any permutation of D i j . Moreover, let P is denote any permutation of D is which satisfies (1) . P i 1 , P i 2 , . . . , P is (in this order) form an admissible sequence, S , which still satisfies (1) and whose maximum edges are all red. We claim that S satisfies (2) as well. Assume that S does not satisfy (2) . We are going to show that then S cannot be an RG-sequence: a contradiction.
If S is not an RG-sequence, then there exists an RG-sequence, S , of G h×3×3 such that its maximum edges are among those of S (recall Definition 2.4). Since S is a sequence of cycles, S is a sequence of cycles, too. It follows from Theorem 4.2 that S consists of at most five cycles. It is not hard to check that in the reduced Gröbner basis of I A 5×3×3 (w.r.t. < Lex ) all RG-sequences of cycles involve at most one length 6 cycle, except for the pairs of antisomorphic cycles of length 6. Hence there exist maximum edges of S which do not occur in S . For if S and S had the same maximum edges, and S were a pair of antisomorphic cycles of length 6, then S = S (by admissibility), against the assumption that S be not an RG-sequence. If S and S had the same maximum edges, and S were not a pair of antisomorphic cycles of length 6, then S should contain all length 4 cycles of S , hence S should also contain the only length 6 cycle of S (by admissibility), and again S = S , which is excluded.
Having ascertained that there exist maximum edges of S which do not occur in S , we are able to show that S cannot be an RG-sequence.
Notice that S cannot just involve a single path C i of S, that is, the maximum edges of S cannot just be among the maximum edges of the corresponding P i . If this were the case, then every maximum edge of S should occur among the red edges of the mentioned C i . But if S happened to have at least three distinct cycles, then the three (or more) red edges of C i (coming from three different vertices) would be incident on one and the same vertex, which is impossible. On the other hand, if S happened to consist only of two cycles, they would be antisomorphic and C i should contain a cycle completely coloured red (of length either 4 or 6). C i would then turn out to be determined (up to repetitions) and its decomposition into cycles with alternating colours would be inconsistent with S consisting of two cycles.
Since S involves at least two distinct closed paths of S, we can say (possibily patching together the cycles of S involving a single C i , and deleting the edges that in doing so happen to be red and blue at the same time) that there exists an admissible sequence, S, of closed paths of G r×3×3 having its maximum edges among the red edges of S. That is, in < Lex (g) divides in < Lex (g), where g (resp., g) stands for the binomial associated with S (resp., S).
Recalling the underlined statement above, not all red edges of S occur in S with the same multiplicities. Hence in < Lex (g) properly divides in < Lex (g), and this contradicts the fact that S is an RG-sequence. 2
Example 5.5: Let S be the following RG−sequence of G 4×3×3 (cf. Remark 6.5 below):
where the maximum edges (w.r.t. < Lex ) are the continuous ones, which we assume to be red.
Decomposing C 3 into cycles with alternating colours, we obtain the following 5−tuple:
where the continuous (resp., dotted) edges are coloured red (resp., blue). 
where the continuous (resp., dotted) edges are coloured red (resp., blue). Clearly, every permutation of the 4−tuple above is admissible. Again, let us take (C 1 , C 2 , C 31 , C 32 , C 4 ) and patch together C 2 and C 31 . We get (two edges deleted, which happen to be red and blue at the same time):
where the continuous (resp., dotted) edges are coloured red (resp., blue). Every permutation of the latter 4−tuple is admissible.
Main theorem
We prove our main result, announced at the end of Section 2 
(3)
The total degree of g is at most 10.
Proof: (1) Let S := (C 1 , . . . , C r ) be the RG−sequence associated with g. Then the conclusion is obvious (the range of r coming from Theorem 6.1).
(2) Recall that, in our language, r is the number of nonempty paths occurring in S and the degree of a variable is the multiplicity of the corresponding edge. If there existed a variable of degree ≥ 3, then some path C i would contain an edge of multiplicity m ≥ 3. Hence C i could be decomposed into at least m cycles (cf. Lemma 5.1) and Theorem 5.4 would imply the existence of an RG−sequence of cycles containing at least 2m cycles (because of the admissibility property). But 2m ≥ 6 contradicts Theorem 6.1. Furthermore, if r = 5, then a contradiction arises as soon as m ≥ 2, since one gets an RG−sequence of cycles containing at least m + 4 ≥ 6 cycles.
(3) Notice that Theorem 6.1 implies that, for every r ≥ 6. the set of the total degrees of all binomials occurring in the reduced Gröbner basis of I A r×3×3 (w.r.t. < Lex ) equals the set of the total degrees of all binomials of the reduced Gröbner basis of I A 5×3×3 . Calculation of the latter Gröbner basis shows that no total degree exceeds 10. Cases r = 2 and r = 3 have also been available in [3] for quite a while.
