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Разностные уравнения широко используются для описания систем, со-
стояния которых изменяются в дискретные моменты времени [1–5]. Кроме 
того, во многих случаях при рассмотрении непрерывных математических мо-
делей допускается их приближенная замена дискретными [1–3, 6]. К примеру, 
многие численные методы решения обыкновенных дифференциальных урав-
нений (ОДУ) представляют собой способы сведения дифференциальных урав-
нений к разностным [1, 7, 8]. 
В приложениях разностных и дифференциальных уравнений часто воз-
никает задача исследования устойчивости их решений. При этом в случаях 
устойчивых решений важной практической задачей является оценка области 
их притяжения. Особый интерес представляет ситуация, когда устойчивость 
носит глобальный характер, то есть, когда областью притяжения решения яв-
ляется все пространство параметров. 
В настоящей работе исследуется проблема глобальной устойчивости ре-
шений одного класса нелинейных систем с переключениями. Предполагается, 
что нелинейности удовлетворяют ограничениям секторного типа. Система с 
переключениями представляет собой гибридную систему, состоящую из се-
мейства подсистем и закона переключения, определяющего в каждый момент 
времени какая из подсистем является активной. Системы такого вида появля-
ются при моделировании многих реальных процессов [9–13]. 
Известно, что из устойчивости каждой используемой подсистемы в об-
щем случае не следует устойчивость гибридной системы. Для того чтобы до-
казать устойчивость системы с переключениями, достаточно построить об-
щую функцию Ляпунова для каждой подсистемы, соответствующей рассмат-
риваемой системе. Однако проблема существования такой функции не полно-
стью решена даже для семейства линейных автономных подсистем. 
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В тех случаях, когда общую функцию Ляпунова построить не удается, 
обеспечить асимптотическую устойчивость можно путем наложения специ-
альных дополнительных ограничений на закон переключения (dwell-time 
approach [10, 14–18]). Для некоторых типов гибридных систем доказано, что 
асимптотическая устойчивость будет сохраняться, если промежутки времени 
между последовательными переключениями достаточно велики. Однако такой 
подход хорошо развит только для семейства экспоненциально устойчивых 
подсистем. В данной работе указанный подход применяется для одного класса 
существенно нелинейных подсистем. При этом обеспечивается глобальный 






Пусть Գ – множество натуральных чисел, ॸ ൌ Գ ∪ ሼ0ሽ – множество мо-
ментов времени, ݊ ∈ Գ – количество переменных состояния системы, 
ܫ ൌ ሼ1, … , ݊ሽ, ܰ ∈ Գ – количество подсистем, ܳ ൌ ሼ1,… , ܰሽ. Рассмотрим нели-
нейную разностную систему с переключениями 
 ࢞ሺ݇ ൅ 1ሻ െ ࢞ሺ݇ሻ ൌ ݄ࡼఙሺ௞ሻࢌ൫࢞ሺ݇ሻ൯. (1) 
Здесь ࢞ ൌ ሺݔଵ, … , ݔ௡ሻ், ࢌሺ࢞ሻ ൌ ൫ ଵ݂ሺݔଵሻ, … , ௡݂ሺݔ௡ሻ൯், скалярные функции 
௜݂ሺݔ௜ሻ определены и непрерывны при ݔ௜ ∈ Թ и удовлетворяют ограничениям 
секторного типа ݔ௜ ௜݂ሺݔ௜ሻ ൐ 0 при ݔ௜ ് 0, ݅ ∈ ܫ; ߪሺ݇ሻ:	ॸ → ܳ – кусочно-посто-
янная функция, определяющая закон переключения, ࡼ௦: ܳ → Թ௡ൈ௡ – постоян-
ные матрицы, ݄ ൐ 0 – шаг дискретизации. Таким образом, в каждый момент 
времени работа исследуемой системы описывается одной из подсистем 
 ࢞ሺ݇ ൅ 1ሻ െ ࢞ሺ݇ሻ ൌ ݄ࡼ௦ࢌ൫࢞ሺ݇ሻ൯, ݏ ∈ ܳ. (2) 
Рассмотрим соответствующие подсистемам (2) системы ОДУ 
 ࢞ሶ ൌ ࡼ௦ࢌሺ࢞ሻ, ݏ ∈ ܳ. (3) 
Системы вида (2) и (3) широко применяются при изучении систем авто-
матического регулирования [4, 19, 20]. Они также используются при модели-
ровании нейронных сетей [21]. 
Из свойств функций ଵ݂ሺݔଵሻ, … , ௡݂ሺݔ௡ሻ следует, что системы (1)–(3) 
имеют нулевые решения. 
Основная задача данной работы заключаются в выявлении достаточных 






Многие понятия и методы, относящиеся к устойчивости решений раз-
ностных уравнений, имеют аналоги в теории ОДУ. 
Наиболее универсальным методом качественного анализа нелинейных 
систем ОДУ является второй (прямой) метод Ляпунова [22]. Он распространен 
на задачи анализа разнообразных динамических свойств решений ОДУ 
[22–25], доказан ряд теорем о различных типах ограниченности движений. Для 
нелинейных разностных систем наиболее общим методом качественного ана-
лиза является дискретный аналог второго метода Ляпунова [2, с. 27–30]. 
В работе [26] получены достаточные условия, при выполнении которых 
для семейства систем вида (3) существует общая функция Ляпунова, удовле-
творяющая требованиям теоремы Ляпунова об асимптотической устойчиво-
сти. При этом рассмотрено несколько возможных вариантов построения такой 
функции Ляпунова. 
В работе [27] исследовалась устойчивость решений одного класса раз-
ностных систем с переключениями и нелинейностями секторного типа. Пред-
ложены способы построения общей функции Ляпунова для семейства подси-
стем вида (2), обеспечивающие устойчивость при любом законе переключе-
ния, и условия на закон переключения, если общую функцию Ляпунова по-
строить не удается. 
В настоящей работе для других классов систем в окрестности начала ко-
ординат получены оценки решений, похожие на известные. При этом основ-
ной задачей работы является получение условий, обеспечивающих глобаль-




Глава 1. Основные обозначения и предположения 
Выберем для дальнейшего использования стандартную евклидову 
норму в пространстве ݊-мерных вещественных векторов Թ௡. 
Обозначим через ߆௜: Գ → ॸ все моменты переключений между подси-
стемами, то есть все такие числа ߆௜, что ߪሺ߆௜ െ 1ሻ ് ߪሺ߆௜ሻ, 0 ൏ ߆ଵ ൏ ߆ଶ ൏… 
Будем считать, что эти моменты известны, а порядок, в котором происходит 
смена режимов функционирования гибридной системы, нет. Пусть ߆଴ ൌ 0. Бу-
дем рассматривать только такие законы переключения, для которых функция 
ߪሺ݇ሻ имеет бесконечное количество переключений. Обозначим длины проме-
жутков между переключениями ௜ܶ ൌ ߆௜ െ ߆௜ିଵ, ݅ ∈ Գ. 
Предположим, что гарантировать существование общей функции Ляпу-
нова для систем (3) не удается. Тогда обеспечить асимптотическую устойчи-
вость можно за счет наложения ограничений на закон переключения (dwell-
time approach). 
Далее в настоящей работе наложим на правые части уравнений (2) неко-
торые дополнительные ограничения. 
1.1. Диагональная устойчивость 
Предположение 1. Пусть для каждого значения индекса ݏ ∈ ܳ суще-
ствуют положительные числа ߣଵሺ௦ሻ, … , ߣ௡ሺ௦ሻ, при которых матрица ࡼ௦்ࢫ௦ ൅ ࢫ௦ࡼ௦ 
отрицательно определена. Здесь ࢫ௦ ൌ ܌ܑ܉܏ ቀߣଵሺ௦ሻ, … , ߣ௡ሺ௦ሻቁ. 
Условия существования таких значений ߣଵሺ௦ሻ, … , ߣ௡ሺ௦ሻ исследовались в ра-
ботах [5, 26, 28, 29]. 
Если выполнено предположение 1, то для каждого ݏ ∈ ܳ нулевое реше-
ние ݏ-ой подсистемы из (3) асимптотически устойчиво при любых допустимых 
функциях ଵ݂ሺݔଵሻ, … , ௡݂ሺݔ௡ሻ, причем для этой подсистемы функция 








удовлетворяет требованиям теоремы Ляпунова об асимптотической устойчи-
вости. Если бы требуемые значения ߣଵሺ௦ሻ, … , ߣ௡ሺ௦ሻ удалось подобрать одинако-
выми для всех ݏ ∈ ܳ, то это бы означало, что для подсистем (3) получилось 
построить общую функцию Ляпунова. Однако, условия существования такой 
общей функции Ляпунова являются гораздо более жесткими, нежели условия 
существования своей частной функции Ляпунова для каждой отдельной под-
системы. 
Положим 
ܿ ൌ max ൝	ߣ௜
ሺ௦భሻ
ߣ௜ሺ௦మሻ
	อ	݅ ∈ ܫ,			ݏଵ, ݏଶ ∈ ܳൡ. 
Тогда ܿ ൒ 1, и для любых ࢞ ∈ Թ௡ имеем 
௦ܸభሺ࢞ሻ ൑ ܿ ௦ܸమሺ࢞ሻ, ݏଵ, ݏଶ ∈ ܳ. 
Если ܿ ൌ 1, то ଵܸሺ࢞ሻ ≡. . . ≡ ேܸሺ࢞ሻ, то есть для подсистем (3) построена 
общая функция Ляпунова. Далее считаем, что ܿ ൐ 1. 
По предположению 1 нулевые решения подсистем (3) асимптотически 
устойчивы, причем производная функции ௦ܸሺ࢞ሻ в силу ݏ-ой подсистемы из (3) 
при соответствующем выборе коэффициентов ߣଵሺ௦ሻ, … , ߣ௡ሺ௦ሻ отрицательно опре-
делена, ݏ ∈ ܳ. Тогда существует такое число ߙଵ ൐ 0, что при ࢞ ∈ Թ௡ указанные 
производные удовлетворяют соотношениям 





ൌ ࢌ்ሺ࢞ሻࢫ௦ࡼ௦ࢌሺ࢞ሻ ൑ െߙଵࢌଶሺ࢞ሻ, ݏ ∈ ܳ. 
Здесь и далее в работе для скалярных квадратов векторов ࢞ ∈ Թ௡ использу-
ются следующие обозначения: 






1.2. Условие Липшица 
Предположение 2. Пусть функции ௜݂ሺݔ௜ሻ удовлетворяют условию Лип-
шица на всей вещественной оси, то есть существует число ܮ ൐ 0, при котором 
для всех ݔ௜ᇱ, ݔ௜ᇱᇱ ∈ Թ 
| ௜݂ሺݔ௜ᇱሻ െ ௜݂ሺݔ௜ᇱᇱሻ| ൑ ܮ|ݔ௜ᇱ െ ݔ௜ᇱᇱ|, ݅ ∈ ܫ. 
Оценим приращение функции ௦ܸሺ࢞ሻ в силу подсистемы ݏ для всех	ݏ ∈ ܳ: 





































൑ െሺߙଵ െ ݄ܮߙଶሻ݄ࢌଶ൫࢞ሺ݇ሻ൯. 
Здесь ∆ݔ௜ሺ݇ሻ ൌ ݔ௜ሺ݇ ൅ 1ሻ െ ݔ௜ሺ݇ሻ, ߦ௜ሺ݇ሻ ∈ ሺ0,1ሻ, ݅ ∈ ܫ, ݇ ∈ ॸ, ߙଶ ൐ 0. Таким 
образом, если ݄଴ ൌ ఈభ௅ఈమ, то при ݄ ∈ ሺ0, ݄଴ሻ имеем 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ െ ௦ܸ൫࢞ሺ݇ሻ൯ ൑ െߙଷࢌଶ൫࢞ሺ݇ሻ൯, 
где ߙଷ ൌ ሺߙଵ െ ݄ܮߙଶሻ݄ ൐ 0. 




Глава 2. Системы с линейными оценками 
В данной главе используем следующее дополнительное предположение 
о правых частях уравнений (2). 
2.1. Предположение 
Предположение 3. Пусть существуют положительные числа ̅ߚ௜, ߦ௜̅ и ߚ௜, 
при которых функции ௜݂ሺݔ௜ሻ удовлетворяют условиям 
̅ߚ௜|ݔ௜|కത೔ ൑ න ௜݂ሺ߬ሻ ݀߬
௫೔
଴
൑ ߚ௜ ௜݂ଶሺݔ௜ሻ, ݔ௜ ∈ Թ, ݅ ∈ ܫ. 
В частности, предположение 3 будет выполнено, если функции ௜݂ሺݔ௜ሻ 
монотонно возрастают при ݔ௜ ∈ Թ, и существуют числа ߛ௜ ൐ 0, при которых 
функции ௜݂ሺݔ௜ሻ удовлетворяют линейным оценкам 
| ௜݂ሺݔ௜ሻ| ൒ ߛ௜|ݔ௜|, ݔ௜ ∈ Թ, ݅ ∈ ܫ. 
Тогда 
ߛ௜ݔ௜ଶ
2 ൑ න ௜݂ሺ߬ሻ ݀߬
௫೔
଴




При выполнении предположения 3 найдутся числа ߙସ ൐ ߙଷ и ߙହ ൐ 0, при 
которых при всех ݏ ∈ ܳ и ࢞ ∈ Թ௡ выполняется 








൑ ߙସࢌଶሺ࢞ሻ ൑ ߙହ࢞ଶ. 
Введем обозначения 
ܩଵ ൌ ሼ࢞	|	࢞ ∈ Թ௡,			|ݔଵ| ൑ 1,			 …,			 |ݔ௡| ൑ 1ሽ, 




Тогда найдутся положительные числа ߙ଺, ߙ଻ и ߙ଼, при которых при всех ݏ ∈ ܳ 








Оценим приращение функции ௦ܸሺ࢞ሻ на решениях ࢞ሺ݇ሻ подсистемы ݏ из 
(2) для всех	ݏ ∈ ܳ: 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ െ ௦ܸ൫࢞ሺ݇ሻ൯ ൑ െߙଷࢌଶ൫࢞ሺ݇ሻ൯ ൑ െߙଷߙସ ௦ܸ൫࢞ሺ݇ሻ൯, 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ ൑ ܽ ௦ܸ൫࢞ሺ݇ሻ൯. 
2.3. Результаты 
Введем при ݌,݉ ∈ Գ обозначение 




Если верхний предел знака суммирования меньше нижнего, будем считать в 
данной работе такие суммы равными нулю. 
Теорема 1. Пусть выполнены предположения 1–3, и ߯ሺ݉, ݌ሻ → ∞ при 
݌ → ∞ равномерно по ݉ ∈ Գ. Тогда нулевое решение системы (1) асимптоти-
чески устойчиво в целом при всех ݄ ∈ ሺ0, ݄଴ሻ. 
Доказательство. Используя известные частные функции  Ляпунова 
ଵܸሺ࢞ሻ, …, ேܸሺ࢞ሻ для подсистем (3) построим составную функцию Ляпунова 
ఙܸሺ௞ሻሺ࢞ሻ для системы (1), соответствующую закону переключения ߪሺ݇ሻ. 
Выберем начальный момент времени ݇଴ ∈ ॸ и начальную точку 
࢞଴ ∈ Թ௡. Рассмотрим решение ࢞ሺ݇ሻ системы (1), выходящее при ݇ ൌ ݇଴ из 
точки ࢞଴. Найдем такое натуральное число ݉ ∈ Գ, что ݇଴ ∈ ሾ߆௠ିଵ, ߆௠ሻ. 
На промежутке ݇ ∈ ሾ݇଴, ߆௠ሻ справедливы оценки 
ఙܸሺ௵೘షభሻ൫࢞ሺ݇ሻ൯ ൑ ܽ௞ି௞బ ఙܸሺ௵೘షభሻሺ࢞଴ሻ. 
Для каждого ݇ ൒ ߆௠ можно указать такое натуральное число ݌ ∈ Գ, что 
߆௠ା௣ିଵ ൑ ݇ ൏ ߆௠ା௣. При этом ݌ → ∞, когда ݇ → ∞. Рассмотрим решение 
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࢞ሺ݇ሻ в течение некоторого промежутка времени ሾ݇଴, ݇ሿ. Последовательно про-
изводя оценки на промежутках ሾ߆௠ା௄ିଵ, ݇ሿ, ሾ߆௠ା௄ିଶ, ߆௠ା௄ିଵሿ, …, ሾ݇଴, ߆௠ሿ, 
имеем 
ఙܸ൫௵೘శ೛షభ൯൫࢞ሺ݇ሻ൯ ൑ ܽ௞ି௵೘శ೛షభ ఙܸሺ௵೘షభሻ൫߆௠ା௣ିଵ൯ ൑ 
൑ ܿܽ௞ି௵೘శ೛షభ ఙܸ൫௵೘శ೛షమ൯൫߆௠ା௣ିଵ൯ ൑ ⋯ ൑ ܿ௣ܽ௞ି௞బ ఙܸሺ௵೘షభሻሺ࢞଴ሻ ൑ 
൑ ߙହܽ௞ି௞బା௣ ୪୭୥ೌ ௖࢞଴ଶ. 
При этом 
log௔ ܿ ൏ 0, 
	݇ െ ݇଴ ൅ ݌ log௔ ܿ ൌ ݇ െ ߆௠ା௣ିଵ ൅ ݌ሺ߯ሺ݉, ݌ሻ ൅ log௔ ܿሻ ൅ ߆௠ െ ݇଴. 
По условию, ߯ሺ݉, ݌ሻ → ∞ при ݌ → ∞ равномерно по ݉ ∈ Գ. Тогда для любого 
ߝ ൐ 0 можно найти ߜ ൐ 0 так, что при всех ݇଴ ∈ ॸ, ݇ ൒ ݇଴ и ‖࢞଴‖ ൏ ߜ будет 
выполнено ‖࢞ሺ݇ሻ‖ ൏ ߝ, и ‖࢞ሺ݇ሻ‖ → 0 при ݇ െ ݇଴ → ൅∞ равномерно по 
݇଴ ∈ ॸ и ‖࢞଴‖ ൏ ߜ. Таким образом, нулевое решение системы (1) равномерно 
асимптотически устойчиво, и для всех ݇଴ ∈ ॸ областью притяжения нулевого 




Глава 3. Системы со степенными оценками 
В данной главе вместо предположения 3 из главы 2 используем другое 
предположение о правых частях уравнений (2). 
3.1. Предположение 
Предположение 4. Пусть существуют положительные числа ̅ߚ௜,	ߦ௜̅, ߚ௜, 
ߦ௜ ൏ 2, ܪ௜ и ߚመ௜, при которых функции ௜݂ሺݔ௜ሻ при ݅ ∈ ܫ удовлетворяют условиям 
̅ߚ௜|ݔ௜|కത೔ ൑ න ௜݂ሺ߬ሻ ݀߬
௫೔
଴




൑ ߚመ௜ ௜݂ଶሺݔ௜ሻ, |ݔ௜| ൐ ܪ௜. 
В частности, предположение 4 будет выполнено, если при ݅ ∈ ܫ функции 
௜݂ሺݔ௜ሻ монотонно возрастают, и существуют такие положительные числа ܪ௜,	ߛ௜, 
ߛො௜ и ߪ௜ ൐ 1, что выполнены оценки 
| ௜݂ሺݔ௜ሻ| ൒ ߛ௜|ݔ௜|ఙ೔, |ݔ௜| ൑ ܪ௜, 
| ௜݂ሺݔ௜ሻ| ൒ ߛො௜|ݔ௜|,												|ݔ௜| ൐ ܪ௜. 
Тогда при ݅ ∈ ܫ справедливо 
ߛ௜
1 ൅ ߪ௜ |ݔ௜|














ߛො௜ , |ݔ௜| ൐ ܪ௜. 
3.2. Оценки в окрестности начала координат 
Обозначим 
ܩଵ ൌ ሼ࢞	|	࢞ ∈ Թ௡,			|ݔଵ| ൑ ܪଵ ,			…,			 |ݔ௡| ൑ ܪ௡ሽ, 
ߦ௠̅௔௫ ൌ max൛ߦଵ̅, … , ߦ௡̅ൟ , ߦ௠௜௡ ൌ minሼߦଵ, … , ߦ௡ሽ. 
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При выполнении предположения 4 найдутся такие положительные ߙସ, 
ߙହ, ߙ଺, ߙ଻, ߙ଼ и ߙଽ, что при всех ࢞ ∈ ܩଵ и ݏ ∈ ܳ выполняется 




















Обозначим положительные числа 
ܽ ൌ ߙଷߙହଶ/క೘೔೙
, ߦ ൌ 2/ߦ௠௜௡ െ 1, ܾ ൌ ܿିక. 
Оценим приращение функции ௦ܸሺ࢞ሻ в силу подсистемы ݏ для всех	ݏ ∈ ܳ, 
если ࢞ሺ݇ሻ ∈ ܩଵ: 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ െ ௦ܸ൫࢞ሺ݇ሻ൯ ൑ െߙଷࢌଶ൫࢞ሺ݇ሻ൯ ൑ െܽ ௦ܸଵାక൫࢞ሺ݇ሻ൯, 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ ൑ ௦ܸ൫࢞ሺ݇ሻ൯ െ ܽ ௦ܸଵାక൫࢞ሺ݇ሻ൯. 
3.3. Оценки вне окрестности начала координат 
При выполнении предположения 4 для любого ܪ ൐ 0 найдется такое 
ߙଵ଴ ൐ ߙଷ, что при всех ‖࢞‖ ൐ ܪ и ݏ ∈ ܳ выполняется 






а приращение функции ௦ܸሺ࢞ሻ в силу подсистемы ݏ для всех ݏ ∈ ܳ при 
‖࢞ሺ݇ሻ‖ ൐ ܪ удовлетворяет неравенствам 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ െ ௦ܸ൫࢞ሺ݇ሻ൯ ൑ െߙଷࢌଶ൫࢞ሺ݇ሻ൯ ൑ െ ߙଷߙଵ଴ ௦ܸ൫࢞ሺ݇ሻ൯, 




ܣ ൌ 1 െ ߙଷߙଵ଴ ∈ ሺ0,1ሻ. 
3.4. Вспомогательные результаты 
Для получения оценки решений системы (1) используем следующий ре-
зультат, установленный в [30]. 
Лемма 1. Если для членов последовательности ݍ௞ выполнены неравен-
ства 0 ൑ ݍ௞ାଵ ൑ ݍ௞ െ ߙݍ௞ఒ, ݇ ∈ ॸ, где ߙ ൐ 0, ߣ ൐ 1, ݍ଴ ൒ 0, ߙߣݍ଴ఒିଵ ൑ 1, то при 
всех ݇ ∈ ॸ справедлива оценка 
ݍ௞ ൑ ݍ଴൫1 ൅ ߙሺߣ െ 1ሻݍ଴ఒିଵ݇൯ି
ଵ
ఒିଵ. 
Введем при ݌,݉ ∈ Գ обозначение 




Лемма 2. Из выполнения условия ߰ሺ݉, ݌ሻ → ∞ следует выполнение 
условия ߯ሺ݉, ݌ሻ → ∞. Если условие ߰ሺ݉, ݌ሻ → ∞ выполняется равномерно по 
݉ ∈ Գ, то условие ߯ሺ݉, ݌ሻ → ∞ также выполняется равномерно по ݉ ∈ Գ. 
Доказательство. Выведем при	݉, ݌ ∈ Գ рекуррентное соотношение для 
߰ሺ݉, ݌ሻ: 
߰ሺ݉, ݌ ൅ 1ሻ ൌ ܾ ቌ෍ ௠ܶା௜
௣ିଵ
௜ୀଵ
ܾ௣ି௜ ൅ ௠ܶା௣ቍ ൌ ܾ൫߰ሺ݉, ݌ሻ ൅ ௠ܶା௣൯. 
Выразим из этого соотношения ௠ܶା௣ и преобразуем полученное выражение: 
௠ܶା௣ ൌ ܾିଵ൫߰ሺ݉, ݌ ൅ 1ሻ െ ߰ሺ݉, ݌ሻ൯ ൅ ሺܾିଵ െ 1ሻ߰ሺ݉, ݌ሻ. 
С помощью полученного представления преобразуем и оценим снизу ߯ሺ݉, ݌ሻ: 
߯ሺ݉, ݌ሻ ൌ 1݌෍ ௠ܶା௜
௣ିଵ
௜ୀଵ
ൌ 1ܾ݌෍൫߰ሺ݉, ݅ ൅ 1ሻ െ ߰ሺ݉, ݅ሻ൯
௣ିଵ
௜ୀଵ















Пусть условие ߰ሺ݉, ݌ሻ → ∞ выполнено. Тогда для любого ܯ ൐ 0 можно вы-
брать ܰ ൐ 0 так, чтобы было ߰ሺ݉, ݌ሻ ൐ ܯ при ݌ ൒ ܰ. Значит, при ݌ ൒ 2ܰ 
߰ሺ݉, ݌ሻ ൐ 1 െ ܾ2ܾ ܯ, 
и условие ߯ሺ݉, ݌ሻ → ∞ выполняется. Если условие ߰ሺ݉, ݌ሻ → ∞ выполнено 
равномерно по ݉ ∈ Գ, то число ܰ может быть выбрано независимо от ݉, сле-
довательно, условие ߯ሺ݉, ݌ሻ → ∞ выполняется равномерно по ݉ ∈ Գ. Лемма 
доказана. 
3.5. Основные результаты 
Теорема 2. Пусть выполнены предположения 1, 2 и 4, и ߰ሺ݉, ݌ሻ → ∞ 
при ݌ → ∞ равномерно по ݉ ∈ Գ. Тогда нулевое решение системы (1) асимп-
тотически устойчиво в целом при всех ݄ ∈ ሺ0, ݄଴ሻ. 
Доказательство. Построим составную функцию Ляпунова ఙܸሺ௞ሻሺ࢞ሻ для 
системы (1). Зададим положительное число ߝ ൑ minሼܪଵ,… , ܪ௡ሽ. Выберем 
начальный момент времени ݇଴ ∈ ॸ и начальную точку ࢞଴ ∈ ܩଵ, 0 ൏ ‖࢞଴‖ ൏ ߝ. 
Рассмотрим решение ࢞ሺ݇ሻ системы (1), выходящее при ݇ ൌ ݇଴ из точки ࢞଴. 
Найдем такое натуральное число ݉ ∈ Գ, что ݇଴ ∈ ሾ߆௠ିଵ, ߆௠ሻ. 
Для применения леммы 1 получим оценку 
ܽሺ1 ൅ ߦሻ ఙܸሺ௵೘షభሻ
క ሺ࢞଴ሻ ൑ ܽሺ1 ൅ ߦሻܽ଺క‖࢞଴‖కక೘೔೙ ൏ ܽሺ1 ൅ ߦሻܽ଺కߝకక೘೔೙, 
и будем считать число ߝ достаточно малым, чтобы выполнялось неравенство 
ܽሺ1 ൅ ߦሻܽ଺కߝకక೘೔೙ ൑ 1. 
Тогда, если ‖࢞ሺ݇ሻ‖ ൏ ߝ при ݇ ∈ ሾ݇଴, ߆௠ሻ, то на этом промежутке справедливы 
оценки 
ఙܸሺ௵೘షభሻ
ିక ൫࢞ሺ݇ሻ൯ ൒ ఙܸሺ௵೘షభሻ
ିక ሺ࢞଴ሻ ൅ ܽߦሺ݇ െ ݇଴ሻ. 
Для каждого ݇ ൒ ߆௠ можно указать такое натуральное число ݌ ∈ Գ, что 
߆௠ା௣ିଵ ൑ ݇ ൏ ߆௠ା௣. При этом ݌ → ∞, когда ݇ → ∞. Рассмотрим решение 
࢞ሺ݇ሻ в течение некоторого промежутка времени ሾ݇଴, ݇ሿ. Если ฮ࢞൫ത݇൯ฮ ൏ ߝ при 
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݇଴ ൑ ത݇ ൑ ݇, то, последовательно производя оценки на промежутках 
ሾ߆௠ା௄ିଵ, ݇ሿ, ሾ߆௠ା௄ିଶ, ߆௠ା௄ିଵሿ, …, ሾ݇଴, ߆௠ሿ, имеем 
ఙܸ൫௵೘శ೛షభ൯
ିక ൫࢞ሺ݇ሻ൯ ൒ ఙܸ൫௵೘శ೛షభ൯
ିక ቀ࢞൫߆௠ା௣ିଵ൯ቁ ൅ ܽߦ൫݇ െ ߆௠ା௣ିଵ൯ ൒ 
൒ ܾ ఙܸ൫௵೘శ೛షమ൯
ିక ቀ࢞൫߆௠ା௣ିଵ൯ቁ ൅ ܽߦ൫݇ െ ߆௠ା௣ିଵ൯ ൒ ⋯ ൒ 
൒ ܾ௣ ఙܸሺ௵೘షభሻ
ିక ሺ࢞଴ሻ ൅ ܽߦ ቀ൫݇ െ ߆௠ା௣ିଵ൯ ൅ ߰ሺ݉, ݌ሻ ൅ ܾ௣ሺ߆௠ െ ݇଴ሻቁ. 





కത೘ೌೣ ൫࢞ሺ݇ሻ൯ ൑ 
൑ ߙଽ
ି ଵకത೘ೌೣ ൬ߙ଺ିక‖࢞૙‖ିకక೘೔೙ ൅ ܽߦሺ݇ െ ݇଴ሻ൰
ି ଵకకത೘ೌೣ, 
а при ߆௠ା௣ିଵ ൑ ݇ ൏ ߆௠ା௣ 
‖࢞ሺ݇ሻ‖ ൑ ߙଽ
ି ଵకത೘ೌೣ ൬ܾ௣ߙ଺ିక‖࢞૙‖ିకక೘೔೙ ൅
൅ ܽߦ ቀ൫݇ െ ߆௠ା௣ିଵ൯ ൅ ߰ሺ݉, ݌ሻ ൅ ܾ௣ሺ߆௠ െ ݇଴ሻቁ൰
ି ଵకకത೘ೌೣ. 
По условию, ߰ሺ݉, ݌ሻ → ∞ при ݌ → ∞ равномерно по ݉ ∈ Գ. Тогда можно 
найти ߜ ൐ 0 так, что при всех ݇଴ ∈ ॸ, ݇ ൒ ݇଴ и ‖࢞଴‖ ൏ ߜ будет выполнено 
‖࢞ሺ݇ሻ‖ ൏ ߝ, и ‖࢞ሺ݇ሻ‖ → 0 при ݇ െ ݇଴ → ൅∞ равномерно по ݇଴ ∈ ॸ и 
‖࢞଴‖ ൏ ߜ. Таким образом, нулевое решение системы (1) равномерно асимпто-
тически устойчиво. 
Выберем число 0 ൏ ܪ ൏ ߜ. По нему найдем число ߙଵ଴ из пункта 
«3.3. Оценки вне окрестности начала координат». Рассмотрим область 
ܩଶ ൌ ሼ࢞	|	࢞ ∈ Թ௡, ‖࢞‖ ൐ ܪሽ. 
Пусть теперь ࢞଴ ∈ ܩଶ. Если ࢞ሺ݇ሻ ∈ ܩଶ при ݇ ∈ ሾ݇଴, ߆௠ሻ, то на этом про-
межутке справедливы оценки 
ఙܸሺ௵೘షభሻ൫࢞ሺ݇ሻ൯ ൑ ܣ௞ି௞బ ఙܸሺ௵೘షభሻሺ࢞଴ሻ. 
Для каждого ݇ ൒ ߆௠ можно указать такое натуральное число ݌ ∈ Գ, что 
߆௠ା௣ିଵ ൑ ݇ ൏ ߆௠ା௣. При этом ݌ → ∞, когда ݇ → ∞. Рассмотрим решение 
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࢞ሺ݇ሻ в течение некоторого промежутка времени ሾ݇଴, ݇ሿ. Если ࢞൫ത݇൯ ∈ ܩଶ при 
݇଴ ൑ ത݇ ൑ ݇, то, последовательно производя оценки на промежутках 
ሾ߆௠ା௄ିଵ, ݇ሿ, ሾ߆௠ା௄ିଶ, ߆௠ା௄ିଵሿ, …, ሾ݇଴, ߆௠ሿ, имеем 
ఙܸ൫௵೘శ೛షభ൯൫࢞ሺ݇ሻ൯ ൑ ܣ௞ି௵೘శ೛షభ ఙܸሺ௵೘షభሻ൫߆௠ା௣ିଵ൯ ൑ 
൑ ܿܣ௞ି௵೘శ೛షభ ఙܸ൫௵೘శ೛షమ൯൫߆௠ା௣ିଵ൯ ൑ ⋯ ൑ ܿ௣ܣ௞ି௞బ ఙܸሺ௵೘షభሻሺ࢞଴ሻ. 
При этом 
݇ െ ݇଴ ൌ ݇ െ ߆௠ା௣ିଵ ൅ ݌߯ሺ݉, ݌ሻ ൅ ߆௠ െ ݇଴. 
Из условия ߰ሺ݉, ݌ሻ → ∞ при ݌ → ∞ равномерно по ݉ ∈ Գ с помощью 
леммы 2 получаем, что также ߯ሺ݉, ݌ሻ → ∞ при ݌ → ∞ равномерно по ݉ ∈ Գ. 
Левая часть неравенства ఙܸ൫௵೘శ೛షభ൯൫࢞ሺ݇ሻ൯ ൑ ܿ௣ܣ௞ି௞బ ఙܸሺ௵೘షభሻሺ࢞଴ሻ положи-
тельна, а правая стремится к 0 при ݌ → ∞. Приходим к противоречию. Значит, 
в некоторый момент времени решение ࢞ሺ݇ሻ выйдет из области ܩଶ. Следова-
тельно, найдется такое ത݇ ൒ ݇଴, что ฮ࢞ሺത݇ሻฮ ൑ ܪ ൏ ߜ. Тогда требуемое следует 
из доказательства равномерной асимптотической устойчивости нулевого ре-
шения системы (1). 
3.6. Пример 



















Тогда ܿ ൌ 3, и отрицательно определены матрицы 












Покажем, что для гибридной системы не существует общей функции Ля-
пунова с матрицей 
઩ ൌ ൭
ߣଵ 0 0
0 ߣଶ 00 0 1
൱ 
с положительными ߣଵ и ߣଶ. Условия того, что определители матриц 
ࡼଵ்઩ ൅ ઩ࡼଵ, ࡼଶ்઩ ൅ ઩ࡼଶ 
отрицательны, можно записать в виде 
ە
۔
ۓ48ߣଵ ൅ 3ߣଵ ൅
175
ߣଶ ൅ 28ߣଶ ൏ 172,2
ߣଵ ൅ 18ߣଵ ൅
49
ߣଶ ൅ ߣଶ ൏ 34.								
 
После сложения этих неравенств получим противоречие: 
50
ߣଵ ൅ 21ߣଵ ൅
224
ߣଶ ൅ 29ߣଶ ൏ 206, 
50
ߣଵ ൅ 21ߣଵ ൒ 10√42,
224
ߣଶ ൅ 29ߣଶ ൒ 8√406. 
Пусть переключения подсистем происходят так, что 
௜ܶ ൌ ൜݅,			݅ ൌ 1,3,5, … ;1,			݅ ൌ 2,4,6, … . 
Тогда при ݌ ൒ 3 выполнено 
߰ሺ݉, ݌ሻ ൌ ෍ ௠ܶା௜ܾ௣ି௜
௣ିଵ
௜ୀଵ
൒ ௠ܶା௣ିଶܾଶ ൅ ௠ܶା௣ିଵܾ ൐ 
൐ ൫ ௠ܶା௣ିଶ ൅ ௠ܶା௣ିଵ൯ܾଶ ൒ ሺ݉ ൅ ݌ െ 2ሻܾଶ ൒ ሺ݌ െ 1ሻܾଶ. 






где ߪ௜ ൐ 1 – рациональные числа с нечетными числителями и знаменателями, 
ܪ௜ ൌ 1, ߛ௜ ൌ ߛො௜ ൌ 0,5. Тогда выполнены условия теоремы 2, и нулевое решение 
системы (1) асимптотически устойчиво в целом.  
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Глава 4. Системы с насыщением 
В данной главе используем все предположения из главы 1 и следующее 
дополнительное предположение о правых частях уравнений (2). Предполо-
жим, что нелинейности при достаточно больших по модулю значениях пере-
менных состояния испытывают насыщение, удерживая постоянные значения. 
Такие системы используются для моделирования многих систем управления 
[31, 32]. 
4.1. Предположение 
Предположение 5. Пусть существуют положительные числа ̅ߚ௜,	ߦ௜̅, ߚ௜, 
ߦ௜ ൏ 2 и ܪ௜, при которых функции ௜݂ሺݔ௜ሻ при ݅ ∈ ܫ удовлетворяют условиям 
̅ߚ௜|ݔ௜|కത೔ ൑ න ௜݂ሺ߬ሻ ݀߬
௫೔
଴
൑ ߚ௜| ௜݂ሺݔ௜ሻ|క೔, |ݔ௜| ൑ ܪ௜, 
 ௜݂ሺݔ௜ሻ ൌ ௜݂ሺܪ௜ሻ, ݔ௜ ൐ ܪ௜, 
௜݂ሺݔ௜ሻ ൌ ௜݂ሺെܪ௜ሻ, ݔ௜ ൏ െܪ௜. 
(4) 
В частности, предположение 5 будет выполнено, если существуют такие 
положительные числа ܪ௜,	ߛ௜ и ߪ௜ ൐ 1, что функции ௜݂ሺݔ௜ሻ монотонно возрас-
тают при |ݔ௜| ൑ ܪ௜, удовлетворяют условиям (4) и 
| ௜݂ሺݔ௜ሻ| ൒ ߛ௜|ݔ௜|ఙ೔, |ݔ௜| ൑ ܪ௜, ݅ ∈ ܫ. 
Тогда при |ݔ௜| ൑ ܪ௜, ݅ ∈ ܫ, справедливо 
ߛ௜
1 ൅ ߪ௜ |ݔ௜|









4.2. Оценки вне окрестности начала координат 
При выполнении предположения 5 для любого ܪ ൐ 0 найдутся такие по-
ложительные ߙଵ଴ и ߙଵଵ, что при всех ‖࢞‖ ൐ ܪ и ݏ ∈ ܳ выполняется 
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а приращение функции ௦ܸሺ࢞ሻ в силу подсистемы ݏ для всех	ݏ ∈ ܳ при 
‖࢞ሺ݇ሻ‖ ൐ ܪ удовлетворяет неравенствам 
௦ܸ൫࢞ሺ݇ ൅ 1ሻ൯ െ ௦ܸ൫࢞ሺ݇ሻ൯ ൑ െߙଷࢌଶ൫࢞ሺ݇ሻ൯ ൑ െߙଷߙଵଵ. 
4.3. Результаты 
Введем при ݌,݉ ∈ Գ обозначение 




Теорема 3. Пусть выполнены предположения 1, 2 и 5, соотношение 
߰ሺ݉, ݌ሻ → ∞ при ݌ → ∞ имеет место равномерно по отношению к ݉ ∈ Գ, и 
߮ሺ1, ݌ሻ → ∞ при ݌ → ∞. Тогда нулевое решение системы (1) асимптотически 
устойчиво в целом при всех ݄ ∈ ሺ0, ݄଴ሻ. 
Доказательство. Доказательство равномерной асимптотической устой-
чивости нулевого решения системы (1) проводится как в главе 3. Зададим по-
ложительное число ߝ. Найдем по нему число ߜ ൐ 0 так, что если ‖࢞଴‖ ൏ ߜ, то 
для любых ݇଴ ∈ ॸ выполнено ‖࢞ሺ݇ሻ‖ ൏ ߝ при всех ݇ ൒ ݇଴, ݇ ∈ ॸ, и 
‖࢞ሺ݇ሻ‖ → 0 при ݇ െ ݇଴ → ൅∞ равномерно по ݇଴ ∈ ॸ и ‖࢞଴‖ ൏ ߜ. 
Выберем число 0 ൏ ܪ ൏ ߜ. По нему найдем числа ߙଵ଴ и ߙଵଵ из пункта 
«4.2. Оценки вне окрестности начала координат». Рассмотрим область 
ܩଶ ൌ ሼ࢞	|	࢞ ∈ Թ௡, ‖࢞‖ ൐ ܪሽ. 
Пусть ࢞଴ ∈ ܩଶ. Если ࢞ሺ݇ሻ ∈ ܩଶ при ݇ ∈ ሾ݇଴, ߆௠ሻ, то на этом промежутке 
справедливы оценки 
ఙܸሺ௵೘షభሻ൫࢞ሺ݇ሻ൯ ൑ ఙܸሺ௵೘షభሻሺ࢞଴ሻ െ ߙଷߙଵଵሺ݇ െ ݇଴ሻ ൑ ߙଵ଴‖࢞଴‖ െ ߙଷߙଵଵሺ݇ െ ݇଴ሻ. 
Для каждого ݇ ൒ ߆௠ можно указать такое натуральное число ݌ ∈ Գ, что 
߆௠ା௣ିଵ ൑ ݇ ൏ ߆௠ା௣. При этом ݌ → ∞, когда ݇ → ∞. Рассмотрим решение 
࢞ሺ݇ሻ в течение некоторого промежутка времени ሾ݇଴, ݇ሿ. Если ࢞൫ത݇൯ ∈ ܩଶ при 
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݇଴ ൑ ത݇ ൑ ݇, то, последовательно производя оценки на промежутках 
ሾ߆௠ା௄ିଵ, ݇ሿ, ሾ߆௠ା௄ିଶ, ߆௠ା௄ିଵሿ, …, ሾ݇଴, ߆௠ሿ, имеем 
ఙܸ൫௵೘శ೛షభ൯൫࢞ሺ݇ሻ൯ ൑ ఙܸ൫௵೘శ೛షభ൯ ቀ࢞൫߆௠ା௣ିଵ൯ቁ െ ߙଷߙଵଵ൫݇ െ ߆௠ା௣ିଵ൯ ൑ 
൑ ܿ ఙܸ൫௵೘శ೛షమ൯ ቀ࢞൫߆௠ା௣ିଵ൯ቁ െ ߙଷߙଵଵ൫݇ െ ߆௠ା௣ିଵ൯ ൑ ⋯ ൑ 
൑ ܿ௣ ఙܸሺ௵೘షభሻሺ࢞଴ሻ െ ߙଷߙଵଵ ቀ൫݇ െ ߆௠ା௣ିଵ൯ ൅ ܿ௣߮ሺ݉, ݌ሻ ൅ ܿ௣ሺ߆௠ െ ݇଴ሻቁ ൑ 
൑ ߙଵ଴ܿ௣‖࢞଴‖ െ ߙଷߙଵଵ ቀ൫݇ െ ߆௠ା௣ିଵ൯ ൅ ܿ௣߮ሺ݉, ݌ሻ ൅ ܿ௣ሺ߆௠ െ ݇଴ሻቁ. 
Так как ߮ሺ1, ݌ሻ → ∞ при ݌ → ∞, то ߮ሺ݉, ݌ሻ → ∞ при ݌ → ∞ при всех 
݉ ∈ Գ [18]. Таким образом, левая часть полученной цепочки неравенств поло-
жительна, а правая стремится к െ∞ при ݌ → ∞. Приходим к противоречию. 
Значит, в некоторый момент времени решение ࢞ሺ݇ሻ выйдет из области ܩଶ. Сле-
довательно, найдется такое ത݇ ൒ ݇଴, что ฮ࢞ሺത݇ሻฮ ൑ ܪ ൏ ߜ. Тогда требуемое сле-
дует из доказательства равномерной асимптотической устойчивости нулевого 





Получены три вида достаточных условий асимптотической устойчиво-
сти в целом нулевого решения рассмотренных систем. Таким образом, постав-
ленная задача с помощью метода функций Ляпунова полностью решена. 
Дополнительные условия, накладываемые на закон переключения, для 
систем с насыщениями, рассмотренными в главе 4, включают в себя соответ-
ствующие условия для систем из главы 3, из которых, в свою очередь, следуют 
соответствующие условия для систем из главы 2. При этом в главе 2 исполь-
зованы более жесткие условия на нелинейности в правых частях рассматрива-





В работе на основе прямого метода Ляпунова выведены достаточные 
условия равномерной асимптотический устойчивости в целом решений рас-
смотренного класса нелинейных разностных систем с переключениями. При 
этом асимптотическая устойчивость имеет глобальный характер и обеспечи-
вается с помощью наложения ограничений на закон переключения. 
Разработанные подходы могут применяться в задачах анализа и синтеза 
систем автоматического регулирования. Полученные результаты могут быть 
распространены на другие классы систем. В перспективе возможно рассмот-
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