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Abstract: This study aims to carry out the stability analysis of linear systems with a time-varying delay. It is known that the
negative-definite condition of the derivative of a Lyapunov–Krasovskii functional (LKF) can be determined using the convex
combination method if the convexity requirement is satisfied by the derivative of the LKF. However, this method is not feasible in
cases where the LKF's derivative is a quadratic function. To address this problem, this study proposes a novel negative-
definiteness determination lemma that encompasses the previous lemmas as its special cases and shows less conservatism.
Then, this lemma is employed to derive a stability criterion, and its superiority is demonstrated using three examples.
1 Introduction
Time delays inevitably occur in various systems and are often
considered to have negative impact on system stability [1–3].
Investigating the relationship between the size of time delay and
the stability is a vital issue, which has attracted much attention [4–
7]. In the early research, the frequency-domain approach opened
the door for the stability analysis of time-delay systems, judging
the stability by computing characteristic roots of the differential
equations [2]. However, this approach is much difficult for the
calculation because time-delay systems have transcendental
characteristic equations. Currently, the research focuses on the
time-domain stability analysis which does not require the
information of characteristic roots and simplifies the analysis
especially for the system with time-varying delays. For the time-
domain stability analysis, the Lyapunov–Krasovskii functional
(LKF) method combined with the linear matrix inequality (LMI)
description technique is the most efficient approach [8, 9]. In this
approach, three important procedures are required, namely (i) the
construction of a proper LKF; (ii) the estimation of the LKF's
derivative; and (iii) the acquisition of the negative-definite
condition (NDC) for the LKF's derivative. These steps are
strangely related to conservatism, and therefore, many approaches
have been reported for reducing the conservatism when addressing
those procedures.
For the primary step of the stability analysis, researchers have
proposed various LKFs under the consideration of utilising more
state-related information, for example the augmented terms [10–
14], the multiple integral terms [15, 16], the matrix-refined-
function-based terms [17, 18] and the delay-product-type terms
[19, 20] were introduced into LKFs, and relaxing the conditions of
Lyapunov matrices, for example the relaxed-type LKF [21]. For the
estimation of the LKF's derivative, the popular bounding approach
is to use inequalities which usually contain two steps, estimate the
integral function as delay-reciprocal-related quadratic terms by
integral inequalities, such as Jensen inequality [1], Wirtinger based
inequality [22] and other polynomials-based inequalities [23–28],
and then estimate the delay-reciprocal-related terms as delay-
reciprocal-free quadratic terms by the reciprocally convex matrix
inequalities (RCMIs), such as the classical RCMI [29], the
extended RCMIs [30–32], the delay-dependent RCMI [33] and the
generalised RCMI [34]. Moreover, some inequalities also combine
the two steps into a single one, such as the relaxed integral
inequality [8] and the free-matrix-based inequalities [35–37].
Through the above procedures, the derivative of the LKF is already
derived as tractable quadratic terms and the NDC, that guarantees
the negative definiteness of the LKF's derivative, can be obtained
easily by the convex combination method without leading to any
conservatism if the convexity of the LKF's derivative is confirmed.
However, for some cases, the convexity or concavity of the
derivative of the LKF is unknown, such as the usages of the
augmented LKFs [12, 13, 37, 38], the matrix-refined-function-
based LKF [18] and the multiple integral-type LKF [39]. In [12,
13, 18, 37–39], the derivative of the LKF was derived as a
quadratic function given by
f (d(t)) = ϕ0 + d(t)ϕ1 + d2(t)ϕ2, (1)
where d(t) is the time-varying delay and ϕi, i = 1, 2, 3, are scalars.
In the case where it is impossible to judge whether f (d(t)) is
convex or concave, the NDC that ensures the negative definiteness
of f (d(t)) cannot be obtained by the convex combination method
only. To overcome the difficulty, several methods have been
proposed to provide some sufficient NDCs. In [39], the term ϕ2
was forced to be positive, and thus the convex combination method
was directly used to produce the NDC. In [38], a lemma containing
an extra condition was introduced so that the NDC was acquired by
this lemma, regardless of whether f (d(t)) is convex or concave. In
[37], a lemma was reported to discuss several NDCs with respect
to different cases of ϕj, j = 0, 2 (ϕj is positive or negative). Among
these three methods, the latter two have the same conservatism and
are less conservative than the first one. The method of Kim [38]
was also used in [12, 13]. To conclude, the above analysis reveals
two important things, namely that if the derived LKF's derivative is
not convex, then the determination process of the NDC may
introduce extra conservatism, and that the existing methods are still
conservative to different extents, so that a further study of the
negative-definiteness determination method is necessary.
This paper concentrates on developing a novel negative-
definiteness determination method for the stability analysis of
linear systems with a time-varying delay. To reduce on the
conservatism when giving out the NDC, a new negative-
definiteness determination lemma with more flexibility is
proposed, which is more general in comparison to the lemmas in
[37–39]. Then, a less conservative stability criterion is derived by
employing the proposed lemma, the auxiliary-based inequality and
the generalised RCMI. Finally, the advantages of the developed
lemma and the derived criterion are tested and illustrated by three
examples.
Notations: Throughout this paper, ℛn represents the n-
dimensional Euclidean space; Q > 0 ( ≥ 0) indicates that Q is a
positive definite (semi-positive definite) and symmetric matrix; the
superscripts −1 and T mean the inverse and the transpose of a
matrix, respectively; Sym{Y} = Y + YT;
col{y1, y2, …, yn} = y1T, y2T, …, ynT
T; diag{ ⋅ } stands for a block-
diagonal matrix; 0 is a zero matrix; the notation ∗ represents the
symmetric term in a symmetric matrix; and ∥ ⋅ ∥ means the
Euclidean vector norm.
2 Preliminaries
Consider the following linear system with a time-varying delay:
ẋ(t) = Ax(t) + Adx(t − d(t)), t ≥ 0,
x(t) = ϕ(t), t ∈ [ − h2, 0],
(2)
where x(t) ∈ ℛn is the system state, A and Ad are known real
constant matrices, ϕ(t) is the initial condition to be continuous in
[ − h2, 0], and the time-varying delay d(t) satisfies
0 ≤ h1 ≤ d(t) ≤ h2, (3)
where h1 and h2 are constants with h12 = h2 − h1.
The integral inequalities [24] and the reciprocally convex
lemmas [31, 34] are recalled which will be used to derive stability
criteria for system (2).
 
Lemma 1: For a matrix R > 0 and a vector x: [a, b] → ℛn that is
differentiable in [a, b], where a and b are constants satisfying




ẋT(s)Rẋ(s) ds ≥ ∑
i = 1
3




xT(s)Rx(s) ds ≥ λ4TRλ4, (5)
where
λ1 = x(b) − x(a),
λ2 = x(b) + x(a) − 2∫
a
b x(s)
b − a ds,
λ3 = x(b) − x(a) + 6∫
a
b x(s)










Lemma 2: For a scalar α ∈ (0, 1), a matrix R > 0, vectors Γ1 and









Lemma 3: For a scalar α ∈ (0, 1), vectors Γ and Γ̄, a matrix
R > 0, symmetric matrices Y1 and Y2, and any matrices X1, X2 and




0 11 − α R
Γ ≥ ΓTRXYΓ − αΓXY1T R−1ΓXY1





(2 − α)R + 2(1 − α)Y1 (1 − α)X1 + αX2
∗ (1 + α)R + 2αY2
,
ΓXY1 = [Y1 X1]Γ + ZΓ̄, ΓXY2 = [X2T Y2]Γ − ZΓ̄ .
3 Main results
In this section, a new negative-definiteness determination lemma is
proposed, and then, a less conservative stability criterion is
developed based on the proposed lemma.
3.1 A new quadratic function negative-definiteness
determination lemma
 
Lemma 4: Let f (d(t)) = ϕ0 + d(t)ϕ1 + d2(t)ϕ2, where
ϕi ∈ ℛ, i = 0, 1, 2, and d(t) ∈ [h1, h2] with 0 ≤ h1 ≤ h2. Then, the
NDCs of f (d(t)) are given for the following three cases:
• If ϕ2 ≥ 0, then f (d(t)) < 0, ∀d(t) ∈ [h1, h2], is ensured by
C1: f (h1) < 0, C2: f (h2) < 0. (8)
• If ϕ2 < 0, then f (d(t)) < 0, ∀d(t) ∈ [h1, h2], is ensured by
C1, C3: − h122 ϕ2 + f (h2) < 0 (9)
or
C2, C4: − h122 ϕ2 + f (h1) < 0. (10)
• If the convexity or concavity of ϕ2 is unknown, then f (d(t)) < 0,
∀d(t) ∈ [h1, h2], is ensured by
C1, C2, C3 or C4 . (11)
 
Proof: First, when ϕ2 ≥ 0, f (d(t)) is convex in [h1, h2]. Thus, if
conditions C1 and C2 hold, then f (d(t)) < 0, ∀d(t) ∈ [h1, h2], is
guaranteed.
Second, when ϕ2 < 0, f (d(t)) is concave. Thus, based on the
slope characteristic of the concave function, the following
inequalities hold for d(t) ∈ [h1, h2]:
f (d(t)) ≤ (d(t) − h1) ḟ (h1) + f (h1)
:= K1(d(t)),
(12)
f (d(t)) ≤ − (h2 − d(t)) ḟ (h2) + f (h2)
:= K2(d(t)) .
(13)
It follows from inequality (12) that
K1(h1) = f (h1), (14)
K1(h2) = f (h2) − (h2 − h1)2ϕ2 . (15)
Since K1(d(t)) is a first-order function, K1(h1) < 0 and K1(h2) < 0
ensure the negative definiteness of f (d(t)), and therefore,
conditions C1 and C3 guarantee f (d(t)) < 0, ∀d(t) ∈ [h1, h2].
Similarly, based on inequality (13), it is confirmed that
conditions C2 and C4 also guarantee f (d(t)) < 0, ∀d(t) ∈ [h1, h2].
Finally, if the positivity or negativity of ϕ2 is unknown, then the
conditions for ϕ2 ≥ 0 and ϕ2 < 0 should be considered together,
because ϕ2 can only be positive, negative or zero. From the above
analysis, when ϕ2 ≥ 0, conditions C1 and C2 ensure that f (d(t)) < 0,
∀d(t) ∈ [h1, h2]. When ϕ2 < 0, the NDCs are C1 − C3 or C1, C2 and
C4. By considering these two types of NDCs, f (d(t)) < 0,
∀d(t) ∈ [h1, h2], holds regardless of its convexity or concavity, if
conditions C1 − C3 or conditions C1, C2 and C4 hold. The proof is
completed. □
 
Remark 1: Lemma 4 gives several NDCs for quadratic
functions with respect to different cases of ϕ2 in more details, and it
is suitable for three facts that ϕ2 is positive or negative definite or
unable to be confirmed. That is Lemma 4 can be employed to
address the negative-definiteness requirement for all the cases of
f (d(t)), which is one of the advantages. However, Lemma 5 of [39]
can only be used to handle the determination problem of f (d(t))
when ϕ2 is positive definite.
 
Remark 2: The methods in [37–39] are involved in the proposed
lemma. Take for instance, for Lemma 4, if ϕ2 ≥ 0 is added, Lemma
4 reduces to Lemma 5 of [39], and if only conditions C1, C2 and C4
are introduced, then Lemma 4 reduces to Lemma 2 of [38] or
Lemma 4 of [37].
 
Remark 3: The significant difference from Lemma 2 of [38] is
the introduced condition C3 for the cases where the negativity of ϕ2
is identified or unknown. This provides alternative choices to
determine the NDCs of the LKF's derivative, that is conditions
C1 − C3 or conditions C1, C2 and C4 (equal to Lemma 2 of [38] can
be used to produce the stability criteria. Therefore, Lemma 4 has
potential to reduce the conservatism, and at least can lead to the
same results as Lemma 2 of [38] does without introducing any
additional decision variable.
3.2 A stability criterion
 
Theorem 1: For given constants h1 and h2 with h2 ≥ h1 ≥ 0,
system (2) with the delay satisfying (3) is asymptotically stable, if
there exist a 5n × 5n matrix P > 0, n × n matrices Q1 > 0 and
Ri > 0, i=1,2, a 3n × 3n matrix Q2 > 0, a 2n × 2n matrix R3 > 0, a
2n × 2n any matrix S, 3n × 3n any matrices X1 and X2, 3n × 3n
symmetric matrices Y1 and Y2, and 3n × 2n any matrix Z, such that
the following LMIs hold:




STE4 02n × 3n −R3
< 0, (16)




SE5 02n × 3n −R3
< 0, (17)




SE5 02n × 3n −R3
< 0
or








Ξ(d(t), d2(t)) = Ξ1(d(t), d2(t)) + Ξ2(d(t), d2(t))
+Ξ3(d(t)) + Ξ4(d(t)),
(19)
Ξ1(d(t), d2(t)) = Sym{Π1TPΠ2}, (20)
Ξ2(d(t), d2(t)) = e1TQ1e1 − e2TQ1e2
+Π3TQ2Π3 − Π4TQ2Π4 + Sym{Π5Q2Π6},
(21)
Ξ3(d(t)) = esT h12R1 + h122 R2 es − E1TR
^
1E1 − E23TRXY(d(t))E23










−(2 − αd(t))E4TR3E4 − (1 + αd(t))E5TR3E5,
(23)




Π1 = col{e1, h1e5, (d(t) − h1)e6 + (h2 − d(t))e7, h12e8,
(d(t)−h1)2e9 + (h2 − d(t))2e10 + (h2 − d(t))e11},
Π2 = col{es, e1−e2, e2−e4, h1(e1−e5), h12e2−e11−e12},
Π3 = col{e2, e1, 0},
Π4 = col{e4, e1, e11 + e12},
Π5 = col{e11 + e12, h12e1,
(d(t)−h1)2e9 + (h2−d(t))2e10 + (h2−d(t))e11},
Π6 = col{0, es, e2},
Π7 = col{0, 0, Π
^
7},
Π^ 7 = col{0, 0, e9 + e10},
Ei = col ei − ei + 1, ei + ei + 1 − 2ei + 4,
ei − ei + 1 + 6ei + 4 − 12ei + 7 , i = 1, 2, 3,
(25)
E4 = col{e11, e2 − e3}, E5 = col{e12, e3 − e4}, (26)
R^ j = diag{Rj, 3Rj, 5Rj}, j = 1, 2, (27)
E23 = col{E2, E3}, (28)





23+2(1 − αd(t))Y1 (1 − αd(t))X1+αd(t)X2




EXY1 = [Y1 X1]E23 + ZĒ, (31)
EXY2 = [X2T Y2]E23 − ZĒ, (32)
αd(t) = d(t) − h1h12 , (33)
es = Ae1 + Ade3,
ei = [0n × (i − 1)n, I, 0n × (12 − i)n], i = 1, 2, …, 12.
 























































x(s) ds dθ ,





and these Lyapunov matrices in V(t) satisfy P > 0, Q1 > 0, Q2 > 0
and Ri > 0, i = 1, 2, 3, and then V(t) ≥ ε1 ∥ x(t) ∥2 for a sufficiently
small scalar ε1 > 0.










V̇2(t) = xT(t)Q1x(t) − xT(t − h1)Q1x(t − h1)



























δ3 = − h12∫
t − h2
















ξ2(t − h1) = col x(t − h1), x(t), 0 , (49)












ξ2(s, t) ds = col ∫
t − d(t)
t − h1






















∂t = col 0, ẋ(t), x(t − h1) , (52)
with Ξ1(d(t), d2(t)), Ξ2(d(t), d2(t)) and ξ(t) are defined in (20) and
(21) and (see (53)) respectively.
Employing inequality (4) to estimate terms δ1 and δ2 appearing
in (43) obtains
δ1 ≤ − ξT(t)E1TR
^
1E1ξ(t), (54)
δ2 ≤ − ξT(t) h12d(t)−h1 E2
TR^ 2E2 + h12h2−d(t)E3
TR^ 2E3 ξ(t), (55)
where Ei, i = 1, 2, 3, are defined in (25) and R
^
j, j = 1, 2, are given
in (27).
After the estimation that is made in (55), we employ Lemma 3
to estimate these delay-reciprocal-related terms as delay-
reciprocal-free quadratic terms. For matrices Xi, Yi, i = 1, 2, and Z,
the following inequality holds:













with E23, Ē, RXY(d(t)), EXY1, EXY2 and αd(t) defined in (28)–(33),
respectively.
Through the procedures in (43), (55) and (56), V̇3(t) is enlarged
as







t − h1 x(s)
d(t)−h1 ds,∫t − h2
t − d(t) x(s)



























V̇3(t) ≤ ξT(t) Ξ3(d(t)) + Ω1(d(t)) ξ(t), (57)
where Ξ3(d(t)) is shown in (22).
Then, employing inequality (5) to estimate terms δ3 in (44)
obtains
δ3 ≤ − ξT(t) h12d(t)−h1 E4
TR3E4+ h12h2−d(t)E5
TR3E5 ξ(t), (58)
where Ei, i = 4, 5, are defined in (26).
Thus, by using Lemma 2, the second enlargement makes these
delay-reciprocal-related terms in (58) become delay-reciprocal-free
quadratic terms. For a slack matrix S, the following holds:
δ3 ≤ − ξT(t) (2 − αd(t))E4TR3E4 + (1 + αd(t))E5TR3E5
+Sym{E4TSE5} − Ω2(d(t)) ξ(t),
(59)
where
Ω2(d(t)) = (1−αd(t))E4TSR3−1STE4+αd(t)E5TSTR3−1SE5 . (60)
Through the procedures in (44), (58) and (59), V̇4(t) is estimated
as
V̇4(t) ≤ ξT(t) Ξ4(d(t)) + Ω2(d(t)) ξ(t), (61)
where Ξ4(d(t)) is shown in (23).
Combining formulas (40)–(42), (57) and (61), V̇(t) is estimated
as
V̇(t) ≤ ξT(t)Ξ^ d(t), d2(t) ξ(t), (62)
where
Ξ^ (d(t), d2(t)) = Ξ(d(t), d2(t)) + Ω1(d(t)) + Ω2(d(t)), (63)
and Ξ(d(t), d2(t)) is shown in (19). It is clear that V̇(t) has the same
form of f (d(t)) shown in Lemma 4, with
f (d(t)) := ξT(t)Ξ^ (d(t), d2(t))ξ(t), (64)
ϕ2 := ξT(t)Υξ(t), (65)
where Υ is shown in (24), and its convexity or concavity is misty.
Thus, by Lemma 4, the validity of V̇(t) < 0 for d(t) ∈ [h1, h2] is
ensured by
Ξ^ (h1, h12) < 0,
Ξ^ (h2, h22) < 0,
−h122 Υ + Ξ
^ (h2, h22) < 0
or
−h122 Υ + Ξ
^ (h1, h12) < 0.
(66)
Based on the Schur complement, it is found that the validity of
the conditions in (66) is guaranteed by the LMIs in (16)–(18).
Therefore, if the LMIs in (16)–(18) hold, we claim that
V̇(t) ≤ − ε2 ∥ x(t) ∥2 for a sufficiently small scalar ε2 > 0, and
system (2) with delay satisfying (3) is asymptotically stable. The
proof is finished. □
As stated in Remark 2, if only conditions C1, C2 and C4 are
considered, then Lemma 4 becomes either Lemma 2 of [38] or
Lemma 4 of [37]. Then, the following criterion is obtained using
either Lemma 2 of [38] or Lemma 4 of [37], based on (64) and
(65).
 
Corollary 1: For given constants h1 and h2 with h2 ≥ h1 ≥ 0,
system (2) with the delay satisfying (3) is asymptotically stable, if
there exist a 5n × 5n matrix P > 0, n × n matrices Q1 > 0 and
Ri > 0, i=1,2, a 3n × 3n matrix Q2 > 0, a 2n × 2n matrix R3 > 0, a
2n × 2n any matrix S, 3n × 3n any matrices X1 and X2, 3n × 3n
symmetric matrices Y1 and Y2, and 3n × 2n any matrix Z, such that
the following LMIs hold:




STE4 02n × 3n −R3
< 0, (67)




SE5 02n × 3n −R3
< 0, (68)




STE4 02n × 3n −R3
< 0, (69)
where the notations used here are defined in Theorem 1.
 
Remark 4: Corollary 1 is derived by using the same LKF and
inequalities as those used for Theorem 1, but using the different
negative-definiteness determination method. From the conditions
of Theorem 1 and Corollary 1, it is found that the LMIs of
Corollary 1 in (67) and (68) are same as those of Theorem 1 in (16)
and (17), and the LMI in (69) is the same as the second LMI in
(18). However, the alternative condition corresponding to the first
LMI in (18) is not introduced in Corollary 1. That is Theorem 1 is
with more flexibility and has the less conservatism, and at least has
the same conservatism, compared with Corollary 1.
 
Remark 5: In the LKF V(t), the terms Vi(t), i = 1, 2, 3, are
constructed by following the LKF in [38], and are useful in
deriving a delay-dependent stability criterion. The introduction of
V4(t) in (38) is helpful for producing the NDC. From (53), it is
found that ∫t − d(t)
t − h1 x(s) ds and ∫t − h2
t − d(t)x(s) ds are taken as state
variables. While these terms Vi(t), i = 1, 2, 3, do not produce any
quadratic terms related to the above two state variables, they do
produce some quadratic terms related to the other state variables in
(53). After the introduction of V4(t), the estimation result in (59)
contains the quadratic terms that are associated with ∫t − d(t)
t − h1 x(s) ds
and ∫t − h2
t − d(t)x(s) ds, and these terms are negative definite. That is
only Vi(t), i = 1, 2, 3, cannot give the NDC, because the quadratic
terms related to the two integral-type state variables are not
produced, and these terms in V(t) are necessary to derive a stability
criterion.
 
Remark 6: The maximal delay margin provided by Theorem 1
means that system (2) is stable if d(t) varies within the maximal
delay margin. While if d(t) is very large and bigger than the
maximal upper bound of the delay margin, then the LMIs of
Theorem 1 would not hold and system (2) will become unstable. In
this situation, the stabilisation control is needed to stabilise the
time-delay system, and the development of stabilisation control by
the proposed method will be performed in the future work.
4 Three examples
In this section, three examples are given to show the advantages of
Lemma 4 and Theorem 1.
 
Example 1: Consider system (2) with
A = 0 1−10 −1 , Ad =
0 0.1
0.1 0.2 .
In Table 1, the maximal upper bounds of delay (maximal values
of h2) computed by Theorem 1 and Corollary 1 are listed for
various values of h1, and some latest results in [22, 24, 30, 34, 35]
are also collected for full comparison.
Several observations are obtained from the numerical results:
• First, the results produced by Theorem 1 are greater than those of
[22, 24, 30, 34, 35], for instance, for h1 = 0.0, the maximal value of
h2 computed by Theorem 1 is 1.9534, while that of [34] is 1.862.
This means that the delay margin computed by Theorem 1 is
[0.0, 1.9534], which is larger than [0.0, 1.862]. Therefore, Theorem
1 is less conservative than the criteria of [22, 24, 30, 34, 35].
• Second, Theorem 1 provides a bigger upper bound of delay than
that provided by Corollary 1 when h1 = 0.3, and provides the same
results when h1 ∈ {0, 0.7, 1.0, 2.0}. It is verified that Theorem 1 is
less conservative than Corollary 1 or at least has the same
conservatism. At the same time, Lemma 4 is proven to be less
conservative than Lemma 2 of [38] and Lemma 4 of [37].
Overall, Lemma 4 proposed in this paper shows less
conservatism than the existing methods, and then, Theorem 1 is
superior to the criteria of [22, 24, 30, 34, 35].
 
Example 2: Consider system (2) with
A = 0 1−1 −2 , Ad =
0 0
−1 1 .
The maximal values of h2 calculated by Theorem 1 and
Corollary 1 and some of the latest results are gathered together in
Table 2.
According to the data presented in Table 2, Theorem 1 produces
greater upper bounds of delay than Corollary 1 and the criteria of
[7, 24, 29, 35] do. Therefore, the advantages of Lemma 4 and
Theorem 1 are shown again.
 
Example 3: Consider the one-area load frequency control
system [40] shown in Fig. 1.
Its nominal model is system (2) with












β 0 0 0
,
Ad =
0 0 0 0
0 0 0 0
− KpβTg
0 0 − KiTg
0 0 0 0
,
where △ f , △Pm, △Pv and ∫ ACE denote the deviation of
frequency, the generator mechanical output, valve position and
load, respectively. D and M are the generator damping coefficient
and the moment of inertia of the generator, respectively, Tg and Tt
are the time constants of the governor and the turbine, respectively,
Kp and Ki are the gains of PI controller, R is the speed drop and β is
the frequency bias factor.
The values of those parameters are given as D = 1.0, M = 10,
Tg = 0.1, Tt = 0.3, Kp = 0.05, Ki = 0.2, R = 0.05 and β = 21. Then
the maximal values of h2 for h1 ∈ {1.0, 2.0, 3.0, 3.5, 4.0} computed
by Theorem 1 and Corollary 1 are listed in Table 3.
Table 1 Maximal values of h2 for various h1 (Example 1)
Method h1
0.0 0.3 0.7 1.0 2.0
[22] 1.59 2.01 2.41 2.62 3.59
[24] 1.64 2.13 2.70 2.96 3.63
[35] 1.80 2.19 2.58 2.79 3.68
[30] 1.790 2.232 2.618 2.812 3.763
[34] 1.862 2.288 2.695 2.895 3.849
Corollary 1 1.9534 2.3869 2.9989 3.2586 3.9164
Theorem 1 1.9534 2.4103 2.9989 3.2586 3.9164
 
Table 2 Maximal values of h2 for various h1 (Example 2)
Method h1
0.0 0.3 0.5 0.8 1.0
[7] 0.77 0.94 1.09 1.34 1.51
[29] 1.06 1.24 1.38 1.60 1.75
[24] 1.19 1.35 1.47 1.67 1.82
[33, 35] 1.20 1.35 1.47 1.67 1.82
Corollary 1 1.2246 1.3751 1.4942 1.6935 1.8375
Theorem 1 1.2288 1.3796 1.4980 1.6962 1.8394
 
Fig. 1  Dynamic model of one-area LFC scheme
 
An examination of the numerical results shows that the
maximal values of h2 provided by Theorem 1 provides are bigger
than those of Corollary 1, demonstrating the superiority of the
proposed method.
Finally, a simulation study is carried out to demonstrate the
effectiveness of the proposed stability criterion and the method.
With d(t) = 6.8052, the response of the deviation of frequency is
shown in Fig. 2. It is found that the deviation of frequency
decreases gradually, and thus, the system is asymptotically stable.
5 Conclusions
A novel negative-definiteness determination lemma has been
derived to address the quadratic function that appears in the
derivative of the LKF, and this lemma was proven to encompass
the previous methods. The application of the proposed lemma led
to a less conservative stability criterion for a system with a time-
varying delay, which was verified using three examples.
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