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Abstract
There has been recent interest in alpha-dense curves. These curves on Rn+1 densify the space and in e/ect
convert a multi-dimensional integral into a one-dimensional integral. Inevitably one problem (dimensionality)
is replaced by another (high oscillation rate), and the proposal here is to use generalized quadrature methods
to develop speci3c methods to e4ciently tackle the resulting integrals. These methods allow the generation of
high-order formulae with given oscillatory weights w(x) which are solutions of a linear di/erential operator
Lw = 0. Some modi3cations are needed to handle integrations along -dense curves.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The object in this paper is to use the concept of an -dense curve to achieve an e4cient alternative
for multidimensional quadrature. Hence the paper will be in three parts. The 3rst outlines the relevant
theorems concerning -dense curves and the second part outlines the recent work on generalized
quadratures. This work has applications in optics [1], in 3nancial planning [6], in waves on sloping
beaches [3], in di/raction theory [7] and in quantum mechanics [10]. In the 3nal stage the two
techniques are put together and the method is applied to some test problems.
The process allows the di4culty of dimensionality to be replaced by one of oscillation. Some
initial work has been done on this in a recent paper [8] based on earlier work in [9]. However,
the resulting integral of a highly oscillatory integrand ignored the corresponding recent work in
one-dimensional oscillatory quadrature. A combination of the two techniques provides a competitive
approach for the class of integral arising in this approach to the multiple quadrature problem.
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This work is still in its early stages and the truth of the main theorem in [8] has been brought into
question by considering the one-dimensional case in which the limiting process can be considered
analytically (see the Appendix). However the new quadrature rule allows the e4cient evaluation of
the general type of function which arises in the -dense approach. It is thought that the true formula
simply varies from the one quoted in Mora et al. by a factor of (=2) sin  but this still requires
proof and will appear elsewhere.
2. -dense curves
In this section, a brief rFesumFe of the main de3nitions and results on -dense curves is given for
completeness. Details of proofs and motivation for de3nitions can be found in [8].
The de3nition of an -dense curve depends on 	-stochastically independent functions de3ned by
Denition 1. Let 	 be a positive number, and I be the interval [0; 1], then n continuous functions
h1; h2; : : : ; hn : I → R are called 	-stochastically independent with respect to the Lesbesgue measure
if for n intervals I1; I2; : : : ; In with m(Ij ∩ hj(I))¿ 	 for all j = 1; 2; : : : ; n, the condition
m(h−1j (Ij))¿ 0 for all j = 1; 2; : : : ; n
implies
m

 n⋂
j=1
h−1j (Ij)

¿ 0: (1)
The following theorem then sets up an -dense curve.
Theorem 1. If h1; h2; : : : ; hn : I → R are continuous, nonconstant and 	-stochastically independent
where I is the interval [0; 1], then the curve in Rn
h : I →
n∏
i=1
hj(I) (2)
de1ned as h(t) = (h1(t); h2(t); : : : ; hn(t)) is -dense with density =
√
n	.
-dense curves can also be de3ned in terms of 	-uniformly distributed functions de3ned as
Denition 2. A function  : I → R is said to be 	-uniformly distributed with respect to the Lebesgue
measure of constant ¿ 0, if for any interval A with m(A ∩ (I))¿ 	, the condition
m(A ∩ −1(B))¿ m(B) (3)
is ful3lled for all intervals (or union of intervals) B contained in (I). It can then be proved that
Theorem 2. If  : I → I is a surjective continuous function 	-uniformly distributed of constant
¿ 0, then for arbitrary n, the functions ; ; ◦; : : : ;  ◦ · · · ◦ ︸ ︷︷ ︸
n−1
are 	-stochastically independent
where  is the identity function.
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From this follows the useful corollary:
Corollary 1. Given a real bounded and closed interval K , every continuous and surjective function
 :K → K; 	-uniformly distributed of constant ¿ 0 generates an -dense curve
h :K → Kn
for arbitrary n de1ned as
h(t) = (t; 1(t); 2(t); : : : ; n−1(t)) (4)
of density =
√
n · 	 and 1 = ; 2 =  ◦ ; : : : ; n−1 =  ◦ · · · ◦ ︸ ︷︷ ︸
n−1
.
Hence, an example which will yield the functions for the application being considered here is
 = cos2p mt which has 	 = 1=m and  = 12 pm; (m¿ 1); (p¿ 1). Most of the applications of
these space 3lling curves have been in optimization and their use in quadrature is a more tentative
development as will be seen later. The corrective factor suggested in the introduction will not a/ect
the position of extrema in the optimization applications.
3. Generalized oscillatory quadrature
Evans et al. [4] generate an oscillatory quadrature rule with a given weight function by using
Lagrange’s identity in the form
gLw − wMg= Z ′(w; g): (5)
By choosing the weight function to satisfy Lw = 0, and integrating both sides of (5) gives∫ b
a
wMg dx =−Z(w; g)|ba =
N∑
k=0
akf(xk) + E
(2)
N (w;f); (6)
with Mg=f, and (6) is made exact for a choice of trial functions g= gi(x) to yield self-generated
quadrature rules for a given weight function w(x). Two common test sets are used, gi(x) = xi and
gi(x) = Ti(x) for i = 0; 1; : : : ; N , where Ti(x) is the Chebyshev polynomial of the 3rst kind. The
weights ak will therefore satisfy the set of linear algebraic equations, as setting f =Mg in (6) will
give the left-hand side, and the right-hand side follows from the de3nition of Z .

Mg0(x0) Mg0(x1) : : : : : : Mg0(xN )
Mg1(x0) Mg1(x1) : : : : : : Mg1(xN )
...
...
...
...
MgN (x0) MgN (x1) : : : : : : MgN (xN )




a0
a1
...
...
aN


=


−Z(w; g0)|ba
−Z(w; g1)|ba
...
...
−Z(w; gN )|ba


: (7)
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These equations can be written succinctly as
Ga =m; (8)
where
a = [a0; a1; : : : ; aN ]T; (9)
with residue r de3ned by
r=Ga −m: (10)
The approximation to f(x) involved in the quadrature is nonstandard, namely
f(x) =
N∑
i=0
aifi(x) + E
(3)
N (f; g); (11)
where fi(x); i = 0; : : : ; N is the set of functions for which the quadrature is exact. Hence,
fi(x) =Mgi(x); (12)
where gi(x) are the trial functions as before. Several questions arise. First, what is the form of the
error term E( j)N (u; f) in these formulae. Second, what are the criteria for the choice of the abscissae
xi, and thirdly for what range of N will the resulting quadrature formulae be stable. We note at this
stage that question of when the quadrature formulae generated by this process are stable may be a
quite di/erent issue from the question of when the underlying linear equations are stable.
Evans et al. [4] demonstrate that the ‘computed’ weights will satisfy the de3ning linear equations
to yield a zero residue to machine accuracy. As long as this occurs, the corresponding quadrature rule
will yield the correct values. This is demonstrated in [5] for the classical Gauss–Legendre quadrature
rule. In this paper some limitations to this process are shown to occur for su4ciently ill-conditioned
problems.
Chung and Evans [2] prove the following theorems which yields conditions for which the above
process yields machine accurate quadrature values.
There are two methods for the implementation of (6) to evaluate integrals of the form
Q(f) ≡
∫ &

w(x)f(x) dx; (13)
where w(x) is a given weight function, and f(x) is the argument function.
For each N = 0; 1; 2; : : : , let x0; x1; : : : ; xN (which may depend on N ) be the N + 1 nodes in the
interval of integration [; &]. Let g0; g1; g2; : : : , be a sequence of basis functions.
The nodes and the basis functions are given and 3xed.
De3ne the column vectors (each with N + 1 components):
f = [f0; f1; : : : ; fN ]T (14)
and
m = [m0; m1; : : : ; mN ]T; (15)
where
fk = f(xk); mk = Q(gk); k = 0; 1; : : : ; N: (16)
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The 3rst implementation of the generalized rules is an (N + 1)-point formula of the form
Q(f) 

N∑
k=0
akf(xk) = fTa; (17)
where ak are independent of f(x). Rule (17) is required to be exact when f(x) is put equal to the
basis functions gs(x) (s=0; 1; 2; : : : ; N ). That is to say, the coe4cients ak are required to satisfy the
system of linear equations
N∑
k=0
akgs(xk) = ms; s= 0; 1; 2; : : : ; N; (18)
which, in matrix form, is
Ga =m; (19)
where G is the square matrix [Gs;k] of order N +1 with Gs;k = gs(xk). In this method, the moments
ms are known by computing −Z(w; gs)|& , and the coe4cients ak are found by solving linear system
(19) numerically.
The second implemention is to compute Q(f) as follows. Assume that f(x) can be approximated
by a 3nite series expansion of the form
f(x) 

N∑
s=0
bsgs(x); (20)
where bs are constants, so that the 3nite series interpolates f(x) at the nodes xk , (k = 0; 1; : : : ; N ).
It follows that the coe4cients bs satisfy the linear system
N∑
s=0
bsgs(xk) = f(xk); k = 0; 1; 2; : : : ; N; (21)
which, in matrix form, is
bTG = fT; (22)
where
b= [b0; b1; : : : ; bN ]T: (23)
Linear system (22) is solved for b and the approximate value of the required integral Q(f) follows
using the formula
Q(f) 

N∑
s=0
bsms = bTm: (24)
It is easy to show that
Theorem 3. The two implementations described above give the same approximate values Qˆ for
the integral Q(f). Two theorems relate the residue in the solution of the linear equations to the
approximate quadrature value for each of the above implementations.
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Theorem 4. For the exactness method (19), if the solution is aˆ and the relative residual satis1es
r1 ≡ ‖Gaˆ −m‖‖m‖ ¡+: (25)
Then, for the absolute error,
|Qˆ(f)− fTaˆ|6 ‖b‖‖m‖+ (26)
and for the relative error,
|Qˆ(f)− fTaˆ|
|Qˆ(f)| 6 ,1+; (27)
where
,1 =
‖b‖ ‖m‖
|bTm| : (28)
Theorem 5. For the expansion–interpolation method, (22), if the solution is bˆ and the relative
residual satis1es
r2 ≡ ‖bˆ
TG − fT‖
‖f‖ ¡+: (29)
Then, for the absolute error,
|Qˆ(f)− bˆTm|6 ‖f‖ ‖a‖+ (30)
and for the relative error,
|Qˆ(f)− bˆTm|
|Qˆ(f)| 6 ,2+; (31)
where
,2 =
‖f‖ ‖a‖
|fTa| : (32)
The theorems give the possible upper bounds for the relative errors, induced by the relative
residuals, of the computed integrals using the two approaches. These bounds are just multiples of
the bounds for the relative residuals r1 and r2. The multipliers ,1 and ,2 are independent of the
condition number of the coe4cient matrix G, and in practice have been found to be of order unity.
The following theorem gives conditions under which the relative residue is less than working
machine accuracy, +, where a typical + in double precision working would be of order 10−14.
Theorem 6. Let the de1ning linear equations for a quadrature rule of the above type be Ga=m.
Then if the condition factor -(G)¡ 1=+, the computed weights will yield quadrature results to
machine accuracy, assuming the conditions of Theorems 4 or 5 also hold. It is also necessary for
G.A. Evans / Journal of Computational and Applied Mathematics 163 (2004) 1–13 7
the condition
‖(I +G−1G)−1‖
‖G‖ ∼ 1
to hold. All the quantities here are easily computed as ‖G‖=.1 and ‖G−1‖=1=.N where .1 and .N
are the largest and smallest singular values of G. In practical cases which arise in the quadrature
context, the value of -(G) is large and this is due to either .1 being large or .N being small, or
both. In a range of test examples, .N has always been order 1 or less, and .1 has never been
small. Clearly if .1 is large even higher -(G) may be tolerated, so generating enhanced stability.
Hence Theorems 4 and 5, together with Theorem 6 give conditions under which the computed
weights will yield quadrature results to a predetermined relative accuracy (normally the working
machine precision).
Hence given a weight function satisfying Lw = 0, it is simple to generate a quadrature rule with
high accuracy despite some ill-conditioning in the underlying equations.
4. New algorithm
The link between -dense curves and multiple quadrature lies in the following theorem from
Mora et al.
Theorem 7 (see the Appendix). Let f be a nonnegative continuous function of class C1 on a do-
main H . Then there exists a polynomial curve 1(t) densifying H such that the value of the multiple
integral∫
H
f(x1; : : : ; xn) dx1 : : : xn (33)
can be approached by
1
2
∫ 1
−1
|Umn−1(t)|f∗(t) dt (34)
for large enough m; f∗ being the composition f ◦ 1.
Hence f∗ is obtained by replacing the variables x1; x2 in a two-dimensional integrand by the poly-
nomials such as (1+ T1(t))=2 and (1+ Tm(t))=2, respectively. Now the multidimensional quadrature
has been replaced by a highly oscillatory quadrature of a somewhat special form∫ 1
−1
|Um(t)|f∗(T1; Tm) dt: (35)
In the work of Mora et al. [8], these oscillatory one-dimensional integrals are brieNy attempted
using a blind application of Mathematica which will involve a considerable point-number
for reasonable accuracy.
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It is to integrals of this form that attention has been directed. The approach here is to use a
specialized oscillatory quadrature approach to achieve an e4cient evaluation. Hence the monomial
integrals
M ∗(l;m)k =
∫ 1
−1
|Um(t)|T lk (t) dt (36)
can be evaluated analytically to allow a generalized quadrature approach to be applied. Because this
is a relatively simple special case, there is no need to use the underlying di/erential operator for
the weight function as the monomial integrals are immediate.
Hence,
M ∗(l;m)k =
∫ 
0
| sin(m+ 1)| cosl k d
=
1
cl
l∑
j=0
[m=2]∑
p=0
∫ u2p
l2p
d(l)j cos jk sin(m+ 1) d
− 1
cl
l∑
j=0
[(m−1)=2]∑
p=0
∫ u2p+1
l2p+1
d(l)j cos jk sin(m+ 1) d
=
1
2cl
[m=2]∑
p=0
l∑
j=0
d(l)j
[
−cos(jk + m+ 1)
jk + m+ 1
− cos(m+ 1− jk)
m+ 1− jk
]u2p
l2p
− 1
2cl
[(m−1)=2]∑
p=0
l∑
j=0
d(l)j
[
−cos(jk + m+ 1)
jk + m+ 1
− cos(m+ 1− jk)
m+ 1− jk
]u2p+1
l2p+1
; (37)
where d(l)j is the coe4cient of cos jk in cos
l k; cl = 2l−1 and the summation over p takes all
the positive cycles of sin(m + 1) and then minus all the negative cycles to enable the modulus
of Um to be found. Hence, the uj and lj are the upper and lower limits of these cycles, namely
uj = (j + 1)=(m+ 1) and lj = j=(m+ 1).
The recurrence relations for d(l)j are
d(n)n = 1 for all n;
d(n)n−2 = n; n¿ 3;
d(n+1)n−2k−1 = d
(n)
n−2k + d
(n)
n−2k−2; 06 k6
[
n− 2
2
]
;
d(n+1)0 = d
(n)
1 for n odd;
d(n+1)1 = 2d
(n)
0 + d
(n)
2 for n even (38)
and all alternate d’s are zero.
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The integral can then be found by making the relation
f(T1; Tm) =
N∑
i=0
ciT i1 (39)
exact for T1; T 21 ; : : : ; T
N
1 , and using the expansion for Tm as a power series in T1. This is done at the
collocation points
xi = cos(i=(m+ 1)) (40)
following the usual philosophy of generalized quadrature, the object being to maintain enhanced
stability of the resulting set of linear algebraic equations.
The integral then follows simply by applying the above monomial integrals to the specialized 3t
in (39).
5. Test cases
Initial tests were completed on the two examples considered in Mora et al. namely
I1 =
∫ 1
0
∫ 1
0
e−2=3(x
2
1−x1x2+x22) dx1 dx2 (41)
and
I2 =
∫ 1
0
∫ 1
0
∫ 1
0
xyze−2=3(x
2−xy+y2+z2−x2z) dx1 dx2 dx3 (42)
for a range of -dense values m, the point number n for each m being increased to convergence.
Hence the 3rst integral reduces in one dimension to
1
2
∫ 1
−1
|Um2−1(t)|e−2=3(x
2
1−x1x2+x22) dt; (43)
where x1 = (1+ T1(t))=2:0 and x2 = (1+ Tm(t))=2. The new method gives rapid convergence for the
integrals for rising m as shown in Table 1.
By comparison, a direct application of Gauss–Legendre to the integral which was comparable with
the method used by the original authors gave 0.731175208023834 with m=8 and 2048 points. The
use of a multiple quadrature rule using a two-dimensional Clenshaw–Curtis rule required 32 × 32
points to get full 12 digit accuracy. Hence the gain of using this specialized approach is clear.
The downside is the algorithm for the monomial integrals which is made particularly awkward
by having a modulus in the weight function |Um3−1(t)|. Some subtle economization of the code was
required to allow the rapid evaluation of these integrals. It is also notable that as m increases, not
only is the resulting integral more oscillatory as far as the weight function is concerned, but also
the integrand has the expansion of Tm in it for the second variable x2.
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Table 1
Results for I1 for varying m and N
N m= 2 m= 3 m= 4 m= 5
2 0.679949421961603 0.801595142203456 0.559973889372613 0.801595142203454
4 0.732082403177199 0.730317886201949 0.680254183803145 0.730417886201949
8 0.731093069817498 0.729307066327310 0.732804293303257 0.729307066327310
16 0.731093128056714 0.729255215806172 0.731868045667802 0.731805082307940
32 0.731093128051864 0.729259823264412 0.731867916072986 0.731803441406953
N m= 6 m= 7 m= 8
2 0.679949421961603 0.801595142203456 0.559973889372613
4 0.732082403177199 0.801064810218567 0.55900451757133
8 0.731560638899695 0.735316463896831 0.680034684299846
16 0.731757888297348 0.731756511876174 0.732694610724195
32 0.731753699767523 0.731755981194226 0.731756686000153
The results shown in Table 1 agree with those of Mora et al. and therefore with Mathemat-
ica, but are only correct to one 3gure as values for the double integral whose correct value is
0.767514722334484, obtained by a product Gauss–Legendre rule taken to convergence.
Investigation into this limitation is currently being made. It appears that Theorem 7 from Mora
et al. is in error with a missing term being apparent if one considers the special one-dimensional
case (see the Appendix).
A similar set of results arose in the computation of I2, with agreement with Mora et al. but with
apparent convergence to the wrong result. A very limited set of test results was presented in the
Mora et al. paper as these integrals involve Tm2 and will be even less computationally tractable by
a direct approach.
6. Conclusions
It is clear that the above approach is feasible for certain simple multiple quadratures. From a
complexity point of view the -dense theory has converted the classic problem of dimension to the
nonstandard problem of oscillation. The former problem can be shown to respond poorly to increasing
dimension whereas the latter can be made independent of the equivalent oscillatory factor, say !.
Hence, further investigations need to be carried out to establish the position of this work in the
more general context of multiple quadrature. In particular, the exact form of the one-dimensional
integral needs to be established, and consideration needs to be given to the choice of -dense curve.
The modulus sign which arises in the weight when Chebyshev curves are used is the source of the
quadrature di4culties and the algorithm would be far easier with a weight which had no cusps.
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Appendix
The details of Theorem 7 from Mora et al. can be con3rmed to be in error by consideration of
the one-dimensional case. Their assertion is that
Im =
1
2
∫ 1
−1
|Um−1(t)|f∗(t) dt →
∫ 1
0
f(x) dx (A.1)
as m → ∞. There is a missing factor in this assertion which follows by putting t = cos  in the
above to yield
Im =
1
2
∫ 
0
|sinm|f∗(cos()) d: (A.2)
Now consider the following lemma.
Lemma. Let
Ji =
∫ (i+1)=m
i=m
sinmf∗(cos ) d; (A.3)
Split Ji into two integrals over successive half cycles, J ui and J
l
i , where
J li =
∫ (i+1=2)=m
i=m
sinmf∗(cos ) d; (A.4)
and
J ui =
∫ (i+1)=m
(i+1=2)=m
sinmf∗(cos ) d; (A.5)
so that in each half cycle sinm is monotone. Then applying the second integral mean value
theorem and using symmetry yields
J li =
∫ (i+1=2)=m
i=m+x0
f∗(cos ) d; (A.6)
where x0 ∈ [i=m; (1 + 12)=m], and
J ui =
∫ (i+1)=m−x0
(i+1=2)=m
f∗(cos ) d (A.7)
in the second half interval. As m → ∞, the trapezoidal limit to the integrals over the two half
cycles sum to give Ji → =mf∗(cos i) where i = i=m. Hence, summing over the m − 1 cycles
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Table 2
Results for f(x) = x2 using the modi3ed formula
N m= 1 m= 2 m= 3 m= 4 m= 5
4 0.379223779587408 0.30643490815085 0.306434908150856 0.306434908150857 0.30643490815085
8 0.384836080650673 0.333641435549363 0.326839803699737 0.326839803699737 0.326839803699739
16 0.385447205292987 0.338849958588650 0.331722794049082 0.331722794048989 0.331722794049050
and taking the modulus sign in (A.5) into account gives
Im → 12
m−1∑
i=0
Ji (A.8)
and hence as m→∞, treating the sum as a Riemann sum we get
Im → 2
∫ 
0
f∗(cos ) d (A.9)
and now putting x= 12(1+ cos ) and noting that f
∗(cos )=f( 12 (1+ cos )) and dx=− 12 sin  d
or sin = 2
√
x(1− x) yields
Im → 2
∫ 1
0
f(x)√
x(1− x) dx: (A.10)
From which we see that there is a missing factor in the original work. Hence the numerical exper-
iment replacing f∗ with (=2)f∗ sin  resulted in the correct result for f(x) = x2, with convergence
for increasing m. This is the simplest example which gives the wrong result using the original for-
mulation. For m = 5 the value 0.331722 was obtained for the simple one dimensional test integral
f(x) = x2. This result also explains why integrals of constants and linear terms yield the correct
result with the original approach.
These results are shown in Table 2. Here we see the correct convergence to the true value of 13 .
Applying the corrective term to integral I1 from (41) gives Table 3 and the one-dimensional
integral
I1 =

2
∫ 
0
|sinm|sin e−2=3(x21−x1x2+x22) d;
where f∗ has been changed to 2 f
∗ sin , and x1 = (1 + T1(t))=2; x2 = (1 + Tm(t))=2 and t = cos .
Now we see the convergence to the true value, and at a slow rate which is in agreement with the
highest order term omitted in the limiting process in Mora et al. Clearly the correction term needs
to be con3rmed in the multi-dimensional case and the technique evaluated on a more testing range
of problems.
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Table 3
Results for I1 using the modi3ed formula
N m= 1 m= 2 m= 3 m= 4
4 1.00608428362979 0.767934739934303 0.698528714546587 0.682769154935263
8 1.01489799951722 0.792504249552478 0.712282957827863 0.753349604188696
16 1.01583315869448 0.797678107278252 0.719421936191999 0.756909140967327
32 1.0159451180516 0.798051862861030 0.723267706925981 0.758525786979590
N m= 5 m= 6 m= 7 m= 8
4 0.698528714546590 0.767934739934308 0.776997717883294 0.548094636595588
8 0.733500466730857 0.747280972767689 0.756941713777824 0.691807349062227
16 0.7741978205120489 0.751566547232109 0.744338427718418 0.750873404764491
32 0.743781119817868 0.752717631985433 0.74613945686724 0.751011013984680
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