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Abstract. We develop a general theory of Markov chains realiz-
able as random walks on R-trivial monoids. It provides explicit
and simple formulas for the eigenvalues of the transition matrix,
for multiplicities of the eigenvalues via Mo¨bius inversion along a
lattice, a condition for diagonalizability of the transition matrix
and some techniques for bounding the mixing time. In addition,
we discuss several examples, such as Toom-Tsetlin models, an ex-
change walk for finite Coxeter groups, as well as examples previ-
ously studied by the authors, such as nonabelian sandpile models
and the promotion Markov chain on posets. Many of these ex-
amples can be viewed as random walks on quotients of free tree
monoids, a new class of monoids whose combinatorics we develop.
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1. Introduction
A finite state Markov chain is a stochastic dynamical system where
the current state only depends on its history via the previous state.
The only data needed to define it is a finite set Ω and a transition
matrix T : Ω×Ω→ R that describes the probability to transition from
one state to the next one at each step. The matrix T is required to
be non-negative, with each column summing to 1 (i.e., T should be a
column stochastic matrix).
As highlighted in [Dia88,CSST08], the representation theory of finite
groups can be a powerful technique for analyzing the Markov chain
when T is bistochastic (meaning that each row and each column sums
to 1). The starting point is to decompose the transition matrix T as
a convex combination T =
∑
xaσa of permutation matrices σa, and to
consider the finite permutation subgroup G = 〈σa〉a of the symmetric
group SΩ generated by the permutations σa. At this point, the Markov
chain can be interpreted as arising from a random walk on G or on
cosets thereof. By the classical Birkhoff-von Neumann theorem there
always exists such a convex decomposition of the transition matrix T
(see e.g. [Zie95, Example 0.12]).
The representation theory of G allows one to decompose the space
CΩ into a direct sum of irreducible representations of G, which are in
particular invariant subspaces for the operators σa and therefore for the
transition matrix T . This has the effect of turning T into a block diago-
nal matrix, where each block can be analyzed separately using that the
subspace is an irreducible representation of G. Furthermore, character
MARKOV CHAINS AND R-TRIVIAL MONOIDS 3
theory can be employed to recover all irreducible constituents and their
multiplicities without explicitly block diagonalizing the matrix.
Whether this approach is practical or not depends on how nice the
representation theory of G is, how fine the decomposition of CΩ into
irreducible representations is, and on properties of T itself. For in-
stance, when G is abelian, each irreducible subrepresentation is one-
dimensional; therefore, the decomposition of CΩ into irreducibles di-
agonalizes T . More generally, when the weights xa are constant along
conjugacy classes of G, Schur’s lemma implies that the decomposition
of CΩ into irreducibles diagonalizes T , and one can completely analyze
the Markov chain via representation theory [Dia88,CSST08]. Another
particularly nice case is when G is the full symmetric group, giving
connections between card-shuffling Markov chains and symmetric func-
tions [Dia88,DS81,DS86,DR12].
When the transition matrix is only column stochastic, one can still
use an easy variant of Birkhoff-von Neumann theorem to decompose
T as a convex combination T =
∑
xaσa, where the σa are operators
on Ω which we sometimes refer to informally as the generators of the
Markov chain. These operators are not necessarily invertible anymore
and in general they generate a monoid M = 〈σa〉a instead of a group.
Nevertheless one can still try to use its representation theory.
The representation theory of finite monoids is much less well under-
stood than that of groups (see [CP61, Chapter 5] and [McA72,RZ91]),
but there has been much recent progress, see for instance [Put96,Put98,
GMS09,DHST11,HST13,Sal07,MS12a,MS11,Ste06,Ste08]. The analy-
sis of random walks on hyperplane arrangements [Bid97,BHR99,BD98],
and in particular the Tsetlin library, provided motivation for Brown to
develop a successful analysis of Markov chains via the representation
theory of left regular bands, which are semigroups satisfying a certain
“deletion property” [Bro00a] (for details see Section 2.2). This theory
has been further developed and applied in [BD98,BBD99,Bjo¨09,Bjo¨08,
AD10,CG12,Sal12].
In his 1998 ICM address, Diaconis [Dia98] asked for the ultimate
generalization of these monoid techniques. In this paper, we make
progress toward answering this question by generalizing Brown’s the-
ory of Markov chains on left regular bands [Bro00a] to Markov chains
on R-trivial monoids. This large generalization potentially finds appli-
cations in combinatorics, statistical physics, and computer science. We
remark that left regular bands are precisely those R-trivial monoids
whose elements are all idempotent. From the point of view of combi-
natorics, natural Markov chains on objects such as permutations (i.e.,
the Tsetlin library) [Hen72], hyperplane arrangements [BHR99] and
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linear extensions [AKS14a] are of intrinsic interest. As in the case of
left regular bands, combinatorial sequences such as derangement num-
bers arise as the multiplicities of eigenvalues of the transition matrices
of these Markov chains which deserves some uniform explanation.
Statistical physicists and computer scientists model real-life phenom-
ena probabilistically as Markov chains and are interested in both the
stationary distribution of the chain (given by the eigenvector of the
transition matrix with eigenvalue 1) and the time to approach station-
arity (which for reversible chains is controlled by the second-largest
eigenvalue, or spectral gap). Recently many interesting Markov chains
have emerged which fit into the R-trivial monoid theory [AS10,Ayy11,
AS13,AKS14a,ASST13].
In Sections 2–4 we develop the general theory of Markov chains which
are random walks on R-trivial monoids and describe how the unified
approach of R-trivial monoids provides techniques for the calculation
of these quantities.
Let us briefly summarize how the representation theory of R-trivial
monoids compares to that of groups. First of all, we lose semisimplic-
ity (or complete reducibility) of representations, which means that the
transition matrix can no longer be put in a block diagonal form, but
rather in block triangular form. On the other hand, the irreducible
representations are one-dimensional, which means that the transition
matrix can actually be transformed into upper triangular form. For
example, this makes it easy to recover the eigenvalues using character
theory, and to determine the irreducible constituents via Mo¨bius in-
version. In fact, the eigenvalues take a particularly nice form, given
as a sum of a subset of the probabilities xa assigned to each gener-
ator [Ste06, Ste08]. Note that, in the group case, it is non-trivial to
compute eigenvalues of random walks unless the probability measure is
constant on conjugacy classes (e.g., for abelian groups). For instance,
it is easier to compute the eigenvalues for the top-to-random shuffle as
a left regular band walk [BHR99] than as a symmetric group walk.
As this is a long paper, it seems worthwhile to informally describe
some of the Markov chains that we analyze in Sections 5–8, and have
analyzed in previous papers, using R-trivial monoid techniques. The
reader should also consult Brown [Bro00a] for numerous examples using
the particular case of left regular bands. See also [CG12,Bjo¨09,Bjo¨08,
AD10] for further left regular band random walks.
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The Toom–Tsetlin model. The classical Tsetlin library Markov chain
[Hen72, DF95, FH96, BHR99] consists of a shelf of books with an im-
posed self-organizing system for the books. Each time a book is re-
moved from the shelf, it is placed back to the front of the shelf. This
way, eventually the most commonly used books will be toward the
front of the shelf while the least commonly used books will be toward
the back. The Tsetlin library is one of the first chains to be analyzed
from the R-trivial monoid point-of-view (actually from the left regular
band point of view) [BHR99,Bro00a,BD98]. Using these tools one can
explicitly compute the eigenvalues (which are the probabilities of pick-
ing a book from a given subset of the books) and their multiplicities
(which are derangement numbers), a bound on the mixing time, and
an explicit formula for the stationary distribution.
In this paper, we consider a generalization called the Toom–Tsetlin
model. There are two versions, but we discuss here only the first one
and refer the reader to Section 6 for the second variant and details.
In this model one has ni ≥ 1 copies of book bi on the shelf. When
the jth copy of bi is removed from the shelf, it is replaced immediately
after the (j − 1)st copy of bi (where if j = 1, it is simply placed at the
front of the shelf). The Tsetlin library is the special case where there
is only one copy of each book. For the Toom–Tsetlin Markov chain
we explicitly compute the eigenvalues (which again are probabilities of
choosing a book from a certain subset of books) and their multiplicities
(which are derangement numbers for words, or multipermutations). See
Theorem 6.2.
The landslide sandpile model. The abelian sandpile model [Dha90,
Dha99] has proved influential in understanding the phenomenon of
self-organized criticality [BTW87]. The model can be thought of as
a discrete-time Markov chain. It is defined on any finite directed graph
with a global sink (a sink is a vertex with out-degree zero; it is further-
more a global sink if there is a directed path from any vertex to it).
The abelian sandpile model works as follows. The state space of the
system is
Ω = {(tv)v∈V | 0 ≤ tv ≤ outdeg(v)},
where V is the vertex set of the underlying graph and outdeg(v) is the
out-degree of the vertex v. The variable tv is a nonnegative integer
which denotes the number of grains at vertex v. Notice in particular,
that sinks can carry no grains of sand. Moreover, whenever a grain of
sand enters a sink it is considered removed from the system.
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At every time step, a process of toppling and stabilization occurs.
Suppose that one is in configuration (tv)v∈V ∈ Ω. One randomly de-
posits a grain of sand at one of the vertices w. If the total number
of grains at w after adding this grain is below its out-degree, then we
are done with this step; if on the other hand the total number exceeds
the out-degree of w, then w topples, sending one grain along each of
its outgoing edges to the edge’s other endpoint. This may then force
some of these endpoints to topple. Because there is a global sink, after
some sequence of topples one will reach a valid configuration in Ω (this
process is called stabilization in the literature). The resulting config-
uration turns out to be independent of the order in which the topples
are performed. Let θw : Ω → Ω be the operator of adding a grain of
sand at w and then performing topples until stabilization occurs.
It is not completely obvious, but nonetheless true, that the opera-
tors θv with v ∈ V commute and hence generate a finite commuta-
tive monoid M . The minimal ideal of this commutative monoid is an
abelian group A which acts freely and transitively on the recurrent
states of the abelian sandpile Markov chain, which are precisely the
fixed points of the identity e of A on Ω. Moreover, the operators θv act
as permutations on the recurrent states since θv acts as θve. The group
A is called the sandpile group in the literature.
We study the following variant of the abelian sandpile model, called
the landslide sandpile model, which is nonabelian in the sense that the
generators of the model do not commute. The model is defined on a
directed tree or arborescence and we analyzed this model using monoid
theoretic methods in [ASST13].
One has a directed rooted tree with all edges oriented toward the
root. Each vertex v (hereafter called a site) is assigned a threshold
Tv, which is the number of grains of sand it can hold, and it contains
some number of grains up to its threshold. At each time step, one of
two things can happen: either a new particle can enter the system at
a leaf, filling the first available site along the geodesic from the leaf to
the root (and if none are available, then it leaves the system); or a site
can topple, moving its grains along the geodesic to the root and filling
the first available sites (possibly some grains will leave the system).
Using the techniques developed in this paper, we computed the eigen-
values with multiplicities and a reasonable upper bound on the mixing
time. A key ingredient was proving the R-triviality of the monoid
corresponding to the landslide nonabelian directed sandpile model. In
Section 7 we provide an alternative proof of this fact. When all thresh-
olds are 1, we proved that the stationary distribution admits an explicit
product measure. See [ASST13] for details.
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The exchange walk on a finite Coxeter group. In Section 8 we ex-
amine another generalization of the Tsetlin library, this time associated
to a finite Coxeter system (W,S) [BB05]. The state space for this finite
Markov chain consists of all reduced decompositions for the longest el-
ement w0 of W . The transitions, called exchange moves, are as follows.
If the system is in state s1 · · · sn, then a generator s ∈ S is randomly
chosen and a transition is made to the new state ss1 · · · si−1ŝisi+1 · · · sn
where ŝi means omit si. The generator si to omit in order to obtain
a reduced decomposition of w0 is unique according to the Exchange
Condition for Coxeter groups [BB05].
For example, if W = (Z/2Z)n and S is the standard basis for W ,
then (W,S) is a Coxeter system, w0 is the all-ones vector, the reduced
decompositions for w0 are those words over S containing all letters and
no repetitions (i.e., the permutations of S) and an exchange move is
just move-to-front. So we recover the Tsetlin library in this case.
When W = Sn is the symmetric group and S is the set of adjacent
transpositions, then (W,S) is a Coxeter system. The longest element
w0 is i 7→ n − i + 1 (in one-line notation it is n, n − 1, . . . , 1). A well
known result of Stanley [Sta84] says that reduced decompositions of
w0 are equinumerous with standard tableaux of staircase shape. An
explicit bijection was given by Edelman and Greene [EG87]. So this
chain can be viewed as a stochastic process on such tableaux.
Using the techniques of R-trivial monoids, we are able to compute
the eigenvalues with multiplicities, give a simple formula for the sta-
tionary distribution and provide an upper bound on the mixing time
for the exchange walk on a finite Coxeter group.
Promotion chains. In [AKS14a], the Tsetlin library Markov chain
was generalized by looking at linear extensions L of a finite poset P
of size n. The transition between two linear extensions is given by a
variant of the promotion operator on posets [Sch72].
For a linear extension pi = pi1 · · · pin ∈ L in one-line notation, the gen-
eralized promotion operator ∂i for 1 ≤ i < n can be defined as [Hai92,
MR94,Sta09]
∂i(pi) = τn−1τn−2 · · · τi(pi) .
Here τi acts on pi by interchanging pii and pii+1 if pii and pii+1 are not
comparable in P . Otherwise, it acts as the identity. Define ∂ˆi(pi) =
∂pi−1i (pi). Assigning probability xi to the operator ∂ˆi defines the promo-
tion Markov chain on L. For any poset P , the stationary distribution of
the Markov chain was given by an explicit product formula [AKS14a].
When P is the antichain on n vertices (that is, there are no imposed
ordering relations between any of the vertices), then L is the set of all
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linear orderings and the promotion Markov chain reduces to the Tsetlin
library (where now books are moved to the end of the stack instead of
the front due to a difference in conventions).
For special posets, called rooted forests, the eigenvalues and their
multiplicities of the transition matrices can also be computed explicitly.
Recall that a rooted forest is a poset where each vertex has at most
one successor. It was shown [AKS14a] that in that case, the underlying
transition monoid is R-trivial. The eigenvalues can then be computed
using the techniques presented in this paper. In [AKS14b] the mixing
time for this Markov chain was also estimated using monoid techniques.
Structure of the paper. Let us now describe the content of each
section in more detail. Since this paper is intended for an audience of
algebraists, combinatorialists and probabilists, we include in Section 2
some background about each of these areas.
In Section 3, we present general results for random walks on monoids
before specializing to R-trivial Markov chains in Section 4. In partic-
ular, for R-trivial monoids, we describe combinatorially the eigenval-
ues by character theory, or equivalently through inclusion-exclusion
on a lattice (Theorem 4.2), give a sufficient condition for diagonaliz-
ability (Theorem 4.3) generalizing the result of Brown [Bro00a] (see
also [BD98]), provide a formula for the stationary distribution (Theo-
rems 4.10 and 4.12), relate the rate of convergence with some properties
of the monoid (Corollary 4.15), and conclude with a bound on the mix-
ing time (Corollary 4.22). This theory subsumes that of left regular
band random walks developed in [Bro00a].
When investigating examples, we discovered that the generators of
the transition monoids often satisfy certain types of relations, reminis-
cent of the plactic relations [Lot02, Chapter 5]. In Section 5, we study
the largest such monoid. The relations admit a nice Knuth–Bendix
completion, and it follows that its combinatorics is governed by a cer-
tain class of trees, which motivates its name: the free tree monoid.
One of the main results is that the free tree monoid is R-trivial (Corol-
lary 5.2). The lattice of regular L -classes of idempotents of the free
tree monoid is the Boolean lattice and we provide a simple transversal
of idempotents.
In the remaining sections, we study several examples of R-trivial
Markov chains, applying results of Section 4, and using the free tree
monoid on several occasions for concise proofs of R-triviality and using
its representation theory in order to benefit from its simple combina-
torics.
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In Section 6 we consider two new generalizations of the Tsetlin li-
brary, with multiple copies of books and with storage or interlibrary
loan, respectively. This model can also be regarded as a generalization
of the Toom model [Too80, LNR96] to finite size as well as arbitrary
particles. Theorems 6.2 and 6.7 provide the spectra of these models.
In Section 7 we provide a short proof of the R-triviality of the land-
slide nonabelian directed sandpile model of [ASST13] using the free tree
monoid of Section 5. Finally, in Section 8, we consider a Markov chain
on the set of reduced words of the longest element of a finite Coxeter
group and provide its spectrum and stationary distribution, as well as
an upper bound on its mixing time. This model is also a generalization
of the Tsetlin library, which appears in the case of a finite right-angled
Coxeter group.
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2. Background on Markov chains and monoids
Since this paper is intended for an audience of algebraists, combina-
torialists and probabilists, we include some background about each of
these areas.
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2.1. Markov chains. We recall here some basic notions from Markov
chain theory. Details can be found in e.g. [LPW09]. Let Ω be a fi-
nite set. A probability distribution (or simply a probability) on Ω is a
mapping P : Ω→ R such that P (ω) ≥ 0 for all ω ∈ Ω and∑
ω∈Ω
P (ω) = 1 .
The probability that an element of Ω chosen randomly according to P
belongs to some subset A ⊆ Ω is given by
P (A) =
∑
ω∈A
P (ω) .
A (finite state) Markov chain is a pair M = (Ω, T ) consisting of a
(finite) state space Ω and a (column) stochastic matrix T : Ω×Ω→ R.
Recall that T is stochastic if:
(1) T (α, β) ≥ 0 for all α, β ∈ Ω;
(2) for all β ∈ Ω, ∑
α∈Ω
T (α, β) = 1.
One calls T the transition matrix of the chain. The intuition is that if
you are in state β, then with probability T (α, β) you move to state α.1
We can view T as an operator on RΩ in the usual way: Tf(ω) =∑
β∈Ω T (ω, β)f(β). It is easy to see that T preserves probability distri-
butions and so if ν is an initial distribution, then T nν is a probability
distribution known as the nth-step distribution of the Markov chain.
That is, T nν(ω) is the probability of being in state ω on the nth-step
of the chain if the chain starts with initial distribution ν.
We say that pi is a stationary distribution for T if Tpi = pi. It
is a consequence of the Perron-Frobenius theorem that each Markov
chain has at least one stationary distribution. A Markov chain M =
(Ω, T ) is called irreducible if, for each α, β ∈ Ω, there exists n ≥ 0
such that T n(α, β) > 0. In the language of graphs, this translates as
follows. Define a digraph Γ(M) with vertex set Ω and a directed edge
β → α if T (α, β) > 0. Then M is irreducible if and only if Γ(M) is
strongly connected. Irreducible Markov chains have a unique stationary
distribution pi and moreover pi > 0 (has strictly positive entries). The
Markov chain M is said to be ergodic if T n > 0 for some n ≥ 0,
or equivalently for any large enough n. It is well known that this is
equivalent to asking that the chain be irreducible and that the greatest
common divisor of the lengths of the cycles of Γ(M) be 1 (that is, the
1Note that some authors prefer to denote this probability as T (β, α).
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associated digraph is primitive). In this case, for any initial distribution
ν, the sequence T nν converges to the stationary distribution pi.
Strongly connected components of Γ(M) are called communicating
classes in Markov chain theory. A communicating class is called essen-
tial if the corresponding strong component is minimal under the order-
ing on strongly connected components defined by C ≤ C ′ if there is a
directed path from C ′ to C. States which belong to essential communi-
cating classes are said to be recurrent ; the remaining states are called
transient. It is well known and easy to see that limn→∞ T n(α, β) = 0 if
α, β do not belong to the same essential communicating class, and that
if pi is a stationary distribution of T , then pi(ω) = 0 for each transient
state ω ∈ Ω (see [LPW09, Section 1.7]).
In Markov chain theory, one usually measures the rate of convergence
in terms of the total variation distance. Recall that RΩ is a real Banach
space with the `1-norm: ‖f‖1 =
∑
ω∈Ω |f(ω)|. Let P(Ω) be the space of
probability distributions on Ω; it is a compact subspace of the `1-unit
ball. The total variation distance between two probability distributions
ν, µ is defined by
‖ν − µ‖TV = max
A⊆Ω
|ν(A)− µ(A)|.
The following equivalent expressions are extremely useful.
Proposition 2.1 (See e.g. Proposition 4.2 and Remark 4.3 of [LPW09]).
Let ν, µ be probabilities on Ω, and A = {ω ∈ Ω | ν(ω) ≥ µ(ω)}. Then,
‖ν − µ‖TV = 1
2
‖ν − µ‖1 = ν(A)− µ(A) .
Let M = (Ω, T ) be a finite state ergodic Markov chain with sta-
tionary distribution pi. Let d(n) = supν∈P(Ω) ‖T nν − pi‖TV . Then, for
ε > 0, the mixing time of M is tmix(ε) = min{n | d(n) ≤ ε} [LPW09].
Often authors choose ε = e−1 or ε = 1/4 to define the mixing time.
We usually try to bound, for c > 0, when ‖T nν − pi‖TV ≤ e−c.
2.2. Semigroups and monoids. We recall here some basic notions
from semigroup theory. Details can be found in [CP61,KRT68,How95,
Alm94,Eil76,Pin13] or [RS09, Appendix A].
A semigroup S is a set with an associative multiplication S×S → S.
It is called a monoid if additionally it contains an identity element,
usually denoted 1.
An element e of a semigroup S is idempotent if e2 = e. The set of
idempotents is denoted E(S). Each element s of a finite semigroup
has unique idempotent (positive) power, traditionally denoted sω. In
particular, every non-empty finite semigroup contains an idempotent.
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A finite semigroup S is said to be aperiodic if sωs = sω, for all s ∈ S.
Equivalently, S is aperiodic if there is a positive integer n such that
sn = sn+1 for any s ∈ S. Trivially, any subsemigroup or homomorphic
image of an aperiodic semigroup is aperiodic.
An ideal of a monoidM is a non-empty subset I such thatMIM ⊆ I.
Left ideals and right ideals are defined analogously. If I, J are ideals of
a monoid M , then IJ ⊆ I∩J and hence I∩J 6= ∅. It follows that every
finite monoid has a unique minimal ideal. Let M be a finite monoid.
Any ideal of M is a subsemigroup and hence contains an idempotent.
If I is the minimal ideal of M and e ∈ E(I), then eMe = eIe is a group
with identity e. In particular, if I is aperiodic, then eMe = {e}.
We now introduce two of Green’s relations [Gre51], namely L and
R. Let M be a monoid. Then the principal right ideal generated by
m ∈ M is mM . One defines a preorder on M by putting m ≤R m′ if
mM ⊆ m′M . One defines m R m′ if m ≤R m′ and m′ ≤R m (i.e.,
mM = m′M). The classes for this relation are called R-classes; they
are the strongly connected components of the right Cayley graph of M
with respect to any generating set.
A monoid M is R-trivial if Green’s relation R is trivial, that is, if
m R m′ (i.e., mM = m′M) implies m = m′. Equivalently, M is R-
trivial if the right Cayley graph of M with respect to any generating
set is acyclic. In this case ≤R is a partial order on M . Note that ≤R is
compatible with left multiplication, that is, m ≤R m′ implies nm ≤R
nm′ for all n ∈ M . A finite R-trivial monoid is necessarily aperiodic
since sω R sωs in any finite monoid. The class of finite R-trivial
monoids is closed under taking finite direct products, submonoids, and
homomorphic images.
Green’s relationL andL -trivial monoids are defined symmetrically
on the left.
A left zero semigroup is a semigroup S satisfying the identity xy = x
for all x, y ∈ S. Let L be the L -class of an idempotent of an R-trivial
monoid; such anL -class is called a regular L -class. A regularL -class
L is always a left zero semigroup; more generally, for any x ∈ L and
y ∈ M , one has xy = x if and only if Mx ⊆ My. The minimal ideal
of an R-trivial monoid M is a left zero semigroup and is the unique
minimal left ideal of M .
A monoid M is called a left regular band if x2 = x and xyx = xy for
all x, y ∈ M . Left regular bands are R-trivial, which can be seen as
follows. Suppose x and y are in the same R-class, that is, there exist
u, v ∈M such that xu = y and yv = x. Then
x = yv = xuv = xuvu = yvu = xu = y
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since uv = uvu. Hence all R-classes are singletons. More generally,
a finite monoid M is R-trivial if and only if (xy)ωx = (xy)ω for all
x, y ∈M .
2.3. Random mapping representations. A left action of a monoid
on a set Ω is a mapping M ×Ω→ Ω, written (m,ω) 7→ mω, such that
(1) m(m′ω) = (mm′)ω
(2) 1ω = ω
for all m,m′ ∈M and ω ∈ Ω. Right actions are defined symmetrically.
If X ⊆ M , then the Cayley digraph of the action of X on Ω is
the digraph Γ(Ω, X) with vertex set Ω and edges ω → xω for ω ∈ Ω
and x ∈ X (sometimes we use the Cayley digraph with labelled edges
ω
x−→ xω).
If X ⊆ M , then 〈X〉 denotes the submonoid of M generated by X,
that is, the smallest submonoid of M containing X.
Let M be a (finite) monoid acting on the left of a (finite) set Ω.
Suppose that P is a probability on M . Then we have an induced
Markov chain M = (Ω, T ) where
T (α, β) =
∑
mβ=α
P (m) = P ({m ∈M | mβ = α}) .
We call this Markov chain the random walk of M on Ω driven by P .
The fact that T is stochastic is simply the computation∑
α∈Ω
T (α, β) =
∑
α∈Ω
∑
m∈M
P (m)δα,mβ
=
∑
m∈M
P (m)
∑
α∈Ω
δα,mβ =
∑
m∈M
P (m) = 1 .
The data consisting of the action of M ×Ω→ Ω and the probability P
on M is called a random mapping representation of the Markov chain
M.
A matrix A : Ω×Ω→ R is called column monomial if each column of
A is a standard basis vector (i.e., contains exactly one non-zero entry,
which must be a one). Note that such a column monomial matrix is
stochastic. Column monomial matrices are exactly the linear operators
induced by mappings f : Ω → Ω, the corresponding column monomial
matrix Af being given by
Af (α, β) =
{
1, if f(β) = α,
0, else.
To prove that every Markov chain has a random mapping representa-
tion we use the following well-known lemma.
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Lemma 2.2. Every stochastic matrix is a convex combination of col-
umn monomial matrices.
Proof. The set S of stochastic matrices is a polytope whose vertices are
the column monomial matrices (cf. the discussion after [BP79, Theo-
rem 5.3]). As each point of a polytope is a convex combination of
vertices, the lemma follows. 
Theorem 2.3. Every finite state Markov chain has a random mapping
representation.
Proof. Let M = (Ω, T ) be a Markov chain. Then T can be written
as a convex combination of column monomial matrices by Lemma 2.2.
If M is the monoid of all mappings on Ω and if P is the probability
on M that gives a mapping f the same weight that its corresponding
column monomial matrix Af receives in the above convex combination
expressing T , thenM is the random walk of M on Ω driven by P . 
Remark 2.4. Theorem 2.3 is a basic fact of probability theory, al-
though it is usually stated in a different language: namely, it is equiv-
alent with [LPW09, Proposition 1.5]. In [LPW09] a random mapping
representation of M = (Ω, T ) is defined as consisting of a mapping
f : Λ × Ω → Ω and a Λ-valued random variable Z such that the
probability that f(Z, β) = α is T (α, β) for all α, β ∈ Ω. (Actually,
since [LPW09] uses row stochastic matrices, they provide a dual for-
mulation.)
In other words, a random mapping representation of M = (Ω, T )
in the sense of [LPW09] consists of a deterministic automaton with
state set Ω and input alphabet Λ (but no initial or accepting states)
together with a Λ-valued random variable Z. If you are in state ω ∈ Ω,
the Markov chain works by choosing a random letter a ∈ Λ, distributed
identically to Z, and performing the transition ω
a−→ aω in the automa-
ton. (Note that our convention is to process words in an automaton
from right-to-left.)
Given such a mapping f , we can define a mapping F : Λ→M , where
M is the monoid of all mappings on Ω, by currying: F (λ)(α) = f(λ, α).
Then F (Z) is an M -valued random variable given by some probability
distribution P on M . It is straightforward to verify that M is the
random walk of M on Ω driven by P .
Conversely, if f : M×Ω→ Ω is an action and P is a probability onM ,
then the random walkM = (Ω, T ) of M on Ω driven by the probability
P has a random mapping representation in the sense of [LPW09] by
taking Λ = M , f to be the action and Z to be the M -valued random
variable with distribution P .
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In summary, a random mapping representation of a Markov chain
can also be specified by giving a collection S of mappings on the state
space Ω and a probability distribution P on S. We can then take M
to be the monoid of mappings on Ω generated by S and view P as a
probability on M . Sometimes we refer informally to S as the generators
of the Markov chain.
2.4. Random mapping representations with constants. If P,Q
are probabilities on a monoid M , their convolution is the probability
P ∗Q(m) =
∑
m1m2=m
P (m1)Q(m2)
on M . Recall that the support of a probability P on M is the set
suppP = {m ∈M | P (m) > 0} .
Denote by P ∗n the nth-convolution power of P . It is the distribution
of XnXn−1 · · ·X1 where X1, . . . , Xn are independent random variables
distributed according to P . Then P ∗n(m) > 0 for some n ≥ 0 if and
only if m is in the submonoid 〈suppP 〉 generated by the support of P .
LetM be a Markov chain with random mapping representation M×
Ω→ Ω driven by a probability P . Then, Γ(M) is the Cayley digraph
of the action of M on Ω with respect to the set X = suppP . In
particular, M is irreducible (that is, Γ(M) is strongly connected) if
and only if the action of 〈suppP 〉 is transitive on Ω (that is, for any
α, β ∈ Ω, there exists n ∈ 〈suppP 〉 with nα = β).
The following proposition is folklore.
Proposition 2.5. LetM = (Ω, T ) be an irreducible Markov chain with
a random mapping representation M × Ω → Ω driven by a probability
P . Let N = 〈suppP 〉 and suppose that some m ∈ N acts as a constant
map on Ω. Then N contains all constant maps on Ω and the Markov
chain M is ergodic.
Proof. By irreducibility N acts transitively on Ω. If m acts as a con-
stant mapping with image ω and m′ω = α, then m′m acts as the
constant map to α and hence N contains all constant maps on ω.
Note that, if the constant map to β ∈ Ω can be represented by a
productm1 · · ·mk of k elements of suppP , then for anym ∈ suppP one
has that m1 · · ·mkm acts as the constant map to β. Thus the constant
map to β can be represented as a product of r elements of suppP
for any r ≥ k. It now follows that there exists t ≥ 0 such that the
constant map on Ω with image α can be represented by a product mα
of t elements of suppP for all α ∈ Ω. But then T t(α, β) ≥ P ∗t(mα) > 0
and so M is ergodic. 
16 A. AYYER, A. SCHILLING, B. STEINBERG, AND N. M. THIE´RY
Note that, under any action of a monoid M on a set Ω, the fixed-
point set of an idempotent e is its image eΩ.
The following result is well known to automata theorists.
Proposition 2.6. Let M be a monoid acting transitively on a set Ω
and suppose that the minimal ideal I of M is aperiodic. Then, for any
ω ∈ Ω, there is an element m ∈ I acting as a constant map to ω.
Proof. It suffices by the proof of Proposition 2.5 to show that I con-
tains some element m acting as constant map, since then Mm ⊆ I will
contain all the constant maps by transitivity. Let e ∈ I be an idem-
potent. Suppose that α, β ∈ eΩ. By transitivity there exists m ∈ M
with mα = β. As eMe = {e} by aperiodicity of I, we conclude that
β = eβ = emα = emeα = eα = α. Thus e acts as a constant map. 
As an immediate corollary of the preceding results we obtain the
following result.
Corollary 2.7. LetM = (Ω, T ) be an irreducible Markov chain with a
random mapping representation M ×Ω→ Ω driven by a probability P .
Suppose further that M is aperiodic or, more generally, the minimal
ideal I of the submonoid N generated by the support of P is aperiodic.
Then, all elements of I act on Ω as constant maps and every constant
map on Ω is obtained via the action of some element of I. In particular
M is ergodic.
Proof. SinceM is irreducible, the submonoid N = 〈suppP 〉 acts tran-
sitively on Ω. Assume that its minimal ideal I is aperiodic. By Propo-
sition 2.6, I contains elements acting as every constant map on Ω. Note
that if m ∈ I acts as a constant map, then each element of ImI also
acts as a constant map because any map factoring through a constant
map is a constant map. As ImI is an ideal contained in I, we must
have ImI = I by minimality of I. Thus every element of I acts on Ω
as a constant map. Ergodicity follows from Proposition 2.5.
Finally, note that if M is aperiodic, then so is any of its subsemi-
groups. In particular, I will be aperiodic. 
Remark 2.8. Assume that the action of M is faithful, as will be the case
in most of our examples. Then the minimal ideal I of submonoid N
generated by the support of P consists precisely of the constant maps
on Ω and hence is canonically in bijection with Ω (by sending a constant
map to its image) and, moreover, that bijection is an isomorphism of
the action of N on the left of I with the action of N on Ω.
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3. Random walks on monoids
A number of results from this section can be viewed as special cases
of results about probability measures on compact semigroups [HM11],
but it seems better in our context to just prove them. Let M be a finite
monoid. Denote by `1(M) the vector space of all functions f : M → R
equipped with the `1-norm ‖ · ‖1. Then `1(M) is a finite-dimensional
real Banach algebra with respect to the convolution product
(f ∗ g)(m) =
∑
xy=m
f(x)g(y) .
As an algebra, we can identify `1(M) with the monoid algebra RM via
f 7→∑m∈M f(m)m and we shall do this when convenient.
A probability distribution P on M can be viewed as an element of
`1(M). The probability distributions form a compact multiplicative
submonoid of `1(M). Notice that if X and Y are independent M -
valued random variables with respective distributions ν and µ, then
the distribution of the random variable X · Y is ν ∗ µ. Recall that
P ∗n denotes the nth-convolution power of P , which is the distribution
of XnXn−1 · · ·X1 where X1, . . . , Xn are independent random variables
distributed according to P .
The left random walk on M driven by P is the Markov chain with
random mapping representation coming from the action of M on itself
by left multiplication and the probability P . The right random walk is
defined dually.
Suppose that M acts on a finite set Ω. We can identify RΩ with
RΩ. We then have a natural `1(M)-module structure on RΩ given by
having f ∈ `1(M) act on a basis element ω ∈ Ω by
f · ω =
∑
m∈M
f(m)mω .
From the point of view of functions, for f ∈ `1(M), g ∈ RΩ and ω ∈ Ω,
the module structure is given by
(f · g)(ω) =
∑
m∈M
∑
mα=ω
f(m)g(α) .
The following proposition is well known, but important.
Proposition 3.1. Let M act on Ω and let P be a probability on M
(viewed as an element of `1(M)). Then, the transition matrix T of the
random walk of M on Ω driven by P is the matrix with respect to the
basis Ω of the operator on RΩ defined by v 7→ Pv. It follows that, if ν
is a probability on Ω (viewed as an element of RΩ), then T nν = P ∗nν.
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Proof. We have Pβ =
∑
m∈M P (m)mβ and thus the coefficient of α in
Pβ is
∑
mβ=α P (m) = T (α, β). 
A crucial consequence of the proposition is that any `1(M)-submodule
of RΩ is an invariant subspace for the transition matrix T .
Recall that the minimal ideal I of a finite monoid M is the disjoint
union of all the minimal left ideals of M [CP61, KRT68]. Let us say
that a probability P on M is adapted if the submonoid generated by
the support of P contains the minimal ideal. Note that a probability
on a group is adapted if and only if the support generates the group,
which is the usual definition in that context. In general, if the support
generates the monoid, then the probability is adapted but the converse
need not be true. The following result is straightforward and well
known [HM11], but we include it for completeness.
Proposition 3.2. Let M be a finite monoid with minimal ideal I and
let P be an adapted probability on M . Then the recurrent states of
the left random walk on M driven by P are the elements of I. The
essential communicating classes of the chain are the minimal left ideals
of M . The restriction of the random walk to any minimal left ideal is
irreducible. Moreover, the chain so obtained is independent of which
minimal left ideal is chosen.
Proof. Because 〈suppP 〉 contains I and each minimal left ideal of M
is a left zero semigroup, it follows that the minimal left ideals are
precisely the minimal strong components of the left Cayley digraph of
M with respect to the set suppP . This explains the recurrent elements
and the essential communicating classes. By Green’s lemma [Gre51],
any two minimal left ideals are isomorphic via right multiplication by
a monoid element. This gives an isomorphism of the corresponding
Markov chains. 
Let us assume from now that M is a monoid whose minimal ideal
is a left zero semigroup 0̂, that is, mt = m for all m ∈ 0̂ and t ∈ M .
Equivalently, the minimal ideal of M is the unique minimal left ideal
of M and has a trivial maximal subgroup. As we have seen, this is the
case for aperiodic monoids acting faithfully and transitively on the left
of a finite set. It is also the case for R-trivial monoids, which form the
primary object of study for most of the paper.
If pi is a probability with support contained in 0̂ and P is any prob-
ability, then since 0̂ is a two-sided ideal, pi ∗ P is supported on 0̂ and
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one has, for m ∈ 0̂,
(pi ∗ P )(m) =
∑
xy=m
pi(x)P (y) = pi(m)
∑
y∈M
P (y) = pi(m).
Thus we have proved:
Lemma 3.3. If M is a monoid whose minimal ideal 0̂ is a left zero
semigroup and if pi is a probability on M with support contained in
0̂, then pi ∗ P = pi for any probability P on M . In particular, pi is
idempotent.
We can now describe in the following theorem the stationary distri-
bution for a random walk on a monoid whose minimal ideal is a left
zero semigroup, and derive in Corollary 3.5 a bound on mixing times
of Markov chains with a random mapping representation containing
constant maps. Roughly speaking, the mixing time is bounded by the
probability that a product of n elements does not act as a constant.
This is essentially a variation of a technique that goes under the name
“coupling from the past” in the literature and can be found in [BD98]
for the case when the action of M is faithful. It is the key tool we shall
use to obtain mixing times.
Theorem 3.4. Let M be a finite monoid whose minimal ideal 0̂ is a
left zero semigroup, and let P be an adapted probability on M . Then,
(1) The sequence P ∗n converges to an idempotent probability pi with
support 0̂ and
(3.1) ‖P ∗n − pi‖TV = P ∗n(M \ 0̂) .
(2) The random walk on 0̂ driven by P is ergodic with pi as station-
ary distribution. Moreover, for any distribution ν on 0̂,
(3.2) ‖P ∗n ∗ ν − pi‖TV ≤ P ∗n(M \ 0̂) .
Proof. Recall that, by Proposition 3.2, 0̂ is the set of recurrent elements
for the left random walk on M driven by P . Therefore, for m /∈ 0̂, the
sequence P ∗n(m) converges to zero as n → ∞. Take now m ∈ 0̂.
The sequence P ∗n(m) is non-decreasing: indeed, since mt = m for all
t ∈M ,
P ∗(n+1)(m) ≥ P ∗n(m)
∑
t∈M
P (t) = P ∗n(m) .
Moreover, since P is adapted, there exists n > 0 such that P ∗n(m) > 0.
Finally, the sequence P ∗n(m) is bounded by 1 and therefore converges
to some real number pi(m) with 0 < pi(m) ≤ 1. Altogether, using
that probability distributions are closed in `1(M) in conjunction with
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Lemma 3.3, we obtain that P ∗n converges to an idempotent probability
pi with support 0̂.
Observe that the set A of elements of M on which P ∗n is greater
than pi is precisely M \ 0̂. Proposition 2.1 then implies that
(3.3) ‖P ∗n − pi‖TV = P ∗n(M \ 0̂)− pi(M \ 0̂) = P ∗n(M \ 0̂) .
Let us now turn to (2). Since P ∗n → pi and multiplication in `1(M) is
norm-continuous, pi commutes with P . Combining this with Lemma 3.3
gives that P ∗ pi = pi ∗ P = pi. Therefore, pi is the unique stationary
distribution for the left random walk on 0̂ driven by P (uniqueness is
given by the irreducibly of the walk and Proposition 3.2). The random
walk is ergodic by Proposition 2.5.
To conclude, take any initial distribution ν on 0̂. Using successively
Lemma 3.3, that the `1-norm is submultiplicative, that probabilities
have `1-norm 1, and Equation (3.3) we obtain as desired:
‖P ∗n ∗ ν − pi‖TV = ‖P ∗n ∗ ν − pi ∗ ν‖TV
=
1
2
‖P ∗n ∗ ν − pi ∗ ν‖1
≤ 1
2
‖P ∗n − pi‖1 · ‖ν‖1
= ‖P ∗n − pi‖TV
= P ∗n(M \ 0̂) . 
Corollary 3.5. Let M = (Ω, T ) be an irreducible Markov chain with
random mapping representation M ×Ω→ Ω driven by a probability P .
Suppose, moreover, that M contains an element acting as a constant on
Ω (e.g., if the minimal ideal of M is aperiodic) and that P is adapted.
Then, the following hold.
(1) M is ergodic.
(2) Let µ be the stationary distribution for the random walk of M
on a minimal left ideal L driven by P and let pi be the stationary
distribution for M. Then
(3.4) pi(ω) =
∑
{x∈L|xω=ω}
µ(x) .
(3) Let I be the ideal of those elements of M acting as constant
maps on Ω. Then, for any probability distribution ν on Ω, we
have
(3.5) ‖T nν − pi‖TV ≤ P ∗n(M \ I) .
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Proof. The first item is part of Proposition 2.5. The idea for the second
item is thatM is a lumping of the random walk of M on L. The set I of
elements of M acting as a constant map is an ideal and hence contains
the minimal ideal (and consequently L). Let Ψ: L→ Ω be defined by
xΩ = {Ψ(x)} for x ∈ L. It is easily checked that Ψ(mx) = mΨ(x)
for all x ∈ L and m ∈ M . It follows that Ψ induces an `1(M)-module
homomorphism Ψ: RL→ RΩ. We claim that pi = Ψ(µ).
First note that Ψ(µ) is a probability distribution. Indeed, it is easy to
check that Ψ(µ)(ω) = µ(Ψ−1(ω)), which is the right hand side of (3.4).
Next we have that TΨ(µ) = PΨ(µ) = Ψ(Pµ) = Ψ(µ) and hence
pi = Ψ(µ). This establishes the second item.
To prove the third item, observe that the action of M on Ω induces
a homomorphism ϕ : M → TΩ. Let N = ϕ(M). Then N acts faithfully
on Ω and, in particular, the minimal ideal J ofN is a left zero semigroup
consisting of the constant maps on Ω (cf. Proposition 2.5). Let Q be the
probability on N defined by Q(n) = P (ϕ−1(n)); so Q(A) = P (ϕ−1(A))
for any A ⊆ N . As a surjective monoid homomorphism maps minimal
ideals onto minimal ideals, it follows that Q is adapted. Observe that
if Φ: `1(M) → `1(N) is the homomorphism induced by δm 7→ δϕ(m)
(i.e., (Φ(f))(n) =
∑
m∈ϕ−1(n) f(m)), then Q = Φ(P ). It is then easy
to see that M is the random walk of N on Ω driven by Q, which is
isomorphic to the random walk of N on J driven by Q. Theorem 3.4
then yields as desired that, for any probability ν on Ω,
‖T nν − pi‖TV ≤ Q∗n(N \ J) = P ∗n(ϕ−1(N \ J)) = P ∗n(M \ I) . 
The following lemma provides a technique for applying Corollary 3.5.
It is based on the same arguments as in [ASST13][Sections 2.4 and 5.3]
and [AKS14b][Section 6].
Lemma 3.6. Let M = (Ω, T ) be an irreducible Markov chain with
random mapping representation M × Ω → Ω driven by a probability
P . Let pi be the stationary distribution. Suppose that M contains
an element acting as a constant on Ω and that P is adapted. Let
f : M → N be a function, called a statistic, such that:
(1) f(mm′) ≤ f(m) for all m,m′ ∈M ;
(2) if f(m) > 0, then there exists m′ ∈ M with P (m′) > 0 and
f(mm′) < f(m);
(3) f(m) = 0 if and only if m acts as a constant on Ω.
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Then if p = min{P (m) | m ∈ M,P (m) > 0} and n = f(1), we have
that
‖T kν − pi‖TV ≤
n−1∑
i=0
(
k
i
)
pi(1− p)k−i ≤ exp
(
−(kp− (n− 1))
2
2kp
)
,
for any probability distribution ν on Ω, where the last inequality holds
as long as k ≥ (n− 1)/p.
Proof. Corollary 3.5 yields ‖T kν − pi‖TV ≤ P ∗k(M \ I) where I is the
ideal of elements of M acting as constant maps. Consider the right
random walk on M driven by P , that is, the Markov chain whose
state set is M and if we are in state m, then we choose a random
element m′ ∈ M distributed according to P and move to mm′. Then
P ∗k(M \ I) is the probability that if we start at 1, then on step k of
the right random walk on M we are not in I.
Let us call a step mi 7→ mi+1 in the right random walk on M suc-
cessful if either mi ∈ I or f(mi+1) < f(mi). Property 1 of f implies
that f(mi) = f(mi+1) if the step is not successful. By Property 3, if
m is the current state after k-steps of the walk, then the probability
f(m) > 0 is precisely P ∗k(M \ I). The probability that f(m) > 0 after
k steps of the right random walk on M is less than the probability of
having at most n− 1 successful steps in the first k steps.
Property 2 of f says that each step has probability at least p to be
successful. Therefore, the probability that f(m) > 0 after k steps of the
right random walk on M is bounded above by the probability of having
at most n− 1 successes in k Bernoulli trials with success probability p.
Using Chernoff’s inequality for the cumulative distribution function
of a binomial random variable we obtain that (see for example [DL01,
after Theorem 2.1])
||P k − pi||TV ≤
n−1∑
i=0
(
k
i
)
pi(1− p)k−i ≤ exp
(
−(kp− (n− 1))
2
2kp
)
,
where the last inequality holds as long as k ≥ (n− 1)/p. 
4. Generalities on R-trivial random walks
From now on we confine our attention to R-trivial monoids, which
form a class rich enough to contain many interesting examples, but
restrictive enough to provide a workable theory. In particular, this
theory subsumes the left regular band theory of Brown [Bro00a].
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4.1. The spectrum of the transition matrix. The spectra of ran-
dom walks on minimal left ideals of a fairly general class of monoids –
those with simple modules of dimension 1 – was computed in [Ste06,
Ste08]. We recap here for completeness the special case of R-trivial
monoids, where no group theoretic considerations intervene.
Suppose that M is a finite R-trivial monoid. Let
Υ(M) = {Mm | m ∈M}
be the poset of principal left ideals of M ordered by inclusion. Note
that M/L is partially ordered by ≤L and is isomorphic to Υ(M).
Let
Λ(M) = {Me | e ∈ E(M)}
be the subposet of idempotent-generated principal left ideals. It is well
known that Λ(M) is a lattice and that Me∧Mf = M(ef)ω. Moreover,
the mapping c : M → Λ(M) defined by c(m) = Mmω is a homomor-
phism (details can be found, for example, in [MS12a]). Sometimes c is
called the content map.
Define d : M → Λ(M) by d(m) = Me where e is any element of the
minimal ideal of the right stabilizer of m. One has that mt = m if and
only if c(t) ≥ d(m). Sometimes d is called the right descent map.
The mappings c, d descend to order preserving maps c, d : Υ(M)→
Λ(M) with
c(Mm) =
∨
{Me ∈ Λ(M) |Me ≤Mm}
d(Mm) =
∧
{Me ∈ Λ(M) |Mm ≤Me}
and so in particular c(Mm) ≤ Mm ≤ d(Mm) and c(Mm) = d(Mm)
if and only if Mm ∈ Λ(M). Thus one has c = d if and only if M is a
left regular band.
Remark 4.1. For the categorically minded, we observe that if e ∈ E,
then Me ≤ Mm if and only if Me ≤ c(Mm) and Mm ≤ Me if and
only if d(Mm) ≤ Me and therefore c, d are right and left adjoints,
respectively, of the inclusion of Λ(M) into Υ(M).
It is well known that, if M is R-trivial, then every simple RM -
module is one-dimensional, cf. [GMS09, AMSV09]. More precisely,
there is one irreducible character χX : M → R for each X ∈ Λ(M)
given by
χX(m) =
{
1, if Mm ≥ X (i.e., c(m) ≥ X),
0, else.
24 A. AYYER, A. SCHILLING, B. STEINBERG, AND N. M. THIE´RY
The following is a reformulation of a theorem of the third author
from [Ste06] to a slightly more general setting. It generalizes straight-
forwardly to any monoid whose regular J -classes are aperiodic semi-
groups. For representation theorists this theorem and its proof can be
summarized as follows: the multiplicities of the eigenvalues are given
by the multiplicities of the isomorphism types of simple modules in the
composition factors of RΩ; the later can be computed by character the-
ory, counting fixed points of appropriate elements of the monoid and
inverting the character table. This last step boils down to a Mo¨bius
inversion since the character table is given by the incidence matrix of
the poset Λ(M).
Theorem 4.2 (Steinberg [Ste06]). Let P be a probability on an R-
trivial monoid M and let M act on Ω. Let T be the transition matrix
for the random walk of M on Ω driven by P . Fix, for each X ∈ Λ(M),
an idempotent eX with X = MeX and let µ be the Mo¨bius function of
Λ(M). Then each X ∈ Λ(M) contributes an eigenvalue
(4.1) λX =
∑
Mm≥X
P (m) =
∑
c(m)≥X
P (m) ,
with (possibly null) multiplicity given by
mX =
∑
Y≤X
|eY Ω| · µ(Y,X) .
All eigenvalues of T are obtained this way.
Proof. In what follows we identify `1(M) with RM . Choose a compo-
sition series for the RM -module RΩ = Vn ⊇ Vn−1 ⊇ · · · ⊇ V0 = {0}.
Each simple RM -module Vj/Vj−1 is one-dimensional. As each Vj is an
invariant subspace for T (which acts on RΩ as P ), we see, by choosing
a basis adapted to this composition series, that T is similar to an upper
triangular matrix of the form
(4.2)

χ1(P ) ∗ · · · ∗
0 χ2(P )
. . .
...
...
. . . . . . ∗
0 · · · 0 χ|Ω|(P )
 ,
where the χi are characters of M . Therefore, the eigenvalues are given
by the χi(P ). If χi is the character χX corresponding to X ∈ Λ(M),
then
χi(P ) =
∑
m∈M
P (m)χX(m) =
∑
Mm≥X
P (m) = λX .
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To compute the multiplicity of λX , observe that the character θ of the
module RΩ counts the number of fixed points, that is, for m ∈M ,
θ(m) = |{ω ∈ Ω | mω = ω}| .
In particular, θ(eX) = |eXΩ|. On the other hand, θ(eX) =
∑n
i=1 χi(eX),
and using that
χY (eX) =
{
1, if Y ≤ X,
0, else,
we get
|eXΩ| = θ(eX) =
∑
Y≤X
mY .
Mo¨bius inversion then yields the desired multiplicity:
mX =
∑
Y≤X
|eY Ω| · µ(Y,X) . 
4.2. A sufficient condition for diagonalizability. Let P be a prob-
ability on an R-trivial monoid M . We give a sufficient condition for
diagonalizability of P as an operator on `1(M). This implies the di-
agonalizablity of the transition matrix T of any random walk of M on
a set Ω driven by P . This is because the subalgebra R[P ] of `1(M)
generated by P will be split semisimple and thus its quotient algebra
R[T ] will also be split semisimple, which is the same thing as saying
that T is diagonalizable.
This generalizes Brown’s diagonalizability result [Bro00a] for left reg-
ular band walks. In what follows we write m for δm and omit the ∗ for
convolution (i.e., we identify `1(M) with RM).
Theorem 4.3. Let P be a probability on an R-trivial monoid M and
let N be the submonoid generated by the support of P . Recall from
Theorem 4.2 that the eigenvalues of P are of the form
λX =
∑
c(m)≥X
P (m) ,
where X ∈ Λ(M).
Assume that λd(m) 6= λd(m′) whenever m ∈ M , m′ ∈ mN and m′ 6=
m. Then, P (m) is diagonalizable as an operator on the left of `1(M)
and hence the transition matrix of any random walk of M on a finite
set Ω driven by P is diagonalizable.
Before proving the theorem, we recover Brown’s theorem on diago-
nalizability of left regular band walks [Bro00b].
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Corollary 4.4. A random walk of a left regular band M on a set Ω
has a diagonalizable transition matrix.
Proof. We verify the criterion in Theorem 4.3 applies. Take m ∈ M
and m′ = mn ∈ mN such that m′ 6= m. Then, c(n) ≥ c(m′) = d(m′)
and c(n)  d(m) = c(m). On the other hand d(m′) = c(m′) ≤ c(m) =
d(m). Thus λd(m′) ≥ λd(m) + P (n) > λd(m). 
Proof of Theorem 4.3. We will prove that the minimal polynomial q of
P is square-free. Note that q coincides with the minimal polynomial of
P acting on the left and on the right: indeed, q(P ) = 0 if and only if
0 = q(P )1 = 1q(P ). We consider here the action of P on the right of
`1(M) to exploit the R-triviality of M , i.e., that ≤R is a partial order.
Define a partial order  on M by m′  m if m′ ∈ mN . Note that
m′  m implies m′ ≤R m and so  is indeed a partial order. We write
m′ ≺ m if m′  m and m′ 6= m.
Lemma 4.5. Let m ∈M . Then,
m(P − λd(m)) =
∑
c(t)d(m)
P (t)mt ,
with all the non-zero terms of the summand on the right hand side
satisfying mt ≺ m.
Proof. Recall that c(t) ≥ d(m) if and only if mt = m, and otherwise
mt <R m by R-triviality. Therefore,
mP =
∑
c(t)≥d(m)
P (t)m+
∑
c(t)d(m)
P (t)mt
= λd(m)m+
∑
c(t)d(m)
P (t)mt . 
Since P (t) > 0 implies t ∈ N , the lemma follows.
For m ∈ M , let σ(m) = {λd(mn) | n ∈ N} and consider the square-
free polyomials
qm(x) =
∏
λ∈σ(m)
(x− λ) and Qm(x) = qm(x)
x− λd(m) .
By our hypothesis on P , qm′(x) divides Qm(x) whenever m
′ ≺ m be-
cause σ(m′) ⊆ σ(m) \ {λd(m)}.
Lemma 4.6. If m ∈M , then m · qm(P ) = 0.
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Proof. The proof is by induction on the order . Suppose first that m
is -minimal. Then, m = mn for all n ∈ N , i.e., c(n) ≥ d(m) for all
n ∈ N . Hence, σ(m) = {λd(m)}, and Lemma 4.5 immediately yields
m · qm(P ) = m(P − λd(m)) = 0.
In general, assume that the lemma holds for allm′ ∈M withm′ ≺ m.
Since qm′(P ) divides Qm(P ), this implies m
′Qm(P ) = 0. Therefore,
using Lemma 4.5,
m · qm(P ) = m · (P − λd(m)) ·Qm(P )
=
∑
c(t)d(m)
P (t)mt ·Qm(P ) = 0
(since c(t)  d(m) and P (t) > 0 implies mt ≺ m). 
The theorem follows by taking m = 1: since 1 · q1(P ) = 0, the
minimal polynomial q of P divides q1 and is therefore square-free. 
Note that the above proof does not use that P is a probability. In
fact, independently of the ground field, Theorem 4.3 applies to any
element of the algebra of an R-trivial monoid.
Let us define a probability P on M to be generic if, for all X 6= Y ∈
Λ(M), we have that
λX =
∑
Mm≥X
P (m) 6=
∑
Mm≥Y
P (m) = λY .
Note that generic probabilities are those probabilities that do no lie on
a certain finite set of hyperplanes and hence are generic in all reasonable
senses of the word.
Corollary 4.7. Suppose that M is an R-trivial monoid such that
m >R m
′ implies that d(m) 6= d(m′). Then every generic probabil-
ity P is diagonalizable as an operator on `1(M) and consequently, the
transition matrix of any random walk of M on a set driven by a generic
probability is diagonalizable.
Proof. The result is immediate from Theorem 4.3 since for a generic
probability we have d(m) 6= d(m′) implies λd(m) 6= λd(m′). 
4.3. A formula for the stationary distribution for R-trivial
monoids. We continue to assume that M is an R-trivial monoid with
minimal ideal 0̂ and let P be an adapted probability on M . Our goal is
to give an explicit formula for the stationary distribution of the random
walk on 0̂ driven by P . We continue to use the notation (4.1).
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Let T be the transition matrix for the right random walk on M
driven by P . So T is a row stochastic M ×M -matrix with
T (m, t) =
∑
mx=t
P (x) .
Note that T (m,m) = λd(m) and that
(4.3) T n(1,m) = P ∗n(m) .
Also observe that T belongs to the incidence algebra of (M,≥R)
(recall that the incidence algebra of a finite poset P is the algebra of
all upper triangular P ×P-matrices over R; that is, all A : P ×P → R
such that A(p, q) = 0 if p  q). In particular, T is an upper triangular
matrix if we order M along a linear extension of ≥R .
We recall that if P is a finite poset, then the order complex of P is
the simplicial complex whose vertex set is P and whose q-simplices are
strictly decreasing chains σ = σ0 > σ1 > · · · > σq of elements of P .
Let ∆(M) be the order complex of (M,≤R). Let St(1) be the star of
1; it consists of all simplices σ containing 1 as a vertex. If m ∈ M , let
N(m) be the set of all simplices in St(1) with minimal vertex m, i.e.,
it consists of all strictly decreasing chains 1 = σ0 >R · · · >R σq = m.
A simplex σ ∈ St(1) will always be written σ = (σ0, σ1, . . . , σq) where
q = dimσ, σ0 = 1 and σi >R σi+1. Let us put
P (σ) =
q∏
i=1
T (σi−1, σi) .
Notice that P (σ) will be 0 unless there is a product of elements in the
support of P which visits precisely the R-classes of σ.
The complete homogeneous symmetric polynomial of degree j in vari-
ables x1, . . . , xn is denoted hj(x1, . . . , xn); it is the sum of all monomials
of degree j.
Proposition 4.8. Let m ∈M . Then,
P ∗n(m) =
∑
σ∈N(m)
dimσ≤n
P (σ)hn−dimσ(λd(σ0), . . . , λd(σdimσ)).
Proof. We have that P ∗n(m) = T n(1,m). As T n(1,m) is in the inci-
dence algebra of (M,≥R), it follows (using T (m,m) = λd(m)) that
(4.4) P ∗n(m) =
∑∑
λr0d(σ0)T (σ0, σ1)λ
r1
d(σ1)
· · ·T (σq−1, σq)λrqd(σq)
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where the sum runs over all σ = (σ0, σ1, . . . , σq) ∈ N(m) with q ≤ n
and r0 + · · ·+ rq = n− q. As desired, this gives:∑
σ∈N(m)
dimσ≤n
P (σ)hn−dimσ(λd(σ0), λd(σ1), . . . , λd(σdimσ)) . 
If m ∈ 0̂, then c(m) = d(m) = 0̂ and λd(m) = 1. Thus we have the
following specialization of Proposition 4.8 for m ∈ 0̂.
Corollary 4.9. Let m ∈ 0̂. Then
P ∗n(m) =
∑
σ∈N(m)
dimσ≤n
P (σ) ·
∑
r≤n−dimσ
hr(λd(σ0), . . . , λd(σdimσ−1)).
We now can compute a formula for the stationary distribution.
Theorem 4.10. Let P be an adapted probability on a finite R-trivial
monoid M with minimal ideal 0̂. Then the stationary distribution pi of
the random walk on 0̂ driven by P is given by
pi(m) =
∑
σ∈N(m)
dimσ∏
i=1
T (σi−1, σi)
1− λd(σi−1)
=
∑
σ∈N(m)
dimσ∏
i=1
∑
σi−1x=σi
P (x)
1−
∑
c(x)≥d(σi−1)
P (x)
,
where N(m) consists of all chains 1 = σ0 >R σ1 >R · · · >R σq = m.
Proof. By Theorem 3.4 we know that pi(m) = limn→∞ P ∗n(m). By
Corollary 4.9
lim
n→∞
P ∗n(m) =
∑
σ∈N(m)
P (σ) ·
∞∑
r=0
hr(λd(σ0), . . . , λd(σdimσ−1))
=
∑
σ∈N(m)
P (σ) ·
dimσ−1∏
i=0
∞∑
j=0
λjd(σi)
=
∑
σ∈N(m)
P (σ) ·
dimσ−1∏
i=0
1
1− λd(σi)
=
∑
σ∈N(m)
dimσ∏
i=1
T (σi−1, σi)
1− λd(σi−1)
. 
Remark 4.11. The stationary distribution pi admits the following prob-
abilistic interpretation. It is the probability of obtaining m via the
following process. You start at the identity and continue the process
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until you arrive at the minimal ideal 0̂ at which point you stop. If you
are at t ∈ M , then you remove from the support of P all elements in
the right stabilizer of t and then renormalize to obtain a probability
Qt. Select an element x of S according to Qt and move to tx.
Equivalently, this is the usual right random walk on the monoid,
except one rejects each step that does not go strictly down in the R-
order.
4.4. Reduced words and product formulas. Let P be an adapted
probability on an R-trivial monoid M with minimal left ideal 0̂ and
denote by X the support of P . We write [w]M for the image in M of a
word w in the free monoid X∗. If w = w1 · · ·wn is in X∗, let σ(w) be
the simplex of ∆(M) given by the set
σ(w) = {1, [w1]M , [w1w2]M , . . . , [w1 · · ·wn]M} .
Note that the elements [w1 · · ·wi]M with i = 0, . . . , n need not be dis-
tinct; if they are we call the word w reduced. Define the reduction
ρ(w) of w to be the word obtained by removing those letters wi with
[w1 · · ·wi]M = [w1 · · ·wi−1]M . It is easy to see that [ρ(w)]M = [w]M and
σ(w) = σ(ρ(w)). For m ∈M , denote by Red(m) the set of all reduced
words w ∈ X∗ with [w]M = m. The reduced words are precisely the ele-
ments of the Karnofsky–Rhodes expansion of M with respect to the set
X [Els99]; they were used by Brown in his proof of the diagonalizability
of left regular band walks [Bro00a].
It is immediate from the definition that if σ is a simplex of ∆(M)
and R(σ) is the set of reduced words w with σ(w) = σ, then
P (σ) =
∑
w∈R(σ)
P (w1) · · ·P (w|w|) .
In light of this, Theorem 4.10 admits the following reformulation.
Theorem 4.12. Let P be an adapted probability on a finite R-trivial
monoid M with minimal ideal 0̂. Then, the stationary distribution pi
of the random walk on 0̂ driven by P is given by
pi(m) =
∑
w∈Red(m)
|w|∏
i=1
P (wi)
1− λd([w1···wi−1]M )
=
∑
w∈Red(m)
|w|∏
i=1
P (wi)
1−
∑
c(x)≥d([w1···wi−1]M )
P (x)
.
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Theorem 4.12 reduces to a product formula in the special case that
each element of the monoid admits a unique reduced representative.
In fact, much of the random walk theory becomes particularly simple
in this case. So let M be an R-trivial monoid with generating set X.
We say that M is Karnofsky–Rhodes with respect to X if each element
of M can be represented by a unique reduced word over X. This is
equivalent to saying that the right Cayley digraph of M with respect to
X becomes a directed rooted tree after removal of loop edges. Free left
regular bands are examples, and we shall encounter others in this paper.
Abusing notation slightly, we write Red(m) for the unique reduced word
representing the element m. Notice that if M is Karnofsky-Rhodes with
respect to X, then m ≤R n if and only if Red(n) is a prefix of Red(m);
in particular, if e ∈ E(M), then em = m if and only if Red(e) is a prefix
of Red(m). The following corollary is immediate from this discussion
and Theorem 4.12.
Corollary 4.13. Let M be a finiteR-trivial monoid which is Karnofsky–
Rhodes with respect to a generating set X. Let P be a probability on
M with support X. Denote by 0̂ the minimal ideal of M . Let pi be
the stationary distribution of the random walk on 0̂ driven by P . For
an idempotent e, let re be the number of elements of 0̂ whose reduced
expression has Red(e) as a prefix.
(1) If e ∈ E(M), then the multiplicity of the eigenvalue of the tran-
sition matrix corresponding to Me is∑
Mf≤Me
rfµ(Mf,Me)
where µ is the Mo¨bius function of Λ(M).
(2) If m ∈ 0̂ with Red(m) = w1 · · ·wn, then
pi(m) =
n∏
i=1
P (wi)
1− λd([w1···wi−1]M )
=
n∏
i=1
P (wi)
1−
∑
c(x)≥d([w1···wi−1]M )
P (x)
.
It is not hard to see how to recover the stationary distribution for the
Tsetlin library from this corollary. If w = w1 · · ·wn is a repetition-free
word over an n-letter alphabet and we use the free LRB as the monoid
M , then w itself is its only reduced representative.
Remark 4.14. One more generally obtains a product formula as long as
σ(w) is constant along the reduced words w of each given element m.
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4.5. Rates of convergence for R-trivial monoids. We continue
to assume that P is an adapted probability on an R-trivial monoid M
with minimal left ideal 0̂. In this section we give a crude upper bound
on the rate of convergence to stationarity of the random walk on 0̂. Let
ν be a probability on 0̂. Then, by Theorem 3.4, we know that
‖P ∗nν − pi‖TV ≤ P ∗n(M \ 0̂) .
We proceed by bounding the right hand side.
For L an L -class, let
M≥LL = {m ∈M | m ≥L L} .
Clearly
P ∗n(M≥LL) =
∑
L′≥LL
P ∗n(L′) ,
and so by Mo¨bius inversion we have
(4.5) P ∗n(L) =
∑
L′≥LL
P ∗n(M≥LL′) · µ(L,L′) .
where µ denotes the Mo¨bius function for the induced order on M/L ,
then
Note that, if L′ ∈ Λ(M), then P ∗n(M≥LL′) = λnL′ . One then has the
following result in the left regular band case.
Corollary 4.15. Suppose that M is a left regular band and P is an
adapted probability. Then,
P ∗n(M \ 0̂) = −
∑
X>0̂
λnX · µ(0̂, X).
In particular, if ν is a probability on 0̂, then
‖P ∗nν − pi‖TV ≤ −
∑
X>0̂
λnX · µ(0̂, X)
where pi is the stationary distribution.
Proof. By (4.5) and using that λ0̂ = 1 = µ(0̂, 0̂) and P
∗n(M≥LL′) =
λnL′ , we have that
P (M \ 0̂) = 1− P (0̂) = 1−
∑
X≥0̂
λnX · µ(0̂, X) = −
∑
X>0̂
λnX · µ(0̂, X).

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Note that this bound immediately implies that of Brown and Dia-
conis [Bro00a,BD98] for left regular band walks, as well as the bound
in [BHR99] for hyperplane walks.
When L does not consist of idempotents, computing P ∗n(M≥LL)
seems to be challenging.
4.6. Absorption times and mixing times. If P is an adapted prob-
ability on an R-trivial monoid M , then the right random walk on M
driven by P is absorbing with absorbing states the elements of the min-
imal ideal 0̂. Let τ be the random variable which is the time that the
random walk is absorbed into the minimal ideal. Theorem 3.4 essen-
tially shows that τ is a strong stationary time [LPW09] for the random
walk on 0̂ driven by P (or more generally, by Corollary 3.5, for any
ergodic random walk of M on some set). More precisely, if M acts
transitively on Ω, P is an adapted measure, ν is an initial probability
on Ω, and pi is the stationary distribution, Corollary 3.5 implies
(4.6) ‖P ∗nν − pi‖TV = P ∗n(M \ 0̂) = Pr{τ > n} = Pr{τ ≥ n+ 1} .
As a consequence of our computations for left regular bands, we
obtain the following.
Theorem 4.16. Let M be a left regular band and P an adapted proba-
bility on M . Let τ be the absorption time of the right random walk on
M driven by P , and let µ be the Mo¨bius function of Λ(M). Then
E[τ ] = −
∑
X>0̂
1
1− λX · µ(0̂, X) ,
where λX =
∑
c(m)≥X P (m).
Proof. Apply Corollary 4.15 using the standard fact about non-negative
integer valued random variables (see [LPW09]) that the expected value
of τ is given by
(4.7) E[τ ] =
∞∑
n=0
Pr{τ > n} =
∞∑
n=0
P ∗n(M \ 0̂) .
As an example, we obtain the usual formula for the expected wait-
ing time for the coupon collector problem, as well as the non-uniform
version considered in [FGT92].
Example 4.17 (Coupon collector). Suppose we wish to collect k different
types of coupons. With probability pi we draw coupon i. What is the
expected number of draws to collect all k coupons? Let τ be the number
of draws to collect all k coupons. Then τ is the absorption time for
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the random walk on the join semilattice P ({1, . . . , k}) driven by the
adapted probability P (i) = pi. For I ⊆ {1, . . . , k}, let
λI =
∑
i∈I
pi.
Then by Theorem 4.16 we retrieve the result of [FGT92]:
E(τ) =
∑
I({1,...,k}
(−1)k−|I|−1 · 1
1− λI .
In particular, if pi = 1/k for all i, this reduces to
E[τ ] = k
k−1∑
j=0
(−1)k−j−1
(
k
j
)
1
k − j = k
k∑
q=1
(−1)q−1 1
q
(
k
q
)
= k
[
k∑
i=1
1
i
]
,
which is the standard computation for the coupon collector expectation.
One easily obtains from this bound that
E[τ ] ≤ k log k + γk + 1/2 + o(1) ,
where γ is the Euler-Mascheroni constant.
As a consequence of Theorems 3.4 and 4.16, we obtain the following
bound on the rate of convergence to stationarity for a random walk on
an R-trivial monoid.
Corollary 4.18. Let P be an adapted probability on anR-trivial monoid
M . Let τ be the absorption time of the right random walk on M , let ν
be an initial distribution on 0̂ and pi the stationary distribution. Then,
‖P ∗nν − pi‖TV ≤ 1
n+ 1
E[τ ].
In particular, if M is a left regular band, then
‖P ∗nν − pi‖TV ≤ − 1
n+ 1
∑
X>0̂
1
1− λX · µ(0̂, X).
Proof. Recall Markov’s inequality [LPW09] for a non-negative discrete
random variable τ :
Pr{τ ≥ a} ≤ 1
a
E[τ ] .
Using Theorem 3.4 we then have
‖P ∗nν − pi‖TV = P ∗n(M \ 0̂) = Pr{τ ≥ n+ 1} ≤ 1
n+ 1
E[τ ] .
Theorem 4.16 gives the second statement. 
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Example 4.19 (Tsetlin library). Consider the Tsetlin library with k
books as a random walk on the free left regular band on {1, . . . , k}.
We recall that the free left regular band on a set A consists of all
repetition-free words over A. The product is concatenation followed by
removing repetitions as you scan from left to right. A word belongs
to the minimal ideal precisely when it contains all letters. Thus τ is
the coupon collector random variable for k coupons. So if pi is the
probability of selecting book i, then
‖P ∗nν − pi‖TV ≤ 1
n+ 1
∑
I({1,...,k}
(−1)k−|I|−1 · 1
1− λI .
In particular, if the weights are uniform, we recover the usual order
k log k mixing time for the top-to-random shuffle.
Example 4.20 (Promotion on a union of chains). As our next exam-
ple, let j1, . . . , jk ≥ 1 and let M be the quotient of the free monoid
on x1, . . . , xk by the relations which state that if w is a word with ji
occurrences of xi, then wxi = w. It is easy to see that M is a finite R-
trivial monoid. The minimal ideal consists of those words with exactly
ji occurrences of xi for each 1 ≤ i ≤ k.
If we consider a probability P supported on x1, . . . , xk with P (xi) =
pi, then the random walk on 0̂ driven by P admits the following de-
scription as a generalization of the Tsetlin library. On a shelf one has
books x1, . . . , xk with ji copies of book xi. One chooses a book xi with
probability pi and moves the last copy of this book to the front. This
is a special case of the promotion random walk on a union of chains
considered in [AKS14a].
Note that the absorption time τ is the following well-studied variant
of the coupon collecting problem, see [May08]. As before, one has k
types of coupons with different probabilities of being chosen, but now
one wants to collect ji copies of coupon i. The expected value was
given in [May08]. The result is
(4.8) E[τ ] =
∑
∅6=I⊂{1,...,k}
(−1)|I|+1
∑
(ri)∈
∏
i∈I{0,1,...,ji−1}
∑
i∈I ri ·
∏
i∈I p
ri
i(∑
i∈I pi
)1+∑i∈I ri .
It is not clear how useful this formula is for direct computation. How-
ever, the case of uniform weights and an equal number of copies of
each book was studied earlier by Newmann and Shepp [NS60]. A more
precise result was obtained by Erdo¨s and Re´nyi [ER61]. If j1 = · · · =
jk = j, then
E[τ ] = k log k + (j − 1)k log log k + k(γ − log(j − 1)!) + o(k) .
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Treating j as a constant, this gives a mixing time of order k log k+(j−
1)k log log k for this generalized Tsetlin library with equal multiplicities
and uniform weights.
Our final result of the subsection gives a formula for the expected
value of the absorption time for an arbitrary R-trivial monoid. How-
ever, this formula might be too cumbersome from a computational view
point.
Theorem 4.21. Let M be an R-trivial monoid and P an adapted
probability on M . Let τ be the absorption time of the right random
walk on M driven by P . Then, retaining earlier notation,
E[τ ] =
∑
σ∈St(1)∩∆(M\0̂)
P (σ)∏dimσ
i=0 (1− λd(σi))
.
Proof. This is immediate from Proposition 4.8 and (4.7). 
As a consequence, we obtain the following bound on the mixing time
for random walks on R-trivial monoids.
Corollary 4.22. Let P be an adapted probability on anR-trivial monoid
M . Let ν be a distribution on the minimal ideal 0̂ of M . Let pi be the
stationary distribution. Then
‖P ∗nν − pi‖TV ≤ 1
n+ 1
∑
σ∈St(1)∩∆(M\0̂)
P (σ)∏dimσ
i=0 (1− λd(σi))
.
5. The free tree monoid
Let X be a finite alphabet endowed with a total order <. The free
tree monoid on X is the monoid FT(X) generated by X subject to the
relations x2 = x for x ∈ X, as well as yxy = yx whenever x < y ∈
X. We shall sometimes call quotients of FT(X) (together with their
distinguished ordered generating sets) tree monoids in this context.
Note that if M is a tree monoid with respect to an ordered generating
set X and Y ⊆ X is considered with the induced order, then 〈Y 〉 is a
tree monoid with respect to the generating set Y .
In this section we show that FT(X) is R-trivial (Corollary 5.2), its
combinatorics is governed by trees (Proposition 5.5), and that the lat-
tice Λ(FT(X)) is the Boolean lattice (Proposition 5.11). In Section 5.2,
we present a slight generalization, which does not require the generators
to be idempotent, but still yields an R-trivial monoid.
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5.1. Properties of the free tree monoid. The defining relations of
FT(X) can be made into a length-reducing rewriting system in the ob-
vious way; this rewriting system is not necessarily confluent, meaning
that terms which can be rewritten in more than one way eventually
yield the same result. But it turns out that the Knuth–Bendix comple-
tion terminates and the resulting system admits a nice combinatorial
description.
Formally speaking, a rewriting system R over an alphabet X consists
of a collection of rules `→ r with `, r words over X. It is called length-
reducing if |`| > |r| for each rule ` → r. If u, v ∈ X∗, then the
one-step rewriting relation u⇒R v holds if there is a rule `→ r and a
factorization u = w`z with v = wrz. One writes ⇒∗R for the reflexive-
transitive closure of ⇒R. The rewriting system R is confluent if v ∗R⇐
u ⇒∗R w implies that there is a word z such that v ⇒∗R z ∗R⇐w. If the
system is length-reducing, it is enough to check that v R⇐ u ⇒R w
implies there is a word z such that v ⇒∗R z ∗R⇐ w. In fact, it is enough
to check the case that the left hand sides of the two rules applied to
obtain v and w from u overlap.
A word w is said to be reduced with respect to R (or irreducible) if
it contains no factor which is the left hand side of a rule, i.e., it cannot
be rewritten. For a confluent, length-reducing rewriting system, each
word can be rewritten to a unique reduced word and each reduced word
represents a distinct element of the monoid with generating set X and
defining relations obtained by turning the rewriting rules ` → r into
formal equalities ` = r. The Knuth–Bendix completion process is a way
to take an arbitrary rewriting system and complete it to a confluent
one defining the same quotient monoid of the free monoid X∗ (if the
process terminates). See [BO93] for details.
The following proposition gives an inductive construction of the Knuth–
Bendix completion of the rewriting system defining FT(X).
Proposition 5.1. The Knuth–Bendix completion of the rewriting sys-
tem x2 → x and yxy → yx whenever x < y over X is given by the
rewriting rules:
yuy → yu for y ∈ X and u a reduced word (possibly empty)
in FT({x ∈ X | x < y}).
See Corollary 5.3 for an explicit description of the reduced words and
Remark 5.6 for their number.
Proof. Let R be the rewriting system consisting of the rules x2 → x
and yxy → yx with x < y, for x, y ∈ X and let R′ be the rewriting
system in the statement of the proposition. Note that R ⊆ R′ because
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the empty word and alphabet symbols are reduced with respect to R′.
We next show that the left and right hand sides of each rule of R′
are equal in the monoid defined by the rewriting system R. Indeed,
if u = u1 · · ·um is a word with each ui < y, then a simple induc-
tion argument shows that yu1yu2 · · · yum ⇒∗R yu1 · · ·um = yu. Thus
yuy ∗R⇐ yu1yu2 · · · yumy ⇒R yu1yu2 · · · yum ⇒∗R yu and so yuy and yu
represent the same element of the monoid defined by R.
Let us take for y the largest letter in X. Since the rewriting rules
in R and R′ do not change the letters that appear in a word, we may
assume that the Knuth–Bendix completion for the alphabet X \ {y} is
as given in the proposition, i.e., that R′ is confluent on X \ {y}. (Note
that the base cases of |X| ≤ 1 are trivial.) We now apply a single step
of the Knuth–Bendix completion after adding the relations involving
y. The only left hand sides that may overlap are of the form:
• yuy with yvy with u and v reduced words in FT(X\{y}) (possi-
bly empty). Suppose that uv ⇒∗R′ r with r reduced over X\{y}.
Then we have
yry ∗R′⇐ yuvy R′⇐ yuyvy ⇒R′ yuyv ⇒R′ yuv ⇒∗R′ yr .
Since the rule yry → yr belongs to the rewriting system R′ over
X, we have established confluence of R′. 
We remark that the empty word is reduced for any totally ordered
alphabet and so, in particular, y2 → y is a rewriting rule for any y ∈ X.
Note that, since the rewriting rules in the Knuth–Bendix comple-
tion are strictly length-reducing, the two notions of a reduced word
representing an element f are equivalent (i.e., words of minimal length
representing f are precisely those that cannot be rewritten). In par-
ticular, each element f ∈ FT(X) is represented by a unique reduced
word.
Given the form of the rewriting rules (all of the form uy → u), we
obtain immediately the following description of the right Cayley graph.
Corollary 5.2. The right Cayley graph of FT(X) is the prefix tree on
the reduced words of its elements, with a loop u
i→ u whenever ui is
not a reduced word (see Figure 1). In particular, FT(X) is R-trivial
and is Karnofsky–Rhodes with respect to X.
Another immediate consequence is the following description of the
set of reduced words.
Corollary 5.3. A word u is a reduced representative of an element of
FT(X) if and only if u does not contain the largest letter y of X and is
reduced in FT(X \ {y}), or u has exactly one occurrence of y and the
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Figure 1. The right Cayley graph of the free tree
monoid FT({x < y}).
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Figure 2. The left Cayley graph of the free tree monoid
FT({x < y}).
factorization u = vyw according to y gives recursively words v, w that
are reduced with respect to FT(X \ {y}).
Corollary 5.3 yields a recursive map φX from reduced words of ele-
ments of FT(X) to trees. Namely, let Tn be the set of ordered unla-
belled trees having nodes of out-degree 0,1,2 and such that all leaves
are at level 0 while the root is at level n. They are counted by the
sequence a(0) = 1 and a(n) = a(n − 1)2 + a(n − 1) whose first terms
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are
1, 2, 6, 42, 1806, 3263442, 10650056950806
(see #A007018 of [FI12]).
Take now u a reduced word. If X (and therefore u) is empty, let
φX(u) be the tree in T0 consisting of a single leaf. Otherwise, let x be
the largest letter of X. If x appears in u, write u = vxw, where v and
w belong to X \ {x} and define φX(u) as the tree, where the root has
two subtrees φX\{x}(v) and φX\{x}(w) in this order. Otherwise, define
φX(u) as the tree whose root has φX\{x}(u) as single subtree.
Example 5.4. Let X = {x1, x2, x3, x4}. Then,
φX(x3x2x4x1x2) =
0
1
2
3
4
x3
x2
x4
x1
x2
•
•
•
•
•
•
•
•
•
• •
•
,
where, for ease of reading, we drew as additional information the gen-
erator corresponding to each inner node of out-degree 2.
Note that the number of leaves of the tree is given by the length of
the word plus one.
Proposition 5.5. The map φX is a bijection between the elements of
the free tree monoid FT(X) and the trees in T|X|.
Remark 5.6. The number of rules in the Knuth–Bendix completion for
FT(X) is given by |X|+ a(1) + · · ·+ a(|X| − 1).
Remark 5.7. Let e be an idempotent of FT(X). Then e fixes u on the
left, that is, eu = u, if and only if the reduced word of e is a prefix of
that of u (this is an immediate consequence of the right Cayley graph
being the prefix tree on reduced words, see Corollary 5.2).
Remark 5.8. If Y ⊆ X, then the submonoid of FT(X) generated by
Y is clearly FT(Y ) with the induced ordering because the right hand
side of each rule in Proposition 5.1 has the same set of letters as the
left hand side.
Proposition 5.9. Take X = {x1 < · · · < xn} and t = φX(u), where
u is an element of FT(X). Then, i is a right descent for u (that is,
uxi = u) if and only if the i
th inner node on the branch from the
rightmost leaf to the root has out-degree 2.
Furthermore, i is a left descent for u if and only if the unique reduced
word for u starts with i or, equivalently, the leftmost node of out-degree
2 in t is of height i.
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Proof. Looking at the completed rewriting system, we see that uxi = u
if and only if u admits a suffix of the form xiv with v in FT({x1 <
· · · < xi−1}). From the recursive definition of φX , this is equivalent to
the desired condition on t.
For left descents this is an immediate consequence of Remark 5.7. 
For example, x3x2x4x1x2 has 2 and 4 as right descents (see Exam-
ple 5.4).
For u ∈ FT({x1 < · · · < xn}), denote by DL(u) and DR(u) the set
of left and right descents of u, respectively. For example,
DR(x3x2x4x1x2) = {2, 4} and DL(x3x2x4x1x2) = {3}.
For I ⊆ {1, . . . , n}, define the right descent class indexed by I as
FT(X)I = {u ∈ FT(X) | DR(u) = I} .
Proposition 5.10. The size of the right descent class FT(X)I is given
by
∏
i∈I a(i − 1). In particular, the minimal ideal of FT(X) is of car-
dinality a(1) · · · a(n− 1).
Proof. Any tree in FT(X)I can be constructed in a unique way by
starting with a straight branch of length n and, for each i ∈ I, grafting
some subtree in Ti−1 on the left of the ith inner node of the branch.
The tree in Example 5.4 is obtained by grafting φ{x1}(x1) ∈ T1 on the
second inner node and φ{x1<x2<x3}(x3x2) ∈ T3 on the fourth.
Formally, we prove this by induction on |I|. If I = ∅, then FT(X)I
consists of just the empty word. Else, let j ∈ I be maximal and let
I ′ = I \{j}. From the proof of Proposition 5.9, we see that DR(w) = I
if and only if the reduced form of w is uxjv where u, v are reduced
words in the alphabet {x | x < xj} and DR(v) = I ′. Thus there are
a(j − 1) ·∏i∈I′ a(i− 1) elements in the descent class of I by induction.
The final statement, follows because the minimal ideal is the descent
class FT(X)X . 
Proposition 5.11. The lattice Λ(FT(X)) is isomorphic to the power
set P (X) ordered by reverse inclusion (and so the monoid operation
is union). More precisely, the isomorphism sends the principal ideal
FT(X)e generated by an idempotent e to the set of letters appear-
ing in the reduced word representing e. Consequently, each subset
I = {i1 < · · · < i`} ⊆ {1, . . . , n} of X contributes one element
to Λ(FT(X)), namely the principal ideal generated by the idempotent
eI = xi` · · ·xi1. This corresponding L -class is the minimal ideal of
FT(I) (viewed as a submonoid of FT(X) via Remark 5.8) and is of
cardinality a(1) · · · a(|I| − 1).
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Proof. Since the singletons {x} with x ∈ X generate P (X) and satisfy
the relations of FT(X), we have a surjective homomorphism f : FT(X)→
P (X) sending x to {x}. It is well known (cf. [MS12a]) that any homo-
morphism from an R-trivial monoid to a semilattice factors through c,
so we have that f induces a surjective homomorphism f ′ : Λ(FT(X))→
P (X). Since c(X) generates Λ(FT(X)) and P (X) is a free semilattice
with identity on X, we conclude that f ′ is an isomorphism. The re-
maining statements follow easily. For example, Proposition 5.10 gives
the cardinality of the L -class associated to I. Also eI is idempotent by
a simple induction argument of |I| because if I ′ = I \ {i`}, eI = x`eI′
and hence eIeI = x`eI′x`eI′ = x`eI′eI′ = x`eI′ where the penultimate
equality uses that the alphabet of eI′ consists of symbols smaller than
x` and the last equality uses induction. 
Note that under the isomorphism of Λ(FT(X)) and P (X) we have
that d(u) = DR(u) for u ∈ FT(X).
Our next result shows that FT(X) satisfies the conditions of Corol-
lary 4.7. Thus random walks of FT(X) on finite sets have diagonaliz-
able transition matrices when driven by generic probabilities. Several
such models will be considered in the subsequent sections.
Proposition 5.12. Suppose that u >R v in FT(X). Then d(u) 6= d(v).
Consequently, the transition matrix of any random walk of FT(X) on
a finite set driven by a probability P is diagonalizable as long as the
partial sums
∑
x∈I P (x) are distinct for distinct subsets of X.
Proof. We prove the equivalent assertion that DR(u) 6= DR(v). Let
X = {x1, . . . , xn} with x1 < x2 < · · · < xn. We can identify subsets of
X with bit strings of length n by setting, for I ⊆ X, wI = w1 · · ·wn
where wi = 1 if i ∈ I and wi = 0, otherwise. We order bit strings
by reverse lexicographical order (that is, by least significant bit). We
claim that if u >R v, then wDR(u) < wDR(v). Since ≥R is the prefix
ordering, it suffices by induction to prove the assertion when v = uxi
with xi ∈ X. The fact that u 6= v implies xi /∈ DR(u); on the other
hand xi ∈ DR(v). We claim that if j > i, then xj ∈ DR(u) if and only
if xj ∈ DR(v). It will then follow that wDR(u) < wDR(v).
By the proof of Proposition 5.9 we have that if xj ∈ DR(v), then
v = axjb with a, b reduced and b ∈ FT({x1, . . . , xj−1}). But then
b = b′xi and u = axjb′ with b′ ∈ FT({x1, . . . , xj−1}). Thus xj ∈ DR(u).
Conversely, if xj ∈ DR(u) then u = axjb where a, b are reduced and
b ∈ FT({x1, . . . , xj−1}). Then v = axjbxi and bxi ∈ FT({x1, . . . , xj−1})
because i < j. Thus xj ∈ DR(v). This completes the proof of the first
statement. The second statement is immediate from Corollary 4.7. 
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5.2. Generalized tree monoids. Here we define a slight generaliza-
tion of tree monoids by relaxing the idempotency condition on the
generators, which still admits an analogue of Corollary 5.2.
Definition 5.13 (Generalized tree monoid). Let M be a monoid gen-
erated by elements in X and let <X be a total order on X. Assume
that for each generator x ∈ X, xk+1 = xk for some k. Furthermore,
suppose that whenever x <X y for x, y ∈ X, either x and y commute
or y is idempotent and yxy = yx. Then M is a called a generalized tree
monoid.
The following proposition, establishing theR-triviality of generalized
tree monoids, is proved via the same idea as Proposition 5.12.
Proposition 5.14. Let M be a generalized tree monoid. Then M is
R-trivial.
Proof. The proof proceeds by defining a statistic f(m) on monoid el-
ements that increases strictly, for some appropriate order, along the
non-trivial edges of the right Cayley graph, which implies R-triviality.
Fix x ∈ X and let k be minimal such that xk+1 = xk. For m ∈ M ,
define fx(m) as the largest integer ≤ k such that m = m′xfx(m) for some
m′ ∈ M . Writing the elements of X as x1 >X · · · >X xn, associate to
each element m of the monoid the vector f(m) = (fx1(m), . . . , fxn(m)).
When all the generators are idempotent, f(m) is nothing but {x ∈ X |
mx = m}, written as a binary vector. We use lexicographic order <lex
to compare vectors.
Take m ∈ M and x ∈ X such that mx 6= m. We want to compare
f(m) and f(mx). Note that fx(m) < fx(mx). Take x <X y in X. If
fy(m) = 0, then trivially fy(mx) ≥ fy(m). Hence we may assume that
1 ≤ fy(m). If x and y commute, then fy(mx) ≥ fy(m). Otherwise,
y is idempotent and yxy = yx. Since y idempotent implies my = m,
it follows that mxy = myxy = myx = mx and thus fy(mx) = fy(m)
(which is 1 since y is idempotent).
We conclude that f(m) <lex f(mx), as desired. It follows that the
right Cayley digraph of M is acyclic and hence M is R-trivial. 
6. Toom-Tsetlin model
In statistical physics, the Ising model has been repeatedly studied
from several different points of view because of its inherent simplicity
and yet complex behavior. The two-dimensional Ising model is particu-
larly interesting because of its exact solution. The Toom model [Too80]
is a dynamical variant of the two-dimensional Ising model designed to
study interface growth at low temperatures.
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In the model, one considers Ising spins ±1 on a Cartesian lattice,
which are simultaneously updated according to the following rule: the
spin at location (i, j) gets updated to the majority of the spins at
(i, j), (i, j + 1) and (i + 1, j) with probability 1 − p − q, to +1 with
probability p, and to −1 with probability q. This model was consid-
ered [DLSS91a, DLSS91b] in the third quadrant with the boundary
condition that spins on the negative x-axis are +1 and spins on the
negative y-axis are −1. In the stationary state for small p, q, an inter-
face is formed between the +1 and −1 spins which is a straight line
starting at the origin at an angle depending on the “noise” parameters
p and q. On the interface itself, there is a nonzero density of both spins,
and the dynamics of the spins on the interface is often also referred to
as the Toom model.
A spin exchange model was proposed in [LNR96] in order to under-
stand the border process of the Toom model. This model was defined
on the semi-infinite integer lattice whose finite analog we study here.
We generalize the model by considering both finite lattice sizes as
well and arbitrary particle numbers rather than just spins ±1. We find
that this generalization has a remarkable connection to another field
of probability, namely the well-studied Tsetlin library [Hen72, DF95,
FH96, BHR99]. The Tsetlin library is a discrete-time Markov chain
on permutations of books arranged in a line, where each book bi is
picked with probability xi and placed in the front of the line. The
stationary distribution of the Tsetlin library and the eigenvalues of the
transition matrices are known explicitly. There are also tight bounds
on the mixing time of the Markov chain.
We consider two generalizations of the Tsetlin library involving mul-
tiple books. The first one (see Section 6.1) with a fixed number of
books of certain types, is a Markov chain on words with fixed content.
The second (see Section 6.2) has a natural interpretation in terms of
a library with “interlibrary loan”. This is a Markov chain on words of
fixed length from a given alphabet but not of fixed content.
Let B = {b1, . . . , bm} be the alphabet, or equivalently the set of
books in the library. We consider words in B of length L. Our proba-
bility parameters are xb,k, for b ∈ B and k ∈ {1, . . . , L}. As is usual in
the context of the Tsetlin library, states are indexed by words in the
alphabet B of length L. In both variants, we will see that all eigen-
values of the transition matrices are simple linear expressions in the
parameters xb,k.
6.1. First variant: Tsetlin library with multiple copies of books.
Here we consider the model where there is a fixed number ni of books
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bi, so that the total number of books is
∑m
i=1 ni = L. The system is
thus defined by a vector ~n ∈ Nm. The configurations can be indexed
by words (or multipermutations) pi = (pi1, . . . , piL) of prescribed con-
tent with letters in B; that is, each pij = bk for some 1 ≤ k ≤ m and∑L
j=1 1{pij=bk} = nk. There are therefore
(
L
n1,...,nm
)
configurations.
The dynamics is as follows. Suppose the current state is pi. At each
discrete time step, we choose with probability xb,j a book b and an
index j (no greater than the number of copies of b) and we move the
jth copy of b to the left, past all books not equal to b, until it is next
to the (j− 1)st copy of b. If j = 1, we interpret this as moving b to the
front. Formally, if the jth copy of b is in position k of pi, then the new
state becomes pi′ as follows:
pi =(pi1, . . . , pik−1, b, pik+1, . . . , piL) 7→
pi′ =

(b, pi1, . . . , pik−1, pik+1, . . . , piL), if j = 1,
(pi1, . . . , pii−1, b, b, pii+1, . . . , pik−1, pik+1, . . . , piL),
if j > 1, pii = b and b /∈ {pii+1, . . . , pik−1}.
(6.1)
We denote this map by ∂b,j, or more precisely pi
′ = ∂b,j(pi).
When there is exactly one copy of each book, then this Markov chain
is the classical Tsetlin library chain. When m = 2, this version of the
Tsetlin library reduces to a finite analog of the Toom model [LNR96],
when all the probabilities are equal. The model consists of Ising spins
±1 on the integer lattice Z, where the leftmost spin in a block of spins
of type +1 or −1 hops far enough to the left so that it becomes the
rightmost spin in the next block of spins to its left. Another difference
is that the Toom model is studied in continuous time.
Proposition 6.1. The Markov chain on words of length L of content
~n in the alphabet B defined by the operators {∂b,j | b ∈ B, 1 ≤ j ≤ nb}
is ergodic.
Proof. The graph associated to the Markov chain is primitive because
of the presence of self-loops, such as the operator ∂pi1,1 acting on pi.
To prove irreducibility, we show that we can get from any configu-
ration to a specified configuration. It will be convenient to express the
target configuration γ in block form. We canonically represent γ as
γ1 · · · γk, where each γi is a sequence of the same bi ∈ B and consecu-
tive blocks do not consist of the same symbol. So γ = bn11 · · · bnkk where
bi 6= bi+1 for i = 1, . . . , k − 1 and γi = bnii .
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We construct γ by building it one block at a time from the right. For
each i let `(i) be the total number of occurrences of bi in the prefix of γ
up to and including γi, i.e., `(i) =
∑
j≤i,bj=bi nj in the above notation.
We define the operator ∂¯i to be the operator ∂bi,`(i) ◦ · · · ◦∂bi,1, where
we remind the reader that we are acting on the left. We then claim
that the sequence of operators
(6.2) ∂¯1 ◦ · · · ◦ ∂¯k
acting on any configuration pi returns γ. Indeed, a straightforward
induction shows that
∂¯i ◦ · · · ◦ ∂¯k(pi) = γ′i · · · γ′kpi′
where, for i ≤ j ≤ k,
γ′j =
{
γj, if there exists i ≤ r < j with br = bj,
b
`(j)
j , else,
and pi′ is word of the appropriate content. Using that if γi is the leftmost
occurrence of a block of the symbol bi in γ, then b
`(bi)
i = γi, it follows
that ∂¯1 ◦ · · · ◦ ∂¯k(pi) = γ. 
The transition matrix will be denoted by T~n. To describe our main
result, we need to extend the notion of derangement from permutations
to words. A word pi of content ~n is called a derangement if no letter
in pi is in a position occupied by the same letter in the sequence
(6.3) (1, . . . , 1, 2, . . . , 2, . . . ,m, . . . ,m).
For example (3, 2, 1, 1) is a derangement, whereas (2, 1, 1) is not since
the first 1 sits in the same slot as a 1 in (1, 1, 2).
Let d~n denote the number of derangements of words of content ~n.
Even and Gillis [EG76] first gave an explicit formula for derange-
ments of words (or multipermutations) in terms of Laguerre polyno-
mials Ln(x),
(6.4) d~n = (−1)L
∫ ∞
0
e−x
m∏
j=1
Lnj(x)dx,
and Carlitz [Car78] gave the first combinatorial proof of this result. For
1 ≤ j ≤ m and Ij ⊆ [nj] = {1, 2, . . . , nj}, let xbj ,Ij =
∑
s∈Ij xbj ,s.
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Theorem 6.2. The characteristic polynomial of the transition matrix
T~n is given by
(6.5) |λ1 − T~n| =
∏
I1⊆[n1],...,Im⊆[nm]
(
λ−
m∑
j=1
xbj ,Ij
)d(n1−|I1|,...,nm−|Im|)
.
When xb,k = xb for b ∈ B and all k, this simplifies to
(6.6)
|λ1 − T~n| =
∏
(k1,...,km)≤(n1,...,nm)
(
λ−
m∑
i=1
kixbi
)d(n1−k1,...,nm−km)∏mi=1 (niki)
,
where ≤ is component-wise comparison.
We postpone the proof of Theorem 6.2 to Section 6.4.
Example 6.3. The transition matrix for n1 = n2 = 2 in the lexicograph-
ically ordered basis is given by
x1,1 + x1,2 + x2,2 x1,2 x1,2 0 0 0
0 x1,1 0 x1,1 0 0
0 x2,2 x1,1 + x2,2 0 x1,1 x1,1
x2,1 x2,1 0 x1,2 + x2,1 x1,2 0
0 0 x2,1 0 x2,1 0
0 0 0 x2,2 x2,2 x1,1 + x1,2 + x2,2

,
and its eigenvalues are
1 = x1,1+x1,2+x2,1+x2,2, x1,1+x2,1, x1,1+x2,2, x1,2+x2,1, x1,2+x2,2, 0.
When we set x1,1 = x1,2 = x1 and x2,1 = x2,2 = x2, we get the eigen-
values 2x1 + 2x2 with multiplicity 1 and x1 + x2 with multiplicity 4 as
expected.
Corollary 6.4. For the Toom model (i.e. when m = 2), Theorem 6.2
simplifies to
|λ1 − T(n1,n2)| =
∏
I1⊆[n1],I2⊆[n2]
n1−|I1|=n2−|I2|
(λ− xb1,I1 − xb2,I2) .
Proof. For two letters the number of derangements is zero unless there
are the same number of each letter, in which case the number of de-
rangements is one. 
The next theorem provides diagonalizability of the transition matrix
for generic probabilities.
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Theorem 6.5. The transition matrix T~n is diagonalizable as long as
the partial sums of the xb,j over distinct subsets of indices are distinct.
The proof of Theorem 6.5 is postponed until Section 6.3.
6.2. Second variant: Tsetlin library with interlibrary loan. We
generalize the Tsetlin library with multiple copies of Section 6.1 to
include storage or interlibrary loan of books. One imagines that the
library can hold L books, and there is the possibility of borrowing
copies of books from an external source (such as storage or another
library). We remark that this model also makes sense from the point
of view of the Toom model where this model has the interpretation of
looking at a window of L sites in the one-dimensional lattice.
Our state space is now all possible words of size L in the alphabet
B of size m and the number of configurations is mL. We need to
define the operators giving rise to a random mapping representation of
this Markov chain. With a slight abuse of terminology, we will again
denote the operators by ∂b,j for b ∈ B, but this time, for all j ∈ [L]. As
before, the operator ∂b,j is chosen with probability xb,j. Let nb(pi) be
the number of occurrences of b in the word pi.
Given a word pi, the operator ∂b,j acts as follows. If there are at least
j copies of the book b in pi, then (as before) we move the jth copy of b
to the left until it is next to the (j− 1)st copy (where if j = 1, then b is
moved to the front). If there are j− 1 copies of b in pi, then we insert a
new copy of b (from storage or another library) immediately after the
(j − 1)st copy of b. Finally, if there are strictly fewer than j − 1 copies
of b in pi, we do nothing. Formally, the transitions are defined by
pi =(pi1, . . . , piL) 7→
pi′ =

(6.1), if j ≤ nb(pi),
(b, pi1, . . . , piL−1),
if nb(pi) = 0 and j = 1,
(pi1, . . . , pii−1, b, b, pii+1, . . . , piL−1),
if nb(pi) > 0, j = nb(pi) + 1,
pii = b and b /∈ {pii+1, . . . , piL},
pi, otherwise.
(6.7)
The loan operators in (6.7) are natural extensions of the operators
in (6.1) because one imagines that a book from somewhere far to the
right will jump far enough left so that it becomes the rightmost book
in the rightmost block of books of the same type. Notice that pi is fixed
by the operator ∂piL,npiL (pi).
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We require xb,j to be positive for all b ∈ B and 1 ≤ j ≤ L.
Proposition 6.6. The Markov chain on words of length L in the al-
phabet B of m letters defined by the operators {∂b,j | b ∈ B, 1 ≤ j ≤ L}
is ergodic.
Proof. Just as in the Markov chain of the Tsetlin library with multiple
copies, the graph of the chain is primitive because of the presence of
self-loops. Since the operators in the former chain are a subset of the
operators here, all the self-loops there also occur here.
To show irreducibility, we again construct a series of operators that
take any configuration to a prescribed one, say γ. By the proof of
Proposition 6.1, it suffices to construct an operator that will take any
configuration to one with the same content as γ.
Suppose γ has content (n1, . . . , nm). Then the sequence of operators
(∂1,n1 ◦ · · · ◦ ∂1,1) ◦ · · · ◦ (∂m,nm ◦ · · · ◦ ∂m,1)
takes any configuration to bn11 · · · bnmm , which has the same content as
γ. (Recall that the operators act on the left). The operator (6.2)
constructed in Proposition 6.1 will then take this configuration to γ. 
We denote the transition matrix for this model by Tm,L.
Theorem 6.7. The characteristic polynomial of the transition matrix
Tm,L is given by
|λ1 − Tm,L| =
(
λ−
m∑
j=1
xbj ,[L]
) ∏
I1,...,Im([L]
(
λ−
m∑
j=1
xbj ,Ij
)m~I
,
where the multiplicity m~I for
~I = (I1, . . . , Im) is given in (6.14) below.
The proof of Theorem 6.7 is postponed to Section 6.4. We conjecture
that the multiplicities m~I are again given by derangement numbers of
words as in (6.4).
Conjecture 6.8. For ~I with Ii ( [L] for all 1 ≤ i ≤ m we have
m~I =
{
(m− 1) d(|I¯1|−1,...,|I¯m|−1), if
∑
i max(I¯i) ≤ L+m− 1,
0, otherwise,
where I¯ = [L] \ I and max(I) is the maximal element of I ⊆ [L].
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Example 6.9. The transition matrix for L = 2 and m = 2 in the lexi-
cographically ordered basis is given by
x1,1 + x1,2 + x2,2 x1,2 0 0
0 x1,1 + x2,2 x1,1 x1,1
x2,1 x2,1 x1,2 + x2,1 0
0 0 x2,2 x1,2 + x2,1 + x2,2
 ,
and its eigenvalues are
1 = x1,1 + x1,2 + x2,1 + x2,2, x1,1 + x2,2, x1,2 + x2,2, x1,2 + x2,1 ,
as expected by the statement of Theorem 6.7.
Again we have diagonalizability of the transition matrix for generic
probabilities.
Theorem 6.10. The transition matrix Tm,L is diagonalizable as long as
the partial sums of the xb,j over distinct subsets of indices are distinct.
The proof of Theorem 6.10 is postponed until Section 6.3.
6.3. R-triviality of the Toom–Tsetlin model. Let ~n = (n1, . . . , nm)
be in Nm with n1 + · · · + nm = L and put B = {b1, . . . , bm}. Set
X~n = {∂bi,k | bi ∈ B, 1 ≤ k ≤ ni} where the ∂bi,k are the mappings
associated to the Toom–Tsetlin model from Section 6.1.
Lemma 6.11. Each x ∈ X~n is idempotent. Moreover, we have
yxy = yx for all x, y ∈ X~n
unless x = ∂b,i+1 and y = ∂b,i for some b = bk ∈ B and 1 ≤ i < nk.
Proof. It is clear that each element of X~n is idempotent from the def-
inition. Let x, y ∈ X~n. Note that when y = ∂b,i and x = ∂b,j with
j > i+ 1 or j < i− 1, then x and y commute. Indeed, xy and yx both
have the effect of placing the ith and jth copies of b immediately after
the (i − 1)st and (j − 1)st copies of b, respectively (where this should
be interpreted appropriately if i or j is 1). Thus yxy = yyx = yx since
y is idempotent.
Suppose now that j = i− 1 and let w ∈ BL have content ~n. Assume
first that i > 2 and write w = u1 b u2 b u3 b u4, where the leftmost b is
the (i− 2)nd b of w and b does not appear in u2, u3. Then
yxy(u1 b u2 b u3 b u4) = yx(u1 b u2 b b u3 u4) = y(u1 b b u2 b u3 u4)
= u1 b
3 u2 u3 u4 = y(u1 b
2 u2 u3 b u4) = yx(u1 b u2 b u3 b u4) .
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If i = 2 and j = 1, and if w = u1 b u2 b u3, where u1 and u2 do not
contain any bs, then yxy(w) = b2 u1 u2 u3 = yx(w).
Next assume x = ∂b,i and y = ∂b′,j with b
′ 6= b. We claim that
xy = yx (and hence yxy = yx) unless i = 1 = j. For instance, if
neither i nor j is 1, then applying both operators in either order puts
the ith copy of b immediately after the (i−1)st copy and the jth copy of
b′ immediately after the (j−1)st copy of b′ while preserving the relative
order of all remaining books. The situation is similar when exactly one
of i, j is 1: one book goes to the front and the other immediately after
its predecessor of the same type. Trivially, if i = 1 = j then yxy and
yx both move the first copy of b′ to the front and the first copy of b
into the second position. 
Note that Lemma 6.11 implies that X~n generates a tree monoid.
Theorem 6.12. The monoid M~n generated by X~n is a tree monoid
(with respect to an appropriate ordering on X~n) and hence R-trivial.
Proof. By Lemma 6.11 we can view MX~n as a tree monoid by choosing
a topological sorting of the partial order <X~n on X~n defined by ∂a,i <X~n
∂b,j if a = b and i < j. Corollary 5.2 then provides the R-triviality of
MX~n . 
Now let XI = {∂b,i | b ∈ B, 1 ≤ k ≤ L} where the ∂b,k are the map-
pings corresponding to the Toom-Tsetlin library with interlibrary loan
from Section 6.2. (Here the subscript I in XI stands for interlibrary.)
Corollary 6.13. The monoid MXI generated by XI is a tree monoid
(with respect to an appropriate ordering on XI) and hence R-trivial.
Proof. Let ~n = (L,L, . . . , L) ∈ Nm. Let Ω ⊆ BmL consist of the words
of content ~n (i.e., those words with exactly L occurrences of each letter).
Define a surjective mapping piL : Ω→ BL by putting piL(w1 · · ·wmL) =
w1 · · ·wL. If w ∈ Ω, b ∈ B and 1 ≤ k ≤ L, then it is immediate from
the definitions that
(6.8) piL(∂b,k(w)) = ∂b,k(piL(w)) ,
where ∂b,k on the left hand side of (6.8) is seen as an element of X~n
and ∂b,k on the right hand side is seen as an element of XI . Because
piL is surjective, it follows that MXI is a quotient of M~n and hence is a
tree monoid. 
A picture of the right Cayley graph for the Toom–Tsetlin model with
interlibrary loan for L = 2 is shown in Figure 3.
Theorems 6.5 and 6.10 are now immediate consequences of Theo-
rem 6.12, Corollary 6.13, and Proposition 5.12.
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Figure 3. The right Cayley graph for the Toom–Tsetlin
model with interlibrary loan for L = 2. Each element of
the monoid is represented by the matrix of its action on
the four bookshelves (0, 0), (0, 1), (1, 0), (1, 1).
6.4. Proof of Theorems 6.2 and 6.7. Finally we turn to the proof of
Theorems 6.2 and 6.7. We begin with a lemma generalizing a standard
fact about usual derangements. For a vector ~n = (n1, . . . , nm) with
non-negative integer entries we denote by
~n! =
( ∑m
i=1 ni
n1, . . . , nm
)
=
(∑m
i=1 ni
)
!
n1! · · ·nm!
the multinomial coefficient. When ~n contains negative entries, we set
~n! = 0.
Lemma 6.14. Let ~n = (n1, . . . , nm) ∈ Nm. We order m-tuples ~R =
(R1, . . . , Rm) of subsets Ri ⊆ [ni] by the componentwise ordering, i.e.,
we write (R1, . . . , Rm) ⊆ (S1, . . . , Sm) if Ri ⊆ Si for 1 ≤ i ≤ m. With
this notation we have:
~n! =
∑
~S⊆[n1]×···×[nm]
d(n1−|S1|,...,nm−|Sm|)
or equivalently,
d(n1,...,nm) =
∑
~S⊆[n1]×···×[nm]
(−1)|S1|+···+|Sm|(n1 − |S1|, . . . , nm − |Sm|)! .
Proof. The first equation is a simple generalization to words of the
corresponding statement for permutation derangements, namely that
the total number of permutations can be written as the number of
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permutations with a given fixed point set (and the remainder of the
permutation is a derangement).
More precisely, if ~S ⊆ [n1] × · · · × [nm], then there are exactly
d(n1−|S1|,...,nm−|Sm|) words w of content ~n such that the j
th copy of i
occurs in one of the positions occupied by i in (6.3) if and only if
j ∈ Si.
The second equation follows from the first via Mo¨bius inversion using
that the Mo¨bius function of a product is the product of the Mo¨bius
functions and that, for the Boolean lattice, µ(A,B) = (−1)|B|−|A|. 
Proof of Theorem 6.2. In Lemma 6.11, we showed that the generators
of the Toom–Tsetlin model satisfy the relations of the free tree monoid.
Since the free tree monoid is R-trivial by Corollary 5.2, we can apply
the R-trivial monoid technology to recover eigenvalues. The advantage
of doing this is that by Proposition 5.11 we already know that the lattice
of idempotent-generated left ideals is the full Boolean lattice (so the
Mo¨bius inversion is easy), and we have a natural choice of idempotent
representatives (decreasing products of generators).
The strategy of the proof is to show that both the multiplicities of
the irreducible characters and the derangement numbers are obtained
by inclusion-exclusion from the same statistic (multinomial numbers),
so that they coincide.
We first compute the character (i.e., number of fixed points) of the
idempotent representatives acting on the state set of the Toom–Tsetlin
model from Section 6.1.
Consider a subset R of the generators and, for 1 ≤ i ≤ m, set
Ri = {j ∈ [ni] | ∂bi,j ∈ R}. Set ri = |Ri|, ~R = (Ri)1≤i≤m. Note that R
and ~R completely determine each other and that R ⊆ S if and only if
~R ⊆ ~S, where we write ~R ⊆ ~S if and only if Ri ⊆ Si for i = 1, . . . ,m.
Hence we can identify Λ(FT(X~n)) with the set of such ~R with the dual
to this ordering.
As the idempotent associated to R (or equivalently, ~R), we take
(6.9) e~R =
m∏
i=1
∏
j∈Ri
∂bi,j ,
where the inside products are taken decreasingly along Ri and the outer
product is taken increasingly along i = 1, . . . ,m (reading products from
left to right). For example, if m = 2, R1 = {1, 3}, and R2 = {2, 3, 5},
we obtain the idempotent
(6.10) e~R = ∂1,3∂1,1∂2,5∂2,3∂2,2.
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Claim: The number of fixed points of e~R is given by the multinomial
coefficient
(6.11) |e~RΩ| = (n1 − |R1|, . . . , nm − |Rm|)! .
Proof of Claim. First we sketch the idea of the proof. For a product of
generators in this order, after some operator ∂b,j moves the j
th b right
after the (j−1)st b, the succeeding generators will never separate them.
Hence, if {j, . . . , j+k} ⊆ Ri, then in the result the (j−1)th to (j+k)th
bis are consecutive and, if j, . . . , j+k is of maximal length, we say that
those bis form a block. Note that there may be two consecutive blocks
of bs. One also has to be a bit careful when j = 1. For the intuition
assume that there is a fake 0th b1 at the beginning of the word, and a
fake 0th bi just after the first block of bi−1s. After the application of the
full idempotent, there are, besides the first m starting blocks, ni − ri
blocks of bis for each 1 ≤ i ≤ m. Thus, producing all the elements
in the image set of e~R amounts to choosing among all possible ways
to intertwine those blocks of bs; there are (n1 − r1, . . . , nm − ri)! such
choices.
Let us now formalize this argument by simultaneous induction on
|R| = r1 + · · ·+ rm over all possible contents (n1, . . . , nm). By a slight
abuse we use the same notation for the operators even if we change the
content. If R = ∅, then e~R is the identity and so the fixed point set is
Ω, whose cardinality is ~n! as desired.
Take now R with |R| ≥ 1, and assume that the claim holds for all
subsets of cardinality strictly less than |R|. Take k minimal such that
Rk 6= ∅ and let j be the largest element of Rk. Define R′ such that
Ri = R
′
i whenever i 6= k and R′k = Rk \ {j}. Then e~R = ∂bk,je ~R′ . Let
Ω′ be the set of all words over B with content (n1, n2, . . . , nk−1, nk −
1, nk+1, . . . , nm). Let pi : Ω  Ω′ denote the mapping which erases the
jth copy of bk from a word. We claim that pi restricts to a bijection
pi : e~RΩ → e~R′Ω′. This will complete the proof by applying induction
to e~R′ because |R′k| = |Rk| − 1 and hence (nk − 1)− |R′k| = nk − |Rk|.
First observe that if b 6= bk, then pi∂b,i = ∂b,ipi because copies of b
can always move past copies of bk. Also, if i < j, then pi∂bk,i = ∂bk,ipi
because ∂bk,i only changes the prefix of a word preceding the j
th copy
of bk. Finally, pi∂bk,j = pi. Thus we have pie~R = pie ~R′ = e ~R′pi and hence
pi(e~R(w)) = e ~R′pi(w) for all w ∈ Ω. Therefore, pi(e~RΩ) ⊆ e ~R′Ω′. To
complete the proof it is convenient to note that e~RΩ ⊆ ∂bk,jΩ.
There are two cases. Suppose first that j > 1. Then the fixed
points of ∂bk,j are those words where the j
th copy of bk is immediately
after the (j − 1)st copy of bk. So define ρ : Ω′ → Ω to be the map
inserting a bk immediately after the (j − 1)st copy of bk. Trivially,
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piρ = 1Ω′ and if w ∈ ∂bk,jΩ, then ρpi(w) = w. Thus to show that
pi : e~RΩ→ e ~R′Ω′ is a bijection, it remains to show that ρ(e ~R′Ω′) ⊆ e~RΩ.
Recalling that pie~Rρ = e ~R′piρ = e ~R′ , it follows that if u ∈ e ~R′Ω′, then
pi(e~R(ρ(u))) = u = pi(ρ(u)). Thus e~R(ρ(u))) can differ from ρ(u) only
in the position of the jth copy of bk. But in both of these words the
jth copy of bk is immediately after the (j − 1)st copy of bk. Thus
ρ(u) = e~R(ρ(u)) and so ρ : e ~R′Ω
′ → e~RΩ is inverse to pi : e~RΩ→ e~R′Ω.
For the case j = 1, observe that the fixed point set of ∂bk,1 consists
of those words beginning with bk. So this time, let ρ : Ω
′ → Ω be the
mapping inserting bk at the beginning of a word. Then again piρ = 1Ω′
and if w ∈ ∂bk,1Ω, then ρpi(w) = w. As before, it just remains to show
that ρ(e ~R′Ω
′) ⊆ e~RΩ. The same argument as the previous case shows
that if u ∈ e ~R′Ω′, then pi(e~R(ρ(u))) = u = pi(ρ(u)). Thus e~R(ρ(u)))
can differ from ρ(u) only in the position of the 1st copy of bk. But
both of these words have the 1st copy of bk as their first symbol. Thus
ρ(u) = e~R(ρ(u)), completing the proof. 
Applying Theorem 4.2 and recalling the isomorphism between P (X~n)
and Λ(FT(X~n)) ordered by reverse inclusion, there is an eigenvalue λR
corresponding to each subset R ⊆ X~n given by λR =
∑
∂bi,j∈R xbi,j =∑m
i=1 xbi,Ri . Let us continue to put ri = |Ri|. The multiplicity of this
eigenvalue according to Theorem 4.2 is
mR =
∑
R⊆U
(−1)|U |−|R||e~UΩ|
=
∑
~R⊆~U
(−1)
∑m
i=1 |Ui|−ri(n1 − |U1|, . . . , nm − |Um|)!
=
∑
~S⊆([n1]\R1,...,[nm]\Rm)
(−1)
∑m
i=1 |Si|(n1 − r1 − |S1|, . . . , nm − rm − |Sm|)!
= d(n1−|R1|,...,nm−|Rm|) ,
where the penultimate equality reindexes the sum by setting Si = Ui\Ri
and the final equality is from Lemma 6.14. 
Proof of Theorem 6.7. By Corollary 6.13 we know that the monoid
MXI for the interlibrary loan Toom model is a tree monoid and R-
trivial. Hence, as before, the lattice of idempotent-generated left ideals
is the full Boolean lattice P (XI) by Proposition 5.11 and we can apply
Theorem 4.2. We compute the number of fixed points of the idempo-
tents. We retain the notation from the proof of Theorem 6.2.
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Lemma 6.15. If ~R ( [L]m and
∑m
i=1 min(Ri) < L + m, then the
number of fixed points of e~R is
(6.12) |e~RΩ| =
∑
~n∈I(~R)
(~n− ~f(~R,~n))! ,
where I(~R) consists of those ~n ∈ Nm such that ‖~n‖1 = L, ni 6= 0 if
1 ∈ Ri, and there is at most one i ∈ {1, . . . ,m} with ni + 1 ∈ Ri.
Furthermore, ~f(~R,~n) is the m-dimensional vector with
fi(~R,~n) = |{r ∈ Ri | ni ≥ r − 1}|.
Otherwise, |e~RΩ| = 1.
Proof. If Ri = [L], then there is a unique fixed point of e~R. Note
that for a word to be a fixed point of e~R, the letter b1 needs to be in
positions 1 up to min(R1) − 1, the letter b2 in positions min(R1) to
min(R1) + min(R2)− 2, etc. Hence if
∑m
i=1(min(Ri)− 1) ≥ L, there is
certainly only one fixed point.
So from now on we assume Ri ( [L] for all 1 ≤ i ≤ m and∑m
i=1 min(Ri) < L+m.
Let Ω = BL and partition Ω by content:
Ω =
⋃
{~n∈Nm|‖~n‖1=L}
Ω~n ,
where Ω~n ⊆ Ω is the subset of words of content ~n.
Claim: Let ~n = (n1, . . . , nm) be in Nm with ‖~n‖1 = L. Then
(6.13) |e~RΩ ∩ Ω~n| =
{
(~n− ~f(~R,~n))!, if ~n ∈ I(~R),
0, else.
We proceed by induction on L where the case L = 0 is trivial. Assume
|L| ≥ 1. We consider two cases. Suppose first that ni + 1 /∈ Ri for
1 ≤ i ≤ m. Then Ω~n is invariant under ∂bi,r, for all 1 ≤ i ≤ m and
r ∈ Ri, and thus under e~R. Also if r > ni + 1, then ∂bi,r fixes Ω~n.
Therefore, if we define ~Q by Qi = {r ∈ Ri | ni ≥ r}, then the action of
e~R on Ω~n agrees with that of e ~Q on Ω~n. But the latter is exactly the
same as the action of e ~Q on Ω~n in the monoid M~n for the Toom-Tsetlin
model from Section 6.1. Thus
|e~RΩ ∩ Ω~n| = |e ~QΩ~n| = (~n− ~f(~R,~n))!
by (6.11) since ni − |Qi| = fi(~R,~n) because ni 6= r − 1 for r ∈ Ri.
Next suppose that ni+1 ∈ Ri for some 1 ≤ i ≤ m. Choose i maximal
with this property. Let S = R\{∂bi,ni+1}, viewed as operators on BL−1
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for the model with one fewer book on the shelf. We claim that if
e~RΩ∩Ω~n is non-empty, then i is the only index k with nk +1 ∈ Rk and
that w ∈ Ω~n is fixed by e~R if and only if w = ubi with e~S(u) = u and
u ∈ Ω~n−~ei where ~ei is the ith-standard unit vector and we are working
in the model with L− 1 books on the shelf. The claim will then follow
from the inductive hypothesis because ~f(~R,~n) = f(~S, ~n− ~ei).
Indeed, suppose that e~R(w) = w with w ∈ Ω~n and factor the ex-
pression (6.9) as e~R = α∂bi,ni+1β. Assume that β(w) = vbj. Note
that β(w) ∈ Ω~n by maximality of i. Suppose first that j > i. Then
∂bi,ni+1β(w) will have nj − 1 occurrences of bj. Since α contains no
operator ∂bj ,t, applying α to ∂bi,ni+1β(w) cannot create a new bj, and
so w cannot be fixed by e~R.
Next suppose that j < i. Let us first show that w = ubi. Indeed,
∂bi,ni+1(vbj) will have ni + 1 occurrences of bi, with the last two con-
secutive. Since w is fixed by e~R, we must be able to factor α = α
′∂b,tα′′
where α′′(∂bi,ni+1(vbj)) = zbibi and ∂b,t(zbibi) = z
′bi has ni copies of
bi. Since no operator in α
′ can insert or move a bi, it follows that
w = α(vbj) must end in bi. Thus w = xbjybi where y has no bj. There
are two cases.
Suppose first that x contains a bi. Write w = x
′bix′′bjy′biz where x′′y′
contains no bi. Say these two copies of bi are the p
th and (p+ 1)st copy.
Then since β(w) = vbj, it follows that β contains the operator ∂bi,p+1
and so in β(w) the pth and (p+ 1)st copies of bi are consecutive. Since
α∂bi,ni+1 does not contain ∂bi,p, it follows that they remain consecutive
in w = e~R(w) = α∂bi,ni+1β(w), a contradiction.
Next suppose that x contains no bi, that is, the last bj is to the left of
all the bis. We shall contradict the assumption that
∑m
k=1 min(Rk) <
L + m. From β(w) = vbj, we conclude that all copies of bi are moved
passed the last bj by β and so we have that {1, 2, . . . , ni + 1} ⊆ Ri.
Let n = min(Ri). Then we can factor the expression (6.9) into e~R =
γ∂bi,n−1 · · · ∂bi,1γ′ and ∂bi,n−1 · · · ∂bi,1γ′(w) = bn−1i z where z has no bi
and each letter occurs in z no more than it occurs in w. Notice that
w = γ(bn−1i z) will have all its bis consecutive and so, in fact, w = u
′bnii
(recall that we already showed that w ends in bi). Since γ contains no
operator ∂bk,r with k > i, we can neither move, nor reinsert any letter
bk of z with k > i. Thus we conclude that all bk in z satisfy k < i.
In order for γ to take bn−1i z to the word u
′bnii , we must have that, for
each letter bk in z, the expression for γ has a factor ∂bk,r∂bk,r−1 · · · ∂bk,1
and the total number of operators coming from such factors must be at
least |z| = L−n+1. Let us lower bound ∑mk=1 min(Rk) by m (because
each 1 ≤ k ≤ m contributes at least 1) plus an additional n−1 for k = i
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plus an additional L− n+ 1 coming from those k with bk appearing in
z, and hence yielding factors of γ of the above form. This implies
m∑
k=1
min(Rk) ≥ m+ n− 1 + L− n+ 1 = L+m .
This is a contradiction.
We are left now with the case j = i, and consequently ni 6= 0. We
now claim that, for all factorizations e~R = ρσ of the expression (6.9),
we have σ(w) ends in bi and has content ~n. In other words, we claim
that when computing e~R(w) the content never changes and the last bi
never moves. This, in particular, will imply that there is no other t
with nt + 1 ∈ Rt (else the content would change at some point). From
β(w) = vbi with vbi having content ~n, if σ is a suffix of β the statement
is clear. Also for σ = ∂bi,ni+1β, we have σ(w) = ∂bi,ni+1(vbi) = vbi, as
desired. No operator in α can move the nthi copy of bi. Hence when
computing α(vbi), if the content is ever changed then the last bi will be
removed and cannot be reinserted. But then w cannot be fixed by e~R.
Thus the claim is also true when σ contains ∂bi,ni+1β as a suffix.
It remains to show that w = ubi with content ~n is fixed by e~R if and
only if e~S(u) = u. Assume first that e~R(w) = w and write β(w) = vbi
as above. Since vbi has content ~n, we have ubi = w = α∂bi,ni+1(vbi) =
α(vbi) = αβ(w) = αβ(ubi). As the last bi is never moved and the
content is never changed when computing αβ(ubi), we deduce that
u = αβ(u) = e~S(u).
Conversely, assume that e~S(u) = u. If ni /∈ Ri (and hence ni /∈
Si), then Ω~n−~ei is invariant under each of the operators ∂bk,r appear-
ing in e~S (i.e., with r ∈ Sk). Thus β(ubi) = β(u)bi and e~R(w) =
α∂bi,ni+1(β(u)bi) = α(β(u)bi) = αβ(u)bi = e~S(u)bi = ubi = w. If
ni ∈ Ri (and hence ni ∈ Si), then from e~S(u) = u and (ni − 1) + 1 =
ni ∈ Si, we must have by the above that u ends in bi, this bi never moves
when computing e~S(u) and the content never changes during the com-
putation. Therefore, writing β = ∂bi,niβ
′, we then have β′(u) = v′bi
where v′bi has content ~n − ~ei and β(u) = ∂bi,ni(v′bi) = v′bi. But then
β(w) = ∂bi,niβ
′(ubi) = ∂bi,ni(β
′(u)bi) = ∂bi,ni(v
′bibi) = v′bibi = β(u)bi
and so e~R(w) = α∂bi,ni+1β(w) = α∂bi,ni+1(β(u)bi) = α(β(u)bi) =
αβ(u)bi = e~S(u)bi = ubi = w. This completes the proof of (6.13)
The lemma is now immediate from (6.13). 
As in the proof of Theorem 6.2, we are going to apply Theorem 4.2
to find the multiplicity m~R for each eigenvalue λ~R. First suppose that
there exists at least one index 1 ≤ i ≤ m such that Ri = [L]. In this
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case
m~R =
∑
~R⊆~U
(−1)‖~U‖1−‖~R‖1|e~UΩ| =
∑
~R⊆~U
(−1)‖~U‖1−‖~R‖11 =
{
1, if ~R = [L]m,
0, otherwise,
as desired.
Now let ~R be such that Ri ( [L] for all 1 ≤ i ≤ m. Then
(6.14) m~R =
∑
~R⊆~U
(−1)‖~U‖1−‖~R‖1|e~UΩ|
with |e~UΩ| as in Lemma 6.15. 
7. Nonabelian directed sandpile model
In this section we briefly show that the monoid associated to the
landslide nonabelian sandpile model introduced in [ASST13] can be
shown to beR-trivial using the free tree monoid technique of Section 5.
In [ASST13] this property was proved using the wreath product.
7.1. The landslide nonabelian directed sandpile model. The
landslide nonabelian directed sandpile model is defined on an arbores-
cence. An arborescence is a directed graph with a special vertex being
the root such that there is exactly one directed path from any vertex
to the root. Vertices without an incoming edge are called the leaves.
Let V be the set of all vertices of the arborescence. We associate to
each vertex v ∈ V a threshold Tv. Then the state space of the Markov
chain is defined to be
Ω = {(tv)v∈V | 0 ≤ tv ≤ Tv} .
We consider two types of operators on the state space (which are the
generators of the underlying monoid), the source and topple operators.
There is a source operator σv, for each v ∈ V , which informally works
as follows: a grain enters at v and stays at the first vertex below its
threshold on the unique path from v to the root; if no such vertex exists,
then the grain leaves the system. The topple operator τv, for v ∈ V ,
takes all grains at vertex v and topples them to the first available slots
along the unique path from v to the root (again grains which cannot
find available slots leave the system).
Letting s(v) be the unique successor of the vertex v in the arbores-
cence, we can formally define these operators recursively by picking
one fixed leaf ` and writing any configuration as (t`, t), where t` is the
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number of grains at ` and t is the state on the remaining vertices. Then
we have
σ`(t`, t) =
{
(t` + 1, t), if t` < T`
(T`, σs(`)t), if t` = T`
σv(t`, t) = (t`, σvt) (v 6= `)(7.1)
τ`(t`, t) = (0, σ
t`
s(`)t)
τv(t`, t) = (t`, τvt) (v 6= `).
For more details, see [ASST13].
7.2. R-triviality of the landslide directed sandpile model. We
begin with a lemma which enables us to use the generalization of the
free tree monoid of Section 5.2 to prove R-triviality. Let Xτ be the set
of generators of the landslide nonabelian directed sandpile model.
Lemma 7.1. We claim that any two operators x and y in Xτ commute,
except when y = τu and x = τv or x = σv for two nodes u and v with
u on the path from v to the root. When x and y do not commute, y is
an idempotent, and yxy = yx.
Proof. We first check that any two operators σu and σv commute. This
is obvious if u = v. If neither u nor v is the fixed leaf `, then the result
is clear from (7.1) and induction. So without loss of generality, assume
that v = `. Then, applying induction and the recursion formula (7.1)
(see also [ASST13, Table 1]) we obtain that if tv < Tv, then
σu ◦ σv(tv, t) = σu(tv + 1, t) = (tv + 1, σut) = σv(tv, σut) = σv ◦ σu(tv, t);
and if tv = Tv, then
σu ◦ σv(Tv, t) = σu(Tv, σs(v)(t)) = (Tv, σu ◦ σs(v)(t))
= (Tv, σs(v) ◦ σu(t)) = σv(Tv, σu(t)) = σv ◦ σu(Tv, t).
The other commutation relations are treated similarly.
In the remaining case, y = τu is idempotent as desired, and the
relation is checked similarly. 
Theorem 7.2. The monoid Mτ = 〈σv, τv | v ∈ V 〉 of the landslide
directed sandpile model is R-trivial.
Proof. We choose the following total order on the elements of the gen-
erators in Xτ such that for the nodes u, v of the tree, τv <Xτ τu and
σv <Xτ τu whenever u is in the path from the root to v (where v = u
is allowed in the second case). Then Lemma 7.1 and the easily checked
fact (using induction and (7.1)) that σmv = σ
m+1
v for m large enough
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imply that the hypotheses of Proposition 5.14 are satisfied. Therefore,
the monoid Mτ is R-trivial. 
8. The exchange walk on a Coxeter group
This section requires the reader to be familiar with basic notions from
the theory of finite Coxeter groups. Standard references include [AB08,
BB05].
Let (W,S) be a finite Coxeter system. Let R(w) denote the set
of reduced expressions of an element w of W . If w0 is the longest
element of W , then R(w0) can be viewed as the set of maximal chains
in the weak order on W . Let us denote words over S by Greek letters
in what follows and write [α]M for the image of α ∈ S∗ in an S-
generated monoid M . Let s ∈ S and let α = s1 · · · sm be a reduced
decomposition of w0. Then, by the Exchange Condition for Coxeter
groups, there is a unique index i such that es(α) = ss1 · · · ŝi · · · sm is a
reduced decomposition of w0 where ŝi means omit si. For example, if
W = (Z/2Z)n with S the standard unit vectors, then w0 is the all-ones
vector and the reduced decompositions of w0 are all linear orderings of
S (written as words). Then es moves s to the front of a linear ordering
of S, as in the Tsetlin library. Another example is presented in Figure 4.
1213 2123
2132 1231
1321 2312
3212 3121
1 2
12
1 2
33
2
1
3
21
33
2 1
3
21 12
Figure 4. The exchange walk on (W,S) = (S3 × S2,
{s1, s2, s3}), where s1 and s2 satisfy the braid relation,
and s3 commutes with s1 and s2. For short, the reduced
word s1s2s1s3 is denoted by 1213.
Consider a probability P on S and consider the following Markov
chain, which we call the exchange walk on (W,S). The state set is
R(w0). Transitions are given by changing from state α to state es(α)
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with probability P (s). For the example above of (Z/2Z)n we recover
the Tsetlin library. The main goal of this section is to use the theory of
R-trivial monoids and Markov chains developed in this paper to prove
properties of the exchange walk on (W,S).
To state our main result of this section, we need some notation. Let
WJ = 〈J〉 be the standard parabolic subgroup associated to J ⊆ S.
Let
DR(w) = {s ∈ S | `(ws) < `(w)}
be the set of right descents of w ∈ W . Let wJ denote the longest
element of WJ ; note that wJ is an involution and wS = w0. Our result
is the following.
Theorem 8.1. Let (W,S) be a finite Coxeter system and let P be a
probability on S with support S. Let T be the transition matrix of the
exchange walk on (W,S). Then the exchange walk is ergodic and the
following hold.
(1) The eigenvalues of T are
λJ =
∑
s∈J
P (s),
where J ⊆ S.
(2) The multiplicity of λJ as an eigenvalue is given by∑
K⊇J
(−1)|K|−|J | · |R(wKw0)|.
(3) The stationary distribution pi is given as follows: if α = s1 · · · sm
is a reduced decomposition of w0, then
pi(α) =
m∏
i=1
P (si)
1− λDR([s1···si−1]W )
.
(4) Let m be the length of the longest element w0 ∈ W , n = |S| be
the number of generators (usually called the rank of W ), and
p = min{P (s) | s ∈ S}. Then, the mixing time for the exchange
walk is O(m/p) in general and O(mn) when P is the uniform
distribution on S.
To prove Theorem 8.1 we introduce an R-trivial monoid R(W,S),
which is the Karnofsky–Rhodes expansion of the 0-Hecke monoidH(W,S).
First we recall that notion of the 0-Hecke monoid. Details can be found
in [Car86,Nor79,DHST11,Den11,Fay05,MS12b].
The 0-Hecke monoid H(W,S) is the monoid generated by S and
whose defining relations are the same commutation and braid relations
as those of W , but the quadratic relation s2 = 1 is replaced by s2 = s
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for s ∈ S. It follows from Tits’ solution to the word problem for Coxeter
groups that the reduced expressions for H(W,S) and W are the same
and that two reduced expressions are equivalent in W if and only if they
are equivalent in H(W,S). Thus the elements of W are in bijection with
the elements of H(W,S) via the map that sends w ∈ W to the unique
element piw of H(W,S) that has the same reduced decompositions as
w. Moreover, the idempotents of H(W,S) are the elements eJ = piwJ
with J ⊆ S. The monoid H(W,S) is both R- and L -trivial (and
hence J -trivial). Also Λ(H(W,S)) is isomorphic to P (S) (ordered by
reverse inclusion) via H(W,S)eJ 7→ J . For w ∈ W and s ∈ S, one has
s ∈ DR(w) if and only if piws = piw.
We define R(W,S) here directly (the reader can refer to [Els99] for
the Karnosfky–Rhodes expansion and its properties in general). Let
R =
⋃
w∈W
R(w) .
Define R(W,S) to be the monoid with generators S and relations
αs = α whenever α ∈ R and s ∈ DR([α]W ) (or equivalently, whenever
[αs]H(W,S) = [α]H(W,S)). Notice that we have a natural surjective ho-
momorphism ψ : R(W,S) → H(W,S) because H(W,S) satisfies these
relations. Consider the rewriting systemR with rules αs→ α whenever
α is a reduced expression for W and s ∈ S with [αs]H(W,S) = [α]H(W,S).
This rewriting system is length-reducing and definesR(W,S). We claim
that it is complete.
First note that any word α ∈ S∗ can be rewritten using R to a
reduced expression for W by scanning from left to right and erasing
right descents as they occur (this uses that in a Coxeter group s /∈
DR(w) implies that `(ws) = `(w)+1). Also note that reduced words (in
the Coxeter sense) cannot be rewritten since the left hand side of each
rule ofR is not reduced for W and factors of reduced words are reduced.
Next, observe that any overlap of two rules is of the form αβs → αβ
and βsγs′ → βsγ where s, s′ ∈ S, αβ and βsγ in S∗ are reduced for
W and [αβs]H(W,S) = [αβ]H(W,S) and [βsγs
′]H(W,S) = [βsγ]H(W,S). As
observed at the beginning of this paragraph, there is a word ρ ∈ S∗
reduced for W such that αβγ ⇒∗R ρ. Also, we have
[ρs′]H(W,S) = [αβγs′]H(W,S) = [αβsγs′]H(W,S) = [αβsγ]H(W,S)
= [αβγ]H(W,S) = [ρ]H(W,S)
and so ρs′ → ρ belongs to R. Therefore,
ρ R⇐ ρs′ ∗R⇐ αβγs′ R⇐ αβsγs′ ⇒R αβsγ ⇒R αβγ ⇒∗R ρ.
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It follows that R is confluent. We conclude that R is the set of re-
duced words for R and so we can identify R(W,S) with R where the
product is given by concatenation followed by scanning from left to
right, removing descents. Moreover, since all the rewriting rules of R
are of the form αs = α with α reduced, it follows that the right Cayley
digraph of R(W,S) with respect to S is the prefix tree of R and so
R(W,S) is R-trivial and Karnofsky-Rhodes. Also αs = α if and only
if s ∈ DR([α]W ) for α ∈ R.
If s ∈ DR([α]W ), then s appears in α by standard Coxeter theory and
so both sides of each rule αs→ α of A have the same letters. Thus the
projection S∗ → P (S) (where the latter is made a monoid with union)
given by s 7→ {s} factors through R(W,S). The same argument as
in the proof of Proposition 5.11 shows that Λ(R(W,S)) is isomorphic
to P (S) ordered by reverse inclusion and, moreover, that c(α) is the
set of letters in α and d(α) = DR([α]W ) under the identification of
Λ(R(W,S)) with P (S). Here c and d are the content and descent maps
from Section 4.1. The minimal ideal of R(W,S) is R(w0) and the action
of S on the left of it is via the operators es described above.
Proof of Theorem 8.1. With the above arguments, the proof of most of
Theorem 8.1 is straightforward from Corollary 4.13. The multiplicities
follow by observing that if we fix αK ∈ R(wK) for each K ⊆ S, then
αK · R(w0) (in R(W,S)) consists of all reduced expressions of w0 the
form αKβ where β is a reduced decomposition of the shortest element of
the right coset WKw0, which is precisely w
−1
K w0 = wKw0. This proves
points (1)-(3).
To prove point (4), let `(α) denote, as usual, the length of a reduced
word α ∈ R. Then α belongs to the minimal ideal of R(W,S) if and
only if `(α) = m (= `(w0)). If `(α) < m, then there is at least one
element s ∈ S with αs reduced (and hence `(αs) = `(α) + 1) because
w0 is the unique element w of W with DR(w) = S. Thus if we run
the right random walk on R(W,S) driven by P with initial state the
empty word, then the statistic ` on R(W,S) starts at 0 and increases
with probability at least p = mins∈S P (s) until it reaches the value m,
when a constant map is obtained.
Applying Lemma 3.6 with f(α) = m − `(α) as the statistic, yields
a bound on the mixing time of 2(m+c−1)
p
, where we require that after k
steps ‖P ∗k − pi‖TV ≤ e−c with pi the stationary distribution. When all
generators in S appear with uniform probability p = 1/n, the mixing
time is O(mn). 
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Notice that the canonical projection ψ : R(W,S)→ H(W,S) has the
property that α ∈ R(W,S) belongs to the minimal ideal if and only if
ψ(α) = piw0 . As piw0 is the zero element of H(W,S), it follows that the
probability of obtaining a constant map for the right random walk on
R(W,S) driven by P is the probability of absorption into piw0 for the
right random walk on the 0-Hecke monoid H(W,S) driven by P . Hence
the mixing time of the exchange walk for (W,S) is bounded above by
the absorption time into piw0 for the right random walk on H(W,S)
driven by P by (4.6).
Example 8.2 (Tsetlin library). Consider the Tsetlin library, realized as
exchange walk for the Coxeter system W = (Z/2Z)n with the standard
basis S. In this case R(W,S) is the free left regular band on S and
H(W,S) is the power set of S under union. The random walk on
H(W,S) driven by P is exactly the coupon collector chain; therefore
its mixing time is O(n log n). This shows that the upper bound (here
O(n2)) given by Theorem 8.1 is not always tight. This is because the
argument does not take advantage of the fact that, at the beginning
of the chain, the probability of collecting a good coupon is closer to 1
than to 1/n.
Example 8.3 (Exchange walk for the symmetric group). Note that,
when W = Sn is the symmetric group, then the elements of Hn =
H(Sn, S) can identified with permutations. The action on the right of
a permutation σ of the generator si ∈ S corresponding to the transpo-
sition (i i+ 1) is to fix σ if σ(i) > σ(i+ 1) and otherwise to send σ to
σ ◦ (i i+ 1). Thus the right random walk on Hn driven by the uniform
distribution on S is the Markov chain that has initial state the identity
permutation and at each step of the chain picks uniformly randomly a
position 1 ≤ i ≤ n−1 of the permutation and swaps positions i, i+1 if
they are in order, and otherwise does nothing. This Markov chain ab-
sorbs into the permutation in which all pairs of positions are inverted.
The absorption time for this discrete time analogue of the oriented swap
process studied in [AHR09] was given in [BBHM05, Theorem 1.4] to
be O(n2) (where p = 1 in the setting of [BBHM05]). This then trans-
lates to an O(n2) bound on the mixing time for the exchange walk on
the symmetric group Sn, which is better than O(n3) provided by our
Theorem 8.1. 2
Theorem 8.4. The mixing time for the exchange walk on Sn is O(n2).
2We thank Zachary Hamaker for pointing out the relation of our chain to
[AHR09,BBHM05].
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