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Abstract
Currently, the U.S. and China are the two largest national economic entities in the world.
However, it is noticeable that the two countries have considerably different strategies for
economic development, environmental protection and land supply in coastal zones. In order to
understand the coastline dynamics, land use land cover (LULC) changes and land management
policies in the U.S. and China, a case study of the Tampa Bay (TB) watershed, Florida, U.S., and
Xiangshan Harbor (XH), Zhejiang Province, China was conducted. The two areas possess
similar humid subtropical climate and dense population, but experienced different anthropogenic
impacts. TB sat at a developed stage with sound environmental laws, regulations and projects to
preserve natural landscapes. XH was at a developing stage and focused more on an economic
development in the last 30 years. Comparing the LULC change patterns and the major driving
forces for the changes between the two study areas, governments and public could know what
factors cause the land use conversion and how to preserve the natural landscapes.
A new water index called the weighted normalized water index (WNDWI) was proposed
to extract coastlines in TB and XH since current water indices could not classify turbid water
bodies and shadow areas well. Two threshold methods (i.e., Otsu threshold method and multiple
thresholds method) were implemented to find an optimal threshold to segment the water from the
land. The experiments demonstrate that the WNDWI algorithm can achieve high accuracies to
classify water from land with an optimal threshold in the two study sites. Coastlines in 1985,
1995, 2005 and 2015 in TB and XH were extracted and the changes were detected and
vii

highlighted. The results indicate that coastlines in TB were mostly stable, while those in XH had
been undergoing intensive human interferences, indicating that XH was at a developing stage.
Major anthropogenic impacts on XH coastlines are land reclamation and aquaculture, resulting in
an impacted area of approximately 20.3 km2.
The land cover maps of TB and XH in 1985 (1986), 1995, 2005 and 2015 were produced
by classifying Landsat images using the random forest algorithm. The reflectance distributions of
the land cover types indicate that it is difficult to classify agricultural land, rangeland, upland
forest and wetland if using the optical bands only from a single Landsat image. Multi-seasonal
image composites and the land surface temperature (LST) band were involved in image
classification to achieve higher accuracies. The overall accuracies (OAs) of the land cover map
of TB in 2015 and that of XH in 2005 were increased by 5.14% and 4.33% after adding the LST
band. The OAs of the four years’ land cover maps of TB range from 81.14% to 83.43%, whereas
those of XH vary from 84.67% to 87.67%. According to the experimental results, the total urban
area increased by 11.8% in TB, while that in XH increased 138.9% during the last 30 years.
Wetland in TB reduced by 8.3% while that in XH reduced 49.0%. The results of logistic
regression analysis indicated that the density of wetland is a major driver for urban growth in TB
with a strong negative impact while the relationship is opposite in XH. It is worth noting that XH
has been undergoing a rapid urbanization and industrialization process with a vast amount of
natural landscapes converted to urban areas, whereas TB has already passed the developing stage
and issued environmental laws and programs to preserve natural landscapes from human
exploitation. In terms of preserving natural landscapes and protecting the vulnerable coastal
environment for our next generation, the coastal planning decision makers in XH should not only
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consider economic values and short-term benefits but also integrate values of ecological, social,
and cultural and long-term benefits when making coastal management decisions.
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Chapter 1. Introduction
1.1

Anthropogenic impacts on coastal zones
Coastal marine systems are considered as the most ecological and socio-economical

sources on the planet (Harley et al. 2006). The ecosystem goods and services produced by areas
ranging from the intertidal zones to the continental shelf regions are estimated to be worth $14
trillion, or 43% of the global sum (Costanza et al. 1998). Taking advantages of the environment,
transportation and resources, a large number of the world’s population live in coastal zones and
the number continues to increase at a high rate. For example, in 2010, about 39% of the U.S.
population lived in counties directly on the coastline (NOAA 2017). Intensive human activities
have become a major driving force that leads to coastline dynamics and land cover changes in
the area. Under both anthropogenic and natural pressures, the coastal zone is a considerable
dynamic area on the Earth and it is very challenging to systematically monitor its temporal and
spatial variations (Turner 2000, Ekercin 2007). The area is affected by multiple processes at
various scales, from a global scale such as climate change and sea level rise (SLR) to a local
scale such as waves, tides and storm impacts as well as anthropogenic impacts including
urbanization, industrialization and economic development.
In 2010, the U.S. had 123.3 million people (i.e., 39% of the national population) who
were residents in counties directly on the coastlines and the population was expected to increase
by 8% from 2010 to 2020, while the counties those people lived in only own less than 10 percent
of the national land area (NOAA 2017). In 2011, China’s 11 coastal provinces and metropolises,
1

which accounted for 13% of the nation’s territory and 43.5% of the nation’s population,
contributed to 60.8% of the national gross domestic product (GDP) (Wang et al. 2014). The rapid
urbanization and population expansion have converted the natural morphological state of
coastlines irreversibly to artificial coastlines (Xian and Crane 2005). What’s more, natural
landscapes such as wetland, upland forest and rangeland have been changed to urban land and
agricultural land.
Human activities including urbanization, land reclamation, coastal aquaculture, sediment
dredging projects and wharf construction could deteriorate wetlands, diminish seagrasses, reduce
coastal landscape diversity and destroy the habitats of marine organisms. Extensive human
exploitation occurred in coastal zones in Florida before the1980s. According to a report from the
Department of the Interior, USA, from the 1780s to 1980s, Florida lost the most wetland acreage
among all the continuous 48 states, with about 37,636 km2 impacted (Dahl 1990). This would be
an average impact rate of 51 hectares per day. It’s estimated that from the 1950s to 1970s the rate
increased to 80 hectares per day (Hefner 1986). In China, the aquaculture area increased from
1336 km2 in 1980 to 4289 km2 in 1990 via manually sea enclosing, and 13,380 km2 coastal areas
had been reclaimed as new lands from 1950 to 2008 in the nation (Wang et al. 2014). However,
the disadvantages of intensive human exploitation are obvious. The state of land use and land
cover (LULC) greatly affects human’s life. The change of LULC is a crucial factor that impacts
global climate change since it largely interacts with climate, ecosystem processing, biodiversity,
biogeochemical cycles and human activities (López et al. 2001). For example, LULC types affect
the processes of evaporation and transpiration, and the increased impervious surfaces result in
unusual patterns in Land Surface Temperature (LST). From 1935 to 1972, there was a 95%
decline in wading bird populations in Florida (Frayer and Hefner 1991). In the first half of the
2

20th century Tampa Bay had lost 81% of its seagrasses and an estimated 44% of mangroves
(Dahl 1990). In XH, the large-scale land reclamation and sea enclosing projects reduced tidal
prism, created water pollution and deteriorated the local ecosystems in the last 30 years (Ning
and Hu 2002, Huang, Wang, and Jiang 2008). Land ownership is one of key factors to affect land
use and land cover changes. But it is out of the scope of this study.

1.2

The coastal development in the USA and China
Currently, the USA and China are the two largest national economic entities in the world.

In 2015, the USA represented 22% of nominal global GDP while China represented 16% of
nominal global GDP (International Monetary Fund 2016). However, it is noticeable that the two
countries have considerably different strategies for economic development, environmental
protection and land supply, in coastal zones. As early as in 1970s, the U.S. Congress realized the
importance of coastal ecosystems and set goals to preserve, protect, develop and restore the
resources of the nation’s coastal zone (NOAA 2016b). Environmental management
models/approaches such as the Driver-Pressure-State-Impact-Response (D-P-S-I-R) framework
(Bowen and Riley 2003) and ecosystem-based management (EBM) (Leslie and McLeod 2007)
have already been proposed and employed to manage the development of coastal zones in the
U.S. The D-P-S-I-R model does not only monitor the environmental state, but also represents the
cause-and-effect relationships between human activities and the changes in environment, and
uses the integrated valuation system to direct coastal management. The EBM is an integrated
approach that considers the entire ecosystem, including humans (McLeod et al. 2005). It aims to
protect ecosystem structure, function, and key processes. This approach considers that ecological
interactions in coastal systems are very crucial to the resilience and health of the systems, and
3

addresses interactions with different spatial and temporal scales, within ecological and social
systems (Leslie and McLeod 2007). Following the model and the approach, the U.S.
governments and institutions enacted policies and regulations to protect the environment of
coastal zones. Congress passed the Coastal Zone Management Act (CZMA) in 1972 to
encourage coastal states to develop and implement coastal zone management plans (NOAA
2016b). Another national program entitled the National Coastal Zone Management Program
addresses the nation’s coastal environmental issue through a voluntary partnership between the
federal government and coastal states and territories (NOAA 2016a). This program was designed
to set up a basis for protecting, restoring, and establishing a responsibility in preserving and
developing the nation’s coastal communities and resources. The state and local governments and
organizations also issued their corresponding policies. For example, the Florida Coastal
Management Program implemented by Florida’s Department of Environmental Protection, aims
to protect and enhance the state’s natural, cultural and economic coastal resources (Florida
Department of Environmental Protection 2012a). All of these programs illustrate that the U.S.
government has worked on maintaining natural land resources in coastal zones (e.g., wetland and
beach), conserving natural coastlines and reducing the impacts of human activities on the
vulnerable coastal zones during the last several decades.
In China, which is experiencing rapid industrialization and urbanization, human activities
have generated large pressures on the ecosystems during the last several decades. During the last
30 years, China has industrialized faster than any nation in history (Tian and Ma 2009). Because
of the rapid processes of industrialization and urbanization, large area of natural landscapes has
been converted to artificial landscapes. Xu (2004) pointed out that a substantial shrinkage in
agricultural land occurred in the last two decades and the most severe decrease in agricultural
4

land appeared in the area close to urban centers in China. Industrialization, urbanization,
population growth and economic development are the major driving factors to force LULC
changes in China (Long et al. 2007).
Presently, the Chinese government prioritizes economic development. At the 18th Party
Congress in 2012, former president Jintao Hu set a goal of doubling China’s 2010 GDP and per
capita income by 2020 (Wang et al. 2014). He stressed that China should improve the capacity to
explore marine resources, develop the marine economy, and protect marine ecosystems and the
environment (Hu 2012). To achieve this goal, many coastal economic development zones, new
ports and industrial complexes have been built or approved during the last decade. Land
reclamation has become a major source for the new land requirement. Although the projects
create huge benefits, they also result in negative impacts in the coastal environment, such as
wetland loss, flooding, destruction of coastal landscape diversity, death of marine organisms.
Although since 2001 the Chinese government has made a series of laws and regulations to
preserve coastal environment and restrict land reclamation, the land reclamation area has been
continuously increasing and the negative impacts have not been mitigated. Due to the great land
needs for coastal industries and urbanization and strict agriculture land management policies,
land reclamation has become a major way to meet the land shortage. Aquaculture, as another
common human activities in coastal zones in China, was widely applied to produce seafood for
domestic demand and export to global markets. Those projects could generate large profits to the
government and create jobs opportunities to cut down the unemployment rate. However, to
maximize economic benefits, the environmental degradations caused by these activities are often
ignored by the decision makers. What is more, current evaluation of government official’s
performance emphasizes achievements more in economic development and less in ecosystem
5

protection, which in turn exacerbates official’s inclination to overlook environmental
degradation (Wang et al. 2014).
In this study, the states of coastlines and land cover in coastal zones in the U.S. and China
were compared. In this case, Tampa Bay (TB) in Florida, U.S. and Xiangshan Harbor (XH) in
Zhejiang Province, China were selected as study areas. The two areas possess humid subtropical
climate and dense population, whereas they underwent distinct anthropogenic impacts. The
coastline dynamics and land cover changes are monitored through multi-temporal remote sensing
and GIS technologies. The change patterns and the land use laws and environmental regulations,
and the different development stages in the two coastal areas, are compared. The major driving
forces for the urban conversion were analyzed to indicate the primary anthropogenic impacts on
LULC changes. Therefore, the objectives of the dissertation include: 1) examining the spatial
and temporal change patterns of coastlines and LULC in the two study areas during the last 30
years; 2) proposing new algorithms to improve the accuracy of LULC classification and
coastline extraction since the results from current algorithms are not satisfied; 3) assessing
human impacts based on the analysis of socio-economic variables, land use laws, environmental
regulations, policy documents and government reports; and 4) understanding the differences of
mechanisms of human impacts on the changes of coastlines and LULC in coastal zones between
the USA and China during the last 30 years. The results of this dissertation research are expected
to help the governments and public assess the states of landscape and understand the
anthropogenic impacts on the coastal environment in TB and XH.

6

Chapter 2. Literature Review
In this chapter, several issues associated with the dissertation research are reviewed,
including the definition of coastline and coastal zone, natural and human factors impacting
coastal area, the negative impacts from coastal erosion and LULC changes, coastal management
models, remote sensing and GIS technologies for coastal monitoring, and main driving forces of
LULC changes in coastal zones.

2.1

The definition of coastline and coastal zone
The coastline is defined as the line of contact between land and the water body at one

instant in time (Gens 2010, Ghosh, Kumar, and Roy 2015). In real world, the coastal zone is a
complicated environment that belongs to both terrestrial and marine environments (Haslett
2008). It is hard to define where the end of the land is and where the start of the sea is.
Hinrichsen (1999) defined coastal zone as “that part of the land affected by its proximity to the
sea and that part of the ocean affected by its proximity to the land”. Sometimes the low-lying
coastal wetlands present as terrestrial, but other times they submerge below high tides. It is much
more meaningful to regard coastal zone as a spatial zone between the sea and the land. The
coastal zone is a specific area between the landward limitation of marine impact and the seaward
limitation of terrestrial influence (Haslett 2008). Based on this definition, coastal zone is really a
wide space and associated with lots of human activities. However, for management purposes, the

7

definition of coastal zone is variable. Several definitions used by a variety of organizations in
international and national government are listed below. They include:
“The coastal waters and the adjacent shorelands are strongly influenced by each other
and includes islands, transitional and intertidal areas, salt marshes, wetlands and beaches. The
zone extends inland from the shorelines only to the extent necessary to control shorelands, the
uses of which have a direct and significant impact on the coastal waters (United States Federal
Coastal Zone Management Act 2018).”
“As far inland and as far seaward as necessary to achieve the Coastal Policy objectives,
with a primary focus on the land-sea interface (Commonwealth Government of Australia 1992).”
In this study, coastlines and land cover types in coastal watersheds are monitored.

2.2

Natural factors and anthropogenic impacts on changes in coastal zones
The coastal zone is a dynamic part of the Earth. The area is affected by natural processes

such as global warming, climate change and sea level rise (SLR) on a large scale, and waves,
tides, currents, and storms on a small scale, and anthropogenic impacts such as urbanization,
industrialization, population growth and economic development. In this section, both natural and
human factors that result in coastlines dynamics and LULC changes in coastal zones are
reviewed.
2.2.1 Natural factors acting on changes of coastal zones
In coastal zones, the number of coastal hazards has been increased as a result of rapid
changes in lots of geological and physical conditions driven by dynamic coastal processes
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(Mujabar and Chandrasekar 2013). On a large scale, global warming, climate change and sea
level rise (SLR) could lead to coastline dynamics and cause coastal erosion. Global warming and
climate change are also major drivers for a higher frequency and intensity of hurricanes, storms,
floods, and global SLR, which result in a coastline retreat (Cai et al. 2009). Not only does SLR
drown low-lying coastal zones but also contributes to the redistribution of sediment
transportation (FitzGerald et al. 2008). Lots of studies demonstrated that global sea levels have
risen in the 20th century and continue through the 21st century (Nicholls and Cazenave 2010,
Rahmstorf 2007, Vermeer and Rahmstorf 2009). The Fourth Assessment Report (AR4) of the
Intergovernmental Panel on Climate Change (IPCC) predicted that the global sea level will
increase by 0.6 m by 2100 mainly because of ocean warming and glaciers melting. The recently
unusual decrease of polar ice sheet mass indicates a trend of sea level rise of 1 m or more by
2100 while about 10% of the global population inhabits in the low-elevation coastal zones below
10 m elevation (Nicholls and Cazenave 2010). Thus, conducting research on coastline erosion
has significant meanings for the global society. Regarding as a global threat, SLR has lots of
physical impacts on coastal zones. Increased flooding and saltwater intrusion of surface waters
are its main negative short-term effects. Long-term impacts include that the coast adjusts to the
new conditions, such as increasing flooding, beach erosion, salt water intrusion into groundwater
and the decline of coastal wetlands and seagrasses (Nicholls and Cazenave 2010). Rahman,
Dragoni, and El-Masri (2011) assessed coastline changes in Sundarbans coastlines. In the study
area, erosion dominated accretion, probably because of SLR, and dikes or other anthropogenic
structures could not reserve these coastlines. The authors stated that the variety of erosion rate
for different directions may be resulted from surface waves and tidal actions.
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Several local physical parameters result in coastline changes, such as elevation, coastline
vegetation, fetch and wave exposure (Cowart, Walsh, and Corbett 2010). The authors conducted
a study on analyzing estuarine coastline change at Cedar Island, North Carolina, U.S. The study
showed a significant difference of coastline erosion rate on the sites with different LULC types.
The lowest coastline erosion rate occurred in wetland coastlines and the highest erosion rate
appeared at sediment bank coastlines. Thus, the LULC, as one important factor, affects the rate
of coastline erosion or accretion. In terms of geomorphology, crucial factors resulting in
coastline changes are coastal erosion, sediment transport, and deposition (Ekercin 2007). For
example, at the Meric Delta of Aegean Sea coast in Turkey. The coastlines have accreted as a
result of sediment discharge and transport. These processes led to morphological changes in
coastal zones, which considerably affects residents’ life in that area. From these studies, it is
worth noting that both global and local natural processes could affect coastal ecosystems and
cause coastline erosions.
2.2.2 Estuaries
“An estuary is an arm of the ocean that is thrust into the mouth and lower course of a
river as far as the tide will take it” (Davis 1997). Estuaries are primarily influenced by river and
tidal process. River discharge is the major source to provide freshwater and sediment. The
amount of freshwater and sediment and the discharge rate decide the character and longevity of
the estuary (Davis Jr and Fitzgerald 2009). Estuaries can be classified into three types based on
the most energetic factor affecting sediment distribution and deposition: river-dominated
estuaries, tide-dominated estuaries, and wave-dominated estuaries (Davis 1997). When a river
brings a large sediment load to an estuary basin with small tidal currents and waves, the sediment
accumulates rapidly, generating a bayhead delta at the river mouth, as a river-dominated estuary.
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A tide-dominated estuary doesn’t have barrier or other construction at its mouth. The mouth is
likely to be funnel shaped. The strong tidal currents and extreme turbulence mix the waters of the
estuary. The combination of large tidal range with strong tidal currents leads to a sand-dominated
estuary floor, since the mud is either swept out to sea or is trapped at the landward zones of the
estuary (Davis 1997).
XH is a typical tide-dominated estuary. In XH, land claiming and sea enclosing were the
major anthropogenic impacts in the last thirty years. These activities decreased the tidal prism,
weakened the tidal currents, and influenced the sediment transportation which might cause
sedimentation in the harbor. An example of anthropogenic impact on TB’s coastline is that in
1950s, the U.S. Army Corps of Engineers conducted large-scale dredging to deepen channels,
which changed the current patterns in the bay area. As a result, several shore keys were formed
in 1970s. Seawall, breakwater and T-groin also affect sediment transportation on a local scale.
2.2.3 Anthropogenic impacts on changes of coastal zones
Since more and more population live in coastal zones, human activities have become a
major driving force that leads to the changes of coastlines and LULC in these areas.
Urbanization, which has occurred during the past several decades and shown an enhanced trend
in many developing countries, hugely impacts ecosystems and the LULC in coastal zones. In
2014, the 54% of the total global population lived in urban areas, compared with 34% in 1960,
and this figure continues to grow (World Health Organization 2016). The rapid urbanization and
population expansion have significantly converted the land type from natural lands to
urban/developed lands (Xian and Crane 2005). This procedure reduces the capacity of
ecosystems to maintain crop production, improve air quality, reserve freshwater and forest, and
prevent infectious diseases. Thus, humans need to make a decision between meeting immediate
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human needs and sustaining the capacity of providing products and services in a long term
(Foley et al. 2005). There are many studies focusing on detecting the coastline changes and
analyzing the driving forces (e.g., Chu et al. 2013, Rahman, Dragoni, and El-Masri 2011). Chu et
al. (2013) found significant coastline accretion in the Yangtze delta region from 1974 to 2010
although the sediment input of Yangtze River decreased significantly. The authors demonstrated
that the main driving forces of the accretion are human activities including land reclamation,
filling projects and wharf constructions. The results can be referred by the government to make
coastal management and decisions. Rahman, Dragoni, and El-Masri (2011) demonstrated that, in
Sundarbans coastlines, a crucial anthropogenic impact on coastline changes was the advent of the
Farakka dam in 1975. This dam led to a huge reduction of discharge to Sundarbans coast. Thus
the sediment decreased as well as the accretion process. These examples present the cause-effect
relationships between urbanization, land reclamation and other anthropogenic impacts on
coastline dynamics in coastal zones.
Human activities greatly changed landscapes and geomorphology in coastal zones. Since
rapid population growths have been continued in lots of coastal zones, a great numbers of urban
infrastructures have been built up to serve for residential, commercial and tourist activities. In
some places, tourism hugely challenges coastal environment. For instance, in 1975, the small
town of Cancun in Quintana Roo, Mexico was transformed into an international tourist resort. In
2001, local residents rose up to 300,000 and the annual visitors were over 2 million. The rapid
population expansion and new-build infrastructures severely impacted on coastal landscapes,
including the changes of coastlines and the LULC in the coastal zones (Burke et al. 2000). In
Europe, most countries lost more than 50% coastal wetlands and seagrasses during the last 100
years mainly due to land reclamation, overfishing, coastal development and pollution. For some
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regions, the figure was over 80%. The health of coastlines in Europe is also worrisome. Less
than 15% of coastlines were assessed as being at a ‘good’ level (Gibson, Atkinson, and Gordon
2007). In some coastal zones in Italy, Spain and France, more than 45% land is used as built-up
areas. Transformation of coastal landscape to urban land does not only impact coastal zones on
land but also affects the quality of nearshore water. The decrease of seagrasses and macroalgae
results from water quality degradation, which is mainly caused by anthropogenic pollution. Land
reclamation and coastal development are the main reasons that cause wetland shrinkage. What’s
more, natural habitats are devastated because of human invasion. Overexploitation destroys
biogenic habitats such as maerls and oyster reefs (Gibson, Atkinson, and Gordon 2007). Many
policies are enacted to reserve and maintain coastal natural landscapes and resources. However,
in lots of regions, the environmental policies aren’t implemented well to achieve the goals. It is
urgent to monitor coastal landscapes and to research on successful examples of environmental
management because neglecting natural habitat loss will break the sustainability of coastal zones
and finally destroy ecosystems.

2.3

The negative impacts from coastline dynamics and LULC changes in coastal zones
Millennia human beings have been settled along the coast, taking advantages of ocean

surface for travel, hunting marine organisms for food, building ports and harbors on coastlines.
Human activities on coastlines have accelerated rapidly since World War II (Snead 1982).
Expanded urban sprawl, the communities, recreational and sporting sites, and industrial
development have occupied large areas of coastal zones. An unstable coastal environment could
damage the facilities and cause economic loss, human injuries, and even deaths. Beach erosion,
as a part of coastal erosion, is a considerable threat to coastal economies where tourism services
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is a large portion of economic growth (Alexandrakis, Manasakis, and Kampanis 2015).
Moreover, coastlines are ideal habitats for lots of organisms. These species are threatened in the
process of coastline erosion, such as turtle and coral reef.
The LULC change is a key factor that leads to global climate change since LULC highly
interacts with climate, ecosystem processing, biodiversity, biogeochemical cycles and human
activities (López et al. 2001). Because of its huge impacts on both nature and human
environments, LULC is considered as a core joint project of the International Geosphere
Biosphere Programme (IGBP) and International Human Dimensions Program (IHDP) on global
environmental change (Xiao et al. 2006). LULC types affect the processes of evaporation and
transmittance. And the increased impervious surfaces cause unusual patterns in land surface
temperature (LST). The area with large percent of impervious surface could tend to become a
surface urban heat island (SUHI) (Dihkan et al. 2015). The authors concluded a linear
relationship between the frequency and magnitude of SUHI and the speed of urbanization in
Istanbul, Turkey, a coastal city. Abnormal climate appears with higher frequency in urban areas
and causes much more negative impacts and economic losses because of high densities of
population and facilities.
Coastlines may appear resilient, but they consist of some of the most vulnerable land on
the Earth. The intensive human activities degrade this environment. The coastline dynamics and
changes of LULC in coastal zones result in high frequently natural hazards, which cause
economic loss and casualties, and are of huge threats for other organisms living there. In this
dissertation, the changes of coastlines and LULC in coastal zones will be monitored by using
multitemporal remote sensing technology and geographic information system (GIS).
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2.4

Coastal management
“Coastal zones are increasingly valued by society, both in direct side and indirect side,

and undoubtedly offer essential resources and services for humans” (Turner et al. 1998). From an
ecological-economics aspect, coastal zones can be characterized as inter-related physical, biochemical and socio-economic systems with particular processes and functions. Thus, coastal
resource system provides a variety of economic goods and services with significant value to
current and future generations (Turner et al. 1998). The coastal zones can assimilate pollutions,
offer biodiversity goods and services and prevent storms intruding land. These ecosystem
functions are very valuable but hard to be estimated. Thus coastal management needs to be
prepared into at least four capacities: legal and administrative capacity, financial capacity,
technical capacity, and human resources capacity. Lots of analysts agree that a combination of
national and provincial/local authorities is needed to carry out integrated coastal management.
Local management is important in inland areas and coastal lands and national government’s role
becomes more dominant for further offshore (Turner et al. 1998).
A major challenge faced by integrated coastal management is to better identify human’s
understanding of the relationship between coastal system dynamics and the social benefits
related to them. Although both the coastal management and marine science communities have
developed models to evaluate the changes, the linkage between them has been considerably
limited. In most situations, the management community works on institutional measures of the
program performance while the marine science community focuses on finding the indicators that
lead to the changes in natural systems. However, the degree of interaction between
environmental changes and social systems has held less attention (Bowen and Riley 2003).
Aiming to understand the issue, Organization for Economic Cooperation and Development
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(OECD) (1993) proposed the “Pressure-State-Response” (PSR) model to explain the cause and
effect relationship between human activities and environmental dynamics. The model is a
common framework for environmental evaluation. It simplified the environmental problems and
solutions into variables that emphasis the cause and effect relationships between human
interference and environmental issues. The “pressure” variables reflect human’s concern of the
environmental issue. The “state” variables monitor the condition of the environment. The
“response” variables indicate the actions to reduce pressures or improve the state of the
resources. This model is very useful to explain the factors influencing environmental systems
and regulatory changes. However, Bowen and Riley (2003) pointed out that it had significant
conceptual limitations, which means it described a system into a simple way and the scope was
overly narrow.
To overcome the limitation, the European Commission expanded it into a new model
which is described as the Driver-Pressure-State-Impact-Response (DPSIR) model (Bowen and
Riley 2003). One shortage of the PSR model is that it did not reflect the natural factors into the
pressure category. In other words, the model did not contain natural variability and episodic
events. In some situations, if the anthropogenic forcing is not dominant, ignoring natural factors
may lead to ineffective regulatory constrains which can hold little promise to solve the
environmental issue. A primary modification of the DPSIR model was expanding the concept of
“pressure” to combine social, economic, institutional and natural system pressures together.
Drivers describe socio-economic factors with large scale and sectoral trends. Pressures are used
to directly affect the quality of coastal environment. States present the visible changes in coastal
environment. Impacts describe the costs on environment and social benefits. Response indicators
are the institutional response to changes described in the system. The DPSIR model does not
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only focus on the changes of environment, but also on the cause and effect relationship between
humans and the environment. In this dissertation, the LULC changes will be detected and the
associated anthropogenic impacts facilitated by laws, policies and regulations will be analyzed.

2.5

The different stages of coastal development in China and the U.S.
In recent years, land reclamation and sea enclosing have become important approaches in

China to meet the increasing needs of space for residential purposes and development (Wang et
al. 2014). It is true that land reclamation could create new land to meet human demand.
However, it also results in lots of severe environmental problems, including reduction of
biodiversity, increasing natural hazards, degradation of coastal water quality, and depletion of
fishery resources (Wang et al. 2014). The history of large-scaled land reclamation in China can
be traced back to 1950s. The land demand increased significantly in recent decades with rapid
population growth and economic development. With a huge demand on land, governments
consider land reclamation as an effective way to solve land shortage (Wang et al. 2014). As a
result, in many coastal cities in China, the coastal ecosystems are suffering tremendous pressures
mainly because of intensive human interferences.
During the last 30 years, the Chinese national government advocated to exploit marine
resources, developed marine economy and protected marine environment. Under the policies, the
coastal provinces and metropolises have enacted their local plans for the development of the
marine economy, almost all of which involve land reclamation. For instance, in Shandong
Province, a plan named ‘Special Plan on Focused and Intensive Sea Use for Blue Economic
Zone Construction around Shandong Peninsula (2009-2020)’ set goals to intensively exploit the
marine. The plan mentioned to build up 9 big and 10 small coastal industrial complexes using
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1500 km2 land, 520 km2 of which were reclamation land (Wang et al. 2014). It is estimated that
from 2010 to 2020 the total area of coastal reclamation land in China will exceed over 5880
km2 , close to half of the area of reclamation land in the past 50 years (CCICED 2013). Long et
al. (2007) found the socio-economic driving forces of LULC changes in Kunshan, a small city in
Yangtze River Delta economic area of China. Their study showed from 1987 to 1994, paddy
fields, dryland, and forests were shrunk by 8.2%, 29%, and 2.6%, and by 4.1%, 7.6% and 8%
during the period from 1994 to 2000. However, artificial ponds, urban settlements, rural
settlements, and construction land were increased by 48%, 87.6%, 41.1%, and 511.8% from
1987 to 1994, and increased by 3.6%, 28.1%, 23.4% and 47.1% from 1994 to 2000 (Long et al.
2007). The authors concluded that urbanization, industrialization, population growth, and
China’s economic reform are the major drivers for the LULC changes in Kunshan. Xu (2004)
studied on the LULC changes in Yuhang, Zhejiang Province, China. The author collected and
analyzed a variety of data such as statistics from the governments and organization, informal
interviews and field observation. The study showed a substantial shrinkage in agricultural land in
the last two decades and the most severe decrease in agricultural land occurred in the area close
to urban centers. The reasons of agricultural land reduction include urban sprawl, rural
industrialization, and housing development.
In the U.S., during the process of coastal development, governments and citizens have
realized the environmental degradations and try to address the environmental issues via coastal
management plans and regulations. For instance, Tampa Bay (TB) was an ideal habitat for a
large range of wildlife, from fish to crabs, from shrimp to sea turtles, from dolphins to manatees,
and from pelicans to spoonbills. Since 1940, the population of TB watershed has increased
rapidly. In order to meet the land requirement for population growth, dredge-and-fill
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technologies were used to convert shorelines to urban land. The infrastructures such as port
facilities, shipping channels and manmade spoil islands were built which hugely impacts the
landscapes of coastal zones. Severe pollution is another factor to threaten the environment. Over
50% of seagrasses in TB disappeared from 1940 to 1972 (Tampa Bay Estuary Program 2006). In
order to restrain environmental degradation, Congress enacted the Tampa Bay Estuary Program
(TBEP) in 1991. This program aims to “build partnerships to restore and protect Tampa Bay
through implementation of a scientifically sound, community-based management plan” (Tampa
Bay Estuary Program 2016a). The environment is becoming better with the governments and
communities efforts. The latest report presents that the amount of seagrasses in 2015 reaches a
peak since 1950s and the increased trend still continues. Seagrasses have increased 738 acres per
year on average since 1991, which is also a sign of improvement of water quality. TBEP plans to
remove the structures that block the tidal flow and fish movement (Tampa Bay Estuary Program
2016b). After removing these blocks, the mixed water will bring more nutrients which benefit for
the local marine organisms. All of the facts show the TBEP is effective to improve the
environment in TB.
From the literature, it is noticeable that some studies researched on mapping LULC
changes for coastal zones in China and analyzing the major drivers (e.g., Xu 2004, Long et al.
2007, Verburg, Veldkamp, and Fresco 1999), while the other research focused on the LULC
changes for coastal zones in the U.S. (e.g., Alig, Kline, and Lichtenstein 2004, Schneider and
Pontius 2001, Xian and Crane 2005). However, no systematically comparative investigation on
change analysis and mechanism understanding of coastal zones between the U.S. and China is
found. In recent years many coastal areas in the U.S. are at a developed stage while the coastal
zones in China are still at a developing stage. In this study, not only were the coastline changes
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and LULC dynamics in the coastal areas monitored for the two countries, but also were the data
on laws, policies and regulations collected to analyze the mechanism and causes that led to the
differences between the two countries.
After 1970s, the U.S. Congress passed a series of acts and laws to protect coastal
environment, such as the Coastal Zone Management Act in 1972 and the Water Resources
Development Act in 1990. Following these laws, state environmental protection agencies and
local agencies issued their programs to manage their local coastal environment. China has had a
rapid urbanization and industrialization process during the last 40 years. About 2469 km2 lands
were approved by State Council for reclamation plans from 2011 to 2020 (Wang et al. 2014). It
is noticeable that in the recent two decades, the Chinese government has enacted a set of laws
(e.g., Island Protection Law, Law on Environmental Impact Assessment) to restrict land
reclamation and sea enclosing. It indicates that Chinese governments realized the environmental
issue and were engaged in environmental protection in coastal zones.

2.6

Remote sensing approaches to monitor coastline dynamics and LULC changes
Coastal ecosystems are very important to the global ecosystems. However, coastlines are

hard to be managed, for one reason is that the lines are dynamic, and another reason is that the
lines have highly been settled and pressurized by human systems (Turner 2000). Several ways
can be used to measure the coastline changes: field-based methods, GIS and remote sensing
(Cowart, Corbett, and Walsh 2011). Field-based methods are labored and costly both in time and
cost, requiring much resources and labor work. Remote sensing and GIS technologies can
overcome some drawbacks of field measurement and make the work more automatically and
efficiently (Cowart, Corbett, and Walsh 2011). The remote sensing data sources include
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multispectral imaging, hyperspectral imaging, airborne LIDAR, microwave sensors and video
imaging (Boak and Turner 2005). Landsat Thematic Mapper (TM), Enhanced Thematic Mapper
Plus (ETM+) and Operational Land Imager (OLI) are often used as main data sources because of
their spatial, spectral and temporal resolutions and free data sources (Ryu, Won, and Min 2002,
Yamano et al. 2006, Ghosh, Kumar, and Roy 2015). Several methods are proposed to delineate
coastlines, such as band ratioing, band differencing, principal component analysis and postclassification. The normal difference water index (NDWI) is widely used and lots of studies
show the efficiency of this index to extract coastlines (Qiao et al. 2012, McFeeters 1996, Chen et
al. 2003). However, Xu (2006) mentioned in some scenarios, the extracted water information
was mixed with built-up land noise. In order to suppress this noise, the NDWI was modified by
substitution of a SWIR band such as Landsat TM band 5 for NIR band. The modified method
was called the modified NDWI (MNDWI). It aims at enhancing water features while suppressing
or even removing built-up land noise, vegetation and soil noise. However, a manual adjustment
of the threshold should be set for MNDWI results in order to delineate more accurate coastlines
(Xu 2006, Ji, Zhang, and Wylie 2009). So how to set a threshold for MNDWI results is a crucial
problem and it may be various based on different personal experiences. Therefore, a new water
index may need to be proposed in order to delineate coastlines with higher accuracy.
Research on mapping coastline changes and monitoring coastal environment based on
multi-temporal remote sensing data have been widely conducted in various coastal areas and
other continental coasts (e.g., White and El Asmar 1999, Ekercin 2007, Chu et al. 2013). All of
these studies used Landsat TM images as main data to extract coastlines. White and El Asmar
(1999) implemented a region-growing image segmentation technique to map coastlines and then
identify changes. This technique detecting coastline changes in a long-term scale has dominated
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advantages over conventional field-based survey over a short-time scale. Rates of erosion and
deposition were calculated based on the results. Ekercin (2007) used unsupervised classification
and temporal image ratioing techniques to delineate coastlines. Landsat multispectral scanner
(MSS), TM and ETM+ were used to cover 26 years from 1975 to 2001. The experimental results
showed noticeable coastline movements during the 26 years in the northeast coasts of the Aegean
Sea. Chu et al. (2013) delineated the mean high tide lines as the coastlines in Yangtze delta from
multi-temporal remote sensing data (Landsat MSS, TM and ETM+) from 1974 to 2010. The
coastlines were delineated manually and the standard GIS tools were used to detect coastline
changes. Although the operation of the Three Gorges Reservoir decreased the sediment input of
Yangtze River, the experimental results showed significant accretion on coastlines which was
mainly caused by anthropogenic activities such as reclamation work, filling project and wharf
constructions. Xiao et al. (2006) explored temporal and spatial characteristics of urban expansion
by GIS and LULC changes by remote sensing. Results from these studies proved that remote
sensing and GIS techniques are qualified for coastline extraction and assessment.
Remote sensing technologies are widely used for classifying LULC of urban area and
detecting the changes (Weng 2002, Xiao et al. 2006, Seto and Kaufmann 2003, Pu et al. 2008a).
Pu et al. (2008a) used two spectral unmixing methods, a linear unconstrained least squares
algorithm and a non-linear artificial neural network (ANN) method to map urban features. The
study used ASTER data with 9 multi-spectral bands from visible light to shortwave-infrared to
classify soil, vegetation and impervious surfaces. Weng (2002) integrated remote sensing and
GIS with the Markov model to conduct LULC change detection. The main data were three
scenes of Landsat TM at different time to cover the same area. The classification category was
adopted from the Anderson scheme of LULC classification (Anderson et al. 1976). Seto and
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Kaufmann (2003) interpreted LULC information of Pearl River Delta, China from Landsat TM
images, using a Bayesian maximum likelihood classifier. Then they applied statistical techniques
to model the driving forces of urban LULC changes. Xiao et al. (2006) explored temporal and
spatial characteristics of urban expansion and LULC changes in Shijiazhuang, China by using
GIS and remote sensing technologies.
Change detection is a process of identifying differences in the states of an object or
phenomenon by observing it at different time (Singh 1989). The results of change detection offer
a better perspective to understand the interaction and relationship between human activities and
natural landscape. A lot of change detection methods have been proposed for detecting purposes
(Lo and Quattrochi 2003, Wilson et al. 2003, Pu, Landry, and Yu 2011, Weng 2001). Direct and
simple approaches to conduct change detection include image difference, image regression and
image ratioing (Jha and Unni 1994, Singh 1989, Prakash and Gupta 1998, Sohl 1999), while
advanced change detection algorithms are spectral mixture analysis, artificial neural networks,
and GIS-based techniques (Pu et al. 2008b). All of the studies mentioned above indicate that
remote sensing and GIS are qualified to provide comprehensive knowledge on monitoring
coastline conversions and LULC changes in coastal zones.
2.6.1 Coastline extraction
Coastlines can be defined as the lines of contact between land and the water body at one
instant in time (Gens 2010, Ghosh, Kumar, and Roy 2015). As one of the most significant linear
features on the Earth surface, they reflect dynamic nature and a sign for coastal erosion and
accretion. They are hard to be measured because both natural processes and human activities can
result in changes of coastlines (Turner 2000). In the past, the conventional ways to extract
coastline are using ground survey techniques such as geodetic survey. However, these field23

based methods are time-consuming and very expensive. Spectral feature analysis methods have
been widely implemented in many studies (e.g., Ghosh, Kumar, and Roy 2015, Ji, Zhang, and
Wylie 2009, Frazier and Page 2000). Important water spectral characteristics are that the water
body absorbs near infrared (NIR) radiation significantly and lets the green and red lights
penetrate through water body, which can be reflected by the sand, hard bottom and reef
(McFeeters 1996). Conversely, terrestrial vegetation absorbs a large component of the visible
radiation and reflect NIR strongly. Based on these characteristics, either a single band, or a ratio
of two bands is used for water extraction (McFeeters 1996). Density slicing to Landsat TM Band
4 provides an efficient method to extract water bodies of rivers and lakes (Manavalan,
Sathyanath, and Rajegowda 1993). A ratio of two bands method usually considers a visible band,
such as green or red, divided by an NIR band. The water body features are enhanced while the
terrestrial vegetation and soil features are compressed by this step. For instance, using green
band and NIR band, McFeeters (1996) proposed a normalized difference water index (NDWI) to
delineate open water features. Xu (2006) modified the NDWI index (MNDWI) to enhance open
water features by substituting shortwave infrared radiation (SWIR) for NIR band. Qiao et al.
(2012) proposed an adaptive water extraction method, which is used to extract water features
step by step, with considering both spatial distribution and spectral features of water bodies.
Feyisa et al. (2014) proposed the automated water extraction index (AWEI) which is an
empirical algorithm to extract water. The three water indices are reviewed below.
2.6.1.1

Normalized difference water index (NDWI)
Like the normalized difference vegetation index (NDVI) which has been widely used for

mapping vegetation, NDWI is an index to map water. Water absorbs NIR radiation strongly
while the NIR radiation is reflected strongly by terrestrial vegetation and dry soil. The green and
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red bands penetrate through the water column and are reflected by the sand, hard bottom and
reef. Conversely, a large part of the green and red radiation is absorbed by terrestrial vegetation
and soil, causing them to appear dark. Based on these characteristics, either a single band, or a
ratio of two bands are used for coastline delineation (McFeeters 1996). The single-band approach
uses the band reflecting NIR. Density slicing to Landsat TM Band 4 was proved to be an
efficient method to extract the water body of rivers and lakes (Manavalan, Sathyanath, and
Rajegowda 1993). A ratio of two bands method is that a visible band, such as green or red, is
divided by NIR or shortwave infrared radiation (SWIR). The values of water features are
enhanced and the values of terrestrial vegetation and soil features are suppressed by this process.
This makes an improvement over one-band method because the discrepancy between water and
non-water features is more pronounced. One representative ratio of two bands algorithm is the
normalized difference water index (NDWI). Similar with the normalized difference vegetation
index (NDVI) for remote sensing of vegetation, NDWI is for remote sensing of water. The index
is calculated as follows:

NDWI 

Band2   Band4
,
 Band2  Band4

(1)

where Band2 is the reflectance value of green band of Landsat 5 TM and Band4 is the reflectance
value of NIR band. This index aims to: (1) maximize the reflectance of water by using green
light; (2) minimize the reflectance of NIR of water features; and (3) enhance the high reflectance
of NIR by vegetation and soil features (Xu 2006). It enhances the presence of features which
have higher green light reflectance and lower NIR reflectance (water) while suppresses the
presence of features that have high NIR reflectance and low green light reflectance (terrestrial
vegetation). The range of NDWI is from -1 to 1. Water features are likely to have positive
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values, while terrestrial vegetation and bare soil have negative values. This index could also
reflect the information regarding the overall turbidity (McFeeters 1996). However, a major
limitation of NDWI is that it cannot discriminate the build-up land from water very well.
2.6.1.2 Modified NDWI
Lots of experiments prove that NDWI is efficient to discriminate water from land,
however, it is noticeable that many built-up land features also have positive values in the NDWI
results. Thus, the extracted water information was often mixed with built-up land noise. In order
to suppress this noise, NDWI was modified by substitution of SWIR such as Landsat TM band 5
for NIR (Xu 2006). The method is called the modified NDWI (MNDWI). The study verifies that
MNDWI outperforms NDWI on three water types, i.e. ocean, lake and river (Xu 2006). The
contrast between water and built-up land in MNDWI is larger than that in NDWI, which
indicates the built-up land noise is considerably suppressed in MNDWI images. The formula of
MNDWI is:

MNDWI

Band2  Band5
,
Band2  Band5

(2)

where  Band5 is the reflectance value of a SWIR band of Landsat 5 TM. After obtaining water
features and land features on a raster lay, converting raster to polygon is essential to obtain
coastlines. By comparing the coastlines in different times, coastal accretion or erosion can be
delineated. As mentioned above, some studies use these two water indices to extract coastal lines
and monitor their changes. However, the main limitation of NDWI is that it can’t distinguish
build-up land from water very well. The major disadvantage of MNDWI is that it is hard to get
an optimal threshold to separate water bodies from terrestrial components from the MNDWI
image (i.e., a grayscale image).
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2.6.1.3 Automated water extraction index (AWEI)
This index uses five spectral bands of Landsat 5 TM image to classify water from other
features (Feyisa et al. 2014). The essential goal of AWEI was to maximize separability of water
and non-water pixels through band addition, differencing, and applying different coefficients.
The formulas of AWEI are expressed as follows:

AWEI nsh  4  (  Band2   Band5)  (0.25   Band4  2.75   Band7) ,

(3)

AWEI sh   Band1  2.5   Band2  1.5  (  Band4   Band5)  0.25   Band7,

(4)

where  Band1is the reflectance value of blue band of Landsat 5 TM and  Band7 is the reflectance
value of a SWIR band. The subscript “nsh” specifies that the index is suitable for the situation
where shadows are not a major problem, while the subscript “sh” indicates that the index can be
applied for the areas with shadow or dark surfaces. The coefficients in the two equations and the
arithmetic combinations of the chosen spectral bands were determined by the critical
examination of the reflectance properties of the selected land cover types. The coefficients of
these equations are empirically determined by the reflectance patterns observed across the
dataset of pure pixels of different land cover types. An iterative process was also applied to
calculate parameters that maximize the separability of water and non-water features with low
reflectance. Finally, the coefficients were rounded for easy use. The AWEI could enhance the
separability of water and dark surfaces such as shadow and built-up structures that are often hard
to distinguish due to the similarities in reflectance properties. Another thing we should notice is
zero could be applied as a reasonable starting threshold to classify water and land for a variety of
environmental conditions.
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AWEInsh is an index that can effectively eliminate non-water pixels, such as dark built
surfaces. Quadrupling the difference between TM band 2 and band 5 creates large positive
values for water pixels and negative values for most non-water pixels. In order to distinguish
water from other objects with similar spectral curves, TM band 4 and band 7 are subtracted from
the result and different coefficients are assigned to enhance non-water pixels to have a large
negative value. This subtraction will not bring in negative values for water because water has
very low reflectance in band 4 and band 7. Generally, water absorbs all of the radiation in bands
4, 5, and 7 and reflects relatively high reflectance in bands 1 and 2 of Landsat TM. Shadowed
surface also has low reflectance in all spectral bands, but the magnitude of reflectance varied
because of different surface characteristics and the depth of shallow. Thus, AWEInsh may not be
very efficient to distinguish shadows and other low albedo surface from water. Due to the
limitations of AWEInsh, AWEIsh was formulated to enhance the separability of water and
shadows/dark surfaces. However, since AWEIsh used visible light bands (bands 1 and 2), it may
result in a large positive value for high albedo surfaces such as cloud, ice and high reflective
impervious areas. AWEIsh may not perform well on distinguishing these objects from water. The
AWEI algorithm also has an issue on how to set an ideal threshold for the result.
The three indices are widely used for water extraction (e.g., McFeeters 1996, Xu 2006, Ji,
Zhang, and Wylie 2009, Feyisa et al. 2014). However, each index still has some limitations. For
the NDWI algorithm, generally water has positive value and non-water features have negative
values. But it is noticeable that many built-up land features also have positive NDWI values (Xu
2006). Thus, the extracted water information was often mixed with built-up areas. The MNDWI
can remove built-up area, vegetation and soil to enhance water extraction. However, the
threshold of MNDWI needs to be set manually in order to get a more accurate result (Ji, Zhang,
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and Wylie 2009). Since the coefficients of the AWEI are empirically determined by the
reflectance patterns observed across the dataset of pure pixels of different land cover types, the
AWEI is largely decided by the training samples. And the threshold of AWEI should be
manually adjusted for a more accurate result (Li and Gong 2016). Therefore, to overcome the
limitations and disadvantages of the existing three water indices, it is necessary to develop a
more efficient and effective water index to further improve water extraction from Landsat
imagery. In this dissertation research, a new water index was developed.
2.6.2 Classification methods of remote sensing images
A major application for remote sensing imagery processing is creating thematic maps. An
actual multispectral classification uses a variety of methods, including algorithms based on
parametric and nonparametric statistics, supervised or unsupervised classification methods, hard
or soft (fuzzy) set classification logic, and per-pixel, subpixel, or object-oriented classification
logic (Jensen 2005). Parametric methods including the maximum likelihood classification
(MLC), the minimum distance classifier (MDC) and unsupervised classifiers assume that the
remote sensing data are normally distributed and use probability density functions for
classification. Nonparametric methods such as the nearest-neighbor classifier, the fuzzy
classifier, and neural networks do not need the hypothesis that the data are normally distributed.
A major difference between supervised classification and unsupervised classification is the
category is known a priori in supervised classification. Several LULC classification systems
have been developed for LULC classification by interpreting remote sensing data, such as
American Planning Association Land-Based Classification System, the NOAA Coastal Change
Analysis Program (C-CAP), United States Geological Survey (USGS) Land-Use/Land-Cover
Classification System for Use with Remote Sensing Data, Classification of Wetland and
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Deepwater Habitats of the United States, U.S. Department of the Interior Fish & Wildlife
Service, and U.S. National Vegetation and Classification System (Jensen 2005).
Supervised classification methods are widely used for LULC classification. The methods
include the parallelepiped classification algorithm, the MDC algorithm, and the MLC algorithm.
The parallelepiped classification algorithm is one of the simplest but very useful supervised
classifiers (Albert 2002). This algorithm defines each class as an n-dimensional parallelepiped,
where n is the number of bands. The size of the parallelepiped is set by a threshold which is from
the mean of each class. If the pixel under test (PUT) falls in a single class parallelepiped, it will
assign to that class. If the PUT does not fall within a parallelepiped or in a space where two or
more parallelepipeds overlap, it will label as unclassified. The MDC is a simple algorithm in
computation and very widely used for classification. This algorithm requires the user to calculate
the mean vectors for each class from the training data in spectral domain. Then calculate the
distance from the PUT to the mean vector for each cluster. The PUT will be classified to that
class corresponding to the shortest distance. The Euclidean distance is widely used to measure
the distance between samples.
The aforementioned classifiers are based on identifying boundaries in the spectral space.
However, the main assumption of MLC is that the samples of each class are multivariate normal
distribution. Based on this theory, the probability of the PUT x belonging to the class wi can be
presented as:
1

1

T Σ−1 (x−μ )
i
i

p(x|wi ) = (2π)n/2 |Σ |1/2 e−2(x−μi )
i
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(5)

where μi is the mean vector of train samples in class wi and Σi is the variance/covariance matrix
for the same class (i = 1, 2, … m for possible classes). Then the posterior probabilities p(wi |x)
are obtained as follows:
Ni

p(wi ) = ∑n

(6)

j=1 Nj

p(wi |x) = p(x|wi ) ×

p(wi )
p(x)

(7)

where Ni is the number of training samples of class wi . So far the probability of the PUT
belonging to each class is calculated. The PUT is assigned to the class for which the probability
is the highest. This algorithm is one of the most widely used supervised classification algorithms
based on statistical theories.
In recent years, many advanced classification algorithms have been developed to apply to
LULC classification, such as neural networks, support vector machines (SVMs) and random
forests (Qiu and Jensen 2004, Knorn et al. 2009, Phillips, Beeri, and DeKeyser 2005). As these
algorithms are complicated to describe, here only SVMs and the random forest algorithm are
descripted as representatives.
2.6.2.1 Support vector machines
The SVMs algorithm is a widely used supervised learning model which analyzes data and
recognizes patterns in classifications. Although it can classify the data as multiple classes, in
order to be simplified, only a binary classification problem is mentioned here. Let’s note that the
training data consist of N vectors xi ∈ ℛ d (i = 1, 2, … , N). The goal of SVMs is maximizing the
separating margin between classes. In a nonlinear case, which is a common situation as most
data are linearly non-separable, they are first mapped in a higher dimensional feature space by a
kernel method (Bazi and Melgani 2006). The decision rule is based on the function sign[f(x)],
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where f(x) is a discriminant function associated with a hyperplane in a higher dimensional space.
f(x) is denoted as:
f(x) = ω∗ ∙ Φ(x) + b∗ .

(8)

This optimal hyperplane was defined by the weight vector ω∗ and the bias b∗ is the one
that minimizes a cost function with two criteria: margin maximization and error minimization.
The cost function can be presented as:
1

Ψ(ω, ε) = 2 ||ω||2 + C ∑N
i=1 ξi .

(9)

This function minimization is subject to the constrains
yi (ω ∙ Φ(xi ) + b) ≥ 1 − ξi ,

i = 1, 2, … , N

(10)

and
ξi ≥ 0, i = 1, 2, … , N

(11)

where ξi are slack variables in order to account for non-separable data. The constant C is a
regularization parameter which controls the shape of the discriminant function and the decision
boundary when data are non-separable. This optimization problem can be reformulated through a
Lagrange function:
1

N
max ∑N
i=1 αi − 2 ∑i,j=1 αi αj yi yj K(xi , xj )

(12)

under the constraints
αi ≥ 0, i = 1, 2, … , N

(13)

and
∑N
i=1 αi yi = 0
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(14)

where α = [α1 , α2 , … , αN ] is a vector of Lagrange multipliers. The final equation is a
discriminant function conveniently expressed as a function of the data in the original
dimensional feature space Χ
f(x) = ∑i∈S αi∗ yi K(xi , x) + b∗

(15)

where K(∙,∙) is a kernel function. The set S is a subset of the indices {1,2,…, N} corresponding to
the nonzero Lagrange multipliers αi , which is called support vectors. A very common kernel
function is Gaussian function:
2

K(xi , x) = e−γ||xi −x||

(16)

where γ is the parameter inversely proportional to the width of the Gaussian kernel (Bazi and
Melgani 2006).
2.6.2.2 The random forest classifier
The random forest classifier is an algorithm consisting of a collection of treelike
classifiers. The classifier has a lot of individual decision trees, which are trained to deal with the
same classification problem (Chen 2012). A sample is classified as the most frequently occurring
of the classes determined by the individual trees. The trees are generated by three principles: 1)
every tree is trained by a random subset of the training samples. 2) In the growing process of a
tree, the split on the node of the tree is processed by searching through 𝑚 randomly selected
features from a data set with 𝑀 features. 3) Each tree is grown to the fullest to diversify the
whole forest (Breiman 2001). So the random forest classifier can be considered as an ensemble
of treelike classifiers and the final classification results are decided by a majority vote by the
trees in the forest. The classifier can be expressed as {h( x,  k ), k = 1, …, } where the { k } are the
independent identically distributed random trees and 𝒙 is the input pattern. In the training
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process, the random forest method creates multiple classification and regression tree (CART)
like trees. The training data are from bootstrapped sample of the original training data. Each tree
of the random forest classifier casts a vote for an input value. The users can define the number of
variables but the classifier is not sensitive to it. If we limit the number of variables applied for a
split, the computational complexity of the algorithm is decreased and the correlation between
trees is reduced. As a result, the trees are not pruned in order to reduce the computational load.
One advantage of the random forest algorithm is that it can deal with high dimensional
data and use a large number of trees in the ensemble. And the random selection of variables for
splits can minimize the correlation between trees in the ensembles. Since each tree only uses a
portion of the input variables in a random forest, the method is computationally lighter than
conventional bagging with a comparable tree-type classifier (Gislason, Benediktsson, and
Sveinsson 2006). The computational time of the random forest is 𝑐𝑇√𝑀𝑁𝑙𝑜𝑔(𝑁), where c is a
constant; 𝑇 is the number of the trees; 𝑀 is the number of the variables; and 𝑁 is the number of
the samples in the data set. It is noticeable that although the random forest classifier is not
intensive on computation, it still requires a lot of memory to store an N by T matrix. Generally,
ensemble methods are regarded as black-box type classifiers. In fact there are many methods that
can be used to supplement them to gain more insight into the data. The ensemble classifier can
garner the information by using bi-product data (Gislason, Benediktsson, and Sveinsson 2006).
Many studies applied the random forest classifier for remote sensing classification (e.g.,
Gislason, Benediktsson, and Sveinsson 2006, Li, Gong, and Liang 2015, Pal 2005). Pal (2005)
compared the random forest classifier with the SVMs. Landsat ETM+ data covering an area in
the UK with a category of seven land cover types were used in his study. The experimental
results showed that the random forest classifier had the equally well performance with the SVMs
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in terms of classification accuracy and consuming time. Furthermore, the number of parameters
for the random forest classifier defined by the user is less than the number required by the SVMs.
Therefore, the random forest classifier is easier to be manipulated than the SVMs. In the
dissertation, the random forest classifier was used to map the land cover types.
2.6.3 Change detection
Change detection is a process of identifying differences in the states of an object or
phenomenon by observing it at different times (Singh 1989). The results of change detection
offer a better perspective to understand the interaction and relationship between human activities
and the natural landscape. It is believed that LULC change is a major driving force for global
change with an impact greater than that of climate change (Skole 1994, Foody 2001). Lambin
and Strahler (1994) mentioned five categories of causes that made land-cover change: long-term
natural changes in climate conditions, geomorphological and ecological processes, humaninduced alterations of vegetation cover and landscapes, inter-annual climate variability, and the
greenhouse effect caused by human activities.
Most change detection studies are based on the comparison of multiple-date hard land
cover classifications of remotely sensed images (Jensen 2005). However, some studies prove that
using fuzzy classification maps could create more accurate land cover change information
(Foody 2001). For temporal resolution of the images, the data should be acquired from a sensor
at approximately the same time of the day. This eliminates diurnal Sun angle effects that can
result in anomalous differences in the reflectance properties of the remotely sensed image.
Accurate spatial registration of multi-temporal images is essential for digital change detection.
Moreover, it is possible to apply change detection approaches for the images acquired from two
different sensors with different instantaneous field of views (IFOVs). Generally it is necessary
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to decide a mapping unit and resample all images to that unit. Geometric rectification algorithms
have been conducted to register the images to a standard map projection. Misregistration of the
two images could lead to the identification of spurious areas of change between the images. Two
images with considerably different view angles can also result in inaccurate results (Penner
1994).
Various environmental characteristics in the remote sensing change detection process
could lead to inaccurate results. For atmospheric conditions, there should be no clouds or
extreme humidity on the days when the remote sensing images are collected. Obviously, 0%
cloud cover is preferred for satellite imagery and aerial photography. At the upper limit, cloud
cover more than 20% is usually unacceptable for the change detection. The clouds not only
obscure the ground features underneath, but the cloud shadow also causes major image
classification errors (Jensen 2005). Another issue is the date acquiring the image. The use of the
same anniversary date helps ensure general, seasonal agreement between the atmospheric
conditions on the two dates. Soil condition is another issue. Ideally, the soil moisture condition
should be identical for the multiple dates of imagery used for change detection. Extremely wet or
dry soil on one of dates could lead to serious change detection problems. Thus, it is very
important to review precipitation records to determine how much rain or snow fell in the days
and weeks prior to image collection. Other factors that affect change detection results include
phenological cycle characteristics and effects of tidal stage, etc.
A lot of change detection methods have been proposed (Lo and Quattrochi 2003, Wilson
et al. 2003, Pu, Landry, and Yu 2011, Weng 2001). The change detection methods can be
grouped into seven categories: 1) algebra, 2) transformation, 3) classification, 4) advanced
models, 5) Geographical Information System (GIS) approaches, 6) visual analysis, and 7) other
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approaches. For example, algebra algorithms comprise image difference, image regression,
image ratio, vegetation index differencing, change vector analysis and background subtraction
(Muchoney and Haack 1994, Sohl 1999, Jha and Unni 1994, Singh 1989, Prakash and Gupta
1998, Townshend and Justice 1995, Guerra, Puig, and Chaume 1998, Johnson 1994, Lambin
1996). In the dissertation, based on the multi-temporal classification maps, a statistical analysis
to the classification results was conducted and change matrices for each land type during a
period of time are created. The LULC change information could be obtained by simply
comparing the two different LULC classification maps, which is a direct and efficient method to
detect the changes. Histograms were generated to reflect the change area and the rate for each
land type. And maps that show the urban expansion land types in both research areas were
created.

2.7

The uncertainties in monitoring LULC changes using remote sensing technologies
Uncertainty study has been an essential topic in the classification of remote sensing for

over two decades (Congalton 1991b, Foody 2002, Foody and Atkinson 2002). As an important
application of remote sensing, the production of thematic maps also contains errors.
Considerable studies have been conducted to research on this issue (e.g., Foody 1992, Zhu et al.
2000, Woodcock and Gopal 2000). In this section, main error sources in remote sensing
classification, change detection and accuracy assessment are reviewed.
2.7.1 Error sources in remote sensing classification
There are basically several resources of errors for remotely sensing classification: data
acquisition error, data processing error, data analysis error, data conversion error, accuracy
assessment error, and final product presentation error (Congalton 1991a). Data acquisition errors
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include radiometric error, geometric error, and data collecting errors for reference data. Several
methods can be applied to assess the image including visual examination of individual bands,
examination of multiple-band color composites, viewing of an animated movie of the individual
bands, and statistical evaluation of individual bands including a quantitative evaluation of
individual band signal-to-noise ratios (SNRs) (Jensen 2005). In fact, an ideal image for
classification should be cloudless and have high SNRs for each band. Data processing errors
contain the errors from radiometric correction and geometric rectification. In the process of
radiometric correction, sometimes it is hard to estimate accurate value of atmospheric
parameters, which could lead to errors. The geometric correction of digital images involves the
process of resampling, such as nearest neighbor, bilinear, or cubic convolution. The resampling
process could bring in errors for digital images. Image classification is the main source to
generate data analysis errors. The potential sources of errors from classification systems include
the difficulties of classification system to categorize mixed classes and transition zones;
ambiguous class definitions; subjectively selecting training samples, and lack of compatibility
among different LULC systems used with both remote sensing and traditional data types
(Congalton 1991a). For instance, some different surface features may have very similar spectral
profiles, which are hard to be discriminated by even advanced classification algorithms. Data
conversion in classification system includes raster to vector and vector to raster conversions.
Unfortunately, some significant errors may be introduced in conversion processes which depend
on the conversion methods, the spatial characteristics of features, and the spatial resolution for
raster data. Errors can be also introduced in the process of error assessment. Sampling size,
spatial autocorrelation, location accuracy, and error matrix could impact how much error is
generated in error assessment. Final product presentation errors consist of geometric errors and
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thematic errors. All of these errors need to be considered when conducting LULC change
detection.
2.7.2 Assessment of classification accuracy
The thematic maps produced by image classification to depict land cover is one of the
most significant applications of remote sensing (Foody 2002). Land cover is an essential variable
that impacts both human and physical environments. Land cover change is regarded as the most
important variable of global change affecting the whole ecological system (Vitousek 1994). Land
cover changes could affect basic processes including biogeochemical cycling, hydrologic cycling
and global warming (Penner 1994). It was predicted as the most significant variable impacting
on biodiversity in the next 100 years (Chapin III et al. 2000). Despite the importance of land
cover as an environmental variable, our knowledge on land cover and its changes is inadequate.
One limitation is the shortage of accurate land cover data. Remote sensing is an essential source
for thematic maps to depict land cover types. The thematic maps from remotely sensed data are
derived from an image classification process. The remotely sensed image classification clusters
groups together by their spectral similarity (unsupervised classification) or allocates pixels based
on their spectra to a set of training samples (supervised classification). However, these thematic
maps are often in an insufficient quality for practical applications. Another issue is that there is a
lack of information on data quality for users. The assessment is based on the evaluation from the
ground truth samples or reference dataset against thematic maps.
The quality of remotely sensed dataset is a broad topic that is related to a variety of
spatial, spectral and temporal properties. “Although a thematic map provides a simplification of
reality, it contains some errors and flaws for the depicted theme” (Woodcock and Gopal 2000).
How to assess the accuracy is essential for map producers before providing the map to users. In a
39

statistical context, accuracy comprises bias and precision and one may be traded for the other
(Campbell and Wynne 2011). In thematic maps, the term accuracy refers to the degree of
‘correctness’ of a classification result (Foody 2002). A thematic map may be considered accurate
if it provides an unbiased representation of the land cover for the area. Thus a classification error
presents some disparity between the situation represented on the map and reality.
Accuracy assessment is a necessary part for remotely sensed imagery classification to
demonstrate the quality of the map. Many approaches of accuracy assessment have been
proposed in the studies, such as the classification success index (CSI), the individual
classification success index (ICSI), and group classification success index (GCSI) (Koukoulas
and Blackburn 2001), normalized accuracy (Congalton 1991b), and composite estimator
(Kalkhan, Reich, and Stohlgren 1998). The confusion matrix is the most popular criterion for
classification accuracy assessment. It provides a foundation on which to both describe
classification accuracy and characterize errors, which may assist to refine the classification or
estimation derived from it (Foody 2002). For instance, the confusion matrix may reveal
interclass confusion which could be eliminated by additional discriminatory information. Many
criteria of classification accuracy are derived from a confusion matrix. The most popular one is
the percentage of cases correctly classified, such as overall accuracy, user’s accuracy and
producer’s accuracy. It is generally assumed implicitly that each case to be classified fully into
one of the classes in an exhaustively defined set of discrete and mutually exclusive classes
(Foody 2002). However, the percentage of cases correctly classified has often been criticized.
The major problem for this criterion is that some cases may have been classified to the correct
class purely by chance (Congalton 1991b, Pontius 2000). In order to overcome this drawback, a
kappa coefficient has been used as a standard measure of classification accuracy (Smits,
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Dellepiane, and Schowengerdt 1999). Kappa coefficient has several advantages as an index of
classification accuracy. For instance, it makes some compensation for chance agreement and a
variance term may be calculated for it enabling the statistical testing of the significance of the
difference between two coefficients. Thus, this coefficient can be used to compare between
different classifications.
2.7.3 Problems in accuracy assessment
The errors in accuracy assessment consist of accuracy measures issue, sampling issue,
misregistration issue, and accuracy of the ground data. As mentioned above, there are lots of
criteria for classification accuracy assessment. Although many scholars recommended that kappa
coefficient can be applied as a standard measurement (Smits, Dellepiane, and Schowengerdt
1999), it does still have some problems. Some studies stated that the chance agreement was
overestimated in the calculation of the kappa coefficient resulting in an underestimation of
classification accuracy (Foody 1992). Another factor is that kappa coefficient is a nonprobability-based measure (Stehman and Czaplewski 1998). It is noticeable that the various
parameters of classification accuracy assess different components of accuracy and make different
assumptions of the data (Lark 1995, Stehman 1999b). Thus, there is no universal acceptable
measure of accuracy but instead a variety of measures for different purposes (Stehman 1997). It
is almost impossible to specify a single, all-purpose measure of classification accuracy. Thus, it
may be preferable to use more than one measure of accuracy for the classification estimation.
Another issue that may cause errors is sampling. The definition of an appropriate sample
size, sampling design, and the specification and use of a measure of accuracy appropriate to the
application are important parts of the design of an accuracy assessment programme (Stehman
1999a). The sample size must be chosen with mind and be sufficient to provide a representative
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basis for accuracy assessment (Foody 2002). The sampling design used to select the cases on the
accuracy assessment is very important. The sampling design can significantly influence the
results of an analysis (Friedl et al. 2000, Stehman 1995), and the confusion matrix cannot be
properly interpreted without knowledge of sampling design used in its construction (Stehman
1995). Basic sampling designs are appropriate if the sample size is large enough to ensure that all
classes are well represented. However, in reality, sometimes it is impractical to follow such
sampling procedures. For instance, it is very difficult to use randomly located sites to assess the
accuracy of a map covering a large area. Another issue is that ground truth data is limited
because for some sites the physical access is impossible or high spatial resolution reference data
is not available. In these situations, alternative sample design should be required and can be
employed for accuracy assessment (Stehman 1996).
Statistically robust approaches are required to measure the performance of the classifiers.
The sampling design is a protocol to select the subset of spatial units to evaluate the accuracy of
classification (Olofsson et al. 2014). In order to achieve a fair accurate assessment, it should be a
probability sampling design. There are three common sampling design methods including simple
random design, stratified random design and systematic design (Stehman 2009). The simple
random design is choosing samples based on random positions over the whole image. Systematic
sampling randomly selects a starting point and then sampling with a certain distance between
two sample locations (Olofsson et al. 2014). Stratified sampling needs to define a stratum for
each land cover type when applied to a land cover map. Stratified sampling strategy is often used
as even the land cover classes occurring with low probability have sufficient samples by using
this method.
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Several types of errors occur in an image classification. The confusion matrix provides
two types of error, namely, omission error and commission error. However, other sources of
error cannot be represented in confusion matrix. Nonthematic errors can be large and some errors
occur because of misregistration of the image classification with the ground data. If the two data
sets are not accurately coregistered, the accuracy assessment will be inaccurate (Canters 1997,
Stehman 1997). Without a perfect registration, the omission error and commission error could
contain errors resulting from misregistration and thematic mislabeling. This type of error can be
considerably exaggerated in the studies of land cover change based on long-term time series
remotely sensed images (Roy 2000).
Most of the studies assume that the ground or reference data for accuracy assessment are
accurate representations of reality. However, the ground or reference data are just another
classification results which may have errors (Lunetta et al. 2001, Zhou, Robson, and Pilesjo
1998). These errors include thematic errors in which the class labels are wrong and mislocation
errors. The classification label for ground data is often subjective with users’ interpretations
(Thierry and Lowell 2001). It is true that the accuracy of the class labeling in the ground data can
significantly affect the accuracy of classification (Zhu et al. 2000). What’s more, problems with
ground data accuracy may become more severe if a remotely sensed data set is used or
interpreted as the reference data (Foody 2002). However, for very large areas, the use of remote
sensing data as reference data is common for accuracy assessment. In this situation, it should be
noticed that the results of confusion matrix and other accuracy indices may be significantly
distorted by errors in the reference data. Another issue is the scale of reference data is not same
as that of thematic map. The size of the sampling units for ground data is often different from the
units mapped from the imagery, resulting in difficulties to estimate of classification accuracy
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(Atkinson et al. 2000). Much of the error appearing at boundaries is related with misregistration
of the datasets and mixed pixels. However, the confusion matrix and the accuracy metrics
derived from it could not provide information on the spatial distribution of error (Canters 1997).
This is another limitation of confusion matrix and other accurate indices.
2.7.4 Error sources in change detection
Most change detection research has been based on the comparison of multiple-date hard
land cover classifications of remotely sensed data (Jensen 2005). Accurate remote sensing
change detection requires careful attention to the whole remote sensor system and ground surface
characteristics (Jensen 2005). Temporal, spatial, spectral, and radiometric resolutions could
affect the accuracy of change detection. For temporal resolution, the diurnal Sun angle can affect
the reflectance properties of the remotely sensed data. Moreover, seasonal Sun-angle and plant
phenological differences can influence the results of change detection project. Accurate spatial
registration of multiple images is crucial for change detection. In an ideal situation, the data
collected from different dates should be with the same instantaneous field of view. In terms of
spectral resolution, an ideal resolution is the bands are sufficient to record reflected radiant flux
in spectral domain that best capture the most descriptive spectral features for the object (Jensen
2005). The brightness values of multiple date data should be directly converted to surface
reflectance to conduct classification for better change detection results.
Environmental characteristics that influence change detection include atmospheric
conditions, soil moisture conditions, phenological cycle characteristics, vegetation phenology,
urban-suburban phenological cycles, and effects of tidal stage in coastal zones (Jensen 2005).
Thus, the satellite images should be carefully selected for change detection purposes. However,
since the atmospheric condition varies in different scenes, radiative transfer-based atmospheric
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correction is often used to correct the atmospheric attenuation for images. After radiometric
calibration, digital numbers are converted to surface reflectance values, which are ready for the
classification. Another factor that should be noticed in change detection process is the soil
moisture condition. Ideally, it should be identical for multiple dates of remotely sensed images in
a change detection project. Obtaining near-anniversary images greatly minimizes the influences
of seasonal phenological differences that could cause errors for change detection. What is more,
tidal stage is a crucial factor when conducting change detection in coastal zones. For most
regions, images to be used for change detection acquired at mean low tide (MLT) are preferred.
0.3 to 0.6 m above MLT are acceptable, and 0.9 m or more are generally unacceptable (Jensen
2005). All factors mentioned above will be considered when implementing change detections in
this dissertation.
From the literature review above, the confusion matrix is widely used on accuracy
assessment for classification results. Since sampling could introduce errors to the classification
results, we need to be careful when extracting training samples and test samples from images.
The remotely sensed images should be geometrically corrected well before doing change
detection. Some measures (e.g., selecting the images acquired in the same season) should be
conducted to eliminate errors.

2.8

Analysis approaches of driving forces for LULC changes
The long-term time series analysis of the drivers for LULC changes is very significant

not only for the sustainable management of land resources, but also for the prediction of the
future land-use trajectories (Kelly 2003, Giri, Defourny, and Shrestha 2003, Alig, Kline, and
Lichtenstein 2004). Verburg, Veldkamp, and Fresco (1999) concluded that the increasing
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demand for non-agricultural land lead to major LULC changes in China due to an urban and
industrialization development. Urbanization is a major factor that results in the loss of
agricultural land in China (Liu, Zhan, and Deng 2005, Xu 2004). Rapid urbanization and
industrialization are always related to the growth of population, which is also considered as
another major factor causing the LULC changes (Lin and Ho 2003).
There are many studies analyzing driving forces for LULC changes (e.g., Xu 2004,
Walsh et al. 2001, Liu, Zhan, and Deng 2005). Two approaches have often been used: logistic
regression (Serra, Pons, and Saurí 2008) (section 2.8.1) and bivariate analysis (Long et al. 2007,
Verburg and Chen 2000) (section 2.8.2). Long et al. (2007) studied to find the socio-economic
drivers for the LULC changes in Kunshan, the Yangtze River Delta, China. They used change
matrices to represent the LULC changes during a time period. The formula to calculate the
percentage of changes is as follows:

CHi  ( pi .  p. i ) / p. i 100 ,
where

(17)

CHi is the percentage of LULC change in land type i ; pi . is the total in row of grid cells

for land type i ;

p. i is the total in column of grid cells for land type i . Long et al. (2007)

collected annual series socio-economic data for the Kunshan area during the period from 1989 to
2000. The socio-economic data included population, industrial output value, crop yield, aquatic
products, and residential areas per capita. After conducting bivariate analysis, the authors
concluded that industrialization, urbanization, population growth and economic reforms were the
major drivers for the LULC changes in Kunshan, China.
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2.8.1 Logistic regression
Logistic regression has been widely applied in lots of fields such as mapping and
analyzing forest fires (Koutsias and Karteris 1998), monitoring deforestation (Schneider and
Pontius 2001), mapping animal habitats or distributions (Bian and West 1997), and analyzing the
potential distribution of forests (Fellcislmo et al. 2002). The logistic regression model is a
mathematical-modelling method proposed to present the relationship of multiple independent
variables with a categorical dependent variable. For the LULC case, the probability of presence
for the increase/decrease of one LULC type:

p (i ) 

1 ,
1  e z

(18)

where z    1 x1   2 x2       k xk as in a multiple linear regression:
coefficients and

 is a constant;  i are

xi are independent variables. The value of the logistic function ranges from 0 to

1, with 0 as a minimum probability of presence and 1 as a maximum probability of presence. In
the LULC change case, the dichotomous variable represents the change of a certain LULC type.
1 means presence of the change and 0 means absence of the change. The social-economic data
and LULC data should be resampled in the same scale. The logistic regression is applied to the
samples with significant changes for the type of LULC. The same number of samples without
change should be also included to produce an initial threshold equal to 0.5 guaranteeing the same
probabilities for the changes. The stepwise forward procedure was often used for variable
selection (Serra, Pons, and Saurí 2008).
2.8.2 Bivariate analysis
Bivariate analysis can be used when the annual series socio-economic data are available
in the research area over a certain period. Correlation coefficients between the areas of certain
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land use types and socio-economic variables can be calculated. The range of coefficient of two
variables is from -1 to 1. A large coefficient means a strong relationship between the two
variables. Because the political boundary (e.g., a county and a block) is not identical to
watershed boundary, socio-economic data for a watershed is difficult to be estimated, in this
dissertation, only the logistic regression model was applied to analyze the major driving forces
for LULC changes.
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Chapter 3. Research Objectives and Questions
Numerous studies used remote sensing and GIS technologies to map coastlines and
LULC and detect their changes (e.g., Weng 2001, Li, Gong, and Liang 2015, Sexton et al. 2013),
but few studies collected data of policies and socioeconomic factors and assessed the
anthropogenic impacts on the changes in coastal zones. Some studies assessed the anthropogenic
impacts on the LULC changes in the cities of China (e.g., Xu 2004, Long et al. 2007, Verburg,
Veldkamp, and Fresco 1999) and the other studies examined the cause-and-effect relationships
between human activities and LULC changes in the urban areas in the USA (e.g., Alig, Kline,
and Lichtenstein 2004, Schneider and Pontius 2001, Xian and Crane 2005). However, no
systematically comparative investigation is found on change analysis and dynamic mechanisms
understanding of coastal zones between the USA and China. Given the knowledge-based gaps
identified through the literature review, this study will use mixed approaches including remote
sensing, GIS, machine learning classifier, spatial statistics, case studies, and policy data
collection to achieve following several research objectives and address corresponding research
questions:
1. Improving the accuracy of LULC classification and coastline extraction.
From the literature review and for this objective, how to improve the accuracy of LULC
classification and coastline extraction needs to be addressed in this study as the results produced
with existing methods are not satisfactory (Gislason, Benediktsson, and Sveinsson 2006, Li and
Gong 2016). Thus, improving the accuracy is a knowledge gap that needs to be solved.
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2. Examining the spatial and temporal change patterns of coastlines and LULC in the two study
areas during the last 30 years.
To address the objective, more specific questions are needed to be answered: What are
the spatial and temporal change patterns of coastline and LULC (e.g., the expansion of urban
land, the decrease of upland forests, wetland, rangeland and agricultural land) in the coastal
zones in the USA and China during the last 30 years? Are there any differences of the change
patterns between the two countries?
3. Assessing human impacts based on the analysis of socio-economic variables, land use laws,
environmental regulations, policy documents and government reports.
Since the dissertation compares anthropogenic impacts on coastal zones between the U.S.
and China, two specific questions needs to be addressed. How do the environmental regulations
and human activities impact on the coastal environment in the USA? How do the laws, policies
and human activities (e.g., land reclamation, sea enclosing, urbanization and industrialization)
impact on the dynamic of coastlines and LULC in coastal zones in China?
4. Understanding the differences of mechanisms of human impacts (e.g., land use policies and
environmental regulations) on the changes of coastlines and LULC in coastal zones between
the USA and China during the last 30 years.
A couple of questions need to be addressed under this objective. What are the differences
of the land use laws and environmental regulations associated with the coastline dynamics and
LULC changes in coastal zones between the USA and China? What are the major driving forces
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for the urban conversion in the two watersheds? How do the differences of anthropogenic
activities result in the variation of environmental states between the USA and China?
The dissertation research intends to improve our understanding about the LULC changes
and anthropogenic driving forces in the coastal watersheds in Tampa Bay and Xiangshan Harbor
during the past 30 years. The long-term time series satellite observations covering the two study
areas were collected to map the changes of coastlines and the LULC. The major driving forces
for the urban conversion were analyzed. The land use/environmental policies and the data of
management activities were also collected in the study.
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Chapter 4. Study Areas and Data Sets
In this chapter, the study areas of the dissertation research are introduced, including the
total area, the location, the components, the climate, the history of development and evolution,
the major natural and human impacts, and reasons why they were chosen, etc. The collection of
Landsat dataset and aerial images were presented here as well. The two areas possess humid
subtropical climate and dense population, whereas they undergo distinct anthropogenic impacts,
as the main reason why choosing the two watersheds as study areas.

4.1

Study areas
In order to compare the differences of the LULC changes and related anthropogenic

impacts on the coastal zones between the U.S. and China, Tampa Bay (TB) and Xiangshan
Harbor (XH) were selected as two study areas. TB is located on the Gulf coast of west-central
Florida and XH sites in Zhejiang Province, China, adjacent to the East China Sea. They are
typical bay/harbor in the U.S. and China under severe human pressures. Studying on the
coastlines and LULC changes and assessing relevant land use policies can help us understand the
development strategies in coastal areas in the U.S. and China.
4.1.1 The Tampa Bay watershed
Tampa Bay (TB) is one of the largest open-water estuaries in Florida. It is located at the
central western coast in Florida. The bay extends around 56 km inland from the Gulf of Mexico
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and is 8−16 km wide along the majority of its length (Guo et al. 2016). Based on the observation
data from 1983 to 2001 (NOAA 2016c), spring tides in TB tend to be diurnal with a range of
nearly 1 m, while neap tides tend to be semi-diurnal with a range of 0.5 m. The TB watershed
consists of five sub-watersheds (or basins), Coastal TB, Hillsborough River, Alafia River, Little
Manatee River, and Manatee River. The dominant natural environments along the TB coastlines
are coastal wetlands including stretches of mangrove forests, seagrasses and saltmarshes, while
sandy beach environments are sparse based on recent field observations. The climate of TB is
subtropical and humid. The bay plays a critical role in regional economy. Tourism, trade,
development and fishery contribute to $55 billion annually to the TB economy (Tampa Bay
Estuary Program 2006). The TB area where salt water from the sea mixes with fresh water from
river is an excellent habitat for marine organisms, such as fish, shellfish, shrimp, and crabs. TB is
also an ideal home to dolphins, turtles and manatees. Moreover, a variety of birds nest in TB
every year, from brown pelicans to colorful roseate spoonbill. However, extensive human
exploitation occurred in coastal zones in Florida before the1980s. Although the study period of
the dissertation is from 1985 to 2015, the land cover data (especially for wetlands) of Florida
were collected to present the wetland changes before 1985.The comparison of change patterns
before 1985 and after 1985 shows the consequences of the environmental laws issued in the
1980s. In TB, coastal management and resource conservation rarely existed from the 1780s to
1980 (Raabe, Roy, and McIvor 2012, Dahl 1990). According to a report from the Department of
the Interior, USA, during the last two centuries, Florida lost the most wetland acreage among all
the continuous 48 states, with about 37636 km2 impacted (Dahl 1990). This would be an average
impact rate of 51 hectares per day. It is estimated that from the 1950s to 1970s the rate increased
to 80 hectares per day (Hefner 1986). During that time and subsequently, coastal construction
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projects for bridges, ports and shipping channels, urban development, dredge and fill activities
had negative impacts on coastal wetlands, sea grass and mangroves. Sewage and other toxic
emissions greatly polluted the air, inshore water and diminished seagrasses (Alston 1967,
Blackman 1967). Moreover, the healthiness of residents and other organisms is threatened by the
degraded environment. Within the past few decades, the U.S. Federal, State and Local
governments, environmental organizations and local residents realized the environmental
degradation caused by human activities and tried to address the environmental issues through
coastal management plans and regulations. The environmental agencies issued laws, policies and
regulations to preserve natural resources and mitigate human impacts. Integrated management
and many projects have been fulfilled to improve the environmental qualities and restore natural
resources (Cicchetti and Greening 2011). It is reported that since 1991, seagrasses have
expanded 299 hectares per year in TB (Tampa Bay Estuary Program 2016b). This put the TB
seagrass coverage rate to the 1950’s level (Pittman 2015).
4.1.2 The Xiangshan Harbor watershed
Xiangshan Harbor (XH), as the other research area, is located in the north of Zhejiang
Province, China. It consists of Tiegang Harbor, Huangdun Harbor and Xihu Harbor. The length
from the west of the harbor to the east is about 60 km, and the width in most parts of the harbor
is 5−6 km. The tide is semidiurnal with a mean tidal range of 3.2 m and an average spring tidal
range of 4 m (Gao, Xie, and Feng 1990). The average water depth of XH is about 10 m. The XH
watershed is characterized as hilly terrains. The total mountain area excesses than 793 km2.
Multiple rivers and streams flow into XH and there are many large and excellent habitats in XH
for a variety of marine organisms. The mean annual temperature of XH is 16.4 °C. The highest
monthly mean temperature is in July, which is 28.0 °C, and January reaches its minimum, which
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is 4.7 °C. The average annual precipitation is 1480 mm, about 60% of the precipitation occurred
from May to September. As the average water depth at XH is deep enough for channels, XH is
an excellent natural harbor and anchorage, where a number of civil and military docks were
built. XH watershed contains large areas of wetland, which attract amounts of tourists and make
XH a popular resort area. However, intensive human activities such as reclamation and
aquaculture have greatly impacted the local environment. The reclamation in XH could be traced
from 1000 years ago. In 1041 A.D. (Song Dynasty), reclamation activities in XH were first
recorded in history. Later on, Dashong Pond, Yongcheng Pond and Xianning Pond were built in
1730, 1858 and 1905, respectively. The total area of reclamation and aquaculture has rapidly
increased in recent years. Land reclamation and aquaculture reduce the tidal prism, and as a
result, the tidal current decreased, and may cause sedimentation in the harbor. Thus, estuaries are
often silted by sediments. Massive artificial coastal features have been built, leading to coastline
changes and the shrinkage of natural coastal landscapes. In this dissertation, the coastline and
LULC changes are monitored and the anthropogenic impacts responding to the changes are
assessed.
The location maps of these two areas are shown in Figure 4.1. In order to assess and
monitor coastline changes of these two bays’ areas during the last 30 years, multi-temporal
remotely sensed images from 1985 to 2015 were collected and processed in this dissertation
research.

4.2

Data sets
Numerous studies have used Landsat TM images as a main data source to monitor LULC
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Figure 4.1. The location maps of study areas. (a) Tampa Bay watershed, Florida, USA. (b)
Xiangshan Harbor watershed, Zhejiang Province, China. The Landsat data are provided by
USGS1.

changes in coastal zones (e.g., Shalaby and Tateishi 2007, Chen et al. 2005, Tobler, Cochard,
and Edwards 2003). Landsat TM images have been a major data source for coastal research since
1970s, especially for long-term monitoring. The data are widely available with unrivaled length
of record (since 1972) and their spatial, spectral and temporal resolutions are suitable for a
variety of environmental applications (Ekercin 2007). Landsat TM operational imaging
terminated in November 2011. Currently, the Landsat Operational Land Imager (OLI) is on the
orbit to collect data. The spatial and spectral information of these two sensors is shown in Table
4.1. The Landsat data from 1985 to 2015 were collected to monitor the coastline and LULC
changes in the study areas. The time interval for two adjacent images is 10 years, which means
that the images acquired at 1985, 1995, 2005 and 2015 were analyzed to present the change
patterns at TB and XH. High resolution aerial images were collected for training sample
selection and accuracy assessment.

1

Note. From “USGS EarthExplorer (https://earthexplorer.usgs.gov/),” by USGS, 2018. Public domain.
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Table 4.1. The summary of spatial and spectral information for Landsat TM and OLI images.
Landsat TM
Type of band

Band

Wavelength
(nm)

Landsat OLI
Spatial
resolution
(m)

Band

Wavelength (nm)

Spatial
resolution (m)

8

500-680

15

1

430-450

30

450-510
530-590
640-670
850-880
1360-1380
1570-1650
2110-2290

30
30
30
30
30
30
30

Panchromatic
Coastal
aerosol
Blue
Green
Red
NIR
Cirrus
SWIR1
SWIR2

1
2
3
4

450-520
520-600
630-690
760-900

30
30
30
30

5
7

30
30

TIR/TIRS1

6

1550-1750
2080-2350
10,40012,500

2
3
4
5
9
6
7

120

10

10,600-11,190

100

11

11,500-12,510

100

TIRS2

It is difficult to classify different vegetation types if only using a single Landsat image
because of high spectral similarity among the vegetation types (Zhu and Liu 2014). Thus, multiseasonal Landsat images are often used to create land cover maps as they can capture the
temporal information and phenological changes. Yuan et al. (2005) demonstrated that multitemporal images from different seasons could increase the divergences of different land classes,
such as between forests and some kinds of crops. Some studies indicated that using images
acquired in summer may obtain a high accuracy for land cover classification (Li, Gong, and
Liang 2015). However, due to the subtropical and humidity climate in both study areas, the
satellite images of TB and XH are often interfered by clouds during summer seasons. Thus the
data acquired in the late spring and the early fall were collected as substitution. The cloud cover
for each scene should be less than 10% to maintain the high quality. If no images meet the
requirement, the images acquired in the adjacent months or years were used instead. Table 4.2
summarized the information of Landsat images for TB and XH. Google Earth images and aerial
images with high resolutions are collected as reference data (see Table 4.3).
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Table 4.2. The information of Landsat images for TB and XH.
TB
Path/Row
16/41

Acquisition
Date
2015-11-12

17/40

2015-11-03

17/41

2015-11-03

16/41

2015-02-13

17/40

2015-02-20

17/41

2015-02-20

16/41

2005-11-16

17/40

2005-11-23

17/41

2005-11-23

16/41

2005-03-05

17/40

2005-03-12

17/41

2005-03-12

16/41

1994-11-02

17/40

1994-10-24

17/41

1994-10-24

Scene Identifier

Path/Row

LC08_L1TP_016041_
20151112_20170225_
01_T1
LC08_L1TP_017040_
20151103_20170225_
01_T1
LC08_L1TP_017041_
20151103_20170228_
01_T1
LC08_L1TP_016041_
20150213_20170301_
01_T1
LC08_L1TP_017040_
20150220_20170301_
01_T1
LC08_L1TP_017041_
20150220_20170301_
01_T1
LT05_L1TP_016041_
20051116_20160911_
01_T1
LT05_L1TP_017040_
20051123_20160911_
01_T1
LT05_L1TP_017041_
20051123_20160911_
01_T1
LT05_L1TP_016041_
20050305_20160912_
01_T1
LT05_L1TP_017040_
20050312_20160912_
01_T1
LT05_L1TP_017041_
20050312_20160912_
01_T1
LT05_L1TP_016041_
19941102_20160926_
01_T1
LT05_L1TP_017040_
19941024_20160927_
01_T1
LT05_L1TP_017041_
19941024_20160926_
01_T1

118/39

XH
Acquisition
Date
2015-08-03

118/40

2015-08-03

118/39

2015-03-12

118/40

2015-03-12

118/39

2004-08-04

118/40

2004-08-04

118/39

2006-04-20

118/40

2006-04-20

118/39

1995-08-12

118/40

1995-08-12

118/39

1995-05-08

58

Scene Identifier
LC08_L1TP_11803
9_20150803_20170
406_01_T1
LC08_L1TP_11804
0_20150803_20170
406_01_T1
LC08_L1TP_11803
9_20150312_20170
412_01_T1
LC08_L1TP_11804
0_20150312_20170
412_01_T1

LT05_L1TP_11803
9_20040804_20161
130_01_T1
LT05_L1TP_11804
0_20040804_20161
130_01_T1
LT05_L1TP_11803
9_20060420_20161
122_01_T1
LT05_L1TP_11804
0_20060420_20161
122_01_T1

LT05_L1TP_11803
9_19950812_20170
107_01_T1
LT05_L1TP_11804
0_19950812_20170
107_01_T1
LT05_L1TP_11803
9_19950508_20170
108_01_T1

Table 4.2 (Continued)
TB
Path/Row
16/41

Acquisition
Date
1995-02-22

17/40

1995-01-12

17/41

1995-01-12

16/41

1984-11-06

17/40

1984-11-13

17/41

1984-11-13

16/41

1985-01-09

17/40

1985-01-16

17/41

1985-01-16

Scene Identifier

Path/Row

LT05_L1TP_016041_
19950222_20160927_
01_T1
LT05_L1TP_017040_
19950112_20160926_
01_T1
LT05_L1TP_017041_
19950112_20160927_
01_T1
LT05_L1TP_016041_
19841106_20161004_
01_T1
LT05_L1TP_017040_
19841113_20161004_
01_T1
LT05_L1TP_017041_
19841113_20161004_
01_T1
LT05_L1TP_016041_
19850109_20161004_
01_T1
LT05_L1TP_017040_
19850116_20161004_
01_T1
LT05_L1TP_017040_
19850116_20161004_
01_T1

118/40

XH
Acquisition
Date
1995-05-08

118/39

1986-08-19

118/40

1986-08-19

118/39

1986-05-31

118/40

1986-05-31

Scene Identifier
LT05_L1TP_11804
0_19950508_20170
108_01_T1

LT05_L1TP_11803
9_19860819_20170
216_01_T1
LT05_L1TP_11804
0_19860819_20170
216_01_T1
LT05_L1TP_11803
9_19860531_20170
221_01_T1
LT05_L1TP_11804
0_19860531_20170
221_01_T1

Table 4.3. The information of reference data for TB and XH.
Area
TB
XH

Year
1984
1994
2005
2014
2010

Bands
RGBI (Color-infrared)
RGB
RGB
RGBI
RGB
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Resolution
1.5 m
1m
0.3 m
0.3 m
1m

Chapter 5. Methodology
In this chapter, there are six research tasks: extracting the coastlines in TB and XH,
mapping the LULC in TB and XH, detecting the LULC changes during the last 30 years,
collecting land use policies and environmental regulations in the two areas, finding major driving
forces for the LULC changes, and comparing and analyzing the different strategy for coastal
development in the U.S. and China. The methods of how to achieve the research objectives are
discussed in this chapter. Figure 5.1 presents a flowchart of methodology for the dissertation
research. The innovative points in the dissertation research are highlighted in red.

5.1

Image collection and image pre-processing
Landsat TM/OLI data were used to extract the coastlines and map the LULC. The scene

of the image should be cloudless, and with the same or similar anniversary dates to ensure the
seasonal agreement on the two dates. The radiometric correction and geometric correction need
to be done before implementing classification algorithms to the images. It is worth noting that
the USGS provides Surface Reflectance Level-2 products for Landsat imagery that the
radiometric correction and geometric correction have been conducted. The Second Simulation of
the Satellite Signal in the Solar Spectrum (6S) model was used for the radiometric correction by
USGS. Clouds as well as cloud shadows were masked by the CFMask Algorithm (Zhu and
Woodcock 2012). The Level 2 products were used in this study with cloud cover less than 10%.
The data information has already been summarized in Table 4.2 in Section 4.2.
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Figure 5.1. A flowchart of methodology for the dissertation research.
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5.2

Coastline extraction indices
Three water indices, the normalized difference water index (NDWI), the modified NDWI

(MNDWI), the automated water extraction index (AWEI) are widely used to extract water
bodies. As mentioned in Chapter 2, the NDWI uses a ratio of two bands, i.e., a green band and a
NIR as green band reflectance of water body is often higher than NIR band reflectance of water
and for terrestrial vegetation and soil they are opposite. The MNDWI employs a SWIR band as
the substitution of the NIR band. However, experiments indicate that existing water indices often
misclassified turbid water, small water bodies, and some land features in shadow areas. Figure
5.2 presents averaged spectral profiles of four typical features extracted from Landsat 5 TM
images over TB and XH. From the figure, it is noticeable that both NDWI and MNDWI can
separate vegetation from the water well because both NIR and SWIR bands’ spectral values of
vegetation are larger than that of green band. However, for a turbid water pixel, the NIR band
value is usually larger than the green band while the SWIR band is smaller than the green band;
for the pixel of vegetation in a shadow area, the SWIR band is mostly smaller than the green
band while the NIR band is usually larger than the green band. If implementing water indices for
the scenes and used default threshold 0, NDWI cannot correctly classify turbid water into water
class and MNDWI will also misclassify vegetation in the shadow area as water. In order to
reduce the errors, a new water index called weighted NDWI (WNDWI) was proposed in the
study which uses a weighted average value of NIR and SWIR to substitute for the NIR or SWIR
band.
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Figure 5.2. The averaged spectral profiles of vegetation, vegetation in the shadow area, sea water
and turbid water.
5.2.1 The weighted NDWI (WNDWI)2
All existing normalized water indices used two bands (one visible band and one either
NIR or SWIR band) for water body extraction, and no studies have combined NIR with SWIR
into one normalized difference water index. Considering either NIR or SWIR has its strengths to
extract certain types of water bodies from land features, a weighted normalized difference water
index (WNDWI) that weighted averages NIR and SWIR has been proposed to increase the
accuracy of water extraction. The performance of the newly proposed water index for mapping
water features by comparing the performances with other three water indices (i.e., NDWI,
MNDWI and AWEI) will be evaluated in the next section. The expression of WNDWI is as
follows:

2

Portions of this aspect of the study have been published in International Journal of Remote Sensing. DOI:
10.1080/01431161.2017.1341667, and have been reproduced with permission from Taylor & Francis Group.
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WNDWI 
where

 Band2     Band4  (1   )   Band5
,
 Band2     Band4  (1   )   Band5

(19)

  [0, 1] is a weighted coefficient. Specifically, if   1 the WNDWI becomes NDWI

and when

  0 the WNDWI is identical with MNDWI. In Figure 5.2, the weighted average

value of NIR and SWIR of turbid water is smaller than that of the green band, and the weighted
average value of the two bands of vegetation in a shadow area is larger than the green band when

 is assigned with an appropriate value. Hence, the WNDWI can correctly classify turbid water
as water bodies and vegetation in shadow areas as non-water features. WNDWI is also a
normalized index, which means that the range of the index is from −1 to 1 (Guo et al. 2017).
5.2.2 Parameters optimization
There is a parameter in WNDWI, the weighted coefficient  that needs to be addressed.
In order to select an optimal value, a series of values of  from 0 to 1 with an increment of 0.05
were set for testing the performances of WNDWI algorithm. Test samples were randomly
generated to produce confusion matrices for the WNDWI with different parameter. User’s
accuracy (UA), producer’s accuracy (PA) and overall accuracy (OA) were applied to evaluate
the performances of water indices (Foody 2002, 2009). The optimal  was decided to obtain the
highest OA for the study area.
After implementing WNDWI to get the grayscale image, a threshold is required to be
addressed to segment water from land. According to the hypothesis of the four water indices, 0
can be considered as a default threshold. Here other two thresholding methods were applied to
pursue an optimal threshold: the Otsu threshold method (Otsu 1975) and the multiple thresholds
method. The Otsu threshold method is a nonparametric and unsupervised method of automatic
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threshold selection for the segmentation. With no priori knowledge, this method decided a
threshold to maximize the separability of the classes in gray levels. The procedures of the Otsu
threshold method are described as follows. The gray image was dichotomized into two classes

CW (water) and C N (non-water) by a threhold at gray level

k

. The mean values and the

standard deviations of the water class, the non-water class, and the total are noted as  W ,  W ,

 N ,  N ,  T and  T , respectively. Let’s denote the probability of the water class occurrence as

W  Pr(CW ) , and the probability of non-water class as N  Pr(CN ) . The within-class
2
variance  WC
and the between-class variance  B2 can be calculated as:

2
2
 WC
 W W
 N N2 ,

(20)

 B2  W ( W  T ) 2  N ( N  T ) 2 .

(21)

The Otsu threshold method aims to find the optimal threshold k * that maximizes  B2 ,
which means that a threhold giving the best separation of water class and non-water class in gray
levels will be an optimal threshold. The other thresholding method is seeking multiple thresholds
from a histogram of a result created by a water index to pursue the optimal threshold. A valley
bottom value between two peaks in the histogram is often considered as a threshold to seperate
objects from background (Otsu 1975). However, in real scenarios, the histogram curve usually
has multiple peaks and valleies which make it difficult to decide which valley should be used as
an optimal threshold. Figure 5.3 displays the multiple valleies in the histogram and how the
thresholds were selected in this study. Since 0 was considered as a default threshold for those
water indices, four values of valley points (two positive values and two negative values,
highlighted by red lines in Figure 5.3 located near 0 were regarded as the candidates of an
optimal threshold.
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Figure 5.3. Selecting multiple thresholds at the valley points in a histogram curve.

5.3

LULC classification system
Before mapping the LULC on remotely sensed images, the classification category needs

to be decided first. Based on the research objectives and LULC types in the study areas and
referring to national LULC classification systems (Anderson et al. 1976, USGS 2003) and
literatures about TB watershed LULC mapping (SWFWMD 2010, Xian and Crane 2005), the
seven LULC types are determined in Table 5.1.
The random forest classifier was applied to classify Landsat TM/OLI images in TB and
XH. It is a classifier “consisting of a collection of tree-structured classifiers { h(x, k ), k  1, 2,...}
where the { k } are the independent identically distributed random vectors and each tree casts a
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Table 5.1. Land use and land cover types in the classification system.
Land cover
classes

Description

Land cover
classes

Description

Urban/Built-up

Impervious area,
residential/industrial, and
central business district

Wetland forests

Woody wetlands,
emergent wetlands

Agriculture

Crops, farmland

Water bodies

Rangeland
Upland forests

Grassland, shrub, and
bush
Deciduous forests,
evergreen forests, and
mixed forests

Barren land

Oceans, rivers, streams,
lakes, ponds
Beaches, sand dunes,
disturbed land

unit vote for the most popular class at input x ” (Breiman 2001). It works as a large collection of
decorrelated decision trees. The random forest classifier consists of 1) tree bagging, 2) random
subset of the features, and 3) voting. The advantages of random forest classifier include: 1) it is
reasonable fast and very easy to access; 2) it can handle sparse/missing data well; and 3) it
overcomes the problem with overfitting. In the study, different number of trees, i.e., 100, 500,
1000 and 2500, were tested and decided to use 1000 trees for a sufficient performance with
acceptable time consumption.

5.4

Integrating land surface temperature for classification
Many studies depicted land cover maps by using Landsat TM/OLI data (e.g., Zhu and Liu

2014, Li et al. 2016). However, the accuracy of classification results is not always satisfactory.
There are several reasons resulting in a low accuracy of classification: 1) some features with
similar spectral profiles are hard to be discriminated as different classes, e.g., wetland forests and
upland forests, crops and shrubs; 2) the 30 m spatial resolution of Landsat TM/OLI data make
lots of pixels mixed with more than one land cover type; 3) land covers are very dynamic and
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uncertain even in a short period. The land covers of some pixels could be changed between
different seasons in the same year.
Vegetation land cover types are difficult to be classified because of spectral similarity.
For example, when Li et al. (2016) depicted African land cover maps in 2014, the user’s
accuracies (UAs) of grassland and cropland were about 50%; UA of impervious surface is
around 40%; and that of wetland is less than 20%. The wetland has the worst results due to the
diversity of its spectral characteristics and phonology changes. In TB, the wetlands include
wetland hardwood forests, wetland coniferous forests, mangrove swamps, emergent aquatic
vegetation and salt flats, etc. From the satellite observation, both wetland forests and upland
forests are dominated by tree crowns and their spectra possess similar vegetation characteristics.
One major difference is that saltwater or freshwater is under wetland forests and no waterbodies
are under the upland forest. The high soil moisture in wetland may lead to a lower temperature
compared to the dry soil in upland. In the study, land surface temperature (LST) was used as an
additional band for classification.
There are at least three methods to retrieve LST from thermal infrared data, the radiative
transfer equation-based (RTE) algorithm, the single channel algorithm and the split-window
algorithm. Yu, Guo, and Wu (2014) proved that the LST retrieved from the RTE algorithm
achieved the highest accuracy among these algorithms. Thus, in this study, the RTE method was
employed to obtain LST from the Landsat TM and OLI thermal infrared (TIR) data. The RTE
algorithm is one of the most frequently used approaches to retrieve LST from remotely sensed
TIR band (Fu and Weng 2016, Weng and Fu 2014, Sobrino, Jiménez-Muñoz, and Paolini 2004).
The expression of RTE algorithm is as follows (Sobrino, Jiménez-Muñoz, and Paolini 2004):
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𝐿𝑠𝑒𝑛𝑠𝑜𝑟,𝜆 = [𝜀𝜆 𝐵𝜆 (𝑇𝑠 ) + (1 − 𝜀𝜆 )𝐿↓𝑎𝑡𝑚,𝜆 ]𝜏𝜆 + 𝐿↑𝑎𝑡𝑚,𝜆

(22)

where 𝐿𝑠𝑒𝑛𝑠𝑜𝑟,𝜆 is the TIR radiance at wavelength 𝜆; 𝜀𝜆 is the land surface emissivity (LSE);
𝐵𝜆 (𝑇𝑠 ) is the blackbody radiance and Ts is the LST (the unit in Kelvin); 𝐿↑𝑎𝑡𝑚,𝜆 is the upwelling
atmospheric radiance; 𝐿↓𝑎𝑡𝑚,𝜆 represents the downwelling atmospheric radiance; and 𝜏𝜆 is the
total atmospheric transmissivity between the surface and the sensor. These three atmospheric
parameters were calculated from the NASA Atmospheric Correction Parameter Calculator
(Barsi, Barker, and Schott 2003, Barsi et al. 2005). This calculator implements the transfer codes
of MODTRAN to obtain the atmospheric parameters at the specific time and location. After
retrieving the 𝐵𝜆 (𝑇𝑠 ), the LST can be derived from the Planck’s law:
𝐵𝜆 (𝑇𝑠 ) =

2ℎ𝑐 2
𝜆5 [exp(

,

(23)

ℎ𝑐
)−1]
𝜆𝑘𝑇𝑠

where 𝑐 is the light speed (𝑐 = 2.9979 × 108 𝑚/𝑠); ℎ is the Planck constant (ℎ = 6.6261 ×
10−34 J ∙ s) and 𝑘 is the Boltzmann constant (𝑘 = 1.3806 × 10−23 J/K). 𝜆 is the effective band
wavelength for the TIR band, which is defined as:

𝜆=

𝜆
2
𝜆
∫𝜆 1 𝑓(𝜆)𝑑𝜆
2

∫𝜆 1 𝑓(𝜆)𝜆𝑑𝜆

,

(24)

where 𝑓(𝜆) is the spectral response function for the TIR band. 𝜆1 and 𝜆2 are the lower and upper
boundary of 𝑓(𝜆). After combining Equations 20 and 21, the LST (𝑇𝑠 ) can be derived as:
𝑇𝑠 =

𝐶1
𝐶2 𝜏𝜆 𝜀𝜆

𝜆ln( 5
+1)
↑
𝜆 (𝐵𝜆 (𝑇𝑠 )−𝐿𝑎𝑡𝑚,𝜆
−𝜏𝜆 (1−𝜀𝜆 )𝐿↓𝑎𝑡𝑚,𝜆 )

,

(25)

where C1 and C2 are physical constants (C1=1.4387.7 μm·K, C2=1.19104×108 Wµm4sr-1m-2,).
The only unaddressed parameter in Equation 25 is the land surface emissivity (LSE) 𝜀𝜆 . Three
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methods were proposed to estimate LSE (Yu, Guo, and Wu 2014): NDVI-based emissivity
method (NBEM), classification-based emissivity method (CBEM), and day/night temperatureindependent spectral-indices (TISI) based method. The CBEM estimates LSE from a
classification image, assuming an emissivity value for each class. However, this method is not
operative because the emissivity of different classes coincident with the satellite overpasses is
hard to be measured. Compared with the CBEM, the NBEM is alternative and operative which is
applied to various studies. This method segments the NDVI image by NDVI thresholds, and
then assigns an LSE value for each case. Generally, the NDVI threshold method (NDVITHM)
classifies the NDVI as three classes: soil (NDVI<NDVImin), vegetation (NDVI>NDVImax) and
mixed soil and vegetation (NDVImin ≤NDVI≤NDVImax), where NDVImin and NDVImax are two
NDVI thresholds for classification. This method can be summarized as follows (Sobrino et al.
2008):
𝑎𝜆 + 𝑏𝜆 𝜌red ,
NDVI < NDVImin
𝜀𝜆 = {𝜀vλ 𝑃𝑣 + 𝜀s 𝜆(1 − 𝑃𝑣 ) + 𝐶𝜆 , NDVImin ≤ NDVI ≤ NDVImax ,
𝜀vλ + 𝐶𝜆 ,
NDVI > NDVImax

(26)

where 𝑎𝜆 and 𝑏𝜆 are the two parameters of the linear relationships between the emissivity of soil
to the reflectivity of a red band (𝜌𝑟𝑒𝑑 ). 𝐶𝜆 is the term taking into account the cavity effect of the
surface. 𝑃𝑉 is the proportion of vegetation, which is given by:
NDVI−NDVImin

𝑃𝑣 = (NDVI

max −NDVImin

2

) .

(27)

Usually, NDVImin is set as 0.2 and NDVImax equals to 0.5 (Sobrino, Jiménez-Muñoz, and
Paolini 2004, Yu, Guo, and Wu 2014). Thus, in this case, the expressions for the NDVITHM to
TM and OLI sensors can be summarized in Table 5.2. In the dissertation, the LST was derived
from the RTE algorithm using those expressions.
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Table 5.2. The expressions for the NDVITHM adapted to TM and OLI sensors.
Sensor
TM
OLI

5.5

NDVI < 0.2
𝜀B6 = 0.979 − 0.035𝜌B3
𝜀B10 = 0.973 − 0.047𝜌B4

0.2 ≤ NDVI ≤ 0.5
𝜀B6 = 0.986 + 0.004𝑃𝑣
𝜀B10 = 0.9848 + 0.0015𝑃𝑣

𝜀B10

NDVI > 0.5
𝜀B6 = 0.99
= 1.0043 − 0.0180𝑃𝑣

Post classification and accuracy assessment
In TB, there are three scenes of Landsat images covering the whole bay area, within two

different paths (paths 16 and 17). The images within the different paths are always acquired in
different days. Thus, the scene edge effect could occur near the boundaries of two images.
Another error caused by the cloud contamination was corrected by multi-seasonal Landsat
images. Those kinds of errors are manually corrected in the post-processing. After getting the
land cover maps in the four different years, the stratified random sampling method was applied
to generate test samples for accuracy assessment. Confusion matrices were produced for each
map in order to calculate the user’s accuracy (UA), producer’s accuracy (PA) and overall
accuracy (OA) of land cover types.

5.6

LULC change detection
In the dissertation, based on the multi-temporal classification maps, statistical analysis

was conducted to the classification results and create change matrices for each land type between
any two adjacent years. The LULC change information was obtained by comparing the two
LULC classification maps created from the two different year data. Plots were generated to show
the change area for every land cover type. The maps showing the urban expansion were created
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to demonstrate the difference of change patterns and anthropogenic impacts between the two
study areas.

5.7

The analysis of anthropogenic impacts on LULC changes
The policies and government documents on the coastal development and environmental

protection in the two watersheds were collected, analyzed and assessed. The land use policies
and programs for TB include the Water Resources Development Act, Warren S. Henderson
Wetlands Protection Act and Tampa Bay Estuary Program. The land use laws and government
documents for XH are Chinese Land Administration Law, annual reports of the Party Congress,
Zhejiang Provincial Government and Ningbo City Government. The different land use policies
and environmental regulations between TB and XH could help explain the variation of LULC
change patterns in the two watersheds. The quantitative analysis was also conducted to find the
major driving forces for the urban expansion from 1985 to 2015 using the logistic regression
model. Five variables were selected as potential drivers: the distance to highway, the distance to
urban center, the density of wetland in a neighbor, DEM and slope. The first three variables are
directly related to anthropogenic impacts. The distance to highway and the distance to urban
center are employed to measure the proximity of a sample to a highway network and to urban
center areas. The density of wetland is used to describe the physical land use states in the
neighbors. Elevation data and slope data are applied to measure the topographic suitability for
urban growth.
In order to calculate a distance to a highway and a distance to an urban center, the maps
of highways and urban centers in 1985 (pre-conversion time) need to be created beforehand. The
highway map of XH in 2014 was collected from Ningbo University and that of TB in 2011 was
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downloaded from U.S. Census Bureau (https://www.census.gov/). The Landsat images and aerial
images in or close to 1985 were referred to edit and verify the highway maps of TB and XH in
2011 and 2014, in order to produce highway maps in 1985. After obtaining the maps, a tool
named ‘Euclidean Distance’ in ArcMap 10.4 was implemented to create a distance value for
every pixel in the LULC raster layer. The unit of the distance is kilometer. Next is to create the
urban center maps in TB and XH. The maps of urban centers in 2002 for both areas were
downloaded from Natural Earth (http://www.naturalearthdata.com/down loads/10m-culturalvectors/). Then the maps in 1985 were generated by referring to the maps in 2002 and the
Landsat TM images and aerial images in 1985. The ‘Euclidean Distance’ tool was also used to
calculate the distance to an urban center for each pixel in LULC maps for both areas. A
neighborhood zone needs to be defined before calculating the density of wetland. In this study,
the neighborhood was defined as a circular area with 16 pixels (30 m cell size) as Verburg et al.
(2004) demonstrated the impact distance from immediate neighborhood should be less than 500
m. The Focal Statistics tool in ArcMap 10.4 was employed to obtain the variable of the density
of wetland for each pixel. The elevation data were derived from the GTOPO30 HYDRO 1K
elevation dataset that was downloaded from the USGS Earth Explorer
(https://earthexplorer.usgs.gov/). The slope data were produced from the elevation data by a tool
‘Topographic Modeling’ in ENVI 4.8.
After all five independent variables were prepared, the next step is to generate samples
for the logistic regression. The pixels of non-urban to urban land conversion were separated from
the pixels remaining as non-urban land to generate two datasets. Then 3000 samples of nonurban to urban and 3000 samples of unchanged non-urban were randomly selected from the two
datasets. The logistic regression model was applied to analyze the major driving forces of urban
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land conversion. The dependent variable p in the logistic model was a presence or absence event,
when p = 1 indicates a pixel is converted from non-urban land to urban land, while p = 0 means
it still remains a non-urban land type. The results of logistic regression are summarized in the
next chapter.
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Chapter 6. Results
In this chapter, the proposed WNDWI algorithm was employed to extract coastlines of
TB and XH from the long-term time series Landsat images during the last 30 years. The
coastline changes were detected and highlighted, and the factors resulting in the changes (e.g.,
natural process, human activities) were illustrated via corresponding high-resolution aerial
images or Landsat images. The land cover maps and the land cover changes during the last 30
years are also presented in the chapter. The accuracy of land cover maps and the spatiotemporal
patterns of land cover changes are discussed. The quantitative analysis results on major drivers
for LULC changes in the two research areas are presented at the end of the chapter.

6.1

Coastline changes in TB and XH

6.1.1 Weighted coefficient optimization
Before applying WNDWI to the study areas, there is a parameter in WNDWI, the
weighted coefficient α that needs to be addressed. A scene of Landsat TM surface reflectance
imagery acquired on 7 December 2010 was used as test data to address the parameter. The aerial
images were collected as reference data from Florida Department of Transportation (FDOT) for
verification. The acquisition date of aerial images is 7 December 2010, the same day as for the
acquisition of the Landsat TM imagery, which ensures to minimize the effect of any possible
seasonal change on the accuracy assessment. The Landsat TM surface reflectance data covering
XH were acquired on 27 December 2010 (Path/Row: 118/40; World Reference System-2). The
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aerial images acquired in the same year were also collected to provide test samples for accuracy
assessment.
The four water indices: NDWI, MNDWI, AWEI and WNDWI were implemented to two
Landsat 5 TM images covering the two areas. At first, the default threshold 0 was applied to
segment the gray images into binary images with water and non-water classes. Stratified random
sampling method was used to generate a total of 300 test samples (150 water samples and 150
non-water samples) for each study site (Stehman 2009, Olofsson et al. 2014). Particularly, the
150 water samples consist of 50 river pixels, 50 lake pixels and 50 sea water pixels and the nonwater samples are composed of 50 soil pixels, 50 vegetation pixels and 50 built-up area pixels.
The samples selected by this strategy could well represent major land and water features in the
test areas. Validation work was done by referring Landsat images, aerial images and Google
Earth images to decide the types of test samples. As mentioned in section 2.7.1, it is true that
some errors associated with the test samples wrongly labeled might occur in the validation
process.
The confusion matrices with two test area were presented in Tables 6.1 and 6.2. Figure
6.1 showed the OAs of WNDWI with different  values calculated for TB and XH areas. The
peak of OA was achieved when   0.45, 0.5 and 0.55 in TB and when   0.5 and 0.55 in XH.
The confusion matrices in both test areas indicated that WNDWI had lower omission errors for
water class than NDWI and lower commission errors for water class than MNDWI. With
WNDWI (   0.5 ), the PAs for water class were increased 7.34% in TB and 4.00% in XH
compared to NDWI, while the UAs for water class raised 3.25% in TB and 6.49% in XH
compared to MNDWI. WNDWI also achieved the highest OAs among the four water indices in
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both test sites. In XH, the MNDWI had the worst performance (OA = 94.67%) mainly because it
misclassified some vegetation pixels in shadow areas which occurs frequently in the scene as a
water class.
Table 6.1. Summary of accuracy assessments for the four water indices (threshold is 0) in Tampa
Bay area (the number of test samples n = 300).
Class
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water

Index
NDWI
AWEI
WNDWI
(   0.10 )
WNDWI
(   0.20 )
WNDWI
(   0.30 )
WNDWI
(   0.40 )
WNDWI
(   0.50 )
WNDWI
(   0.60 )
WNDWI
(   0.70 )
WNDWI
(   0.80 )
WNDWI
(   0.90 )

UA (%)

PA (%)

98.52
90.24
98.59
93.67
96.03
96.64
97.32
96.69
97.32
96.69
97.97
96.71
98.64
96.73
98.60
94.27
98.56
91.93
98.54
90.80
98.52
90.24

89.33
98.67
93.33
98.67
96.67
96.00
96.67
97.33
96.67
97.33
96.67
98.00
96.67
98.67
94.00
98.67
91.33
98.67
90.00
98.67
89.33
98.67

OA
(%)

Index

94.00

MNDWI

96.00
96.33
97.00
97.00
97.33
97.67
96.33
95.00
94.33
94.00

WNDWI
(   0.05 )
WNDWI
(   0.15 )
WNDWI
(   0.25 )
WNDWI
(   0.35 )
WNDWI
(   0.45 )
WNDWI
(   0.55 )
WNDWI
(   0.65 )
WNDWI
(   0.75 )
WNDWI
(   0.85 )
WNDWI
(   0.95 )

UA (%)

PA (%)

95.39
96.62
96.03
96.64
96.03
96.64
97.32
96.69
97.32
96.69
98.64
96.73
98.64
96.73
98.59
93.67
98.56
91.93
98.52
90.24
98.52
90.24

96.67
95.33
96.67
96.00
96.67
96.00
96.67
97.33
96.67
97.33
96.67
98.67
96.67
98.67
93.33
98.67
91.33
98.67
89.33
98.67
89.33
98.67

OA
(%)
96.00
96.33
96.33
97.00
97.00
97.67
97.67
96.00
95.00
94.00
94.00

6.1.2 Threshold optimization
After implementing the Otsu method to the results created by the four water indices
results, the confusion matrices for the two test areas were produced and presented in Tables 6.3
and 6.4. In the TB test area, the thresholds for NDWI, MNDWI, AWEI, WNDWI (   0.45 ),
WNDWI (   0.50 ) and WNDWI (   0.55 ) were 0.09, 0.14, -0.43, 0.02, 0.06 and 0.05,
respectively. Using the Otsu threshold, MNDWI and WNDWI (   0.45 ) kept the same OAs as
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Table 6.2. Summary of accuracy assessments for the four water indices (threshold is 0) in
Xiangshan Harbor (n = 300).
Class
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water

Index
NDWI
AWEI
WNDWI
(   0.10 )
WNDWI
(   0.20 )
WNDWI
(   0.30 )
WNDWI
(   0.40 )
WNDWI
(   0.50 )
WNDWI
(   0.60 )
WNDWI
(   0.70 )
WNDWI
(   0.80 )
WNDWI
(   0.90 )

UA (%)

PA (%)

100.00
92.59
97.30
96.05
94.74
95.95
95.36
95.97
96.00
96.00
97.96
96.08
100.00
96.15
100.00
95.54
100.00
94.33
100.00
92.59
100.00
92.59

92.00
100.00
96.00
97.33
96.00
94.67
96.00
95.33
96.00
96.00
96.00
98.00
96.00
100.00
95.33
100.00
94.00
100.00
92.00
100.00
92.00
100.00

OA
(%)

Index

96.00

MNDWI

96.67
95.33
95.67
96.00
97.00
98.00
97.67
97.00
96.00
96.00

WNDWI
(   0.05 )
WNDWI
(   0.15 )
WNDWI
(   0.25 )
WNDWI
(   0.35 )
WNDWI
(   0.45 )
WNDWI
(   0.55 )
WNDWI
(   0.65 )
WNDWI
(   0.75 )
WNDWI
(   0.85 )
WNDWI
(   0.95 )

Figure 6.1. The plots of OAs of WNDWI with different
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UA (%)

PA (%)

93.51
95.89
94.12
95.92
94.74
95.95
95.36
95.97
96.64
96.03
98.63
96.10
100.00
96.15
100.00
94.94
100.00
93.75
100.00
92.59
100.00
92.59

96.00
93.33
96.00
94.00
96.00
94.67
96.00
95.33
96.00
96.67
96.00
98.67
96.00
100.00
94.67
100.00
93.33
100.00
92.00
100.00
92.00
100.00

in TB and XH.

OA
(%)
94.67
95.00
95.33
95.67
96.33
97.33
98.00
97.33
96.67
96.00
96.00

that using threshold 0, while the OAs of AWEI, WNDWI (   0.50 ) and WNDWI (   0.55 )
slightly decreased compared with those created with the threshold 0. The NDWI got the worst
result which indicated that the Otsu threshold might not be suitable for NDWI result in this case.
The experimental results derived from the XH area also indicate that using the Otsu threshold did
not improve the accuracy from the results thresholded by 0. The WNDWI still outperformed all
other three water indices when the Otsu threshold was adoped for the two test sites. Tables 6.5
and 6.6 show the confusion matrices of the WNDWI results segmented by the thresholds derived
from the multiple thresholds method. The results show that there was not much improvenment
for OAs when using the non-zero threholds compared with the results created with threshold 0.
The results thresholded by 0 owned or shared the highest OAs with the results segmented by
some of non-zero thresholds. The OAs of WNDWI (   0.50 ) are still higher than those of the
other three water indices with the multiple thresholds. Therefore, the experimental results
support that threshold 0 can be considered as one of optimal thresholds for mapping water area
by using the water indices in the two scenarios.

Table 6.3. Summary of accuracy assessments for the four water indices with the Otsu threshold
method in Tampa Bay test area (n = 300).
Class

Index

Water
Non-water
Water

NDWI
(TH=0.09)

Non-water
Water
Non-water

AWEI
(TH=-0.43)
WNDWI
(   0.50 )
(TH=0.06)

UA
(%)
98.07
75.51
90.90

PA (%)
68.00
98.67
100.00

100.00

90.00

98.60

94.00

94.27

98.67

OA
(%)
83.33
95.00

96.33
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Index
MNDWI
(TH=0.14)
WNDWI
(   0.45 )
(TH=0.02)
WNDWI
(   0.55 )
(TH=0.05)

UA
(%)
96.62
95.39
98.64

PA (%)
95.33
96.67
96.67

96.73

98.67

98.60

94.00

94.27

98.67

OA
(%)
96.00
97.67

96.33

Table 6.4. Summary of accuracy assessments for the four water indices with the Otsu threshold
method in Xiangshan Harbor test area (n = 300).
UA
(%)
95.97
95.36

PA (%)

OA
(%)

95.33
96.00

95.67

Class

Index

Water
Non-water

NDWI
(TH=-0.11)

Water

AWEI
(TH=-0.01)

88.48

97.33

97.04

87.33

WNDWI
(   0.55 )
(TH=0.01)

100.00

95.33

95.54

100.00

Non-water
Water
Non-water

92.33

Index
MNDWI
(TH=0.22)
WNDWI
(   0.50 )
(TH=0.03)

UA
(%)
96.53
92.94

PA (%)

OA
(%)

92.67
96.67

94.67

100.00

95.33

95.54

100.00

97.67

97.67

Table 6.5. Summary of accuracy assessments for the four water indices with multiple thresholds
in Tampa Bay area (n = 300).
Class

Index

Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water

NDWI
(TH=-0.04)
NDWI
(TH=0.01)
MNDWI
(TH=-0.14)
MNDWI
(TH=0.10)
AWEI
(TH=-0.04)
AWEI
(TH=0.02)
WNDWI
(   0.45 )
(TH=-0.10)
WNDWI
(   0.45 )
(TH=0.03)
WNDWI
(   0.50 )
(TH=-0.07)
WNDWI
(   0.50 )
(TH=0.02)
WNDWI
(   0.55 )
(TH=-0.08)
WNDWI
(   0.55 )
(TH=0.03)

Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water

UA
(%)
97.10
90.12
98.52
90.24
94.19
97.24
96.62
95.39
98.57
92.50
98.52
89.70
96.67

PA
(%)
89.33
97.33
89.33
98.67
97.33
94.00
95.33
96.67
92.00
98.67
88.67
98.67
96.67

96.67

96.67

98.64

96.67

96.73

98.67

97.32

96.67

96.69

97.33

98.64

96.67

96.73

98.67

97.32

96.67

96.69

97.33

98.60

94.00

94.27

98.67

OA
(%)
93.33
94.00
95.67
96.00
95.33
93.67
96.67

97.67

97.00

97.67

97.00

96.33
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Index
NDWI
(TH=-0.02)
NDWI
(TH=0.08)
MNDWI
(TH=-0.08)
MNDWI
(TH=0.14)
AWEI
(TH=-0.01)
AWEI
(TH=0.03)
WNDWI
(   0.45 )
(TH=-0.03)
WNDWI
(   0.45 )
(TH=0.06)
WNDWI
(   0.50 )
(TH=-0.04)
WNDWI
(   0.50 )
(TH=0.10)
WNDWI
(   0.55 )
(TH = -0.03)
WNDWI
(   0.55 )
(TH = 0.08)

UA
(%)
98.52
90.24
98.08
75.51
94.81
97.26
96.62
95.39
98.57
92.50
98.39
84.09
97.32

PA (%)
89.33
98.67
68.00
98.67
97.33
94.67
95.33
96.67
92.00
98.67
81.33
98.67
96.67

96.69

97.33

98.64

96.67

96.73

98.67

97.32

96.67

96.69

97.33

98.53

89.33

90.24

98.67

97.97

96.67

96.71

98.00

98.56

90.67

91.36

98.67

OA
(%)
94.00
83.33
96.00
96.00
95.33
90.00
97.00

97.67

97.00

94.00

97.33

94.67

Table 6.6. Summary of accuracy assessments for the four water indices with multiple thresholds
in Xiangshan Harbor area (n = 300).
Class

Index

Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water
Non-water
Water

NDWI
(TH=-0.013)
NDWI
(TH=0.02)
MNDWI
(TH=-0.04)
MNDWI
(TH=0.003)
AWEI
(TH=-0.045)
AWEI
(TH=0.023)
WNDWI
(   0.50 )
(TH=-0.026)
WNDWI
(   0.50 )
(TH=0.02)
WNDWI
(   0.55 )
(TH=-0.016)
WNDWI
(   0.55 )
(TH=0.016)

Non-water
Water
Non-water
Water
Non-water
Water
Non-water

UA
(%)
100.00
92.59
100.00
92.02
91.72
95.80
93.51
95.89
91.82
97.16
99.30
94.31
97.29

PA (%)
92.00
100.00
91.33
100.00
96.00
91.33
96.00
93.33
97.33
91.33
94.00
99.33
96.00

96.05

97.33

100.00

96.00

96.15

100.00

99.31

96.00

96.13

99.33

100.00

95.33

95.54

100.00

OA
(%)
96.00
95.67
93.67
94.67
94.33
96.67
96.67

98.00

97.67

97.67

Index
NDWI
(TH=-0.003)
NDWI
(TH=0.03)
MNDWI
(TH=-0.02)
MNDWI
(TH=0.01)
AWEI
(TH=-0.022)
AWEI
(TH=0.033)
WNDWI
(   0.50 )
(TH=-0.007)
WNDWI
(   0.50 )
(TH=0.05)
WNDWI
(   0.55 )
(TH=-0.003)
WNDWI
(   0.55 )
(TH = 0.04)

UA
(%)
100.00
92.59
100.00
92.02
91.72
95.80
93.51
95.89
93.55
96.55
99.30
94.31
99.31

PA (%)
92.00
100.00
91.33
100.00
96.00
91.33
96.00
93.33
96.67
93.33
94.00
99.33
96.00

96.13

99.33

100.00

94.00

94.34

100.00

100.00

96.00

96.15

100.00

100.00

94.00

94.34

100.00

OA
(%)
96.00
95.67
93.67
94.67
95.00
96.67
97.67

97.00

98.00

97.00

After finding the optimal parameters, the WNDWI (   0.50 , TH=0) algorithm was
implemented to the Landsat images in 1985 (1986), 1995 (1996), 2005 and 2015 in the both
study areas. Then an optimized threshold 0 was applied to all WNDWI gray images to segment
water for land features. Pixels with positive values are classified as water and negative values are
assumed as land. The classified WNDWI images for TB and XH are shown in Figures 6.2 and
6.3, respectively. After getting water and land binary images, a GIS tool, raster to polygon, was
implemented to convert raster layers to land polygons. Then the tool polygon to line was
implemented to get the coastlines in the two study areas.
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Figure 6.2. The classified WNDWI images of (a) 1985, (b) 1995, (c) 2005 and (d) 2015 in TB.
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Figure 6.3. The classified WNDWI images of (a) 1986, (b) 1996, (c) 2005 and (d) 2015 in XH.

Figures 6.4 and 6.5 present the coastline maps in 1985 (1986), 1995 (1996), 2005 and
2015 in TB and XH, respectively. In these maps, major changes were highlighted by black
rectangles. The causes resulting in the coastline changes were summarized in Tables 6.7 and 6.8.
High resolution Google Earth images and aerial images were collected to verify these changes. It
is noticeable that the coastlines in TB have changed slightly during the 30 years while those in
XH have significantly changed during the same period. In TB, only one coastline change
resulting from anthropogenic impacts was at site E whose area had only 0.23 km2 . However,
human activities, such as land reclamation and aquaculture, have had a huge impact on coastlines
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in XH (e.g., B, D, H and I). In addition, the tidal level impact was considered as a natural force
that made the coastline change. The total area of new lands and ponds was about 20.3 km2 ,
which accounts for about 1% of the total areas in XH.

Figure 6.4. Coastline changes in TB from 1985 to 2015.
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Figure 6.5. Coastline changes in XH from 1986 to 2015.

Table 6.7. The summary of coastline changes in TB from 1985 to 2015.

1985

1995

2005

2015

A
B
C

Water
Water
Water

Water/beach
Water/beach
Water/beach

Water/beach
Water/beach
Water/beach

Beach
Beach
Beach

Natural process
Natural process
Natural process

Change Area
(1985-2015)
(km2 )
0.47
0.36
0.62

D

Water

Water/beach

Water/beach

Water/beach

Natural process

0.85

E

Water

Water/urban
land

Urban land

Urban land

Anthropogenic
impact

0.23

Surface Type
ID
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Cause

Table 6.8. The summary of coastline changes in XH from 1986 to 2015.
Cause

Change Area
(1986-2015)
(km2 )

Surface Type
ID

1986

1996

2005

2015

A

Tidal
flat

Tidal
flat/water

Tidal
flat/water

Water

Natural process

-4.54

B

Water

Water

Water

Ponds/agricultural
land

Anthropogenic
impact

3.54

C

Tidal
flat

Tidal
flat/water

Tidal
flat/water

Water

Natural process

-2.05

D

Water

Water

Urban land

Urban land

Anthropogenic
impact

0.44

E

Tidal
flat

Tidal flat

Tidal
flat/water

Water

Natural process

-1.63

F

Tidal
flat

Tidal flat

Tidal
flat/water

Water

Natural process

-1.56

G

Tidal
flat

Tidal flat

Tidal
flat/water

Water

Natural process

-4.14

H

Water

Water

Ponds/water

Ponds/urban land

I

Water

Water

Water

Urban land

6.2

Anthropogenic
impact
Anthropogenic
impact

8.95
7.37

Land cover changes in TB and XH
Before implementing supervised classification algorithms to the Landsat data, the

training samples need to be selected carefully as their quantity and quality directly decide the
accuracy of classification results. In the study, training samples were collected via visual
interpretation on Landsat images, aerial images and higher resolution images in Google Earth
(Li, Gong, and Liang 2015). First the training samples for the images acquired in 2015 were
collected because the corresponding aerial images have better quality and finer resolution to
identify the classes of those samples. Then those samples were verified in the 2005 Landsat
scene to make sure whether the land cover has been changed or not. For those changed samples,

86

they were deleted and the nearby samples with the original land cover types were collected as the
substitution. Thereafter, this method applied to the images in 1995 and 1985. Since a large
portion of same samples in different images was retained, the pixels with the same land cover
type in different years tend to be classified as the same class. The number of training samples for
every class is summarized in Table 6.9. From the field survey, referring to aerial images and the
common sense of local people, the rangeland was found to be very rare in XH. Hence, the
rangeland was not considered in the classification system in XH, and thus its training samples
were not selected in XH.

Table 6.9. The numbers of training samples for each class in TB and XH.

TB
(Path:
17)

TB
(Path:
16)

XH

Year

Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren

1985

232

288

239

249

266

216

206

1995

247

286

239

249

233

216

206

2005

229

278

239

263

259

216

209

2015

265

286

239

249

275

216

226

1985

214

242

238

258

283

230

215

1995

214

242

238

258

283

230

215

2005

214

242

238

258

283

230

214

2015

214

242

238

259

283

230

214

1985

204

218

---

219

216

203

114

1995

204

231

---

219

226

203

114

2005

204

215

---

219

229

236

35

2015

240

215

---

219

206

203

60

The LST band was tested to demonstrate if the LST band can distinguish the vegetation
land covers. Figure 6.6 presents a scene that contains wetland forests, upland forest, agricultural
land, rangeland and water. From Figure 6.6 (a), even the aerial image with 0.3 meter spatial
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resolution, it is very hard to distinguish wetland forests from upland forests if only using visible
light bands. Figure 6.6 (b) is an LULC map derived from the aerial images in 2011, which offer
the ground-truth land cover types for the reference. Figure 6.6 (c) shows that the wetland forests
are darker than the upland forests because NIR reflectance of wetland forest is lower than that of
upland forest. It is reasonable as the crowns of wetland forest could not fully cover the ground
surface, thus the water under wetland forests can absorb more NIR than the grass or soil below
the upland forests. Figure 6.6 (d) is a land surface temperature (LST) map covering the same area
with the other three maps in Figure 6.6. It is obvious that the temperature of wetland is lower
than the adjacent upland forest, agriculture land or the rangeland, which indicates the LST band
may distinguish wetland forests from other vegetation land types to improve the classification
accuracy. Figure 6.7 illustrates the reflectance distribution of four vegetation land cover types in
TB. No bands can separate all test samples between any two land cover classes. Thus, the
samples in the box plot (between 25th and 75th percentiles) were only considered to represent the
spectral distribution of the class. The boxplots indicate that only the NIR band and LST band
could distinguish wetlands from upland forests (no overlaps in the boxplots between the two land
covers). It is worth noting that rangelands and upland forests share large overlaps in the NIR
band, while this is not a problem in the LST band. One-way ANalysis Of VAriance (ANOVA)
with post-hoc Tukey Honestly Significant Difference (HSD) test for those bands was presented
in Table 6.10. The ANOVA-Tukey HSD test makes multiple comparisons among groups to find
mean values that are significant different from each other. Table 6.10 indicates that only LST has
significant differences (p<0.0001) on mean values for all the six comparisons among the four
groups.
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Figure 6.6. A scene contains wetland forests, upland forests, rangeland and agriculture land in
TB in 2014. (a) High spatial resolution true color composite aerial image; (b) an LULC map
derived from the aerial image in 2011 (source from: Southwest Florida Water Management
District); (c) Landsat 8 OLI false color composite image acquired in 2015 (RGB vs. bands 543);
(d) land surface temperature map. The green polylines in (a), (c) and (d) present the wetland
boundaries. The latitude and longitude of the upper left corner: 28°8'36"N and 82°13'14"E.
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Figure 6.7. Reflectance and LST distributions of test samples of four vegetation land cover types
in TB. The bottom and top edges of the box show the 25th and 75th percentiles. The red line
represents median value and black lines are the boundaries of extreme observations within 1.5
times interquartile range. The red cross points represent outliers.

Table 6.10. The results of ANOVA-Tukey HSD test for the four land cover types in TB.
RangelandAgriculture
UplandAgriculture
WetlandAgriculture
UplandRangeland
WetlandRangeland
WetlandUpland

B1

B2

B3

B4

B5

B6

B7

LST

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

****

NS

****

****

****

****

****

****

****

****

****

****

****

NS

NS

NS

NS

****

NS

NS

****

Note: Not significant (NS): p>0.05; significant *: p≤0.05; **: p≤0.01; ***: p≤0.001; ****:
p≤0.0001.
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For XH, the distribution of reflectance and LST of five land cover types (i.e., urban,
agriculture, upland, wetland and barren land) derived from the Landsat 5 TM image were
presented in Figure 6.8. The analysis of one-way ANOVA with post-hoc Tukey Honestly
Significant Difference (HSD) test for those bands was provided in Table 6.11. The results of the
ANOVA-Tukey HSD test indicated that the mean values of all five land types are significantly
different (p < 0.0001) from each other, whereas some of them are not significantly different in
the spectral band. Both Figure 6.8 and Table 6.11 illustrated that LST is crucial to classify the
vegetation land cover types in XH.

Figure 6.8. The distribution of reflectance and LST data of five land cover types in XH.
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Table 6.11. The result of the ANOVA-Tukey HSD test for the testing samples in XH.
Agricultureurban
Uplandurban
Wetlandurban
Uplandagriculture
Wetlandagriculture
Wetlandupland

B1

B2

B3

B4

B5

B7

LST

NS

**

NS

****

****

NS

****

****

****

****

****

**

****

****

NS

****

NS

****

****

****

****

****

****

****

NS

****

****

****

NS

NS

NS

****

****

****

****

****

****

****

****

****

NS

****

Note: Not significant (NS): p>0.05; significant *: p≤0.05; **: p≤0.01; ***: p≤0.001; ****:
p≤0.0001.
The random forest algorithm was implemented to the four scenes of Landsat images over
the 30 years for both study areas. Post-classification has been done for all land cover maps to
correct the errors caused by the scene edge effect and cloud contamination. Confusion matrices
(Tables 6.12 and 6.13) were produced to assess the accuracy of classification of the eight maps
for two study areas, respectively. A total of 350 test samples were randomly collected for TB and
300 samples for XH. The accuracy of classification using the LST band was compared to that
without the LST band. In TB, for the OLI data, the overall accuracy of classification with LST is
83.43%, compared to 78.29% using the OLI data without the LST band. The overall accuracies
with the LST band of TB in 1985, 1995, 2005 and 2015 are 82.86%, 81.71%, 81.14% and
83.43%, respectively. The confusion matrices of TB indicate that agriculture, rangeland, upland
and wetland are difficult to be classified from each other. The PAs of agriculture, rangeland,
upland and wetland are 84.00%, 80.00%, 78.00% and 80.00%, respectively, equal or lower than
those of urban land, water and barren land. Moreover, the UAs of those vegetation lands raised
up when adding the LST band. The UAs of agriculture, rangeland, upland and wetland are
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72.41%, 71.43%, 81.25% and 88.89%, compared with 67.80%, 66.04%, 70.00% and 80.00% of
the result without the LST band.
The confusion matrices of XH (Table 6.13) also support the conclusions derived from TB
area. This time the Landsat 5 TM image was used to verify whether adding the LST band could
significantly increase the accuracy. The overall accuracy increased from 82.67% to 87.00%
when combining LST information to the Landsat images. The UAs of urban land, agriculture and
upland were increased from 76.47%, 68.75% and 80.00% to 87.50%, 74.19% and 87.50%
because of using LST as an extra band. The overall accuracies in 1986, 1995, 2005 and 2015 are
86.67%, 84.67%, 87.00% and 87.67%, respectively, a little bit higher than those in TB. For this
case, a possible reason is that XH does not have rangeland, much of which is often misclassified
in TB. In XH, the random forest classifier finds difficulties to classify urban land, agriculture and
upland, generating a large portion of commission errors. As the major type of wetland in XH is
the mud flat, the classifier often misclassified those pixels to water. Both the classification results
of Landsat OLI data and TM data in the two study areas indicate that the LST information can
assist the classifier to achieve a higher accuracy for the land cover classification.

Table 6.12. Confusion matrix of LULC classification in 1985, 1995, 2005 and 2015 in TB.
(a) The result in 2015 with the LST band.
True
Classify
Urban
Agriculture
Rangeland
Upland
Wetland
Water
Barren land
PA (%)

Urban

Agriculture

Rangeland

Upland

Wetland

Water

42
4
3
1
0
0
0

5
42
3
0
0
0
0

1
9
40
0
0
0
0

1
1
7
39
2
0
0

1
0
2
7
40
0
0

0
0
0
0
3
47
0

Barren
land
4
2
1
1
0
0
42

84.00

84.00

80.00

78.00

80.00

94.00

84.00

93

UA
(%)
77.78
72.41
71.43
81.25
88.89
100.00
100.00
OA=
83.43

Table 6.12 (Continued)
(b) The result in 2015 without the LST band.
True
Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

UA
(%)

Urban
Agriculture
Rangeland
Upland
Wetland
Water
Barren land

37
6
3
3
1
0
0

5
40
5
0
0
0
0

1
9
35
3
1
0
1

1
1
9
35
4
0
0

1
0
1
8
40
0
0

0
0
0
0
3
47
0

5
3
0
1
1
0
40

PA (%)

74.00

80.00

80.00

70.00

80.00

94.00

80.00

74.00
67.80
66.04
70.00
80.00
100.00
100.00
OA=
78.29

Classify

(c) The result in 2005 with the LST band.
True
Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

UA
(%)

Urban
Agriculture
Rangeland
Upland
Wetland
Water
Barren land

41
5
4
0
0
0
0

2
39
6
3
0
0
0

2
9
38
1
0
0
0

0
0
5
41
4
0
0

0
1
2
7
40
0
0

0
0
0
0
3
47
0

2
5
2
3
0
0
38

PA (%)

82.00

78.00

76.00

82.00

80.00

94.00

76.00

87.23
66.10
66.67
74.55
85.11
100.00
100.00
OA=
81.14

Classify

(d) The result in 1995 with the LST band.
True
Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

UA
(%)

Urban
Agriculture
Rangeland
Upland
Wetland
Water
Barren land

40
5
2
2
1
0
0

3
39
5
3
0
0
0

4
6
38
2
0
0
0

0
0
7
39
4
0
0

0
0
0
8
42
0
0

0
0
0
0
2
48
0

2
4
1
3
1
0
40

81.63
72.22
71.70
68.42
84.00
100.00
100.00

PA (%)

80.00

78.00

76.00

78.00

84.00

96.00

80.00

OA=
81.71

Classify

94

Table 6.12 (Continued)
(e) The result in 1985 with the LST band.
True
Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

UA
(%)

Urban
Agriculture
Rangeland
Upland
Wetland
Water
Barren land

42
3
3
2
0
0
0

3
39
1
4
0
0
3

2
4
40
3
0
0
1

0
2
2
41
4
1
0

0
1
1
6
42
0
0

0
0
0
1
2
47
0

2
5
2
1
1
0
39

PA (%)

84.00

78.00

80.00

82.00

84.00

94.00

78.00

85.71
72.22
81.63
70.69
85.71
100.00
100.00
OA=
82.86

Classify

Table 6.13. Confusion matrix of LULC classification in 1986, 1995, 2005 and 2015 in XH.
(a) The result in 2015 with the LST band.
True
Classify
Urban
Agriculture
Upland
Wetland
Water
Barren land
PA (%)

Urban

Agriculture

Upland

Wetland

Water

Barren
land

UA (%)

44
5
1
0
0
0
88.00

5
43
2
0
0
0
86.00

2
4
44
0
0
0
88.00

1
1
0
40
8
0
80.00

0
1
0
0
49
0
98.00

5
1
1
0
0
43
86.00

77.19
78.18
91.67
100.00
85.96
100.00
OA=87.67

(b) The result in 2005 with the LST band.
True
Urban

Agriculture

Upland

Wetland

Water

Barren
land

UA (%)

Urban
Agriculture
Upland
Wetland
Water
Barren land

42
7
1
0
0
0

1
46
3
0
0
0

1
7
42
0
0
0

0
0
0
40
10
0

0
0
1
1
48
0

4
2
1
0
0
43

87.50
74.19
87.50
97.56
82.76
100.00

PA (%)

84.00

92.00

84.00

80.00

96.00

86.00

OA=87.00

Classify

95

Table 6.13 (Continued)
(c) The result in 2005 without the LST band.
True
Classify
Urban
Agriculture
Upland
Wetland
Water
Barren land
PA (%)

Urban

Agriculture

Upland

Wetland

Water

Barren
land

UA (%)

39
9
2
0
0
0
78.00

1
44
5
0
0
0
88.00

1
9
40
0
0
0
80.00

1
0
0
40
9
0
80.00

0
0
2
1
47
0
94.00

9
2
1
0
0
38
76.00

76.47
68.75
80.00
97.56
83.93
100.00
OA=82.67

(d) The result in 1995 with the LST band.
True
Classify
Urban
Agriculture
Upland
Wetland
Water
Barren land
PA (%)

Urban

Agriculture

Upland

Wetland

Water

Barren
land

UA (%)

40
9
1
0
0
0
80.00

3
43
4
0
0
0
86.00

2
5
43
0
0
0
86.00

0
1
0
40
9
0
80.00

0
0
0
2
48
0
96.00

2
3
5
0
0
40
80.00

85.11
70.49
81.13
95.24
84.21
100.00
OA=84.67

(e) The result in 1986 with the LST band.
True
Classify
Urban
Agriculture
Upland
Wetland
Water
Barren land
PA (%)

Urban

Agriculture

Upland

Wetland

Water

Barren
land

UA (%)

42
7
1
0
0
0
84.00

4
42
3
0
0
1
84.00

1
4
45
0
0
0
90.00

0
1
0
44
5
0
88.00

0
0
0
1
49
0
98.00

4
7
1
0
0
38
76.00

82.35
68.85
90.00
97.78
90.74
97.44
OA=86.67

In order to further evaluate the results of land cover changes, the matrices of land cover
changes from 1985 (1986) to 1995, 1995 to 2005, 2005 to 2015 for TB and XH were produced in
Tables 6.14 and 6.15. The curves of areas for different land covers in the four years were profiled
in Figure 6.9. The figure shows that from 1985 (1986) to 2015, the major land cover types in TB
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(e.g., urban, wetland, water) were relatively stable whereas the LULC types in XH undertook
considerable conversions during the study period. The total urban area has been increased by
11.8% in TB during the last 30 years, while that in XH has been raised 138.9% in the same
period. Wetland in TB was decreased by 8.3% while that in XH was decreased by 49.0%. It is
noticeable that the agriculture land in XH decreased 164 km2 from 1985 to 2005, and increased
116 km2 from 2005 to 2015. It is probably because that the Chinese government emphasized to
maintain at least 1.2 million km2 agricultural lands to supply enough food products (Wang et al.
2014). The Standing Committee of National People’s Congress (NPC) issued strict land
management policies in 2005, which require that the total area of agricultural land should not be
decreased in every city (Wang et al. 2014). Another noticeable fact is that the upland forest kept
shrinking during the last 30 years. Especially, from 2005 to 2015, it decreased 92.51 km2 ,
reaching the highest decline rate for upland forest over the last 30 years. A potential reason is
that the land management policies did not allow the reduction of agricultural land any more.
Therefore, more uplands were converted to meet the needs of urban land.
Table 6.14. Matrices of land cover changes (km2) in TB from 1985 to 2015.
(a) 1985-1995
1985

Barren

1995

land

Total

10.94

23.99

1100.25

11.64

5.26

14.28

1588.95

192.44

12.49

9.08

4.68

1282.95

393.51

699.12

249.55

11.08

1.99

1498.05

19.84

35.81

181.23

402.02

15.09

0.52

660.87

8.98

9.60

9.71

8.76

8.94

1172.56

2.40

1220.94

Barren land

4.60

6.09

5.87

3.09

0.38

1.50

3.58

25.11

1985 Total

1087.88

1493.36

1590.89

1237.54

690.43

1225.51

51.46

7377.03

Urban

Agriculture

Rangeland

Upland

Wetland

Water

Urban

743.28

150.87

107.24

58.53

5.40

Agriculture

205.98

926.46

330.99

94.37

Rangeland

82.43

274.02

707.76

Upland

36.28

106.48

Wetland

6.33

Water

1995
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Table 6.14 (Continued)
(b) 1995-2005
1995

Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

2005
Total

Urban

743.85

230.04

88.47

59.13

8.28

2.88

7.20

1139.94

Agriculture

160.38

882.63

252.36

132.75

13.14

4.95

8.19

1454.4

Rangeland

143.64

392.94

738.27

441

69.93

10.17

3.96

1799.91

Upland

13.14

42.21

158.76

698.49

175.86

5.31

1.44

1095.21

Wetland

11.43

16.29

29.61

153.54

382.05

16.83

0.54

610.2

Water

12.69

15.57

11.34

10.35

10.71

1178.37

1.80

1240.83

Barren land

15.21

9.27

4.14

2.79

0.81

2.43

2.07

36.63

1995 Total

1100.25

1588.95

1282.95

1498.05

660.87

1220.94

25.11

7377.03

Urban

Agriculture

Rangeland

Upland

Wetland

Water

Barren
land

2015
Total

Urban

830.7

164.25

130.59

19.44

4.32

2.52

10.89

1162.71

Agriculture

119.97

722.61

419.13

55.89

10.62

3.78

6.93

1338.93

Rangeland

149.58

436.68

836.91

165.51

43.02

14.22

4.5

1650.51

Upland

9.09

57.51

322.92

684.72

160.92

5.76

0.81

1241.82

Wetland

3.69

16.65

61.29

164.07

371.07

16.2

0.9

633.87

Water

3.24

12.69

14.58

2.61

19.35

1196.01

4.5

1253.16

Barren land

23.67

43.92

14.49

2.97

0.81

2.16

8.1

96.03

2005 Total

1139.94

1454.4

1799.91

1095.21

610.2

1240.83

36.63

7377.03

2005

(c) 2005-2015
2005
2015

Table 6.15. Matrices of land cover changes in XH from 1986 to 2015.
(a) 1986-1995
1986
1995

Urban Agriculture

Upland

Wetland

Water

Barren

1995

land

Total

Urban

29.46

32.33

1.36

0.59

0.04

0.77

64.56

Agriculture

17.09

479.40

87.24

8.83

2.63

0.88

596.23

Upland

2.84

82.54

789.85

0.08

0.13

0.79

876.64

Wetland

0.21

8.19

0.06

93.26

3.23

0.00

104.96

Water

0.20

5.71

0.10

21.17

489.61

0.06

516.84

Barren land

0.03

0.29

0.29

0.00

0.00

0.02

0.63

1986 Total

49.83

608.47

878.91

123.92

495.65

2.52

2160.86
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Table 6.15 (Continued)
(b) 1995-2005
1995
2005
Urban

1.42

Barren
land
0.15

2005
Total
154.29

0.34

1.15

0.28

444.29

760.92

0.00

0.12

0.17

865.72

16.37

2.34

43.96

2.60

0.00

65.86

1.68

51.24

2.39

59.04

511.54

0.01

625.90

Barren land

0.68

3.56

0.50

0.04

0.00

0.03

4.80

1995 Total

64.56

596.23

877.64

104.96

516.84

0.63

2160.86

Agriculture Upland Wetland

Water

2015
Total
208.12

Urban

Agriculture

Upland

Wetland

Water

54.43

87.53

9.19

1.57

Agriculture

6.26

333.95

102.31

Upland

0.93

103.58

Wetland

0.58

Water

(c) 2005-2015
2005
2015
Urban

96.98

43.57

8.34

9.42

46.46

Barren
land
3.34

Agriculture

49.70

331.98

146.37

10.24

21.20

1.29

560.78

Upland

3.94

55.62

707.47

2.20

2.00

0.02

771.24

Wetland

1.10

6.15

0.57

32.16

23.23

0.02

63.22

Water

1.64

5.24

1.35

11.62

532.70

0.01

552.55

Barren land

0.94

1.74

1.61

0.22

0.32

0.12

4.95

2005 Total

154.29

444.29

865.72

65.86

625.90

4.80

2160.86

Urban

The maps of urban growth in TB and XH during the study period were presented in
Figures 6.10 and 6.11. In the figures, the pixels in gray represent the urban area in 1985 in TB or
1986 in XH. The urban expansions from 1985 (1986) to 1995, from 1995 to 2005 and from 2005
to 2015 are highlighted in blue, green and red, respectively. In TB, the urban growth is relatively
slow during the last 30 years, which indicates that TB is at a developed stage. Although lots of
people would like to live near shorelines for a gulf view, not many new urban lands were created
in those areas. The probable reason to explain the interesting phenomenon is that strict wetland
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(a)

(b)
Figure 6.9. The curves of areas for the land covers during the last 30 years. (a): TB and (b): XH.

laws and preserve state parks do not allow human exploitation in nearshore anymore. For
example, the U.S. Congress issued the Water Resources Development Act in 1990 which had a
“no net loss” of wetlands goal. It restricted wetland impacts, but if authorized the wetland must
be mitigated (Florida Department of Environmental Protection 2012b). Mitigation is the
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compensation for wetland impacts by creating, restoring or enhancing wetlands. What is more,
there are sixteen preserve state parks in TB watershed to reserve natural landscapes. However,
the urban growth map of XH illustrates an opposite result. Lots of urban lands were increased
during the last 30 years, especially from 2005 to 2015. Most new urban areas were produced near
shorelines by land reclamation projects. As a result, wetlands were deteriorated by the human
interferences. From the two maps, it is noticeable that the urban development strategies of TB
and XH are considerably different over the past 30 years.

Figure 6.10. Urban growth from 1985 to 2015 in TB.
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Figure 6.11. Urban growth from 1986 to 2015 in XH.

In summary, XH has a higher increase rate for the urban area than that of TB, which
indicates a rapid urban expansion in XH during the study period. In the process of urbanization
and industrialization, a vast of wetland and upland forests have been converted into the urban
land use, leading to severe environmental degradations in XH watershed.

6.3

The analysis of driving forces for LULC changes
The logistic regression model was applied to both study areas to analyze the major

drivers of urban land conversion. The results estimated by logistic regression models for TB and
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XH are summarized in Tables 6.16 and 6.17. The results indicated that all independent variables
are statistically significant. Only the elevation in TB case is statistically significant at  = 0.01
and all others are statistically significant at  = 0.001. In TB, the density of wetland (DenWtld)
had a considerably strong negative effect on urban land conversion, while in XH the relationship
was opposite, which illustrate that urban conversion occurred in the area with high wetland
density in XH and present in the zone of low wetland density in TB. The two proximity
variables, both the distance to a highway (Dis2Hwy) and the distance to an urban center
(Dis2UrbC) possess negative coefficients in TB, indicating that urban growth had a tendency to
develop in the areas that are close to transportation infrastructures and urban centers. However,
in XH, the coefficient of distance to an urban center is positive and that of the distance to a
highway is still negative. The results demonstrate that the new urban area emerged in the areas
close to highways and lots of them were far from existing urban centers in 1985. The elevation
and the slope had minor positive impacts on urban conversion in TB while had negative impacts
on that in XH. The p value of elevation is greater than 0.001 because the terrain in TB watershed
is flat and the variability is small. In XH, due to its mountainous terrains, newly created urban
lands tended to appear in low elevation areas and gentle slope areas.
Table 6.16. The logistic regression model results for urban land conversion in TB.
Independent variables
Dis2Hwy
Dis2UrbC
DenWtld
Elevation
Slope
Constant
AIC

Coef.
−0.240
−0.047
−2.971 × 103
0.006
0.123
0.867
7.349 × 103

Std. Err.
0.015
0.003
−2.490 × 102
0.002
0.018
0.064

z Value
−15.540
−13.847
−11.934
2.675
6.979
13.548

Pr (>|z|)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.007 (∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)

Note: Not significant (NS): p>0.05; significant *: p≤0.05; **: p≤0.01; ***: p≤0.001.
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Table 6.17. The logistic regression model results for urban land conversion in XH.
Independent variables
Dis2Hwy
Dis2UrbC
DenWtld
Elevation
Slope
Constant
AIC

Coef.
−0.440
0.015
0.750
−0.005
−0.076
1.067
6.550 × 103

Std. Err.
0.022
0.003
0.156
0.001
0.005
0.073

z Value
−19.785
4.271
4.793
−8.536
−14.008
14.709

Pr (>|z|)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)
0.000 (∗∗∗)

Note: Not significant (NS): p>0.05; significant *: p≤0.05; **: p≤0.01; ***: p≤0.001.

104

Chapter 7. Discussion
7.1

Changes of coastlines and LULC in TB and XH
A proposed water index (WNDWI) contributed to improving the accuracy of water body

mapping. The existing water indices (NDWI or MNDWI) employed green and NIR or SWIR
band to separate water bodies from non-water features because water and non-water features
have significant difference on the three bands. However, the experiments revealed that only
using NIR band in a water index (green band is always used) may loss some water features (e.g.,
turbid water, small water bodies) whereas only using SWIR band can misclassify some land
features such as shaded pixels as water class. If a scene contains both of the features, NDWI and
MNDWI can only correctly classify one type of features and misclassify the other type. In order
to reduce the errors, the WNDWI used a weighted average value of NIR and SWIR substituting
for NIR/SWIR to make more features to be classified correctly. From the spectral profile, the
weighted value of the NIR/SWIR bands could be larger than green band for vegetation in a
shadow area and smaller than green band for turbid water when the weighted coefficient is
appropriately assigned, so that both types of features can be correctly classified.
Since zero is a default threshold for the water indices and could not always lead to the
best result, different thresholding strategies/methods were applied to create binary images from
the gray results produced by the four water indices to find the optimal threshold for the water
indices. The Otsu threshold method and multiple thresholds identified by valley points in a
histogram were used to reduce subjective interference for determining an ideal threshold. For
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some cases, the Otsu threshold method had equal performances as with threshold 0. However, in
other cases (e.g., NDWI results in TB area), using Otsu threshold method led to much worse
results than those using threshold 0. The possible reason is the Otsu threshold tries to identify an
ideal value that could maximize the separability between the two classes, but it may have some
limitations when applied to real scenarios with a variety of complex features. Per the multiple
thresholds decided by valley points from the corresponding histograms, the results derived from
the confusion matrices indicate that there were not much improvement with the non-zero
thresholds compared with those thresholded by 0 in both test areas.
It is feasible to adjust the weighted coefficient in WNDWI with a variety of scenarios to
improve its mapping accuracy of water bodies although the adjusting procedure is timeconsuming. As NDWI and MNDWI are the two specific cases of WNDWI (when   1 and

  0 ), the performance of WNDWI should always be better than, or at least equal to, that of
either NDWI or MNDWI. The experimental results from the real scenarios (TB and XH) also
indicate that the newly proposed WNDWI could generate higher OAs than the existing water
indices. Considering the advantages of WNDWI, it has been implemented in both TB and XH to
extract coastlines. In TB only one coastline change resulting from anthropogenic impacts
occurred on the east of Davis Island. The impacted area is about 0.23 km2 . The total area of new
lands and ponds was about 20.3 km2 , which accounts for about 1% of total area of XH. By
referring the high-resolution aerial photos, most of the filled new lands were used for industrial
and residential areas. The results indicate that coastlines in TB were mostly stable, while those in
XH had been experiencing intensive human interferences and are at a developing stage.
Multi-seasonal Landsat images and the land surface temperature (LST) band were
combined together for land cover classification. LST information is a critical feature to classify
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the vegetation land cover types such as agricultural land, rangeland, upland forest and wetland
forest. The optical characteristics of upland forest are very similar to those of wetland forest,
which makes difficulties to separate the two land cover types. But the LST of wetland is
significantly lower than that of upland forest, because of the water under the wetland forest
canopy. After adding the LST band, the OAs of TB in 2015 and XH in 2005 is 83.43% and
87.00%, increasing by 5.14% and 4.33% from the results without LST, respectively. The
confusion matrices indicate that in TB and XH, urban land, agricultural land and rangeland can
easily be misclassified. Although the spectrum of pure urban land is very different from those of
other land types, tree canopies and lawns are in a large proportion of the residential area, creating
many mixed pixels that may be classified as agricultural land or rangeland. Table 6.14 (a) shows
that 82.43 km2 urban land convert to rangeland from 1985 to 1995 in TB. However, it is very
rare that urban land changes to natural land types. The possible reason is urban tree canopies
growth and the phenology difference in the Landsat images in different years, creating many
mixed pixels, which were classified as rangeland or agricultural land. The urban growth maps
illustrate that urban expansion in XH is much faster than that in TB, which indicates XH is still
at a developing stage with a rapid urbanization process and suffering severe anthropogenic
impacts that result in a great loss of natural landscapes.
In XH, a large proportion of urban expansion occurred near shorelines. Due to strict laws
to protect agricultural land, it is very difficult to convert agricultural land to urban land. Thus, the
governments turned to explore natural lands (e.g., wetland and upland forests) to meet the desire
of land for urbanization and industrialization. Since the technique of land reclamation has
already relatively mature and low-cost, land reclamation became a common way to create new
land for urban use. In China, the cost to reclaim an acre of new land is about 29,500 USD, but
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the average price of the land is about 73,750 USD (Wang et al. 2014). Because of the economic
profits, numerous reclamation projects have been approved in the last decades. As a result, large
areas of wetlands were deteriorated. In this study, XH is a good example to represent how land
reclamation changed the coastlines and LULC in coastal zones in China.
In TB, the anthropogenic activities on urban expansion often appeared inland during the
past thirty years. Although the price of real estate near the coastlines is very high, there are no
large-scale land reclamation projects conducted over the past three decades. The federal, state
and local agencies passed and implemented strict environmental laws to protect natural
landscapes such as wetlands and beaches, making the land reclamation very difficult to be
permitted. What’s more, sixteen preserve state parks were built in the TB watershed, preserving
a variety of natural resources from human interferences. All the efforts are dedicated to
mitigating human impacts and protecting the environment of TB as excellent habitats for human
beings and all other species.

7.2

The Comparison of anthropogenic impacts on TB and XH
The results demonstrate that there were stable coastlines and land cover states in TB and

relative changeable coastlines and land cover states in XH due to severe anthropogenic impacts
over the 30 years. Thus, it can be concluded that XH was still at a developing stage where
population growth, urbanization and economic development significantly impacted the
morphology of the coastlines while TB sat at a developed stage where anthropogenic impact did
not lead to significant changes for coastlines. In China, it is worth noting that the government has
strongly emphasized economic development during the last 30 years. Chinese national
governments set goals to improve the capacity to explore marine resources, develop the marine
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economy, and protect marine ecosystems and the environment (Hu 2012). Following those goals
at a national level, China’s coastal provinces and cities made their corresponding local marine
economic development plans to pursue economic benefits. In 2016, the government of Zhejiang
Province set a goal to increase GDP by more than 7% annually from 2016 to 2020 (The People's
Government of Zhejiang Province 2016). The government report stated building marine
economic development zones in the next five years to achieve this goal. In order to meet the land
demand, over 506 km2 was approved to be reclaimed from 2005 to 2020 (Wang et al. 2014). At
the local level, the government of Ningbo city conducted large-scale land reclamation and
aquaculture projects for coastal development and the fishery industry. All of these factors
indicated that human activities impacted XH environment in the recent decades.
In order to meet great needs of population and economic growth, the coastal governments
and organizations tend to expand urban facilities and coastal industries. Thus, large land areas
are needed. However, the Chinese government has very strict arable land management policies,
requiring maintaining at least 1.2 million km2 of arable lands (Wang et al. 2014). Because of
these policies, it is very difficult to gain permits to occupy arable land for urban use. Since there
is a lack of constrains on land reclamation in China, coastal local governments have always
resorted to land reclamation. Another reason to promote land reclamation projects is their
enormous economic profits. The cost of land reclamation is very low compared with the new
land price (Wang et al. 2014). Although since 2001 Chinese government has enacted marine
laws and regulations to restrict land reclamation and aquaculture, the number and area of land
reclamation projects have been persistently raised and the negative impacts have still been
largely affecting local ecosystems (Wang et al. 2014).
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Relative stable coastlines and land cover states in TB indicate less human impact on them
during the last 30 years. This can be attributed to Americans emphasizing the protection of
wetlands, the major natural landscape along coastlines in TB, are of valuable resources and not a
hindrance to productive land use as they once were considered (Dahl 1990). In the first half of
the 20th century TB had lost 81% of its seagrasses and 44% of mangroves. Unregulated growth
and rampant wetland impacts led to fisheries declining, challenged water supply, degraded water
quality and reduced wildlife populations. From 1935 to 1972 there was a 95% decrease in
wading bird populations in Florida (Frayer and Hefner 1991). This greatly changed Floridian’s
attitudes toward wetland preservation and coupled with a growing national concern over the
environment. Significant legislation (e.g., the Clean Water Act) at the Federal level was enacted
in the 1970s.
Citizens and politicians alike realized that the continual loss of wetlands would
jeopardize the resource so laws were issued and governmental agencies were created to protect
these environments and all of the benefits they supply the public. In 1984, Florida passed the
Warren S. Henderson Wetlands Protection Act, enhancing the Department of Environmental
Regulation over wetlands. It is Florida’s first law to preserve and protect state’s remaining
wetlands. The dredging and filling activities were regulated by this Act and they were forbidden
without permission (Smallwood, Alderman, and Dix 1985). The citizens of Hillsborough County
recognized the importance of environmental regulation of pollutants and wanted the County to
have a greater responsibility over its protection than the Federal and State Governments could
provide, so the Environmental Protection Commission (EPC) was built in 1967.
There are three levels to protect the coastal environment in TB: federal level, state level
and local level. In terms of coastal ecosystem protection, at least five U.S. federal agencies are
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responsible to it: Army Corps of Engineers (USACE), Environmental Protection Agency (EPA),
Fish and Wildlife Service (FWS), National Oceanic and Atmospheric Administration (NOAA),
and the Department of Agriculture Nature Resources Conservation Service (NRCS). Different
agencies concentrate on different national interests. For example, USACE focuses on navigation
and water supply, and EPA is responsible for maintaining water quality (Florida Department of
Environmental Protection 2012b). Florida Department of Environmental Protection (FDEP) and
Southwest Florida Water Management District (SWFWMD) are state agencies for environmental
protection. FDEP has administrated several projects to protect, restore, and manage Florida’s
coastal system: the Coastal Construction Control Line (CCCL) Program, the Beach Management
Funding Assistance (BMFA) Program and the Beaches, Inlets and Ports (BIP) Program, etc.
(Florida Department of Environmental Protection 2012a). The EPC of Hillsborough County is a
local agency regulating pollution and protecting the environmental resources of TB. These
environmental agencies work together to reduce anthropogenic impacts on coastal environment
and finally to achieve the goal of sustainable development.
All three levels of regulation (Federal, State and Local) have promoted natural landscapes
preservation, wetland restoration and creation, educated the public on the value of wetlands,
created stronger legislation and enforcement action for violators. In 1990 the Water Resources
Development Act was passed which has a “no net loss” of wetlands goal. This policy has
resulted in the stabilization of wetland loss rates. Wetland protection has shifted to the States and
local governments who require approval for wetland impacts in addition to Federal permits. The
intent of their regulation is the “no net loss of wetland goal” (Florida Department of
Environmental Protection 2012b). For instance, the EPC of Hillsborough County requires that
“the appropriate mitigation must have equal or better ecological value as compared to the
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affected wetland prior to impacts” (Environmental Protection Commission of Hillsborough
County 2007). Thus, a project proposing wetland impacts can be very costly to be approved due
to all of the permitting requirements and the need to mitigate the impacted wetland. Due to all
these facts, few land reclamation projects were approved and the most of natural coastlines have
been reserved in TB after the 1980s.
Measures to reduce impacts and mitigate the loss of wetlands have resulted in the decline
of the rate of wetland impacts even though population levels and thus development have been
increasing. From the 1950s to 1970s wetland impacts were estimated at 80 hectares/day, while
the rate was declined to 29 hectares/day from 1970 to 1980; 1985−1996 rate 6 hectares/day was
lowered to the 4 hectares/day of most recent 2004−2010 with over 40,000 hectares of wetlands
preserved, created or enhanced, which shows the dramatic progress of wetland protection and
regulation not just for Florida but for the TB region as well (Dahl 2005, Hefner 1986, Frayer and
Hefner 1991, Florida Department of Environmental Protection 2012b). In fact, the U.S.
Department of Agriculture reported a net increase in wetlands nationally, which documented the
first positive change in wetland area since the nation’s conception. Moreover, sixteen state parks
were built in the TB watershed, which protect natural landscapes from human exploitation.
The quantitative analysis of major drivers for the LULC changes also indicates the
similar results as mentioned above. The density of wetland in a neighborhood zone is the
strongest factor to negatively affect the urban growth in TB, probably because of strict wetland
policies. However, in XH, the density of wetland has a positive impact on urban expansion,
which indicates lots of wetlands have been converted to urban land in XH. For the case of TB,
the distance to a highway and the distance to an urban center negatively influenced the urban
conversion during the study period, illustrating that urban growth was determined by
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transportation infrastructures and the existing urban centers. In XH, the distance to urban center
played a positive role to urban growth. One possible reason is that many new urban areas were
created near coastlines during the last 30 years, which is far away from the urban centers in
1985. Moreover, topographic variables (including elevation and slope) also have significant
effects on LULC changes, especially in XH watershed that is characterized by hilly terrains.
Since China is still at a rapid development phase of marine economy, it is predictable that
more land reclamation, urban construction and aquaculture projects will be permitted and
implemented in XH in the next few decades. In order to mitigate the impact of human activities
on environment, XH government could refer to the effective environmental policies from TB,
such as “no net loss” of wetlands. Wetlands can be impacted in the process of development,
however, the same area of wetland needs to be created in other areas to maintain an equal
ecological value. The government should issue laws, regulations, policies and environmental
programs to control human activities. The governments at different levels should cooperate
together to execute the environmental legislations effectively, efficiently and regularly. Coastal
planning decision makers should not only consider economic value and short-term benefits but
also integrate values of ecological, social, and cultural and long-term benefits.

7.3

Limitations and recommendations

The limitations of the dissertation are summarized as four points:
1) The mapping accuracies of LULC types of the two study areas still have rooms for
improvement. Even though multi-seasonal image composites and the LST band were
used for classification, the overall accuracies of the classification results in TB and XH
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are still around 80% ~ 87%. Urban, agriculture, rangeland, upland and wetland are often
misclassified because of the mixed pixels and their spectral similarity. The classification
errors for mapping the LULC types can negatively influence the accuracy of LULC
change results. From the LULC change results, some urban lands were converted to
agricultural lands or rangelands, however, it rarely occurs in reality, indicating the results
of mapping LULC types and the LULC changes are not very accurate.
2) The time interval (10 years) maybe too long to precisely monitor the coastline and LULC
changes impacted by human activities. The frequency of monitoring the changes may be
increased in the future.
3) Due to no tidal level data or aerial images at the acquired time of the Landsat images, the
results of coastline extraction were not verified. The accuracies of the change area on
coastlines were not evaluated in the dissertation research.
4) Although the major driving forces for LULC changes were analyzed, five independent
variables may not fully represent all the drivers. In the future, more socio-economic
variables should be considered in a logistic regression modelling analysis.
Based on the results out of the dissertation research, the coastlines and LULC of coastal
zones in TB have been largely preserved after 1985. Federal, state and local agencies issued
coastal programs and environmental laws to mitigate human impacts on coastal environment.
XH, which still sat at a developing stage, suffered intensive anthropogenic interference on the
coastal zones during the past 30 years. Many land reclamation and aquaculture projects were
approved and conducted on the coastlines. In order to preserve natural landscapes and protect
natural coastlines, the government in XH can refer to, and learn a lesson from, the development
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experience in TB, protecting wetlands and other natural landscapes, building preserve state parks
to reduce anthropogenic interferences on the vulnerable coastal ecosystems.
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Chapter 8. Conclusions
Remote sensing and GIS techniques were used to map the coastlines and land covers in
both TB and XH study areas and monitor the changes during the last 30 years. A new water
index called WNDWI was proposed and land surface temperature information was used to
increase the LULC classification accuracy, since existing methods are not satisfied when
applying to the study areas. The results indicate that significant coastline changes and urban
conversions took place in XH while the coastlines in TB only had minimal changes, which
indicate that coastal development of XH was at a developing stage whereas that of TB sat at a
developed stage. Per the analysis, anthropogenic impacts caused more coastline changes and
urban growth in XH than those in TB during the last 30 years. Before 1980 in TB, coastal
development and resources exploitation were highly intensive while coastal management was not
adequately emphasized. The government realized the environmental issues and enacted policies
and regulations to protect these valuable ecosystems. Agencies at the federal level, state level
and local level make environmental policies to protect the natural landscapes from different
perspectives. For example, the “no net loss” goal for wetlands issued by Congress in 1990 made
coastal land reclamation projects very difficult to be permitted.
In contrast, the Chinese government has endeavored on economic development over the
last 30 years because of growing population pressure and needs of human society. Large scale
land reclamation and aquaculture projects were approved in coastal zones to meet the increasing
demands of land space and seafood. Since the Chinese government had strict laws to prohibit
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converting agricultural land for other land use purposes, land reclamation and uplands became
two main sources to supply new lands. However, serious human impacts put a lot of pressures on
coastal environment and degraded ecosystem functions. This study presents spatial-temporal
coastline and land cover change patterns in TB and XH, which are of valuable knowledge for
governments conducting coastal management and urban planning. Given tremendous negative
impacts on coastal ecosystems created by intensive human activities, governments should follow
the advanced coastal management models and make strict rules to control human interferences
such as land reclamation and aquaculture. This dissertation compared the coastline dynamics,
land cover changes and anthropogenic impacts between the two typical harbors in the USA and
China, providing constructive management knowledge and experience to the coastal zones at
different development phases. In the future, a reasonable balance between economic benefits and
negative environmental impacts of urban construction, coastal land reclamation and aquaculture
should be carefully evaluated in the process of coastal planning.
At last, but not least, if it is a priority to preserve natural coastlines and landscapes, some
suggestions are recommended for the coastal planning and management in XH:
1) Strict laws should be enacted to protect the natural landscapes such as wetlands and
upland forests.
2) More natural parks should be built in the XH watershed. It is an efficient approach to
preserve natural landscapes from human exploitation.
3) Both policy maker and coastal planning decision maker should not only consider
economic value and short-term benefits but also integrate values of ecological, social, and
cultural and long-term benefits when making decisions.
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The states of coastline and LULC changes in TB and XH watersheds during the past 30
years were presented in the dissertation. The different development strategies and anthropogenic
impacts on the changes between TB and XH were also concluded. More work in the future needs
to be considered in the following at least three aspects: 1) integrating more seasonal image
composites and temporal information to further improve LULC type mapping; 2) studying and
analyzing the difference and diversity of land use policies, environmental regulations and
government intervention between the U.S. and China; 3) assessing residents’ perception and
attitude to the LULC changes in TB and XH.
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APPENDIX I
Performances of NDWI, MNDWI, AWEI and WNDWI
Figure AI-1. A comparison of the performances of NDWI, MNDWI, AWEI and WNDWI on
turbid water extraction. (a) Landsat 5 TM false color composite image (RGB vs. bands 432); (b)
high spatial resolution aerial image (from Google Earth); (c) binary image from NDWI result; (d)
binary image from MNDWI result; (e) binary image from AWEI result; (f) binary image from
WNDWI result. The latitude and longitude of the upper left corner: 28°54'52"N and
121°38'21"E.
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Figure AI-2. A comparison of the performances of NDWI, MNDWI, AWEI and WNDWI on a
mountainous scene. (a) Landsat 5 TM false color composite image (RGB vs. bands 432); (b)
high spatial resolution aerial image; (c) binary image from NDWI result; (d) binary image from
MNDWI result; (e) binary image from AWEI result; (f) binary image from WNDWI result. The
latitude and longitude of the upper left corner: 29°33'43"N and 121°15'56"E. A small lake was
highlighted by a yellow ellipse.
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Figure AI-3. comparison of the performances of NDWI, MNDWI, AWEI and WNDWI on an
urban scene. (a) Landsat 5 TM false color composite image (RGB vs. bands 432); (b) high
spatial resolution aerial image; (c) binary image from NDWI result; (d) binary image from
MNDWI result; (e) binary image from AWEI result; (f) binary image from WNDWI result. The
latitude and longitude of the upper left corner: 29°19'43"N and 121°23'42"E.

142

APPENDIX II
Land cover maps
Figure AII-1. The land cover map of TB in 1985.
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Figure AII-2. The land cover map of TB in 1995.
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Figure AII-3. The land cover map of TB in 2005.
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Figure AII-4. The land cover map of TB in 2015.
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Figure AII-5. The land cover map of XH in 1986.
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Figure AII-6. The land cover map of XH in 1995.
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Figure AII-7. The land cover map of XH in 2005.
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Figure AII-8. The land cover map of XH in 2015.

150

APPENDIX III
Copyright permission of a journal publication

Acknowledgement: This article was originally published in International Journal of Remote
Sensing <16 June 2017> © Informa UK Limited, trading as Taylor & Francis Group, available
online: <DOI: 10.1080/01431161.2017.1341667>

151

APPENDIX IV
Copyright policies of USGS data and maps

152

