Abstract-This paper investigates small-disturbance angle stability of power systems with emphasis on the role of power network topology, which sheds new light on the instability mechanism. We introduce the concepts of active power flow graph and critical lines. It is shown that the inertia of the Laplacian matrix of this graph provides information on the stability and type of an equilibrium point. Then, the instability mechanism is elaborated from the impact of critical lines on the inertia of the Laplacian matrix. A stability criterion in terms of a critical line-based matrix is established. This criterion is a necessary and sufficient condition to judge the stability and type of an equilibrium point. It includes the existing results in the literature and applies to the unsolved cases where the critical lines exist but do not form cutsets. Moreover, we introduce the concept of equivalent weight between a pair of buses. Another stability criterion in terms of the equivalent weight is developed, from which the small-disturbance instability can be interpreted as the "electrical antagonism" between some buses in the power network resulting from the critical lines. The equivalent weight can also be used as a stability index and provides guidance for system operation. The obtained results are illustrated by numerical simulations.
Some interesting results are derived based on the structure preserving model with constant bus voltages and lossless transmission lines. Araposthatis et al. [21] make an important observation that small-disturbance stability is linked to a resistive network whose line conductance is in terms of its angle difference. The authors show that the admittance matrix of the resistive network is positive definite and the equilibrium point is stable within the principal region. Then, the asymptotic stability of the equilibrium point within the principal region is proved by using Lyapunov function in [17] . Further, it is shown in [22] that an equilibrium point is unstable if the critical lines form cutsets in the underlying power network. Recently, these results are extended to microgrids with inverter-based generators [23] , and a topological criterion for the existence of the unique stable equilibrium point within the principal region is proposed in [24] . Wu and Liu [25] investigate the problem with voltage variations considered, and propose sufficient conditions for small-disturbance stability in terms of transmission line parameters. The relationship between the type of an equilibrium point and the number of cutsets formed by critical lines has been studied in [26] , but part of the proof employed some approximations so that fully rigorous results are not achieved. Overall, the previously obtained results can be categorized into two classes: 1) sufficient conditions for small-disturbance stability without critical lines, and 2) sufficient conditions for small-disturbance instability with cutsets of critical lines.
The stability of the cases where the critical lines exist but do not form cutsets can only be checked by numerical calculation, while the exact mechanism remains unclear. To achieve a complete understanding of the impact of critical lines on small-disturbance stability, a unified study including the unsolved cases needs to be explored.
In this paper, we present a network interpretation of smalldisturbance stability that fills the gap over the state of art. The main contributions are threefold. First, we link the stability and UEP type to the inertia of the Laplacian matrix of the defined active power flow graph, which provides insightful viewpoints on small-disturbance stability. Second, inspired by the results on graph theory [27] , [28] , we reveal the instability mechanism by analyzing the effect of critical lines on the inertia of the Laplacian matrix. A critical line-based stability criterion is proposed that can be used to judge both the stability of an equilibrium point and its type if it is a UEP. This criterion includes the existing results as special cases and also applies to the unsolved cases where the critical lines exist but do not form cutsets. Third, we introduce the concept of equivalent weight of a bus pair, and establish an equivalent weight-based stability criterion. This criterion leads to an intuitive interpretation of instability, that is, the critical lines cause "electrical antagonism" between some buses. In addition, we show that the equivalent weight is an useful stability index for system operation.
The rest of the paper is organized as follows. In Section II, some background knowledge on graph theory are given and a network-based model of power systems is formulated. In Section III, the definitions of the active power flow graph and critical lines are introduced, and the stability analysis based on the Laplacian matrix of the active power flow graph is carried out. Section IV proceeds to develop some necessary and sufficient stability conditions in terms of the critical lines. Numerical studies and conclusions are presented in Sections V and VI, respectively.
Notations: We introduce the following notations that will be used throughout this paper. Let A ∈ R p×q be a matrix, |A| ∈ R p×q denotes the entrywise absolute value of A. For a square matrix A ∈ R p×p , let i + (A), i − (A), i 0 (A) denote the number of eigenvalues of A with positive, negative, and zero real parts, respectively, i.e., the inertia of A [29] . For simplicity, a vector
p×p , where A i is the ith block matrix or a number. The notation sin(x) ∈ R p denotes the function vector sin(x) = [sin x i ] ∈ R p , I p ∈ R p×p denotes an identity matrix, and 1 p ∈ R p denotes a vector with all entries being one.
II. PROBLEM FORMULATION

A. Graph Theory Preliminaries
We introduce some knowledge on graph theory (referring to [27] , [28] , [30] ). Let G(V, E, W ) be a weighted undirected graph with the set of nodes V with cardinality n, the set of edges E ⊆ V × V with cardinality l, and the diagonal matrix of edge weights W ∈ R l×l . The notation e k = (i, j) ∈ E, k = 1, 2, . . . , l, denotes the edge k that connects node i and node j, where (i, j) denotes an unordered node pair. The kth main diagonal entry of W , say W k , denotes the weight of edge e k . A generic graph is considered in this paper where the line weights can be either positive or negative. The edges with negative weights correspond to the critical lines in a power network, which will be detailed in the following sections. To define the incidence matrix, we suppose each edge of G is assigned an arbitrary but fixed orientation, e.g., e k = (i, j) is interpreted as the edge e k originates at node i and terminates at node j. Then, the incidence matrix
Henceforth, we call L G as the Laplacian matrix for simplicity. The number of the connected components in G is denoted as c. A cutset is a group of edges with two properties: 1) the number of connected components in G increases to c + 1 if these edges are deleted, and 2) the number of connected components returns to c if we arbitrarily choose one edge from these edges and add it back to G.
Next we introduce the concept of spanning trees and spanning forests, which will be used to derive the main results in Section IV. A tree is a graph without any cycle. For a connected G, a tree containing every node of G is called a spanning tree. A spanning forest is a more generic concept that can be applied to the cases where G is not connected. A spanning forest is a subgraph consisting of a spanning tree in each connected component of G, which contains n − c edges totally. Let F(V, E F , W F ) be a spanning forest of G, then G can be partitioned into F and the remaining subgraph
We refer to the subgraph C as the cycle subgraph as it completes cycles in G. Accordingly, the incidence matrix E can be expressed as E = E F E C , where E F ∈ R n ×(n −c) and E C ∈ R n ×(l−n +c) are the incidence matrix of F and C, respectively. Let N F ∈ R n ×c be the (normalized) null space of E 
B. Network-Based Model of Power Systems
Consider a power network connecting synchronous generators, loads, and inverter-based generators that refer to renewable energy sources. A synchronous generator is modeled as an internal bus (constant voltage source) connecting to the terminal bus via a transient reactance. The power network is augmented with fictitious buses and lines representing the internal buses and transient reactances, respectively. An inverter-based generator is modeled as a constant voltage source with frequency droop controller. The loads are frequency dependent. The transmission lines are modeled as series reactances, and the transient reactances and transformers are also regarded as transmission lines. Suppose the (augmented) power network has totally n buses and l lines. The buses consist of g internal buses and d remaining buses that are without synchronous generators and may connect loads and inverter-based generators. We number the internal buses as V G = {1, 2, . . . , g}, and the remaining buses as V L = {g + 1, . . . , n}. Then, according to the derivation in [17] and [23] , the dynamics of bus i can be described by
where θ i , V i are the phase angle and voltage magnitude of bus i, respectively; ω i =θ i is the angular frequency of bus i; the notation j ∈ adj(i) means bus i and bus j are adjacent, and −Y ij is the susceptance of line (i, j); P i is the active power injection at bus i, P i equals to the active power generation for bus i ∈ V G and P i = P Ri − P Li for bus i ∈ V L with P Ri , P Li being the inverter-based generation and load, respectively; M i > 0 is the inertia of synchronous generator for bus i ∈ V G and M i = 0 for bus i ∈ V L ; D i is the damping coefficient of synchronous generator for bus i ∈ V G and
with D Ri , D Li being the frequency coefficient of inverter and load, respectively. At an equilibrium point of (1) whereω i = 0, the synchronized angular frequency is given by
It is convenient to assume that n i=1 P i = 0 so that we have zero frequency and constant phase angles at the equilibrium point. If this is not true, we use the following transform [17] :
to shift the equilibrium point to such a status. Henceforth, we drop the prime superscripts and assume
We now take a network-based viewpoint on the system dynamics. Denote V = V G ∪ V L as the set of buses and E as the set of transmission lines, then the power network can be regarded as a graph G(V, E). (Henceforth, we will use "bus" and "node," and "line" and "edge" interchangeably for graph variables.) By defining the following matrices and vectors:
(1) can be rewritten as
where E ∈ R n ×l is the incidence matrix of G(V, E) with each line being arbitrarily assigned an orientation. The orientation selection for each line does not influence the expression in (4). The kth entry of the vector sin(E T θ) ∈ R l is equal to sin(θ i − θ j ), i.e., the sinusoidal function of the angle difference across line e k = (i, j) ∈ E. Thus, the kth entry of the vector B l sin(E T θ) ∈ R l represents the active power flow across line e k .
Note that system (4) becomes a differential-algebraic equation (DAE) system if there exists a bus i ∈ V L such that D i = 0, i.e., a bus with neither load nor inverter-based generator. In the stability analysis, the algebraic variables in a DAE system are usually reduced, which will impact the structure preserving property of power network. To address this issue, we singularly perturb D i as D i = , where is a sufficiently small positive number, so that D L is nonsingular and we still have a differential equation system as (4) . By singular perturbation theory [31, Lemma 7.3] , the perturbed system and the original DAE system share the same set of equilibrium points. In addition, the properties of an equilibrium point of the two systems, such as the stability and type, are identical.
Next we introduce a state-space form of (4) for the stability analysis. Without loss of generality, we take bus n as the angle reference, i.e., θ n is fixed to zero, and a new vector is introduced
where
×n is the transformation matrix. The vector α represents the relative angles of bus 1, . . . , n − 1 with respect to bus n. By taking (α, ω G ) as the state variables, system (4) can be transformed into [17] 
where T G ∈ R (n −1)×g and T L ∈ R (n −1)×d consist of the columns of T indexed by internal buses V G and the remaining buses V L , respectively; E s ∈ R (n −1)×l consists of the first n − 1 rows of E; and P s ∈ R n −1 consists of the first n − 1 rows of P . The condition n i=1 P i = 0 is adopted to derive (6), we refer to [17] for the details.
Denote (α 0 , 0) as an equilibrium point of system (6), then linearizing system (6) in the neighborhood of (α 0 , 0) gives the small-disturbance model
is the power flow Jacobian, and
is the system dynamic Jacobian. We adopt the following assumptions for the small-disturbance model (7):
A1) The voltage magnitude of each bus is constant.
A2) The power network is connected.
A3) The matrices M , D G , and D L are all positive definite. A4) The matrix F (α 0 ) is nonsingular. By assumption (A1), system (6) is restricted to the study of angle stability, decoupled from reactive power flow and voltage variations. It is a reasonable approximation of real situations as the per-unit voltage magnitudes at the angle stability-related UEPs are close to unity and the effect of voltage variations is negligible [32] . Also the increasing use of power electronic voltage controllers can add further justification. Assumptions (A2) and (A3) reflect real situations. It will be shown later that the precise values of D G and D L , which are difficult to measure, are not needed to derive our results. Assumption (A4) is commonly used in the literature [22] , [33] , [34] . It follows from (A3) and (A4) that the equilibrium points are hyperbolic, i.e., i 0 (J (α 0 )) = 0 [33, Proposition 3]. These assumptions, together with the results on stability theory [35, Th. 4.7] , lead to the following lemma to check the stability and type of an equilibrium point.
Lemma 1: The equilibrium point (α 0 , 0) is locally asymptotically stable if and only if i + (J (α 0 )) = 0. In addition, the equilibrium point is a type-m UEP where
It can be seen that small-disturbance stability is characterized by the inertia of the system dynamic Jacobian. In the following sections, the relationship between the inertia of the system dynamic Jacobian and the network topology will be established.
III. SMALL-DISTURBANCE STABILITY AND ACTIVE POWER FLOW GRAPH
In this section, we propose the definitions of active power flow graph and critical lines. The inertia of the system Jacobian matrix is linked to that of the Laplacian matrix of the defined graph. In addition, small-disturbance instability is linked to the indefiniteness of the Laplacian matrix, which is caused by the critical lines.
We first introduce the concept of active power flow graph. Definition 1: Define G(V, E, W (θ)) as the active power flow graph with the set of buses V, the set of lines E and the diagonal matrix of line weights
By definition, the Laplacian matrix of the active power flow graph G(V, E, W (θ)) can be expressed as
We recall that the active power flow equations can be expressed as P = EB l sin(E T θ), which leads to ∂P = L G (θ)∂θ, so that the active power graph is a description of active power flow profile over the underlying power network. In addition, the observation in [21] gives an intuitive interpretation of the active power flow graph. The Laplacian matrix can be regarded as the admittance matrix of an n-bus resistive network where the conductance of line
The concepts of critical lines and critical cutsets are introduced below.
Definition 2: In the active power graph, a line e k = (i, j) ∈ E is a critical line if the angle difference across it satisfies
A cutset is a critical cutset if all the lines in the cutset are critical lines.
The critical lines coincide with the lines with negative weights in the active power flow graph, which will play an important role in the following analysis. Also note that the term critical cutset differs from previous use (e.g., in [17] where it refers to a cutset of zero-valued lines). A line is a zero-valued line if the angle differences across it (mod 2π) is exactly equal to π 2 or 3π 2 so that its line weight is zero. In this paper, assumption (A4) excludes the cutsets of zero-valued lines in the active power flow graph as the existence of such a cutset leads to the singularity of F (α 0 ) [17] . In addition, we further assume that the active power flow graph has no zero-valued lines. For the situation where this is not the case, we just delete the zero-valued lines as the Laplacian matrix of the active power flow graph remains unchanged after the deletion.
We give Lemmas 2 and 3 as follows for the proof of Theorem 1.
Lemma 2 (Sylvester's Law of Inertia) [29, Th. 4.5.8] : Let A, B ∈ R p×p be Hermitian matrices, then there is a nonsingular matrix S ∈ R p×p such that A = SBS T if and only
Lemma 3 ([34, Proposition 4.2]): If the assumptions (A3) and (A4) hold, then
be an equilibrium point of system (6) and define
Then, we present the result below. Theorem 1 (Laplacian-Based Stability Criterion): The equilibrium point (α 0 , 0) of system (6) is locally asymptotically stable if and only if L G (θ 0 ) is positive semidefinite. Further, the equilibrium point is a type-m UEP where
It can be checked that the following two equalities hold:
which leads to
Applying Lemma 2 to (13) gives Proof: We prove it by contradiction. Suppose the equilibrium point is unstable and there exists no critical lines, then G(V, E, W (θ 0 )) has no lines with negative weights. In this case, the Laplacian matrix has the property that
. Then, by Theorem 1, the equilibrium point is stable so that a contradiction yields.
We make two important remarks below. Remark 1: By Theorem 1, the inertia of the Laplacian matrix of the active power flow graph implies the stability of an equilibrium point and the type of a UEP. The Laplacian matrix contains the information of network topology and active power flow solution. Thus, it follows that the small-disturbance stability is independent of generator inertias and bus dampings under the assumption (A3) that they are all positive. It should be pointed out that this result does not conflict with the fact that the generator inertias and bus dampings can significantly affect the stability level, i.e., the eigenvalues of the system dynamic Jacobian. As inferred from Theorem 1, what the positive inertias and damping coefficients cannot change are the signs of the eigenvalues of the system dynamic Jacobian. In other words, if the Laplacian matrix indicates that the equilibrium point is stable, then larger inertias or damping coefficients could further increase the stability level. Contrarily, if the equilibrium point is unstable, then changing inertias or damping coefficients does not help to pull it back to the stability region as along as they are positive. Similar observations were made in earlier results connecting the power flow and small-disturbance stability [37] , [38] .
Remark 2: Corollary 1 implies that the appearance of critical lines is the cause of small-disturbance instability, and equivalently, the indefiniteness of the Laplacian matrix. In addition, another inspiring viewpoint is given in [39] that for a consensus protocol over a graph, the lines with negative weights in the graph work as the "antagonism" against state agreement. Thus, we are motivated that the small-disturbance instability can be interpreted as the antagonistic effects caused by the critical lines in the active power flow graph. Further, the exact instability mechanism reflects on how the critical lines affect the inertia of the Laplacian matrix, where the advanced tools in graph theory apply.
IV. CRITICAL LINE-BASED STABILITY ANALYSIS
By using graph-theoretic methods, we leverage the results in Section III to elaborate the impact of critical lines on the inertia of the Laplacian matrix and small-disturbance stability. Some stability criteria in terms of critical lines will be developed.
First, we separate the lines in the active power flow graph into two disjoint sets according to their weight signs. By Definitions 1 and 2, the noncritical lines constitute the set of lines with positive weights, denoted as the set E + with cardinality l + . The corresponding diagonal matrix of line weights is
In addition, the critical lines constitute the set of lines with negative weights, denoted as the set E − with cardinality l − . The corresponding diagonal matrix of line weights is
These notations lead to the following definition.
Definition 3: Define G + (V, E + , W + (θ)) as the positive subgraph, and G − (V, E − , W − (θ)) as the negative subgraph of the active power flow graph.
With Definition 3, the active power flow graph can be par-
, where F + and C + are a spanning forest and the cycle subgraph of G + (V, E + , W + (θ)), respectively. It
, and E − ∈ R n ×l − denote the incidence matrices of G + , F + , C + , and G − , respectively, and c + is the number of connected components in G + (V, E + , W + (θ)). Then, we give Lemmas 4-6 as basis for Theorem 2. Lemma 4: Let H ∈ R (p+q )×(p+q ) be a real symmetric matrix defined as
where A ∈ R p×p is nonsingular, and B ∈ R q ×p , C ∈ R q ×q . The Schur complement of the block A of the matrix H is H\A ∈ R q ×q
It follows that H = φdiag{A, H\A}φ T . Applying Lemma 2 gives i − (H) = i − (diag{A, H\A}), which directly leads to the result.
Lemma 5: Let G(V, E, W ) be a weighted undirected graph with c connected components. Let F(V, E F , W F ) and C(V, E C , W C ) be a spanning forest and the cycle subgraph of G, respectively. Then, the following statements hold: 1) rank(E F ) = n − c and rank(N F ) = c. The matrix E F has full column rank, and N F is the orthogonal complement of E F ( [29] , [30] ). 2) E C can be reexpressed as [40] 
Lemma 6: Let G(V, E, W ) be a weighted undirected graph with c connected components and all line weights being positive. Let F(V, E F , W F ) and C(V, E C , W C ) be a spanning forest and the cycle subgraph of G, respectively. Then, the Moore-Penrose inverse of L G can be expressed as
Proof: Express E as E = E F E C and accordingly the Laplacian matrix can be expressed as
Substituting (18) into (21) gives
C . Then, substituting (19) and (22) 
Moreover, substituting (21) and (23a) into L G L † G L G , and substituting (19) 
Thus, by [29] , the L † G in (19) satisfies the conditions to be the Moore-Penrose inverse of L G .
Lemma 6 is an extension of [27, Proposition III.2]. The expression in (19) applies to either connected graphs or unconnected graphs, which will be used in the proof of Theorem 2. Further, we establish the critical line-based matrix
where L G + (θ) denotes the Laplacian matrix of the positive subgraph G + (V, E + , W + (θ)), and N F + ∈ R n ×c + is the normalized null space of E T F + . Then, Theorem 2 is presented as follows.
Theorem 2 (Critical Line-Based Stability Criterion):
The equilibrium point (α 0 , 0) of system (6) is locally asymptotically stable if and only if the matrix M(θ 0 ) in (25) is positive semidefinite. Further, the equilibrium point is a type-m UEP where m = i − (M(θ 0 )) if it is unstable. Proof: We neglect the item "θ 0 " in the following variables for simplicity. By (14), we express the incidence matrix as E = E + E − and accordingly the Laplacian matrix can be expressed as
Similar to the proof of Lemma 6, we can obtain that
Note that (27) is an equivalent version of (22) with the subscripts "G, F, C" replaced by "G + , F + , C + ," respectively. Then, substituting (27) into (26) gives
By (28) 
Since |W − | is positive definite, by Lemma 4 we have
Next, consider the matrix
. The matrix S 2 is nonsingular since the first statement of Lemma 5 gives that N F + is the orthogonal complement of E F + . Thus, it follows from Lemma 2 that
Further, by Lemma 6, the Moore-Penrose inverse of L G + can be expressed as
Observing (32) and (33) gives that the matrix M in (25) is the Schur complement
is positive definite as R F + C + has full row rank. Applying Lemma 4 again gives that
The inertia equalities (29), (31), and (34) 
Thus, by Theorem 1 we can conclude the statements in Theorem 2. We make some remarks on Theorem 2 below. Remark 3: Theorem 2 is a sufficient and necessary condition to check the stability and type of an equilibrium point. It applies to the unsolved cases where the critical lines exist but do not form cutsets. Moreover, the matrix M(θ 0 ) is low dimensional as l − and c + are usually small numbers compared to the number of buses n. Fig. 1 as an illustration. Suppose there are four critical lines that are marked and assigned orientations. Two cutsets are formed by the four critical lines-e 1 , e 2 , e 3 separate subgraph B from the system, and e 4 separates subgraph C from the system. Then,
where n A , n B , n C denote the number of buses in subgraphs A, B, and C, respectively; the first row is interpreted as the line e 1 is oriented from subgraph A to subgraph B, and similar interpretations apply to the other rows. Next we derive two results from Theorem 2, which further shed light on the solved and unsolved cases. First, let us consider the solved cases. It is known that an equilibrium point with presence of critical cutsets is unstable [22] . Here, we present a new proof that is similar in spirit to [28, Th. IV.3] .
Corollary 2: The equilibrium point (α 0 , 0) of system (6) is unstable if there exist critical cutsets in the active power flow graph G(V, E, W (θ 0 )).
Consider the following expression: If there exist critical cutsets, the item x T E T − N F + y can be further expressed as
Thus, for a given x, we can select a vector y to make z T Mz < 0. It implies that the matrix M is indefinite, and by Theorem 2, the equilibrium point is unstable.
Note that Corollary 2 only tells the instability of an equilibrium point if critical cutsets exist. To judge the type of the equilibrium point, we still need to use the matrix condition in Theorem 2.
We now turn to the equilibrium point where the critical lines exist but the critical cutsets may not exist. This case has not been fully addressed in the literature. First, we introduce the concept of equivalent weight as follows.
Definition 4: Let e k = (i, j) ∈ E be an arbitrary line, and
) be a subgraph of the active power flow graph where (36) as the equivalent weight between bus i and bus j in the active power flow graph, where L R k denotes the Laplacian matrix of R k and d ij ∈ R n is a vector with its ith entry being 1, jth entry being − 1, and the other entries being zero.
As mentioned before, we can regard the Laplacian matrix L G (θ) as the admittance matrix of a resistive network by interpreting line conductance as
is the effective resistance between bus i and bus j with line (i, j) deleted [41] . Thus, as illustrated in Fig. 2 , W ij (θ) can be interpreted as the "effective conductance" between bus i and bus j in the resistive network. The following criterion is developed with this definition.
Theorem 3 (Equivalent Weight-Based Stability Criterion): Suppose the critical lines E − do not form cutsets in the active power flow graph
) be the subgraph obtained by deleting line e k from G. Assume the matrix L R k (θ 0 ) has only one zero eigenvalue. For any e k = (i, j) ∈ E − , the equilibrium point
is positive semidefinite, the equilibrium point is unstable if and only if W ij (θ 0 ) < 0. Proof: We neglect the item "θ 0 " in the following variables for simplicity. Select any critical line e k = (i, j) ∈ E − , and partition the active power flow graph into a connected subgraph
The existence of T k is guaranteed by that the critical lines do not form cutsets. Similar to (30), we define the nonsingular matrix below
is the incidence matrix of T k . Then, it follows from Lemma 2 that i − (H 3 ) = i − (H 3 ) where
The matrix A 3 is nonsingular since E T k has full column rank and
By using the property
as R k is connected [42] and
is positive semidefinite with only one zero eigenvalue. Thus, we
, which leads to the second statement.
For the second statement in Theorem 3, the semidefiniteness of L R k guarantees that A 3 in (38) is positive definite so that the negative eigenvalue of L G comes from W ij only. If L R k is already indefinite (caused by other critical lines), then L G is also indefinite since the graph G has one more critical line e k than R k that further deteriorates the definiteness. In some practical cases where this precondition of L R k may not be known as a priori, we can still use the easy-to-check inequality W ij < 0 as at least a sufficient condition for instability. Further, we make some important remarks below.
Remark 5: Theorem 3 inspires an intuitive explanation of the instability mechanism. When the critical lines do not form cutsets and the equilibrium point becomes unstable, we can conclude that it is a result of the negative equivalent weight in the active power flow graph. Thus, the instability can be interpreted as the "electrical antagonism" between some bus pairs caused by the critical lines. When the critical lines form cutsets, the active power flow graph can be regarded as several isolated subgraphs such that all the lines between any two subgraphs have negative weights. Thus, the instability in this case can be interpreted as the "electrical antagonism" among the subgraphs split by the critical lines.
Remark 6: The equivalent weight can also be used as a stability index for system operation. A greater equivalent weight between bus i and bus j indicates a stronger electrical coupling between these two buses. In contrast, a nearly zero equivalent weight indicates weak coupling and near proximity to instability, which appeals for system redispatch to enhance stability. Further, the equivalent weight can be extended to any bus pair (i, j) whether bus i and bus j are adjacent or not. We can consider a fictitious zero-susceptance line e k connecting bus i and j, i.e., we substitute Y ij = 0 and (36), then we obtain a unified definition of equivalent weight between any bus pair (i, j) as
By graph theory [41] , the above expression represents the effective conductance between bus i and bus j in the resistive network whose admittance matrix is interpreted by L G (θ), so that the physical meaning of equivalent weight keeps unchanged. With the expression (40), the equivalent weight between any bus pair (i, j) and the relevant stability issues can be evaluated. An example of using equivalent weight to guide generation dispatch for stability improvement will be given in Section V. In addition, with the installation of advanced measuring devices, the equivalent weight could be an online index and calculated distributively as it just needs the information of a bus pair. It is also worth pointing out that although the above theorems are developed in the context of power systems, they are applicable to multirate Kuramoto oscillators [24] as the corresponding mathematical model is highly similar.
V. CASE STUDY
Take the IEEE 9-bus test system (augmented with the internal buses of synchronous generators) as an example. The system diagram is depicted in Fig. 3, where the lines (1, 4) , (2, 5) , and (3, 6) are transient reactances to connect the internal buses (bus 1, bus 2, and bus 3), and we have V G = {1, 2, 3} and V L = {4, 5, 6, 7, 8, 9, 10, 11, 12}. The bus parameters are listed in Table I . The line parameters are listed in the second column of Table II . 
A. Analysis of UEPs
We select two UEPs to analyze, namely equilibrium point A and B. The information of equilibrium point A is listed in the third column of Table II . At point A, the critical lines (7, 8) and (12, 7) 
B. Equivalent Weight and Generation Dispatch
Assume an inverter-based generator with D R 12 = 1.0 p.u. is added to bus 12. To investigate the system stability under different penetration level, we gradually increase the inverter-based generation from 0.20 to 1.80 p.u., and find the normal operating point at each value. Meanwhile, the power generation of the synchronous generator at bus 2 is reduced by the same amount as the inverter-based generation, so that the power generations of the other synchronous generators remain unchanged.
We take Re(λ max (J ))-the maximum real part of the spectrum of system dynamic Jacobian to characterize the system stability level and we focus on the equivalent weight between bus 2 and bus 12 as these two buses participate into the generation dispatch. The equivalent weights and Re(λ max (J )) under different inverter-based generation at bus 12 are listed in Table III. The data of Re(λ max (J )) indicate that the system stability level monotonically grows till the inverter-based generation reaches 1.20 p.u. and declines afterward. On the other hand, the equivalent weight between bus 2 and bus 12 increases till the inverter-based generation reaches 1.20 p.u. and decreases afterward. Such a tendency indicates that the system stability level increases at first and then decreases, and the appropriate inverter-based generation at bus 12 is 1.20 p.u., which matches up well with the judgment given by Re(λ max (J )). This result validates the equivalent weight as an effective stability index, which can be used to determine the suitable amount of renewable generation and guide system dispatch for stability enhancement. 
VI. CONCLUSION
The small-disturbance angle stability of power systems has been investigated from a network-based perspective. We build up a power system model in terms of graph-based matrices, and introduce the definitions of the active power flow graph and critical lines. We prove that the number of eigenvalues of the system dynamic Jacobian with positive real parts is equal to the number of negative eigenvalues of the Laplacian matrix of the active power flow graph (see Theorem 1) . We further show that the small-disturbance instability is equivalent to the indefiniteness of the Laplacian matrix, which results from the critical lines (see Corollary 1) . Then, we propose a necessary and sufficient stability condition in terms of a critical line-based matrix, which can be used to check the stability of an equilibrium point and its type when it is unstable (see Theorem 2). Furthermore, two easy-to-check stability criteria are derived. The first one applies to the case with critical cutsets (see Corollary 2) . The second one applies to the case without critical cutsets, which is based on the proposed concept of equivalent weight (see Theorem 3). It reveals that the instability can be interpreted as the electrical antagonistic effects induced by the critical lines. We also discuss the application of equivalent weight in indicating system stability level for operational purpose. The obtained results provide new insights into the small-disturbance stability problem. Future work may include the exact impact of voltage variations, more detailed modeling of system devices and uncertainties of renewables into the analysis.
