Abstract | In the class of hierarchical mixtures-of-experts (HME) models, \experts" in the exponential family with generalized linear mean functions of the form ( + x T ) are mixed, according to a set of local weights called the \gating functions" depending on the predictor x. Here ( ) is the inverse link function. We provide regularity conditions on the experts and on the gating functions under which the maximum likelihood method in the large sample limit produces a consistent and asymptotically normal estimator of the mean response. The regularity conditions are validated for Poisson, gamma, normal and binomial experts.
Introduction
In Hierarchical Mixtures-of-Experts (HME) (Jordan and Jacobs 1994) , experts of simple regression models are mixed in a tree-structured network and combined to provide a rich class of models for examining relationships among variables. Depending on the input (or predictor) x, the HME network assigns a weight for each expert and produces an output which combines the outputs produced by all experts according to their weights. The network learns from analyzing a set of training data of pairs of inputs and responses, which are assumed to be sampled from some probability distribution. Commonly-used learning methods W. Jiang and M. A. Tanner are with the Department of Statistics, Northwestern University, Evanston, IL 60208, USA.
include least-squares and maximum likelihood. Following the learning process, the network proposes a mapping between the input and the output, through which it predicts a response given a future input.
Empirically, the HME has had wide applications in a variety of settings Cacciatore and Nowlan (1994) , Meil a and , Ghahramani and Hinton (1996) , Tipping and Bishop (1997) and Jaakkola and Jordan (1998)] , and is incorporated into neural network textbooks e.g., Bishop (1995) and Haykin (1994) which features an HME design on the cover]. An HME model, as later we will see, is characterized by a parameter vector, which can be estimated based on a training data set consisting of n pairs of inputs and responses. Assuming correct model speci cation, we will investigate the regularity conditions under which the maximum likelihood estimates (MLEs) of the parameters in the model, as well as of the mean response, have asymptotic normal distributions as the sample size n increases. These results are important since they form the basis of inference.
It has been demonstrated that arti cial neural networks produce asymptotically normal least-squares (or maximum likelihood) estimates{see White (1989a, b) , Amari and Murata (1993) and Hwang and Ding (1997) . Zeevi, Meir and Maiorov (1998) considered asymptotic normality of the least-squares estimators for single-layer mixtures of linear models. However, no parallel results exist for hierarchical mixtures-ofexperts of generalized linear models (GLMs) McCullagh and Nelder (1989) ]. In this paper we will consider the HME of GLMs using the maximum likelihood (ML) approach, which is in general not equivalent to the least-squares approach when the response is non-normal. The ML approach allows the use of a convenient EM algorithm for maximization Jordan and Jacobs (1994) , Jordan and Xu (1995) ].
We note that the parameterization of the HME, as shown in the next section, is not identi able. Our asymptotic normality result demonstrates the existence of a sequence of local maximizers of the likelihood functions which is consistent and asymptotic normal{see Ser ing (1980, p.144) and Theorem 3.1 of Redner and Walker (1984) . Such a result requires a non-singular Fisher information matrix which re ects local identi ability, but does not otherwise require global identi ability of the parameterization. In future work we will investigate the conditions under which a sequence of global MLEs is consistent and asymptotically normal, which will help to identify which local maximizer to use should there be more than one local maximizers.
In the next two sections we introduce mixtures and hierarchical mixtures of GLM1s (one-parameter exponential family regression models with generalized linear mean functions). This is done through three steps.
Step One introduces the one-parameter exponential family models for the response variable. This allows a study, in a collective way, on a number of useful distributions, e.g., Poisson, binomial and exponential models, as well as the normal and gamma models with xed dispersion parameters.
Step Two builds regression models on the one-parameter exponential family responses, by modeling the mean response as a range-preserving generalized linear function of the input.
Step Three uses the idea of ME and HME to incorporate the simple GLM1s to form regression models with more exible mean functions. An introduction and application of HME for generalized linear models are also presented in Jordan and Jacobs (1994) and Peng et al. (1996) .
GLM1
We rst describe the one-parameter exponential family Lehmann (1991) , page 26]. Let (A; F A ; ) be a general measure space. A probability density function (h; ) in the one-parameter exponential family is labeled by one real parameter h, and has the form (h; y) = expfa(h)y + b(h) + c(y)g for y 2 A, (1) such that R A (h; y)d (y) = 1 for each h 2 <. The functions a( ), b( ) and c( ) all have known forms; a( ) and b( ) are analytic and have nonzero derivatives on <; and c( ) is measurable -F A . We assume that the support A is either an open subset or a countable subset of <, when is the Lebesgue measure or the counting measure, respectively.
Note that the one-parameter exponential models have some well-known properties. For example, the moment generating function exists in some neighborhood of the origin, and thus moments of all orders exist{see Theorem 1.4.2, Lehmann (1991) . In particular, the rst moment can be expressed as = (h) R A y (h; y)d = ?b 0 (h)=a 0 (h) for all real h and is analytic. : < 7 ! (<) forms a C 1 -di eomorphism.
Note that the parameterization of a(h), b(h) and c(h) is not unique. For our purpose we adopt à natural parameterization' under which these functions are de ned on the entire real line. This is achieved by adopting a particular parameterization of the mean function = (h). For example, for the binomial distribution b(p; ) with trials and success probability p, we adopt a parameterization p = ?1 = e h =(1 + e h ) so that the transformed parameter h (the`logit') can take value from the entire real line. The resulting probability function is, for y 2 A = f0; 1; 2; : : : ; g, Here we can take a(h) = h, b(h) = ? log(1 + e h ), c(y) = log y .
Other examples include:
Normal ( 2 known, > 0): N( ; 2 ) with mean = h and variance 2 , y 2 A = <; Poisson: P( ) with mean parameterized as = e h , y 2 A = f0; 1; 2; : : :g; Gamma ( known, > 0): ?( ; ?1 ) with mean = e h and variance ?1 2 , y 2 A = < + = (0; 1).
For de nitions of these distributions and further properties of the exponential family, see Lehmann (1991) Section 1.4.
So far we have summarized a useful class of probability models for the response variable y, including real, positive, and discrete examples. A regression model is now developed by assuming that h = + T x, which introduces the dependence of y on an s-dimensional predictor x through the density function (h; y). Note that this corresponds to a transformed linear model, with a generalized linear mean function = ( + T x) for the conditional distribution given x. In this context, the inverse of ( ) is called the inverse link function McCullagh and Nelder (1989) ], which is used to map the entire real axis to a restricted region which contains the mean response. For example, in the parameterizations mentioned above, the log link ( ) = exp( ) ensures that the mean of a Poisson response is always nonnegative. Now we are ready to de ne the hierarchical mixtures-of-experts (HME) for GLM1s, where generalized linear mean functions are`mixed' to form a richer class of functions. We start with a somewhat more rigorous notation for the predictor and response random variables. 3 The Family of HME of GLM1s
We consider an s 1 random predictor X and a scalar random response Y . Let the support of the predictor be , a compact subset of < s . Let A (a subset of <) be the support of the response. Let (A; F A ; ) be the measure space de ned in Section 2, ( ; F ; ) be a probability space, and ( A; F F A ; ) be the product measure space. Suppose X is an s 1 random vector with probability measure that has a positive density with respect to the Lebesgue measure on . (The situation of a discrete X is discussed in Section 7, Remark 2.) Denote by f(x; y; ) the density function of Y conditional on X. Note that f(x; y; ) is also the joint density of (X; Y ) when the dominating measure is chosen to be , with the density of X`absorbed' in the dominating measure.
The GLM1 assumes that f(x; y; ) = ( + T x; y) with de ned in (1); while the HME assumes that f(x; y; ) = X J2 g J (x; ) ( J + T J x; y); (2) which is a mixture of GLM1s with local weight g J 's depending on the predictor. Here each expert label J = (j 1 ; : : : ; j`) is a vector integer, j q 2 A q , q = 1; : : : ;`; A q 's are subsets of integers, usually in the form of A q = f1; 2; : : : ; w q g. The regression parameter ( J ; T J ) takes value in < s+1 , which forms the expert parameter for the Jth GLM1 expert. The local weight g J 's are called the gating functions, which are positive and always sum to one. We assume that the g J 's are analytic in the predictor x and a parameter for each r = 1; : : : ;`, with g jqjj 1 :::j q?1 g j 1 when q = 1. Note that g J = g j 1 :::j`. The factor g jqjj 1 :::j q?1 in the gating function has the interpretation of a conditional probability, representing the probability of selecting the expert groups at the qth stage, conditional on the selection process in the q ? 1 upper layers of the HME network.
Typically, logistic-type factors are used in the gating function for each q Jordan and Jacobs (1994) 
where m = w 1 : : : w`= card( ), and k is linear in x and has the form k = v k + u T k x, k = 1; : : : m ?
1. Although we will be mainly considering the logistic-type gating functions, our formulation allows straightforward application to other gating functions. For example, another class of gating functions can be de ned on binary trees (w q = 2 for all q), where the logistic gating factor in (4) is replaced by a certain cumulative distribution function Jiang and Tanner (1999b) ], e.g., normal.
From the density in (2), we obtain the mean response
Note that (x; ) is also analytic in x and . An example of the HME model with two layers is given in Jordan and Jacobs (1994) , as adapted in If an HME system is not irreducible, then the parameterization can often be non-unique in such a way that the likelihood function is at in some direction, leading to singular Fisher information matrix. For example, a simple density function of the form f = e v+0x 1 + e v+0x ! ( 1 + 1 x; y) + 1 1 + e v+0x ( 2 + 2 x; y) remains unchanged whatever real value the parameter v takes, if the two experts propose the same vector of regression coe cients ( 1 ; 1 ) = ( 2 ; 2 ).
Maximum Likelihood Estimation
Suppose (X i ; Y i ), i = 1; : : : ; n are independent and identically distributed (iid) with probability density function (pdf) f(x; y; ) of the form (2) Typically the asymptotic normality of parameter estimates involves domination and integrability conditions, as well as the nonsingularity of the Fisher information. The asymptotically normality of a function of the parameter estimate, such as the estimated mean response, involves some smoothness conditions. It turns out that as a consequence of how we de ned HME in the previous sections, the domination and integrability conditions and the condition of a smooth mean response (Lemmas 4 and 5, Section 9) automatically hold without further restrictions. The next section will introduce some conditions which imply the nonsingularity of the Fisher information (Lemma 1, Section 6) for irreducible HMEs. These conditions are formulated on the basic building blocks of the HMEs, i.e., the gating functions and the expert densities, and are therefore more primitive and easier to check than the original nonsingularity condition. Remark 1 Note that Condition 3 obviously holds for normal and gamma experts with known dispersion parameters.
Next we present some lemmas which ensure some regularity conditions for the asymptotic normality results.
Some Lemmas
We rst claim that the Fisher information (which exists by Lemma 4(c), Section 9) is nonsingular when the primitive conditions 1, 2 and 3 hold.
Lemma 1 (Nonsingular Fisher Information). For Irreducible HME (IHME) of GLM1s, if the expert density f (h; y)g h2< satisfy Condition 1 and 3, and the gating function fg J g J=1;:::;m satisfy Condition 2, then the Fisher information matrix I E fr log f(X; Y ; )g 2 is nonsingular for any 2 i in De nition 1.
Here f is the HME density de ned in (2) The next two lemmas claim that Condition 2 and Condition 1 are satis ed, if the logistic-type gating functions de ned by (3) and (4) are used in mixing some commonly-used GLM1 experts.
Lemma 2 The logistic-type gating functions de ned by (3) and (4), when written in the form of (5) The case of binomial experts is treated in Jiang and Tanner (1999c) , who show that the Fisher information is nonsingular almost everywhere in the parameter space.
We will prove all the lemmas later, after the presentation of the following main results.
Asymptotic Normality
Theorem 1 Assume that the regularity conditions 1, 2 and 3 hold for the HME of GLM1s. For each Irreducible HME parameterized by 2 i of De nition 1, suppose any su ciently small neighborhood of in i is given. Then, (a) with probability 1, there is for su ciently large n a unique solution^ n of the likelihood equation (7) in that neighborhood, and this solution locally maximizes the log-likelihood function;
(b) this solution^ n is asymptotically normally distributed with mean and covariance matrix n ?1 I ?1 , where I is the Fisher information matrix I E fr log f(x; y; )g 2 ;
(c) the estimated mean function (x;^ n ) is asymptotically normally distributed with mean (x; ) and covariance matrix n ?1 D T I ?1 D for each x 2 , where (x; ) is de ned in (6) and D = r (x; ).
Proof:
Here the parameter space 0 in Lemmas 4 of Section 9 is the open subset i of . Lemmas 4 and Lemma 1 ensure that the standard regularity conditions hold for the asymptotic normality of maximum likelihood estimates {see Theorem 4.2.2 of Ser ing (1980, p.144 , use the multi-dimensional generalization) and Appendix A of Peters and Walker (1978) , or Theorem 3.1 of Redner and Walker (1984) . Hence (a) and (b) follow.
Next, by Lemma 5 of Section 9, the condition of Theorem 3.4.5 of Sen and Singer (1993, p.132) holds, and hence (c) follows. Remark 2 We have been focusing on a continuous s-dimensional predictor X. However, the proof techniques of this paper can easily be extended to the situation when some or all components of X are discrete. In general, some extra requirement on the support of X is needed: It su ces to require that the support of X contain s + 1 points fx T i g s+1 1 such that the`augmented vectors' f(1; x T i )g s+1 1 are linearly independent.
With this extra condition, the asymptotic normality results of this paper hold for almost all parameters in the Lebesgue sense.
We have restricted ourselves to the HME of GLM1s, where the dispersion / shape parameters are assumed to be known and the same among the experts (for gamma and normal experts). Jiang and Tanner (1999c) consider the situation when the dispersion / shape parameter also needs to be estimated, and is allowed to di er for di erent experts.
Discussion
We have proved the asymptotic normality of the local MLEs and the corresponding estimates of the mean responses when some commonly-used generalized linear models are mixed in the HME networks. The HME models are assumed to be correctly speci ed. However, some of our techniques may be adapted and useful for considering misspeci ed models in the direction of White (1994) , in which case the asymptotic normal distribution of an MLE will be centered at an optimal parameter which is`closest' to the true model in the sense of the Kullback-Leibler divergence. The current paper, together with the results Jiang and Tanner (1999a, b) ] on HME networks in approximation and consistent learning of the functions in a transformed Sobolev class (allowing model misspeci cation), provide a theoretical understanding of the HME methodology. In future work, we plan to consider the properties of the global MLEs.
Technical Details
In this section we rst state two lemmas which claim that the HME de ned in this paper satis es the standard domination and integrability conditions, as well as the smoothness condition on the mean response. These results were used when proving the asymptotic normality, and are an obvious consequence of our de nition of HME. The detailed proofs of these results are contained in Jiang and Tanner (1999c) .
Lemma 4 (Domination and Integrability). For HME of GLM1s, consider a parameter space 0 being any open subset of . For each 0 2 0 , there exist a closed ball B( 0 ) centered at 0 and contained in 0 , and functions H 1 (x; y) and H 2 (x; y) (possibly depending on 0 and B( 0 )), such that for all in B( 0 ) the relations (a) j@ j f(x; y; )j H 1 (x; y), j@ j @ k f(x; y; )j H 1 (x; y), Lemma 5 (Smoothness of Mean). The gradient of the HME mean function r (x; ) is non-zero and continuous in for any x 2 . Here (x; ) is de ned in (6).
In the rest of the section we prove the lemmas appearing in the preceding sections.
Proof of Lemma 1:
We will show that \if a T Ia = 0 then a = 0". The quoted statement is equivalent to \E (a T r log f) 2 = 0 only if a = 0", and to \a T r log f = 0 w.p.1 (with probability 1) only if a = 0", and to \a T r f = 0 w.p.1 only if a = 0", since f is positive on A.
Note that the probability distribution of (X; Y ) has a positive density f on A with respect to the measure , and the measure has a positive density with respect to the Lebesgue measure . Then \w.p.1" is equivalent to \a.e. -" (a.e. represents almost everywhere). We claim that, due to If a T r f = 0 everywhere outside B, then for y = ! i , a T r f = 0 for every x outside a set S i with zero measure . Due to the continuity of a T r f in x (at any y), we conclude that a T r f is zero everywhere at y = ! i . Repeating this argument for every ! i in A, we prove that a T r f = 0 everywhere if a.e. -.
This leads to the proof of the claim when Y has discrete support.
In summary, to prove the lemma, it su ces for us to show that \a T r f = 0 everywhere in A only if a = 0", or \r f has components that are linearly independent on A".
To prove the last claim, use the representation of (2) and (5) where lk is the Kronecker delta. By basic algebraic manipulations, noting that P m j=1 g j = 1, g j 's are positive, we get det(G) = g m > 0.
HenceG and G are both full rank (rank = m ? 1), which proves the Lemma for single-layer networks.
Now we perform induction to higher number of layers. We introduce the following notation:
* For each r = 1; : : : ;`, J(r) = fj 1 ; : : : ; j r g is a history of choice of expert indices up to stage r, J(r) 2 Q r q=1 A q = Q r q=1 f1; : : : ; w q g, and similarly K(r) = fk 1 ; : : : ; k r g is another history of length r. Note that there are m(r) = Q r q=1 w r di erent histories of length r.
* For each r = 1; : : : ;`, use (r) to denote the vector of parameters with all components t 1 ; t 2 jk 1 ; : : : ; trjk 1 :::k r?1 ; k q = 1; : : : ; w q for q = 1; : : : ; r ? 1; t q = 1; : : : ; w q ? 1 for q = 1; : : : ; r. Here the 's are as de ned in (4).
The number of components of (r) is (w 1 ? 1) + w 1 (w 2 ? 1) + : : : + w 1 : : : w r?1 (w r ? 1) which is equal to m(r) ? 1, where m(r) = Q r q=1 w r . Sometimes we write (r) in components as (r) = ( Note that (r+1) adds to (r) a number of w 1 : : : w r (w r+1 ? 1) additional components f tjK(r) ; t 2 A r+1 ? fw r+1 g; K(r) 2 Q r q=1 A q g. Next note that @ (r) k log g j r+1 jJ(r) = @ tjK(r) log g J(r) = 0 since g j r+1 jJ(r) contains only parameters of the form tjJ(r) , and g J(r) contains only parameters from log g J(r) , for each J(r) 2 Q r q=1 A q and j r+1 2 A r+1 . The last equality (i) comes from the observation that the derivative @ tjK(r) log g j r+1 jJ(r) is zero if J(r) 6 = K(r).
Note that by (4), g j r+1 jJ(r) = e j r+1 jJ(r) P w r+1 k=1 e kjJ(r) :
Hence @ tjJ(r) log g jjJ(r) = tj ?g tjJ(r) for t = 1; : : : ; w r+1 ?1 and j = Then by the same argument as in the proof of Lemma 3(a), we show Lemma 3(c).
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