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INHOMOGENEOUS STRICHARTZ ESTIMATES
DAMIANO FOSCHI
1. Introduction
Let (X, dµ) be a measure space, H a Hilbert space and σ > 0.
Consider a family of linear operators U(t) : H → L2X defined for each t ∈ R. Let
U∗(t) : L2X → H be the adjoint of U(t). We assume that the family U(t) satisfies
the energy estimate
(1) ‖U(t)h‖L2
X
. ‖h‖H , ∀t ∈ R, ∀h ∈ H,
and the dispersive inequality1
(2) ‖U(t)U∗(s)f‖L∞
X
. |t− s|−σ ‖f‖L1
X
, ∀t 6= s, ∀f ∈ L1X ∩ L
2
X .
The energy estimate allows us to consider the operator T : H → L∞t (R;L
2
X)
defined as Th(t) = U(t)h, for t ∈ R and h ∈ H . Its formal adjoint is the operator
T ∗ : L1t (R;L
2
X)→ H given by the H-valued integral
T ∗F =
∫
U∗(s)F (s) ds.
The composition TT ∗ is the operator
TT ∗F (t) =
∫
U(t)U∗(s)F (s) ds,
which can be decomposed as the sum of its retarded and advanced parts,
(TT ∗)RF (t) =
∫
s<t
U(t)U∗(s)F (s) ds, (TT ∗)AF (t) =
∫
s>t
U(t)U∗(s)F (s) ds.
In usual applications, the operator T solves the initial value problem for a lin-
ear homogeneous differential equation, while the retarded operator (TT ∗)R solves
the corresponding inhomogeneous problem with zero initial conditions (Duhamel’s
principle).
Definition 1.1. Following [6], we say that the exponent pair (q, r) is sharp σ-admissible
if
2 ≤ q, r ≤ ∞,
1
q
= σ
(
1
2
−
1
r
)
, (q, r, σ) 6= (2,∞, 1).
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1Observe that L1
X
∩ L2
X
is a dense subset of L1
X
.
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Figure 1. Admissible and acceptable exponents
Definition 1.2. We introduce another definition and say that the pair (q, r) is
σ-acceptable if
1 ≤ q, r ≤ ∞,
1
q
< 2σ
(
1
2
−
1
r
)
, or (q, r) = (∞, 2).
In [6], the following theorem was proved:
Theorem 1.3. If U(t) obeys (1) and (2), then the estimates
‖Th‖Lqt (R;LrX)
. ‖h‖H ,(3)
‖T ∗F‖H . ‖F‖Lq′t (R;Lr
′
X
)
,(4)
‖(TT ∗)RF‖Lqt (R;LrX)
. ‖F‖
Lq˜
′
t (R;L
r˜′
X
)
,(5)
hold for all sharp σ-admissible pairs (q, r) and (q˜, r˜).
As it was already remarked in [6], we expect the inhomogeneous estimate (5) to
have a wider range of admissibility than the one given by sharp σ-admissible pairs.
This phenomenon has already been observed by Harmse [3] and Oberlin [7] in the
context of the wave equation for the case q = r. What they prove is essentially that
the inhomogeneous estimate
‖(TT ∗)RF‖Lp(R×X) . ‖F‖Lp˜′(R×X) ,
holds when p, p˜ satisfy the conditions
1
p
+
1
p˜
=
σ
1 + σ
, and
1
p
,
1
p˜
<
σ
1 + 2σ
.
Note that the pair (p, p) is sharp σ-admissible only for 1/p = σ/(2(1+ σ)), while it
is σ-acceptable if and only if p < σ/(2σ + 1).
Also, in the context of Schro¨dinger’s equation, Kato [5] proved that the inho-
mogeneous estimate (5) holds when the pairs (q, r) and (q˜, r˜) are σ-acceptable and
satisfy the conditions
1
q
+
1
q˜
= σ
(
1−
1
r
−
1
r˜
)
, and
1
r
,
1
r˜
>
σ − 1
2σ
.
Our goal is to find the largest range for the pairs (q, r) and (q˜, r˜) which guarantees
the validity of the inhomogeneous estimates (5), and which can be deduced by
assuming only the energy and dispersive properties, (1) and (2). Our main result
is summarized by the following theorem.
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Theorem 1.4 (Global inhomogeneous estimates). Let 1 ≤ q, q˜, r, r˜ ≤ ∞. If U(t)
obeys (1) and (2), then the estimate (5) holds when the pairs (q, r) and (q˜, r˜) are
σ-acceptable, verify the scaling condition
(6)
1
q
+
1
q˜
= σ
(
1−
1
r
−
1
r˜
)
and satisfy one of the following sets of conditions:
• if σ < 1, there are no further conditions;
• if σ = 1, we also require that r, r˜ <∞;
• if σ > 1, we distinguish two cases,
– non sharp case:
1
q
+
1
q˜
< 1,(7)
σ − 1
r
≤
σ
r˜
,
σ − 1
r˜
≤
σ
r
;(8)
– sharp case:
1
q
+
1
q˜
= 1,(9)
σ − 1
r
<
σ
r˜
,
σ − 1
r˜
<
σ
r
,(10)
1
r
≤
1
q
,
1
r˜
≤
1
q˜
.(11)
Remark 1.5. Conditions (7) and (8) which appear in the non sharp case for σ > 1
are always trivially satisfied if σ < 1 or if σ = 1 and r, r˜ <∞.
Remark 1.6. Condition (6) together with 1/q+1/q˜ ≤ 1 have the following interpre-
tation: if (1/Q, 1/R) is the midpoint between the points (1/q, 1/r) and (1/q˜, 1/r˜),
then (Q,R) is a sharp σ-admissible pair.
Remark 1.7. Formally, it is easy to verify that TT ∗ coincides with its dual (TT ∗)∗,
while (TT ∗)R
∗
= (TT ∗)A. Moreover, (TT
∗)A becomes (TT
∗)R if we invert the di-
rection of time. These duality relations explain why all conditions must be invariant
under the symmetry (q, r)↔ (q˜, r˜).
Remark 1.8. In the case q = r and q˜ = r˜, theorem 1.4 reduces to the results of
Harmse and Oberlin which can be shown to be optimal.
Remark 1.9. When σ > 1, theorem 1.4 improves on Kato’s result [5]. Kato’s
theorem required r and r˜ to be less than 2σ/(σ − 1). We replace that restriction
with a condition which can be read as
σ − 1
σ
≤
r
r˜
≤
σ
σ − 1
.
Our proof of theorem 1.4 makes use of the techniques of Keel and Tao [6] and is
based on the following localized version of the inhomogeneous estimates.
Theorem 1.10 (Local inhomogeneous estimates). Assume U(t) obeys (1) and (2),
and let I and J be two time intervals of unit length |I| = |J | = 1 separated by a
distance of scale 1, dist(I, J) ≈ 1. Then, the estimate
(12) ‖TT ∗F‖Lqt (J;LrX )
. ‖F‖
Lq˜
′
t (I;L
r˜′
X
)
, ∀F ∈ Lq˜
′
t (I;L
r˜′
X),
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Figure 2. Admissible range for the exponents r and r˜.
holds for all pairs (q, r) and (q˜, r˜) which verify the following conditions:
1 ≤ q, q˜ ≤ ∞, 2 ≤ r, r˜ ≤ ∞,(13)
σ − 1
r
≤
σ
r˜
,
σ − 1
r˜
≤
σ
r
,(14)
1
q
≥ σ
(
1
r˜
−
1
r
)
,
1
q˜
≥ σ
(
1
r
−
1
r˜
)
,(15)
and if σ = 1, we must also require r, r˜ <∞.
Remark 1.11. For the local estimates of theorem 1.10 we do not require the pairs
(q, r) and (q˜, r˜) to be σ-acceptable.
2. Proof of the local estimates
Proof of theorem 1.10. Let Elocal be the set of points (1/q, 1/r; 1/q˜, 1/r˜) in [0, 1]
4
corresponding to the pairs (q, r), (q˜, r˜) for which the estimate (12) is valid.
We start by observing that the dispersive estimate (2) immediately yields the
case q = r = q˜ = r˜ =∞,
(16) ‖TT ∗F‖L∞t (J;L∞X )
≤
∫
I
‖U(t)U∗(s)F (s)‖L∞t (J;L∞X )
ds .
.
∫
I
‖F (s)‖L1
X
ds = ‖F‖L1t (I;L1X)
.
Hence, (0, 0; 0, 0) ∈ Elocal.
On the other hand, if we exploit the factorization TT ∗, we can apply the homo-
geneous Strichartz estimates (3) and (4),
(17) ‖TT ∗F‖Lqt (J;LrX)
. ‖T ∗F‖H . ‖F‖Lq˜′t (I;Lr˜
′
X
)
,
and obtain that (1/q, 1/r; 1/q˜, 1/r˜) ∈ Elocal whenever (q, r) and (q˜, r˜) are sharp
σ-admissible pairs.
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By standard Lp interpolation2 between (16) and (17), we obtain that Elocal con-
tains the convex hull of the set
{(0, 0; 0, 0)} ∪
{(
1
q
,
1
r
;
1
q˜
,
1
r˜
)
: (q, r) and (q˜, r˜) are sharp σ-admissible pairs
}
.
Since we have restricted F and TT ∗F to unit time intervals, it follows from
Ho¨lder’s inequality that when q ≥ Q, q˜ ≥ Q˜ and
(
1
q ,
1
r ;
1
q˜ ,
1
r˜
)
∈ Elocal then(
1
Q ,
1
r ;
1
Q˜
, 1r˜
)
∈ Elocal. If we apply this property to the points of the above con-
vex hull we obtain that Elocal contains a set E∗ exactly described by the conditions
appearing in theorem 1.10. More details of this computation are given in appen-
dix A. 
Remark 2.1. As observed in [6], there exists a natural scaling associated to the
family U(t). More precisely, let λ > 0, then the hypotheses (1) and (2) are invariant
under the rescaling
dµ← λσ dµ, 〈h1, h2〉H ← λ
σ〈h1, h2〉H , U(t)← U(t/λ).
If we apply theorem 1.10 to the rescaled operators and espress the result in terms of
the original operators we obtain the following generalization of the local estimates.
Proposition 2.2. Let I and J be two time intervals of length λ, |I| = |J | = λ,
separated by a distance of scale λ, dist(I, J) ≈ λ. We have the estimate
(18) ‖TT ∗F‖Lqt (J;LrX)
. λβ(q,r;q˜,r˜) ‖F‖
Lq˜
′
t (I;L
r˜′
X
)
,
with
β(q, r; q˜, r˜) =
1
q
+
1
q˜
− σ
(
1−
1
r
−
1
r˜
)
,
whenever the pairs (q, r) and (q˜, r˜) satisfy the conditions appearing in theorem 1.10.
3. Dyadic decompositions of sets, functions and operators
By duality, the linear estimate (5) is equivalent to the bilinear estimate
|B(F,G)| ≤ ‖F‖
Lq˜
′
t (R;L
r˜′
X
)
‖G‖
Lq
′
t (R;L
r′
X
)
,
where B is the scalar bilinear operator
(19) B(F,G) =
∫∫
s<t
〈U(s)∗F (s), U(t)∗G(t)〉ds dt.
We want to decompose B into a sum of localized operators to which we can
apply proposition 2.2. In order to do so, we make use of Whitney’s decompositions
of open sets applied to the domain of the integration in (19).
We say that λ is dyadic number if λ = 2k for some integer k. The set of all
dyadic numbers, 2Z, is a multiplicative abelian group. In the following λ, µ and ν
will always denote dyadic numbers. In particular, if α > 0 then∑
λ:λ<µ
λα =
1
2α − 1
· µα
is the sum of a convergent geometric series.
2See [1].
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Figure 3. Whitney’s decomposition of the region s < t.
Recall that a dyadic square in R2 is a square whose sidelength is a dyadic number
λ ∈ 2Z and such that all the coordinates of its vertices are integer multiples of λ.
Lemma 3.1 (Dyadic Whitney decomposition (see [8])). Let Ω be a proper open
subset of R2. There exists a partition of Ω into a family Q of essentially disjoint3
dyadic squares with the property that the distance of Q from the boundary of Ω is
approximately proportional to the diameter of Q.
Let Q be the Whitney decomposition for the domain Ω = {(s, t) : s < t} given
by lemma 3.1. For each dyadic number λ, let Qλ be the family of squares in Q
whose sidelength is λ. Each square Q = I × J ∈ Qλ, has the property that
(20) λ = |I| = |J | ≈ dist(Q, ∂Ω) ≈ dist(I, J).
Since Ω = ∪λ ∪Q∈Qλ Q and the squares Q are essentially disjoint, we can write
the decomposition
(21) B =
∑
λ
∑
Q∈Qλ
BQ,
where, for each square Q = I × J , we set
BQ(F,G) = B(χIF, χJG) =
∫∫
s∈I
t∈J
〈U(s)∗F (s), U(t)∗G(t)〉ds dt,
with χI , χJ being the characteristic functions of the intervals I and J . The local
estimate (18) of proposition 2.2 is equivalent to a bilinear estimate for the localized
operator BQ, Q = I × J , namely
(22) |BQ(F,G)| . λ
β(q,r;q˜,r˜) ‖F‖
Lq˜
′
t (I;L
r˜′
X
)
‖G‖
Lq
′
t (J;L
r′
X
)
.
Lemma 3.2. Suppose that 1/p+ 1/p˜ ≥ 1, then we have∑
Q∈Qλ
Q=I×J
‖f‖Lp˜(I) ‖g‖Lp(J) ≤ ‖f‖Lp˜(R) ‖g‖Lp(R) ,
for f ∈ Lp˜(R), g ∈ Lp(R) and any dyadic number λ.
3By essentially disjoint we mean that the interiors of the squares are disjoint.
INHOMOGENEOUS STRICHARTZ ESTIMATES 7
Proof. It follows immediately from the inequality∑
n
|AnBn| ≤
(∑
n
|An|
p˜
)1/p˜(∑
n
|Bn|
p
)1/p
,
which is valid only if 1/p + 1/p˜ ≥ 1, and the fact that for each dyadic interval I
there are at most a fixed finite number of intervals J which satisfy (20) and they
are all contained in a neighborhood of I of size O(λ). 
It follows from lemma 3.2 that if (22) holds with 1/q + 1/q˜ ≤ 1 then we have
(23)
∑
Q∈Qλ
|BQ(F,G)| . λ
β(q,r;q˜,r˜) ‖F‖
Lq˜
′
t (R;L
r˜′
X
)
‖G‖
Lq
′
t (R;L
r′
X
)
.
As in Keel and Tao [6], we are going to decompose the functions F and G
into dyadic atoms and then play with interpolation on the bilinear version of our
operators. There is a small difference with respect to the approach of Keel and
Tao: in the non sharp case of theorem 1.4, instead of decomposing functions, for
each fixed time, into dyadic pieces with respect to the LrX norm, we are going to
decompose our functions into LrX-valued dyadic pieces with respect to the L
q
t norm.
This will allow us to recover some extreme cases, namely the cases of equality in
condition (8). For the sharp case of theorem 1.4, we will perform the same dyadic
decomposition as in Keel and Tao.
Let 1 ≤ p ≤ ∞. Let X be a measurable space and B be a Banach space. A
p-atom in Lp(X ;B) of size λ is a measurable function ϕ : X → B such that
• ξ 7→ ϕ(ξ) is supported on a set of measure less than λ;
• ‖ϕ‖L∞(X ;B) . λ
1/p.
It follows that we have ‖ϕ‖Lp(X ;B) . 1 for any p-atom ϕ. More generally, for any
p-atom of size λ and any exponent q ∈ [1,∞] we have
(24) ‖ϕ‖Lq(X ;B) . λ
1
q
− 1
p .
Any Lp function can be decomposed into a dyadic sum of p-atoms.
Lemma 3.3. Any B-valued function F ∈ Lp(X ;B) can be decomposed as
F (t) =
∑
λ∈2Z
aλϕλ(t),
where
• each ϕλ(t) is a p-atom in L
p(X ;B) of size λ;
• the atoms ϕλ have disjoint supports;
• aλ are non-negative constants such that
‖f‖Lp(X ;B) ≈ ‖aλ‖ℓp(2Z) .
The proof of the lemma is the same as in the scalar case (see lemma 5.1 in [6]).
4. Proof of the global estimates: non sharp case.
We assume now that we are in the non sharp case with 1/q+1/q˜ < 1 and we want
to prove the global inhomogeneous Strichartz estimates (5) under the conditions
stated in theorem 1.4.
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We can apply lemma 3.3 to the functions F ∈ Lq˜
′
t (R;L
r˜′
X) and G ∈ L
q′
t (R;L
r′
X),
and obtain the decompositions
F (t) =
∑
µ
aµϕµ(t), G(t) =
∑
ν
bνψν(t),
where ϕµ is a q˜
′-atom in Lq˜
′
t (R;L
r˜′
X) of size µ, ψν is a q
′-atom in Lq
′
t (R;L
r′
X) of size
ν and
‖F‖
Lq˜
′
t (R;L
r˜′
X
)
≈ ‖aµ‖ℓq˜′ , ‖G‖Lq′t (R;Lr
′
X
)
≈ ‖bν‖ℓq′ .(25)
We plug these decompositions into our previous decomposition (21) of the operator
B and obtain
(26) B(F,G) =
∑
λ,µ,ν
aµbν
∑
Q∈Qλ
BQ(ϕµ, ψν).
If we apply the local estimates for the terms BQ(ϕµ, ψν) directly to this sum we
will obtain a divergent sum. Fortunately, as was well illustrated in [6], we can gain
some summability by slightly perturbing the exponents q˜ and q.
Remark 4.1. To simplify the notation it is convenient to introduce the function
[·] : R+ → R+ defined by
[λ] = max
{
λ,
1
λ
}
,
which plays the role, in the multiplicative group R+, played by the absolute value
in the additive group R. In particular [2k] = 2|k|.
Lemma 4.2. Suppose (q0, r) and (q˜0, r˜) are such that 1/q0 + 1/q˜0 < 1 and that
the estimate (23) holds with exponents (q, r) and (q˜, r˜) for all (1/q, 1/q˜) in a full
neighborhood of (1/q0, 1/q˜0). Then, there exists ε > 0 such that, for all dyadic
numbers λ, µ, ν, we have∑
Q∈Qλ
|BQ(ϕµ, ψν)| . λ
β(q0,r;q˜0,r˜)
[µ
λ
]−ε [ν
λ
]−ε
,
whenever ϕµ is a q˜
′
0-atom of size µ in L
q˜′
0
t (R;L
r˜′
X), and ψν is a q
′
0-atom in L
q′
0
t (R;L
r′
X)
of size ν.
Proof. When (1/q, 1/q˜) is close enough to (1/q0, 1/q˜0) we still have 1/q + 1/q˜ < 1.
Hence, we can combine the estimate (23) with the property (24) of dyadic atoms
and we obtain∑
Q∈Qλ
|BQ(ϕµ, ψν)| . λ
β(q,r;q˜,r˜)µ
1
q˜0
− 1
q˜ ν
1
q0
− 1
q = λβ(q0,r;q˜0,r˜)
(µ
λ
) 1
q˜0
− 1
q˜
(ν
λ
) 1
q0
− 1
q
.
For given λ, µ, ν, we can choose q˜ and q in a neighborhood of q˜0 and q0 so that
1
q˜0
−
1
q˜
=
{
+ ε, if µ ≤ λ,
− ε, if µ > λ;
1
q0
−
1
q
=
{
+ ε, if ν ≤ λ,
− ε, if ν > λ,
where ε is a small positive number (independent of λ, µ, ν). Doing this way we have(µ
λ
) 1
q˜0
− 1
q˜
=
[µ
λ
]−ε
,
(ν
λ
) 1
q0
− 1
q
=
[ν
λ
]−ε
,
and the lemma is proved. 
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The inequality (23) holds when (q, r) and (q˜, r˜) are in the range of validity of
the local estimate (12), described by conditions (13), (14), (15). In order to apply
lemma 4.2 to the sum in (26) we require that 1q +
1
q˜ < 1 and that we have strict
inequalities in (15), so that (23) remains valid under small perturbations of q and
q˜. We obtain
|B(F,G)| ≤
∑
µ,ν
aµbν
∑
λ
λβ(q,r;q˜,r˜)
[µ
λ
]−ε [ν
λ
]−ε
.
The sum over λ diverges unless β(q, r; q˜, r˜) = 0, in which case we have∑
λ
[µ
λ
]−ε [ν
λ
]−ε
.
(
1 + log
[µ
ν
]) [µ
ν
]−ε
= cµ/ν ,
where the sequence cλ = (1 + log[λ])[λ]
−ε is summable,
‖cλ‖ℓ1 =
∑
λ
(1 + log[λ])[λ]−ε =
∑
n∈Z
(1 + |n|)2−ε|n| <∞.
Hence,
(27) |B(F,G)| .
∑
µ,ν
aµbνcµ/ν ,
where the right hand side is a convolution sum written in multiplicative index
notation.
Lemma 4.3 (Young’s inequality for convolution of sequences). Let An, Bn, Cn be
sequences of non negative numbers. If
1
p
+
1
q
+
1
r
≥ 2,
then
∑
n,k AnBkCn−k ≤ ‖A‖ℓp ‖B‖ℓq ‖C‖ℓr .
Since we have
1
q˜′
+
1
q′
+ 1 = 3−
1
q˜
−
1
q
> 2,
we can apply Young’s inequality to (27) and use (25) to finally obtain
|B(F,G)| . ‖a‖ℓq˜′ ‖b‖ℓq′ ‖c‖ℓ1 . ‖F‖Lq˜′t (R;Lr˜
′
X
)
‖G‖
Lq
′
t (R;L
r′
X
)
.
We summarize the conditions we have imposed so far on the parameters q, r, q˜, r˜:
• the non sharp case condition 1/q + 1/q˜ < 1;
• the scaling invariant condition β(q, r; q˜, r˜) = 0, which is equivalent to (6);
• conditions on r and r˜ for the validity of the local estimates,
σ − 1
r
≤
σ
r˜
,
σ − 1
r˜
≤
σ
r
;
• conditions on q and q˜ for the validity of the local estimates with strict
inequality,
1
q
> σ
(
1
r˜
−
1
r
)
,
1
q˜
> σ
(
1
r
−
1
r˜
)
,
which, in the scaling invariant case β(q, r; q˜, r˜) = 0, become equivalent to
say that (q, r) and (q˜, r˜) are σ-acceptable pairs.
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5. Proof of the global estimates: sharp case.
In the sharp case of theorem 1.4, if we slightly perturb the values of q and q˜,
we may violate the condition 1/q + 1/q˜ ≤ 1 which is necessary for lemma 3.2,
and we could not repeat the trick used in lemma 4.2 to gain summability in (26).
However, we can still play with the exponents r and r˜, if we perform the atomic
decomposition on the function F (t) and G(t) for each fixed t.
We assume now that 1/q + 1/q˜ = 1.
For each t, we can apply lemma 3.3 to the functions F (t) ∈ Lr˜
′
X and G(t) ∈ L
r′
X ,
and obtain the decompositions
F (t) =
∑
µ
aµ(t)ϕµ(t), G(t) =
∑
ν
bν(t)ψν(t),
where ϕµ(t) is a r˜
′-atom in Lr˜
′
X of size µ, ψν(t) is a r
′-atom in Lr
′
X of size ν and
‖F (t)‖LX r˜′ ≈ ‖aµ(t)‖ℓr˜′ , ‖G(t)‖LXr′ ≈ ‖bν(t)‖ℓr′ .(28)
We plug these decompositions into our previous decomposition (21) of the operator
B and obtain
(29) B(F,G) =
∑
λ,µ,ν
∑
Q∈Qλ
BQ(aµϕµ, bνψν).
Lemma 5.1. Suppose (q, r0) and (q˜, r˜0) are such that the estimate (23) holds with
exponents (q, r) and (q˜, r˜) for all (1/r, 1/r˜) in a full neighborhood of (1/r0, 1/r˜0).
Then, there exists ε > 0 such that, for all dyadic numbers λ, µ, ν and dyadic square
Q = I × J ∈ Qλ, we have
|BQ(aϕµ, bψν)| . λ
β(q,r0;q˜,r˜0)
[ µ
λσ
]−ε [ ν
λσ
]−ε
‖a‖Lq˜′ (I) ‖b‖Lq′ (J) ,
whenever a ∈ Lq˜
′
(I;R), b ∈ Lq
′
(J ;R), and for each t, the function ϕµ(t) is a
r˜′0-atom of size µ in LX r˜
′
0, and the function ψν(t) is a r
′
0-atom in LXr
′
0 of size ν.
Proof. We combine the local estimate (22) with property (24) of dyadic atoms and
we obtain
|BQ(ϕµ, ψν)| . λ
β(q,r;q˜,r˜) ‖a‖Lq˜′ (I) ‖ϕµ‖L∞t (I;Lr˜
′
X
) ‖b‖Lq′ (J) ‖ψν‖Lq′t (J;Lr
′
X
)
.
. λβ(q,r;q˜,r˜)µ
1
r˜0
− 1
r˜ ν
1
r0
− 1
r = λβ(q,r0;q˜,r˜0)
( µ
λσ
) 1
r˜0
− 1
r˜
( ν
λσ
) 1
r0
− 1
r
.
Similarly to what we did in the proof of lemma 4.2, for given λ, µ, ν, we can choose
r˜ and r in a neighborhood of r˜0 and r0 so that( µ
λσ
) 1
r˜0
− 1
r˜
=
[ µ
λσ
]−ε
,
( ν
λσ
) 1
r0
− 1
r
=
[ ν
λσ
]−ε
,
and the lemma is proved. 
The inequality (22) holds when (q, r) and (q˜, r˜) are in the range of validity of
the local estimate (12), described by conditions (13), (14), (15). In order to apply
lemma 4.2 to the sum in (29), we require strict inequalities in (14) and (15), so
that (22) remains valid under small perturbations of r and r˜. We obtain
|B(F,G)| ≤
∑
λ,µ,ν
λβ(q,r;q˜,r˜)
[ µ
λσ
]−ε [ ν
λσ
]−ε ∑
I×J∈Qλ
‖aµ‖Lq˜′ (I) ‖bν‖Lq′ (J) ,
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Since 1/q + 1/q˜ = 1 we can still apply lemma 3.2 and the sum reduces to
|B(F,G)| ≤
∑
µ,ν
(∑
λ
λβ(q,r;q˜,r˜)
[ µ
λσ
]−ε [ ν
λσ
]−ε)
‖aµ‖Lq˜′ (R) ‖bν‖Lq′ (R) .
As in the previous section, the sum over λ diverges unless β(q, r; q˜, r˜) = 0, in which
case we have ∑
λ
[ µ
λσ
]−ε [ ν
λσ
]−ε
.
(
1 + log
[µ
ν
]) [µ
ν
]−ε
= cµ/ν .
Hence,
(30) |B(F,G)| ≤
∑
µ,ν
‖aµ‖Lq˜′ (R) ‖bν‖Lq′ (R) cµ/ν .
Since we have
1
q˜′
+
1
q′
+ 1 = 3−
1
q˜
−
1
q
= 2,
we can apply lemma 4.3 to (30) and obtain
|B(F,G)| .
(∑
µ
‖aµ(t)‖
q˜′
Lq˜′
)1/q˜′(∑
ν
‖bν(t)‖
q′
Lq′
)1/q′
=
=
∥∥∥(∑
µ
aµ(t)
q˜′
)1/q˜′∥∥∥
Lq˜′
∥∥∥(∑
ν
bν(t)
q′
)1/q′∥∥∥
Lq′
.
To finish the proof, we observe that we have(∑
µ
aµ(t)
q˜′
)1/q˜′
≤
(∑
µ
aµ(t)
r˜′
)1/r˜′
≈ ‖F (t)‖LX r˜′ ,(∑
ν
bν(t)
q′
)1/q′
≤
(∑
ν
bν(t)
r′
)1/r′
≈ ‖G(t)‖LXr′ ,
if we require4 that q˜ ≤ r˜ and q ≤ r.
We summarize the conditions we have imposed so far on the parameters q, r, q˜, r˜:
• the sharp case condition 1/q + 1/q˜ = 1;
• the scaling invariant condition β(q, r; q˜, r˜) = 0, which is equivalent to (6);
• conditions for the validity of the local estimates with strict inequality,
σ − 1
r
<
σ
r˜
,
σ − 1
r˜
<
σ
r
,
1
q
> σ
(
1
r˜
−
1
r
)
,
1
q˜
> σ
(
1
r
−
1
r˜
)
,
which by (6) and (9) reduce to
(σ − 1)2
σ(2σ − 1)
<
1
r
<
σ − 1
2σ − 1
, 2σ
(
1
2
−
1
r
)
− 1 <
1
q
< 2σ
(
1
2
−
1
r
)
;
• tecnical conditions needed to recover the ℓr
′
norm from the ℓq
′
norm, q˜ ≤ r˜
and q ≤ r.
4This seems to be a technical condition which made us prefer to proceed with the different
dyadic decomposition in the non sharp case, but which we are not able to avoid in the sharp case.
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6. Applications to Schro¨dinger equations
As an application of theorem 1.4 and theorem 1.10, we derive estimates for
solutions to inhomogeneous linear Schro¨dinger equations. Let now U(t) : L2(Rn)→
L2(Rn) be the operator which describes the solution u(t, x) = (U(t)f)(x) of the
homogeneous equation
i∂tu+∆u = 0, t ∈ R, x ∈ R
n,
with initial data u(0, x) = f(x). In terms of the Fourier transform we have
(31) F [U(t)f ](ξ) = û(t, ξ) = ei|ξ|
2
f̂(ξ).
We also have the explicit formula
(32) Tf(t, x) = (U(t)f)(x) = u(t, x) = (4πt)−n/2
∫
ei|x−y|
2/(4t)f(y) dy.
The corresponding (TT ∗)R retarded operator describes the solution of the inhomo-
geneous equation
(33) i∂tv +∆v = F (t, x), t > 0, x ∈ R
n,
with zero initial data. We have the explicit formula
(34) (TT ∗)RF (t, x) = v(t, x) = (4π)
−n/2
∫ t
0
∫
ei|x−y|
2/(4(t−s))
(t− s)n/2
F (s, y) dy ds.
Using Plancherel’s theorem, we can immediately verify from (31) that U(t) sat-
isfies the energy estimate (1) and also the group property U(t)U∗(s) = U(t − s).
If we take absolute values inside the integral in formula (32), we verify that (2) is
satisfied with σ = n/2.
Hence, we can apply the local estimates of theorem 1.10 and the global estimates
of theorem 1.4 and obtain the following sufficient conditions.
Proposition 6.1. If v is the solution of (33) with zero initial data and inhomoge-
neous term F supported on [0, 1]× Rn, then we have the estimate
(35) ‖v‖Lqt ([2,3];Lr(Rn))
. ‖F‖
Lq˜
′
t ([0,1];L
r˜′(Rn))
,
whenever q, r, q˜, r˜ satisfy the conditions
1 ≤ q, q˜ ≤ ∞, 2 ≤ r, r˜ ≤ ∞,
n− 2
r
≤
n
r˜
,
n− 2
r˜
≤
n
r
,
1
q
≥
n
2
(
1
r˜
−
1
r
)
,
1
q˜
≥
n
2
(
1
r
−
1
r˜
)
,
and if n = 2, we must also require r, r˜ <∞.
Proposition 6.2. If v is the solution of (33) with zero initial data and inhomoge-
neous term F supported on R× Rn, then we have the estimate
(36) ‖v‖Lqt (R;Lr(Rn)) . ‖F‖Lq˜
′
t (R;L
r˜′(Rn))
,
whenever (q, r), (q˜, r˜) are n/2-acceptable pairs which satisfy the scaling condition
1
q
+
1
q˜
=
n
2
(
1−
1
r
−
1
r˜
)
,
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and either the conditions
1
q
+
1
q˜
< 1,(37)
n− 2
r
≤
n
r˜
,
n− 2
r˜
≤
n
r
,(38)
or the conditions
1
q
+
1
q˜
= 1,(39)
n− 2
r
<
n
r˜
,
n− 2
r˜
<
n
r
,(40)
1
r
≤
1
q
,
1
r˜
≤
1
q˜
.(41)
We now want to discuss the sharpness of these propositions. By constructing
explicit counterexamples we are able to show the following necessary conditions.
Proposition 6.3. If the estimate (35) holds for any F supported on [0, 1] × Rn,
then q, r, q˜, r˜ must satisfy the conditions
1
r
+
1
r˜
≤ 1,(42) ∣∣∣∣1r − 1r˜
∣∣∣∣ ≤ 1n,(43)
n− 2
r
−
2
q
≤
n
r˜
,
n− 2
r˜
−
2
q˜
≤
n
r
,(44)
1
q
≥
n
2
(
1
r˜
−
1
r
)
,
1
q˜
≥
n
2
(
1
r
−
1
r˜
)
.(45)
Proposition 6.4. If the estimate (35) holds for any F supported on R×Rn, then
(q, r), (q˜, r˜) must be n/2-acceptable pairs which satisfy the conditions
1
q
+
1
q˜
=
n
2
(
1−
1
r
−
1
r˜
)
,(46)
1
q
+
1
q˜
≤ 1,(47) ∣∣∣∣1r − 1r˜
∣∣∣∣ ≤ 1n,(48)
n− 2
r
−
2
q
≤
n
r˜
,
n− 2
r˜
−
2
q˜
≤
n
r
.(49)
Remark 6.5. If a bounded linear operator T : Lp(Rn) → Lq(Rn) is translation
invariant, i.e. T (f ◦ τy) = (Tf)◦ τy for any translation τy(x) = x+y, then we must
have that q is bigger or equal to p (see [4]). The operator (TT ∗)R defined in (34)
has a convolution structure and so it is invariant with respect to space and time
translations. As a consequence we obtain the necessity of conditions (42) and (47).
Remark 6.6. The necessity of (46) follows from the scaling properties the operator
(TT ∗)R defined in (34) under the parabolic scaling
(t, x)←
( t
λ2
,
x
λ
)
,
as λ→ 0+ and as λ→ +∞.
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Let us now construct some concrete examples of solutions v(t, x) to the inho-
mogeneous Schro¨dinger equation (33), which we use to prove the necessity of the
remaining conditions stated in proposition 6.3 and 6.4. The flash solution of ex-
ample 6.7 will correspond to condition (45); the bump solution of example 6.8 will
prove that (q, r) must be a n/2-acceptable pair in proposition 6.4; the focusing
solution of example 6.9 will correspond to conditions (44) and (49); the oscillatory
solution of example 6.10 will correspond to conditions (43) and (48).
Example 6.7. Let ε, η be two small positive parameters with 0 < ε2 < η < 1. Let
v(t, x) be the solution to (33) corresponding to the flash forcing term F given by
the characteristic function
F (s, y) = χ
(
0 < s < ε2, |y| < ε
)
.
When 0 < s < ε2, |y| < ε and 2 < t < 3, |x| ≪ η/ε, we have
|x− y|
2
t− s
=
(
|x|2 +O(η)
)(1
t
+O(ε2)
)
=
|x|
2
t
+ O(η).
The oscillating factor in (34) then becomes
(50) ei|x−y|
2/(4(t−s)) = ei|x|
2/(4t) (1 +O(η)) .
Hence, for some small (but fixed) values of η, we can estimate v in the region
2 < t < 3, |x| ≪ η/ε,
|v(t, x)| ≈
∫ ε2
0
∫
|y|<ε
(1 +O(η)) dy ds & ε2εn.
We deduce that
‖v‖LqtLrx
‖F‖
Lq˜
′
s Lr˜
′
y
&
ε2εnε−n/r
ε2/q˜′εn/r˜′
= ε2/q˜+n/r˜−n/r.
This ratio blows up unless we have
2
q˜
≥ n
(
1
r
−
1
r˜
)
,
which is the necessary condition (45) for the local estimate.
Example 6.8. Let η be a small positive parameter. Let v(t, x) be the solution
to (33) corresponding to the bump forcing term F given by the characteristic func-
tion
F (s, y) = χ (0 < s < 1, |y| < 1) .
When 0 < s < 1, |y| < 1 and t > 2, |x| ≪ ηt, we have
|x− y|
2
t− s
=
(
|x|
2
+O(ηt)
)(1
t
+O
(
1
t2
))
=
|x|
2
t
+O(η).
The oscillating factor in (34) still behaves as in (50). Hence, for some small (but
fixed) values of η, we can estimate v in the region t > 2, |x| ≪ ηt,
|v(t, x)| ≈ t−n/2
∫ 1
0
∫
|y|<1
(1 +O(η)) dy ds & t−n/2.
We deduce that
‖v(t)‖Lr & t
−n/2tn/r = t−n(1/2−1/r).
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When v ∈ Lqt (R;L
r
X) then the right hand side must belong to L
q(R), but this
happens only if (q, r) = (∞, 2) or if the integrability condition
−qn
(
1
2
−
1
r
)
< −1,
is satisfied, which is equivalent to say that (q, r) is a n/2-acceptable pair.
Example 6.9. Let ε, η be two small positive parameters with 0 < ε2 < η < 1. Let
v(t, x) be the solution to (33) corresponding to the focusing forcing term F given
by the characteristic function
F (s, y) = χ
(
0 < s < ε2,
∣∣∣|y| − η
ε
∣∣∣ < ε) .
When 0 < s < ε2,
∣∣|y| − ηε ∣∣ < ε and 2 < t < 3, |x| ≪ ε, we have
|x− y|2
t− s
=
(
η2
ε2
+O(η)
)(
1
t
+O(ε2)
)
=
η2
ε2t
+O(η).
The oscillating factor in (34) then becomes
ei|x−y|
2/(4(t−s)) = eiη
2/(4ε2t) (1 +O(η)) .
Hence, for some small (but fixed) values of η, we can estimate v in the region
2 < t < 3, |x| ≪ ε,
|v(t, x)| =
∫ ε2
0
∫
||y|− ηε |<ε
(1 +O(η)) dy ds & ε2ε−n+2.
We deduce that
‖v‖LqtLrx
‖F‖
Lq˜
′
s Lr˜
′
y
&
ε2ε−n+2εn/r
ε2/q˜′ε(−n+2)/r˜′
= εn/r+2/q˜+(n−2)/r˜.
This ratio blows up unless we have
n− 2
r˜
−
2
q˜
≤
n
r
,
which is the necessary condition (44) for the local estimate or the necessary condi-
tion (49) for the global estimate.
Example 6.10 ([2]). Let R≫ 1 and 0 < η < 1. We choose
F (s, y) = ei2R
2s2χ
(
0 < s < 1, |y| ≤
η
R
)
.
We have ‖F‖Lr˜′(Rn;Lq˜′ ([0,1])) ≈ (η/R)
n. We can write the solution v as
(51)
v(t, x) =
∫
|y|<η/R
∫ 1
0
ei(2R
2s2−|x−y|2/(4(t−s)))
(t− s)n/2
ds dy =
∫
|y|<η/R
I
(
t,
x− y
2R
,R
)
dy,
where I is the oscillatory integral
I(t, z, R) =
∫ 1
0
eiR
2ϕ(s;t,z)ψ(s; t) ds,
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with phase ϕ(s; t, z) = 2s2 − |z|2/(t− s) and amplitude ψ(s; t) = 1/(t− s)n/2. The
first and second derivatives of the phase are
∂sϕ = 4s−
|z|2
(t− s)2
, ∂2sϕ = 4−
2|z|2
(t− s)3
.
When t ∈ [2, 3] and 1/2 ≤ |z| ≤ 1, derivatives with respect to s of all orders for ϕ
and ψ are uniformly bounded by absolute constants and the phase ϕ has exactly
one non degenerate critical point s∗ = s∗(t, z) in [0, 1],
s∗ =
|z|2
4(t− s∗)2
∈
[
1
48
,
1
4
]
, ∂sϕ(s∗, t, z) = 0, ∂
2
sϕ(s∗, t, z) = 4−
2s∗
t− s∗
∈
[
2
3
, 12
]
.
By standard stationary phase methods (see [9, 2]), we obtain that the integral I
decays like 1/R as R→∞, more precisely
I(t, z, R) =
J∗(t, z)e
iR2ϕ∗(t,z)
R
+O
(
1
R2
)
,
where
J∗(t, z) = e
iπ/4ψ(s∗(t, z); t)
√
2π
∂2sϕ(s∗(t, z); t, z)
, ϕ∗(t, z) = ϕ(s∗(t, z); t, z).
By the above computations, when t ∈ [2, 3] and |z| < 1 we have
(52) |J∗(t, z)| ≈ 1;
moreover,
∇zϕ∗(t, z) = ∇zϕ(s∗; t, z) = −
2z
t− s∗
= O(1),
so that we have ϕ∗(t, z)− ϕ(t, z0) = O(z − z0). In particular, this shows that the
oscillatory factor
eiR
2ϕ∗(t, x−y2R ) = eiR
2ϕ∗(t, x2R )+O(η) = eiR
2ϕ∗(t, x2R ) (1 +O(η)) ,
does not oscillates too much when |y| ≤ η/R, R ≤ |x− y| ≤ 2R and η is sufficiently
small. It follows that
I
(
t,
x− y
2R
,R
)
=
eiR
2ϕ∗(t,x/(2R))
R
J∗
(
t,
x− y
2R
)
(1 +O(η)) +O
(
1
R2
)
,
which inserted in (51) and using (52) proves that
|v(t, x)| &
ηn
Rn+1
on the region 2 ≤ t ≤ 3, R+ η/R < |x| < 2R− η/R. Thus, the ratio
‖v‖Lr(Rn;Lq([2,3]))
‖F‖Lr˜′(Rn;Lq˜′ ([0,1]))
&
R−n−1 · Rn/r
R−n/r˜′
= Rn(1/r−1/r˜)−1,
cannot be bounded as R→∞ unless
1
r
−
1
r˜
≤
1
n
,
which is the necessary condition (43) for the local estimate or the necessary condi-
tion (48) for the global estimate.
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1/21/n
1/n
R1
R2
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R4
1/2
0
1/r
1/r˜
Figure 4. Necessary and sufficient conditions on r and r˜ for local
inhomogeneous estimates for the Schro¨dinger equation.
7. Open questions
Remark 7.1. For the local estimates (35), the range of values for the exponents
(q, r; q˜, r˜) which is described by the necessary conditions of proposition 6.3 is larger
than the corresponding range described by the sufficient conditions of proposi-
tion 6.1. In particular, our examples do not exclude the possibility that local esti-
mates could be valid for some (q, q˜) when (r, r˜) are in one of the following ranges,
Rj , which are not covered by proposition 6.1:
R1 :
1
r
>
1
2
,
1
r
+
1
r˜
≤ 1,
1
r
−
1
r˜
≤
1
n
;
R2 :
1
r˜
>
1
2
,
1
r
+
1
r˜
≤ 1,
1
r˜
−
1
r
≤
1
n
;
R3 :
n− 2
r
>
n
r˜
,
1
r
−
1
r˜
≤
1
n
;
R4 :
n− 2
r˜
>
n
r
,
1
r˜
−
1
r
≤
1
n
.
To our knowledge, this is still an open problem. It seems that using only the
conservation of energy and the dispersive properties of the linear evolution for
the homogeneous Schro¨dinger equation, as we do with Strichartz estimates, is not
enough to reach these regions. Is there some other smoothing property associated
with the inhomogeneous operator (34)?
If, instead of using Lqt (R;L
r
X) norms, we measure functions using L
r(X ;Lq(R))
norms, then we are able to prove estimates for (r, r˜) inside the regions R3 and R4;
details on this can be found in [2].
Remark 7.2. Similarly, for the global estimates (36), the range of values for the ex-
ponents (q, r; q˜, r˜) which is described by the necessary conditions of proposition 6.4
is larger than the corresponding range described by the sufficient conditions of
proposition 6.2. The gap here lies in the difference between condition (38) and
condition (49).
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Remark 7.3. Finally, one last question. If the inhomogeneous Schro¨dinger equation
turns out to have better integrability properties than the ones provided by propo-
sition 6.1 or proposition 6.2, is it then possible to construct some family U(t) of
evolution operators which satisfy the requirements (1) and (2) and such that their
integrability properties for the inhomogeneous estimates are exactly those given by
theorem 1.10 and theorem 1.4?
Appendix A. Details on the set E∗ defined in section 2
We construct the set E∗ in three steps.
First, E∗ contains the point (1/Q, 1/R; 1/Q˜, 1/R˜) when the pairs (Q,R) and
(Q˜, R˜) are sharp admissible. This is a square in [0, 1]4 defined by the equations
1
Q
= σ
(
1
2
−
1
R
)
,
1
Q˜
= σ
(
1
2
−
1
R˜
)
, 0 ≤
1
Q
,
1
Q˜
,
1
R
,
1
R˜
≤
1
2
,(53)
and, if σ = 1, we must also require (Q,R) 6= (2,∞) and (Q˜, R˜) 6= (2,∞).
Second, E∗ contains the convex hull of the above square with the point (1/∞, 1/∞; 1/∞, 1/∞).
These are points of the form (θ/Q, θ/R; θ/Q˜, θ/R˜) where (Q,R) and (Q˜, R˜) sat-
isfy (53) and 0 ≤ θ ≤ 1.
Third, E∗ contains points of the form (1/q, 1/r; 1/q˜, 1/r˜) where
1
q
≥
θ
Q
,
1
r
=
θ
R
,
1
q˜
≥
θ
Q˜
,
1
r˜
=
θ
R˜
.
Hence, the set E∗ is the set of points (1/q, 1/r; 1/q˜, 1/r˜) ∈ [0, 1]
4 for which there
exist Q,R, Q˜, R˜, θ such that
1
Q
= σ
(
1
2
−
1
R
)
,
1
Q˜
= σ
(
1
2
−
1
R˜
)
,
0 ≤
1
Q
,
1
Q˜
≤
1
2
, 0 ≤
1
R
,
1
R˜
≤
1
2
, 0 ≤ θ ≤ 1,
1
q
≥
θ
Q
,
1
q˜
≥
θ
Q˜
,
1
r
=
θ
R
,
1
r˜
=
θ
R˜
,
and if σ = 1 we must also require that R 6=∞ and R˜ 6=∞.
Using the last two equalities, we can eliminate R and R˜,
θ
Q
= σ
(
θ
2
−
1
r
)
,
θ
Q˜
= σ
(
θ
2
−
1
r˜
)
,
0 ≤
θ
Q
,
θ
Q˜
≤
θ
2
, 0 ≤
1
r
,
1
r˜
≤
θ
2
, 0 ≤ θ ≤ 1,
1
q
≥
θ
Q
,
1
q˜
≥
θ
Q˜
.
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Using the first two equalities, we can eliminate Q and Q˜,
0 ≤ σ
(
θ
2
−
1
r
)
≤
θ
2
, 0 ≤ σ
(
θ
2
−
1
r˜
)
≤
θ
2
,
0 ≤
1
r
,
1
r˜
≤
θ
2
, 0 ≤ θ ≤ 1,
1
q
≥ σ
(
θ
2
−
1
r
)
,
1
q˜
≥ σ
(
θ
2
−
1
r˜
)
.
We rearrange these inequalities,
0 ≤ θ ≤ 1,
σ − 1
σ
θ
2
≤
1
r
≤
θ
2
,
σ − 1
σ
θ
2
≤
1
r˜
≤
θ
2
,
σθ
2
≤
1
q
+
σ
r
,
σθ
2
≤
1
q˜
+
σ
r˜
.
We isolate the quantity 1/θ,
1 ≤
1
θ
≤ ∞,
σ − 1
σ
r
2
≤
1
θ
≤
r
2
,
σ − 1
σ
r˜
2
≤
1
θ
≤
r˜
2
,
σ
2
1
q +
σ
r
≤
1
θ
,
σ
2
1
q˜ +
σ
r˜
≤
1
θ
.
There exists some θ which satisfies the above system of inequalities if and only if
each expression on the left of 1/θ is less or equal to each expression on the right.
This means that we must have
1 ≤
r
2
, 1 ≤
r˜
2
,
σ − 1
σ
r
2
≤
r˜
2
,
σ − 1
σ
r˜
2
≤
r
2
,
σ
2
≤
r
2
(
1
q˜
+
σ
r˜
)
,
σ
2
≤
r˜
2
(
1
q
+
σ
r
)
.
We rearrange these inequalities in a final form
r ≥ 2, r˜ ≥ 2,
σ − 1
r˜
≤
σ
r
,
σ − 1
r
≤
σ
r˜
,
σ
r
−
σ
r˜
≤
1
q˜
,
σ
r˜
−
σ
r
≤
1
q
.
We should also remember that in the case σ = 1 we had to exclude the case r =∞
or r˜ = ∞. These are the conditions which describe the set E∗ and are the same
which appear in the statement of theorem 1.10.
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