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Resumen. Controlar la disipación de potencia y la temperatura es una gran 
preocupación en todos los sistemas informáticos modernos. No obstante, obtener 
información sobre el consumo de energía del procesador y del sistema puede no 
ser una tarea trivial. Afortunadamente, los procesadores de hoy en día cuentan 
con una gran cantidad de contadores de hardware para monitorear diferentes 
eventos en CPU y memoria. En este trabajo, se diseña un nuevo modelo 
estadístico de estimación de potencia destinado a la placa de desarrollo embebido 
Raspberry Pi 3. El modelo mapea valores de ciertos contadores de rendimiento a 
consumo de potencia del dispositivo a través de regresión lineal. Se analizan 
decenas de aplicaciones correspondientes a benchmarks clásicos, obteniendo un 
error promedio menor al 6.8% tanto para soluciones secuenciales como para 
algoritmos paralelos utilizando OpenMP. 
Palabras claves: Consumo energético, Estimación de potencia, Raspberry Pi, 
Contadores de rendimiento, Modelo estadístico.  
1. Introducción 
En la actualidad, el consumo energético se ha convertido en una métrica de gran 
importancia que juega un papel fundamental a la hora de especificar el diseño de un 
sistema. Si bien hay muchas situaciones en las que es deseable ceder rendimiento en 
pos de un menor consumo energético, la performance sigue siendo el objetivo 
principal, por lo que la energía pasa a ser una preocupación de segundo nivel para los 
usuarios finales. Sin embargo, la constitución de un equilibrio entre el consumo de 
energía y los requisitos de rendimiento es de suma importancia para aprovechar de 
manera eficiente los recursos disponibles en muchos entornos, desde pequeños 
sistemas embebidos hasta grandes centros de cómputo de alto rendimiento (HPC). 
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Aunque los procesadores multi-core proporcionan una mejor relación 
rendimiento/consumo respecto a los single-core, la disipación de potencia continúa 
siendo un limitador de rendimiento clave para ambas arquitecturas. Recientemente, se 
han propuesto varias técnicas micro arquitectónicas para minimizar los problemas 
energéticos, como la adaptación dinámica de recursos del procesador [1][2][3] y el 
escalado dinámico de tensión y frecuencia (DVFS) [4][5].  
La monitorización energética del procesador es importante para generar una correcta 
administración y, por consiguiente, reducir su consumo cumpliendo con los límites de 
disipación térmica de potencia del dispositivo. Luego, el control de energía requiere 
una supervisión en línea de la potencia consumida.  
Si bien es posible realizar mediciones por hardware al sistema para implementar un 
control de potencia de grano fino, tal instrumentación es costosa y no comúnmente 
disponible. Generalmente, se basa en empotrar instrumentos de medición para 
monitorear cada nodo. Además, la latencia y los períodos de muestreo de las 
herramientas utilizadas pueden ser grandes en comparación con las escalas de tiempo 
en las que las cargas de trabajo pueden variar.  
No obstante, los procesadores proporcionan un conjunto de contadores de hardware 
que se pueden utilizar para monitorear una amplia variedad de eventos relacionados 
con la performance del sistema con una alta precisión. Dado que cada evento está 
asociado con un determinado gasto de energía, cualquiera de ellos puede ser utilizado 
como parámetro en un modelo de rendimiento. Aunque el número de contadores suele 
ser limitado, los mismos permiten contabilizar una amplia diversidad de eventos. Por lo 
tanto, el problema de crear un modelo útil es encontrar un conjunto restringido de 
eventos que describa la mayor parte de la variación en potencia. Aunque algunos 
eventos representan actividades con poco impacto en la energía, otros exhiben una alta 
correlación. 
Dadas las restricciones que presenta la instrumentación por hardware, construir un 
modelo estadístico es una alternativa viable para realizar la estimación del consumo 
energético del sistema en tiempo real. En este trabajo se entrena un modelo de potencia 
basado en regresión lineal y eventos de rendimiento para la placa de desarrollo 
Raspberry Pi 3. El modelo es validado a través de un conjunto de aplicaciones con 
diferentes cargas de trabajo. Esta placa presenta un set limitado de contadores, los 
cuales a su vez soportan una cantidad reducida de eventos. Desafortunadamente, esta 
placa no presenta contadores para monitorear el consumo energético del sistema. 
Este artículo se organiza de la siguiente manera: en la Sección 2 se recopilan los 
trabajos relacionados en el ámbito de la predicción del consumo energético. Luego, en 
la Sección 3 se presenta la metodología para el diseño del modelo estadístico. 
Seguidamente, en la Sección 4 se detallan los procedimientos realizados para la 
construcción del modelo. Luego, en la Sección 5 se demuestra la validez de la 
estimación alcanzada. Finalmente, en la Sección 6 se comentan las conclusiones y las 
líneas de trabajo futuras.  
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2. Trabajos relacionados 
En esta sección se presentan algunas de las investigaciones previas relacionadas con el 
presente trabajo. Isci et al. [5][6] construyó una metodología de modelado de potencia 
en tiempo real basada en el uso de contadores de rendimiento para identificar las 
diferentes fases de potencia dentro de un determinado código científico. Bellosa 
analizó el consumo energético total del sistema y lo comparó frente a la información 
obtenida por los contadores de rendimiento en [7]. Por otro lado, Joseph et al. [8] 
propuso el uso de los contadores de rendimiento como una base para la estimación de 
potencia del procesador y sus subcomponentes. Luego, Contreras et al. [9] utilizó 
contadores de rendimiento para estimar en tiempo real el consumo de potencia sobre un 
determinado procesador y su memoria. Además, propone que este esquema puede 
servir como base para la estimación en sistemas embebidos.  
Por otra parte, Bircher et al. [10][13][19] exploró el uso de los contadores de 
rendimiento para predecir el consumo energético de diversos subsistemas como la 
CPU, memoria, chipset, E/S, disco y GPU. El mismo, fue desarrollado y validado sobre 
dos plataformas distintas. Asimismo, Rodrigues et al. [18] estudió el uso de los 
contadores de rendimiento aplicados en la estimación del consumo energético en 
tiempo real sobre dos arquitecturas diferentes: una orientada a alto rendimiento y la 
restante basada en bajo consumo.   
Singh et al. [11] construyó una estimación del consumo de potencia en tiempo real 
haciendo uso de los contadores de rendimiento. Los mismos son recolectados a través 
de micro-benchmarks sobre códigos secuenciales y multihilo. Lee et al. [12] sugirió 
crear modelos de predicción de potencia y rendimiento usando diferentes parámetros 
de diseño de hardware y contadores de rendimiento. En el mismo, se realiza una 
combinación de modelos lineales y no lineales. Se utilizó, además, un framework de 
simulación para evaluar los errores de predicción.  
Pusukuri et al. [14] desarrolló un modelo de potencia lineal basado en solo un par de 
predictores. Funciona para diversas frecuencias de CPU con una gran precisión. El 
modelo posee una alta portabilidad sobre arquitecturas x86 ya que los predictores 
utilizados se encuentran presentes en la mayoría de los nuevos procesadores. También, 
Jiménez et al. [15] caracterizó el comportamiento térmico y energético de un sistema 
basado en IBM POWER 6. De esta manera, diseñó el primer modelo analítico de 
consumo de potencia sobre esta arquitectura, el cual está basado en regresión lineal y 
contadores de rendimiento. En este sentido, Lim et al. [16] presentó y evaluó un 
enfoque general para construir modelos de estimación de potencia del sistema basados 
en contadores de rendimiento. A través de esta técnica, construyó un modelo 
estadístico de regresión lineal para el Intel Core I7 utilizando diferentes frecuencias, 
cantidad de núcleos y tamaño de problema. Aunque el artículo presenta resultados 
interesantes, los procesadores Intel ya disponen de un software de estimación de 
potencia propio conocido como Intel RAPL (Running Average Power Limit), 
previamente analizado en trabajos como [20][21][22]. 
Por otro lado, Lively et al. [17] desarrolló un conjunto de modelos híbridos de 
estimación de performance y consumo centrados en las aplicaciones. El mismo analiza 
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un conjunto de códigos científicos en su implementación MPI/OpenMP y genera un 
procedimiento adecuado para llevar a cabo el modelado y la validación. 
Si bien los trabajos anteriores analizaron e implementaron diferentes técnicas de 
estimación energética, la arquitectura objetivo de los mismos son los procesadores 
CPU tradicionales. No obstante, este artículo se centra en realizar un estudio de 
similares características sobre procesadores de arquitectura ARM. 
3.  Metodología 
Generalmente, el diseño de estos modelos estadísticos comprende dos aspectos básicos. 
En primer lugar, analizar una serie de aplicaciones que incorporen diferentes 
comportamientos computacionales, con el fin de extraer información importante sobre 
el rendimiento de una determinada arquitectura. Por otra parte, evaluar la performance 
del sistema (tiempo de ejecución) y/o el consumo de potencia del mismo. 
Luego de la recolección de los datos, se selecciona el método estadístico a utilizar 
para la estimación objetivo. Los modelos existentes abarcan regresiones lineales, 
gaussianas, máquinas de soporte vectorial, redes neuronales, entre otros. 
Particularmente, en este trabajo se utiliza el método matemático de regresión lineal, el 
cual permite aproximar la relación de dependencia entre la potencia (variable 
dependiente) y la información que provee el hardware (variables independientes). Este 
modelo puede ser descrito de la siguiente manera: 
𝑌𝑖 =  𝛽0  + 𝛽1 𝑋1  + 𝛽2 𝑋2 + . . . + 𝛽𝑛 𝑋𝑛  
El conjunto de n observaciones se encuentra denotado por {𝑌𝑖, 𝑋1, 𝑋2, . . . , 𝑋𝑛} 
donde 𝑌𝑖 es la variable dependiente y 𝑋𝑖 son las variables predictoras. Además, {𝛽0, 𝛽1, 
..., 𝛽𝑛} son los coeficientes de las variables predictoras. Cabe destacar que cada uno de 
los predictores 𝑋𝑖 se encuentra normalizo de acuerdo con la cantidad de ciclos 
ocurridos. 
Para los datos de entrada del modelo se utilizan los contadores de rendimiento 
provistos por la arquitectura de hardware utilizada, los cuales son un conjunto de 
registros de propósito especial cuya función es almacenar en forma acumulativa ciertos 
eventos del sistema. 
La selección de los contadores se realiza mediante un análisis de correlación 
individual contra la variable dependiente y, además, una correlación mutua entre cada 
par de contadores de manera tal de detectar información redundante entre ellos. 
Generalmente, para implementar el modelo predictivo se emplean diferentes 
herramientas de desarrollo como Weka, Matlab, RapidMiner, R Studio, entre otras. En 
este caso, se utiliza la suite RapidMiner Studio 8.2, constituido como el producto mejor 
valorado frente a sus competidores por su facilidad de uso, calidad de soporte, rápida 
administración, entre otras, según la lista de los top 16 software para análisis 
estadístico y predictivo [28]. 
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4. Desarrollo del modelo de estimación 
En este trabajo, el modelo predictivo se construye con el objetivo de estimar el 
consumo de potencia de la placa de desarrollo Raspberry Pi 3. Es una placa embebida 
que presenta el microprocesador, la memoria, las comunicaciones inalámbricas y los 
puertos en un mismo circuito. El modelo utilizado dispone de un procesador Broadcom 
BCM2837B0, Cortex-A53 (ARMv8) con 4 cores de 64 bits a 1.4GHz. Posee una 
memoria de 1GB SDRAM y una GPU VideoCore IV a 400 MHz. Además, cuenta con 
conectividad inalámbrica y cableada, así como también, con un vasto número de pines 
de E/S de propósito general. La placa utiliza el sistema operativo Raspbian 8 Jessie 
(kernel 4.4.50), una distribución GNU/Linux basada en Debian. 
El procesador ARM Cortex-A53 solo dispone de 6 contadores de rendimiento. Con 
ellos se puede contabilizar los distintos eventos disponibles en el chip, los cuales se 
encuentran listados en la Tabla I. 
 
Tabla I. Eventos de rendimiento disponibles en Raspberry Pi 3 (ARM Cortex-A53). 
Contador Descripción 
  TOT_CYC Totalidad de ciclos del procesador 
TOT_INS   Totalidad de instrucciones completadas 
 LD_INS Instrucciones de carga completadas 
SR_INS Instrucciones de almacenamiento completadas 
BR_INS Instrucciones de salto completadas 
 BR_MSP Fallos en predicción de saltos 
L1_ICM Fallos en caché de instrucciones L1 
 L1_DCA Cantidad de accesos a la caché de datos L1 
 L1_DCM Fallos en caché de datos L1 
L2_DCA Cantidad de accesos a la caché de datos L2 
L2_DCM Fallos en caché de datos L2 
TLB_IM  Fallos en instrucciones en TLB 
TLB_DM Fallos en datos en TLB 
HW_INT Cantidad de interrupciones de hardware 
 
Para llevar a cabo la recolección de datos, se realizó el conexionado de los diferentes 
dispositivos involucrados, como se muestra en la Figura 1.  
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Figura 1. Esquema de conexión. 
El sistema de medición está compuesto por una placa Arduino UNO conjunto al sensor 
INA219. En particular, Arduino UNO es una placa de desarrollo basada en el 
microcontrolador ATmega328 y muy utilizada para crear dispositivos digitales y 
objetos interactivos que permiten sensar y manipular diferentes variables del medio en 
el que se desarrollan. Por otra parte, el dispositivo INA219 permite analizar tensión y 
corriente continua a través del protocolo I2C. De esta manera, combinando ambas 
variables se obtiene la potencia instantánea. 
Luego, como se puede apreciar, la Raspberry Pi se alimenta por USB desde la línea 
eléctrica a través de un transformador convencional. Simultáneamente, el sensor 
mencionado mide la corriente y la tensión instantánea que consume la placa embebida. 
En este sentido, al momento de ejecutar cada uno de los benchmarks, la Raspberry Pi 
genera una señal digital por uno de sus pines de E/S para que la placa Arduino 
comience a almacenar la información proveniente del sensor INA219. Al mismo 
tiempo, el equipo de recepción ejecuta un script Python, el cual genera un archivo de 
muestras con los datos recibidos. 
Se analizan las soluciones secuenciales y multihilo (OpenMP) para cada una de las 
aplicaciones de los benchmarks seleccionados. En primera instancia, se evaluó NAS 
[23], un conjunto de benchmarks originados por el grupo de investigación NASA 
Advanced Supercomputing. Además, se analizó RODINIA [24], una suite destinada a 
computación heterogénea que incluye diferentes aplicaciones según los patrones 
algorítmicos de Berkeley [25]. Por último, se ejecutaron varias de las aplicaciones que 
provee la suite LINPACK [26], las cuales permiten medir la potencia de cálculo de 
punto flotante en el sistema. 
En este punto, se lleva a cabo una instrumentación sobre el núcleo de cada uno de 
los algoritmos, lo que permite supervisar el nivel de rendimiento de una aplicación. 
Este proceso se realiza a través de PAPI y genera un archivo con la información 
correspondiente a los contadores de rendimiento evaluados durante la ejecución del 
algoritmo. 
Una vez analizados los diferentes benchmarks, se procede a la carga de los datos de 
potencia e información de los eventos de rendimiento en la suite RapidMiner. Luego, 
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se normalizan todos los contadores de acuerdo con el contador de ciclos. 
Posteriormente, se realiza la correlación de cada contador normalizado con la potencia 
medida, como se observa en la Figura 2. Además, se analiza la correlación mutua entre 
contadores. Ambos procesos permiten definir los contadores que dan lugar a la 
estimación de potencia del sistema. Generalmente, es deseable, que el modelo de 
estimación involucre el menor número de contadores, de manera de disminuir la 
cantidad de eventos monitorizados en simultáneo sobre el sistema. Particularmente, 
TOT_INS_NORM, BR_INS_NORM, SR_INS_NORM, L2_DCA_NORM, 
L2_DCM_NORM son los contadores seleccionados que, sumados a TOT_CYC (para 
implementar la normalización), representan las variables de entrada del modelo de 
regresión lineal. 
Figura 2. Correlación contador-potencia. 
El proceso anterior genera un modelo de regresión lineal que utiliza los contadores 
seleccionados. Como se pretende modelar tanto soluciones secuenciales como 
multihilo, se entrenaron dos modelos estadísticos, uno para cada enfoque. Ambos 
utilizan el mismo set de contadores de rendimiento.  
En la Tabla II se muestra el detalle de los pesos asociados a cada contador de 
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Tabla II. Pesos obtenidos para cada predictor. 
Predictor Contador Peso Algoritmo secuencial 
Algoritmo 
OpenMP 
 Intercept 𝛽0 1.595 1.782 
X1 L2_DCM_NORM 𝛽1 14.696 79.001 
X2 L2_DCA_NORM 𝛽2 2.358 8.527 
X3  SR_INS_NORM 𝛽3 0.108 1.206 
X4 BR_INS_NORM 𝛽4 0.093 -1.626 
X5 TOT_INS_NORM 𝛽5 0.058 0.676 
 
De esta manera, ambos modelos de predicción pueden ser descriptos de la siguiente 
manera:  
𝑌𝑆𝐸𝐶 =  1.595 + 14.696 𝑋1  + 2.358 𝑋2  + 0.108 𝑋3 + 0.093 𝑋4 + 0.058 𝑋5 
𝑌𝑂𝑀𝑃 =  1.782 + 79.001 𝑋1  + 8.527 𝑋2  + 1.206 𝑋3 − 1.626 𝑋4 + 0.676 𝑋5 
La información reflejada anteriormente puede trasladarse fácilmente a una 
implementación por software o hardware para permitir que las aplicaciones en 
ejecución estimen el consumo energético del dispositivo en tiempo real.  
5. Validación 
Luego de realizado el proceso de entrenamiento para la obtención de los pesos, se 
contrastaron ambos modelos con los correspondientes valores observados. En este 
sentido, en la Figura 3 y 4 se detalla la potencia real, obtenida por el proceso de 
medición, y la potencia estimada, para un conjunto de las aplicaciones analizadas. 
 
 
Figura 3. Potencia real vs. estimada para el modelo secuencial. 
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Figura 4. Potencia real vs. estimada para el modelo OpenMP. 
 
Para estimar la precisión del modelo se implementó una validación leave-one-out 
cross-validation (LOOCV), técnica que permite separar la información de manera tal 
que, para cada iteración, se destina una única muestra para los datos de prueba mientras 
que el conjunto restante conforma los datos de entrenamiento del modelo actual. 
Como resultado se obtuvo un error promedio de 6,3% para aplicaciones secuenciales 
y 6,8% para algoritmos OpenMP. Adicionalmente, en pos de clarificar la precisión y 
robustez de ambos modelos de estimación, se evaluó la raíz del error cuadrático medio 
(RMSE) [27]. En este caso, el modelo secuencial alcanza un RMSE de 0.033 mientras 
que la estimación paralela produce un error de 0.042. 
Parte del error cometido puede deberse al hecho de que el modelo fue diseñado para 
funcionar online, razón por la cuál algunos eventos de rendimiento son marginados de 
la estimación. De esta manera, ciertos comportamientos no habituales de una 
determinada aplicación generan una desviación mayor entre la predicción y la potencia 
real. 
6. Conclusiones y Líneas de Trabajo Futuro  
Este artículo trata la utilización de contadores de rendimiento, específicamente sobre 
Raspberry Pi 3, con el fin de obtener una estimación confiable del consumo de 
potencia. 
Se construyó un modelo estadístico para aplicaciones secuenciales y otro para 
aplicaciones paralelas utilizando OpenMP. Ambos basados en regresión lineal y 
validados frente a diferentes muestras obtenidas por experimentación. En este sentido, 
los datos generados para los modelos se adquieren a través de la instrumentación de 
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diferentes benchmarks. Además, la información correspondiente a la potencia real del 
dispositivo se extrajo a partir de un sistema físico de medición. 
Como resultado del proceso de correlación, se seleccionaron los contadores de 
rendimiento que actúan como predictores en los modelos de regresión. Se restringió la 
cantidad de predictores seleccionables de acuerdo con la cantidad máxima de 
contadores de hardware que dispone el dispositivo en estudio. De esta manera, la 
estimación puede efectuarse en tiempo real. 
La validación de ambos modelos estadísticos arrojó un error promedio menor a 6.8% 
tanto para algoritmos secuenciales como OpenMP. 
Finalmente, se plantea como trabajo futuro la creación de un único modelo de 
predicción que se desligue de la cantidad de hilos empleada por cada aplicación. 
Además, evaluar la utilización de diferentes esquemas de regresión, los cuales 
permitirían eventualmente alcanzar errores menores. 
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