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Abstract
Exploratory data visualization is a key component of data mining processes. It is
particularly useful to gain insights from high-dimensional data and improve the inter-
pretability of these processes as a result. Data visualization is limited to the capabilities
of the viewer. These perceptual limitations in the process of data visualization can be
at least partially overcome through interactive systems that allow us to “navigate”
through visual displays.
Virtual Reality (VR) is an adequate paradigm to achieve such interaction, but, de-
spite its current blossoming, most efforts in that direction so far have required complex
systems and specialized environments and are still far from being standardized.
We are currently witnessing a quick industrial move towards wearable VR systems
associated to mobile telephony. In parallel, the educational world is steadily moving
towards ubiquitously-accessible e-learning environments. Acknowledging both trends,
we propose in this thesis the foundations for the future development of a VR mobile
app for visual data exploration in the context of educational data mining. The focus
on data visualization for data mining is meant to be a proof of concept that could be
extended to the teaching of many other aspects of data mining.
E.S. Gutiérrez
CHAPTER I
1 Introduction
The concept of Virtual reality (VR) is rather recent and is used to explain a realistic
three-dimensional environment, which is generated by computers and can be explored by and
interacted with a person. Said person thus somehow becomes part of this VR in the sense
that is sensorially “deceptive”; in other words, she/he is immersed within this environment
and whilst there, is also able to manipulate different objects and perform a series of actions
in a way that should differ the least with the manipulation of real objects.
Virtual reality also produces a set of data, which is often used to develop new
models, training methods, communication and interaction: in many ways, the possibilities
are endless. The main stumbling blocks are time, costs and technological limitations.
This has of late become a “trending topic” of research, generating a lot of interest
also from a commercial and industrial perspective over the last few years. Being a new
paradigm of user interface it offers great advantages in many different application areas.
One of the general advantages that VR provides is an easy, powerful, and intuitive way for
human-computer interaction.
This general interest, together with the explosive evolution of mobile communica-
tions, has moved VR from the more technologically ad hoc research environments towards
a path in which it could become a consumer commodity. With VR commercial apps, the
user can observe and manipulate the simulated environment in the same way we act in
the real world, without requiring knowledge about how user interface works or how it was
programmed.
Of course, one of the most popular VR application and development areas is gaming,
but there are a whole host of alternative uses for VR some of which are more challenging
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or unusual than others, for example: military, education, medicine, engineering, business,
fashion, entertainment, etc.
The educational world is steadily moving towards ubiquitously-accessible e-learning
environments. Open-source web-accessible learning platforms are now commonplace in uni-
versity learning, making traditional distance education a thing of the past. Even beyond
that, the advent of Massive Open Online Courses (MOOCs) is upsetting the standards of
“localized” higher education. In this context, education is indeed an area in which it makes
sense to design and implement VR for teaching and learning support. One of the most im-
portant reason is that it enables large groups of students to interact with each other as well
as within an extended three-dimensional environment.
This thesis is presented as part of the Universitat Politècnica de Catalunya (UPC
BarcelonaTech) Master on Innovation and Research in Informatics program. One of the many
topics taught in its courses is Data Mining (DM), which obviously concerns the management,
processing and analysis of data, often from a business-oriented viewpoint. The teaching of
DM might therefore benefit from the use of VR techniques for data representation as support
tools. Data visualization in particular, as a DM topic, could greatly benefit from the use of
VR for representation of complex data in an accessible (and possibly fun) manner to students,
somehow adding an element of gamification to the learning process. In this way, VR would
be an assistive tool for facilitating students’ learning of knowledge discovery processes from
data.
VR is, at the moment, aggressively trying to muscle into the mobile telecommu-
nications market. To the best of our knowledge, there are only a few Data Mining related
apps for mobiles. None of them resort to the possibilities of VR. This thesis aims to provide
the first steps for a proof of concept of the use of VR in the creation of a mobile app for
exploratory data visualization in Data Mining education.
2
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1.1 Motivation
Data Mining is a field whose endeavour is discovering novel and potentially useful
information from usually large amounts of data. Being a somehow business-oriented concept,
its limits are ill-defined and its definition in constant flux. Currently, it covers concepts such
as Process Mining and Business Intelligence and is becoming partially superseded by the
more generic concept of Data Science. Visual Data Mining (VDM), as one of its sub-fields,
is the process of exploration, interaction and reasoning with abstract data using natural
human visual perception.
Current tools for VDM have natural perception as a limiting barrier. A barrier that
also exists for the teaching of VDM. The use of VR-based tools holds the promise of at least
partially overcoming this difficulty by providing an interactive and interesting way to learn.
Given students’ ubiquitous access to mobile devices with increasing computational power,
the integration of VR in education-oriented mobile apps becomes the main motivation of
this thesis.
1.2 Goals
The main goal of this thesis is to develop a simple and basic VR mobile app to
support the teaching of VDM. For that, some of the key issues involved in teaching Data
Mining will be described.
It is intended to be used as a educational support tool to familiarize students with
the concept of data exploration for knowledge extraction, with a focus on data visualization
as the basis for VDM. As such, the goal is making this a proof of concept prior to the
development of more ambitious tools to assist Data Mining in general. The application is
thus required to be easy to use, fairly intuitive and as self-explanatory as possible.
3
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1.3 Structure of the Thesis
The structure of this thesis is divided as follows:
Chapter 2.
It is called background and state of the art where a study of bibliographical refer-
ences is made so far. In other words, the studies carried out in the research field of the thesis
are presented and the working tools options are described.
Chapter 3
This is the central part of the thesis and corresponds to the development of a
VR application for DM education. It describes the entire realization process of the same.
From its initial state, that specifies the working tools and data-sets used, until its final state
that will be the graphical representation of the results. Also describe all the intermediate
states and the decisions that had to be made for the selection of the working tools and the
presentation of the figures that allow a better understanding of the results.
Chapter 4
The final part of the thesis are the conclusions and the futures developments. This
chapter refers to an explanation of the results obtained and a description on the different
possibilities of further expanding the work done.
Annexes
In the annexes section are added all the data-sets used, the visualizations in virtual
reality of the data-sets processed with the method of dimensionality reduction PCA, as well
as a description of each data-set.
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CHAPTER II
2 Background & State of the Art
This chapter introduces the relevant principles and technologies related to the con-
cept of a VR mobile application for exploratory data navigation in Data Mining education
that form the main guidelines of this dissertation.
The first section describes all the idea of VR for data exploration. This is followed by
a section that presents mobile apps for Data Mining from a brief description of this concept,
as well as the tools required for the development of an Android app, a brief summary of
educational scientific mobile apps and some of the few already existing Data Mining mobile
apps. The last section describes the dimensionality reduction problem in Data Mining that
underlie the problem of VDM.
2.1 Virtual Reality for data exploration
In brief, data exploration is one of the first and key stages of Data Mining, in which
diverse techniques are informally used to gather knowledge from data to provide preliminary
insights that could be useful for subsequent data modelling. Data exploration often resorts
to inductive reasoning, trying to find clues about patterns in data that might reveal useful
data characteristics.
Knowledge Discovery in Databases (KDD) [1] is commonly defined as the extraction
of potentially useful knowledge from data and often identified with Data Mining as a concept.
The KDD process is also commonly defined in three stages: pre-processing, Data Mining, and
post-processing. At the output of the Data Mining process (post-processing), the decision-
maker must evaluate the results and select what is interesting. This task can be improved
5
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considerably with visual representations. Visual representations can allow rapid information
recognition and show complex ideas with clarity and efficacy.
Beilken & Spenke [2] presented Visual Data Mining (VDM) as an interactive visual
methodology which can help users to have a preliminary feeling for the data, while extracting
interesting knowledge and gaining a visual understanding of the data set. All of this with
the goal of facilitating KDD.
VDM has evolved from two different fields the fields, scientific visualization and
information visualization. Both visualizations forms create visual representations from data
that support user interaction with the goal to find useful information in the data. In scientific
visualization, visual representations are typically constructed from measured or simulated
data which represent objects or concepts of the physical world.
VDM traditionally uses 2-D graphics or very simple 3-D graphics to visualize results
on ordinary screens. During the last years, graphics cards have doubled their speed every
half year. Together with advances in supercomputers and user interface technology, this has
made it possible to produce large and complex visualizations in immersive VR, including
real-time interaction [3] [4].
Some visual representations for VDM are based on abstract representations [5]:
• Graphs. A graph is a network of nodes and arcs, where the nodes represent entities
while the arcs represent relationships between entities; an example is presented in the
Figure 1. A technique based on the hyper system [6] for force-based visualization
can be used to create a graph representation. The visualization consists of nodes and
links whose properties are given by the parameters of the data. Data elements affect
parameters such as node size and color, link strength and elasticity. The dynamic
graphs algorithm enables theself-organization of nodes in the visualization area by the
use of a force system in order to find a steady state, and determine the position of the
nodes.
6
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Figure 1: Example of graph
• Trees. It is a visualization technique based on the hierarchical organization of data. A
tree can represent many entities and the relationships between them. Various methods
have been developed for this purpose, among which, space-filling techniques and node-
link techniques, for example, Space-filling and Node-link techniques. Figure 2 displays
an example of a tree representation.
Figure 2: Example of tree
• Geometrical shapes. Objects with certain attributes are used to represent data and
knowledge. One of the most common representation based on geometrical shapes is
the 3D scatter-plot visualization technique which uses of volume rendering and hits
limitations if the data-set is large, noisy, or if it contains multiple structures. With
large amounts of data, the amount of displayed objects makes it difficult to detect
any structure at all. Figure 3, next, provides a clear example of geometrical shapes
representation.
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Figure 3: Example of Geometrical shapes
In addition to the visualization technique, it is usually necessary to use one or more
interaction techniques to achieve an effective data exploration. Interaction techniques allow
the data analyst to directly interact with the visualizations and dynamically change the
visualizations according to the exploration objectives.
Interaction also allows the integration of the user in the KDD process. KDD is
not a completely human-guided process, since Data Mining algorithms analyze a data set
searching for useful information and statistically valid knowledge.
This technique can be categorized as:
• Visual exploration. These techniques are implemented when users try to analyze
small number (tens) of graphic variables in a concrete investigation, and are designed
to take advantage of the considerable visual capabilities of human beings. Visual explo-
ration allows the discovery of data trends, correlations and clusters, and can support
users in formulating hypotheses about the data. Using these techniques, the user can
manipulate the objects in the scene. In order to do it, interaction techniques provide
means to select and zoom-in and zoom-out to change the scale of the representation.
Visual exploration can be used in the pre-processing of the KDD process to identify
interesting data, and in post-processing to validate data mining algorithm results.
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• Visual manipulation. Manipulation techniques permit to change the representation
in order to provide user different perspectives of the visualized data. One of these
consists on the capability of changing the data attributes visually represented.
• Human-centered approach. This technique allows the user to focus on interesting
knowledge from the user’s point of view, in order to make the Data Mining tool more
generically useful for the user. It is also necessary for the user to either change the
view point or manipulate a given parameter of the knowledge discovery algorithm and
observe the effect of these changes.
The human-centered process should be iterative since it is repeated until the desired re-
sults are obtained. From a human interaction perspective, a human-centered approach
closes the loop between the user and the Data Mining algorithm in a way that allows
the analyst to respond to results as they occur by interactively manipulating the input
parameters.
With the purpose of involving the user more intensively in the KDD process, this new
kind of approach has the following advantages [7]:
– The quality of the results is improved by the use of human-knowledge recognition
capabilities.
– Using the domain knowledge during the whole process, and not only in the inter-
pretation of the results, allows guided searching for knowledge.
– The confidence in the results is improved as the Data Mining process gives more
comprehensible results.
Virtual Reality data exploration is a technique generated combining real time visu-
alization, interaction and VR environments (VRE) to address the complexity and potentially
large size of real-world data.
One important point of VR is the environment in which it takes place and must be
9
E.S. Gutiérrez
carefully engineered to achieve a convincing experience. For example, if even the smallest of
elements in a VR environment is out of place, the entire experience can be jeopardized. For
it to be convincing, it must achieve at least some level of immersion.
Immersion is a term used to describe the sensation of being inside a particular
environment or world [8], for example, a three dimensional world. It is also one of the key
goals of VR and of the engineering of VREs [9].
Many types of VREs have been described, each with their own level of immersion
and features. Two of the most important amongst them are:
• Semi-Immersive Virtual Reality. Here, the user is partially immersed in a virtual
reality environment. A semi-immersive system comprises a relatively high-performance
graphics computing system including a large screen monitor, a large screen projector
system, or multiple television projection systems (See Figure 4).
The projection system uses wide field of view (FOV) in access of 60°, which could
increase the feeling of immersion or presence experienced by the user. The resolution
of projection systems ranges from 1000 to 3000 lines, but in order to achieve the
highest levels, it may be necessary to use multiple projection systems, which are more
expensive.
Stereographic imaging can be achieved, using some type of shutter glasses in synchro-
nization with the graphics system and the images provided are of a higher resolution
than Head Mounted Displays (HMDs).
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Figure 4: A semi-immersive projection system
• CAVE Fully Immersive Virtual Reality. This kind of VRE is composed by CAVE
(Cave Automatic Virtual Environment) and a fully immersive projection system achiev-
ing that the user is fully immersed in the VRE [10] (See Figure 5).
Fully immersive projection systems allow users to step into the virtual world by means
of devices that will map them into the digital world. In this type of VRE, head mounted
displays provide stereoscopic 3D images and audio signals to create bin-aural sound in
order to influence the user’s perception of the world around them. Fully immersive VR
systems tend to be the most demanding in terms of the computing power and level of
technology employed.
On other hand, CAVE is a room sized cube formed between three and six of the
walls where projectors are directed. CAVE also includes a projection floor, speakers at
different angles, tracking sensors in the walls, sound or music and video.
This combination provides users the feeling of presence in the virtual world, and con-
templates perception, reality and illusion.
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Figure 5: CAVE fully-immersive environment
2.2 Mobile apps for Data Mining
Before discussing the idea of mobile apps for Data Mining, let us step back and
explain the basic concepts behind Data Mining itself.
Data Mining, even if controversial in its definition, can be seen as a procedural
system that allows us to extract knowledge from available data, in a way that turns them into
useful and actionable information that will help the data analyst make the most appropriate
decisions.
The basic formal definition of Data Mining given in (Fayyad et al. 1996) [11] is
as follows: "Data Mining is a non-trivial process of valid identification of novel, potentially
useful and understandable or comprehensible patterns that are hidden in the data".
The main characteristics of Data Mining are:
• It involves the exploration of data that may be located deep within databases, such as
12
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data warehouses, which sometimes contain information stored for several years.
• The Data Mining environment usually has a client-server architecture.
• Data Mining tools help extract the “ore” from information buried in corporate files or
archived public records.
• The final Data Mining user is often an end user with little or no programming ability.
• Data Mining tools are meant to be easily combined and can be analyzed and processed
quickly.
• Data Mining mostly produces five types of information: associations, sequences, clas-
sifications, groupings and predictions.
Data Mining is only recently emerging as a promising subject in mobile commu-
nications environments. Mobile applications exploiting Data Mining techniques have only
appeared in the market in recent years and several Data Mining apps have been proposed.
At present there are many interesting applications in mobile devices, examples
include body-health monitoring, vehicle control, and wireless security systems, but many of
the applications are task-specific and for research purposes.
Most of these applications are developed in one of the most widely adopted mobile
operative systems, which is Android.
2.2.1 Android app development
Android is the name of the mobile operating system in which we will focus in this
thesis. This platform is the product of the Open Handset Alliance, a group of organiza-
tions collaborating to build a better mobile phone. The group, led by Google Inc. includes
mobile operators, device handset manufacturers, component manufacturers, software solu-
13
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tion and platform providers, as well as marketing companies. From a software development
standpoint, Android can be seen as occupying the centre of the “open source world”.
There are many advantages to be found in developing our system for the Android
platform, including:
1. No costs to start development. The development tools for the platform are free
to download, and Google only charges a small fee to distribute applications in the
Android Market.
2. Freedom to innovate. The Android operative system is an open-source platform
based on the Linux kernel and multiple open-source libraries. In addition to building
applications to run on Android devices, developers are free to contribute to or extend
the platform as well.
3. Freedom to collaborate. Android developers are not required to sign a non-disclosure
agreement (NDA) and are encouraged to collaborate and share source code with each
other.
4. Open distribution model. Very few restrictions are placed on the content or func-
tionality allowed in Google’s Android Market, and developers are free to distribute
their applications through other distribution channels as well.
5. Multi-platform support. There are a wide variety of hardware devices powered by
the Android OS, including many different phones and tablet computers. Development
for the platform can occur on Windows, Mac OS or Linux.
There are different tools that can be used to for Android application development:
• Android SDK: A software development kit that enables developers to create appli-
cations for the Android platform. The Android SDK includes sample projects with
source code, development tools, an emulator, required libraries to build Android appli-
cations, provides the Java framework classes, compiles to java byte-code and the class
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framework is updated with every operative system release [12].
Applications are written using the Java programming language and run within a virtual
machine (VM) which is an open source technology. the Android SDK apps architecture
is represented in Figure 6, where each application runs on Dalvik, which is the custom
virtual machine designed for embedded use which runs on top of a Linux kernel.
Figure 6: Android SDK Apps architecture
• Android NDK: is a set of tools called native development kit that allows to use C
and C++ code with Android, and provides platform libraries developers can use to
manage native activities and access physical device components, such as sensors and
touch input [12].
The NDK may not be appropriate for most novice Android programmers who need
to use only Java code and framework Application Programming Interfaces (APIs) to
develop their apps.
However, the NDK can be useful for cases in which developers need to do squeeze extra
performance out of a device to achieve low latency or run computationally intensive
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applications, such as games or physics simulations or reuse your own or other devel-
opers’ C or C++ libraries. The Android NDK apps architecture is resented below in
Figure 7.
Figure 7: Android NDK Apps architecture
• Android platform tools: Platform-Tools is a component for the Android SDK. It
includes tools that interface with the Android platform, such as ADB, Fastboot, and
Systrace. These tools are required for Android app development. They are also needed
if you want to unlock your device bootloader and flash it with a new system image.
For example, ADB (Android Debug Bridge), as shown in Figure 8, runs and debugs
apps from your dev machine. ADB includes three components: server, client and
daemon.
16
E.S. Gutiérrez
Figure 8: Android ADB Apps architecture
• Android developer tools: Nowadays, Android development is becoming increasingly
easier, as more and more companies are making tools available to ease the task of code
developers.
The most common are:
1. Android Studio. It is the official integrated development environment (IDE)
for Android platform development from Google. It provides developers with the
tools required to build applications. The Android Studio IDE is free to download
and use. Figure 9 is a representation of Android Studio IDE view.
Figure 9: Android Studio IDE
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2. Eclipse plug-in for Android. Android offers a custom plugin for the well-
known Eclipse IDE. This plugin provides a powerful, integrated environment in
which to develop Android apps. It extends the capabilities of Eclipse to let you
quickly set up new Android projects, build an app User Interface (UI), debug an
app, and export signed or unsigned app packages for distribution. As can be seen
in Figure 10, the view of Eclipse IDE is pretty similar than Android Studio IDE.
Figure 10: Eclipse IDE
2.2.2 Educational scientific mobile apps
Mobile telephony has allowed to open a new window of opportunity for the creation
of a new breed of educational materials with high accessibility. There are educational appli-
cations that cover almost any subject matter imaginable, and the self-motivated learner has
never had better options for learning “on the go”.
Educational apps are already experiencing a significant growth in developed and
developing countries. These apps provide new tools for educational activities such as anno-
tation, calculation, composition and content creation. A recent study found that 270 million
apps linked to education were downloaded in 2011, a more than tenfold increase since 2009.
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(McKinsey & Company and GSMA, 2012).
Some of the best educational apps have been created to serve as an additional
resource for students participating in more structured education programs. Students in tra-
ditional education programs or taking on-line classes can access a bevy of mobile supplements
to their education, including, to name just a few:
• Examination study aids.
• Cliff’s Notes, Spark Notes, and other quick guides to literature.
• Calculators, unit converters, and other tools for speeding up difficult work in mathe-
matics and science courses.
Educational science apps help teachers and students to study math, physics, chem-
istry, biology, astronomy, technology, engineering and so on. These apps are expanding
the learning experience both inside and outside the classroom, making it more interactive,
immersive, and engaging.
Educational science apps developed for mobile devices let us, for instance, explore
space, look inside the human body, test out theories and even dissect a frog in attractive
and interactive ways than traditional audiovisual materials and lesson plans [13].
These apps share common characteristics:
• Engagement. This means that students can remain focused and interested in the app
content, so that attention retention levels is also improved.
• Motivation. These apps can help create a learning environment that keeps students
motivated and engaged.
• Accessibility. Many educational apps can help reach those students with special learn-
ing needs that would be otherwise difficult to reach or left aside.
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2.2.3 Existing DM mobile apps: characteristics and limitations
Although this is an area in the very early stages of definition, development and
growth, there are already a handful of available Data Mining mobile applications. In order
to solve and analyze some given task using Data Mining techniques, there are, in fact, only
a few, as most of the applications developed in this area are only for theoretical learning and
teaching.
The following is a brief list that describes some of the existing Data Mining appli-
cations for Android:
MyWeka is a simple application, developed in the Department of Applied Math-
ematics and Analysis at the University of Barcelona, that uses the Machine Learning Weka
library.
MyWeka includes five classifiers, namely: LogitBoost, Bagging, Random Forest,
Naive Bayes and the J48 Decision Tree. For these, it offers two ways of testing: using
a supplied test set and Cross-Validation. The file format accepted is the same as in the
standard Weka: the Attribute-Relation File Format (ARFF).
Given the straightforward transposition of methods, the results obtained in a com-
puter using the standard Weka software are the same as those obtained in the MyWeka
mobile application. Figure 11 illustrates the main layouts of the application showing some
of its characteristics.
According to developers, upcoming improvements include considering classification
for large files, as well as adding more classifiers to the existing ones.
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Figure 11: MyWeka app
The Kohonencolors is a simple Android app that illustrates Kohonen’s Self-
Organizing Maps (SOM) [14], which is one of the most popular artificial neural network
models. This is an unsupervised learning method, which means that no labeled data is
needed during the model learning phase and that little needs to be known a priori about
the characteristics of the input data. It is used for vector quantization, clustering and mul-
tivariate data visualization
This application takes colors as 3-dimensional inputs (RGB) and has its neurons
(units, or reference vectors) organized in a quadratic grid. The user can change the size of
the grid (and as a result, the granularity of the clustering and visualization process) as well
as the running speed.
The DroidAnalytics from Togaware is, essentially, rattle for Android. It consists
on an experimental application for controlling analytics from a mobile device using an R
server. One client programs on mobile devices can invoke remote execution of Data Mining
tasks and show analysis results locally. DroidAnalytics was originally built to provide a fast
and intuitive way to visualize Google analytics data. Not only users are able to see daily,
weekly and yearly stats for their web pages views, visitors, visits, bounce rate, time, and
page per visits, but it also includes graphs to make sense visually of all these data.
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Figure 12 shows the DroidAnalytics logo, the options available for more details, a
screen-shot of the information retrieved and the visualization in this case using a plot of the
analysis results.
Figure 12: DroidAnalytics app
The Data Mining.Remote is an Android application (See Figure 13) for remote
execution of Data Mining algorithms, based on the algorithms of the standard Weka software
package.
Figure 13: Data Mining.Remote app
Using a different and more restrictively pedagogical approach, several apps such as
Data Mining & Data Warehousing, Data Mining, Data Mining Interview Q&A,
shown in Figure 14, are oriented to learn theoretical elements of Data Mining.
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Figure 14: Learning data mining apps
In order to evaluate the main characteristics and limitations of each of the reviewed
applications in a summary and informative way, we present the following comparative table
(Table 1). It is important to bear in mind that most of the Data Mining applications on the
market are educational apps with the purpose of teaching and learning the basic concepts in
this field.
Characteristics
LogitBoost X X X
Bagging X X
Random Forest X X X
NaiveBayes X X X
J48 X X
Supplied test X X
Cross-validation X X
SOM X
Clusters X X
Prediction X
Theoretical material X X X
Table 1: Comparative of existing Data Mining apps
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2.3 Dimensionality reduction techniques for data visualization
The focus of this thesis in the bases for the development of VR-based mobile apps
to assist Data Mining education. The main example and proof of concept we deal with is
that of exploratory data visualization for Visual Data Mining.
The problem of multivariate data visualization is obviously related to the more
general problem of Dimensionality Reduction (DR). The dimension of the data is the num-
ber of variables that are measured for each data observation. High-dimensional data sets
present many mathematical challenges as well as some opportunities, and require appropriate
methods for visual data exploration and analysis.
One of the problems with high-dimensional data-sets is that, in many cases, not
all the measured variables are important for understanding the underlying phenomena of
interest. While certain computationally expensive methods can construct predictive models
with high accuracy from high- and very high-dimensional data, it is still of interest in many
applications to reduce the dimension of the original data prior to their modeling.
2.3.1 The DR problem
Dimensionality reduction is the transformation of high-dimensional data into a
meaningful representation of reduced dimensionality [15]. Ideally, the reduced representation
should have a dimensionality that corresponds to the intrinsic dimensionality of the data.
This intrinsic data dimensionality is the minimum number of parameters needed to account
for the observed properties of the data.
Methods for DR come from diverse approaches, such as feature selection, data pro-
jection, or latent variable models, to name a few. Out of these, data projection methods com-
pute a mapping from the usually high-dimensional observed data space to a low-dimensional
representation space. When the dimension of the representation space is low enough, we can
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attempt exploratory data visualization.
In mathematical terms, the formal problem setting for projection can be described
as follows:
Let X ∈ R(nxm) be a set of n points in m-dimensional data space and let two metric
distances or dissimilarity functions be defined as δm : Rm x Rm → R and δt : Rt x Rt → R,
over data space Rm and target representation space Rt respectively, with m, t ∈ N∗, t m.
A mapping function φ that maps the m-dimensional data points (xi ∈ X) onto the
t-dimensional target representation space points (yi ∈ Y )
φ : Rm → Rt
xi 7→ yi, for 1 ≤ i, j ≤ n,
is defined in such a fashion that φ faithfully approximates pairwise distance relationships
of X by those of Y ∈ R(nÖt). The result of this is that similar (neighbouring) points in
observed data space should be mapped to equally similar (neighbouring) points in target
representation space. For instance, δm(xi, xj) ≈ δt(yi, yj), for 1 ≤ i, j ≤ n.
Correspondingly, an appropriate mapping should be designed to ensure that remote
data points (say, outliers) are mapped to remote (far away) target points. Since the target
representation space usually has less degrees of freedom than those required to fully model
distance relationships in the multivariate observed data space, the mapping δ unavoidably
implies an inherent error that is to be minimized (optimizing the mapping).
Thereby, δ is commonly defined (although, indeed, many alternatives exist) to
minimize the least squares error εφ:
εφ =
∑
1≤i,j≤n
Wi,j(δm(xi, xj)− δt(yi, yj))2, for W ∈ R(nxn)
,
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where W is a weight matrix that can be used to define the importance of certain data
relationships or dimensions. For example, this may be used to disregard outliers by defining
Wi,j = 1/δm(xi, xj) (for δm(xi, xj 6= 0).
Formally, the above definitions require both data and target distance functions to
be metric. That is, both functions must adhere to the properties of positive definiteness,
symmetry, and the triangular inequality. The most intuitive and most commonly used (for
real-valued data) distance metric is the Euclidean distance, L2(p, p
′) = ∑1≤i≤q√(pi − p′i)2
for p, p′ ∈ Rq.
Due to its intuitiveness, the Euclidean distance is often chosen as the metric for the
target representation space, δt = L2. However, the distance or dissimilarity measure of the
application domain, δm, may not be Euclidean and may in some cases not even be metric.
In brief, we now provide a possible characterization of the DR problems:
• Hard DR problems. In this type of problems, the data have dimensionalities rang-
ing from hundreds to perhaps hundreds of thousands. In this situation, an extremely
drastic and often crude reduction (possibly of orders of magnitude) is sought.
Pattern recognition and classification problems involving images or speech often belong
to this category of hard problems. Face recognition is one example of recognition
problem, as illustrated in Figure 15.
Figure 15: Face recognition problem example.
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• Soft DR problems. In this type of problems, the data are of a more tractable di-
mensionality (less than a few tens of variables) and the reduction of dimensionality is
consequently less drastic (and therefore less crude). Typically, the information consists
of observed or measured values of different variables.
Most statistical analyses in fields like social sciences, psychology, and, partially, in
natural sciences, fall within this category.
• Visualization problems. These problems are characterized by the fact that, inde-
pendently of the original dimensionality of the data, the main target is the exploratory
visualization of data. Therefore, we need to reduce it to (usually) 2 or 3 in order to
provide intuitive visual displays.
There exist several data representation techniques that allow to directly visualize (with-
out mapping or latent representation) data sets of up to about 10 dimensions, using
colours, rotation, stereography, glyphs or other devices, but they lack the appeal of
a simple plot. Well-known ones include the Grand Tour, Chernoff Faces etc., but are
difficult to interpret and do not produce a spatial view of the data.
Figure 16 shows an example of scatter-plot of one data after applying Grand-tour
rotation.
Figure 16: Scatter-plot of data after Grand-tour rotation
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Some of the benefits that can be reaped in our data analysis through the application
of DR are:
• It allows data compression and the reduction of the required storage space.
• It reduces the time required for performing the same processes. Less dimensions leads
to less computing. Furthermore, less dimensions can allow the use of algorithms unfit
for a large number of dimensions.
• It takes care of multi-collinearity, which may improve the model performance. It re-
moves redundant features.
• Reducing the dimensions of data to 2D or 3D may allow us to plot and visualize it pre-
cisely, allowing us inductive reasoning over the visualizations that would be impossible
otherwise.
• It is helpful in noise removal, an effect that may result in the improvement of the
performance of models.
2.3.2 DR for data visualization
There are many dimensionality reduction techniques available to the analyst that
can be used to reduce the dimensions of the data set and are typically used as part of more
general analysis procedures that may involve machine learning problems for classification,
regression, or prediction tasks, amongst others. Each of those technique approaches DR
according to particular criteria.
As previously indicated, DR techniques may also help to limit the negative impact
of two undesired characteristics in our data analysis, namely the presence of noise that may
produce the undesidered overfitting and, hence, poor generalization, and redundancy due to
highly correlated variables.
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Depending on the characteristics of the analyzed data, these techniques can be
classified into linear techniques and nonlinear techniques.
What follows is a brief and self-contained description of some of the most popular
amongst these techniques:
• Principal Component Analysis (PCA). Principal Component Analysis is a fea-
ture extraction technique that generates new features which are linear combinations of
the original ones.
PCA was first formulated in statistics by Pearson, who formulated the analysis as find-
ing “lines and planes of closest fit to systems of points in space”. PCA was briefly
mentioned by Fisher and MacKenzie as more suitable than analysis of variance for the
modelling of response data. Hotelling further developed PCA to its present stage. In
image analysis, the term Hotelling transformation is often used for a principal compo-
nent projection.
PCA is a technique in which a covariance analysis between factors is the key element.
The original data is remapped into a new coordinate system according to directions of
maximal variance within the data. PCA applies a mathematical procedure for trans-
forming a number of possibly correlated variables into a smaller number of uncorrelated
variables called principal components [16].
The first principal component accounts for as much of the variability (measured as
variance) in the data as possible, and each succeeding orthogonal component accounts
for as much of the remaining variability as possible.
PCA is useful when data consist of a large number of variables and there is some re-
dundancy in those variables. In this case, redundancy means that some of the variables
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are correlated with one another. And because of this redundancy, PCA can be used to
reduce the observed variables into a smaller number of principal components that will
account for most of the variance in the observed variables.
PCA is recommended as an exploratory tool to uncover unknown trends in the data.
When the number of chosen principal components is small enough, data can be vi-
sualized in this set of new coordinates. The technique has found application in all
sorts of fields, from biology to business, from tasks such as face recognition to image
compression, and is a well-trodden technique for the task of finding patterns in data
of high dimension.
The PCA algorithm consists of five main steps:
1. Subtract the mean of the data. The mean subtracted is the average across each
dimension. This produces a data set whose mean is zero.
2. Calculate the covariance matrix Cmxn = (ci,j, ci,j = cov(Dimi, Dimj)) where
Cmxn is a matrix which each entry is the result of calculating the covariance
between two separate dimensions.
3. Calculate the eigenvectors and eigenvalues of the covariance matrix.
4. Choose components and form a feature vector: once eigenvectors are found from
the covariance matrix, the next step is to order them by eigenvalue, highest to
lowest. So that the components are sorted in order of significance. The number
of eigenvectors that have been chosen will be the number of dimensions of the
new data set. The objective of this step is construct a feature vector, matrix of
vectors. From the list of eigenvectors take the eigenvectors selected and form a
matrix with them in the columns.
5. Derive the new data set. Take the transpose of the FeatureVector and multiply it
on the left of the original data-set, transposed: FinalData = RowFeatureVec-
tor x RowDataAdjusted where RowFeatureVector is the matrix with the eigen-
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vectors in the columns transposed and RowDataAdjusted is the mean-adjusted
data transposed.
There are several uses for PCA, including:
– The study and visualization of the correlations between variables to hopefully be
able to limit the number of variables to be measured afterwards.
– Obtaining non-correlated factors which are linear combinations of the initial vari-
ables so as to use these factors in modeling methods such as linear regression,
logistic regression or discriminant analysis.
– Visualizing observations in a 2 or 3 dimensional space in order to identify uniform
or atypical groups of observations.
PCA is a classic linear projection method aiming at finding orthogonal principal di-
rections from a set of data, along which the data exhibit the largest variances. By
discarding the minor components, the PCA can effectively reduce data variables and
display the dominant ones in a linear, low dimensional subspace.
The limitation of linear PCA is obvious, as it cannot capture nonlinear relationships
defined by higher than the second order statistics. If the input dimension is much
higher than two, the projection onto linear principal plane will provide limited visual-
ization power.
PCA can be projected on scatter-plots, in the case of 2D scatter-plots PCA finds a
new coordinate system in which every point has a new (x,y) value. The axes do not
actually mean anything physical; they are combinations of the variables called principal
components that are chosen to give one axes lots of variation; but in the case of 3D
scatter-plots, PCA is more useful than 2D because it is hard to see through a cloud of
data, here every point has a new (x,y,z) value.
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Figure 17 illustrated the model with an example including the projection of the original
data space and the the projection of the component space.
Figure 17: PCA visualization: an example
• Classical multidimensional scaling (MDS). It is also known as Principal Coor-
dinates Analysis, this is a well-established approach that has been modified according
to many variants. It has been independently proposed by several authors: Torgerson
(1958), Gower (1966), and Kloek and Theil (1965).
Multidimensional scaling (MDS) is a traditional subject related to dimension reduction
and data projection. MDS tries to project data points onto an often two-dimensional
sheet by preserving as closely as possible the inter-point metrics [17]. The projection
is generally nonlinear and can reveal the overall structure of the data. The technique
is often motivated by its goal to preserve pairwise distances in this mapping. As such,
metric MDS defines a faithful approximation as one that captures pairwise distance
relationships in an optimal way; more precisely, inner product relations.
An MDS algorithm aims to place each object in n-dimensional space such that the
between-object distances are preserved as well as possible. Each object is then as-
signed coordinates in each of the n dimensions. The number of dimensions of an MDS
plot N can exceed 2 and is specified a priori [18].
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MDS takes an input matrix giving dissimilarities between pairs of items and outputs
a coordinate matrix whose configuration minimizes a loss function called strain.
The Classical MDS algorithm consists of four main steps:
It uses the fact that the coordinate matrix can be derived by eigenvalue decomposition
from B = XX ′. And the matrix B can be computed from proximity matrix D by
using double centering.
1. Set up the squared proximity matrix D(2) = [d2ij].
2. Apply double centering: B = −12JD(2)J using the centering matrix J = I− 1n11′,
where n is the number of objects.
3. Determine the m largest eigenvalues λ1, λ2, ..., λm and corresponding eigenvectors
e1, e2, ..., em of B where m is the number of dimensions desired for the output.
4. Now, X = EmΛ1/2m , where Em is the matrix of m eigenvectors and Λm is the
diagonal matrix of m eigenvalues of B.
MDS is also a method for taking a two or three dimensional scatter-plot of a many-
dimensional term space, as shown in the Figure 18 represents a 2D scatter-plot of MDS.
MDS is tries to preserve the large distances at the expense of small ones, hence, it can
collapse some small distances on the expense of preserving large distances. A projection
is trustworthy (precision) if k closest neighbors of a sample on the projection are also
close by in the original space. A projection preserves the original neighborhoods (recall)
if all k closest neighbors of a sample in the original space are also close by in the
projection.
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Figure 18: MDS visualization
• Isomap. This technique attempts to explicitly model nonlinear proximity relation-
ships in terms of geodesic distances. Isomap is a combination of the Floyd–Warshall
algorithm with classic Multidimensional Scaling (MDS), this method attempts to pre-
serve as well as possible the local neighborhood of each object while trying to obtain
highly nonlinear embeddings.
The main purpose of Isomap is to find the intrinsic geometry of the data, as captured
in the geodesic manifold distances between all pairs of data points. A distance ma-
trix is acquired from shortest-path distances between non-local points, using k-Nearest
Neighbor (kNN) or epsilon-sized neighborhoods for acquiring the local shortest-distance
information [19].
The Isomap algorithm consists of three main steps:
1. Construct the neighborhood graph: Define the graph G over all data points by
connecting points i and j if, as measured by dx(i, j), they are closer than ε −
Isomap, or if i is one of the K nearest neighbors of j K − Isomap. Set edge
lengths equal to dx(i, j).
34
E.S. Gutiérrez
2. Compute shortest paths: Initialize dg(i, j) = dx(i, j) if i, j are linked by an edge;
dg(i, j) = ∞ otherwise. Then for each value of k = 1, 2, ..., N in turn, replace
all entries dg(i, j)by min{dg(i, j), dg(i, k) − dg(k, j)}. The matrix of final values
Dg = {dg(i, j)} will contain the shortest path distances between all pairs of points
in G.
3. Construct d-dimensional embedding, let λp be the p-th eigenvalue in decreasing
order of the matrix τ(Dg), and vip be the i-th component of the p-th eigenvector.
Then set the p-th component of the d-dimensional coordinate vector yi equal to
√
λpv
i
p.
This global view of linear remapping allows for a retention of the full amount of data
available during the reconstruction, however, this may cause problems not only with
execution time for extremely large data sets, since shortest paths are computed ex-
haustively, but may restrict its flexibility in a pathological situation.
Isomap can be easily applied to visualization. In this case, two or three dimensional
embeddings of higher dimensional data are constructed using Isomap and then depicted
in a single global coordinate system. Isomap’s global coordinates provide a simple way
to analyze and manipulate high-dimensional observations in terms of their intrinsic
nonlinear degrees of freedom.
Isomap has been successfully used to detect the true underlying factors of some high-
dimensional data sets, such as synthetic face images, hand gesture images and hand-
written digits. However, when the input data are more complex and noisy, such as a set
of face images captured by a web camera, Isomap often fails to nicely visualize them.
The reason is that the local neighborhood structure determined in the first step of
Isomap is critically distorted by the noise [20]. Figure 19 is a clear example of Isomap
visualization
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Figure 19: Isomap visualization
• Locally Linear Embedding (LLE). This technique uses a local graph-based ap-
proach, in contrast to modeling a manifold by global geodesic distance relationships,
LLE models the manifold by extracting its local intrinsic geometry. The basic idea
of LLE is based on the linear approximation of all data points in complex non-linear
structures by a convex linear combination of its neighborhood [21].
This assumption can be described by the following equation which has to hold for all
data points xi ∈ X and their surrounding neighbors Ni, xi = ∑xj ∈ NiWi,jxj, with
0 ≤ Wi,j ≤ 1,∑xj ∈ NiWi,j = 1, and Wi,i = 0, for 1 ≤ i, j ≤ n.
The local intrinsic geometry has the appealing property that it stays unchanged under
transformations like translation, rotation or scaling. Hence, the local linear relation-
ships of points in data space directly define the intrinsic geometry for the output points
to target space. The weights Wi,j are approximated by solving a least squares problem
based on a k-neighborhood graph.
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The LLE algorithm consists of three main steps:
1. For each data point xi, compute the k neighbors Ni that are nearest to xi with
respect to the distance function δm.
2. Compute the weights Wi,j that minimize the equation
∑n
i=1 |xi −
∑n
j=1Wi,jxj|2
and satisfy the constraints, Wi,j = 0 if xj is not a neighbor of xi, Wi,i = 0 and∑n
j=1Wi,j = 1 for all 1 ≤ i ≤ n.
3. Compute the output points yi that minimize the equation
∑n
i=1 |yi−
∑n
j=1Wi,jyj|2.
The data projection step is done by solving an n × n eigen problem that is based on
the global weight matrix W . The LLE algorithm is summarized in Figure 20.
This technique of local linear construction has great execution resource benefits since
a sparse distance matrix can be used for calculations, only points within the neigh-
borhood value have any bearing on any particular data point’s transformation, and is
not troubled by odd global phenomena, but some global data may indeed be lost since
the algorithm is dependant upon a memory-less and myopic structure view to piece
together each local reconstruction.
The goal of LLE is to preserve a local structure of the data, that is, to map close points
in the original space into close points in the embedded space. It is also assumed that
a manifold can be covered by a set of (possibly overlapping) patches, each of which,
in turn, can be approximated by a linear hyperplane. Thus, each datum viewed as a
point in a high-dimensional space can be represented as a weighted linear combina-
tion of its nearest neighbors, and coefficients of this approximation characterize local
geometries in the high-dimensional space. These coefficients are then used to find a
low-dimensional embedding best preserving these geometries in the low-dimensional
space. This space is spanned by several bottom eigenvectors of a sparse matrix.
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Figure 20: LLE process
• Kernel PCA. Kernel PCA is considered a variant of PCA and metric MDS that is
capable of depicting nonlinear data. Although distance relationships along a non-linear
pattern are unknown, Kernel PCA is based on two assumptions that make the applica-
tion of linear PCA to non-linear data possible; the first assumption is that in the space
of the data’s underlying features, the data are linear; the second assumption is that
there is a function that approximates the inner product of data points in this feature
space. This function is called a kernel and the utilization of a nonlinear kernel in a
linear setting to capture nonlinear data structure is commonly known as the kernel
trick [22].
Kernel PCA first considers nonlinearly mapping all data points x to f(x) in a higher
dimensional feature space F , where the covariance matrix can be estimated as
Σf =
1
N
N∑
n=1
f(xn)f(xn)T
Plugging this into the eigenequation of the covariance matrix
Σfφi = λiφi
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It is obtained
[ 1
N
N∑
n=1
f(xn)f(xn)T ]φi = 1/N
N∑
n=1
(f(xn) · φi)f(xn) = λiφi
The eigenvector φi is a linear combination of the N mapped data points:
φi =
1
λiN
N∑
n=1
(f(xn) · φi)f(xn) =
N∑
n=1
a(i)n f(xn)
where
a(i)n =
1
λiN
(f(xn) · φi)
Left multiplying f(xm)T to both sides of the equation above, it is obtained
(f(xm) · φi) = λiNa(i)m =
N∑
n=1
a(i)n (f(xm) · f(xn)) =
N∑
n=1
a(i)n k(xm,xn)
where
k(xm,xn) = (f(xm) · f(xn)), (m,n = 1, · · · , N)
is the kernel representing a inner-product of two vectors in space F . If it is considered
m = 1, · · · , N , the above scalar equation becomes the m-th component of the following
vector equation:
λiNai = Kai
where
K =

... ... ...
... k(xi,xj) ...
... ... ...

N×N
is a matrix ofN×N kernel elements k(xi,xj) ( i, j = 1, · · · , N), and ai = [a(i)1 , · · · , a(i)N ]T
(i = 1, · · · , N) are the N eigen vectors of K, which can be obtained by solving the
eigenvalue problem of K. As the eigenvalues of K are proportional to the eigenvalues
λi of the covariance matrix Σf in the feature space, feature selection in regular PCA
can be carried out by keeping only a small number of components corresponding to the
largest eigenvalues without losing much information. Any new data point x can now
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be mapped to f(x) in the high-dimensional space F , where its i-th PCA component
can be obtained as its projection on the i-th eigenvector φi =
∑N
n=1 a
(i)
n f(xn)
(f(x) · φi) = (f(x) ·
N∑
n=1
ainf(xn)) =
N∑
n=1
a(i)n (f(x) · f(xn)) =
N∑
n=1
a(i)n k(x,xn)
The Kernel PCA algorithm consists of five main steps:
1. Choose a kernel mapping k(xm, xn).
2. Obtain K based on training data {xn, (n = 1, · · · , N)}.
3. Solve eigenvalue problem of K to get λi and ai.
4. For each given data point x, obtain its principal components in the feature space:
(f(x) · φi) = ∑Nn=1 a(i)n k(x, xn).
5. Do whatever processing, for example, feature selection or classification in the
feature space.
Figure 21 represents the basic idea of Kernel PCA. In some high-dimensional feature
space F (bottom right), it is performing linear PCA, just a PCA in input space (top).
Since F is nonlinearly related to input space, the contour lines of constant projections
onto the principal Eigenvector, drawn as an arrow, became nonlinear in input space.
Figure 21: Kernel PCA visualization
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CHAPTER III
3 Development of a VR mobile app for DM education
This thesis involves the first steps in the development of an Android-based mobile
application for educational Data Mining, focused on analytical tools for data visualization
such as those described in the previous chapter and with a component of Virtual Reality to
engage and immerse the student/user in these data visualizations.
With the aim of providing more support to students who are interested in self-
learning, specifically in the area of Visual Data Mining, but also with an eye on the idea of
developing tools that are adequate to e-learning, the work in this chapter intends to be a
sort of proof of concept for future developments.
In that spirit, the reported developments focus on one of the better-known (if not the
best-known) DR techniques described in the previous chapter, namely PCA, which involves
feaure extraction and according to which the observed data can be visualized according to
those of the extracted features which explain most of the variance in the observed data.
PCA technique was chosen for different reasons; some of them are:
• PCA is a well-known and thoroughly tested method, commonly used for DR through
feature extraction.
• PCA is included as one of the “baseline data representation techniques” in almost any
Data Mining course.
• PCA is the main linear feature extraction technique for DR.
• The analysis of DR with a large number of variables generally requires a large amount of
memory and computation power and linear techniques tend to be more computationally
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economic than non-linear techniques.
3.1 Technical development
For now, the application described here is only supported by the Android mobile
operating system, which is currently the most popular and widely used one in the world and
according with an article of the Association for Media Research (AIMC), Android has the
90,8% of the Spain market.
The application was developed in Android Studio which is the official IDE for the
Android platform, provides the fastest tools for creating apps on all kinds of Android devices
and also includes the Android SDK, which is a set of development tools that provides, among
the most important, all required libraries, the debugger and the emulator.
The requirements for using this application are:
Mobile operative system Android
Minimum SDK version API Level 19 (KitKat)
Target SDK version API Level 24 (Nougat)
Minimun OpenGL ES version OpenGL ES 2.0
Type of VR glasses Google Cardboard
Table 2: Summary of the App requirements.
As shown in the above Table 2, the minimun SDK indicates that the device must
be running API Level 19 (KitKat) or higher. As for the target SDK, it shows that the
application is targetting API Level 24. On other hand, the mimumun OpenGL ES version
tells us that the device must support OpenGL ES 2.0 in order to be able to run the app,
OpenGL for Embedded Systems is a subset of the OpenGL computer graphics rendering
API for rendering 2D and 3D computer graphics such as those used by video games [23] [24].
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Finally, the type of VR glasses suggested at the time of writing (note that this is a very
quickly developing market) are the Google Cardboard range, with many types of glasses to
choose from.
3.2 Educational DM development
As mentioned in previous sections, many of the existing educational Data Mining
applications have been developed with the goal of teaching different theoretical concepts in
the field.
In contrast, the current described application in this thesis has the purpose of
interacting with its users in order to support teaching through an example of the visualization
of the PCA technique in a practical way.
Users are offered two possibilities to analyze the example data sets, as shown Figure
22. In the first option, the application provides a catalogue of data sets, while in the second
option, the user can load a CSV file to be processed.
Figure 22: Simulated mobile screen showing the options available for the user to analyze
data sets.
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In the case of the first alternative, the catalogue includes, as an example, some data
sets from the well-known UCI (UC Irving) Machine Learning Repository1, which is a publicly
available collection of databases, domain theories, and data generators that are used by the
machine learning community for the empirical analysis of machine learning algorithms.
Currently, the catalog contains Iris, Glass and ILPD (Indian Liver Patient Data-set)
as principal data sets (See Figure 23).
Figure 23: Data set catalogue.
The application also shows the first several rows of the data sets, so that users have
the opportunity to exploratorily examine the available variables (for example, if they are
categorical or not, the range of values, or the available classes and their labels).
Figure 24 illustrates how the aplication displays the first several rows of the Iris,
Glass and ILPD data sets.
1http://archive.ics.uci.edu/ml/
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Figure 24: Examples of the first rows of the data sets
Corresponding to the analysis of the PCA modelling process, the application re-
trieves four tables:
1. Mean table: obtains the mean of each dimension.
2. Eigenvalues of covariance matrix table: shows the numbers on the diagonal of the
diagonalized covariance matrix where large eigenvalues correspond to large variances.
3. Eigenvectors of covariance matrix table: shows the directions of the new rotated
axes.
4. New data-set table: retrieves the first several rows of the new data-set generated.
Figure 25 is an example of how are displayed the four tables generated by PCA in
each data-set, called Iris, Glass and ILPD.
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Figure 25: Examples of PCA analysis
On the other hand, users also have two options to visualize the data projection
space generated by PCA, namely a 2D scatter-plot and a VR graph.
3.3 Testing the app
The most important part to be tested is the visualization of the data. As previously
mentioned, users can visualize it in 2D scatter-plots and VR graphs.
The display of the results will be exemplified using the Iris data set as a benchmark.
This is a well known multivariate data set of moderate dimensionality and is one of the most
commonly used data sets for testing pattern recognition techniques, since it is a set that can
be separated linearly into Iris subtypes or classes.
The Iris data set consists of 50 samples from each of three species of Iris flower: Iris
Setosa, Iris Virginica and Iris Versicolor. Four features were measured from each sample,
including the length and the width of bothe the sepals and petals, in centimetres.
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Once users have had the opportunity to analyze the PCA process, now they can
start to interactively play with the visualization options:
• 2D scatter-plot visualization
When users press the 2D scatter-plot button, the first display will be empty (See Figure
26).
Figure 26: First display of the 2D visualization
This visualization provides users with different filters, and they are prompted to select
two principal components out of principal component 1, principal component 2 and
principal component 3. They are also prompted to select the data class for visualiza-
tion; in the case od these data, this can be Setosa, Versicolor and/or Virginia.
Any combination of the principal components and classes is possible, for example:
– PC1 and PC2 with all the classes. Figure 27 shows this combination that
projects of all the data on the axes of the two first principal components.
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Figure 27: Iris 2D, PC1 and PC2 with all the classes
– PC1 and PC2 with Setosa and Virginia class. This combination is illus-
trated by Figure 28 that displays only the corresponding elements of Setosa and
Virginia on the axes of the two first principal components.
Figure 28: Iris 2D, PC1 and PC2 with Setosa and Virginia class
– PC1 and PC2 with Versicolor class. This combination draws only the corre-
sponding elements of Versicolor on the axes of the two first principal components
(See Figure 29).
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Figure 29: Iris 2D, PC1 and PC2 with Versicolor class
– PC1 and PC3 with all the classes. This combination can be seen in Figure
30. It plots the projection of all the data on the axes of the principal component
1 and principal component 3.
Figure 30: Iris 2D, PC1 and PC2 with Versicolor class
– PC2 and PC3 with all the classes. This combination is illustrated by Fig-
ure 31 which shows the projection of all the data on the axes of the principal
component 2 and principal component 3.
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Figure 31: Iris 2D, PC1 and PC2 with Versicolor class
All the 2D scatter-plots give some additional information in legends, the value of this
legends represent the principal component value of each point that corresponds with
the vertical axis; it means, if the vertical axis is represented by the principal component
2, the legends show the value of the principal component 2 that corresponds with each
point.
Touching the 2D scatter-plot and moving together the fingers without detaching them
from the screen, users will be able to pan vertically and horizontally; and doing a vari-
ation, opening and closing the fingers, users can make zoom in and zoom out.
• VR graph visualization
When users select the VR button, a small layout appears, containing several check-
boxes (See Figure 32), where can select three principal components for 3D visualization
(chosen out of those available, which are four in the case of the Iris data). Users are
also prompted to select the classes (out of those available: three for Iris) that will be
plotted and the choose the side that the points are going to rotate.
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Figure 32: Virtual Reality layout
Any possible combination can be generated, and the VR graph displays the projection
of the data as well as the projection of the initial observed variables in the representa-
tion space spanned by the principal components.
It is worth mentioning that, after fill the layout, and in order to visualize the VR
graphs, it is necessary to place the mobile phone display inside a device such as Google
Cardboard.
Some examples of components and classes combinations are presented below:
– PC1, PC2, PC3 with all classes. This combination shows the projection of
all the data on the axes of three first principal components rotating to the left.
The projection result of this combination can be visualized in Figure 33.
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Figure 33: Iris VR, PC1, PC2 and PC3 with all the classes
– PC1, PC2, PC3 with Setosa and Virginica class. Figure 34 shows the
visualization of this combination. It consists in plot the projection of only the
corresponding elements of Setosa and Virginica on the axes of three first principal
components rotating to the right.
Figure 34: Iris VR, PC1, PC2 and PC3 with Setosa and Virginica classes
– PC1, PC2, PC3 with Versicolor and Virginica class. This combination
displays the projection of only the corresponding elements of Versicolor and Vir-
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ginica on the axes of three first principal components rotating to the right. The
visualization generated by this combination is captured in Figure 35.
Figure 35: Iris VR, PC1, PC2 and PC3 with Versicolor and Virginia classes
– PC1, PC2, PC3 with Versicolor class This combination shows the projection
of only the corresponding elements of Versicolor on the axes of three first principal
components rotating to the left (See Figure 36).
Figure 36: Iris VR, PC1, PC2 and PC3 with Versicolor class
In order to provide users a better immersive experience the screen has a split view for
53
E.S. Gutiérrez
each eye and, moreover, the virtual reality graph allows users the following functional-
ities:
– Zoom-in. Users can interact with the VR graph by pressing a button, in this
way users will be immersed inside the projection. Figure 37 shows how Iris visu-
alization is projected when the zoom-in is applied.
Figure 37: Zoom-in in Iris VR graph
– Zoom-out. By default, the first projection of the VR graph is with zoom-out,
which means users begin observing the data from outside, in a sort of panoramic
view. In the same way that the zoom-in, users are able to interact with the VR
graph by pressing the same button but with the condition that the projection
displayed is with zoom-in. Figure 38 shows how Iris data projection is visualized
when the zoom-out is applied .
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Figure 38: Zoom-out in Iris VR graph
3.4 Further discussion
The developed VDM education-oriented application has been represented in this
project by PCA as a linear, easy-to-understand proof-of-concept technique. Bear in mind,
though, that this is just an illustrative example that could be thought as the first step neces-
sary to break the initial barriers in the process of teaching general information visualization.
That is, PCA is just the first technique developed in the application with the
purpose of illustrating and exemplifying a data visualization model. In this case, the data
sets used in the examples are publicly available and share the common characteristic that
their attributes are real-valued. We have used real valued points for more straightforward
representation, but it does not preclude other data types to be used, such as discrete, binary
or nominal attributes. We could even go further in order to display more complex types of
data such as sequences, time series, images, sounds and so on.
Actually, this mobile application is ongoing work, meaning that the development in
this thesis should be oriented towards a more complex DM-assistance tool that would allow
users exploring both linear and non-linear techniques. Note that the palette of dimensionality
reduction tools that could be used for data visualization is huge and keeps growing in “depth”
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and “breath”. Figure 39 is just an example of a taxonomy of such methods.
Figure 39: A “taxonomy” of dimensionality reduction methods.
Each of these (and other) models have their own characteristics and quirks, and
each of these should be considered for inclusion in the app according to those specific char-
acteristics. Needless to say, this goes well beyond the goals of a thesis such as this and could
be a worthy challenge for a Ph.D. thesis.
In any case, let us illustrate these possibilities with a particular example: a non-
linear visualization-oriented technique called the Manifold Grand Tour (MGT) [25]. This was
devised as an interactive method of exploring high-dimensional data in a dynamic fashion.
The premise of the MGT is to look at many different projections of the data, allowing
the analyst to then decide what is important and interesting structure. The MGT presents
scatter-plots of d-dimensional data projected linearly into a 2D flat. The original Grand Tour
involved constructing a curve on the manifold of possible projections. The interpreter would
then visualize a dynamic graph of the projected data by utilizing this curve. By making
the sequence of projections smooth, the MGT can allow to creates the visual impression of
watching a data movie and this interactive “data movie” could well be accessed through the
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VR visualization approach of our mobile app.
The medium term aim is to implement more and more techniques to create a more
complex DM education-assistance tool, going beyond unsupervised techniques to also imple-
ment (semi)supervised models, which are appropriate for prediction, classification, regression
and anomaly detection problems, amongst others.
Keeping on mind that the application is being developed in Android, the fact that
it has become such an standard in mobile communications gives us much margin to make the
application evolve with the own system, to which we should add Google’s obvious interest
in the VR world.
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CHAPTER IV
4 Conclusions and future developments
4.1 Conclusions
Going back to the goals of this thesis stated in the first introductory chapter, it
is possible to conclude that they have mostly been realized, as a simple mobile VR-assisted
application has been developed illustrating different possibilities to support the teaching of
VDM using either uploaded data sets or a predefined catalog.
This application has been developed using a proof-of-concept approach exemplified
by the visualization provided by a PCA representation either in 2D or, going further, in
VR-assisted 3D.
This example shows how teachers could intuitively show students the concepts of
data exploration for knowledge extraction focused on data visualization supported by a tool
that is run on standard, Android-based smartphones. Moreover, it introduces the integration
of VR in education oriented mobile apps.
This application opens possibilities for extending standard forms of teaching DM
and, very specifically, the teaching of exploratory visualization as a key data mining phase.
The integration of virtual reality in the proposed tool allows users to have a more powerful
and immersive experience with the data and their learning than that could be achieved in
more traditional teaching protocols.
It is worth mentioning again that the application is ongoing work and this means
that the application currently has both technological limitations and limitations in the sub-
ject of teaching. With respect to the limitations in the teaching it can be said that for now
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the application is limited only the visualization of a single dimensionality reduction tech-
nique for data visualization, in this case to a linear technique. In addition having for now
only three static data-sets on the catalog.
In terms of technological limitations, users are limited to use the application only
for devices that have as base Android operating system, in addition to that the mobile device
must collect certain requirements as to be a current mobile which has support for OpenGL
ES 2.0, have the most current API and have the virtual reality glasses, these last limitations
apply only for virtual reality visualization, if the users do not have them have the possibility
to do data projections in 2D.
On the other hand, the immersion of the virtual reality visualization is limited to
being an immersive reality which is based on the simulation of a three-dimensional environ-
ment in which the user perceives through sensorial stimuli and feels inside the virtual world
that is exploring, in this case the user does it only through the use of the accessory of the
virtual reality glasses; it should be noted that this type of system was chosen because it
is ideal for coaching or training applications, additionally other types of immersion such as
semi-immersive systems or CAVE fully immersive their implementation are very expensive
and do not allow the portability that is sought for teaching and self learning.
4.2 Future developments
Potential future developments of our proof-of-concept development are plentiful.
It is possible to develop more ambitious tools for DM in general both from technological
and analytical viewpoints, always using the many open source resources and innovative
technologies available to us.
Some of this potential future developments have already been sketched in the section
of “further discussion” of the previous chapter. They include ideas to continue working on
this application such as the implementation of more methods including non-linear techniques
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like Self-Organizing Maps (in 2-D and 3-D), Isomap, Locally-Linear Embedding, Stochastic
Neighbour Embedding (SNE) variants and Manifold Grand Tour, to name just a few. In ad-
dition, we could introduce visualizations associated to techniques of classification, regression,
anomaly detection or graphical models (such as probabilistic networks), as well as techniques
of clustering, association and feature extraction, for instance.
Let us not forget that the developed system is mostly educational in spirit and,
therefore, we should devote future work to refine the tool also from a pedagogical point of
view, possibly gathering opinions and feedback both from tutors and students. The existing
market for education-oriented mobile applications is still incipient and very few tools exist for
DM in this context. Adding VR to this mix should allow us to navigate uncharted territory,
opening future possibilities for the confluence between VR technology in mobile devices and
(higher) education.
Let us finalize with an existing example of ongoing work that could strongly advice
and influence our future developments. It comes from Google’s Big Picture Data Visualiza-
tion 2 and is called Embedding Projector (http://projector.tensorflow.org) and it includes
open source tools for the interactive 3-D visualization of high-dimensional data using PCA
and t-SNE models (see illustrative example in Figure 40, which shows a PCA projection of
the Iris data set)). The many intuitive options for interactive visualization of even complex
data (such as images) is precisely the way ahead we envisage for our VR-assisted mobile
application, were the same sort of data could be interacted with and “navigated” in a much
more immersive manner, enhancing the exploratory capabilities of such tool.
2URL: https://research.google.com/bigpicture/
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Figure 40: Illustrative screen-shot of Google’s projection and visualization tool using PCA
to show the Iris data set.
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Annexes
Data-sets and visualization
In this section are included the data, the visualization 3D and a brief description of
each data-set belonging to the application catalog. The visualizations were obtained using
as combination, all the classes that belong to the data set.
Iris data-set
Title: Iris Plants Database. Updated Sept 21 by C.Blake - Added discrepancy
information
Sources:
• Creator: R.A. Fisher.
• Donor: Michael Marshall.
• Date: July, 1988.
Past Usage:
Publications: too many to mention. Here are a few.
1. Fisher,R.A. "The use of multiple measurements in taxonomic problems" Annual Eu-
genics, 7, Part II, 179-188 (1936); also in "Contributions to Mathematical Statistics"
(John Wiley, NY, 1950).
2. Duda,R.O., & Hart,P.E. (1973) Pattern Classification and Scene Analysis. (Q327.D83)
John Wiley & Sons. ISBN0-471-22361-1. See page 218.
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3. Dasarathy, B.V. (1980) "Nosing Around the Neighborhood: A New System Structure
and Classification Rule for Recognition in Partially Exposed Environments". IEEE
Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-2, No. 1,
67-71.
4. Gates, G.W. (1972) "The Reduced Nearest Neighbor Rule". IEEE Transactions on
Information Theory, May 1972, 431-433.
5. See also: 1988 MLC Proceedings, 54-64. Cheeseman et al’s AUTOCLASS II conceptual
clustering system finds 3 classes in the data.
Relevant Information:
This is perhaps the best known database to be found in the pattern recognition literature.
Fisher’s paper is a classic in the field and is referenced frequently to this day. (See Duda &
Hart, for example.) The data set contains 3 classes of 50 instances each, where each class
refers to a type of iris plant. One class is linearly separable from the other 2; the latter are
NOT linearly separable from each other.
Predicted attribute: class of iris plant. This is an exceedingly simple domain.
This data differs from the data presented in Fishers article (identified by Steve
Chadwick, spchadwick@espeedaz.net ) The 35th sample should be: 4.9,3.1,1.5,0.2,"Iris-
setosa" where the error is in the fourth feature. The 38th sample: 4.9,3.6,1.4,0.1,"Iris-setosa"
where the errors are in the second and third features.
Number of Instances: 150 (50 in each of three classes).
Number of Attributes: 4 numeric, predictive attributes and the class.
Attribute Information:
1. sepal length in cm
2. sepal width in cm
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3. petal length in cm
4. petal width in cm
5. Class:
• Iris Setosa
• Iris Versicolour
• Iris Virginica
Missing Attribute Values: None
Class Distribution: 33.3% for each of 3 classes.
URL: https://archive.ics.uci.edu/ml/machine-learning-databases/iris/
iris.data
Sepal length Sepal width Petal length Petal width Class
5.1 3.5 1.4 0.2 setosa
4.9 3 1.4 0.2 setosa
4.7 3.2 1.3 0.2 setosa
4.6 3.1 1.5 0.2 setosa
5 3.6 1.4 0.2 setosa
5.4 3.9 1.7 0.4 setosa
4.6 3.4 1.4 0.3 setosa
5 3.4 1.5 0.2 setosa
4.4 2.9 1.4 0.2 setosa
4.9 3.1 1.5 0.1 setosa
5.4 3.7 1.5 0.2 setosa
4.8 3.4 1.6 0.2 setosa
4.8 3 1.4 0.1 setosa
4.3 3 1.1 0.1 setosa
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Sepal length Sepal width Petal length Petal width Class
5.8 4 1.2 0.2 setosa
5.7 4.4 1.5 0.4 setosa
5.4 3.9 1.3 0.4 setosa
5.1 3.5 1.4 0.3 setosa
5.7 3.8 1.7 0.3 setosa
5.1 3.8 1.5 0.3 setosa
5.4 3.4 1.7 0.2 setosa
5.1 3.7 1.5 0.4 setosa
4.6 3.6 1 0.2 setosa
5.1 3.3 1.7 0.5 setosa
4.8 3.4 1.9 0.2 setosa
5 3 1.6 0.2 setosa
5 3.4 1.6 0.4 setosa
5.2 3.5 1.5 0.2 setosa
5.2 3.4 1.4 0.2 setosa
4.7 3.2 1.6 0.2 setosa
4.8 3.1 1.6 0.2 setosa
5.4 3.4 1.5 0.4 setosa
5.2 4.1 1.5 0.1 setosa
5.5 4.2 1.4 0.2 setosa
4.9 3.1 1.5 0.2 setosa
5 3.2 1.2 0.2 setosa
5.5 3.5 1.3 0.2 setosa
4.9 3.6 1.4 0.1 setosa
4.4 3 1.3 0.2 setosa
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Glass data-set
Title: Glass Identification Database
Sources:
• Creator: B. German, Central Research Establishment Home Office Forensic Science
Service Aldermaston, Reading, Berkshire RG7 4PN
• Donor: Vina Spiehler, Ph.D., DABFT Diagnostic Products Corporation (213) 776-0180
(ext 3014)
• Date: September, 1987
Past Usage:
1. Rule Induction in Forensic Science.
• Ian W. Evett and Ernest J. Spiehler
• Central Research Establishment Home Office Forensic Science Service Aldermas-
ton, Reading, Berkshire RG7 4PNCentral Research Establishment Home Office
Forensic Science Service Aldermaston, Reading, Berkshire RG7 4PN
• Unknown technical note number
• General Results: nearest neighbor held its own with respect to the rule-based
system
Relevant Information:
Vina conducted a comparison test of her rule-based system, BEAGLE, the nearest-neighbor
algorithm, and discriminant analysis. BEAGLE is a product available through VRS Con-
sulting, Inc.; 4676 Admiralty Way, Suite 206; Marina Del Ray, CA 90292 (213) 827-7890 and
FAX: -3189. In determining whether the glass was a type of "float" glass or not.
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The study of classification of types of glass was motivated by criminological inves-
tigation. At the scene of the crime, the glass left can be used as evidence...if it is correctly
identified!
Number of Instances: 214
Number of Attributes: 10 (including an Id#) plus the class attribute. All
attributes are continuously valued
Attribute Information:
1. RI: refractive index
2. Na: Sodium (unit measurement: weight percent in corresponding oxide, as are at-
tributes 4-10)
3. Mg: Magnesium
4. Al: Aluminum
5. Si: Silicon
6. K: Potassium
7. Ca: Calcium
8. Ba: Barium
9. Fe: Iron
10. Type of glass: (class attribute)
• 1 building_windows_float_processed
• 2 building_windows_non_float_processed
• 3 vehicle_windows_float_processed
• 4 vehicle_windows_non_float_processed (none in this database)
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• 5 containers
• 6 tableware
• 7 headlamps
Missing Attribute Values: None
Class Distribution: (out of 214 total instances)
• 163 Window glass (building windows and vehicle windows)
– 87 float processed
∗ 70 building windows
∗ 17 vehicle windows
– 76 non-float processed
∗ 76 building windows
∗ 0 vehicle windows
• 51 Non-window glass
– 13 containers
– 9 tableware
– 29 headlamps
URL: https://archive.ics.uci.edu/ml/machine-learning-databases/glass/glass.
data
RI Na Mg Al Si K Ca Ba Fe Class
1.52101 13.64 4.49 1.1 71.78 0.06 8.75 0 0 1
1.51761 13.89 3.6 1.36 72.73 0.48 7.83 0 0 1
1.51618 13.53 3.55 1.54 72.99 0.39 7.78 0 0 1
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RI Na Mg Al Si K Ca Ba Fe Class
1.51766 13.21 3.69 1.29 72.61 0.57 8.22 0 0 1
1.51742 13.27 3.62 1.24 73.08 0.55 8.07 0 0 1
1.51596 12.79 3.61 1.62 72.97 0.64 8.07 0 0.26 1
1.51743 13.3 3.6 1.14 73.09 0.58 8.17 0 0 1
1.51756 13.15 3.61 1.05 73.24 0.57 8.24 0 0 1
1.51918 14.04 3.58 1.37 72.08 0.56 8.3 0 0 1
1.51755 13 3.6 1.36 72.99 0.57 8.4 0 0.11 1
1.51571 12.72 3.46 1.56 73.2 0.67 8.09 0 0.24 1
1.51763 12.8 3.66 1.27 73.01 0.6 8.56 0 0 1
1.51589 12.88 3.43 1.4 73.28 0.69 8.05 0 0.24 1
1.51748 12.86 3.56 1.27 73.21 0.54 8.38 0 0.17 1
1.51763 12.61 3.59 1.31 73.29 0.58 8.5 0 0 1
1.51761 12.81 3.54 1.23 73.24 0.58 8.39 0 0 1
1.51784 12.68 3.67 1.16 73.11 0.61 8.7 0 0 1
1.52196 14.36 3.85 0.89 71.36 0.15 9.15 0 0 1
1.51911 13.9 3.73 1.18 72.12 0.06 8.89 0 0 1
1.51735 13.02 3.54 1.69 72.73 0.54 8.44 0 0.07 1
1.5175 12.82 3.55 1.49 72.75 0.54 8.52 0 0.19 1
1.51966 14.77 3.75 0.29 72.02 0.03 9 0 0 1
1.51736 12.78 3.62 1.29 72.79 0.59 8.7 0 0 1
1.51751 12.81 3.57 1.35 73.02 0.62 8.59 0 0 1
1.5172 13.38 3.5 1.15 72.85 0.5 8.43 0 0 1
1.51764 12.98 3.54 1.21 73 0.65 8.53 0 0 1
1.51793 13.21 3.48 1.41 72.64 0.59 8.43 0 0 1
1.51721 12.87 3.48 1.33 73.04 0.56 8.43 0 0 1
1.51768 12.56 3.52 1.43 73.15 0.57 8.54 0 0 1
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Figure 41: Zoom-out in Glass 3D graph
Figure 42: Zoom-in in Glass 3D graph
ILPD data-set
Title: ILPD (Indian Liver Patient Data-set) Data Set
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Sources:
• Bendi Venkata Ramana Associate Professor, Department of Information Technology,
Aditya Instutute of Technology and Management, Tekkali - 532201, Andhra Pradesh,
India.
• Prof. M. Surendra Prasad Babu, Deptartment of Computer Science & Systems En-
gineering, Andhra University College of Engineering, Visakhapatnam-530 003 Andhra
Pradesh, India.
• Prof. N. B. Venkateswarlu, Department of Computer Science and Engineering, Aditya
Instutute of Technology and Management, Tekkali - 532201, Andhra Pradesh, India.
Abstract:
This data set contains 9 variables that are total Bilirubin, direct Bilirubin, total
proteins, albumin, A/G ratio, SGPT, SGOT and Alkphos.
Data-set information:
This data set contains 416 liver patient records and 167 non liver patient records.The
data set was collected from north east of Andhra Pradesh, India. Selector is a class label
used to divide into groups(liver patient or not).
URL: https://archive.ics.uci.edu/ml/machine-learning-databases/00225/
T. Bilirubin D. Bilirubin T. Proteins Albumin A/G SGPT SGOT Alkphos Type
0.7 0.1 187 16 18 6.8 3.3 0.9 1
10.9 5.5 699 64 100 7.5 3.2 0.74 1
7.3 4.1 490 60 68 7 3.3 0.89 1
1 0.4 182 14 20 6.8 3.4 1 1
3.9 2 195 27 59 7.3 2.4 0.4 1
1.8 0.7 208 19 14 7.6 4.4 1.3 1
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T. Bilirubin D. Bilirubin T. Proteins Albumin A/G SGPT SGOT Alkphos Type
0.9 0.2 154 16 12 7 3.5 1 1
0.9 0.3 202 14 11 6.7 3.6 1.1 1
0.9 0.3 202 22 19 7.4 4.1 1.2 2
0.7 0.2 290 53 58 6.8 3.4 1 1
0.6 0.1 210 51 59 5.9 2.7 0.8 1
2.7 1.3 260 31 56 7.4 3 0.6 1
0.9 0.3 310 61 58 7 3.4 0.9 2
1.1 0.4 214 22 30 8.1 4.1 1 1
0.7 0.2 145 53 41 5.8 2.7 0.87 1
0.6 0.1 183 91 53 5.5 2.3 0.7 2
1.8 0.8 342 168 441 7.6 4.4 1.3 1
1.6 0.5 165 15 23 7.3 3.5 0.92 2
0.9 0.3 293 232 245 6.8 3.1 0.8 1
0.9 0.3 293 232 245 6.8 3.1 0.8 1
2.2 1 610 17 28 7.3 2.6 0.55 1
2.9 1.3 482 22 34 7 2.4 0.5 1
6.8 3 542 116 66 6.4 3.1 0.9 1
1.9 1 231 16 55 4.3 1.6 0.6 1
0.9 0.2 194 52 45 6 3.9 1.85 2
4.1 2 289 875 731 5 2.7 1.1 1
4.1 2 289 875 731 5 2.7 1.1 1
6.2 3 240 1680 850 7.2 4 1.2 1
1.1 0.5 128 20 30 3.9 1.9 0.95 2
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Figure 43: Zoom-out in Glass 3D graph
Figure 44: Zoom-in in Glass 3D graph
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