Abstract-We address multi-modal trajectory forecasting of agents in unknown scenes by formulating it as a planning problem. We present an approach consisting of three models; a goal prediction model to identify potential goals of the agent, an inverse reinforcement learning model to plan optimal paths to each goal, and a trajectory generator to obtain future trajectories along the planned paths. Analysis of predictions on the Stanford drone dataset, shows generalizability of our approach to novel scenes.
I. INTRODUCTION
To safely and efficiently navigate through spaces shared with humans, autonomous robots need the ability to forecast human motion. An inherent difficulty in motion forecasting is its multi-modal nature. In a given scene, a human can have one of multiple goals, with multiple paths to each goal. Regression based approaches for motion forecasting tend to suffer from mode collapse, resulting in averaged trajectories that may not conform with the scene.
Prior works have addressed this challenge by learning oneto-many mappings, from available context such as scene cues and past motion, to multiple future trajectories. This is typically done by sampling conditional generative models [1] - [6] , or learning mixture models [7] - [9] . However, the high dimensionality of the output space poses a challenge for such models to generalize to novel scenes, especially since each scene can have paths, goals and decision nodes in various configurations.
Another set of approaches [10] - [13] pioneered by Ziebart et al. [10] formulate motion forecasting as a reinforcement learning agent exploring a grid defined over the scene. A reward map for the agent is learned via maximum-entropy inverse reinforcement learning (max-ent IRL) [14] . This allows for a more intuitive model for the agent's decision making. Also, since the reward map is learned from local scene cues at each grid cell, it allows for better generalization to novel scenes. However, max-ent IRL approaches suffer from two limitations. They require absorbing goal states in the scene to be known beforehand [10] or uniformly sampled from the scene [11] . More importantly, they can only provide paths taken by the agent in the grid, without mapping them to times in the future. While this is partly addressed in [10] by decomposing state visitation frequencies over time steps, using a Gaussian distribution, this does not take into account the agent's dynamics. A fast moving agent would make more progress than a slow moving agent along a planned path, over a fixed prediction horizon.
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ndeo@ucsd.edu, mtrivedi@ucsd.edu In this work, we propose a planning based approach that can generalize to novel scenes, while not requiring goal states to be known beforehand, and generating continuous valued trajectories, preserving temporal information. Our approach consists of three models:
• Goal prediction model: To determine possible goals of the agent, based on the scene and their past motion • Optimal path planner: To determine paths to each sampled goal using max-ent deep IRL • Trajectory generator: To output continuous trajectories over the prediction horizon based on the agent's past motion, and an encoding of the planned paths.
II. PROPOSED MODEL A. Goal Prediction:
The goal prediction model (Fig. 1, top) consists of two branches; a fully convolutional network (FCN) encoding the scene, and a gated recurrent unit (GRU) encoding the past trajectory. The FCN outputs a heatmap of potential goals in the scene, such as points where paths exit the scene, entrances to buildings etc. The trajectory encoder outputs activations for a discrete set of orientations and distances. These activations are mapped to the 2-D grid by taking a weighted sum of the two nearest distance and orientation values for the center of each cell. The trajectory encoder allows the model to narrow down potential goals based on the past motion of the agent. The two encodings are added and passed through a softmax layer to give goal probabilities on the grid. The model is trained to minimize cross-entropy with respect to the true goal.
B. Optimal paths using Maximum Entropy Deep IRL:
We use max-ent deep IRL [12] to learn a reward map on the scene. The reward model (Fig. 1, middle) is identical in structure to the goal prediction model. However, the heatmaps produced by the FCN and trajectory encoder can be interpreted as the scene-based and motion-based rewards over the grid. Since the FCN processes local patches of the scene, the reward map can generalize to novel scenes. During inference, we solve forward reinforcement learning to get the optimal policy conditioned on goals sampled from the goal prediction model. Roll-outs of the optimal policies give paths to each goal that conform to the scene.
C. Trajectory generation using way-point encoding:
The trajectory generation model (Fig. 1, bottom) generates continuous valued trajectories over the prediction horizon, conditioned on past motion and the optimal planned paths. The past trajectory is encoded by a GRU. We treat the grid locations of the planned paths as way-points in the scene. We encode the way-points using a bidirectional GRU encoder. The trajectory generator is a GRU decoder equipped with soft-attention [15] . Since all the way-points are typically not reached over the prediction horizon considered, the attention based decoder can attend to relevant way-points as it outputs the trajectory.
III. EXPERIMENTAL EVALUATION:
We use the Stanford drone dataset (SDD) [16] for our experiments. It consists of trajectory data captured at 60 different scenes, with their top-down images. We use the standard benchmark split [17] for train, validation and test sets. While evaluating a multi-modal trajectory forecasting model, we need to ensure that plausible future trajectories generated by the model that do not correspond to the true future trajectory are not penalized. We thus use the minimum average displacement error (mADE) and minimum final displacement error (mFDE) metrics to evaluate our model:
where T is the prediction horizon, y 1:T is the true future trajectory for a given instance, andŷ (k) 1:T are trajectories sampled from our model. Similar to prior work [1] , [2] , [5] , we choose K = 20, with a prediction horizon of 4.8 s, and past history of 3.2 s. Table I shows the mADE and mFDE values for the SDD test set. Our approach achieves state of the art results on SDD. Additionally, we provide qualitative examples of predictions made by our model, shown in Figure  2 . We can observe that our models generate a diverse set of future trajectories that conform with the underlying scene and past motion of the agent.
