We consider elliptic operators in divergence form L = div (Φ · grad ) either on a closed Riemannian manifold or in a domain with compact closure and piecewise smooth boundary M where Φ : M → End(T M ) is a positive definite symmetric smooth section of the bundle of all endomorphisms of T M . We show that the first nonzero L-eigenvalues in the closed or Dirichlet eigenvalue problems can be bounded in terms of the Laplacian eigenvalues in the respective eigenvalue problem and the eigenvalues of Φ. We also present a method to obtain lower bounds for first Dirichlet L-eigenvalue in terms of vector fields generalizing the main result of [5] . We apply these results to give lower bounds for the first eigenvalue of the L r operators on hypersurfaces with locally bounded (r + 1)-mean curvature.
Introduction
Let M be either a compact, n-dimensional Riemannian manifold with empty boundary ∂M = ∅ or a domain in a Riemannian manifold with compact closure and piecewise smooth non empty boundary ∂M = ∅ and let Φ : M → End (T M) be a smooth, symmetric and positive definite section of the bundle of all endomorphisms of T M. For each section Φ we have a self-adjoint second order differential elliptic operator defined by L(f ) = div (Φ grad f ), f ∈ C 2 (M). Let us consider on M the eigenvalue problem L u + λ u = 0 with Dirichlet boundary data u|∂M = 0 if ∂M = ∅, where in this case u ∈ C 2 (M) ∩ C 0 (M ). It is well known that in this eigenvalue problem the first nonzero eigenvalue λ L 1 (M) can be given via Rayleigh's quotients by
Where C 2 0 (M) are the set of all C 2 functions on M with compact support. These types of operators in divergence forms appears frequently associated to certain variational problems in geometry, see [3] , [8] , [13] and it is important to obtain bounds for the eigenvalues in terms of the geometry of the manifold, see [1] , [2] , [7] . Sometimes in applications it is necessary to consider arbitrary open sets Ω without any compactness or boundary smoothness assumption in a Riemannian manifold. In this case, instead of the first nonzero eigenvalue we work with the L-fundamental tone of Ω defined by
In this paper M will denote a smooth compact Riemannian manifold with empty boundary or a domain with compact closure and piecewise smooth non empty boundary ∂M = ∅ in a Riemannian manifold and Ω will denote an arbitrary open set in a Riemannian manifold. Our first result is the very simple observation that λ L 1 (M) and λ * , L (Ω) can be bounded from above and from below in terms of the first nonzero eigenvalue λ △ 1 (M) and the △-fundamental tone λ * , △ (Ω) of the Laplace operator △ respectively and the eigenvalues of Φ. In fact, for x ∈ M, we let 0 < µ 1 (x) ≤ µ 2 (x) ≤ . . . ≤ µ n (x), be the ordered eigenvalues of Φ(x) : T x M → T x M, n = dimM and letting ν(Φ, M) = sup x∈M {µ n (x)} and µ(Φ, M) = inf x∈M {µ 1 (x)} we have the following result. 
Moreover,
This theorem shows that in fact we need only to bound the first nonzero △-eigenvalue of the Laplace operator and for that there are an immense literature concerning bounds for λ
, where h(M) is the well known Cheeger's constant for M, see [6] . However, to give useful upper or lower bounds it is necessary to estimate the constants ν(Φ, M), µ(Φ, M). On the other hand, we can estimate λ L 1 (M) and λ * ,L (Ω) from below directly in terms of vector fields. This generalizes the main result of [5] .
2 The L r -Operators
We will apply the results stated above to certain differential operators called L r . To introduce these L r we need to consider an isometric immersion ϕ : W ֒→ N of an oriented n-dimensional Riemannian manifold W into a (n + 1)-dimensional Riemannian manifold N. Associated to the second fundamental form A = −∇η of ϕ one has the elementary symmetric functions S r , (0 ≤ r ≤ n) of the principal curvatures k 1 , k 2 , . . . , k n , defined by
Here ∇ and η denote respectively the Levi-Civita connection of N and a globally defined unit vector field normal to ϕ(M). The S r (up to normalization) are the higher order mean curvatures of W . It ranges from the mean curvature S 1 and scalar curvature S 2 to the GaussKronecker curvature S n . With the S r 's one can recursively define smooth symmetric sections P r , r = 0, 1, 2, . . . n, of End(T W ) called the Newton operators, setting P 0 = I and
so that P r (x) : T x W → T x W is a self-adjoint linear operator with same eigenvectors as the second fundamental form A. Each P r is associated to a second order self-adjoint differential operator defined by 2f = trace (P r Hess (f )) see [8] . In the literature this particular operator 2 is called the L r operator, see [3] , [9] , [13] . We have that
When the ambient manifold N is the simply connected space form M(c) of constant sectional curvature c then trace (∇P r ) grad ≡ 0, see [13] . And L r can be expressed in divergence form as
For r ≥ 1, the ellipticity of the L r is not granted but there are geometric conditions on the immersion to ensure the ellipticity of the L r and thus the positivity definiteness of the P r . Here we will not fix any particular condition on the immersion to guarantee the positivity definiteness of the P r , we will only require that the P r 's to be positive definite. Under this hypothesis of positiveness definiteness, Theorem (1.1) have the following version when applied to the operators L r , r = 0, 1, 2, ...n − 1, recalling that µ(r) = µ(P r , M) = inf M {µ r 1 (x)} and 
Where λ 
From (11) we have in particular that
With one of these equalities λ To make an application of Theorem (1.2) we need to introduce the concept of locally bounded (r + 1)-mean curvature immersions. It is a straight forward extension of the concept of locally bounded mean curvature immersions introduced in [4] .
Definition 2.2 An orientable immersed hypersurface ϕ : W ֒→ V of a Riemannian manifold
V is said to have locally bounded (r + 1)-mean curvature S r+1 if for any p ∈ V and R > 0, the number
is the geodesic ball of radius R and center p ∈ V .
As an application of Theorem (1.2) we estimate the fundamental tone from below of certain domains in hypersurfaces with locally bounded (r + 1)-mean curvature of the simply connected space forms M(c).
Theorem 
if h(p, R) = 0 and R < ∞ otherwise, we have that
ii. If c > 0 and choosing R < min π/(2 √ c), 
3 Proof of the Results
Theorem 1.1
It is important to observe that set of admissible functions in the characterizations (1) and (2) of λ 
From (14) we have that
and
Taking the infimum over all admissible functions in (16) we obtain (3) or (5) . Suppose that we have λ (3), (the upper inequality is treated in the same way), then taking f to be the first L-eigenfunction then we have that
Since f is also admissible function for the Dirichlet △-eigenvalue problem. Thus we have from (14) and (17) that
And then µ i (x) − µ(Φ, M) = 0 i = 1, . . . n, almost everywhere and by continuity everywhere.
Theorem 1.2
Let us prove Theorem (1.2) for an arbitrary open set Ω. Let X be a vector field on Ω and f ∈ C ∞ 0 (Ω). The vector field f 2 ΦX has compact support on Ω. Let suppf ⊂ S be a regular domain containing the support of f . Now, by the divergence theorem we have that
By the variational formulation of λ * (Ω) in (1) this inequality above implies that
Notice that the proof above also shows that λ
Theorem 2.1
Let ϕ : W ֒→ M(c) be an isometric immersion of an oriented n-dimensional Riemannian manifold W into a (n + 1)-dimensional simply connected space form of sectional curvature c. Let M ⊂ W be a domain with compact closure and piecewise smooth non empty boundary and suppose that the Newton operators P r and P s , 0 ≤ s, r ≤ n − 1 are positive definite when restricted to M. Let µ(r) = µ(P r , M), µ(s) = µ(P s , M) and ν(r) = ν(P r , M), ν(s) = ν(P s , M). Given a vector field X on M we can find a vector field Y on M such that
Consider {e i } be an orthonormal basis such that P r e i = µ r i e i and P s e i = µ
Combining (23) with (24) and by Theorem (1.2) we have that
for every 0 < κ ≤ µ(r) ν(s) .
Theorem 2.3
We start with this following lemma, first proved in [10] for the Laplacian. 
we then have that
where α(X, Y ), η = A(X), Y and {e i } is an orthonormal basis of T p M so that P r (e i ) = µ r i e i .
Proof: Using Gauss equation to compute Hess (f ) one obtains
But we have that L r f = trace (P r Hess f ) (see 9), thus
Substituting (27) into (28) we have that
Here Hess f (X) = ∇ X grad f and Hess f (X, Y ) = ∇ X grad f, Y . Another result we need is the well known Hessian Comparison Theorem. 
and ρ < π/2k 1 .
(30)
Then the Hessian of ρ satisfies
3.4.1 Proof of Theorem 2.3.
. We obtain by identity (26) that
since trace (AP r ) = (r + 1) · S r+1 . By Theorem (1.2) (setting X = −grad log f ) we have that
Computing the Hessian of g we have that
Hess g (e i , e i ) = ∇ e i grad g, e i = −2 ∇ e i ρ grad ρ, e i = −2 grad ρ, e i 2 − 2ρ ∇ e i grad ρ, e i = −2 grad ρ, e i 2 − 2ρ Hess ρ(e i , e i ).
Therefore we have that
2 + ρ Hess ρ(e i , e i )] + (r + 1) · S r+1 · ρ · grad ρ, η
Setting e ⊥ i = grad ρ, e i ρ and e 
and (r + 1) · S r+1 · ρ · grad ρ, η ≤ (r + 1) R · h r+1 (p, R)
From (36) and (37) wee have that 
