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RESUME 
Ce memoire presente la conception, la realisation et les tests effectues pour une architecture 
generique permettant a une machine de reconnaitre le sens d'un message en utilisant le 
modele de la cognition linguistique de l'humain et un environnement commun a celui des 
humains. 
A ce jour, les machines reconnaissent des mots cles et repondent en suivant un modele 
prefabrique, tous deux preprogrammes par des humains. Done, chaque agent informatique 
muni d'une forme d'interaction avec le public se voit attribuer un certain nombre de 
questions potentielles avec les responses associees, parfois preconstruite. C'est-a-dire que la 
machine possede une base de mots avec un ordre predefini de ceux-ci qu'elle peut utiliser, 
parfois une phrase deja entierement construite, que la machine utilise telle qu'elle. 
L'objectif principal de ce projet est de demontrer qu'il est possible pour la machine de 
s'approcher du modele propose par les linguistes, principalement un modele propose par 
Kleiber, adjoint a un modele de cognition, celui du STI, et d'extraire le sens d'un message 
dans le but de l'interpreter. Ainsi, il est possible d'etablir une forme de dialogue entre 
un etre humain et une machine. Cet objectif est atteint en proposant une nouvelle ar-
chitecture generique pour' le traitement du langage naturel. Contrairement a ce qui est 
fait habituellement dans ce genre de problematique, les reponses obtenues ne doivent pas 
etre des reponses precdngues, mais bien des phrases generees par la machine a partir de 
la grammaire de la langue. 
Les resultats bbtenus montrent qu'il est possible de donner un sens aux mots composant 
un message de maniere a ce qu'une machine soit en mesure de l'interpreter dans un 
langage qui lui est propre. Cela est fait de maniere a ce que cette meme machine puisse 
repondre a son interlocuteur, voire eventuellement prendre une decision en rapport avec 
la conversation. 
Mots cles : architecture logicielle, linguistique, prolog, signification du message, intelli-
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LEXIQUE 
Conjugueur Neologisme adopte en 2004 par l'OQLF. Logiciel fournissant a tous les 
temps la conjugaison des verbes d'une langue [OQLF, 2008]. 
Dictionnaire Dans le present document, le dictionnaire fait reference a un vocabulaire 
terminologique fortement monosemique, une base de mots n'ayant qu'une seule de-
finition pouvant etre utilises. Etant d'usage plus commun pour les lecteurs, le terme 
dictionnaire, bien que plus englobant, sera utilise. 
Entite conceptuelle Une entite conceptuelle n'a pas de support physique dans Tun des 
univers selon la definition du terme environnement. Parmi ces entites se trouvent: les 
sentiments, les concepts generaux et les lois universelles. Les entites conceptuelles 
se retrouvent souvent en paires puisque, contrairement aux entites physiques, qui 
ont tin support dans leurs realites respectives, les entites conceptuelles ne sont pas 
pergues par les sens. C'est done la connaissance du concept inverse qui definit l'entite 
conceptuelle. Par exemple, il n'est pas possible de definir la notion de bien sans 
definir la notion du mal en meme temps. 
Entite physique Une entite physique est toute realite pouvant se retrouver dans Tun 
des univers selon la definition du terme environnement. II peut s'agir d'un etre 
vivant ou bien d'un objet concret. Une entite physique peut §tre pergue par les sens 
appartenant au meme univers. 
Environnement Dans le present document, il s'agit d'une reference aux trois univers 
suivants : 
Univers physique : cette realite est celle dans laquelle les entites physiques evoluent 
et sont pergues. 
Univers imaginaire et spirituel : cette realite, qui decoule de la realite physique, est 
formee de legendes, de reves, de fables et de croyances. 
Univers virtuel : cet univers, plus recent, est l'ensemble du monde numerique et des 
possibles non actualises. 
Grammaire Dans ce document, la grammaire se limite aux regies d'accord et de syntaxe 
de base. 
Memoire La memoire est la capacite qu'ont les etres vivants et les machines intelligentes 
d'enregistrer un certain nombre d'informations. Trois types de memoire existent. La 
memoire a court terme, qui analyse ponctuellement ce qui se passe, la memoire a 
moyen terme, aussi appelee memoire de travail, et la memoire a long terme. Cette 
derniere se subdivise en trois sous-categories : 
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XIV LEXIQUE 
Memoire semantique : Ensemble des connaissances acquises. (savoir linguistique et 
savoir structure) 
Memoire procedural? : Memoire des automatismes, tels marcher, courir et manger. 
Memoire episodique : Souvenirs proprement dit des personnes. (memoire autobio-
graphique) 
Egalement, a l'interieur de la memoire episodique se retrouve la memoire sensorielle, 
telle iconique (visuelle) et echoi'que (auditive), qui englobe les souvenirs relies a un 
sens ou a une emotion. 
Micro-environnement Environnement de reference servant de lien entre l'univers phy-
sique (environnement humain) et l'univers virtuel (environnement machine). 
Monosemique Mot qui n'a qu'un seul et unique sens [DUBOIS, 2001]. 
Polysemie Pfopriete d'un mot a avoir plusieurs sens [DUBOIS, 2001]. 
Prototype En linguistique : Instance typique d'une categorie [DUBOIS, 2001]. 
En informatique : representant objectal du concept qui repfesente le mieux le concept 
et la classe entiere associee [OQLF, 2008]. 
Reference La reference est le principe par lequel un mot est remplace par un pronom. 
Referent Le referent est l'entite physique ou conceptuelle qui est representee par l'utili-
sation d'un mot de la langue. 
Semantique Etude du sens d'un mot par l'analyse de leur phoneme (base du mot) et 
morpheme (variation) [DUBOIS, 2001]. 
Semantique du prototype Capacite de trouver le meilleur exemplaire (representant) 
associe a une categorie. Cette definition se rapproche de la theorie du stereotype de 
la sociologie, mais cette fois, appliquee a la structure du langage humain [KLEIBER, 
1990]. 
Taxon Groupe d'etres vivants ayant des traits caracteristiques communs. Dans la classi-
fication internationale, les taxons correspondent aux unites systematiques utilisees 
a chaque niveau du systeme de classification. Ce sont le regne, l'ordre, la famille, le 
genre, l'espece et la variete. 
Terminologie Ensemble de termes, definis rigoureusement, qui designe les notions qui 
sont utiles a un domaine specialise. 
Traitement du langage Dans le present document, reference a l'ensemble du traitement 
de la parole et du message. 
Traitement du message Dans le present document, la recherche du sens du message 
ecrit ou parle. 
CHAPITRE 1 
INTRODUCTION 
Depuis deja plusieurs decennies, des recherches sont faites pour etablir une communication 
reelle entre les humains et les machines. C'est un reve humain de vouloir produire une 
machine dotee de caracteristiques humaines. D'ailleurs, des androi'des dotes de parole sont 
souvent presents dans les productions de science-fiction. Le dialogue humain-machine n'est 
pas chose facile et, pourtant, cette communication ouvrirait des portes a toutes sortes 
d'applications. Jusqu'a ce jour, le dialogue entre un systeme informatique et un humain 
se fait principalement par reconnaissance de mots cles. Plusieurs applications se sont 
construites autour de cette methode, comme les robots munis de reconnaissance vocale et 
les agents conversationnels (chatbots). 
Ce projet de recherche dote la machine d'une representation permettant une compati-
bilite entre les langages humain et machine. L'idee est simple, mais sa mise en oeuvre 
Test beaucoup moins. Une des difficultes rencontrees est que la machine, n'ayant pas de 
conscience, ne connait pas le sens de ce qu'elle dit ou de ce qu'elle entend. Ce probleme 
est observable dans differentes situations. Chaque fois, le meme raisonnement se produit : 
si ce terme existe, c'est qu'il doit avoir un sens. Concretement, en partant du fait que 
«Le sens n'a de sens que si on lui en donne un. (Anonyme)», pour qu'une machine soit en 
mesure de comprendre un langage humain, il faut lui faire comprendre que chaque mot a 
une signification reelle. 
Dans le cadre de cette recherche, il est question de demontrer qu'il est possible de donner 
un sens a un mot de maniere a ce qu'une machine soit en mesure de l'interpreter dans un 
langage qui lui est propre arm qu'elle puisse repondre a son interlocuteur, voire prendre 
une decision en rapport avec la conversation. Une des applications possibles qui utiliserait 
ce concept pourrait servir, avec l'aide d'un support robotise, a 1'assistance de personne en 
manque d'autonomie. Notamment, les personnes paraplegiques pourrait beneficier d'un 
tel systeme. En effet, il n'existe, a ce jour, que peu d'alternatives pour repondre a leurs 
besoins. A plus grande echelle il serait possible d'associer des elements du langage avec, 
par exemple, des actions concretes a effectuer. Toutefois, il reste beaucoup de travail a 
faire afin que le langage de l'humain et le langage de la machine soient compatibles au 
niveau de Interpretation du sens des mots. 
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L'objectif principal de ce projet est de demontrer qu'il. est possible pour la machine de 
s'approcher du modele linguistique, ici un modele propose par Kleiber, et de s'arrimer a 
un modele cognitif, ici celui du STI, dans le but d'interpreter un message et de repondre 
de maniere reflechie a ce message. II serait alors possible d'etablir un dialogue entre un 
etre humain et une machine. La contribution du projet est de proposer une nouvelle 
architecture generique pour le traitement du langage naturel en accord avec un modele 
combinant un des modeles de Kleiber, impliquant que les concepts ne sont pas fermes, mais 
des classes floues et ouvertes, jumele au modele cognitif du STI, decrivant le processus 
de comprehension d'un message chez Phumain. Cette architecture est par la suite validee 
avec une implementation concrete. De prime abord, le probleme est simplifie de maniere 
a ce que la majorite des mots utilises par la machine n'aient qu'un seul sens (vocabulaire 
normalise) et que l'environnement soit restreint pour une application donnee. 
Pour la reussite de la demonstration, la machine ne doit pas utiliser un patron de reponse, 
mais plutot des phrases qu'elle construit elle-meme. Pour ce faire, l'environnement de refe-
rence de la machine doit se rapprocher suffisamment de celui des humains pour considerer 
qu'il y a une base commune aux deux representations. II faut egalement mettre en oeuvre 
une grammaire permettant a la machine de construire ses propres phrases a partir des 
elements de l'environnement et de la grammaire de la langue desiree, le frangais dans ce 
cas-ci. 
Afin de limiter la taille du projet, des contraintes ont ete fixees. Compte tenu des contraintes 
inherantes au contexte academique de la presente recherche, il importait de bien circons-
crire le micro-environnement sous etude et d'y limiter strictement le vocabulaire, lequel 
est presqu'exclusivement monosemique. Seuls les expressions necessaires pour le bon fonc-
tionnement de l'application pour le micro-environnement choisi sont definies. La demons-
tration du fonctionnement de l'architecture est faite avec un micro-environnement limite 
a un cas d'utilisation precis. II s'agit d'un ordinateur dans une piece avec des informations 
sur ce qui l'entoure. L'environnement se limite done au vocabulaire necessaire pour inte-
ragir avec le contenu de cette piece. De plus, afin de reduire la complexity, les termes sont 
reduits a une seule definition par mot, a quelques exceptions pres. Ainsi, le probleme de 
la polysemie est mis de cote pour les tests puisque le vocabulaire est fortement monose-
mique. De plus, la grammaire se limite aux accords du pluriel et du feminin ainsi qu'a la 
syntaxe de base des phrases, mais non le choix des mots la formant. C'est-a-dire que cette 
grammaire comprend l'axe syntagmatique, mais non l'axe paradigmatique. Finalement, 
le dictionnaire s'apparente davantage a une terminologie qu'a un dictionnaire proprement 
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dit du a la monosemie forcee, mais le terme dictionnaire sera quand meme utilise pour 
une question de generalisation et de simplification. 
Pour ce projet, une architecture informatique basee sur un modele linguistique est propo-
see. II n'est done pas question de reconnaissance de mots cles, mais plutot de fonctionnalite 
et de sens des mots. Cette approche, bien que necessitant plus de ressources du processeur 
qu'une approche classique, permettra une interaction plus naturelle entre une machine et 
un etre humain puisque l'architecture donnera a la machine et a 1'humain une reference 
commune a leur langage respectif. 
Le document est structure de la maniere suivante. II est decrit au chapitre 2 l'etat actuel 
des recherches au niveau informatique et les theories linguistiques en.lien avec ce projet. 
La transition entre le modele humain et le modele du projet est expliquee a la section 
3.1. La conception et la realisation des modules mentionnes precedemment sont decrites 
au chapitre 3. Finalement, le chapitre 4 montre les tests, les resultats et les analyses des 
differents modules. La conclusion est presentee au chapitre 5. 
4 CHAPITRE1. INTRODUCTION 
CHAPITRE 2 
REVUE DE LA LITTERATURE 
Ce chapitre discute des modeles proposes par les linguistes puis des realisations dans le 
domaine informatique, ainsi qu'une introduction au langage qui sera utilise pour unifier 
ces concepts. II demontre qu'il existe un ecart considerable entre les modeles apportes par 
les liguistes et ce qu'un ordinateur est en mesure de faire a ce jour. Les termes comprehen-
sion et reconnaissance du message sont utilises dans ce document. Par comprehension, il 
est question du fait que le message a ete decode, que son sens a ete reconnu et que, si 
une reponse doit en ressortir, que celle-ci puisse etre generee. Par reconnaissance, il est 
simplement question du fait que les mots formant la phrase soient reconnus, par leur sens, 
leur definition ou leur fonction, sans traitement significatif de ceux-ci. 
2.1 Modeles linguistiques 
Les linguistes se sont penches depuis plusieurs decennies sur la comprehension du sens du 
message. La comprehension est le fondement de la generation d'un message. lis se sont 
egalement penches sur le principe du dialogue lui-meme. II existe des centaines de modeles 
linguistiques, certains plus interessants que d'autre. Entre autre, un modele qui ne se base 
pas strictement sur les conditions necessaires et suffisantes pour determiner la nature ou 
le sens d'un mot. Kleiber a d'ailleurs ecrit plusieurs ouvrages sur le sujet. II indique les 
principaux concepts du langage en general en s'appuyant sur des exemples en frangais afin 
de faire ressortir les differents elements qui composent le message dans le but de mieux le 
comprendre. Parmi ces concepts se trouvent la semantique et la prototypicalite [ KLEIBER, 
1990] ainsi que la polysemie, la definition et la reference [KLEIBER, 1999]. 
Les concepts de semantique et de prototypicalite sont utilises en linguistique pour repre-
senter les interrelations qui existent entre certains mots. Ensemble, ils donnent naissance a 
la semantique du prototype. Le prototype represente le meilleur exemplaire d'une catego-
rie et il est possible de deduire que les entites s'en approchant suffisamment font egalement 
partie de cette categorie. Les classifications classique se font sous forme de pyramide ou 
sont presents deux types de classification, horizontale et verticale, comme le montre la 
figure 2.1. 
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^ . Classification \ 
^ H o r i z o n t a l e ^ 
Figure 2.1 - Exemple de pyramide de classification classique 
Cette pyramide de classification contient de plus en plus de representants a chaque etage. 
Cette pyramide permet une integration des concepts rapides et efficaces du point de vue 
de la visualisation et chaque enfant herite des caracteres de ses parents. A noter que cette 
figure n'est pas exhaustive, mais montre seulement quelques exemples pour les besoins 
de l'explication. De ce principe, le systeme de classification international a vu le jour. Le 






















TABLEAU 2.1 - Exemples de la classification internationale 
Le tableau 2.1 montre qu'a chacune des sous-categories correspond un certain representant. 
Ce representant peut differer d'un individu a un autre. Par exemple, certains diront que 
le berger allemand serait le meilleur representant du chien, toutefois, le caniche miniature 
appartient aussi a la categorie du chien. 
Telles que presentees par Kleiber, les categories forment des classes ouvertes. En pratique 
cependant, comme le mentionne Kleiber, il faut limiter ce qui appartient ou non a une 
categorie. Par exemple, un objet correspondant au modele avec un certain taux d'erreur 
sera associe au modele qui lui est le plus pres horizontalement. Par exemple, le kiwi 
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(Panimal) presente des caracteristiques appartenant aux mammiferes et aux oiseaux. En 
regardant uniquement ces deux categories, si un taux d'erreur de 0.3 aux oiseaux et de 0.6 
aux mammiferes (nombres arbitraires) est determine, la categorie des oiseaux sera choisie. 
La figure 2.2 illustre le principe de superposition des classes qui permet l'ouverture des 
prototypes. 
Classification horizontaie 
Figure 2.2 - Exemple de pyramide de classification ouverte 
II est a noter sur la figure 2.2, que pour chaque etage de la pyramide, il n'y a qu'une 
seule classe qui est developpee pour alleger l'illustration. Ainsi selon les caracteristiques 
d'un individu, celui-ci peut appartenir a differentes classes. Son niveau d'appartenance 
determinera a quelle classe il appartient. De la meme maniere, lorsqu'on determine le 
meilleur representant d'une classe plus generale, une classe plus specifique ne presentant 
que des caracteristiques de cette classe generale est plus suseptible d'etre un meilleur 
representant de cette classe. Pour reprendre Pexemple du kiwi (l'animal), il presente a 
la fois des caracteristiques des mamiferes et des oiseaux, meme s'il fut determine que 
celui-ci etait un oiseau par Pexemple precedent. De ce fait, le kiwi n'est pas le meilleur 
representant des oiseaux et ne sera pas previlegie pour etre choisi comme representant 
possible des oiseaux face au merle, par exemple. 
La recherche de caracteristiques au sein d'une ligne de la pyramide est referee comme 
classification horizontaie. Ainsi, chaque entite physique ou conceptuelle appartenant a 
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une meme categorie se retrouve associee a un taxon commun, independamment de sa 
representative pour la categorie. Ensuite, les differentes classes identifiees sont hierarchi-
sees de maniere a regrouper des classes presentant des similitudes. Cette hierarchisation 
est referee comme classification verticale. 
Au niveau de la langue, c'est habituellement le taxon du genre qui est utilise pour referer 
a une entite de maniere generate. Un individu dira qu'il a vu un chien, sans necessaire-
ment preciser de quelle espece il s'agissait. Toutefois, selon les entites a decrire, un taxon 
plus general ou plus specifique sera utilise. C'est ainsi que la hierarchie est decrite, selon 
Kleiber, comme faisant partie des connaissances et de la culture des etres humains. Cette 
hierarchisation est faite pour toutes les entites qui sont rencontrees par des etres humains. 
La classification internationale est bien connue pour les etres vivants et il en va de meme 
pour les mots dans une langue, par exemple, aimer est un verbe du premier groupe et 
les verbes sont des mots. Pour reussir a determiner ou un mot se situe dans la double 
classification, c'est-a-dire une classification horizontale et verticale combinee, les quatre 
points de comparaison suivants sont utilises : 
1. Appartenance a une categorie : verification de la nature du mot par criteres non 
analytiques. Comme dans l'exemple de la classification internationale du tableau 
2.1, un mot est categorise dans une classe de mots et il est regroupe par un terme 
plus general. Ainsi, un mot decrivant une action a plus de chance d'etre un verbe 
alors qu'un mot indiquant un objet a plus de chance d'etre un nom. 
2. Sens et reference : l'expression referee par un mot (generalite) de la categorie est 
basee sur le sens du mot (specificite). Par exemple, le pfonom prendra le sens du 
nom qu'il remplace. Dans l'expression «Apporte-le-moi.», moi fait reference a Pin-
terlocuteur et le a un objet qui aurait ete defini lors d'une phrase precedents Ainsi, 
une categorie qui prend en compte les objets inclut egalement les referents directs 
de ces objets qui sont membres de la categorie. 
3. Double parallelisme : extension (generique) et intension (specifique) du mot. Un 
exemple concret est la substitution du contenant pour le contenu. «Passe-moi le sel» 
ne fait pas reference au sel lui-meme, mais bien la saliere. Ici, la categorie determine 
un lien etroit entre certains mots de categories differentes (paralleles). Le sel faisant 
partie des condiments et la saliere des recipients. 
4. Polysemie presente : sens multiples. Par exemple, le mot gorge peut signifier autant 
une partie du corps qu'une vallee etroite. 
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A la suite de ces points de comparaison, la categorisation sera confirmee en considerant la 
flexibility et la stabilite de la structure. Un principe important etant «L'exception confirme 
la regle[...]» (FLAUBERT, 1966). En effet, les linguistes, comme d'autre specialistes de 
disciplines differentes, partent du principe qu'il est inutile de definir une regie si aucune 
exception ne peut se produire. De la meme fagon, les entites purement conceptuelles 
n'auront pas de nom tant et aussi longtemps que son oppose ne sera pas identifie, par 
exemple la definition du bien et du mal. Comme le demontre Rosch [ROSCH et coll., 
1993], certaines entites conceptuelles, telles les couleurs, ou celles qui n'appartiennent pas 
a un continuum bipolaire, comme chaud, tiede et froid, existent malgre l'absence d'une 
dualite inverse. Les points de comparaisons 3 et 4 rendent parfois impossible le classe'ment 
d'un mot uniquement par lui-meme. Dans ce cas, le sens de la phrase doit etre observe. 
C'est principalement le cas pour les mots polysemiques et les mots referents. Pour Panalyse 
d'une phrase, six points d'etude doivent etre pris en compte : 
1. Phonetique et phonologie : etude des sons de la linguistique (au niveau oral) 
2. Morphologie : partie de la grammaire qui etudie la formation des mots 
3. Syntaxe : partie de la grammaire qui etudie la relation structurale entre les mots 
4. Semantique : etude du sens lui-meme 
5. Pragmatique : etude du langage utile pour atteindre un but 
6. Discours : etude de la parole ou de la langue concretises 
II existe d'autres approches traitant du cote emotionnel du message comme etant le vehi-
cule premier du sens de ce message [WiNOGRAD, 1978]. Cependant, vu la quasi impossi-
bility actuelle, du cote informatique, a faire ce genre de traitement, celles-ci seront mise 
de cote. 
L'approche presentee par Kleiber fait partie d'une multitude d'autres theories qui ne sont 
pas presentes dans ce rapport. Celle-ci ne se base pas que sur des methodes classiques de 
classification par des conditions necessaires et suffisantes. Elle permet une prototypicalite 
par l'intersection des criteres et leur relativisation. Ceci ouvre la prise en charge du flou 
et du ponctuel caracteristique au discours humain. C'est pour cette raison que l'approche 
presentee par Kleiber sera conservee aux fins du present projet de recherche. 
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2.2 Realisations informatiques 
Cette section presente les differentes recherches qui ont ete effectuees sur la capacite 
de l'univers virtuel a comprendre et a s'exprimer de maniere coherente dans l'univers 
physique. II est d'abord question des differentes recherches en traitement du langage, puis 
sont presentees certaines techniques d'intelligences artificielles. 
2.2.1 Recherches courantes en t ra i tement du langage naturel 
Plusieurs approches ont ete traitees selon les domaines pour le traitement du langage 
naturel. Les approches programmers de micro-environnement et de traitement de langage 
different des approches proposees par les linguistes. 
L'un des outils les plus avances en terme de langage naturel, le Natural Language ToolKit 
(NLTK) [KLEIN, 2006], permet d'effectuer l'analyse syntaxique (en anglais) de ce qui 
est ecrit. Par exemple, si un mot peut etre a la fois un nom ou un verbe, il verifie les 
sequences de mots precedents. Si cela ne lui permet pas de determiner de quel type de 
mot il s'agit, il verifie le nombre d'occurrences statistiques du langage que ce mot possede 
pour chaque fonction. II peut egalement repondre de fagon aleatoire a des questions sur 
la base de responses disponibles ou, par une technique inspiree de la logique du premier 
ordre, indiquer la response la plus probable sur un sujet donne. Cependant, toutes les 
reponses donnees par NLTK sont preconstruites. Par la suite, il verifie que la structure de 
la phrase correspond au modele de phrase standard. La representation graphique de cette 
technique est donnee a la figure 2.3 tiree de la documentation de NLTK [KLEIN, 2006]. 
Selon cette figure, NLTK commence tout d'abord par trouver la fonction de chaque mot 
chaseisuzie, fido) 
analyse syntaxique representation semantique validite du modele 
Figure 2.3 - Representation graphique de la recherche semantique de NLTK 
dans la phrase. Ensuite, il convertit cette structure en logique du premier ordre (presente 
a la section 2.2.2). Ensuite, il valide que le modele qu'il a identifies correspond a une 
architecture valide selon la grammaire anglaise. Si oui, alors il donne la fonction du mot, 
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sinon il refait une iteration tant que toutes les fonctions de chaque mot n'aient ete verifiees 
et qu'aucun modele de phrase n'ait ete identifie. 
Cependant, NLTK n'est pas un interpreteur de sens. Pour le moment, il ne fait que decor-
tiquer la phrase et ne semble pas en mesure de generer une phrase par ses propres moyens, 
ses reponses etant preconstruites. 
Un systeme important dans l'analyse de texte par ordinateur est SATO, developpe par le 
groupe ATO [MEUNIER, 2008] de l'UQAM. Au meme titre que NLTK, SATO fait l'analyse 
du texte, soit pour retrouver des mots cles, soit pour analyser la semantique du texte, en 
frangais cette fois. Neanmoins, bien que l'analyse soit faite de maniere performante, elle 
n'est pas en mesure de repondre a un texte ecrit en lien avec ce dont il etait question dans 
le texte. 
1^1 existe aussi des generateurs de texte, tel Nigel [MANN, 1983]. Mais, comme le suggere 
leur nom, ceux-ci ne font que generer du texte, sans pour autant comprendre le sen's de ce 
qui a ete dit ou ecrit precedemment par un interlocuteur. Nigel est principalement utilise 
dans l'optique de verifier la syntaxe d'une phrase et d'en proposer une correction si celle-
ci est deficiente. Ce principe a egalement ete repris par la compagnie Druide pour son 
logiciel Antidote [BRUNELLE et coll., 2003], en frangais. Done, pour ce qui est de l'analyse 
et de la generation de phrase, il existe deja des outils qui ont ete developpes et qui sont 
utilises couramment. Toutefois, ces outils ne permettent pas la comprehension du sens du 
message, seulement une generation automatique structurellement correcte du texte qui le 
compose. 
D'autres travaux de recherches tentent de concevoir un processeur qui peut faire du trai-
tement de langage naturel en temps reel [DEMARA et MOLDOVAN, 1991]. II y a aussi 
des guides d'exposition ou de musee, par exemple Spartacus [MICHAUD et coll., 2005] et 
Repliee Q2 [ISHIGURO, 2006]) ou pour site Web comme Cybelle [EQUIPE AGENT LAND, 
2006] et les autres agents conversationnels. Ceux-ci se basent principalement sur la recon-
naissance de mots cles au sein d'une base de donnees et la reponse donnee est une phrase 
preconstruite ou partiellement preconstruite. Cette alternative est plutot efficace dans ce 
genre d'application, mais reste totalement ineffective lorsque les questions ou les phrases 
utilisees sortent du contexte d'utilisation. En effet, des programmeurs doivent mettre a 
jours la base de donnees, ou encore, il doit y avoir un algorithme d'apprentissage base 
sur la reponse de l'utilisateur, afin de rendre plus intelligent l'agent conversationnel. Bien 
qu'etant interessants et pratiques, ces travaux ne permettent pas non plus de comprendre 
le sens du message ou ils le font de maniere preprogrammee. Toutefois, ils offrent une 
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base interessante pour une application de reconnaissance de messages ecrits, c'est-a-dire 
la reconnaissance des mots et de leur fonction sans pour autant en comprendre le sens, et 
pour la generation de reponses. 
II y a egalement le principe de Web semantique [HAWKE et coll., 2008] utilise par certains 
moteurs de recherche. Le Web semantique est une nouvelle maniere de coder les pages 
Web. II est normalement utilise conjointement avec le langage de balise structurelle de 
marquage XML et avec des espaces de nommage. A l'aide de balise de type META, il 
est possible d'inscrire de quoi il est question dans la page visitee. De plus, les balises, 
ou etiquettes, peuvent etre nommee a volonte et dans les termes eloquents, d'ou l'idee 
de semantique. Ainsi, les moteurs de recherche peuvent regrouper differents sites Web 
traitant du meme sujet et suggerent meme des liens entre eux. Toutes ces technologies 
utilisent la reconnaissance de mots cles et necessitent un lourd travail humain pour chaque 
cas d'utilisation. Aussi, du travail supplementaire est requis pour permettre a une autre 
langue d'etre utilisee. A nouveau, cet outil est pratique, mais ne permet toujours pas de 
comprendre le sens du message, il ne fait que reconnaitre les mots. 
D'autres generateurs de textes touchant aux differentes notions de la langue existent, tant 
au plan theorique que fonctionnel, comme le generateur de texte a expressions tempo-
relies [GAGNON, 1996]. Ce generateur de texte utilise un journal d'evenements passes, 
presents et futurs, qui sont definis de maniere absolue ou relative dans le temps. II permet 
de generer des phrases en utilisant le temps de verbe adequat selon chaque situation. En 
2005, les concepts developpes par GAGNON devinrent un point important dans le develop-
pement du Web semantique et de la correction automatique (Correcteur 101). Par contre, 
tout comme les autres techniques presentees precedemment, le sens meme du message 
n'est pas traite. Cependant, la generation de texte a expressions temporelles ouvre la voie 
a la comprehension des messages dont le sens est passe ou futur. 
II existe done des techniques pour faire du traitement de langage au sens large. Cepen-
dant, plusieurs autres recherches theoriques n'ont jamais abouti sur le plan pratique. Par 
exemple, le principe de generation syntaxique par predicat [KOZLOWSKI et coll., 2003] 
ou encore l'etude des relations entre la semantique et la programmation logique [ JAUME, 
1999]. Ces etudes sont interessantes, car elles montrent une mathematisation du langage 
par des linguistes en logique du premier ordre. Ce langage etant deja adapte pour des 
ordinateurs, l'utilisation de ces theories permettrait de faire apprendre certaines facettes 
du langage humain a la machine. II existe egalement des theoremes prometteurs dont 
la grammaire generative [CHOMSKY et coll., 2007] ainsi que le dictionnaire combina-
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toire [MEL'CHUK, 1999]. De nos jours, il serait possible de revisiter ces theories, pour 
verifier leur validite. Bien que, pour ce projet, ces theories n'ont pas ete retenues, le 
principe d'utiliser une mathematisation du langage pour instruire la machine et le cote 
generatif du langage est conserve. 
2.2.2 Intelligence artificielle 
Les techniques d'intelligence artificielle tentent de reproduire des comportements naturels 
de l'univers physique par leur fonctionnement dans leur univers virtuel. La logique floue, les 
systemes a bases de connaissances, les reseaux de neurones, les algorithmes genetiques et 
la logique du premier ordre sont quelques exemples parmi les plus connus [NEGNEVITSKY, 
2005; RUSSELL et NORVIG, 2003]. Cependant, ce ne sont pas toutes ces techniques qui sont 
profitables pour des applications linguistiques. Les techniques presentees dans cette section 
sont celles qui semblent offrir des possibilites interessantes pour ce projet de recherche. 
La logique floue a ete inventee par Zadeh et amelioree par la suite [ZADEH, 1965]. Son 
principal atout est au niveau de la mathematisation de certains concepts de la langue, mais 
elle peut etre etendue a une palette bien plus large. La logique floue permet de quantifier 
certains termes, comme la temperature. Elle permet ainsi de fixer des seuils et de deter-
miner le degre d'appartenance a un groupe, comme pour la temperature qui appartient 
au concept de chaud, froid ou tiede. Cette technique donne done, en plus d'etablir le lien 
entre le terme temperature et les termes chaud, tiede et froid, un moyen a la machine de 
transformer une information quantitative en donnee qualitative et de redonner sa reponse 
sous forme qualitative ou de la retransformer en donnee quantitative. Cette methode est 
tres utilisee notamment dans les controles automatiques et la classification. II pourrait etre 
interessant de reutiliser cette methode pour realiser certaines definitions et la classification 
de concepts mathematisables, telles la temperature (chaud, froid, tiede) et la grandeur (pe-
tit, grand, etc.). D'ailleurs, cette approche avait ete envisagee par Zadeh lui-meme dans 
un papier traitant de la logique floue au service du traitement semantique [ZADEH, 1982]. 
Par contre, la logique floue est limite a des notions mathematisables, done physiques. Elle 
doit etre annexe de d'autres techniques pour analyser des concepts purement qualitatifs. 
Les algorithmes genetiques [GOLDBERG et HOLLAND, 1988], pour leur part, sont principa-
lement utilises pour l'optimisation ou pour la recherche dans un espace d'etat hautement 
complexe. Que ce soit au niveau quantitatif ou qualitatif, les algorithmes genetiques font 
varier certains critere de decision et choisissent, selon un seuil du critere de qualification, si 
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les resultats obtenus sont meilleurs ou pires avec les changements effectues. lis reutilisent 
les resultats en les croisant, en leur faisant subir des mutations ou en les gardant tels quels 
sur plusieurs generations jusqu'a l'obtention d'un resultat acceptable. Cette technique 
s'avererait utile pour la classification horizontale (voir section 2.1) puisqu'elle permettrait 
de determiner quel pourrait etre le meilleur representant d'une classe. En effet, avec un 
algoritme genetique, l'application pourrait tester iterativement differents representants de 
la classe afin de determiner de maniere autonome lequel repond le mieux aux criteres de 
qualification de la classe. Le representant peut changer de maniere dynamique lorsque de 
nouveaux membres sont ajoutes a une classe. 
La logique du premier ordre est utilisee principalement en linguistique. Celle-ci decrit une 
base de faits tel Spot est un chien, un ordinateur est une machine et ainsi de suite. Elle se 
compose aussi d'une base de regies. Ainsi, il est possible d'inferer de nouveaux faits a par-
tir des regies, etablissant certaines relations entre les faits ou de deduire que quelque chose 
est vrai en s'appuyant sur des faits. Par exemple, puisque Spot est un chien, une base de 
regies pourrait deduire que Spot est un mammifere et que Spot a de la fourrure, a condi-
tion que les faits «les chiens sont des mammiferes» et «les mammiferes ont de la fourrure» 
soient presents dans la base de connaissances. Par analogie, on peut considerer le diction-
naire et l'encyclopedie comme une base de faits, puis le guide grammatical et le guide de 
conjugaisons comme une base de regies. En les mettant en commun, des phrases structu-
rellement univoques, c'est a dire bien formee, peuvent etre generees. Cette technique est 
tres interessante dans l'optique de cette recherche puisqu'elle se rapproche beaucoup du 
langage humain que ce projet tente de donner a une machine. En effet, plusieurs travaux 
de recherche des dernieres decennies ont ete mis sur papier sous cette forme, par exemple 
le modele syntaxique [RATTE, 1995] et le modele interpretatif [TANGUY, 1997]. Effecti-
vement, lorsqu'ils presentent leurs travaux, plusieurs exemples demontrant leurs modeles 
sont faits en logique du premier ordre. II est done possible de reutiliser ces travaux en les 
informatisant. De plus, puisque la logique du premier ordre poss^de une forte ressemblance 
avec la langue structuree, il a ete possible de transposer les dictionnaires et grammaires 
dans ce langage de maniere a permettre a un ordinateur de les utiliser. Bien que ce modele 
semble ouvrir la porte a des phrases deduites d'une longueur infinie, certaines limitations 
pratiques sont de mise pour eviter ce phenomene. Ces limitations correspondent aux regies 
de syntaxe d'usage de la langue basees sur les limites de la cognition humaine. 
En ce qui a trait aux autres techniques, comme les reseaux de neurones artificiels, elles ne 
semblent pas, a premiere vue, adaptees pour la reconnaissance semantique, mais pourraient 
cependant s'averer un atout dans Pamelioration des performances du systeme. 
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II existe done des similitudes entre certains outils d'intelligence artificielle et certains 
theoremes de linguistiques. II est possible d'envisager un parallele utilisant des bases 
de connaissances de logique du premier ordre pour detainer le dictionnaire et la gram-
maire. De plus, des principes d'algorithmes genetiques pourraient servir a identifier le 
meilleur representant d'une classe. Finalement, la logique floue pourrait determiner les 
concepts appartenant a des continuums bipolaires. Ainsi, il est envisageable de transcrire 
les concepts linguistiques dans un langage compris par une machine. Depuis quelques 
temps, diverses applications ont vu le jour, telles que des correcteurs automatiques comme 
le Correcteur 101 [GAGNON, 1996] et Antidote [BRUNELLE et coll., 2003]. Cependant, 
ceux-ci sont construites de fagon statique base sur des lexicographes d'allegence mel'chu-
kienne [MEL'CHUK, 1999]. Elles sont peu adaptatives et formees principalement d'une 
table de connaissances. L'integration de 1'intelligence artificielle pourrait etre un atout 
considerable pour ce genre d'application. 
2.3 Prolog 
Prolog (PROgrammation LOGique) est un langage de programmation dont le fonctionne-
ment est base sur la logique du premier ordre (LPO). Quoique la syntaxe soit differente 
de la LPO, on y retfouve tous les elements necessaires pour y concevoir une base de 
connaissances formee de predicats, de faits et de regies. Prolog a ete cree par Colmerauer 
et Roussel vers 1972 [MONGENET et coll., 2006]. A l'origine, ce langage fut invente pour 
permettre l'utilisation de l'expression logique plutot qu'une succession d'instructions a 
executer. Sa syntaxe et sa semantique ont ete congues dans l'optique de fournir un outil 
pour les linguistes n'ayant aucune ou tres peu de connaissances de l'inforrnatique. Les 
concepts fondamentaux utilises par ce langage sont l'unification, la recursivite et le re-
tour sur trace. Une des particularites de Prolog est que Ton peut construire une base de 
connaissances independamment de l'ordre d'inscription des informations dont Prolog se 
servira pour resoudre des problemes logiques. 
Aujourd'hui, Prolog est utilise dans de nombreux programmes d'intelligence artificielle 
et dans le traitement linguistique, entre autres le traitement des langages naturels par 
ordinateur. Prolog permet d'etablir des relations, plutot que des fonctions, entre les mots, 
ce qui rapproche le comportement de l'ordinateur a celui des humains. Pour ce qui est 
de 1'intelligence artificielle, Prolog est utilise, entre autres, pour l'informatisation de la 
logique du premier ordre et des modeles probabilistique pour la generation de sequence 
de Markov [RUSSELL et NORVIG, 2003]. Ces deux facettes de Prolog offrent une voie 
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interessante pour l'accomplissement du projet qui necessite a la fois le cote relationnel et 
le cote logique de ce langage. 
Selon Pimplementation de Prolog choisie, il est facile de combiner a la fois les forces de 
Prolog avec les forces d'un langage de programmation procedural. Ainsi, il est possible, 
par exemple, de consulter la base de connaissances a partir d'un programme ecrit en 
C++ ou en Java. II est egalement possible de faire l'inverse. C'est pour ces raisons que 
Prolog est utilise comme principal langage pour cette recherche. II permet de mettre en 
oeuvre les dictionnaires et les grammaires ainsi que les connaissances necessaires pour 
le micro-environnement afin que le message puisse etre decode. De plus, il permet a des 
modules externes de le consulter. II est facile de concevoir qu'une application existante 
necessitant une comprehension de ce qui est ecrit, un chatbot (agent conversationnel) par 
exemple, peut inclure la base de connaissances en Prolog dans son code. Ainsi, la base de 
connaissances serait portable a n'importe quelle application. 
Pour une etude approfondie des differentes possibilites qu'offre Prolog ainsi que des ex-
emples concrets des differentes utilisations et resolutions de problemes avec ce langage, 
le livre «Programmer en Prolog» [FORD, 1993] traite de ce sujet et s'adresse a un public 
intermediate ou avance. 
Plusieurs methodes et theories existent done du cote informatique et linguistique. II s'agit 
de trouver le moyen de les rapprocher en creant une architecture qui permet de faire 
ressortir le sens du message afin de le comprendre. La comprehension du message sera 
done atteinte uniquement lorsque la machine sera en mesure de reconnaitre les mots 
utilises, d'en extraire leur sens et de former une reponse par elle-meme en se basant sur 
la grammaire et a partir des connaissances de la machine sur son environnement. 
Par exemple, pour trouver le sens de la phrase «Le livre est sur la table», il faut connaitre, 
comme le decrivent les linguistes, les definitions et les references des mots utilises ainsi 
que leur fonction. II faut done avoir une connaissance de l'environnement, un dictionnaire 
pour les sens, une grammaire pour l'ordre et un conjugueur pour la temporalite et l'agent 
afin de determiner la totalite de ces informations pour chaque mot. Pour simplifier le 
probleme, le vocabulaire est considere monosemique. Ainsi, le et la sont des articles qui 
impliquent qu'on connait l'existence du nom qui les suit. Sur est une preposition de lieu 
indiquant que l'entite precedente est en contact avec la partie superieure de l'entite qui 
suit. Livre et table sont des objets connus dans l'environnement du locuteur. Est est le 
verbe etre, au present, utilise comme verbe copule servant a relier le complement au sujet. 
Par la suite, le livre est reconnu comme etant le sujet de la phrase et la table comme 
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complement. Connaissant toutes ces informations, il est possible de savoir que le sens de 
la phrase est «L'objet connu sous l'appellation livre se trouvant dans l'environnement 
actuel du locuteur est localise en contact avec la surface superieure de l'objet connu sous 
l'appellation table dans ce meme environnement.» Ainsi, en donnant a la machine les 
connaissances sufisantes pour determiner la definition, la reference et la fonction des mots 
d'une phrase, il est possible de lui apprendre a deduire le sens d'une phrase. 
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CHAPITRE 3 
CONCEPTION ET REALISATION 
Ce chapitre presente les details de l'architecture congue et realisee pour la recherche du sens 
d'un message. Dans les diagrammes de ce chapitre, les ellipses representent un traitement 
sur les donnees, les rectangles sont des bases de donnees et les fleches sont des transmissions 
de donnees. A noter que les ellipses grisees sont des modules qu'il serait necessaire d'ajouter 
pour une application complete et que les ellipses pointillees sont presentes pour faciliter 
la comprehension, mais sont detaillees dans leur section respective. Ann d'illustrer le 
fonctionnement des modules de l'architecture, l'exemple qui est utilise est celui d'un robot 
domestique appele RoDo qui regoit des ordres vocaux de Hugo, un etre humain. 
3.1 Adaptation des theories 
Comme en fait etat le chapitre 2, un ecart existe entre les modeles humains et les modeles 
informatiques. Cet ecart est principalement du a un retard technologique et au fait que, 
du cote informatique, les modeles des linguistes sont peu connus. Aujourd'hui, les sys-
temes sont plus performants et la comprehension des modeles est meilleure, ce qui permet 
d'envisager de reduire cet ecart. Puisque la machine et l'humain ne sont pas congus de la 
meme maniere, il faut d'abord trouver un modele permettant d'avoir une base commune. 
Comme point de depart pour la conception de cette architecture, le comportement humain 
est un bon modele. En effet, les etres humains, des leur jeune age, apprennent a interpreter 
le sens de ce qui leur est dit. Afin de rapprocher la comprehension de la machine et celle 
des humains, l'utilisation des modeles humains pour la comprehension de la langue est le 
point de depart pour chaque module de l'architecture. 
3.1.1 Le t ra i tement du langage par les humains 
Tout d'abord, il faut considerer le fonctionnement du cerveau humain. Celui-ci est a la 
base du traitement de l'information chez l'etre humain. Le cerveau regoit des informations 
diverses de son environnement sous forme d'influx nerveux et chaque partie du cerveau 
ayant sa speciality traite cette information afin de lui donner un certain sens pour ensuite 
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prendre une decision sur ce qui doit etre fait par rapport a l'information qui vient d'etre 
regue. 
Les entrees du cerveau sont done les donnees provenant de l'environnement (sons, odeurs, 
sensation, gout et images). Celles-ci sont comparees avec les connaissances acquises. Elles 
sont ensuite traitees par differentes sections du cerveau pour finalement reformer un mes-
sage en reponse au stimulus. S'il s'agit d'une reponse sous forme de parole, le cerveau 
envoie au systeme verbomoteur les informations afin de produire la phrase desiree en 
sortie. [ToRTORA et coll., 1999] 
Le fonctionnement du cerveau humain serait done une bonne base, mais sa comprehension 
se fait a trop haut niveau, car la connaissance n'est pas encore assez developpee. II faut 
done se baser sur d'autres modeles. 
3.1.2 Approche du systeme de t ra i tement de l ' information (STI) 
Certains linguistes se sont penches sur la semantique cognitive et un modele du processus 
a ete propose comme le montre la figure 3.1. 
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Figure 3.1 - Processus cognitif selon l'approche STI [MASSON, 2003] 
L'architecture de la figure 3.1 se base sur les concepts du cerveau humain a plus bas niveau, 
il n'est done pas etonnant que l'environnement soit l'entree du systeme. Les informations 
venant de l'environnement sont traitees par le registre d'information sensoriel (RIS) en 
suivant, lorsqu'elles sont connues, les informations reconnues par la memoire a long terme 
(MLT) episodique (MLT-e) et semantique (MLT-s) ou en ajoutant les informations lors-
qu'elles ne sont pas connues. Ensuite, les donnees sont traitees par la memoire a court 
terme (MCT). La MCT considere a la fois les informations provenant de l'environnement 
ainsi que les informations presentes dans la MLT. Ensuite, s'il s'agit d'une information 
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devant etre archivee, elle est envoyee vers la MLT pour devenir une connaissance (MLT-s) 
ou un souvenir (MLT-e). S'il s'agit d'une demande de reponse, la MCT renvoie la reponse 
vers les zone du cerveau servant a la communication. La facilite a traiter de l'information 
est reliee a l'attitude et a l'attention de la personne. 
La MLT-p, qui comporte principalement les automatismes acquis, tels que marcher, faire 
du velo ou manger avec une fourchette, ne sera pas abordee puisqu'elle releve de la robo-
tique procedurale et non pas de la reconnaissance du message. La MLT-e comprend tous 
les souvenirs d'une personne et s'apparente grossierement a la memoire evenementielle 
d'une machine. La MLT-s contient toutes les connaissances acquises d'une personne, ce 
qui correspond a une base de connaissances d'une machine. La MCT permet le traitement 
de l'information a l'interieur du cerveau, ce qui equivaut aux calculs et aux traitements 
executes par un ordinateur. Finalement, le RIS qui correspond aux signaux des cinq sens, 
il est equivalant a des capteurs sur l'environnement de la machine ou, dans le cas present, 
la reconnaissance de son environnement. Pour ce qui est de l'attention de la machine, 
dans le cadre du projet, elle sera ecartee puisque la machine n'a pas de baisse d'attention 
proprement dit, mis a part des ralentissements dus au traitement en cours. 
II est possible d'adapter l'approche du STI afin d'obtenir un systeme machine qui s'ap-
parente au fonctionnement cognitif de l'etre humain pour la comprehension du message. 
C'est cette nouvelle architecture qui est presentee a la section 3.2 qui est la base du pro-
jet. Les concepts utilises pour cette architecture reprennent done l'approche proposee par 
Kleiber, presentee au chapitre 2, ainsi que la representation STI. 
3.2 Architecture globale 
L'architecture presentee a la figure 3.1 doit etre adaptee afin d'etre implantee d'un point 
de vue logiciel dans ce projet. Tout d'abord, le module d'environnement est un environ-
nement virtuel (section 3.5), mais l'architecture est prevue pour qu'il puisse etre adjoint 
a un module d'acquisition de donnees sur un environnement reel. Dans ce document, le 
terme generique environnement est utilise. Pour une machine, le traitement et le RIS se 
font a l'interieur meme du module d'acquisition des informations sur l'environnement, 
a l'exception de l'ouie qui est traitee separement pour la conversion parole a texte. La 
MLT episodique devient l'historique des connaissances des elements dynamiques, appe-
lee connaissances dynamiques (section 3.6). La MLT semantique pour sa part renferme 
toutes les connaissances necessaires pour la comprehension et la generation de la langue. 
Ainsi, les regies d'accords, de syntaxe, de conjugaison ainsi que le vocabulaire sont pre-
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sentes dans ce module. La MLT semantique renferme done les informations linguistiques, 
nommee ci-apres module bloc linguistique (section 3.4). Finalement, la MCT qui fait le 
traitement pour reconnaitre et comprendre le message est le module qui sert a interpreter 
le sens du message, il est appele interpreteur de sens (section 3.3). La figure 3.2 montre 
l'adaptation du STI pour l'architecture de ce projet et les interrelations qui existent entre 
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Figure 3.2 - Architecture globale du systeme 
Etant donne que seul le module bloc linguistique est dependant de la langue, pour une 
application ou la langue serait differente, il est souhaitable que seul le contenu de ce 
module soit modifie pour correspondre a la langue desiree. 
En suivant la figure 3.2, la parole entre dans le module de conversion pour etre transfor-
mee en texte. Par la suite, ce texte est analyse par un analyseur syntaxique, par exemple 
SATO [MEUNIER, 2008], afin d'obtenir une forme structures. Cette structure est ensuite 
formatee de fagon a respecter le format voulu par Y interpreteur de sens. Le texte for-
mate est alors interprete par V interpreteur de sens. Pour ce faire, les mots, ainsi que leurs 
fonctions, trouves a l'aide de V analyseur syntaxique, sont envoyes vers le module bloc lin-
guistique. Selon les cas, le bloc linguistique envoie une definition avec le mot accorde en 
fonction de la phrase a generer ou il interroge les informations connues sur 1' environnement 
pour repondre adequatement a la demande de l'utilisateur. Selon le temps de verbe utilise, 
le temps de verbe est modifie en moment de reponse, present, passe ou futur, afin d'inter-
roger l'historique des evenements et renvoyer l'information au temps demande. Lorsque 
le mot accorde et sa definition reviennent dans 1' interpreteur de sens, celui-ci prend une 
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decision afin d'effectuer une action ou simplement repondre par une phrase qu'il construit 
a l'aide du bloc linguistique. La figure 3.3 presente un exemple de cette sequence pour les 
modules developpes lors de ce projet. Par la suite, le texte genere par V interpreteur de 
sens peut etre achemine vers un module de synthese pour etre donne sous forme de parole 
a l'utilisateur ou simplement affichee sous forme de texte a l'ecran. 
Le module connaissances dynamiques regoit des informations semblant provenir a la fois de 
l'interpreteur et de l'environnement. En fait, tel que le montre le diagramme de sequence de 
la figure 3.3, ces interractions avec le module de connaissances dynamiques sont fait a des 
moment bien different. Les details des acces seront discutes dans les sections respectives 
de chaque module. Notez simplement que ce qui provient de l'interpreteur vers le module 
de connaissances dynamiques ne genere aucune reponse de la part de ce dernier. Seul un 
accuse de reussite ou d'echec est donne pour informer que Taction de mise a jour a ete 
completee. Toutefois, puisque chaque action dans l'architecture engendre une confirmation 
semblable, afin d'alleger les diagrammes ainsi que le texte, ces confirmations ne sont pas 
considerees comme etant un message en transit parmi les modules. 
Interpreteur de 
sens 
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Figure 3.3 - Diagramme de sequence de l'architecture globale 
L'exemple suivant illustre le fonctionnement global de l'architecture. Hugo veut savoir ou 
se trouve son livre et utilise RoDo afin de l'aider. Pour ce faire, Hugo demande : «Ou est 
le livre ?». L'interpreteur de sens demande d'abord au bloc linguistique ce que signifie le 
terme oil et regoit immediatement l'information que ce terme indique une interrogation 
sur une localisation. Suite a cette information, RoDo cherche ce qui doit etre localise, soit 
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le livre. Le livre est un objet qui se trouve dans l'environnement. Le temps du verbe de la 
phrase est au present, done il n'est pas necessaire d'interroger les connaissances passees 
ou a venir. Alors, le bloc linguistique recherche l'objet dans l'environnement au moment 
actuel. Le livre se trouvant a ce moment sur la table, cette information est donnee au bloc 
linguistique qui, a son tour, donne cette information a 1' interpreteur de sens. Puisque la 
question concernait uniquement la localisation du livre, RoDo n'a pas a executer aucune 
action. Toutefois, il doit donner sa reponse a Hugo. L' interpreteur de sens demande done 
au bloc linguistique de generer une phrase en frangais qui determine une localisation du 
livre sur la table. Cette phrase se fait done accorder puis RoDo repond a Hugo : «Le livre 
est sur la table.». 
Les sections qui suivent permettent de voir plus en detail la conception et le fonctionne-
ment de chacun des modules presentes a la figure 3.2. 
3.3 Interpreteur de sens 
Le module interpreteur de sens est le coeur de la decouverte de la signification du message. 
Son role est d'appeler le module bloc linguistique pour decortiquer le message, de decouvrir 
le sens de ce qui a ete dit dans le message et de formuler une reponse qui repond ou reagit 
correctement au message. La figure 3.4 montre globalement ce qui est fait par 1' interpreteur 
de sens. 
Connaissances 
Figure 3.4 - Details du module Interpreteur de sens 
L'interpreteur de sens regoit le texte formate de V analyseur syntaxique. L' analyseur syn-
taxique place chaque terme dans un ordre predetermine afin que ceux-ci soient analyses 
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par 1' interpreteur de sens. II est inutile d'essayer d'interpreter un sujet de phrase comme 
si celui-ci etait le complement, ou encore un verbe comme si celui-ci etait un determinant. 
Cet ordonnancement des mots donne a V interpreteur de sens quel mot possede quelle 
fonction. Par la suite, les mots sont pris l'un apres l'autre et sont envoyes vers le bloc 
linguistique afin d'obtenir leur definition. Par la suite, une fois que toutes les definitions 
ont ete trouvees, le sens de la phrase est analyse. Si une action doit etre prise, elle est 
executee a ce moment. Une mise a jour est faite sur l'etat et les connaissances de la ma-
chine lorsque la phrase demande une prise d'action comme bouger. L'action peut etre 
faite en parallele a une reponse textuelle. Cependant, elle n'est pas faite systematique-
ment, seulement lorsque l'analyse de la phrase le demande. Ensuite, une reponse textuelle 
est generee. Pour ce faire, V interpreteur de sens requiert l'aide du bloc linguistique a nou-
veau afin d'organiser et d'accorder les mots adequatement afin de former une phrase dans 
un frangais correct. Ces phrases ne sont pas preconstruites, rnais baties en utilisant les 
regies grammaticales du bloc linguistique afin de construire, a partir des mots formant 
la reponse, une phrase grammaticalement correcte. Par reponse en langage naturel, il est 
question d'un message textuel affiche a l'ecran, comprehensible par les etres humains, et 
qui pourrait etre envoye vers un engin de synthese vocale, comme suggere a la figure 3.2. 
En reprenant l'exemple presente a la section 3.2, une question telle que « Ou est le livre ?» 
resulte en une reponse de type «Le livre est sur la table», sans aucune mise a jour des 
connaissances. Une phrase telle «Je m'appelle Simon-Pierre.fr resulte en un changement 
d'interlocuteur ayant le nom Simon-Pierre et la machine repond par une salutation du type 
«Bonjour Simon-Pierre». La premiere phrase est construite sur le vif lors de l'interpreta-
tion, contrairement a la seconde qui est partiellement preconstruite. Le fait de repondre 
automatiquement Bonjour ne constitue pas une lacune dans l'architecture puisque l'etre 
humain repond lui aussi par reflexe a une salutation. L'utilisation de formes automatiques 
de reponses, dans certains cas precis, ne compromet done pas l'objectif global du projet 
et est utilise pour accelerer le temps de reponse. De plus, cette reponse permet d'indiquer 
a Putilisateur que la machine a bien interprets le sens de la phrase et que les actions de-
mandees ont bien ete effectuees. Le type de reponses et leurs constructions sont discutes 
dans le module bloc linguistique, section 3.4, et au chapitre 4, lors de la presentation des 
resultats. 
Globalement, l'interpreteur de sens regoit des mots en parametres deja positionne par leur 
fonction generale dans la phrase par Vanalyseur syntaxique. La forme interprete(Sujet, 
Verbe) ou interprete(Sujet,Verbe,Complement) est utilisee afin de lancer la recherche de 
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la signification et de la forme semblable est utilisee pour initier la generation de la phrase 
par le bloc linguistique. 
3.4 Bloc linguistique 
Le bloc linguistique regroupe les elements qui sont necessaires a l'utilisation de la langue 
a interpreter. Ce module regroupe la grammaire, le conjugueur, le dictionnaire de l'archi-
tecture ainsi que la classification des connaissances. Lorsqu'un changement de langue est 
desire, ce module est remplace par son equivalent dans la nouvelle langue. Le detail des 
sous-modules est presente dans les sections qui suivent. Les details internes des interactions 
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Figure 3.5 - Details du module Bloc linguistique 
Tout d'abord, ce module regoit de V interpreteur de sens un mot et sa fonction pour etre 
defini et, au besoin, accorde. Par exemple, lorsque Hugo demande a RoDo «Ou sont les 
livres?», RoDo aura besoin de definir «livre», en interrogeant son dictionnaire, afin de 
savoir ce que Hugo lui demande. Par la suite, RoDo devra accorder «livre» au pluriel pour 
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repondre «Les livres sont dans la bibliotheque». Que ce soit pour la definition ou l'accord, 
les mots sont d'abord traites par la grammaire. Si le mot est un verbe, il est envoye vers 
le conjugueur pour etre mis a l'infinitif et retrouver sa definition ou il est conjugue pour 
generer une phrase. S'il s'agit d'un autre mot qu'un verbe, la grammaire ramene le mot 
sous sa forme simple, appelee forme canonique, et l'envoie au dictionnaire pour avoir sa 
definition. La detection du verbe ou non verbe est faite dans 1' analyseur syntaxique et le 
bloc linguistique regoit cette information de 1' interpreteur de sens. La grammaire ne fait 
que diriger le mot vers le bon module pour le neutraliser. Selon le type de mot, le diction-
naire peut faire appel au module de classification pour avoir le generique du mot ou encore 
un specimen prototypique specifique du mot. Dans les autres cas, le dictionnaire renvoie 
simplement la definition fonctionnelle connue du mot. Cette definition est renvoyee a la 
grammaire et le mot est accorde selon les besoins, par exemple en generation de phrase. La 
grammaire consulte egalement le dictionnaire pour les questions d'elision. Le dictionnaire 
renvoie les formes alternatives existantes a la grammaire. Finalement, la grammaire peut 
demander au module environnement virtuel des informations sur les mots etant definis 
comme des objets presents dans 1'environnement afin d'avoir plus d'information sur l'objet 
en question. Le mot accorde et sa definition sont obtenus et, par la suite, renvoyes vers 
Vinterpreteur de sens. 
Par exemple, si Hugo demande a RoDo «Ou sont les livres ?», le bloc linguistique agit 
comme suit. Le ou se trouve dans le dictionnaire et sa definition est marqueur interrogatif 
de lieu, le sont est un verbe et done, il passe dans le conjugueur ou il est defini en tant que 
verbe etre, le les est dans le dictionnaire et sa definition est determinant et, finalement, le 
livre passe par le dictionnaire qui l'envoie vers la classification decouvre que e'est un objet. 
Ces informations sont toutes donnees a 1' interpreteur de sens qui, par la suite, demande 
au bloc linguistique de generer une phrase de localisation avec [livre,etre,localisation du 
livre], puisque Vinterpreteur de sens ne connait pas cette information et que RoDo doit 
repondre a cette question pour former sa phrase. La grammaire genere le sujet les livres, 
puis fait accorder etre au present avec les livres. Le conjugueur lui renvoie les livres sont. La 
grammaire consulte ensuite les informations sur 1' environnement et decouvre que l'objet 
livres est dans la bibliotheque. Finalement, le complement la bibliotheque est forme et la 
phrase «Les livres sont dans la bibliotheque» est formee. 
Le module bloc linguistique est congu de maniere a pouvoir etre mis a jour rapidement et 
efficacement. II comporte des faits et des regies, tels que retrouves dans la langue utilisee. 
Ainsi, pour ajouter ou modifier une regie de grammaire, ou un mot dans le dictionnaire 
avec sa definition, il suffit d'y apporter les modifications en suivant le format des autres 
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regies ou faits presents. Par exemple, pour ajouter dans le dictionnaire le mot livre, il 
faut indiquer le type et le genre sous la forme nom(commun,mm,livre), mm indiquant un 
mot strictement masculin, et sa definition venant de la classification, une entree de type 
classup(livre, objet) se trouve dans le module classification des connaissances. De plus, 
le livre se trouve dans V environnement virtuel, donnant des dimentions et une forme au 
livre. Ces definitions, bien que minimalistes, permettent a la machine de conceptualiser les 
mots. Un systeme de definitions plus complexes pourrait etre implements en modifiant le 
dictionnaire, en s'assurant cependant que l'entree soit toujours un mot neutralise et qu'en 
sortie les mots renvoient les informations necessaires pour son accord et une definition 
fonctionnel du mot. Egalement, l'ajout de la connaissance des synonymes pourrait etre 
fait en ajoutant un sous-module qui interagirait avec le dictionnaire ou simplement en 
ajoutant une interface reliant les mots ayant la meme definition. 
3.4.1 Grammaire 
Dans cette section, lorsqu'il est question de grammaire, il n'est question que de l'axe 
syntagmatique de la grammaire (accords et syntaxe) et non pas de l'axe paradigmatique 
(liens avec les substituts potentiels) de celle-ci. Dans le langage humain, un certain nombre 
de regies de grammaire definissent un modele regies et exceptions. Celles-ci se retrouvent, 
par exemple, dans le Precis de grammaire jrancaise [GREVISSE, 1995]. Ainsi, pour qu'une 
machine soit en mesure d'utiliser et de comprendre les regies grammaticales qu'une langue 
utilise, il faut encoder ces regies grammaticales dans un langage qu'elle comprend. Done, 
en encodant les regies et les exceptions, il est possible de permettre a la machine d'avoir 
un equivalent grammatical de la langue desiree dans son propre langage. La figure 3.6 
montre le fiot de donnees a l'interieur du module grammaire. Un diagramme de sequence 
est egalement donne a la figure 3.7. 
Un mot est soumis a la grammaire et est neutralise afin d'obtenir sa forme canonique 
telle que presente dans le dictionnaire. Pour des fins d'exemple, chatte et mangeait sont 
utilises. Si le mot est un verbe, il passe par le conjugueur, sinon, la grammaire utilise 
ses regies pour transformer un pluriel en singulier et utilise ses regies pour retrouver le 
masculin a partir du feminin. Si l'une des transformations est impossible, par exemple, 
fleur ne peut pas etre mis au masculin, la transformation est tout simplement ignoree. 
Avec les exemples, les mots chat et manger sont obtenus. Avec ces mots, la grammaire 
interroge le dictionnaire et les informations sur V environnement afin d'obtenir des infor-
mations supplementaires sur les mots, comme leurs definition, leurs formes elidees ou leur 
emplacement dans l'environnement. Ici, le mot chat est associe avec la definition nom com-
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Verbe conjugufe 
Conjugueur '; Oemandede conjuqatson 
Figure 3.6 - Details du module Grammaire 
mun, mammifere felinide et le mot manger avec verbe action. Pour le moment, manger 
n'a pas besoin d'une definition plus elaboree puisqu'il n'est considere que sous sa forme 
intransitive dans tous les cas et que, sous cette forme, il n'a pas d'impacte directe dans 
V environnement virtuel de la machine. Toutefois, celle-ci pourrait impliquer le fait que le 
complement soit ingere par le sujet dans le cas ou la comprehension de la forme transitive 
du verbe serait ajoutee. 
Par la suite, le mot subit un certain nombre de transpositions si necessaire pour prendre 
une forme plus adequate. Les differentes transpositions possibles sont l'elision, la contrac-
tion et le changement de personnes. Ces transposition sont detaillees un peu plus loin dans 
cette section. Si aucune transposition n'est necessaire, cette action est ignoree et le mot 
reste inchange. Finalement, le mot est reaccprde selon les besoins de la phrase. Pour un 
verbe, le module grammaire envoie le mot au conjugueur pour conjuguer le verbe au bon 
temps et a la bonne personne. Pour les noms et les adjectifs, le module utilise les regies du 
feminin suivit de celles du pluriel, au besoin, pour accorder les mots selon l'accord desire 
dans la phrase a generer. Dans ce cas, chat redevient chatte et manger devient mangeait. 
Ensuite, le mot accorde avec sa definition est envoyee en sortie pour obtenir le sens de la 
phrase a partir du sens des mots, tout en conservant les mots initiaux. 
La grammaire est done importante pour la comprehension de la langue qui sert a retrouver 
les unites lexicales et ainsi trouver leurs sens. La figure 3.7 montre un diagramme de 
sequence pour les deux cas qui viennent d'etre expliques. 
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Figure 3.7 - Diagramme de sequence du module Grammaire 
La grammaire est essentiellement composee de regies et de leurs exceptions. Dans la gram-
maire utilisee pour ce projet, les regies de formation du feminin et du pluriel des noms et 
des adjectifs ainsi que la syntaxe d'une phrase pour sa construction en place permettent 
la formation automatisee du feminin et du pluriel selon les besoins de la phrase. Ces 
regies sont de la forme Regie (In, Out) :- concat(ST,Term,In), concat(ST,Term2,Out) ou 
Regie est la regie qu'il faut appliquer, soit pluriel ou feminin, In est le mot entre, Out 
le mot accorde, ST est le radical du mot, Term est la terminaisons qui doit etre veri-
fiee et Term2 la terminaison qui doit etre mise pour faire l'accord. Par exemple, pour 
le pluriel des adjectifs en al, la regie sera plurAdjQlf(Sing,Plur) :- concat(ST,'al',Sing), 
concat(ST,'aux',Plur). Les exceptions pour leur part sont ecrit simplement en marquant 
le mot initial et sa version accordee. Par exemple, femininNoms(homme,femme) indique 
que le feminin de homme est femme. Des qu'une exception est detectee, les regies ne sont 
pas verifiees pour ce mot. 
Toutefois, cette transformation n'est possible que si le dictionnaire autorise cet accord. En 
effet, certains mots sont invariables, certains pour ce qui est du genre, d'autres pour ce 
qui est du nombre et certains termes sont epicene, c'est a dire qu'ils ont les deux genres. 
Outre le cas des epicenes pour qui les regies s'appliquent, la grammaire considere ces mots 
comme des exceptions et n'appliquera pas la regie correspondante. 
A partir des regies du pluriel et du feminin, 11 est egalement possible de faire le chemin 
inverse et de retrouver le masculin et le singulier d'un mot, toujours si le dictionnaire 
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permet l'accord. Toutefois, il y a certaines anomalies dues a des regies qui se chevauchent, 
par exemple, les noms en -el et en -eau ont une forme feminine en -elle. Ainsi, pour eviter 
ce probleme, il faut ajouter une verification de la presence des mots dans le dictionnaire. 
Done la grammaire, lorsqu'elle recherche le masculin d'un mot, verifie que celui-ci existe 
dans son dictionnaire avant d'affirmer que e'est bel et bien le masculin du mot demande. 
Ceci limite un peu la fonctionnalite, mais est necessaire pour ne pas avoir de fausse forme 
du masculin a partir du feminin. 
II existe trois types de transpositions, la premiere est le changement du je en tu et inver-
sement. En effet, lorsque le premier interlocuteur demande au second une phrase du genre 
^Comment vas-tu ?», il faut s'attendre a ce que le second interlocuteur lui reponde «Je 
vais bien.» et non pas «Tu vas bien.» II en va de meme pour le nous et le vous. Une simple 
formule mathematique permet de faire cette transposition. Le detail de cette formule se 
trouve a la section 4.2.1. 
La seconde transposition est Tension. Celle-ci consiste a modifier certains mots se termi-
nant par des voyelles lorsque le mot qui les suit commence egalement par une voyelle ou un 
«H» muet. Par exemple, «le oiseau» devient «l'oiseau» et «le hopital» devient «Phopital». 
Le dictionnaire connait ce que sont les voyelles, et leurs formes derivees, ainsi que la lettre 
«H». Un appel au dictionnaire est done fait pour identifier si un nom commence par une 
voyelle ou un «H» suivit d'une voyelle. Bien que la reelle detection doivent etre fait au 
niveau de la phonetique du mot, et non pas de la presence de la voyelle, cette technique 
a ete utilise afin de simplifier l'architecture. Le dictionnaire est egalement utilise pour 
savoir si une forme elidee existe pour un mot donne. Lorsque le dictionnaire identifie que 
la premiere lettre du mot demande est une voyelle, et ce, independamment du fait que le 
mot existe dans le dictionnaire ou non, la grammaire verifie dans le dictionnaire que le 
mot qui le precede dans la phrase possede une forme elidee. Si e'est le cas, la grammaire 
doit modifier le mot precedent pour que celui-ci prenne sa forme elidee. Le dictionnaire ne 
tient pas compte de la phonetique des mots puisque son dictionnaire phonetique n'a pas 
ete implements par choix de simplification du design. Done, la difference entre un «H» 
muet et un «H» aspire n'est pas detectee comme il le devrait ce qui cause que tous les mots 
commengants par un «H» et dont la seconde lettre est une voyelle sont consideres comme 
devant generer une elision. Par exemple, pour les mots elephant et hopital , Particle le est 
elide en T alors que dans le cas du mot moteur, Particle est laisse tel quel. Le mot hangar, 
qui devrait normalement laisser Particle tel quel, provoque neanmoins Pelision. Des pistes 
de solutions sont presentees au chapitre 4 dans le but de regler cette situation. 
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La derniere transposition qui peut etre effectuee est la contraction. Si la phrase, apres le 
passage de l'elision, comporte la sequence a le ou la sequence de le, elle les remplace par 
au ou du selon le cas. II faut cependant attendre la fin de l'elision avant de prendre cette 
decision puisque a I' suivit d'un nom masculin ne devient pas au. Par exemple, lors d'une 
localisation, la phrase «l'oiseau est a le nord de le chdteau» est generee, elle doit etre 
transposee suivant la contraction «l'oiseau est au nord du chdteau» alors que «le chateau 
est a le sud de l'oiseau» devient «le chateau est au sud de l'oiseau». 
3.4.2 Conjugueur 
Pour le projet, le conjugueur fait reference a une simplification du conjugueur proprement 
dit puisqu'il ne traite pas toutes les flexions, c'est-a-dire toutes les formes conjugates 
possibles. II contient les temps suivants : l'infinitif present, l'indicatif present, l'indicatif 
imparfait, l'indicatif futur simple, le participe present, le participe passe, le conditionnel 
present et l'indicatif passe compose. De plus, il se limite a certains verbes cibles. Le module 
conjugueur sert a faire du traitement sur les verbes, au meme titre que la grammaire qui 
agit sur les autres mots. II s'agit soit de prendre un verbe conjugue et de le ramener a 
l'infinitif pour analyser son sens, soit de prendre l'infinitif et de conjuguer le verbe au 
temps et a la personne adequate pour formuler une reponse. Le conjugueur est construit 
selon une base de regies pour les verbes de formes regulieres, comme le verbe aimer et 
une liste d'exceptions pour les formes irregulieres, comme le verbe etre. Ces regies et ces 
exceptions forment la table de conjugaison. Le modele utilise est done un modele semblable 
a ce qui est presente par L'Art de conjuguer [BESCHERELLE, 1980]. La figure 3.8 montre 
le traitement des donnees a l'interieur de ce module. 
Exceptions 
Verbe infinitif + temps 
Verbe irregulier conjugue 
Table de 
conjugaison 
Familte du verbe * + temps 
Verbe regulier conjugue 
Regies de 
conjugaison 
Table de conjugaison 
Figure 3.8 - Details du module Conjugueur 
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Sur la figure 3.8, la famille du verbe comprend l'infinitif du verbe, son groupe de termi-
naison et son radical. La demande de conjugaison comprend, pour sa part, l'infinitif du 
verbe, la personne et le temps desire. 
Afin de limiter la grandeur de la table, les regies de conjugaisons ont ete implementees 
plutot qu'une simple table de conjugaisons remplie verbe par verbe a chaque temps et a 
chaque personne. C'est-a-dire que Putilisation de la forme radical + terminaison est prefe-
ree a un tableau de conjugaison. Les regies de conjugaison ont done besoin, en parametre, 
du groupe de terminaison, le temps du verbe, la personne et le nombre. La regie renvoie la 
terminaison et le conjugueur ajoute cette terminaison au radical du verbe. Egalement, vu 
le grand nombre d'exceptions, un changement de radical, pour certains temps de verbe, 
a ete integre de fagon a pouvoir reutiliser les regies et ainsi eviter d'avoir un trop grand 
nombre d'exceptions. A Pinst'ar de certaines regies de grammaire, dont les exceptions sont 
egalement regies par des regies, plusieurs verbes, meme irreguliers, respectent les regies 
de conjugaisons du moment que le radical est modifie. Par exemple, le verbe faire, qui est 
considere irregulier, n'est en fait irregulier, au present de l'indicatif, que pour la deuxieme 
et la troisieme personne du pluriel. Ainsi il n'y a que les exceptions vous faites et ils/elles 
font et les regies de conjugaison regulieres sont utilisees pour toutes les autres persqnnes 
de ce temps. 
3.4.3 Dictionnaire 
II faut representer le dictionnaire de la machine de maniere semblable aux dictionnaires 
utilises par les humains afin que la machine et l'humain aient une base commune sur 
les mots et leurs significations. Cependant, etant donne qu'il n'est pas possible pour le 
module dictionnaire d'interpreter une definition inscrite sous forme de phrases, comme 
un dictionnaire humain, tel Le petit Robert [ROBERT, 1996], il faut trouver une forme de 
definition simple que la machine peut comprendre. 
Trois formes de definitions sont utilisees : 
1. les definitions directes, par exemple le est un determinant identifiant un item connu 
par les interlocuteurs, 
2. les definitions formalisables, comme la localisation, par exemple sur suppose que la 
base de l'objet est pose sur la face superieur d'un autre objet, 
3. les definitions hierarchiques, telles que chien est un mammifere. 
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La derniere forme est traitee plus en detail dans la section 3.4.4. Pour ce qui est des deux 
premieres formes, les definitions directes sont sous forme de table de faits et les definitions 
formalisables sont sous forme de traitement d'informations et de prises de decision. La 





























































Figure 3.9 - Details du module Dictionnaire 
Lorsqu'un mot est soumis au dictionnaire, celui-ci regarde les differents types de definitions 
afin de trouver celle qui correspond au mot regu. 
Les definitions directes sont representees sous forme de faits representant les caracteris-
tiques du mot, comme son genre, son type et d'autres informations particulieres selon 
le type. Contrairement a un dictionnaire comme Le petit Robert, le module dictionnaire 
se base sur les fonctions plutot que sur les mots, l'idee etant d'aider a la structure des 
phrases. Typiquement, on cherche un determinant et non pas tous les mots du diction-
naire qui sont des determinants. Cependant, une fonction d'interface qui inverse le fait 
de chercher une fonction par les mots ayant cette fonction pourrait servir pour un dic-
tionnaire base sur les mots. Ainsi, dans le dictionnaire, les mots sont entres sous la forme 
fonction(Mot,Definition) plutot que mot (Fonction,Definition). Par exemple, les entrees de-
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terminant(le,Def) et nom(commun,m,homme,Def) font partie du dictionnaire, avec leur 
definition. 
Pour les definitions formalisees, elles sont ecrites sous forme de regies. Par exemple, sur est 
defini comme etant le fait que la surface inferieure d'un premier objet est positionnee a une 
valeur d'elevation egale a la surface superieure d'un deuxieme objet, tout en etant entre 
les limites de bordure de ce dernier. Mathematiquement, il est possible de representer la 
relation ainsi: X2i < X\ < X2skY2i < Yi < Y2sk,Zu = Y2s, ou l'indice 1 represente l'objet 
evalue et l'indice 2 l'objet sur lequel il est depose, l'indice i etant la limite inferieure et 
l'indice s la limite superieur et X, Y et Z les positions selon un referentiel donne. 
Ainsi, en obtenant les mesures qui viennent de l'environnement ou en voulant indiquer 
quelque chose en relation avec l'environnement, la notion chiffree de ces connaissances 
permet a la machine d'avoir la meme definition que son interlocuteur. Presentement, 
les informations de type flou, comme la temperature et la grandeur, sont fixees par le 
programmeur, mais il serait possible de les rendre adaptatives. 
Pour ce qui est des definitions hierarchiques, le dictionnaire fait appel au module de 
classification des connaissances (section 3.4.4) pour obtenir soit le prototype (parmis 
les specifiques) ou l'abstraction (generique) permettant d'avoir la definition ou l'exemple 
desire. 
3.4.4 Classification des connaissances 
Tous les concepts utilises pour ce module proviennent de la section 2.1 traitant des mo-
deles linguistiques. La classification des connaissances sert pour les definitions de la forme 
hierarchique du dictionnaire. Elle correspond a la classification internationale et elle est 
en lien avec ce qui a ete presente par Kleiber. Elle reprend le principe des sous-ensembles 
pour retrouver Pentite desiree. Egalement, les principes de base de la semantique du proto-
type et le principe des conditions necessaires suffisantes servent a demander a la machine 
un element des sous-ensembles. Finalement, elle se base sur de la double classification, 
horizontale et verticale, pour gerer son arbre de classification. 
Par exemple, les chiens, les chats et les humains sont des mammiferes, Les mammiferes 
et les oiseaux sont des vertebres. Les vertebres et les invertebres sont des animaux. Les 
animaux et les plantes sont des etres vivants. Si l'ancetre est connu, alors les descendants 
des ancetres sont connus. Done, si Hugo demande a RoDo un animal, RoDo peut lui 
donner n'importe quel animal qu'il connait en prenant un membre du bon sous-ensemble. 
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Ainsi, il ne donnera pas un membre de la famille des plantes puisque les plantes ne sont 
pas presentes dans l'ensemble'des animaux. La figure 2.2/*2.1*/ illustre bien la pyramide 
des classifications. La figure 3.10 presente comment une abstraction ou un prototype est 
donne selon ce qui est demande au module. 
Demande 
^abstraction + mot 
Arbre de classification 
Terme generique 
{abstraction) 








Arbre de classification 
Demande de 
prototypage + mot 





Figure 3.10 - Details du module Classification des connaissances 
La semantique du prototype a ete choisie sous une forme simplifiee et a ete implemented 
a l'aide d'une decision aleatoire ponderee sur le nombre d'occurrences. Contrairement aux 
etres humains qui se font un modele de ce que doit etre un oiseau, par exemple, le module 
utilise comme prototype l'entite rencontree le plus frequemment dans son environnement, 
tout en laissant la possibilite aux autres entites de la meme classe d'etre selectionnees. Par 
exemple, meme si le chien et le chat ont plus de chances de ressortir lorsque l'utilisateur 
demande a la machine un animal, un perroquet, un dauphin, un chimpanze ou un hu-
main pourrait tout aussi bien etre donne en reponse. Pour ce faire, une fonction aleatoire 
ponderee est utilisee afin de determiner quelle entite utiliser comme prototype de chaque 
classe. Le module connait les parents de chaque classe pour permettre la hierarchie, mais 
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ne peut pas determiner par lui-meme a quelle classe appartient un objet rencontre pour 
la premiere fois. 
De plus, pour se rapprocher du modele humain de la classification, le niveau commun n'est 
pas le meme pour tous les niveaux de la hierarchie et il n'est pas non plus le meme pour 
les differentes branches de la hierarchie. Ainsi, le niveau commun ascendant et descendant 
des entrees est indique de fagon a ce que la demande d'un antecedent ou d'un descen-
dant se fasse selon le niveau commun de la langue. Par exemple, lorsque la machine se 
fait demander, Nomme-moi un animal, il n'est pas necessaire qu'elle reponde un caniche 
royal argente, qui est neanmoins une reponse valide. La reponse un chien est une reponse 
suffisante. Toutefois, mammifere ou canide, qui sont des niveaux intermediates de la clas-
sification, ne sont pas utilises couramment dans la langue et sont done des reponses a 
proscrire. Le niveau commun de la langue est defini selon chaque mot et est configurable 
au sein meme du module en donnant, a chaque niveau, le nombre de niveaux hierarchiques 
necessaire pour atteindre le bon niveau de la langue pour les generiques et les specifiques. 
3.5 Environnement virtuel 
Le module environnement virtuel sert a la validation des concepts. L' environnement virtuel 
correspond a la representation mentale que se fait la machine de son environnement reel. 
Comme indique precedemment, le systeme complet et les donnees sur l'environnement reel 
ne sont pas accessibles, ce qui fait que l'etat courant de l'environnement reel doit etre entre 
manuellement. Tel que mentionne precedemment, ce module doit etre adjoint a un module 
faisant l'acquisition des informations sur l'environnement reel pour une application dans 
un systeme complet. 
Une petite piece avec differents objets a ete choisie comme environnement virtuel. Cet 
environnement permet, entre autres, de valider les concepts formalises et hierarchiques du 
dictionnaire. II permet egalement de creer des deplacements pour la validation du passe et 
du present a l'aide du module connaissances dynamiques qui est presente a la section 3.6. 
L'architecture du module environnement virtuel est montre a la figure 3.11. L'architecture 
presentee ne prend pas en consideration l'acquisition des donnees de l'environnement reel. 
L'environnement virtuel est congu de telle sorte que des formes 3D sont disposers geome-
triquement dans un referentiel cartesien et chacun de ces objets correspond a une entite 
bien precise. On y retrouve des prismes (lits, tables, tabourets, enveloppes, humains et 
chiens), des spheres (balles, lampes et chats), et des cubes (blocs et ordinateurs). Ces 
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Figure 3.11 - Details du module Environnement virtuel 
objets ont des dimensions bien definies et sont disposes dans 1'environnement avec des 
coordonnees cartesiennes (X,Y,Z). L'idee etant de savoir si la machine peut situer les 
differents objets les uns par rapport aux autres et de faire la difference entre les diffe-
rentes entites lorsque des questions lui sont posees. Un exemple de positionnement dans 
Penvironnement virtuel est presente a la figure 3.12. 
Figure 3.12 - Exemple d'environnement virtuel 
De plus, le temps du verbe est utilise afin de determiner si l'information doit etre recherchee 
parmi les connaissances actuelles ou les informations archivees (voir la section 3.6). 
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Afin de differencier chaque entite, le couple (ID, OBJ) permet de rattacher un identifiant 
a un objet. Grace a ce couple, il est possible de dormer soit l'objet ou son identifiant lors 
de la generation de la reponse pour parler du meme objet. Presentement, l'architecture 
renvoie le terme utilise par l'interpreteur, mais il est possible d'utiliser l'autre membre du 
couple. Ainsi, lorsqiie la question Ou est Moka ? est posee, il est aussi facile de repondre 
Moka est sur le lit que le chat est sur le lit. 
3.6 Connaissances dynamiques 
Le module connaissances dynamiques est un historique des etats passes et presents de 
V environnement virtuel. Ce module sert a ce que la machine ne donne pas uniquement 
les etats courants, mais qu'elle ait une connaissance generate du temps qui passe puisque 
l'univers n'est pas statique. Egalement, la machine peut actualiser certains faits avec ce 
module, comme le nom de son interlocuteur, les personnes qu'elle connait, ou tout autre 
information dynamique. La figure 3.13 montre le fonctionnement interne des connaissances 
dynamiques. 
Sur la figure 3.13, il y a en fait deux types d'interactions. La premiere est la mise a jour 
des connaissances. Dans ce cas, les faits actuels sont enregistres comme etant passes et les 
nouveaux faits sont enregistres comme etant l'etat actuel. Ensuite, la machine actualise 
ses connaissances selon cette nouvelle situation. La seconde est la demande d'information 
contenue dans les archives. Dans ce cas, il n'y a aucune modification des connaissances. 
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Figure 3.13 - Detail du module Connaissances dynamiques 
CHAPITRE 4 
TESTS, RESULTATS ET ANALYSES 
Ce chapitre montre differents tests significatifs qui ont ete effectues avec leurs criteres de 
reussite ainsi que les resultats obtenus. Les tests montres dans ce chapitre ne sont pas 
exhaustifs, car beaucoup d'autres ont ete effectues. Seuls les tests les plus significatifs sont 
donnes ici. Les resultats de ces tests sont ensuite analyses et, dans certains cas, des pistes 
d'ameliorations sont proposees. 
Les tests ont ete effectues sur un environnement simple et normalise. La figure 4.1a presente 
l'environnement initial utilise pour les tests et la figure 4.1b presente l'environnement 
modifie pour les tests avec le module connaissances dynamiques. II est a noter que sur 
ces figures, les elements se trouvant sous quelque chose, comme le lit ou la table, ont ete 
palis alors qu'ils sont fonces lorsqu'ils se trouvent par-dessus. Cependant, les tons de gris 
ne sont pas representatifs de leur elevation globale. Egalement a noter que les oreillers, la 
couverture, les murs, la porte et la fenetre ont ete ajoutes a la figure pour une question 
d'esthetique, mais n'existent pas dans la version du micro-environnement qui sert aux 
tests. Cet environnement, bien que simplifie, permet de tester les fonctionnalites generates 
de l'architecture et de valider l'architecture generique proposee. Cet environnement est 
constitue du necessaire pour verifier le bon fonctionnement des differents modules. 
Les modules developpes pour cette architecture ont ete faits en Prolog. Bien que ce langage 
ne soit pas optimal pour tous les aspects de l'architecture, cela evite d'avoir a entretenir 
du code dans des environnements differents, a savoir une base de donnees, du code en 
langage oriente objet, du code en Prolog et tout autre environnement qui sont mieux 
adaptes pour certains modules. D'ailleurs, certaines ameliorations sont suggerees lors de 
l'analyse de chaque module. 
Aux fins des tests, des identificateurs donnant un nom specifique a une entite ont ete 
ajoutes pour permettre de les differencier. Le tableau 4.1 montre certains de ces identifi-
cateurs. Pour des raisons de simplification, les noms propres commencent par des lettres 
minuscules, mais les majuscules sont egalement traitees, comme le demontre l'identifiant 
de femme. 
41 






^ J Ordtnateiir 






n n Gars 
[TJFiflo 
I I Chienne 
• Btoc 
a : configuration initiate b : configuration modifies 

















TABLEAU 4.1 - Table d'association des identificateurs 
Certains tests unitaires sont triviaux et ne sont pas detailles dans ce chapitre, car ils ont 
peu d'interet. Ils sont indiques pour confirmer qu'ils ont ete effectues et qu'ils se sont 
deroules normalement. De plus, meme si la plupart des modules ne decelent pas toutes 
les nuances de la langue frangaise, la fonctionnalite de l'architecture et des modules est 
quand meme demontree et le fait de completer ces modules, par exemple en augmentant 
le dictionnaire, permettrait uniquement une plus grande comprehension de la langue. 
Dans les sections suivantes, les tests par modules sont detailles et les tests d'integration 
de l'architecture complete sont presentes a la fin de ce chapitre a la section 4.5. 
4.1 Interpreteur de sens 
L'interpreteur de sens a deux fonctions majeures. La premiere est de recevoir la phrase 
regue par un analyseur syntaxique, tel SATO, et de prendre chaque mot venant de cet 
analyseur pour en decouvrir le sens. La seconde est de generer une phrase ou de poser une 
action en reponse a la phrase regue. Etant donnee la complexite de ce module, les tests ont 
du etre effectues dans un ordre qui permettait d'assurer que le probleme est issu du module 
en cours de test et non pas d'ailleurs. Ces tests necessitaient pour la plupart la presence 
d'un bloc linguistique fonctionnel. De ce fait, certains tests effectues dans ce module cle 
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de 1'architecture sont des tests qui necessitent des modules supplement aires, meme s'ils 
n'etaient pas completes. Les tests d'integration de l'architecture seront presentes a la 
section 4.5, mais ici sont presentes les tests qui devaient etre effectues avant l'integration 
complete et definitive du module interpreteur de sens. 
II faut premierement verifier la capacite du module a acceder a la grammaire pour recons-
tituer une phrase intelligible en langage humain. L'objectif etant de passer de la forme 
normalisee texte(present,chat,etre,table,localisation), qui est le format utilise par la ma-
chine pour la comprehension de la phrase, a la forme «Le chat est sous la table», la forme 
utilisee par les humains. Lors des premiers tests, le bloc linguistique etait minimal pour 
les phrases testees. Toutefois, puisque 1' interpreteur de sens etait constamment utilise par 
la suite pour recevoir les reponses et tester le fonctionnement des autres modules, au fur 
et a mesure que le bloc linguistique se completait, des tests regressifs ont ete fait. Done, 
des tests en continu furent appliques a cette fonction et la generation de texte formait une 
phrase adequate dans un frangais correct. 
Deuxiemement, la detection du type de phrase a ete testee, telles la localisation, la sa-
lutation, la presentation, Pidentification et la connaissance. En effet, il est possible de 
faire la distinction entre «Oii est le chat ?», «Je me nomme Myriam.», «Qu'est-ce qu'un 
chat ?» et «Nomme-moi un animal». Pour ces tests, le dictionnaire devait egalement etre 
en service pour obtenir la definition des mots. Ainsi, le module devait identifier la pre-
miere phrase comme une interrogation sur un lieu, la seconde comme une presentation, la 
troisieme comme une interrogation sur une definition et la quatrieme comme etant une 
interrogation sur une connaissance. Plusieurs phrases des differents types, formatees pour 
la machine sous la forme q(Marqueur, Verbe, Complement), ou le marqueur peut etre soit 
un sujet, soit un marqueur interrogatif, ont ete utilisees pour les tests. Le resultat de 
cette requete etait le type du message sans se rendre a la reponse finale puisque d'autres 
fonctions etaient necessaires pour ressortir la comprehension du message. Suite a chacun 
de ces tests, le resultat etait bel et bien celui attendu. Le bon type etait donne a chaque 
essai, ce qui a permis par la suite d'effectuer certains traitements differents pour certains 
types de phrase. A ce moment des tests, aucune reponse n'etait attendue par le module. 
Voici quelques exemples qui demontre ce qui se passe a ce niveau des tests. La fonction q 
des lignes de tests signifie query, requete en anglais. 
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TEST: q(ou,etre,chat). 
RESULTAT : localisation. 
TEST: q(que,etre,chat). 
RESULTAT : definition. 
TEST: q(je,'se nommer',myriam). 
RESULTAT : presentation. 
TEST: q(tu,nommer,animal). 
RESULTAT : connaissance. 
4.2 Bloc linguistique 
Le bloc linguistique integre les resultats de tests obtenus par la grammaire, le conjugueur, 
le dictionnaire et la classification des connaissances, ainsi que les modules specifiques a 
la langue. II verifie aussi la comprehension de la langue. 
Premierement, il fallait verifier qu'un mot accorde pouvait etre retrouve dans le diction-
naire. Le test visait done a faire passer un mot dans la grammaire pour etre neutralise et 
ensuite etre retrouve dans le dictionnaire. Deuxiemement, le meme test a ete fait au niveau 
des verbes. Puis, finalement, la recherche d'une definition hierarchique a partir d'un nom 
accorde au feminin pluriel, a savoir que les chattes sont des mammiferes, a ete testee. Ce 
dernier test oblige le passage dans trois des quatre modules du bloc linguistique. Ces tests 
demontrent que le bloc linguistique est fonctionnel. 
Void quelques exemples representatifs des tests du bloc linguistique. La fonction dicoform 
demande a la grammaire de neutraliser le mot pour retrouver l'unite lexicale (forme du 
dictionnaire). Une fois toute l'architecture en place, la fonction grpcompl est utilisee par la 
grammaire afin de construire le groupe complement de la phrase. Cependant, dans le test 
presente, il ne sert qu'a faire le lien vers la classification des connaissances afin d'obtenir 
le terme generique Generalisation. 
Le premier test presente neutralise le mot chiennes pour retrouver l'unite lexicale chien 
qui est present dans le dictionnaire. Le second test prend le verbe aime et retrouve sa 
forme infinitive aimer, ainsi que son temps de conjugaison present. Le predicat accord 
sert autant pour retrouver la forme infinitive que pour accorder le verbe. Le dernier test 
presente recherche une generalisation pour le mot chattes. Celui-ci donne, comme terme 
generique, le mot mammifere qui correspond au niveau commun de langage recherche. 
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t e s t : dicoform(chiennes,UniteLexicale). 
r e s u l t a t : UniteLexicale = chien. 
t e s t : accord(_,aime,Infini t i f ,Temps). 
r e s u l t a t : I n f i n i t i f = aimer, Temps = pres . 
t e s t : g rpcompl (cha t t e s , . ,Gene ra l i s a t ion , c l a s s i f i ca t ion , . ) . 
r e s u l t a t : Generalisation = mammifere 
A noter que, suite a l'integration de tous les sous-modules du bloc linguistique, la reponse 
obtenue au dernier test est le suivant : 
t e s t : grpcompKchat tes ,_ ,General isa t ion,c lass i f i c a t i o n , _ ) . 
r e s u l t a t : Generalisation = des mammiferes 
Ce dernier test est effectue directement sur le modele de construction du complement de 
la phrase et non directement sur l'arbre de classification puisqu'il doit etre appele depuis 
la grammaire pour demontrer la fonctionnalite. En effet, lors de l'integration finale, la 
phrase sera generee en prenant comme sujet les chattes et en recevant la generalisation 
mammifere. Le module construira alors la phrase les chattes sont des mammiferes, puisque 
le terme mammifere doit etre accorde en genre et en nombre avec son sujet chattes avec 
l'utilisation du verbe d'etat etre. 
4.2.1 Grammaire 
Un premier type de test fut sur la formation du feminin des noms. Un test typique pour les 
noms ami, colonel, chameau, chien, berger, epoux, bourgeois et veuf qui sont regis par des 
regies ainsi que garcon, homme, vieux et chat qui sont des exceptions. La sortie attendue 
etant bien sur le veritable feminin de ces noms. La sortie obtenue fut bien celle attendue, 
par exemple : 
t e s t : feminin(chien.F). 
r e s u l t a t : F = chienne. 
t e s t : feminin(homme,F). 
r e s u l t a t : F = femme. 
Un deuxieme type de test est d'obtenir le masculin en appliquant ces memes regies, mais 
dans l'autre sens et de s'assurer que le masculin obtenu n'est pas le resultat d'une regie 
de chevauchement. La recherche du masculin a partir des regies du feminin s'est averee 
efficace puisque le masculin verifie en meme temps la presence du mot dans le dictionnaire. 
Toutefois, si un mot n'est pas dans le dictionnaire, le module donne comme resultat que 
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le masculin de ce mot n'existe pas, au meme titre qu'un mot strictement feminin comme 
lampe. Des tests similaires pour le masculin et le feminin ont ete effectues pour les adjectifs 
avec resultats equivalents. Void deux exemples de test qui retrouvent la forme masculine 






M = chat. 
masculin(lampe,M) . 
mot strictement feminin. 
Un troisieme type de tests est la formation du pluriel et le retour a la forme du singulier. 
Des tests semblables a la formation du feminin ont ete appliques pour le pluriel et ont ete 
reussis. Cependant, pour reformer le singulier a partir de la forme plurielle, des ajustements 
ont ete faits. En effet, il est possible que le mot au pluriel soit au feminin, et done, par le 
fait meme, absent du dictionnaire de base. Done, pour assurer que le singulier obtenu est 
la bonne forme du pluriel initial, la recherche du masculin du mot est appliquee et e'est 
celui-ci qui determine si le mot est present dans le dictionnaire. Avec cette verification, les 
resultats de conversion entre pluriel et singulier fonctionnent correctement. Voici quatre 










P = singes, 
pluriel(naval,P). 
P = navals. 
singulier(chevaux,S) 
S = cheval. 
singulier(chattes,S) 
S = chatte. 
Un quatrieme type de test est effectue pour la formation des phrases. Le conjugueur 
devait etre minimalement fonctionnel pour ces tests puisqu'il est necessaire que le verbe 
soit conjugue pour verifier que la phrase est construite correctement. Done, les verbes 
utilises pour les tests devaient etre presents dans le conjugueur. 
En donnant un temps, un sujet, un verbe et un complement, le bloc linguistique devait 
etre en mesure de former une phrase en frangais correct. Lorsque l'entree est texte(present, 
je, etre, gargon), ce qui, dans le langage de la machine, signifie «fais-moi une phrase au 
present ayant pour sujet je, utilisant le verbe etre et comme complement gargon», la sortie 
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doit etre je suis un garcon. Au depart, les articles et determinants etaient omis, mais au 
fur et a mesure que le dictionnaire et la grammaire etaient remplis, ce test a toujours 
donne les resultats attendus. Par la suite, des tests plus complexes ont ete implemented 
en accord avec ce que V interpreteur de sens demandait selon le type de phrase demandee 
et le type de complement desire. Par exemple, V interpreteur de sens pouvait demander 
a la grammaire de former une phrase indiquant une localisation ou une identification, 
ce qui change la forme de la phrase a construire. Ainsi, texte(imparfait, chat, etre, table, 
localisation)^ et texte(present, spot, etre, chien, identification) modifiait l'article devant le 
nom pour donner «le chat etait sous la table» et «spot est un chien». Pour chaque cas 
traite, la reponse donnee avait la forme desiree. II est toutefois a noter que toutes les 
formes possibles de la langue frangaise n'ont pas ete implementees et que, par exemple, 
une question du type « Comment me rendre a Vhopital ?» ferait en sorte que Vinterpreteur 
de sens enverrait une demande de phrase de type indication ou moyen que la grammaire 
ne saurait pas traiter pour le moment. Toutefois, pour les types connus par grammaire, 
celle-ci construit une phrase qui fait du sens. 
Un cinquieme type de test est fait pour l'elision des mots. Les entrees du type le oiseau, 
le beau avion, la plante et le joli avion furent utilises. Le type de sorties attendues etait 
Voiseau, le bel avion et les deux derniers devaient rester inchanges. Les elisions se sont 
faites correctement. Toutefois, pour ce qui est de la non-differenciation entre les «H» 
muets et aspires, le correctif suggere serait de mettre dans les mots du dictionnaire leur 
prononciation sous forme phonetique et de baser le traitement sous cette forme lorsqu'un 
«H» est detecte pour determiner la necessite d'elider ou non un mot. Pour le moment, 
tous les mots commengants par un «H» et dont la seconde lettre est une voyelle generent 
une elision. 
Un sixieme type de test est fait pour la contraction. Des entrees du type de le, de la, de 
l', a le, a la et a I' ont ete soumis au test et les sorties regues etaient, dans l'ordre, du, de 
la, de V, au, a la et a I', ce qui etait prevu. 
Un septieme type de test a ete effectue pour la transformation. II s'agit uniquement de 
faire en sorte que si la question etait sous la forme je ou tu, alors la reponse est l'inverse. 
Le je devient un tu et le tu devient un je. Lors des tests, chaque fois que se presente l'un 
ou l'autre de ces sujets, la reponse est bien transposee. II en va de meme pour le nous et le 
vous. Tous les autres sujets, il, elle, Us, elles, on et les noms, restent inchanges. Lorsqu'une 
transposition est faite, par exemple un je qui devient un tu, une formule mathematique 
a ete mise en oeuvre pour convertir la personne du sujet. Cette formule est la suivante : 
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((Personne%3) x (~1)) + 3. Le % est Poperateur modulo qui donne le reste de la division 
entiere. Cette formule mathematique est done pratique pour cette conversion plutot que 
de faire un traitement cas par cas de chaque sujet potentiel de la langue frangaise. Le 

















- ( /%3)+3 = 5 
~(1%3)+3=S 
-1 + 3 = 2 
-(2%3)+3=S 
"2 + 3 = 1 
~(1%3)+3=S 
"1 + 3 = 2 
-(2%3)+3=5 
-2 + 3 = 1 
"(3%3)+3=5 
0 + 3 = 3 
" (3%3)+3=S 
0 + 3 = 3 
-•(3%3)+3=S 
0 + 3 = 3 








TABLEAU 4.2 - Exemple de transformation de sujets. 
4.2.2 Conjugueur 
Le conjugueur est bati sur des regies de conjugaison et d'exceptions, il faut done tester les 
regies ainsi que la gestion des exceptions. Le premier type de tests consistait a prendre un 
verbe purement irregulier, en occurrence, l'auxiliaire etre, et de tester les differents temps 
et les differentes personnes. La sortie attendue etait que le verbe soit accorde correctement 
et que les regies de conjugaison ne soient pas prises en compte. En effet, etre se trouvait 
entierement dans la table de conjugaison, e'est-a-dire que chaque accord de chaque per-
sonne de chaque temps retenu etait entre manuellement. II ne fallait pas retrouve comme 
conjugaison une forme du genre nous etons au present de l'indicatif. Le second type de 
tests fut celui d'un verbe purement regulier du premier groupe, soit nommer, et d'obtenir 
la bonne conjugaison en utilisant uniquement les regies de conjugaison. Le troisieme type 
de tests etait de prendre un verbe qui respectait partiellement les regies de conjugaisons 
et de verifier qu'il prend en compte les exceptions du verbe, mais qu'il utilise les regies le 
reste du temps. Dans ce dernier cas, le verbe aller fut utilise. Dans les trois cas, la conju-
gaison s'est effectuee sans problemes dans tous les temps integres dans le conjugueur. Voici 
quelques exemples illustrant ces tests. 














Conjugaison = aiment. 
verbe(aimer,futur,3,2,Conjugaison). 
Conjugaison = aimeront. 
verbe(avoir,pres,2,1,Conjugaison). 
Conjugaison = as. 
verbe(etre,imparl,2,2,Conjugaison). 
Conjugaison = etiez. 
verbe(trouver,passcomp,3,1,Conjugaison). 
Conjugaison = 'a trouve' 
verbe(Infinitif,_,_,_,mange). 
Infinitif = manger 
La syntaxe de ces tests est la suivante : verbe(Infinitif, Temps, Personne, Nombre, Conju-
gaison). Comme vu a la section 4.2, il est egalement possible de demander l'infinitif. En 
fait, le predicat accord utilise dans le bloc linguistique appelle le predicat verbe du conju-
gueur. Selon le fait de laisser 1'Infinitif ou la Conjugaison variable, il est possible de 
recuperer l'un ou l'autre. Infinitif est done l'entree en cas d'accord et la sortie en cas de 
disaccord. Le Temps est le temps de conjugaison, soit present, futur, imparfait, participe 
passe, passe compose, participe present ou conditionnel present. Des acronymes ont ete 
utilises pour simplifier le code. La Personne prend la valeur 1, 2 ou 3 et le Nombre la 
valeur 1 pour le singulier et 2 pour le pluriel. La Conjugaison est la valeur de retour si le 
conjugueur effectue un accord ou la valeur d'entree en cas de desaccord. 
4.2.3 Dictionnaire 
Le dictionnaire contient trois types de definitions : directes, formalisables et hierarchisees. 
II faut verifier que chaque type renvoie la bonne definition. 
Les definitions directes sont les plus simples. Si un mot est recherche, sa definition fonc-
tionnelle est donnee. Puisque ce sont des faits, les resultats des tests sont facilement 
verifies. Par exemple, le mot ou est un mot interrogeant sur une localisation, le mot le 
est un determinant indiquant que Pobjet est connu et le mot je est un pronom designant 
l'interlocuteur. 
Pour les definitions hierarchiques, puisqu'elles sont dans le module de classification des 
connaissances, ces tests sont discutes a la section 4.2.4. La definition d'une donnee hierar-
chique correspond a sa valeur generique dans l'arbre de classification. 
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Les definitions formalisables devaient etre testees plus en profondeur, car elles sont ecrites 
sous forme de regies, par exemple, les definitions servant a la localisation relative des 
objets entre eux. Les exemples utilises correspondent a l'environnement tel qu'afnche sur 
la figure 4.1a. Seuls les termes au dessus, en dessous, sur et sous sont presentes, mais le 
meme type de test a ete effectue pour devant, derriere, a gauche, a droite qui sont aussi des 
definitions formalisables presentes dans le dictionnaire. Bien sur, pour realiser ces tests, 
le module environnement virtuel doit etre en fonction. 
En se referant a la figure 4.1a, le tableau 4.3 montre l'emplacement relatif de quelques 
objets entre eux. 




































TABLEAU 4.3 - Position relative de quelques objets de l'environnement 
La fonction pos_rel qui est utilisee, fait le lien entre le dictionnaire et Venvironnement 
virtuel afin de trouver la position relative d'un objet par rapport a un autre. La syntaxe est 
pos_rel(Objetl,POS,Objet2,Moment) est l'equivalent frangais de demander «ou se situe 
V Objetl par rapport a YObjet2 en ce Moment» et la position POS est donnee en reponse. 
Moment peut prendre uniquement la valeur maintenant ou avant dans la conception 
actuel du module connaissances dynamiques. Voici des exemples pour ce test. 
Test : pos_rel(ordinateur,POS,table,maintenant) . 
Resultat : POS = sur. 
Test : pos_rel(enveloppe,POS,table,maintenant). 
Resul tat : POS = sous. 
Test : pos_rel(lampe,POS,table,maintenant). 
Resul tat : POS = au dessus. 
Test : pos_rel(bloc,POS,table,maintenant) . 
Resul tat : POS = en dessous. 
Comme il est possible de constater, les resultats obtenus correspondent aux resultats 
attendus du tableau 4.3. 
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4.2.4 Classification des connaissances 
Le module de classification des connaissances interagit avec le dictionnaire pour lui donner 
les definitions hierarchisees. II est principalement compose de faits et de quelques regies 
pour les classer entre eux par antecedents et successeurs hierarchiques. Ainsi, ce module 
retourne le terme generique ou specifique d'un mot a un niveau commun du langage. Le 





































































TABLEAU 4.4 - Table de classification 
Le premier type de test verifie que le module donne bien comme resultat les antecedents 
hierarchiques (termes generiques) de chaque objet present du module. Par exemple, lors-
qu'il est demande de trouver le generique de mammifere, animal doit etre donne, pour 
chien, canide doit etre donne, et ainsi de suite. Etant donne que la classification est faite 
dans ce sens, le generique immediat d'un mot est bel et bien ce qui a ete obtenu. Voici 
quelques exemples de resultats. Le predicat classification demande l'element superieur 
dans la classification correspondant au terme generique du mot. Le second parametre est 
le nombre de niveau qui doit etre remonte pour atteindre le niveau commun du langage. 
Pour ce type de test, la valeur 1 est attribuee. 
test : classification(chien,1,Generique). 
resultat : Generique = canide 
test : classification(chat,1,Generique). 
resultat : Generique = felinide 
Le second type de test consiste a valider que le niveau commun du langage est renvoye. II 
faut d'abord tester qu'il est possible d'afficher le terme generique de deux ou trois niveaux 
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superieurs, puis ensuite, laisser le module determiner le niveau pour renvoyer le terme qui 
correspond au niveau commun du langage choisit dans Hmplementation. Voici quelques 
exemples de tests. Lorsque le deuxieme param^tre est omis, le module determine lui-meme 
















Generique = mammifere 
classification(chat,3,Generique). 
Generique = vertebre 
classification(singe,4,Generique). 
Generique = animal 
classification(primate,3,Generique). 
Generique = animal 
classification(chat,_,Generique). 
Generique = mammifere 
classification(canide,_,Generique). 
Generique = mammifere 
classification(mammifere,_,Generique) 
Generique = animal 
Les resultats sont bien ceux attendus sur la base du tableau 4.4. II est possible de remarquer 
que le terme generique renvoye par chat et canide se trouve au meme niveau commun du 
langage, soit mammifere, meme si le niveau du terme generique a ete omis. 
Le troisieme type de test est de valider le terme specifique immediat. Le module fait 
une liste de tous les termes specifiques et il fallait verifier qu'aucun descendant connu de 
la machine ne manquait et qu'aucun termes inappropries ne s'y trouvait. Cette liste est 
ensuite reutilisee comme entree pour la fonction aleatoire ponderee. 
t e s t 
r e s u l t a t 
t e s t 
r e s u l t a t 
prototype(mammifere, . ,Liste). 
Lis te = [canide, cetace, f e l i n , primate] 
pro to type(canide ,_ ,Lis te ) . 
Lis te = [chien, loup] 
A noter que dans ce type de tests, le resultat n'est pas representatif de la ponderation. 
Lors de l'ajout de la ponderation, la liste resultante reflete la ponderation d'occurrence de 
chaque terme en indiquant combien de fois on retrouve chaque elements de la liste. 
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t e s t : prototype(mammifere,_,Liste). 
r e s u l t a t : Lis te = [ [8 , canide] , [3, ce tace ] , [10, f e l i n ] , [5, primate]] 
t e s t : p ro to type(canide ,_ ,Lis te ) . 
r e s u l t a t : Lis te = [[7 , ch ien] , [1 , loup]] 
Le quatrieme type de test verifie le niveau commun du langage en sens descendant. II fallait 
tester le fait de se rendre au bon niveau de terme specifique qui correspond au niveau 
commun du langage. Cette fois, ce n'est pas une liste des possibilites qui est attendue, 
mais un des resultats de la liste. A ce stade, il s'agit uniquement d'une fonction aleatoire 
ponderee qui determine quel element est choisi. Les resultats presentes correspondent a 
une liste de chaque resultat avec le nombre de fois que ceux-ci ont ete obtenus. Le predicat 
testCDwn a ete implements afin de tester la classification en descendant dans l'arbre afin 
de trouver les termes specifiques de chaque noeud. Le premier parametre est le nombre de 
tests consecutifs que la machine doit effectuer, dans Pexemple presente, 20 tests consecutifs 
sont effectues. Les resultats pfesentent done un resume des resultats de ces 20 tests. La 
somme des valeurs numeriques de la liste est toujours egale au premier parametre de 
testCDwn. 
t e s t : testCDwn(20,mammif e re , L i s t e ) . "/.Test Class i f ica t ion vers l e bas. 
r e s u l t a t : Lis te = [[9, c h a t ] , [6, chien] , [2, dauphin], [3, humain]] 
Le cinquieme type de test verifie la ponderation pour donner un terme specifique de-
termine par le niveau de langage recherche. Pour valider que les elements ayant la plus 
grande occurrence reviennent plus sou vent, un test de verification des reponses renvoyees 
sur 1000 demandes identiques a ete effectue. Celui-ci affichait les elements regroupes et 
comptabilises, puis ecrits en ordre croissant. Le resultat attendu etait que les entites avec 
la plus grande occurrence se retrouvent en bas de la liste avec une difference notable avec 
les entites de moindre occurrence. Le tableau 4.5 montre les proportions utilisees par la 
fonction aleatoire ponderee et le tableau 4.6 montre les resultats obtenus sur trois groupes 
de tests consecutifs pour la demande d'un terme specifique de mammifere. 
II est possible de remarquer que chat et chien sont les mammiferes qui reviennent le plus 
souvent, ce qui demontre que la fonction aleatoire ponderee fonctionne et que le module 
en tient compte pour retourner le terme specifique. Plutot que de compter les occurrences 
ou un animal different est rencontre dans l'environnement de la machine, il serait possible 
de lui donner un dictionnaire de frequences, tel qu'il existe en linguistique. Cependant, 
le fait de compter les occurrences se rapproche davantage du comportement humain, car 





















































































TABLEAU 4.6 - Resultats de trois tests de 1000 descendants de mammiferes 
un animal qui n'a jamais ete rencontre par la machine ne sera jamais nomme, alors qu'un 
animal rencontre regulierement sera plus souvent considere par la machine. 
4.3 Environnement virtuel 
Le module environnement virtuel contient les informations de la machine sur son envi-
ronnement reel. Dans une application reelle, les donnees inscrites a l'interieur du module 
seraient obtenues par un systeme de capteurs. Pour ce projet, les donnees sont entrees 
manuellement. Ce module connait les coordonnees ainsi que l'espace occupe par les dif-
ferents objets, et il differencie les differents objets. II est appele lorsque la machine doit 
connaitre l'emplacement d'un objet, par exemple, lors de la localisation. Etant donne que 
ce module est constitue presque exclusivement de faits, le seul test interessant est celui 
de la conversion entre l'identifiant et l'objet lui-meme afin d'obtenir ses dimensions et son 
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emplacement. Le resultat de ce test est que la machine sait aussi bien que Moka ou le 
chat font reference au m£me type d'entite et que Nala ou la chatte, qui est vu egalement 
comme etant un chat par la machine, font reference a une entite differente de la premiere. 
Le module fait cependant la difference entre ces deux entites par l'identifiant et fait la 
distinction entre ces entites afin de retourner les bonnes coordonnees. Voici deux exemples 
qui demontrent que les requetes pour la recuperation se fait autant avec l'identifiant que 
le referent. checkID permet de faire ressortir le referent (Ref) et l'identifiant (ID) et de 
ressortir les coordonnees X, Y et Z ainsi que les dimension DX, DY et DZ. Puisque les 







Ref = chat, ID = moka, X = 2 , Y = 1 . 5 , Z=2.5, 






Ref = chatte, ID = nala, X = 6.5, Y = 5.5.Z = 0, 
DX = 1.0, DY = 1.0, DZ = 1.0 
Presentement, l'absence des capteurs oblige de documenter chaque objet de l'environne-
ment, mais il est possible de penser qu'avec l'ajout de capteurs, certaines informations sur 
les objets environnants soit traitees en temps reel par les capteurs sans necessairement 
avoir a retenir cette information en memoire. 
4.4 Connaissances dynamiques 
Le module connaissances dynamiques contient les etats passes et l'etat actuel de 1' environnement 
virtuel. II correspond a la memoire des evenements de la machine. II faut done verifier que 
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ces informations sont bien enregistrees et retrouvees dans le bon ordre lorsque des modi-
fications sont faites sur l'etat de 1' environnement virtuel. 
Un premier type de test important est d'assurer que les elements qui s'y trouvent sont 
effectivement dynamiques. Ces tests modifient l'etat d'un element de l'environnement et 
verifient qu'il a effectivement ete modifie. L'affichage de l'etat precedent et de l'etat courant 
a l'ecran servait de balise devaluation. Ensuite, la recherche de l'etat actuel devait donner 
le nouvel etat et non l'ancien. Suite aux tests, ces criteres etaient respectes et la sortie 
etait bien celle attendue. 
Une deuxieme serie de tests importants pour ce module etait Faeces a un fichier en ecriture 
et en lecture pour conserver et recuperer les archives des etats de 1' environnement virtuel 
qui lui sert de memoire a long terme (voir figure 3.1). Un test effectue est l'inscription 
de toutes les entrees dynamiques dans le fichier. L'ouverture du fichier pour 1'evaluation 
visuelle du contenu sert devaluation. Un autre test est celui de la lecture du fichier. II 
faut pouvoir charger les connaissances dynamiques dans la memoire de l'architecture, 
qui correspond a la memoire a court terme (voir figure 3.1) afin qu'elles puissent etre 
consultees. 
Le dernier test effectue pour l'acces au fichier d'archives est celui de la verification des 
doublons. A la suite de plusieurs lectures et ecritures consecutives de la base de connais-
sances, le fichier ne doit pas gonfler en ajoutant des entrees en double. En effagant le 
contenu de la base de connaissances en ce qui a trait aux entrees dynamiques avant la 
lecture du fichier et en ecrasant le fichier d'archives lors de l'ecriture, ce probleme n'est 
pas survenu. Effectivement, a chaque relecture et reecriture, ni le fichier, ni la base de 
connaissances n'ont d'entrees en double. 
Avec les connaissances dynamiques, la comprehension du concept de present et de passe 
par la machine a aussi ete testee. A la suite d'un changement dans 1' environnement virtuel 
correspondant a un deplacement du chat du lit vers le sol a droite du lit, deux questions 
ont ete posees a la machine : «Ou est le chat par rapport au lit ?» et «Ou etait le chat 
par rapport au lit ?». Les reponses attendues etaient respectivement «Le chat est a droite 
du lit» puis «Le chat etait sur le lit». Ce fut effectivement les reponses obtenues. Ensuite, 
la balle fut deplacee de la table vers la droite du chat. II fut alors demande a la machine 
«Ou etait la balle par rapport au chat ?» puis «Ou est la balle par rapport au chat ?». Les 
reponses attendues etaient «au dessus>> puis «a droite». Cependant, les reponses obtenues 
etaient les deux fois «a droite». L'explication de cette apparente erreur vient du fait que 
les deplacements ne sont pas situes dans le temps et le module considere que tous les 
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emplacements se font au meme instant. De ce fait, meme si la balle a ete deplacee apres 
le chat, puisque tous les evenements du passe sont consideres au meme moment, il est 
considere que la balle et le chat se sont deplaces en meme temps. C'est un choix de 
design pour le moment, car l'ajout en prolog d'une etiquette de temps devant etre geree 
manuellement pour savoir si l'evenement a eu lieu avant un autre n'etait pas necessaire 
pour demontrer la validite de l'architecture. Ainsi, ce n'est pas une erreur du systeme. Pour 
remedier a cette situation, il s'agirait d'indiquer le. moment des deplacements et de faire 
un traitement sur le temps relatif de chacun. La performance actuelle de cette architecture 
est suffisante, mais elle pourrait etre amelioree en remplagant le fichier servant de MLT 
par une base de donnees contenant l'historique des deplacements ainsi que le moment ou 
ceux-ci sont survenus. 
4.5 Architecture globale - integration 
Les tests d'integration des modules de l'architecture sont sous une forme differente : ils 
sont separes par ensembles fonctionnels. Chaque serie de tests verifie une fonctionnalite 
et demontre que les reponses sont bien distinctes lorsqu'elles doivent l'etre et identiques 
lorsque le contexte s'y attend. II est important de rappeler que, pour une question de 
simplification, les majuscules ne sont pas prises en compte. Le fait que la premiere lettre 
d'une phrase soit en minuscule ne constitue pas une erreur de l'architecture, mais un choix 
de design pour la demonstration de la fonctionnalite de l'architecture. 
4.5.1 Localisation 
Les tests de localisation permettent a la fois de 
• verifier que l'architecture analyse correctement 1' environnement virtuel, 
• verifier l'association entre l'identifiant et l'entite correspondante, 
• rechercher correctement les informations archivees ou l'etat actuel lors de la locali-
sation, 
• differencier la forme feminine de la forme masculine, 
• localiser par rapport a n'importe quel objet ou meme sans objet de reference. 
L'etat de V environnement virtuel present et passe est presente a la figure 4.1 et les identi-
ficateurs sont presentes au tableau 4.1, au debut de ce chapitre. La fonction q, qui signifie 
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query (requete en anglais), est la syntaxe utilisee par V interpreteur de sens pour consulter 
le bloc linguistique. 
En premier lieu, il est verifie que chat et moka sont correctement associes. Pour ce faire, 
des requetes interchangeant moka et chat doivent retourner la meme valeur. 
t e s t l a :- q ( o u , e s t , c h a t , l i t ) . °/.ou es t le chat par rapport au l i t 
r e s u l t a t : le chat es t a d ro i t e du l i t . 
t e s t l b :- q (ou , e s t ,moka , l i t ) . °/.ou es t moka par rapport au l i t 
r e s u l t a t : moka es t a d ro i t e du l i t . 
t e s t l c :- q ( o u , e t a i t , c h a t , l i t ) . %ou e t a i t le chat par rapport au l i t 
r e s u l t a t : l e chat e t a i t sur l e l i t . 
t e s t l d :- q ( o u , e t a i t , m o k a , l i t ) . %ou e t a i t moka par rapport au l i t 
r e s u l t a t : moka e t a i t sur l e l i t . 
Ces resultats demontrent bien que moka et le chat sont bien associes puisque les reponses 
correspondent. lis demontrent egalement que la gestion du moment present et passe est 
faite puisque le chat est passe de «sur le lit» a «d droite du lit» 
Ensuite, il fallait demontrer que, malgre le fait que chat et chatte referent a la meme unite 
lexicale, soit le mot chat, ils sont differencies dans l'environnement. 
t e s t l e :- q ( o u , e s t , c h a t t e , l i t ) . %ou es t l a chat te par rapport au l i t 
r e s u l t a t : l a chat te es t a d ro i t e du l i t . 
t e s t l f : - q ( o u , e t a i t , c h a t t e , l i t ) . %ou e t a i t l a chat te par rapport au l i t 
r e s u l t a t : l a chat te e t a i t de r r i e re l e l i t . 
En comparant avec les tests la et lc avec les tests le et If, le chat et la chatte sont bien 
differencies par 1'architecture. 
II est egalement important de verifier que la requete est reversible, c'est-a-dire que lorsque 
les parametres sont inverses, la reponse est logiquement inversee. 
t e s t l g :- q ( o u , e s t , l i t , c h a t ) . %ou es t le l i t par rapport au chat 
r e s u l t a t : le l i t es t a gauche du chat . 
En comparant avec le test la qui demande la question inverse, ce test demontre qu'effec-
tivement, la reponse est inversee. 
Tous les tests presentes precedemment localisent un objet par rapport au lit. II est done 
important de s'assurer qu'il est possible de localiser par rapport a d'autfes objets, qu'ils 
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soient fixes ou mobiles. Les tests qui suivent localisent le chat par rapport a la femme et 
la chatte par rapport a la table. 
t e s t l h :- q(ou,est ,chat,femme). %ou es t l e chat par rapport a l a femme 
r e s u l t a t : l e chat es t a d ro i t e de l a femme. 
t e s t l i : - q(ou,etai t ,chat , femme). %ou e t a i t l e chat ~ 
r e s u l t a t : l e chat e t a i t devant l a femme. 
t e s t l j : - q ( o u , e s t , c h a t t e , t a b l e ) . °/,ou es t l a chat te ~ l a t ab le 
r e s u l t a t : l a chat te es t devant l a t a b l e . 
t e s t l k :- q ( o u , e t a i t , c h a t t e , t a b l e ) . %ou e t a i t l a chat te 
r e s u l t a t : l a chat te e t a i t en dessous de l a t a b l e . 
Ces tests demontrent bien que la localisation par rapport a tout objet de l'environnement 
est possible. 
Finalement, il est interessant de voir le resultat d'une recherche qui ne specifie pas par 
rapport a quel objet l'utilisateur souhaite faire la localisation. 
t e s t l i : - q(ou,est,femme). %ou es t l a femme (sans reference) 
r e s u l t a t : l a femme est sur le l i t . 
Le resultat donnee est «sur le lit» qui correspond a l'objet fixe le plus pres de l'objet a 
localiser. 
Bref, ces 12 tests demontrent que l'architecture reussit a interpreter les localisations dans 
V interpreteur de sens a l'aide du bloc linguistique, a retrouver les unite lexicale du diction-
naive tout en les differenciant a l'aide de la grafnmaire, a rechercher dans 1' environnement 
les informations necessaires pour formuler une reponse en accord avec les regies de la 
grammaire. 
4.5.2 Interrogation des definit ions hierarchiques 
Ces tests servent a verifier que le niveau commun du langage est respecte lorsqu'un terme 
generique ou specifique est demande et que l'ascension ou la descente dans l'arbre de 
classification se fait correctement sur plusieurs niveaux. Du meme coup, la fonction alea-
toire ponderee sur les occurrences est egalement testee. Le pourcentage d'occurrence est 
presente plus speeifiquement aux resultats du test 2e. Le feminin et le pluriel sont aussi 
presentes pour demontrer que l'architecture fait abstraction du genre et du nombre pour 
la recherche du resultat, mais les considerent dans sa reponse. 
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Tout d'abord, les tests demandant les termes generiques. Ceux-ci sont plus simples puisque 
chaque terme n'a qu'un seul terme generique. II faut uniquement verifier que le terme 
renvoye correspond a un niveau commun du langage. 
t e s t2a :- q (que ,es t ,cha t ) . 0/0qu'est-ce qu'un chat 
r e s u l t a t : l e chat es t un mammifere. 
t e s t2b :- q(que,sont ,chiennes) . %que sont les chiennes 
r e s u l t a t : l e s chiennes sont des mammiferes. 
Les resultats de ces deux tests demontrent qu'effectivement le niveau commun est obtenu 
et non pas un niveau intermediate, tel que canide ou felinide qui sont les termes gene-
riques, ou parents, directs dans l'arbre de classification. A noter egalement que lors de la 
generation de la reponse, le pluriel du sujet est reflete dans le complement. 
Ensuite viennent les tests sur les termes specifiques. Ceux-ci sont plus complexes puisqu'il 
faut choisir un membre de la liste des termes specifiques correspondants a la recherche. 
II faut egalement atteindre le niveau commun, ce qui implique que la fonction aleatoire 
ponderee doit etre utilisee plus d'une fois pour determiner le terme a choisir. En effet, la 
decision aleatoire ponderee est appliquee sur chacune des branches de l'arbre de classifi-
cation pour ne pas developper l'arbre au complet, mais developper uniquement les noeuds 
qui correspondent a la demande de l'utilisateur. Une partie de l'arbre utilise pour les tests 
est presente au tableau 4.4. 
t e s t2c :- q(nomme,mammifere). °/0nomme-mo-i un mammifere 
r e s u l t a t : l e puma es t un mammifere. 
t e s t2d :- q(chois i t .animal) . °/0choisit un animal 
r e s u l t a t : l e singe es t un animal. 
Tel qu'explique a la section 3.4.4, le resultat de ces tests est aleatoire puisque l'architecture 
doit choisir un enfant dans la liste, puis continuer a partir de celui-ci pour atteindre le 
niveau commun. Dans ces tests, il y a deux parametres qui changent. Premierement, dans 
le test 2c, la classification part de mammifere puis, dans le test 2d, part de animal, ceci 
pour demontrer que le niveau commun est toujours atteint quand meme. Deuxiemement, 
le verbe nommer et le verbe choisir composent les requetes 2c et 2d respectivement afin 
de demontrer que les synonymes peuvent etre geres. Meme si le module synonyme n'est 
pas implemente dans cette demonstration, deux termes presentant une definition similaire, 
dans un cadre de definitions fonctionnelles simples, sont interpretes de la meme maniere 
et donnent le meme resultat. 
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Un dernier test permet de verifier la proportion dans laquelle les tests 2c et 2d peuvent 
donner leur reponse. Dans le test qui suit, la fonction getTest lance la meme requete que 
le test 2c le nombre de fois indique par le premier parametre. Par la suite, la variable R 
accumule chaque resultat et fait un tableau puis les classe en ordre croissant. 
t e s t2e :- getTest(100,animal,R) . °/0test de propor t ionnal i te 
%sur 100 specimens d'animaux 
r e s u l t a t : 
l :pinson 1:singe 





Tel qu'indique dans le tableau 4.6, il est possible de constater, dans le test 2e, que le chat 
et le chien sont toujours plus presents que tous les autres membres. 
Tout comme la localisation, ces tests font intervenir 1' interpreteur de sens et le bloc linguis-
tique. Cette fois, la classification des connaissances est mise a contribution pour valider 
les connaissances des definitions hierarchiques. Comme demontre, les phrases donnees par 
1'interpreteur de sens sont bien accordees et font bien interagir les differents modules de 
1'architecture. 
4.5.3 Identification, transposition et salutation 
Ces tests font interagir les relations entre l'identificateur et son identifiant ainsi que la 
relation entre la lre et 2e personne du singulier du sujet et finalement, les salutations 
d'usages et les presentations. La Ye et 2e personne du pluriel ne sont pas directement 
demontrees ici puisqu'il n'y a pas d'identifiants rattaches pour l'interlocution. 
Premierement, les identifications de base. Ceux-ci demontrent le lien qui existe entre les 
identificateurs et les entites auxquelles ils sont attaches puis les affichent sous forme de 
texte. 
tes t3a : -
q(qui,est,moka), q(comment,'se nomme',chatte), q(qui,est,chienne). 
% qui est moka, comment se nomme la chatte, qui est la chienne? 
resultat : 
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moka es t un chat. 
l a chat te se nomme nala . 
l a chienne es t bi joue. 
Dans ces tests, tel que montre egalement lors de la localisation a la section 4.5.1, les 
identifiants moka, nala et bijoue sont bien rattaches a chat, chatte et chienne. II est 
egalement demontre que la forme pronominale de nommer, se nommer, ne donne pas le 
meme resultat que le test 2c qui utilisait egalement ce verbe sous sa forme normale. La 
polysemie a ete ecartee pour le projet, mais un exemple de faisabilite a ete mis sur pied 
pour cette demonstration. Bien que nommer n'est pas fortement polysemique, il presente 
une difference dans sa definition selon son utilisation. Ainsi, se nommer n'est pas interprets 
de la meme maniere que nommer meme si, dans le dictionnaire, il s'agit de la meme unite 
lexicale, a savoir le verbe nommer. 
Le prochain test est la transposition du sujet. Pour ce faire, 1'identification a egalement ete 
utilisee. Le referent des interlocuteurs je et tu et la transposition qui existe pour passer de 
l'un a l'autre sont presentes dans ce test. L'interlocuteur est Simon-Pierre et la machine 
qui lui repond se nomme MIA. 
t e s t3b :- q ( q u i , s u i s , j e ) , q ( q u i , e s , t u ) . %qui s u i s - j e , qui es- tu? 
r e s u l t a t : 
t u es simon-pierre. 
je suis mia. 
II est possible de constater que lorsque le je est utilise, la reponse utilise le tu et inver-
sement. Ce test montre egalement que le conjugueur execute correctement sa fonction 
puisqu'il ne repond pas «tu suis simon-pierre» ni «je es mia». Ce test montre done que 
V interpreteur de sens ne reutilise pas betement les mots utilises par l'utilisateur pour 
reconstruire sa reponse. D'ailleurs, d'autre tests non representatifs ont demontre que l'uti-
lisation de la forme infinitive d'un verbe dans une requete ne change pas la forme de la 
reponse, mais cause parfois une reponse ou le temps de conjugaison peut etre errone meme 
s'il est bien conjugue. 
Ensuite, les tests de salutation sont triviaux puisque, a l'instar de l'etre humain, celle-ci est 
une reconnaissance de mot avec reponse directe. Celle-ci est comparable a un automatisme 
linguistique. Cependant, la reponse generee n'est pas precongue. Elle repond selon un 
modele et la machine choisit de maniere aleatoire la fagon dont elle repond a la salutation. 
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La machine choisit parmi les salutations qu'elle connait puis ajoute sur une base volontaire 
le nom de son interlocuteur, si elle le connait. Voici deux exemple de cas de salutation. 
t e s t3c :- q(bonjour), q(bonjour). 
r e s u i t a t : 
alio, simon-pierre. 
salut. 
Ce test est base sur une reconnaissance simple de fonctionnalite. Les mots ayant comme 
definition la fonction de salutation engendre automatiquement une salutation par la ma-
chine. Ce contexte de reponse automatique reflete le fait que l'etre humain repond parfois 
par reflexe a certain mots. Toutefois, le processus est le meme que pour les autres requetes. 
Le mot doit passer par le dictionnaire pour avoir la definition puis par la grammaire pour 
generer une phrase, bien que dans ce cas precis, il ne s'agisse que d'une phrase sans verbe, 
aussi connu sous le nom de pseudo-phrase. 
Finalement, le test de presentation. Celle-ci engendre un changement d'interlocuteur, une 
salutation et une presentation de la part de la machine. II integre done le test 3c en 
plus de faire intervenir une action directe sur les connaissances de la machine. Puisque 
la presentation entre en compte, la partie aleatoire du test precedent est reflete dans les 
resultats de ce test. 
t es t3d :- q( je , 'me nomme'.myriam). 
r e s u l t a t : bonjour, myriam, moi, j e me nomme mia. 
t e s t3e :- q(je , 'me nomme' , ' s imon-pierre ' ) . 
r e s u l t a t : s a l u t , moi, j e me nomme mia. 
Dans le second resultat, le changement d'interlocuteur n'est pas visible. Par contre, la 
requete «q(qui,suis,je)», comme presente au test 3b, permet de s'assurer que le changement 
a bien eu lieu. 
Tous les tests effectues correspondent aux resultats attendus. Ceux-ci faisaient interagir 
differents modules du bloc linguistique, Vinterpreteur de sens, et les connaissances dyna-
miques. 
En resume, les tests d'integration de l'architecture de comprehension du message et de ge-
neration de reponse sont concluants. Les phrases ne sont pas preconstruites, mais generees 
a partir des regies de la grammaire. Les differentes informations venant des differents mo-
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dules sont interpreter et utilises correctement dans les limites de l'implementation. Seules 
quelques ameliorations restent a faire. Celles-ci sont discutes dans la section suivante. 
4.6 Discussion 
Bien qu'aucune phrases n'aient ete codees dans l'architecture, des reponses bien forme sont 
bien renvoye a l'utilisateur selon les regies grammaticales fournies. Les differents modules 
repondent bien aux criteres des tests effectues. L' interpreteur de sens demande bien les 
informations au bloc linguistique, les informations sur l'environnement se font bien par 
V environnement virtuel et l'historique est bien archive et retrouve grace aux connaissances 
dynamiques. Le bloc linguistique fait egalement son travail en appliquant les differentes 
regies d'>accords, de conjugaison et de syntaxe, ainsi qu'en donnant les definitions de trois 
natures distinctes, soit directes, formalisees ou hierarchiques. Par contre, des ameliorations 
restent a etre effectuees pour etre pleinement fonctionnel dans une application reelle. 
Parmi les problemes connus, il y a certaines definitions qui se chevauchent comme en 
dessous et dans. En effet, d'un point de vue mathematique, ces deux termes ont une 
definition similaire pour des objets generaux. Pour ce genre de probleme, il serait important 
d'indiquer a la machine les objets qui peuvent contenir d'autres objets ou qui sont ouverts 
par endroits. Ainsi, la machine ferait la difference entre en dessous de la table et dans 
un tiroir de la table. Ce probleme est etroitement lie a la precision de 1' environnement 
virtuel. Dans le cas present de cette recherche, l'utilisation d'un prisme pour representer 
la table entiere est loin de representer efncacement une table. En effet, une table a un 
dessus et des pattes qui ne sont pas representes par le fait que la table soit un prisme 
qui inclut la table. Cette simplification geometrique ainsi que la meconnaissance de la 
possibility d'etre inclusif sont responsables de ce malentendu au niveau de certains termes. 
Des indications supplementaires dans les definitions, comme la possibility de contenir un 
objet, serait probablement suffisant pour corriger ce chevauchement. Une autre possibility 
serait d'avoir une representation plus precise des objets. Ainsi, un objet a l'interieur des 
limites d'un autre serait dans cet objet alors qu'un objet qui se trouve entre les limites 
d'objets qui definissent un objet plus gros sans etre dans ces objets serait en dessous. 
Un autre probleme connu est celui du «H» muet et aspire. En effet, pour le moment, 
tous les «H» sont considered comme etant muets. Pour corriger ce probleme, il faudrait 
inclure la prononciation phonetique a l'interieur du dictionnaire. D'ailleurs, la presence 
de la notation phonetique pourrait servir pour le generateur vocal. Ainsi, si le mot debute 
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par «H» lorsque vient le temps d'appliquer une elision, celle-ci ne s'appliquera que si le 
<<H» est muet et non s'il est aspire. 
Un autre probleme vient du fait que, n'ayant pas entre tous les mots du dictionnaire, 
certains termes sont inconnus de la machine et elle ne peut pas generer de reponse sa-
tisfaisante a partir de requetes utilisant ces mots. La seule fagon de regler ce probleme 
est de pouvoir entrer la totalite du dictionnaire et de la grammaire. Par contre, pour les 
exemples utilises pour la demonstration de la validite de l'architecture, il n'y a pas de 
problemes de fonctionnement. 
Le dernier probleme connu est le fait que tous les evenements passes sont consideres au 
meme instant par la machine. En fait, il s'agit uniquement d'un manque de precision 
dans le module des connaissances dynamiques. Une fagon simple et efficace de regler ce 
probleme serait de modifier ce module et d'utiliser une base de donnees. L'acquisition de 
rinformation se ferait plus rapidement, et des informations supplementaires sur le moment 
precis de l'etat pourraient etre conservees. Etant donne le but des travaux de recherche, 
il a ete choisi de n'utiliser qu'un seul systeme et langage, ce qui cause cette limitation. 
Les problemes mentionnes n'empechent pas de demontrer la fonctionnalite de l'architec-
ture. II ne s'agit que d'ameliorations qui rendraient plus pres de la realite ce que la machine 
doit faire pour integrer completement la langue frangaise. 
II y a egalement d'autres ameliorations qui pourraient etre apportees. Une d'entre elles 
pourrait etre d'inclure le dictionnaire d'occurrences plutdt que de compter les occurrences 
manuellement. Cela eviterait une operation a la machine, cependant, celle-ci pourrait don-
ner des resultats qu'elle n'a jamais rencontres lorsqu'on demande un terme specifique, ce 
qui, dans ce cas, l'eloignerait du comportement humain. En effet, un enfant qui n'a jamais 
vu ou entendu parler de perroquets ne nommera jamais le perroquet lorsque quelqu'un 
lui demande de nommer un oiseau, ce que le dictionnaire d'occurrences permettrait de 
faire. Egalement, il serait possible d'envisager d'avoir des tables de conjugaisons et d'ac-
cord plutot que des regies qui les determinent dynamiquement. Cependant, le fait que 
la machine fasse elle-meme ses accords ouvre une avenue interessante puisqu'il n'est plus 
necessaire d'entrer la totalite d'un verbe qui est ajoute aux connaissances de la machine, 
mais uniquement le modele de conjugaison que ce verbe doit suivre. Cette fagon de faire 
demande moins d'espace memoire, mais plus de traitement de la part de la machine. Une 
autre amelioration est d'avoir des modules appartenant a differents systemes pour opti-
miser leur fonctionnement respectif. Par exemple, les demandes qui donnent des reponses 
directes, ou encore les formules mathematiques pour obtenir de rinformation, les modules 
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concernes pourraient etre relocalises dans du code oriente objet, en C++ par exemple. 
II serait egalement interessant de voir comment l'architecture interagirait en utilisant 
d'autres techniques d'intelligence artificielle pour remplacer certains modules. 
Dans le cas ou Papplication change de contexte, il n'y a que quelques modification a 
apporter aux modules. L'exemple d'une application d'agent de depanage pour telephone 
cellulaire sera pris en exemple de comparaison avec l'exemple de l'aide autonome utilise 
dans le memoire. Premierement, le dictionnaire devra etre mis a jour afin d'inclure la ter-
minologie propre a l'application. Le contexte d'agent de depanage implique, entre autre, 
que le telephone doit etre consicent de sa propre conception interne et non des objets a 
l'interieur d'une habitation. II faudra done inclure les termes concernant les pieces du te-
lephone, les procedures de resolution de problemes, la conception haut niveau des logiciels 
internes et autres informations techniques utiles dans le dictionnaire. II faut egalement 
s'assurer que les verbes d'usages dans ce contexte sont present. De plus, l'environnement 
virtuel devra comprendre les composantes du telephones. Pour ce qui est des regies de 
grammaire et de conjugaison, elles resteront inchangees dans l'optique ou l'application 
reste dans la meme langue, soit le frangais. Comme la polysemie et la synonimie n'est pas 
prise en charge pour le moment, il faudra s'assurer de la monosemie de la terminologie 
inclue dans le telephone. Toutefois, le reste de l'application restera inchange. 
En conclusion, les tests demontrent bien la fonctionnalite des modules, mais il reste des 
ameliorations avant de pouvoir l'integrer dans un systeme complet d'une application reelle. 
Toutefois, malgre les ameliorations suggerees, l'architecture implementee demontre la fonc-
tionnalite et la faisabilite d'un tel systeme. 
CHAPITRE 5 
CONCLUSION 
L'objectif principal de ce projet etait de demontrer qu'il est possible pour la machine de 
s'approcher du modele linguistique, ici un modele propose par Kleiber, et de s'arrimer a 
un modele cognitif, ici celui du STI, dans le but d'interpreter un message et de repondre 
de maniere reflechie a ce message. Pour y arriver, ce projet propose une nouvelle architec-
ture generique de traitement du message base sur les modeles des linguistes ainsi qu'une 
implementation de cette architecture. 
Le but de ce projet etait une demonstration de concept. Pour une application complete, 
l'integralite de la grammaire, du dictionnaire et du conjugueur devront etre presents, ce 
qui allongera le traitement sur les donnees. Toutefois, compte tenu du fait que le temps 
de reponse du systeme actuel se fait toujours en moins d'une seconde, un systeme de 
traitement du message en temps reel est possible si, tel que suggere au chapitre 4, les 
systemes dedies, comme les applications en C++, reseaux de neurones artificielles, logique 
floue et algorithmes genetiques sont presents pour supporter le systeme de logique. En 
effet, le modele propose par Kleiber montre la force du flou dans la comprehension d'un 
message. Ce projet n'utilise pas le plein potentiel du modele, mais sa forme ouvre la voie 
pour y parvenir. 
Au chapitre 4, il a ete demontre que l'architecture repondait bien aux demandes qui lui 
etaient faites. Que ce soit pour la localisation, la recherche dans l'historique des evene-
ments, la salutation, la recherche de definitions, l'utilisation de la grammaire pour les 
accords de mots et la generation des phrases, l'utilisation du conjugueur pour former un 
verbe conjugue ou revenir a l'infinitif, pour donner un terme generique ou specifique, l'ar-
chitecture donnait les resultats souhaites dans les limites de ses connaissances. Ce chapitre 
a done demontre qu'il est envisageable qu'une machine comprenne le sens d'un message 
ecrit. Cependant, il fut discute a la section 4.6 que cela demanderait une grande quantite 
de memoire et de temps de calcul. II est possible d'ameliorer les performances de ce proto-
type en dediant certaines parties de l'architecture a des systemes specialises. Par exemple, 
toutes les donnees fixes pourraient etre transferees vers une veritable base de donnees, 
les traitements qui donnent un resultat direct ou qui demandent un traitement sur une 
base aleatoire pourraient etre transferes vers une application programmee en C++. Ega-
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lement, plutot que de simuler en Prolog une logique floue ou un algorithme genetique 
pour la classification des connaissances et certaines definitions de concepts de continuum 
bipolaire du dictionnaire, il serait avantageux d'avoir un systeme de type logique floue 
ou d'algorithme genetique pour faire le traitement. II ne resterait plus en Prolog que le 
traitement linguistique tels les regies de grammaire et de conjugaison. Cela donnerait une 
aide considerable au niveau de la performance. De plus, 1' environnement virtuel devrait 
etre remplace par un environnement virtuel plus precis ou encore etre remplace par une 
analyse par capteurs du monde reel. 
D'autres problemes connus restent a traiter, la polysemie et la synonymie. Un algorithme 
efficace devra etre mis en oeuvre pour prendre en compte les differentes definitions des 
mots et les differents mots pour une definition. En effet, les linguistes se penchent en-
core sur ces problemes recurants et certains linguistes considerent meme impossible d'y 
arriver. Presentement, Papplication reconnait la difference entre le verbe nommer simple 
et pronominal, ce qui porte a croire que le traitement de la polysemie est possible en 
analysant le contexte de la phrase. Cependant, il reste que cet exemple possede des defi-
nitions semblables. Pour les mots avec une plus grande complexity polysemique, il peut 
en §tre autrement. Prendre en consideration les phrases anterieures dans une discussions 
peut etre une piste de solution au probleme et sera necessaire pour l'analyse des pronoms 
qui n'a pas ete touchee dans cette demonstration, a l'exception du je et du tu pour qui 
l'association du terme de remplacement est moins variable. 
Bien que le modele actuel utilise plutot la definition par fonctionnalite plutot que par mot, 
les modifications proposees precedemment feront en sorte que le modele humain pourra 
etre pleinement utilise. Cette decision, prise pour des raisons de design avec le langage 
de programmation utilise, n'affecte en rien les resultats et sa conversion vers le modele 
desire est minimale. Ainsi, l'approche des linguistes semble etre celle a considerer pour 
que la machine soit en mesure de comprendre ce que les etres humains disent ou ecrivent 
puisque, tel que mentionne, pour que deux univers se comprennent, il faut eliminer les 
differences qui existent entre les deux pour avoir une base commune. 
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