1 Classi cation result.
It is well known that the following class of systems of evolution equations u t = u xx + F(u; v; u x ; v x ); v t = ?v xx + G(u; v; u x ; v x ); (1) is very rich in integrable cases. In the papers 1]-5] by Mikhailov, Shabat and Yamilov, all systems (1), possessing higher conservation laws, were classi ed. Hence, these authors have found all systems (1) that can be integrated by the inverse scattering method (S-integrable equations in the terminology by F. Calogero 6] ).
However, there are integrable cases that are not in their classi cation. As an example, consider the system u t = u xx ? 2uu x ? 2vu x ? 2uv x + 2u 2 v + 2uv 2 ; v t = ?v xx + 2vu x + 2uv x + 2vv x ? 2u 2 v ? 2uv 2 ; (2) rst discussed in 7] (see 8] for generalizations). It can be reduced to U t = U xx ; V t = ?V xx by the following substitution of the Cole-Hopf type u = U x (U + V ) ; v = V x (U + V ) :
The system (2) has no higher order conservation laws, but it has higher order symmetries. This is a typical feature of linearizable systems like the Burgers equation (C-integrable equations). Therefore, it would be interesting to classify the systems (1), which have higher order symmetries. As a result, all S-integrable and C-integrable systems would be found. The complete classi cation problem is very di cult. Here we consider only the most interesting (from our opinion) subclass of systems (1) . Namely, we consider equations linear in all derivatives of the form u t = u xx + A 1 (u; v)u x + A 2 (u; v)v x + A 0 (u; v) v t = ?v xx + B 1 (u; v)v x + B 2 (u; v)u x + B 0 (u; v): (3) without any restrictions on the functions A i (u; v); B i (u; v): We 
Here the second equation is separated and the rst is linear with the variable coe cients de ned by a given solution of the second equation.
Theorem. Any nonlinear nontriangular system (3), having a symmetry (4), up to scalings of t, x, u, v, shifts of u and v, and the involution u $ v; t $ ?t (6) belongs to the following list: (20) n u t = u xx + vv x ; v t = ?v xx + uu x : (21) We omitted the term (cu x ; cv x ) T on the right hand sides of all systems. It is a Lie symmetry, corresponding to the invariance of our classi cation problem with respect to the shift of x.
2 Discussion. Let us consider, for instance, the equations (14) . It is easy to see that those constants and which are not equal to zero can be reduced to 1 via scalings of t; x; u and v. In this way, (14) actually describes three di erent equations without parameters. These equations correspond to = = 1, = = 0 and = 1; = 0. The following parameters: in (11) and (12), in (13), both and in (16) are not essential in the same sense. For (13) and (15) the essential parameter is the ratio of and . Note, that if = = 0 then (13) coincides with the nonlinear Schr odinger equation, which is not a separate equation in our list.
For some equations from the list, there exist admissible transformations of the form u ! p(x; t)u + q(x; t); v ! r(x; t)v + s(x; t):
\Admissible" means that the resulting equation does not depend explicitly on x and t and has the same form (3). Using such admissible transformations, one can remove some of constants in the equations of the list.
In particular, with the help of the transformation u ! exp(ct)u; v ! exp(?ct)v one can remove the terms (cu; ?cv) T in (13), (15) , (16) .
Using the transformations u ! u + t + x; v ! v ? t ? x it is possible to remove and in (11), (12) . The equation (20) (7)- (21) to others in this list. For simplicity in applying our results, we will not rely on these non-trivial transformations, and will instead operate with the complete list (7)- (21). 2. Three groups of equations. All equations of the list can be divided into three groups. The rst group contains the so called NLS-type equations (7), (9), (12), (13), (14) . Besides a higher symmetry The equations of the Boussinesq type form the second group (11), (19) , (20), (21) . They have no symmetries of third order. This indicates the existence of a Lax representation in sl(3). We have chosen the existence of the symmetry (4) as a criterion of integrability for (3) since the choice of the simplest ansatz (24) leads to the loss of all equations of the second group.
The last group (8), (10) , (15), (16), (17), (18) consists of "linearizable" equations, which have no higher conservation laws. Some of them seem to be new.
Equations (15) 
In contrast with (15), (16), equations (8) and (10) Equation (17), (18) (7)- (21) we have found all symmetries of order less or equal than four using the computer program LiePde 21] . It turns out that many of the equations have symmetries depending on t and x explicitly. For example, computing for equation (15) the general symmetry of n th order of the form u = P(t)u nx + : : : ; v = ?P(t)v nx + : : : the polynomial P(t) is an arbitrary polynomial of degree n.
It is well known that symmetries which are linearly depending on t and x are closely related to local master-symmetries 14]. The equations (7)- (10), (14)- (16) have such symmetries. To obtain the master-symmetries one has to simply put t equal to zero in these time-dependent symmetries.
The resulting master-symmetry is of the form 
where F and G are the right hand sides of the corresponding equation (1) 
