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Experimental and Computational Investigation
of the Knoller–Betz Effect
K. D. Jones,¤ C. M. Dohring,† and M. F. Platzer‡
U.S. Naval Postgraduate School, Monterey, California 93943
The ability of a sinusoidallyplungingairfoil to produce thrust, known as the Knoller–Betz or Katzmayr effect, is
investigatedexperimentallyand numerically.Water-tunnel experiments are performed providing ow visualization
and laser Doppler velocimetry data of the unsteady wakes formed by the plunging foils. Vortical structures and
time-averagedvelocity pro les in the wake are compared with numerical computationsfrom a previouslydeveloped
inviscid, unsteady panel code that utilizes a nonlinear wake model. Qualitative and quantitative comparisons are
excellent over a broad range of reduced frequencies and Strouhal numbers, indicating that the formation and
evolution of the thrust-indicative wake structures are primarily inviscid phenomena. Results at Strouhal numbers
greater than about 1.0 (based on plunge amplitude) demonstrate nonsymmetric, de ected wake patterns, where
both an average thrust and an average lift are produced. These highly nonlinear wake formations are generated
reproducibly, both experimentally and numerically.
Nomenclature










c = chord length
D = drag per unit span
f = frequency, Hz
h = nondimensionalplunge amplitude, plunge
amplitude/chord length
k = reduced frequency, !c=U1
Sr = Strouhal number, de ned here as !hc=U1
T = thrust per unit span, ¡D
t = time
U1 = freestream velocity
Vp = nondimensionalplunge velocity, hk D Sr
z.t/ = plunge displacement, positive downward, h sin.!t/
® = angle of attack
¸ = wake wavelength (distance between vortex centers of
same sign)
½1 = freestream density
! = circular frequency, 2¼ f
Introduction
I N independent studies in 1909 and 1912, Knoller1 and Betz,2respectively, were the  rst ones to observe that a  apping
wing creates an effective angle of attack, resulting in a normal-
force vector with both lift and thrust components, as illustrated in
Fig. 1. Katzmayr3 provided the  rst experimental veri cation of
the Knoller–Betz effect in 1922 when he placed a stationary air-
foil into a sinusoidally oscillating wind stream and measured an
average thrust. In 1924, Birnbaum4 ;5 identi ed the conditions that
lead to  utter or to thrust generation. He also suggested the use
of a sinusoidally  apping (plunging) wing as an alternative to the
conventional propeller.
In the followingdecade, the aerodynamicsof plungingand pitch-
ing airfoils received much attention because of its importance for
reliable  utter and gust-responseanalyses. However, such analyses
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require only the determination of the lifting forces generated by
plunging or pitching airfoils, and consequently, little effort was
devoted over the years to the determination of the thrust forces.
Nevertheless, in 1935 von Kármán and Burgers6 offered the  rst
theoretical explanation of drag or thrust production based on the
observed locationand orientationof the wake vortices,as illustrated
in Figs. 2 and 3 for drag-indicativeand thrust-indicativewakes, re-
spectively. At about the same time, Garrick7 applied Theodorsen’s
inviscid, incompressible, oscillatory,  at-plate theory8 to the de-
termination of the thrust force and showed that plunging airfoils
generate thrust over the whole frequency range, whereas pitching
airfoilsdo so only with frequenciesabovea certaincriticalvalueand
as a function of the pivot location. In 1939, Silverstein and Joyner9
provided the  rst experimental veri cation of Garrick’s prediction,
and in 1950, Bratt10 performed  ow visualization experiments that
corroborated von Kármán and Burger’s observations.Of particular
interest,Bratt’s experimentaldata includeseveralcaseswhere a non-
symmetrical, de ected wake pattern was recorded, but no comment
was made on these de ected wakes.
Birnbaum’s suggestion to regard a  apping foil as an alternative
(two-dimensional) propellergeneratedsome interest over the years.
Most noteworthy is Kuchemann and Weber’s book,11 in which they
comment on aerodynamicpropulsion in nature and observe that the
propulsive ef ciency of an idealized  apping wing is greater than
that of a simpli ed propellermodel because of the disadvantageous
trailing vortex system generated by the propeller. In the following
years,many others, e.g., Refs. 12–25, contributedto the understand-
ing of  apping-wing aerodynamics and propulsion.
The aforementioned papers reveal a considerable lack of infor-
mation on the precise characteristics of the vortical wakes gener-
ated by plunging foils. Freymuth26 presented  ow visualizations
of the wakes shed by plunging and pitching airfoils, whereas
Koochesfahani27 performed both  ow visualizations and quantita-
tive laser measurements of the wake  ow characteristicsbut limited
himself to a pitching foil only. He con rmed Garrick’s earlier pre-
diction that a pitchingairfoilwill generatethrustonly abovea certain
criticalpitchfrequency.No similarmeasurementsseem to havebeen
performed for plunging airfoils. Therefore, it was our objective to
investigatethe effectof plungefrequencyand amplitudeon the wake
characteristics. Experimentally, dye  ow visualization and laser
measurementswere obtained,with comparisonsto linear theory and
a panel code28 using visualization software by Jones and Center.29
Experimental Methods
The experimental facility and methods utilized in the study are
summarizedhere,with completedetailsgivenbyDohring.30 The ex-
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Fig. 1 Thrust and lift components of the normal force vector.
Eidetics water tunnel (Fig. 4), a closed-circuit, continuous-ow fa-
cility with a contraction ratio of 6:1 and horizontal orientation.The
test section was 38 cm wide, 51 cm high, and 150 cm long, with
glass side and bottom walls permitting optical access and an open
top providing simple access to the model. The side walls of the test
section diverged slightly to compensate for boundary-layergrowth
and to maintain uniform  ow velocity.
The  ow velocity could be set in a range from 0 to 0.5 m/s, and
it was measured by a rotating-vane  ow meter at the end of the test
Fig. 2 Drag-indicative wake pattern.
Fig. 3 Thrust-indicative wake pattern.
Fig. 4 Schematic of the U.S. Naval Postgraduate School Eidetics water tunnel.
section and digitally displayed.The freestream  ow velocity in the
test section at the airfoil location was measured by laser Doppler
velocimetry (LDV) without the airfoil installed.The Reynoldsnum-
ber based on the airfoil chord length ranged from 5 £ 102 for the
smallest airfoil at low velocities up to 5 £ 104 for the largest airfoil
at high  ow velocities.
Water-solublefood coloringwas used for  ow visualization,with
dye injected above and below the airfoil by two individually routed
lines with adjustablehorizontal and vertical position. Some experi-
ments were carriedoutwith only one injectorupstreamof the airfoil,
also yielding clear wake signatures.Pressurization for the dye can-
isters was provided by a small compressor.
The  ow visualizationexperimentswere conductedwith a 1-cm-
chord-length airfoil approximating a NACA 0012. For the LDV
measurements, a NACA 0012 airfoil with a chord length of 10 cm
and an airfoil resembling a NACA 0015 with a 2-cm chord length
were also used. All airfoils had a wing span of 37 cm and stretched
across the whole test section.The airfoils were attached to a vertical
shaker mounted on top of the test section. The frequency could be
adjusted continuously from 5 to 60 Hz, and the amplitude could be
adjusted from 0 to a maximum value dependent on the frequency.
The amplitude was determined from the writing of a  xed-position
needle on a paper that was attached to the moving part of the shaker.
The margin of error of the amplitude measurements was approxi-
mately §0:25 mm.
Most measurements were conducted with a constant frequency
of 5 or 10 Hz, changing the reduced frequency by adjusting the
 ow velocity in the tunnel. Measurements were done both at  xed
reduced frequency/variable amplitude and  xed amplitude/variable
reduced frequency.
The wake patternswere photographedwith a 35-mm camera, and
the vorticalwavelengthwas measured from the photographsusing a
ruler with appropriatescale. When possible, the vorticalwavelength
was taken as the average of the  rst three fully developed vortex
pairs, as illustrated in Figs. 2 and 3. The wavelength measurements
relied on visual identi cation of the vortex centers. The margin of
error in the measurements is estimated to be §0:8 mm, which, for
the 1-cm-chord airfoil, resulted in a margin of error of §0:08 in the
measured value of ¸=c.
The LDV measurements were performed with a dual-beam,
frequency-shifted, 300-mW argon ion laser with a beam separa-




























































1242 JONES, DOHRING, AND PLATZER
optics. The Thermo Systems, Inc. (TSI), FIND software was used.
The vertical distribution of the mean streamwise velocity compo-
nent was measured upstream and downstreamof both the stationary
and the plungingairfoil.The sample size was between400 and 1000
at an average data rate between 5 and 30 Hz; thus, a velocity aver-
aged over many cycles was obtained. With a sample size of 1000,
the maximum deviation of the LDV measurements was about 7%
for unsteady  ows.
Numerical Methods
Flow solutions were computed using an unsteady, potential-ow
code originally developed by Teng,28 with a graphical user inter-
face developedby Jones and Center.29 The basic, steady panel code
follows the approach of Hess and Smith,31 where the airfoil is ap-
proximatedby a  nite number of panels, each with a local, uniform,
distributedsourcestrengthand allwith a global,uniform,distributed
vorticity strength.For n panels there are n unknownsourcestrengths
q j and an unknown vorticity strength ° . Boundary conditions in-
clude  ow tangency at the midpoint of the n panels and the Kutta
condition,which postulatesthat the pressureon the upper and lower
surfaces of the airfoil at the trailing edge must be equal.
The unsteady panel code adopts the procedure of Basu and
Hancock,32 where a wake panel is attached to the trailing edge
through which vorticity is shed into the  ow. The Helmholtz theo-
rem states that the total vorticity in a  ow remains constant; thus a
change in circulation about the airfoil must result in the release of
vorticity into the wake equal in magnitudeand oppositein direction,
given numerically by
1k .°W /k C 0k D 0k ¡ 1 .1/
where 1 is the wake panel length, °W is the distributed vorticity
strength on the wake panel, 0 is the circulation about the airfoil, k
indicatesthe current time step, and k ¡ 1 indicates the previous time
step.
The wake panel introduces two additional unknowns: the wake
panel length and its orientation µk . Thus, two additional conditions
must be speci ed for closure.
1) The wake panel is orientedin the directionof the local resultant
velocity at the panel midpoint.
2) The length of the wake panel is proportional to the magnitude
of the local resultantvelocityat the panelmidpointand the time-step
size.
The essential elements of this scheme are summarized in Fig. 5.
At the end of each time step, the vorticity contained in the wake
panel is concentrated into a point vortex that is shed into the wake
and convecteddownstream with the  ow, in uencing and being in-
 uenced by the other shed vortices and the airfoil. Implementation
of this approach requires an iterative scheme because the veloc-
ity direction and magnitude used to de ne the wake panel are not
initially known.
This discrete vortex wake model follows closely the nonlinear
method proposed by Giesing,33 where the computation of wake
roll-up was  rst demonstrated. Mook et al.34 suggested the imple-
mentation of an additional vortex-insertion method to redistribute
the vorticity when stretchingoccurs. This approach is not used here
for several reasons.
In an attempt to model vortex stretching, the vortex-insertion
method redistributes wake vorticity by creating additional vortex
Fig. 5 Schematic of the panel code wake model.
elements when the distancebetweenconsecutivelyreleasedvortices
exceeds some arbitrary value. However, it seems that most of the
wake stretching occurs in regions where the local vorticity is very
small. Therefore, subdividing these vortex elements will have mini-
mal effect on the overall distributionof vorticity.The subdivisionof
vorticity is performedonly betweenconsecutivelyreleasedvortices,
but in thesevery nonlinearwakes, the order in which the vortices are
released may have little correspondence to their eventual locations
in the wake.
Additionally,work by the presentauthorshas shown that the com-
putation of converged, i.e., time-step-independent, wake topologies
for simulations that are highly nonlinear requires a large number
of time steps/cycle, typically on the order of a few hundred. (The
fact that the nonlinearity is lost for fewer time steps/cycle is proba-
bly something akin to the inherent smoothing of an Euler solution
on a coarse grid.) In these high-frequency simulations, many cy-
cles must be computed before the startup transients diminish. The
computationalexpense of the wake modeling in these long compu-
tations grows rapidly because each additional time step introduces
a new vortex that must be tracked. Thus, for longer simulations, the
cost/step for the panel code may exceed the cost/step of an Euler
or Navier–Stokes simulation, and the panel method loses its appeal.
The vortex-insertionmethod further increases the cost of the wake
modeling due to the additional vortex elements and the distance
calculations that must be performed at each time step.
The unsteady panel code used here has been documented exten-
sively (e.g.,Refs. 18, 22,25,29, and35–37), with unsteadyforceand
moment comparisons to Theodorsen’s and Garrick’s linear theories
in several of the cited references. It was shown that the panel code
agrees very well with linear theory in the frequency range where
wake nonlinearitiesare small. At high frequenciesand large motion
amplitudes, it was shown in Ref. 25 that the primary divergence
from linear theory was due to the nonlinear wake model. Although
it is dif cult to quantify the accuracy of the nonlinear wake model
and the resulting ow eld (except throughcomparativestudiessuch
as this), except in extreme cases, the computedwake topologiesand
surrounding  ow elds were nearly independent of the number of
panels used to represent the airfoil and the time-step size used. Ad-
ditionally, comparisons with Navier–Stokes simulations in Ref. 22
demonstratedexcellentagreementwith both the wake vorticity dis-
tribution and the time-dependent lift and moment.
Time-averaged velocity pro les were computed to mimic the
LDV measurements in the water tunnel. Only the streamwise ve-
locity component was considered, and it was averaged over one or
more cycles. The vortex elements were given solid-body cores that
reduced singularity-induced velocity spikes in the computed pro-
 les. The solid-body cores had essentiallyno effect on the shape of
the wake and required no additional computationaleffort.
Results
The presentation of results is divided into two general sections:
comparisons of wake structures ( ow visualization) and compar-
isons of velocity pro les (LDV). First we must clarify the use of
the term wake. In reference to the vortex street generated by an
oscillating airfoil, the term wake refers to the vortical structures,
implying nothing about the net drag on the airfoil. In reference to
velocity pro les downstream of the airfoil, the term wake implies a
net drag on the airfoil (Fig. 2), whereas the term jet implies a net
thrust (Fig. 3).
Flow Visualization
In viscous  uids, stationary airfoils and airfoils plunging sinu-
soidally with low Vp generate drag. (Note that Vp , as de ned in
the Nomenclature, is hk and represents the maximum nondimen-
sional plunge velocity. If the dimensional plunge amplitude is used
as the length scale in the Strouhal number, then Vp and Sr are
equivalent.) As Vp is increased, the drag is reduced, and eventually
thrust is produced.The vortex streets indicativeof drag-producing,
neutral, and thrust-producing cases are shown schematically and
experimentally in Figs. 6–8, respectively. Experimental results for
the three cases are for the 1-cm airfoil oscillating at k D 3:6 and
h D 0:08 (Vp D 0:29), k D 5:7 and h D 0:08 (Vp D 0:46), and k D 3:0
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Fig. 6 Vortex street indicative of drag production (Vp = 0:29).
Fig. 7 Vortex street indicative of zero drag (Vp = 0:46).
Fig. 8 Vortex street indicative of thrust production (Vp = 0:60).
For large Vp , a de ected or dual-mode vortex street is generated,
as shown in Fig. 9. In this case, k D 12:3 and h D 0:12, resulting
in Vp D 1:5. Here, in addition to a net thrust, a net lift is observed
according to the de ection of the vortex street and the computed,
time-averaged lift coef cient.
In Figs. 6–9, the upper image is a schematic illustrating the rota-
tional orientationof the eddies, and the lower image is a photo from
the water tunnel. In Figs. 8 and 9, the central image is a snapshot
of the wake structures computed by the panel code. The potential-
 ow code predicts zero drag for a stationary airfoil and thrust for
an airfoil plunging at any  nite frequency. Consequently, there are
no numerical solutions with wake structures comparable to those in
Figs. 6 and 7.
Fig. 9 Dual-modevortex street indicativeof thrust and lift (Vp = 1:50).
Numerically, the mode (vortex street de ected up or down) is de-
termined by the initial conditions and appears to be  xed through-
out the simulation. However, in the water tunnel, the vortex street
seemed to alternate between modes somewhat randomly, suggest-
ing that relatively small disturbances may trigger the switch. This
is discussed in more detail in the next section.
Qualitative and quantitative comparisons of the wake structures
are made by comparing photographs of the water-tunnel experi-
ments with the digital images from the panel code, such as those
shown in Figs. 8 and 9. The qualitative agreement demonstrated in
Figs. 8 and 9 is astonishing. The fact that inviscid theory so ac-
curately captures these highly nonlinear, de ected wakes suggests
that the evolution of the vortical structures is essentially an inviscid
phenomenon.
Quantitative comparisons between experiment and computation
are moredif cult. The wakewavelength,de ned here as thedistance
between vortices of like rotation (as indicated in Figs. 2 and 3), is
estimated by predicting the location of the vortex centers in the ex-
perimental and numerical images. Note that both the experimental
and numerical data for this are based on observationsof vortex posi-
tions, and consequently, the margin of error is not well de ned. For
the experimental data, it is estimated to be on the order of §0:08=c,
and this is probably appropriate for the numerical data as well.
The measured wake wavelengths are plotted in Fig. 10 as a
function of the plunge amplitude for k D 3:00, 6.83, and 12.32.
The curves from the panel code approximately extrapolate to the
wavelengthspredicted by linear theory (¸ D 2¼=k), ¸ D 2:09, 0.92,
and 0.51, respectively, as the plunge amplitude approaches zero.
The agreement between linear theory and the panel code is no-
tably worse at low frequencies. The wake roll-up is minimal
in these cases, and the determination of the vortex centers be-
comes dif cult. As expected,due to pro le drag, the experimentally
measuredwavelengthsunderpredictlinear theoryat low frequencies
and plunge amplitudes but agree well with the panel code at higher
frequencies and amplitudes.
The panel code predicts a thrust coef cient that is roughly pro-
portional to the square of Vp . For all nonzero Vp , the panel code
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Fig. 10 Observed wake wavelengths vs h/c.
Fig. 11 Observed wake wavelengths vs k.
Fig. 12 Wake classi cation based on observed vortex positions.
that predicted by linear theory. In Fig. 11, the wake wavelength is
plotted as a function of k. Note that the panel code results approach
linear theory as hk approaches zero. However, the agreement be-
tween experiment and the panel code is better as hk increases, and
for small hk the experimentally measured wavelengths are shorter
than those predicted by linear theory; i.e., drag, not thrust, is pro-
duced. This is veri ed by the experimental wake pattern shown in
Fig. 6, which resembles the characteristicvon Kármán vortexstreet,
signifying the generation of drag by a cylinder in viscous  ow.
In Fig. 12, the experimentally photographedwakes are classi ed
according to the observed vortex positions: Type 1 indicates drag
production (as shown in Fig. 6); type 3 indicates thrust production
(as shown in Fig. 8), type 2 being the dividing line between types
Fig. 13 Inaccuracy of Ct predictions using Eq. (2).
1 and 3, where neither drag nor thrust is generated (as shown in
Fig. 7); and type 4 indicates that thrust and lift are produced (as
shown in Fig. 9). Lines of constant Strouhal number are included,
demonstratingtheapproximatedependenceof theexperimentaldata
on the Strouhal number. Triantafyllou et al.19 show a similar plot,
classifying the experimental results of Ohashi and Ishikawa38 and
Kadlec and Davis39 in the same fashion. The two solid lines in
Fig. 12 are taken from Ref. 19 and are curve t boundaries between
the type 1, 2, and 3 wake topologiesbased on the experimentaldata
of Refs. 38 and 39.
The type 4, de ected-wake topology (as shown in Fig. 9) was
apparently not observed in any of the cited references other than
Ref. 10.AlthoughRef. 10 includesseveral gures that clearly record
similar de ected wakes, as previously mentioned, no remarks were
made in Ref. 10 regarding them. In the present study, they were
duplicated experimentally and numerically and were found to be
highly reproducible.
Note that these classi cations are based purely on visual obser-
vations of the unsteady vortex structures.More quantitativeexperi-
mental measurements, as well as the panel code, suggest that these
classi cations are fairly conservative,with thrust generation occur-
ring at Strouhal numbers as low as 0.1.
LDV Measurements
The thrust coef cient is normally computed by the panel code
by integrating the streamwise component of the surface pressure
coef cient. The accuracy of this approach is well documented in
Ref. 25. Unfortunately, thrust measurements in the water tunnel are
not so straightforward.
In many experimental investigations,the drag or thrust generated
bya bodyis predictedbymeasuringthemomentumde cit or surplus
downstream of the body. Usually the assumptions are made that at
the cross section where velocities are measured the  ow is parallel,
the pressure is freestream, and the time- uctuating quantities are




U .y/[U .y/ ¡ U1] dy .2/
If the velocity measurements are made suf ciently far downstream
of the airfoil, such that the wake eddies are essentiallydiffused,then
Eq. (2) yields reasonable results, but if the measurements are made
in a region where the eddies are still coherent and energetic, then
the assumptions will not hold. For example, Koochesfahani27 used
LDV to measure time-averaged velocity pro les downstream of a
NACA 0012 airfoil pitchingsinusoidallyabout its quarter-chordbe-
tween § 2 deg, and he applied the simpli ed momentum integral,
Eq. (2), to compute the thrust coef cient. His measurements are
compared with linear theory and the panel code in Fig. 13. Panel
code thrust coef cients computed using both the conventional sur-
face pressure integration approach and the simpli ed momentum
integration approach with computed time-averaged velocity pro-
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Fig. 14 Comparison of time-averaged velocity pro les for Vp = 0:37.
Fig. 15 Comparison of time-averaged velocity pro les for Vp = 0:60.
which are inviscid,have been shifted by Koochesfahani’s measured
zero-frequencydrag to approximate the effect of pro le drag.
The panel codeunderpredictslinear theoryover the full frequency
range, as expecteddue to the wakenonlinearitiespresent in the panel
solution,but using Eq. (2) with either LDV-measuredor -computed,
time-averaged velocity pro les, a thrust greatly exceeding both the
panelcode and linear theory is predicted.Althoughthe use of Eq. (2)
for steady and low-frequencymotions may produce reliable results,
clearly at these high frequencies with extremely energetic and co-
herent wake structures, it does not.
Because of the preceding argument, thrust predictions are not
made from the present experimental results. Instead, direct com-
parisons of the velocity pro les measured by LDV in the water
tunnel and computed by the panel code are made. As previously
mentioned, only the streamwise velocity component is measu-
red by LDV, and between 400 and 1000 samples are used for the
time-averaged values. With a sample size of 1000, the maximum
deviation of the measurements was about 7% for unsteady  ows.
Nondimensional velocity pro les computed by the panel code
and measured in the water tunnel are compared in Figs. 14–16 for
caseswith k D 4:2 and h D 0:088 (Vp D 0:37), k D 15:0 and h D 0:04
(Vp D 0:60), and k D 26:1 and h D 0:088 (Vp D 2:30), respectively.
In Figs. 14 and 16, the pro le is measured 0:75c downstreamof the
trailing edge of the 2-cm NACA 0015 airfoil oscillating at 10 Hz
with freestream velocities of 0.300 and 0.048 m/s, respectively. In
Fig. 15, the pro le is measured 0:4c downstreamof the trailing edge
of the10-cmNACA 0012airfoiloscillatingat 5 Hz with a freestream
velocity of 0.210 m/s. Note that the accuracy of the experimental
oscillation amplitudes is §0:25 mm, and thus the amplitude error
as a percentage of the chord length for the 2-cm airfoil tests is
considerably larger than for the 10-cm airfoil.
The agreementbetweencomputationaland experimentalvelocity
pro les is quite goodfor the lowervaluesof Vp , indicatingthat thrust
Fig. 16 Comparison of time-averaged velocity pro les for Vp = 2:30.
Fig. 17 Random dual-mode behavior evident in the LDV measure-
ments.
generation in this regime is essentially an inviscid phenomenon.
As Vp increases, the pro les become asymmetric along with the
de ected wake, but the asymmetry in the experimentallymeasured
pro les is more pronouncedthan the numericallypredictedpro les,
indicatingthat  ow physicsnot consideredin thepotential-ow code
is becoming dominant.
Panel code results are presented in Figs. 14–16 for several time-
step sizes, providingsome measure of the numericalaccuracyof the
approach. In the two lower-frequency cases, the numerical results
are essentially time step independent, but in the third case, with a
very pronounced de ected wake, the asymmetry of the computed
wake becomes more pronounced as the time step becomes  ner.
It was previously mentioned that the experimentalwake patterns
may alternatesomewhatarbitrarilybetweenmodes (vortexstreet de-
 ected up or down). The switching between modes did not appear
to be a periodic feature, and it was never predicted in the numerical
simulations.The panelcode typicallycouldnot be run throughmore
than 30 or 40 cycles in cases where de ected wakes occurred, but
the wake shape and the time history of the lift and drag seemed to
approach a limit asymptotically,suggesting that the solution would
not switch modes. However, the fact that the experimental wakes
switched somewhat randomly between modes indicates that a rela-
tively small disturbance may be suf cient to initiate the change.
The switch between the two modes is demonstrated in Fig. 17,
wherea sequenceofLDV measurementsis plotted.The numbernext
to eachdatapoint indicatestheorder in which thedatawereobtained.
There are two discontinuities in the graph between points 2 and 3
and points 14 and 15. The wake structure has obviously switched
between the two modes.This was con rmed in other experimentsby
recording  ow visualization and LDV data simultaneously. These
data cover two sweeps across the  ow eld, and each data point is a
time averageof LDV data obtainedover many cycles.The complete
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Conclusions
Water-tunnel experiments and numerical simulations were per-
formed to investigatethegenerationandevolutionofwake structures
behind  apping wings. Experimental techniques for  ow-visuali-
zationandLDV velocity-prole measurementsweredetailed,andan
unsteady panel method incorporatinga nonlinear, deforming wake
model was described.
Two-color, dye-injection,  ow-visualization data were shown to
agree very well with the inviscidpanel code predictionsover a wide
range of frequenciesand Strouhalnumbers, suggestingthat the evo-
lution of these unsteady wake structures is essentially an inviscid
phenomenon.
At Strouhal numbers greater than 1, dual-mode, de ected wake
patterns were found both experimentally and numerically. Numer-
ically, the mode (de ected up or down) seemed to be determined
solelyby the initialconditions,and reasonablysmall time stepswere
required to model this highly nonlinear feature.Experimentally, the
wakes were observed to randomly (not periodically) alternate be-
tween modes, suggesting that relatively small disturbancesmay be
suf cient to trigger the switch.
It was shown that thrust predictions based on the simpli ed mo-
mentum integral for such energeticwakes yield very poor accuracy.
Consequently, direct thrust comparisons were not made, but, in-
stead, the time-averagedvelocity pro les measured experimentally
by LDV and computedby the panel codewere compared.The agree-
ment was found to be very good over a broad range of Strouhal
numbers. At very low Strouhal numbers (¼0:3) drag, not thrust,
was generated, due to viscous effects, resulting in a poor agreement
with the inviscidpanelmethod.At veryhigh Strouhalnumbers(¼2),
where the wake de ection was rather prominent, the experimental
velocity pro les showed more asymmetry than the panel code, in-
dicating that viscous effects (probably  ow separation in this case)
may again be in uential in the wake formation and evolution.
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