This paper proposes a history-based tiling algorithm aiming at the increase of speedup when using Tiles. The algorithm is composed of two independent steps that use workload history information to define the vertical and horizontal boundaries of the Tiles. The workload distribution of previous frames is used as reference to perform the tiling of the current frame exploiting the temporal similarity between neighboring frames focusing on improving the speedup. Experimental results show that the proposed algorithm outperforms the speedup when compared to uniform tiling by up to 38%, whereas posing no significant complexity increase nor coding efficiency losses. When compared to related works the proposed solution presents better speedup results.
I. INTRODUCTION
Nowadays, digital videos are very common in most people's daily lives, be it through digital television, computers, mobile devices, among others. Nonetheless, when these digital videos are in their original format, they demand an enormous amount of data to be represented, which turns the reproduction, transmission and storage an impractical task, therefore, some data compression must be achieved through video coding techniques. In order to achieve such compression, the video coding standards exploit mostly spatial (in the same frame) and temporal (along neighboring frames) redundancies. The H.264 [1] was the market-dominant standard after MPEG-2, however, with the advent of the new Ultra High Definition (UHD) resolutions (such as 4K and 8K) which generated bigger video files, the H.264 compression rate was insufficient, and the High Efficiency Video Coding (HEVC) [2] development was started.
The new HEVC standard doubles the coding efficiency of its predecessor, the H.264, by reducing the bit-rate by half without compromising the video quality. Such compression efficiency was possible since the HEVC inherited and improved several coding tools from the H.264, and also incorporated a set of new ones. These improvements, however, came at the cost of high computational cost [3] . To deal with this complexity increase, the HEVC was developed aiming to support parallelism.
Parallel video coding techniques have already been used in the latest standards to improve video coding performance. In the H.264 standard, the parallelism is exploited through the use of Slices. The Slices were developed aiming to deal with packet transmission problems. Although it has made possible to exploit parallelism, the coding efficiency was compromised due to the insertion of additional Slice data in the bit stream.
The HEVC standard introduced novel parallelismoriented tools such as Tiles and WPPs (Wavefront Parallel Processing). The Tiles consist of rectangular partitions based on predefined vertical and horizontal boundaries, splitting the video frame [4] . Each Tile is composed of a set of Coding Tree Units (CTUs -64x64 samples) and, to support parallelism, the Tiles break the coding dependencies across their boundaries to enable independent coding processing for each Tile. The Tiles partitions can be either uniform or non-uniform-partitioned. If the uniform partition is chosen, the encoder divides the number of CTUs as evenly as possible among the Tiles. On the other hand, the nonuniform partition allows the user to set any integer number of CTUs for each Tile, respecting the Tile's minimum size (4x1 CTUs -256x64 samples) [5] .
For many applications, equally divided data may provide near optimal speedup. However, for video coding applications this equal division may not lead to satisfactory speedup results since the computational cost of the coding process is highly dependent on the data content. Due to this dependence, setting a Tile partition (either uniform or nonuniform) for the entire video sequence is not likely to result in an evenly distributed workload among the Tiles, which may compromise the speedup result. Apart from the low performance, this unbalanced workload distribution leads to waste of resources: since it is common for each processing unit to be responsible for one Tile, the processing units responsible for the lighter Tiles will finish their encoding and stay idle whereas the processing units responsible for the heavier ones will still be performing their encoding.
Most of literature works dealing with parallelism approaches of the HEVC encoder use Slices or Tiles to optimize the devices resources usage [6] [7] , improve the user experience by either decreasing the coding efficiency loss caused by the use of Tiles [8] [9] or decreasing the framerate drops in video transmissions [10] , or improve the parallelism by studying and better distributing the workload among the Tiles [11] [12] [13] [14] . Since the tiling tool is designed to enable parallel processing, we decided to follow in the direction of improving the speedup of using Tiles, therefore improving its main purpose.
II. RELATED WORKS
There are several works in the literature that focus on parallel video coding. In [6] , the authors managed to dynamically set the optimal number of Slices based on the CPU's current capacity. However, the use of Slices to perform parallel video coding is not the best choice when coding efficiency is considered since there is a bit-rate overhead caused by the additional Slice header data, and the rectangular structure of the Tiles maintain highly correlated CTUs together more properly than the sequential structure of Slices. In [7] a parallelization technique uses Tiles to determine the optimal number of cores during encoding time in order to maximize each core's usage and reduce power by minimizing the number of active cores. The solution changes hardware configuration, which most of the times is very time consuming when compared to application changes. The authors of [8] developed an algorithm to dynamically set the Tile partitions in order to reduce the coding efficiency loss caused by the use of Tiles. However, only coding efficiency is considered during the tiling algorithm, which may drastically reduce the speedup due to possible non-uniform workload distribution among Tiles. The authors of [9] developed a similar work, in which the Tiles boundaries are dynamically set to reduce the coding efficiency loss of using Tiles, however, in this work the authors inserted a set of size and variation constraints in the Tiles in order to produce a solution friendly to devices with limited on-chip memory, such as embedded devices. As mentioned before, this solution focuses on improving the coding efficiency and the speedup may be degraded by unbalanced workload distributions among Tiles. In [10] , the authors propose a dynamic tiling algorithm aiming to optimize bandwidth usage and reduce frame rate drops in video coding transmissions. In order to perform the workload prediction, the history of workload distribution is used. The authors of [11] conducted a study evaluating the maximum possible speedup achieved through dynamic tiling for a set of videos considering a set of tiling patterns. In order to perform this evaluation, the videos were encoded several times considering different parameters. Although the results are useful for researchers in the area, the authors do not propose a solution to improve the speedup. A complexity model is proposed in [12] aiming to balance the workload when using Tiles or Slices. The model is based on static design-time analysis of HEVC complexity using coding knowledge such as Coding Unit (CU) size and prediction mode information. This complexity model, however, rely on a static predefined table which may not adapt well to the variety of video sequences. In [13] , the authors rely on history of workload distribution to perform a workload prediction, and based on this perform dynamic tiling to improve the speedup of the HEVC encoder. Although a speedup increase is observed, the authors evaluation set is composed of only three videos with three tiling patterns. Our previous work [14] presented a similar technique: the workload prediction is performed based on history of workload distribution, and based on the predicted workload a two-steps algorithm sets the boundaries for the Tiles throughout the frame.
Considering the related literature works, it can be noticed that most of them use Tiles to manage resources or improve the user experience, and the ones improving the parallelism either rely on static design-time analysis or present a small test set to demonstrate the technique performance. Therefore, there is a need for a tiling algorithm able to dynamically adapt to the upcoming frames, and with an extensive test set to sustain its performance.
This work extends our previous work [14] in the following: (1) increased the number of evaluated tiling patterns, now including the 5×5 tiling, which increases the speedup potential apart from testing the proposed algorithm in scenarios with a higher number of Tiles; (2) expanded the presented results regarding speedup and coding efficiency, altogether with a deeper discussion regarding the results; (3) expanded the comparison with a related work; and (4) presented more details regarding the proposed solution. Paper organization: Section III presents a background analysis and problem definition. Section IV describes the proposed tiling algorithm. Section V presents the used metrics and the obtained results after applying our speeduporiented history-based tiling algorithm for a set of video sequences. Finally, Section VI concludes this paper.
III. BACKGROUND ANALYSIS
In video coding the computational cost to perform a given task is highly dependent on the data content. This happens since most video coding algorithms routines depend on the data to control iterative and/or recursive processes. Generally, areas with intense motion and/or complex texture demand more iterations or recursions from the video coding algorithms to achieve good compression rates, whereas static and homogeneous areas demand less. Given this behavior, dividing a frame into four uniform-spaced Tiles, for instance, would not always result in the best possible workload division. This happens since sequences usually have high motion/texture localized in some areas of the frame, while other areas have low motion/texture.
To better analyze this behavior, we perform a temporal Tile workload distribution evaluation. This evaluation consists of encoding several sequences with the 2×2 uniformspaced tiling pattern, and analyze how much each Tile contributes to the total cost of encoding each frame. In Fig. 1 we present a temporal workload distribution evaluation for the (a) Cactus, (b) Kimono, (c) KristenAndSara, (d) Par-tyScene, (e) Johnny, (f) BasketballDrill, (g) Basket-ballDrive, and (h) BQMall sequences, respectively, where each line point represents how much that Tile contributes to the total workload in a given frame. It is possible to notice from Fig. 1 that most of the video sequences have unbalanced workload distribution among Tiles. In Fig. 1 (a) , for instance, the tile2 is responsible for about 30% of the total workload, whereas tile1 is responsible for less than 20% for most part of the video. Similarly, in Fig 1 (f) the tile1 is responsible for more than 25% of the total workload whereas tile2 reaches less than 20% in portions of the video. Apart from this unbalanced workload distribution, another feature can be observed: the Tiles that are responsible for most of the workload are not the same for the entire sequence. This can be observed in Fig. 1 (f) : during the first frames, the tile2 is the lightest workload among the Tiles, however, around frame 38 it becomes the heaviest workload. This behavior shows that, even if a fixed non-uniform tiling pattern is chosen aiming to better distribute the workload in a frame, this tiling pattern may present results worse than the uniform tiling in future frames, i.e., adaptive non-uniform tiling is required to reach efficient encoding speedup.
After analyzing the Tiles workload distribution, it can be concluded that for most video sequences using the uniform tiling pattern creates a bottleneck that could be eased using a better tiling pattern. In some sequences, however, the uniform tiling pattern already yields good results. Examples of this behavior can be seen in Fig. 1 (b) and (e), where the workload is well balanced with the uniform tiling pattern.
Apart from the temporal workload distribution evaluation, a spatial Tile workload distribution evaluation is performed in order to understand why the workload is unbalanced along frames. The spatial evaluation is performed encoding several video sequences and extracting the time spent encoding each CTU of each frame, then plotting it as shown in Fig. 2 (a) and (b), which represents the third and fourth frames from the BasketballDrive sequence, respectively. In Fig. 2 each square represents the coding time of a CTU. It is possible to notice that most of the timeconsuming CTUs are clustered in some areas that are not equally distributed within the frame. For instance, if a uniform 2×2 tiling would be applied to these frames, such as presented in Fig. 2 (c) and (d), it is clear that the tile2 would be responsible for a considerable part of the frame workload, whereas tile1 and tile3 would be responsible for a small portion of it. This behavior is undesirable, once such unbalanced workload distribution results in low speedup.
One interesting feature of videos is that the computational cost to encode a given portion of one particular region does not change significantly from one frame to the next due temporal correlation. To analyze this, we can rely on Fig. 2 (c) and (d) again: if the same Tile partition were to be applied to both frames, as presented, the workload division among the Tiles would be very similar, therefore the generated speedup would be very close. Considering this, the workload distribution of previous frames can be used to define the tiling for the current frame. This way, an adaptive tiling algorithm that uses history of workload distribution to perform the tiling may lead to better speedup results when compared to uniform tiling.
IV. PROPOSED TILING ALGORITHM
We propose an adaptive tiling algorithm based on the history of workload distribution to define Tile partitions for each frame. The algorithm aims to improve the speedup of using Tiles when compared to uniform tiling.
The proposed algorithm is composed of two independent steps: first it defines all the vertical boundaries, as if the frame would not have any horizontal partition, then it defines all horizontal boundaries ignoring the previous vertical selections. In order to perform the decisions, the first frame of the sequence is encoded with the uniform-spaced tiling, and the workload distribution is stored in a matrix to represent the CTU-based workload distribution (as in Fig. 2 ). To define the boundaries of a given frame, the history of workload distribution of previous frames is used as reference to predict the workload distribution of the given frame. Fig. 3 describes the steps of our proposed solution.
The algorithm input is the history of workload distribution ( ), the number of vertical Tiles (V) and the number of horizontal Tiles ( ). The first step is to calculate the number of vertical ( ) and horizontal boundaries ( ) based on the number of Tiles (lines 1-2). The next step is to calculate the workload, that is, which would be the ideal workload for each Tile considering only the vertical Tiles (line 3). In order to define all vertical boundaries (line 4), the algorithm checks every row of the history of workload distribution analyzing what would be the workload if that row would be selected as a boundary (lines 5-6), considering and the superior limits in (1), and selects the rows that resulted in the best predicted workload distribution among Tiles (lines 7-8). When looking for the first boundary, the optimal workload is the calculated , since there is one Tile covering the area from the edge of the frame to the boundary. When looking for the second boundary, the optimal workload is twice the calculated , since now there are two Tiles covering the . In order to define the horizontal boundaries, the is calculated considering only the horizontal Tiles (line 9) and the same process is applied to the columns of the history of workload distribution (lines 10-14), considering and as superior limits in (1) .
In order to better illustrate the algorithm, Fig. 4 presents the algorithm decision over a real workload distribution, when deciding a 2×2 tiling pattern. In Fig. 4 (a) , the first step of the algorithm, choosing the vertical boundaries, is presented. Beginning on the uppermost row, the algorithm evaluates what would be the workload if the boundary would be placed in the first row. Since there are two vertical Tiles, it is expected that each Tile contain 50% of the total workload, and since the first position does not cause this workload distribution, the next positions are evaluated. The dotted lines represent the evaluated positions, whereas the continuous line represent the selected position, which yields as 50% of workload as possible. Fig. 4 (b) presents the second step of the algorithm, in which the same process is applied to the horizontal boundaries. After performing the two steps, the proposed technique joins the boundaries positions and apply the resultant tiling to the sequence frame, as presented in Fig. 4 (c) . It is interesting to highlight that since the two steps of the solution are completely independent, they can be parallel processed as well.
V. RESULTS
The results of the proposed algorithm are obtained by encoding the video sequences with the HEVC Reference Software, the HM-16.0, with our algorithm inserted. All encodings are set accordingly to the Common Test Conditions [15] . Each video sequence is encoded with 1×1, 2×2, 3×3, 4×4, and 5×5 Tiles. In order to keep Tiles dimensions within limits [5] , the 832×480 sequences were not encoded with the 4×4 and 5×5 Tiles, whereas 1280×720 sequences were not encoded with 5×5 Tiles. The coding efficiency is evaluated using the Bjøntergaard Delta Rate (BD-Rate) metric [16] , and the workload balance is evaluated with the speedup and Average Time Saving (ATS). For the history matrix of workload distribution we consider the time for encoding each CTU of the previous frame.
A. Comparison metrics
This paper evaluates two main aspects of parallel video coding: (1) parallelism, with the speedup and Average Time Saving (ATS) metrics, and (2) coding efficiency, with the BD-Rate [16] metric.
Speedup is the main metric used to measure the parallelism in the encoding, and is defined as: a speedup of n means the task is performed n times faster running in parallel when compared to the serial processing. As this work focuses on improving speedup of the tiling tool, other parallelization tools were disabled, thus, the optimal speedup is equal to the number of Tiles used. The speedup equation for one frame is presented in (2), where stands for the time to encode the − Tile and stands for the number of Tiles per frame. Considering (2), the speedup can vary from 1 up to the number of Tiles, with 1 representing the sequential encoding (worst case) and the number of Tiles the optimal speedup. Furthermore, the speedup would be optimal for one frame when all Tiles require the same time to be encoded.
The ATS is used as a secondary metric, since it is used to perform a comparison with related works. In this paper, the ATS is defined as: the Average Time Saving represents how much time is saved when using one method instead of another. The ATS equation is presented in (3), where represents the time to encode the − Tile on the reference encoder, whereas represents the time to encode the − Tile on the modified encoder.
(1) When evaluating the coding efficiency, the BD-Rate metric is considered. The BD-Rate represents the bit-rate increase of encoding a video with one method when compared to another, whereas maintaining the same visual quality. Therefore, positive BD-Rate values represent that the evaluated method is less coding efficient than the reference, whereas negative values indicate that the evaluated method is more coding efficient. The BD-Rate equation and further explanations are described in [16] .
B. Speedup results
The speedup results of the proposed algorithm compared against the uniform Tile partitions are presented in Table I . Analyzing these results, it can be noticed the average speedup gain for the 2×2, 3×3, 4×4, and 5×5 Tiles partitions are 2.98%, 10.08%, 7.48%, and 8.88%, respectively. The speedup may reach up to 38% when using 3×3 Tiles for the FourPeople video sequence and 26.34% when using 5×5 Tiles for the BasketballDrive video sequence. This expressive speedup gain is obtained because some videos have a workload distribution in which the heaviest CTUs are clustered in small areas, causing the overload of some Tiles. In such scenarios, the proposed history-based algorithm is able to determine a tiling pattern that better distributes the workload among the Tiles, differently from the uniform tiling. The algorithm, however, obtains results worse than the uniform for sequences such as BQTerrace with 3×3 Tiles and Johnny with 2×2 Tiles. The speedup losses are generally smaller than -1.1%. These losses occur since, (1) for some sequences, the uniform partition already divides the workload evenly among the Tiles with no need to run a tiling algorithm, furthermore, (2) sequences with low frame rate usually present bigger differences between successive frames (both visually and in the workload), which makes the workload prediction model perform not so well. Given these results, it is important to highlight two points: (1) the speedup does not reach the optimal value because of the big granularity when selecting the boundaries positions, i.e., a boundary can be inserted only between two CTUs, not in the middle of one. Therefore, the minimum variation when changing from one position to another is a CTU (by default, 64 samples wide), whereas the optimal position would be somewhere inside this CTU; and (2) the big speedup gain variation when changing the number of Tiles in some sequences, such as FourPeople, is caused because some workload distributions have a pattern which fits better in a specific number of Tiles.
In Fig. 5 we show the speedup behavior over time comparing our proposed algorithm with the uniform tiling. As our solution is based on the history of workload distribution, a custom sequence was created to evaluate the algorithm in scenarios where scenes frequently change. The custom sequence is composed of 100 frames as follows: (0-9) Basket-ballDrive, (0-9) BQTerrace, (0-9) Cactus, (0-9) Kimono, (50-59) BasketballDrive, (50-59) BQTerrace, (50-59) Cactus, (50-59) Kimono, (100-109) BasketballDrive, and (100-109) BQTerrace. The speedup over time for the Custom-Sequence with 2×2 tiling pattern is presented in Fig. 5 (a) , whereas Fig. 5 (b) , (c), (d), (e), and (f) show results for the BasketballDrive with 2×2 tiling, FourPeople with 3×3 tiling, Cactus with 3×3 tiling, Johnny with 4×4 tiling, and BasketballDrive with 5×5 tiling, respectively. It is possible to notice that our proposed tiling algorithm is able to achieve superior speedup results even for the custom sequence, in which the average speedup gain is 6.67%. For the remaining sequences, it is visible that the proposed solution is able to achieve expressive speedup gains. These results show that the algorithm works well, and yields good results even for sequences where scenes are changing frequently. Thus, the worst results of the algorithm seen in Table I are caused by sequences with a naturally welldistributed workload or low frame rate.
In order to better understand the performance drawback caused by the proposed algorithm, the relative time overhead of our technique is measured and the results show that it increases less than 0.01% the encoding time when compared to the uniform tiling, which is negligible considering the speedup improvement.
C. Coding Efficiency results
We also analyze the coding efficiency impact of using our tiling algorithm. Table II shows the BD-Rate results comparing the uniform tiling and our proposed historybased algorithm, where the 'Difference' column represents the BD-Rate increase of the proposed solution when compared to the uniform tiling pattern, therefore negative values represent a coding efficiency gain.
When analyzing Table 2 , it is visible that the proposed solution, apart from increasing the speedup, is able to reduce the BD-Rate in up to -0.68% (FourPeople sequence with 4×4 Tiles) when compared to the uniform tiling pattern. However, in cases such as when encoding the SlideShow sequence with 4×4 Tiles, the BD-Rate increase achieves +0.24%. As the BD-Rate is proportional to the number of Tiles used [17] , it is interesting to group the results by the number of Tiles used, and the average BD-Rate difference when compared to the uniform tiling pattern is -0.0355%, +0.0846%, -0.0669%, and +0.1641% when using 2×2, 3×3, 4×4, and 5×5 tiling patterns, respectively. These results show that, even though there are BD-Rate variations (both positive and negative) in some videos, the average BD-Rate variations are negligible, therefore the proposed solution is able to improve the speedup while keeping a coding efficiency similar to the uniform tiling pattern.
D. Comparison
We also compare the results of our history-based tiling algorithm with work [12] as shown in Table III . The comparison is performed considering the Average Time Saving (ATS) metric, 2×2 tiling, and enabling the Cbf Fast Mode Decision (CFM) [18] and Early CU Termination (ECU) [19] fast encoding parameters, in order to follow the same methodology employed in [12] . Analyzing the results from Table III it can be noticed that our algorithm achieves a better performance for both sequence classes. For the 1920×1080 sequences, the proposed algorithm achieves up to 12.27% of ATS increase, whereas the average ATS increase achieved is 0.21%. When considering 832×480 sequences, the proposed algorithm achieves up to 8.02% of ATS increase, whereas the average ATS increase is 2.84%. This performance increase is possible since our solution dynamically adapts to the incoming frames in order to perform the best tiling for speedup, while the work in [12] uses design-time static information to perform the encoding for all frames. The sequences in which the proposed algorithm performs worse than [12] , Kimono and ParkScene, are the sequences with the lowest frame rate of the test set (24 frames per second), therefore the prediction model does not perform a workload prediction as reliable as in the other sequences, and the tiling algorithm receives a misleading workload matrix as reference to perform the tiling. Apart from the ATS comparison, the coding efficiency of the proposed algorithm is compared with [12] and presented in Table IV , where the 'Difference' column represents the BD-Rate increase of the proposed solution when compared to [12] .
Analyzing Table IV (in which the encoding uses the CFM and ECU fast encoding parameters in order to be comparable to [12] ), it is possible to observe a similar behavior to Table II. The proposed solution is able to achieve considerable BD-Rate reductions when compared to [12] , such as when encoding the PartyScene and BQMall sequences, in which the proposed solution achieves -0.23% and -0.18% of BD-Rate reduction, respectively. In contrast, when encoding the BasketballDrive sequence the proposed solution presents 0.13% of BD-Rate increase. Once again, there are considerable BD-Rate differences in individual sequences, however when considering the entire sequences set, the average BD-Rate increase for the 1920×1080 is +0.01%, whereas the average BD-Rate difference for the 832×480 sequences is -0.12%. Both BD-Rate differences can be considered negligible, therefore the proposed algorithm outperforms the ATS of [12] while causing insignificant coding efficiency impact.
VI. CONCLUSION
This paper has presented an adaptive history-based tiling algorithm that dynamically defines the Tile boundaries aiming to improve the speedup of using Tiles. The algorithm exploits the workload distribution similarity among successive frames to divide the workload equally among Tiles. Results have shown that the proposed algorithm reached up to 38% of speedup improvement.
It is interesting to highlight that a speedup increase leads to multiple performance increases. As the workload is better distributed among the processing units, the processing units tend to demand a similar time to finish their encodings, therefore it is less likely that a processing unit will stay idle waiting for other processing units to finish their encoding, resulting in a clear resource optimization. Apart from that, as the time to encode a given frame is based on the time to encode the heaviest Tile, distributing the workload more evenly among the Tiles (therefore, the processing units) reduces the encoding time of a frame.
When analyzing the coding efficiency of the proposed solution, the results make it clear that the proposed solution poses no coding efficiency reduction when compared to uniform tiling, apart from presenting an insignificant complexity overhead in the encoder. Besides, when compared with related works, our algorithm also achieved better speedup results on average.
Nowadays, most devices and hardware platforms present chips with multiple coding units, and the workload distribution solution presented in this paper comes to optimize the resources usage in such devices. 
