Traces of Wishart matrices appear in many applications, for example in finance, discriminant analysis, Mahalanobis distances and angles, loss functions and many more. These applications typically involve mixtures of traces of Wishart and inverse Wishart matrices that are concerned in this paper. Of particular interest are the sampling moments and their limiting joint distribution. The covariance matrix of the marginal positive and negative spectral moments is derived in closed form (covariance matrix of Y ¼ ½p À1 TrfW À1 g, p À1 TrfWg, p À1 TrfW 2 g 0 , where W $ W p ðR ¼ I, nÞ). The results are obtained through convenient recursive formulas for E½ Q k i¼0 TrfW Àmi g and E½TrfW Àm k g Q kÀ1 i¼0 TrfW mi g: Moreover, we derive an explicit central limit theorem for the scaled vector Y, when p=n ! d < 1, p, n ! 1, and present a simulation study on the convergence to normality and on a skewness measure.
Introduction
Many application areas consider traces of Wishart (W) and inverse Wishart (W À1 ) matrices. In particular the sample covariance matrix S, where nS $ WðR, nÞ, is often involved. Finance is an example of an application area where such traces appears (Glombek 2014; Okhrin and Schmid 2006) . Similarly, discriminant analysis (Girko and Pavlenko 1989) , results regarding Mahalanobis distances and angles (Mardia 1977; Dai and Holgersson 2018) and derivations on loss functions (Efron and Morris 1976) evaluate expressions built on traces of Wishart matrices. These applications typically involve mixtures of Tr½W k and Tr½W Àk , k ¼ 1, 2, ::: whose expectations can be seen as positive and negative spectral moments. Those mixtures are our concerns in this paper. Notice that a particular case of trace of Wishart matrix was discussed earlier in Glueck and Muller (1998) where the spectral decomposition was utilized to obtain the underlying characteristic function.
Such traces appear, for example, in the problem of finding an estimator of R À1 which covariance matrix. Estimators of R À1 are typically of the general formR À1 ¼ aS À1 þ bgðSÞI, where a and b are scalar constants whose optimal values are to be determined through L(H), and g(S) is a mapping g : R pÂp 7 !R þ : Specific choices such as e.g., gðSÞ ¼ 1= ffiffiffiffiffiffiffiffiffiffiffi ffi Tr½S 2 p or gðSÞ ¼ Tr½S=Tr½S 2 will then involve functions of traces of Wishart and inverse Wishart matrices (Efron and Morris 1976; Haff 1979) .
The covariance matrix of the vector of marginal traces
where nS $ W p ðR ¼ I, nÞ (Wishart distribution), is derived in this paper whereas the asymptotic normality is well established (see, for example, Theorem 3.4, Yao, Zheng, and Bai (2015) ). Explicit derivations of normality of random variables ffiffiffiffiffi np p ðp À1 TrfS k g À E½p À1 TrfS k gÞ for k ¼ 1, 2 can be found in Pielaszkiewicz, von Rosen, and Singull (2018) . The asymptotic distribution of (smooth) functions of the elements in our CLT can be established through the delta method (Birke and Dette 2005) . The result for the scaled covariance matrix of Y is derived under p=n ! p, n!1 d: This paper is organized as follows. Section 2 describes earlier results on moments and distributions on linear spectral statistics as a background for the article. In Section 3 some recursive results, utilized later for calculations regarding the covariance matrix of Y in Section 4, are derived. Asymptotic results are presented in Section 4 together with some graphs illustrating the rate of convergence. Section 5 contains a simulation study on normality and skewness of the scaled vector Y, further simulations on results for expectations of mixed traces of Wishart and Inverse Wishart matrices can be found in Appendix A. Section 6 summarizes the paper.
Background
Formulas for E½ðTrfWgÞ k and E½TrfW k g, W $ W p ðR, nÞ have been proposed in a number of publications, for both complex and real Wishart matrices. The techniques used to reach desired results are rather diverse, including moment methods and combinatorics, Stieltjes transforms, density expansions, free probability and others. A survey of some methods for deriving properties of linear spectral statistics are given in Bai and Silverstein (2004) . Here, we shall only mention a few, which are of particular relevance for this paper.
The marginal expectations of powers of the trace of the Wishart matrix has been derived by Nel (1971) and then extended to the formula involving zonal polynomials by Gupta and Nagar (2000) . The case of real Wishart matrices with R ¼ I was considered by among others Subrahmaniam (1976) (using zonal polynomials) and Letac and Massam (2004) .
In a similar way the expectation of the trace of the power of the Wishart matrix, i.e., E½TrfW k g, was studied. Results for a non-central Wishart distributioned W can be found in Gupta and Nagar (2000) and for Wishart matrix with general covariance matrix R, i.e., W $ W p ðR, nÞ, we refer to results by Fujikoshi, Ulyanov, and Shimizu (2011) and Letac and Massam (2008) .
The analog formulas for complex Wishart matrices (where conjugate transpose exchanges matrix transpose) are derived in explicit form by Hanlon, Stanley and Stembridge (1992) and in recursive form by Haagerup and Thorbjornsen (2003) .
A recursive formula for expectations of products of traces of powers of Wishart was given by Pielaszkiewicz, von Rosen, and Singull (2017) , in the following form.
Theorem 2.1. (Pielaszkiewicz, von Rosen, and Singull 2017) . Let W $ W p ðI, nÞ:
Then, the following recursive formula holds for all k 2 N and all m 0 , m 1 , :::, m k such that m 0 ¼ 0, m k 2 N, m i 2 N 0 , i ¼ 1, ::
TrfW m j g (1) Theorem 2.1 above is of particular interest here as it is to be generalized to also include the case of inverse Wishart matrices and mixed traces of Wishart and inverse Wishart matrices in Section 3 to follow. Although the mixed moments are of primary importance in this paper we are also interested in the joint limiting (weak) convergence of the sample Wishart traces. While rigorous central limit theorems for linear spectral statistics are available elsewhere in the literature, we shall here refer to a simplified result which is sufficient for our purpose.
Proposition 2.1. (Bai and Silverstein 2004) . Let X f denote a linear spectral statistic, i.e., X f ¼ p À1 P p j¼1 f ðk j Þ, where k j ðX 0 TXÞ is the eigenvalue of a random matrix X ¼ ðX ij Þ 1 i, j p such that X ij $ iid Nð0, 1Þ and T a nonrandom matrix. Let f 1 , :::, f k be continuous functions.
Then ðX f 1 , :::, X f k Þ, with suitable normalizer, converges weakly to a gaussian vector.
Remark 2.1. Proposition 2.1 is a simplified version of Bai and Silverstein (2004) Theorem 1.1. Their original theorem does not require X ij to be gaussian, nor does it require f to be continuous or independent of fk j g. However, unlike most other available results on weak limits of Wishart traces, the above theorem allows us to use negative as well as positive powers, i.e., f ðkÞ ¼ k k , k 2 Z, which in turn is necessary for our purpose. Hence, although the limiting normality of ðX f 1 , :::, X f k Þ is merely a consequence of Bai and Silverstein (2004) , the explicit covariance matrix of the limiting normal distribution is currently unavailable in explicit form.
Recursive results
In this section we present recursive formulas for
where W $ W p ðR, nÞ in two cases:
for any k 1 2 N, when k 2 ¼ 0 and m i 1 , m i 2 2 N 0 , i 1 ¼ 1, . . . , k 1 , i 2 ¼ 1, . . . , k 2 , for any k 2 2 N, when k 1 ¼ 1 and
In other words we present an extension of results Pielaszkiewicz, von Rosen, and Singull (2017) to the negative spectral moments and to mixtures of positive and negative spectral moments of real Wishart matrices. The proofs of Theorems 3.1-3.2 to follow hold in multivariate settings when n ! p þ k, where k 2 N þ is an increasing number depending on the degree of power traces to be included. For example, in order to get a nonsingular covariance matrix of Y ¼ ½p À1 TrfS À1 g, p À1 TrfSg, p À1 TrfS 2 g 0 , we need n ! p þ 4 as shown in Section 4 to follow.
The operator d dX is used to differentiate the Wishart density function with respect to a symmetric matrix R. For Y 2 R qÂr and X 2 R pÂp we define our differential operator as
where I ¼ fi, j, k, l : 1 i q, 1 j r, 1 k p, 1 l ng, d i , e j and g k are i-th, j-th and k-th column of I q , I r and I p , respectively, and denotes the Kronecker product. The properties of the operator (2) are listed in Appendix of Pielaszkiewicz, von Rosen, and Singull (2017) or originally in Kollo and von Rosen (2005) . In the derivation presented further in the paper the rule of differentiating of negative power of the matrix will be essential due to the appearance of inverse Wishart matrix in our formulations.
We will use also notion of vec-operator vecðÞ and of the commutation matrix K p, p defined as K p, p ¼ X I e i e 0 j e j e 0 i where I ¼ fi, j : 1 i p, 1 j pg and e i is i-th column of I q . Then, assuming sizes are appropriate,
Let us first prove the recursive formula for the expectation of the product of powers of inverse Wishart matrices as given in Theorem 3.1.
Theorem 3.1. Let W $ W p ðI, nÞ. Then, the following recursive formula holds for all k 2 N and all m 0 , m 1 , :::, m k such that m 0 ¼ 0, m k 2 N, m i 2 N 0 , i ¼ 1, :::, k À 1
TrfW Àm j g 2 4 3 5 (7)
Proof. The proven formula is recursive with respect to the power m k . We denote by R the covariance of a Wishart matrix W $ W p ðR, nÞ as we derive result though differentiating over R. For such matrix W we have the following equality.
where f W denotes the density function for W:
The trace function, Trfg is applied after differentiation using operator d dR À1 : Then, since E½ Q kÀ1 i¼0 TrfðWR À1 Þ Àm i gðWR À1 Þ Àm k does not depend on R we obtain the following equation system
The operator d dR À1 applied to the density function f W gives the following identity df W dR À1 ¼
TrfðWR À1 Þ Àm i gTrfðWR À1 Þ Àm k þ1 g " #
Applying the elementary properties of the differential operator, such as (3), we may rewrite C in (9) to a sum C ¼ C 1 þ C 2 , where
TrfðWR À1 Þ Àm i g ! dR À1 vec 0 ðR À1 ðWR À1 Þ Àm k Þ 2 6 6 4 3 7 7 5
and
TrfðWR À1 Þ Àm i g 2 6 4 3 7 5
Hence,
TrfðWR À1 Þ Àm i g " #
Next, the expectation C 2 can be rewritten as
TrfðWR À1 Þ Àm kÀ1 gvec 0 ðR À1 ðWR À1 Þ Àm k Þ 2 6 6 4 3 7 7 5 ,
TrfðWR À1 Þ Àm i gvec 0 ðR À1 ðWR À1 Þ Àm k Þ " # using the relation dW
,Z(X)), for operator d dR À1 : Using the chain rule we obtain
TrfðWR À1 Þ Àm i gvec 0 ðR À1 ðWR À1 Þ Àm k Þ
#
The corresponding expectation of the trace is given by
:
Repeating a similar calculation as for D 1 we have
Taken together we reach the final equation
which is equivalent to the statement of the theorem.
w Examples 3.1-3.2 below demonstrate the use of Theorem 3.1 above. Example 3.1 gives E½TrfW À1 g while Example 3.2 gives E½TrfW À1 gTrfW À1 g and E½TrfW À2 g:
Example 3.1. Using formula (7) we obtain E½TrfW À1 g as follows
Example 3.2. Using formula (7) and Example 3.1 we obtain closed form expression for E½TrfW À1 gTrfW À1 g and E½TrfW À2 g as solution to the following system of equations
that can be simplified to
We then obtain
Next, we will establish results for products of traces of Wishart and Inverse Wishart matrices. This is obtained as follows:
Theorem 3.2. Let W $ W p ðI, nÞ. Then, the following recursive formula holds for all k 2 N and all m 0 , m 1 , :::, m k such that m 0 ¼ 0, m k 2 N, m i 2 N 0 , i ¼ 1, :::, k À 1
TrfW m j g The proof is omitted due to its analogy to the proof of Theorem 3.1. However, for the purpose of demonstration we present an example as follows:
Example 3.3. Using formula (12) and E½TrfWg ¼ np we get
Covariance matrix and a Central limit theorem
Let us consider the vector
where nS ¼ W $ W p ðI, nÞ, n ! p þ 4: By Theorem 3.1 given by Pielaszkiewicz, von Rosen, and Singull (2017) we obtain the following moments.
By applying Theorems 3.1-3.2 we are now able to to give a closed form expression for the covariance matrix of Y as a function of n and p.
Cov p À1 TrfW 2 g, p À1 TrfW À1 g Â Ã ¼ 4n p 2 À np þ p 6 4 3 7 7 7 7 5 while p, n ! 1 and p=n ! d < 1:
Finally, we state a result on the covariance matrix in form of a theorem:
Theorem 4.1. Let nS $ W p ðI, nÞ. Then, the random vector 
and hence the covariance matrix of ffiffiffiffiffi np p Y converges asymptotically to
Remark 4.1. Since applications of Theorem 4.1 (or Theorem 4.2) are likely to involve the delta method in one way or another it should be noticed that the delta method generally does not work for d ¼ lim n, p!1 p n ¼ 0, Birke and Dette (2005) . For example, it is directly seen that R Y becomes singular in this case. There are, however, at least three ways to handle the case d ¼ 0: (i) For random quantities which are essentially chi-square distributed we may represent the distribution in terms of sums of independent chisquare variables, as suggested by Birke and Dette (2005) , Lemma 1. (ii) the case d ¼ 0 essentially represents a fixed-dimension asymptotic case, and we may therefore treat it by using the traditional fixed-dimension asymptotic machinery, rather than insisting on deriving a unified theory for fd : d ¼ 0g [ fd : d > 0g: (iii) Since any real-data analysis will necessarily involve finite values of n and p we may condition our analysis on the event d ¼ p=n according to the conditionality principle, Cox and Hinkley (1974) . This approach is in all senses equivalent to assuming d > 0, i.e., that d ¼ lim n, p!1 p n > 0:
Simulation study
In this section we present a simulation study on asymptotic normality of the vector Y (as given in Theorem 4.2) as well as on its skewness. Simulations confirming the results of Theorems 3.1, 3.2 and 4.1 are presented in Appendix A.
Normality
Theorem 4.2 in Section 4 states that the vector
is asymptotically Gaussian, in the sense that ffiffiffiffiffi np p R À1=2 ffiffiffi ffi np p Y ðY À l Y Þ! l Nð0, IÞ: In order to investigate the rate of this convergence we will conduct a simulation study by using a suitable measure of the difference between the distribution of the vector ffiffiffiffiffi np p R À1=2 ffiffiffi ffi np p Y ðY À l Y Þ and the standard normal distribution. It is well-known that a linear combination of a random vector (say a 0 z) is normally distributed for any nonrandom a iff is multivariate normally distributed (see Anderson (2003) ). We may use a weaker version of this characterization and assess the closeness of X ¼ ffiffiffi ffi The simulation confirms convergence to normality under p ! 1, p=n ! d < 1:
Skewness
To investigate the weak convergence further, we will also consider the skewness of Y ¼ ½p À1 TrfS À1 g, p À1 TrfSg, p À1 TrfS 2 g 0 : This quantity is of great importance since the rate of convergence to the normal distribution is often determined by the skewness (which appear as the dominating term in the expansion of the characteristic function). Moreover, since the exact mean and covariance matrix is a known function of n and p, we may consider X ¼ ffiffiffiffiffi np p R À1=2 ffiffiffi ffi np p Y ðY À l Y Þ and use Mardias skewness measure which is
where X a and X b are two independent realizations of X. When X : g Â 1 is normally distributed the sample skewness measure has mean zero and variance 8gðg þ 2Þ: To simplify interpretation of the simulations we will use the standardized statistic c ¼ 1 ffiffiffiffiffi 120 p ðX 0 a X b Þ 3 as our measure of skewness of X. Figure 4 presents simulation results for c with d 2 f0:1, 0:6g: See Mardia (1977) for further details about this measure.
Summary
In this paper we provide a recursive tool for obtaining moments of traces of Wishart matrices. Previous work in the field are extended to involve mixtures of Wishart and inverse Wishart matrices. Such spectral statistics in turn appear in risk functions, finance, classification analysis and many other applications. Some exact moments are derived while a scaled version of the underlying vector of linear spectral statistics is shown to satisfy a multivariate central limit theorem which is valid under increasing dimension asymptotics, i.e., as n, p ! 1 such that p=n < 1: Simulations of the rate of weak convergence, which shows that the normality approximation deteriorate as the ratio p/n gets larger, are presented. In Table A1 , we present the comparison between theoretical values of E½TrfW À1 g, E½TrfW 0 gTrfW À1 g and E½TrfW À2 g derived in Ex. 3.1 and Ex. 3.2 and the ones estimated from the average of 10 t , t 2 f2, 3, 4g simulated Wishart random matrices.
Finally, to illustrate results regarding the mean and covariance matrix in Theorem 4.1 we generate a vector of Y ¼ ½p À1 TrfS À1 g, p À1 TrfSg, p À1 TrfS 2 g 0 and provide its covariance matrix in Table A2 . We observe reasonable fit to the theoretical result already while averaging over 100 Wishart matrices as relative error inR Y given by ratio of Frobenius norms kR Y À R Y k F =kR Y k F < 0:2:
We continue the simulation in Table A3 to confirm the asymptotic result given in Theorem 4.1 for particular case of d ¼ 0.4. The rightmost column visualizes the rate of convergence to the limiting matrix.
