Abstract-Stability with respect to a given scheduling policy has become an important issue for wireless communication systems; but hard to prove in particular scenarios. In this paper two sufficient conditions for stability in a broadcast setting are derived, which are often very easy to check. Moreover, it is shown that if the given scheduling policy complies with both conditions the resulting throughput region of the policy equals the ergodic achievable rate region and the system is stable in a strong sense. This extends results presented in [1] where the statement was shown for scheduling policies fulfilling so-called integrability condition. Additionally, in this paper we also present a partial converse to the statement which is demonstrated by an application exam pIe.
I. INTRODUCTION
In wireless communication systems input data packets arrive randomly at the transmitter and queue up in a buffer awaiting their transmission. The transmission rate for each user is determined by a scheduling policy which acts according to the system state. One major challenge for the policy design is to improve the system throughput by taking advantage of the channel variations. However, policies which consider only the channel state will cause unfairness among the users due to the randomness in the data traffic. Even more severely, some users may suffer from long queueing delay or even buffer overflow.
In order to avoid this situation, the scheduling policy can take the queue states into account. An essential requirement then is that the queues are kept finite for all users and do not blow up over time, such that the queueing system is stable. The stability of the queueing system is determined by the arrival traffic, the transmission capacity and the applied scheduling policy. A scheduling policy is called throughput-optimal if it keeps the system stable for any set of mean arrival rates that lies in the ergodic achievable rate region. Throughputoptimality is a desirable feature of scheduling policies, since the system can offer a maximal possible traffic load and keeps all queues stable at the same time.
There already exist a number of throughput-optimal scheduling policies in previous work, e.g. the Maximum Weight Matching (MWM) policy [2] - [5] , the exponential rule [6] , the Queue Proportional Scheduling (QPS) [7] , the Idle State Prediction Scheduling (ISPS) [8] . Throughput-optimality of these policies is proven using techniques which are adapted to the particular policy and in fact the proofs can be rather involved [2] , [6] - [8] . Eryilmaz et al. provided some sufficient conditions under which the scheduling policies are throughputoptimal [9] . However, these conditions are quite restricted and do not include all throughput-optimal scheduling policies (e.g. exponential rule, QPS, ISPS).
In this paper, we consider scheduling policies in a broadcast setting and give general conditions for their throughputoptimality. Generally, our scheduling policies are formulated as the solution of a weighted sum rate maximization problem differing only in the choice of the weight factors. For such policies we show that throughput-optimality can be verified solely by checking characteristics of the weight factors resulting in two sufficient conditions. The proof of this statement are derived by using Lyapunov drift technique in connection with theorems in differential geometry extending results in [1] . Additionally, in this paper also a partial converse to the statement is provided which is finally demonstrated by an application example.
The remainder of this paper is organized as follows: Section II describes the system model including some assumptions on the rate and arrival processes. General sufficient conditions for throughput-optimality are presented in Section III. In this section we also show the necessity of these conditions. Some applications of our results are given in Section IV. Finally we conclude in Section V.
Notations: We use boldface letters to denote vectors and common letters with subscript are the elements. Ilxll i denotes the [i-norm of the vector x and Ilxll is a arbitrary norm of x. IE{ x} denotes the expected value of random variable x. Furthermore we use ACto denote the complement of a set A. The probability function is denoted as Pr{·}. The indicator II{.} equals 1 if the argument is true and equals 0 otherwise.
II. SYSTEM MODEL Physical layer: We consider a single cell downlink system in which a base station simultaneously supplies M mobile users. The channel between the base station and each user is assumed to be constant within a time slot and varies from one time slot to another in a stationary i.i.d. manner. The channel state of user i in the n-th time slot is denoted as hi(n) E S, where S is an arbitrary countable or uncountable set, and all channel states of the user set M :== {1, ..., M} are collected in the vector h( n) E SM. Here, the set S is used to indicate that the general approach is not restricted to a specific transmission scheme. For example in a MIMO system the channel state can be described as a matrix of complex channel gains such that hi(n) E C n r n t where ti-, nt are the number of transmit and receive antennas at the base station and 978-1-4244-4313-0/09/$25.00 ©2009 IEEE (2) The function f is unbounded in all positive directions so that f (q (n)) goes to infinity when II q II goes to infinity. Choosing directly f (q) == II q II, Definition 1 is equivalent to the definition of strongly stable [14] . be modeled as a queueing system with random processes reflecting the arrival and the departure of data packets.
Denoting the queue state of the i-th buffer in time slot n E N by qi (n) and arranging all queue states in the vector q (n) E IR.~, the evolution of the queueing system can be written as
where [x] t == max{O, Xi}, Vi E M. Vector a (n) E IR.~is a random vector denoting the amount of arrival packets during the n-th time slot and vector r (n) E IR.~is the amount of transmitted data. Without loss of generality we set the length of a time slot T == 1 so that a (n) and r (n) are equal to the arrival and transmission rate during the time slot n. We assume that the size of a data packet is constant. To simplify the notation we set the packet size to 1 unit without loss of generality. We assume that the sequence of arrival bits forms an i.i.d. sequence of variables over time. For technical reasons we assume that the arrival bits a.;(n) are uniformly bounded by
The transmission rate r (n) is determined by the applied scheduling policy P. We consider scheduling policies which are independent of the time index and define the policies as the mapping from the cartesian product of the set of channel gains h (n) and queue lengths q (n) to the set of transmission rates. The rate allocated by policy P is denoted as rP(h(n), q(n)).
Further we make the technical assumption that the maximum transmission rate r P (h (n ), q (n )) are uniformly bounded by some real constant C; > o. Under these assumptions, the considered queueing system can be modeled as a 1jJ-irreducible Markov chain with 1jJ-irreduciblemeasure 60 where 60 denotes a Dirac measure at zero [13] .
Stability: We first introduce the definitions of recurrent and transient Markov chain as given in [13] . These definitions are based on the measure of the occupation time TJ A :== E~= 1 II (q (n) E A) which gives the number of visits in a set A E IR.~by a Markov chain after time zero. A Markov chain is recurrent, if it holds IE {TJA} == +00, Vx E A for any set A E IR.~. Additionally, if the Markov chain admits an invariant probability measure 7r, then it is positive recurrent. A Markov chain is transient, if there is a countable cover of IR.~with uniformly transient sets, i.e. there is a constant C with IE {TJA} < C, Vx E A.
In this paper we also apply another stability definition as it is used in [9] :
an unbounded function f : IR.~-----+ IR.+ such that for any o < B < +00 the set B :== {x : f (x) ::; B} is compact, and furthermore it holds (5) limsupIE{f(q(n))} < +00.
where JL E IR.~is a set of weight factors. It is important to stress that even though the weight factors are fixed and independent of the channel state h(n), the rate allocation r(JL,h(n)) depends on the channel state due to the maximization problem over C(h(n), P) in (2) . Observe that the weight factors JL also represent a normal vector of a supporting hyperplane which is tangential to the convex hull at the point r(JL, h(n)).
Then, the ergodic achievable rate region is defined as mobiles, respectively. Furthermore, we assume that the channel state information is, either perfectly or partially, accessible at the receiver and the transmitter. In the n-th time slot the data is transmitted through the channel at rate r (n) E IR.~with transmission power p( n) E IR.~. The allocated rate satisfies
is the achievable rate region of the broadcast system for given channel state h(n) and transmission power p(n).
The entire achievable rate region of a system with power constraint P in time slot n is given by
C(P)
.-n {r1' ... , r t« : e
Note that the definition (3) coincides with the capacity region given in [10] , when C (h(n), p(n)) is the capacity region for parallel degraded channels. Furthermore, it is shown in [4] , [5] , [11] that the region is also the maximal achievable stability region. In general the characterization of the achievable rate region C(h(n), P) and the solution of the weighted sum rate maximization problem is complicated. Considering practical constraints such as finite code and modulation scheme and imperfect channel state information, the instantaneous achievable rate region C(h(n), P) might be non-convex or even be restricted to a set of some discrete rate points. The results in this paper can also be applied to these practical systems as long as a solution of the problem in (2) exists (i.e. for an discrete OFDMA system described in [12] ).
Medium Access Control (MAC) layer: Assuming that the transmission is time-slotted, data packets arrive randomly at the MAC and queue up in a buffer reserved for each user i E M. Simultaneously the data is read out from the buffers according to the system state, i.e., the random channel state and the current queue lengths. Thus, the system can
In general, the rate region C (h(n), f» might be non-convex; then we consider the convex hull of the achievable rate region. Any point on the boundary of the convex hull of the region C(h(n), P) is a solution of the maximization problem Denoting the mean of the arrival bits ai (n) per time slot as Pi collected in the vector p E IR.~, we call a vector of arrival rates p stabilizable under P when the corresponding queueing system driven by some specific scheduling policy P is positive recurrent.
It is well-known that any vector of arrival rates inside the ergodic achievable rate region C(P) is stabilizable (e.g. und~r MWM policy) and any vector of arrival rate outside C(P) is not stabilizable [9] , [11] . Thus a scheduling policy is now called throughput-optimal if it keeps the Markov cha!n positive recurrent for any vector of arrival rates p E int(C( P) ), where int(C(P)) denotes the interior of the ergodic achievable rate region C(P).
have Moreover, for any arrival process with p E int(C( P) ), the queueing system is f-stable under the given policy P, where f is an unbounded function as defined in Definition 1. The exact formulation of f depends on the weight function jl.
Sketch of the proof: Stability is proven by checking the so-called Lyapunov drift criteria as given in [2] , [4] , [14] .
Supposing the weight factors fl( q) fulfill the integrability condition (7)
according to Poincare lemma, the weight function fl is normalized gradient of a certain potential field V (q) and the magnitude of the gradient is the function f. Choosing V (q)
as the Lyapunov function, it can be shown that the expected drift fulfills
for some () > 0 if Ilqll is sufficiently large and hence the system driven by the policies is stable [1] . However, in general the weight functions don't have to meet the integrability condition or might be even not continuously differentiable. It can be shown that if the weight function fl has the properties described in Theorem 1, it can be approximated by some (at least piecewise integrable) function it. In order to obtain the function V and it, we need at first to construct a orthogonal (irregular) grid in the space IR.~as given in Fig. 1 . If the weight function fl has the properties described in Theorem 1, we can find the grid points (e.g. q C ,qd ,...) such that the line integral of fl (q) between two points along the grid lines is independent of the chosen pathes. Then the value of the function V on the grid is defined by the line integral of fl( q). The value of V between the grid is obtained by line interpolation of the existing values on the grid. Then the function V is piecewise differentiable inside a grid cell and its normalized gradient it(q) satisfies lJ1,i (q) -Pi(q) I < E for arbitrarily small E > 0 if II q II is sufficiently large. Hence it can be shown that the Lyapunov drift also satisfies the drift criteria (9) and the system is f-stable. Next we consider the necessity of the stability conditions given in Theorem 1. It is immediately clear that the conditions are not universally necessary. In some specific scenario the achievable rate region has no unique supporting hyperplane for some point on the boundary. Hence, the weight vector on these points is not unique. A typical example is a rate region with only two available rate points on the boundary. In this case a throughput-optimal scheduling policy can be characterized by a weight function where the image consists of two points in IR (6) is a boundary point of the convex hull of C(h( n), P). However, such a rate allocation is possibly not uniquely defined by the weight vector J-L P(q) (which is often the case). Nevertheless we can enforce uniqueness by invoking e.g. additional constraints on the allocated rate vector which, by the way, do not affect the line of proof in Theorem 1. Moreover, the results in [8] show that although the rate allocation rP(h(n), q(n)) is dependent on both of the channel state h (n) and the queue state q (n ), the corresponding weight factor is only dependent on the queue state and independent of the current channel state.
Here, we give generalized conditions for all queue-length based throughput-optimal policies. The conditions are presented by characterizing the corresponding weight vector J-LP(q) of the scheduling policies. In the following we consider the normalized weight vector time and further the policies must be defined for any possible configuration of C(h( n) , P). Hence, to prove the necessity we will only considered those achievable rate regions where the weight vector is unique for every boundary point.
Before the proof of the necessity under above assumptions, we want to give some intuition about why these conditions must hold in general. Recall that a throughput-optimal policy should keep the queues stable for any mean arrival rate p inside the ergodic rate region C(P) ; so if the arrival rate vector p lies close to some boundary point r " of C(P) corresponding to a weight vector p, ", heuristically, the weight vector determined by a throughput-optimal scheduling p,(q) should be in the close neighborhood of p, * for almost all time slots. Condition I) in Theorem I ensures now that the weight vector varies smoothly between two time slots if the queue lengths become large. Thus for the above situation, it guarantees that the weight vector p,(q) does not leave the neighborhood of p, * in almost all time slots. Condition 2) in Theorem I guarantees that no rate is wasted on "nonurgent" users. If the queues of some users are bounded while the other queues expand, the scheduler should reduce the weights on these users and "save" these rate resources for other users.
Theorem 2: A scheduling policy P is not throughputoptimal, namely there exists some arrival process with p E int(C(P)) which is not stabilizable under the policy P , if the policy has one of the following characteristics:
I) The change of the weight vector between two time slots is not negligible, i.e., there is some constant 0 < "( ::::: 1 and t > 0 so that it holds
for any q(n) , n E N, with probability 1. 2) There is some user i E M, whose weight factor is not negligible, i.e., there is some constant 0 < "( ::::: 1 and t > 0 so that it holds 1 N lim -'" IT {j"ld q (n ))~t }~"( 
Suppose the expected arrival rate p * is close to the boundary point r * so that J.L*Tr * -J.L*Tp* < 8' for some 8' > o.
Combining with (12) , it holds
J.L*TIE {q( N)} >~("(8(t) -28' + c:(N )8(t ))
Since c:(N ) ----+ 0 as N ----+ +00, if 8' <~8(t) , we have lim J.L*TIE {q( N)} = +00
N--->+oo
and the Markov chain is not strongly stable. Suppose the variance a(n) and h( n) is sufficiently small, it can also be shown that the Markov chain is transient.
For the second case in Theorem 2, we choose the expected arrival rate vector p* close to the j-th comer of the ergodic achievable rate region for the user j -I-i. Similarly we can show that the Markov chain is not strongly stable and it is transient if the variances of a(n) and h( n) are sufficiently small.
IV. ApPLICATIONS
Applying the results in Theorem 1, it is easy to prove the throughput-optimality of some well-known scheduling policies such as MWM policy, exponential rule, QPS, and ISP (see [1] ). In the following we use Theorem 2 to show that the policy using exponential weight function such as JL f (q) == e qi is not throughput-optimal. We consider a point r * on the boundary of ergodic achievable rate region C(P) and its corresponding normal vector M* with JL: > 0, Vi E M. Suppose the expected arrival rate vector p lies close to the boundary point r *, in order to keep the system stable, the weight factors fl( q) should be frequently chosen close to M* so that there is some constant 
1 -JLj + () -Pj (q( n)) e q j -JLj _ () - 2, for some constant C 1 , C 2 > O. We denote bỹ q:== q(n + 1) -q(n) == a(n) -rP(h(n), q(n)).
Due to the randomness of a(n) and h(n), for a particular user i E M, there is some probability 12 > 0 that for some constants C 3 , C 4 > o. Then with probability 1 and the queueing system is not stable.
V. CONCLUSIONS
We have presented sufficient and necessary conditions for throughput-optimality of queue-length based scheduling policies. For a wide class of arrival and channel models these conditions guarantee that if the mean arrival rate lies inside the ergodic achievable rate region, the system is stable. With an application example we have shown that the results provide a easy way to check the throughput-optimality of scheduling policies in cases where conventional proof techniques fail.
