I. Introduction to Adaptive Filters:
Phase offset simply means change in phase of received signal from the transmitted signal. Potential source of phase offset are:  Transmission delay  Environmental noise  The phase instability in oscillators
The Adaptive filters are the solution for phase estimation and also in practical situations, the system is operating in an uncertain environment where the input condition is not clear and/or the unexpected noise exists. Under such circumstances, the system should have the flexible ability to modify the system parameters and makes the adjustments based on input signal and the other relevant signal to obtain an optimal performance.
A system that searches for improved performance guided by a computational algorithm for adjustment of the parameters or weights is called an adaptive system. The adaptive system is time varying.
During the last decades, the adaptive filters have attracted the attention of many researchers due to their property of self-designing. In applications where some a priori information about the statistics of the data is available, a linear filter optimal for those applications can be designed in advance. In the absence of this priori information, a solution is to use adaptive filters which possess the ability to adapt their coefficients as a function of the filtering error. As a consequence, the adaptive filters and algorithms were successfully implemented in a wide variety of devices for diverse applications fields such as communication, control, radar and biomedical engineering etc. The basic filter structure is as shown in figure 1.1. 
II.
Adaptation Algorithms:
There are many different types of adaptive algorithms that can be used with an equalizer. These algorithms can adapt themselves based on any number of criteria.
The two adaptation algorithms taken into consideration in this Chapter are Least Mean Square and Recursive Least Square filter. LMS is most widely used adaptive algorithms because of its simplicity, but has a relatively slow convergence rate. The RLS algorithms, on the other hand, are more complex than the LMS algorithm, but provide a much faster rate of convergence. Both of these algorithms are discussed below.
III. Least Mean Squares Algorithm:
Least mean squares algorithm is a class of adaptive filter used to design the desired filter by finding the filter coefficients that relate to producing the least mean squares of the error signal (difference between the desired and actual signal). It is a stochastic gradient method in which the filter is only adapted based on the error at the current time. LMS filter is built around a transversal (i.e. tapped delay line) structure [2] . LMS filter employ, small step size statistical theory, which provides a fairly accurate description of the transient behaviour.
The LMS algorithm in general, consists of two basics procedure. The first step is filtering process, which involve, computing the output of a linear filter in response to the input signal, and the second step is generating an estimation error by comparing this output with a desired response as follows:
Where, y(n) is filter output and d(n) is the desired response at time n. Adaptive process, which involves the automatic adjustment of the parameter of the filter in accordance with the estimation error, is given by:
Where, ∇ Ee 2 n = ∂Ee 2 n ∂h 0
μ is the step size, (n+1) = estimate of tape weight vector at time (n+1) and if prior knowledge of the tape weight vector (n) is not available, then n is set to 0. The combination of these two processes working together constitutes a feedback loop. Firstly using a transversal filter, the LMS algorithm is built, and the same is responsible for performing the filtering process. Secondly, the adaptive control process on the tap weight of the transversal filter is performed. In the LMS algorithm, Ee 2 n is approximated by e[n] to achieve a computationally simple algorithm.
∇ Ee 2 n ≈ 2. e n . Therefore, ∇ Ee 2 n = −2e n y n (1.8)
The steepest descent update now becomes
+ μe n y n (1.9) This modification is due to Windrow and Hopf and the corresponding adaptive filter is known as the LMS filter.
Hence the LMS algorithm is as follows:
Convergence of LMS algorithm
As there is a feedback in the adaptive algorithm, convergence is generally not assured. The convergence of the algorithm depends on the step size parameter μ. The LMS algorithm is convergent in the mean if the step size parameter μ satisfies the condition 0 < μ < 2 λ max (1.10)
Generally, a too small value of μ results in slower convergence where as big values of μ will result in larger fluctuations from the mean. Value of μ lies between 0 and 1 [3] . Choosing a proper value of μ is very important for the performance of the LMS algorithm.
IV.
Recursive Least Square Algorithm:
The Recursive least squares adaptive filter is an algorithm which recursively finds the filter coefficients that minimize a weighted linear least squares function relating to the input signals. This is in contrast to the LMS that aim to reduce the mean square error. In the derivation of the RLS, the input signals are considered deterministic, while for the LMS, they are considered stochastic. However, the RLS exhibits extremely fast convergence [4] [5] . But, this benefit comes at the cost of high computational complexity, and potentially poor tracking performance when the filter to be estimated changes. The RLS algorithm has the same procedures as LMS algorithm, except that it provides a tracking rate sufficient for fast fading channel.
The RLS algorithm is known to have the stability issues due to the covariance update formula p(n), which is used for automatic adjustment in accordance with the estimation error .
The RLS algorithm considers all the available data for determining the filter parameters. The filter should be optimum with respect to all the available data in certain sense [6] . Minimizes the cost function
With respect to the filter parameter vector h n =
Where λ is the weighing factor known as the forgetting factor..

Recent data is given more weightage.  For stationary case λ = 1 can be taken.  λ ≅ 0.99 is effective in tracking local nonstationarity.
The minimization problem is
The minimum is given by For the matrix inversion above the matrix inversion lemma will be useful.
By using Matrix inversion lemma, we get P n = 
RLS algorithm Steps:
Simulation Results: The above two algorithms are implemented in Matlab to recover the phase. The model employed consists of random data generator for 16-QAM. This data is modulated using QAM modulation with constellation size 16-QAM The modulated signals are processed and then passed through Additive White Gaussian Noise (AWGN) channel. In this model, the SNR is 26.0206 dB. The simulation process is carried out at different -different no. of weights, at different step sizes, at different phase rotations (The phase noise is introduced artificially leading to a phase rotation of 10, 20 & 30 degrees).
The recovered equalised signal is then demodulated using QAM demodulator and the symbol error rate (SER) is then computed between the equalised received signal and the input signal. The output is observed in the form of SER (Symbol Error Rate).
The Simulation results are shown below. From the results obtained, it is found that as the Step Size is decreased down towards zero, SER gets reduced and LMS and RLS tracks or match closely the theoretical predictions. When the Step Size increased towards 1, SER gets increased and Step -Size dependent LMS algorithm does not converge resulting a poor choice for equalization.
Thus, it is observed that Step Size is an important design criterion and plays a significant roll in the performance of LMS equalizer. It needs to be chosen appropriately to reach the desired criteria. Here we have found that the LMS equalizer is giving optimal performance at step size of 0.0003. It is clearly demonstrated that with increase in no. of weights (filter length) for the Equalizer to be updated, the complexity of LMS and RLS algorithms to converge also increases. Initially the SER performance is investigated at 6 weights. In second case, the 15 no. of weights are taken and in third case weights to be updated are 30.
It is observed that as the no. of weights increases, the Symbol Error Rate Increases. Thus no. of weights is also an important attribute or design criteria for the Equalizer. The same Observation is made in case when the phase offset of QAM modulated carrier is increased from 10 degrees to 40 degrees. It has also notices that RLS algorithm converges fastly than LMS algorithm. It is also observed that the SER is slightly higher for situation when the phase shift is high.
V.

Conclusion:
It is observed that the SER is slightly higher for situations when the noise is high (EbNo is between 1 to 5). Overall, it can be concluded from the results that RLS converges fastly than LMS, but has comparatively higher complexity and No. of weights, Step Size, Phase Rotation, Forgetting Factor (Gain Factor) and the Constellation Size are the significant design criteria for both RLS equalizer and LMS equalizer and they need to be chosen appropriately to recover or estimate the phase of the carrier.
