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Maximum A Posteriori Probability (MAP) Joint
Fine Frequency Offset and Channel Estimation for
MIMO Systems with Channels of Arbitrary
Correlation
Mingda Zhou, Zhe Feng, Xinming Huang, Youjian (Eugene) Liu
Abstract—Channel and frequency offset estimation is a classic
topic with a large body of prior work using mainly maximum
likelihood (ML) approach together with Cramér-Rao Lower
bounds (CRLB) analysis. We provide the maximum a posteri-
ori (MAP) estimation solution which is particularly useful for
for tracking where previous estimation can be used as prior
knowledge. Unlike the ML cases, the corresponding Bayesian
Cramér-Rao Lower bound (BCRLB) shows clear relation with
parameters and a low complexity algorithm achieves the BCRLB
in almost all SNR range. We allow the time invariant channel
within a packet to have arbitrary correlation and mean. The
estimation is based on pilot/training signals. An unexpected result
is that the joint MAP estimation is equivalent to an individual
MAP estimation of the frequency offset first, again different from
the ML results. We provide insight on the pilot/training signal
design based on the BCRLB. Unlike past algorithms that trade
performance and/or complexity for the accommodation of time
varying channels, the MAP solution provides a different route
for dealing with time variation. Within a short enough (segment
of) packet where the channel and CFO are approximately time
invariant, the low complexity algorithm can be employed. Similar
to belief propagation, the estimation of the previous (segment of)
packet can serve as the prior knowledge for the next (segment
of) packet.
Index Terms—Synchronization, Carrier Frequency Offset,
Bayesian Cramér-Rao Lower bound, MIMO, Fading
I. INTRODUCTION
We consider joint carrier frequency offset (CFO) and chan-
nel coefficient estimation for multiple-input-multiple-output
(MIMO) flat fading channels. In addition to being a critical
part of a communication system, the solution has applications
in other systems. For example, in radar systems, the CFO is
related to Doppler frequency and can be used to estimate target
speed and the channel coefficient estimation of an antenna
array can be used to estimate target direction.
This is a classic problem with a large body of prior
workusing mainly maximum likelihood (ML) estimation ap-
proach together with Cramér-Rao Lower bounds (CRLB) anal-
ysis. The maximum a posteriori (MAP) estimation solution,
low complexity algorithms, and the corresponding Bayesian
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Cramér-Rao lower bound (BCRLB) for this problem has not
appeared in literature. We provide the result here so that future
designers can choose between the MAP and ML approaches
depending on the trade-offs in a system, especially for tracking
that uses previous estimation as prior knowledge.
A. Contributions
In this work, we allow the channel to have arbitrary spatial
correlation and mean. After subtracting the mean, it has a
circularly symmetric complex Gaussian distribution. While the
channel is assumed to be time invariant for the estimation
problem, the MAP result provides a different approach to deal
with time varying channels than past literature. It is assumed
that the coarse frequency synchronization has been done so
that the discrete time model for the matched filter output is
valid for a fine frequency offset. The estimation is based on
pilot/training signals. The simple model leads to clean results
and low complexity algorithm that achieve the BCRLB in
almost all SNR range. The contributions of the paper are listed
below.
1) We provide the solution for the joint MAP frequency
offset and channel estimation. An unexpected result is
that the joint MAP estimation is equivalent to an indi-
vidual MAP estimation of the frequency offset first with
only the channel statistical information, followed by an
MMSE estimation of the channel with the estimated
frequency offset substituted in. This is different from the
past joint maximum likelihood (ML) estimation results,
where the joint estimation is not equivalent to individual
estimation. In addition, the MAP solution includes the
ML solution as a special case when we let the variances
of the CFO and channel approach infinity.
2) The Bayesian Cramér-Rao Lower bound (BCRLB) is
derived in closed form for the frequency offset esti-
mation with prior knowledge. Unlike the complicated
CRLB bound for joint ML CFO and channel estimation
[1], the BCRLB exhibits explicit and easy-to-understand
relation to various parameters and does not depend on
the channel realization.
3) Therefore, the BCRLB provides new insight on the
pilot/training signal design, including the effect of time
spreading, and structures of periodic pilot and time
division pilot.
24) A closed form low complexity high performance algo-
rithm that does not need search is provided. Numerical
results has demonstrated that the algorithm achieves
the BCRLB in almost all SNR range, while past ML
algorithms perform poorly in low SNR range. The algo-
rithm is demonstrated to achieve maximum acquisition
range allowed by the discrete time model and the pilot
structure
5) Unlike past algorithms that trade performance and/or
complexity for the accommodation of time varying chan-
nels, we provide a different route for dealing with time
variation. Within a short enough (segment of) packet
where the channel and CFO are approximately invariant,
the low complexity algorithm can be employed. Similar
to belief propagation, the estimation of the previous
(segment of) packet can serve as the prior knowledge
for the next (segment of) packet.
B. Related Work
Frequency estimation is a classic problem. For single-
input-single-output (SISO) systems in additive white Gaussian
noise (AWGN) channels, an early paper on ML estimation of
frequency, phase, and amplitude of a single tone from discrete
time samples of the output of an AWGN channel is [2], where
search algorithms taking advantage of FFT and the CRLB
is provided. Another ML estimator for AWGN channel is
proposed in [3], where a suboptimal algorithm that only uses
the phases of the estimated autocorrelation function of the
received signal is given. The algorithm is applied to a satellite
communication system and a GSM communication system,
whose models are both made close to the AWGN channel.
The frequency offset estimation for SISO flat fading channel
has been well investigated. In [4], the maximum-likelihood
(ML) estimator of frequency offset is given for pilot aided
communications in a time varying fading channel. The ap-
proximation sin(z)
.
= z is used to approximately solve for a
stationary point of the ML metric. It only utilizes a small lag
to avoid phase unwrapping, which leads to a degradation of
the performance. Newton search and local grid search were
also applied to refine the estimate, where the Newton search
does not work well because of local maximums, and the
accuracy of grid search depends heavily on resolution and
search range. A low complexity suboptimal algorithm that only
employs the phase of the autocorrelation of the matched filter
is also proposed, which is modified in [5], where the difference
of adjacent phases is used to replace the phases to avoid
phase unwrapping and to increase the acquisition range. The
algorithms of [4], [5] are further modified in [6] to improve
the modeling error of the time varying fading process. The
first method uses equal weighting to avoid dependence on the
fading process. The second method estimates the frequency
offset and the fading correlation jointly, resulting in low
complexity of a square operation and a grid search of the
output of an FFT.
For time invariant MIMO flat fading, the ML joint estima-
tion of the channel and frequency offsets has been studied in a
comprehensive work [1]. The frequency offsets between pairs
of transmit and receive antennas are allowed to be different. It
is shown that the CRLB for the channel and CFO estimation
depends on the true value of the channel and CFOs in a
complicated manner. Simplified bounds for stationary pilot in
the limit of infinite long transmission is provided. In general,
optimal pilot signals depend on the channel. The estimation
algorithm for the general case is a n-dimensional search where
n is the number of CFOs. For specially designed orthogonal
pilot signal, where one antenna is active at one symbol time,
the n-dimensional search can be converted to n 1-D problems.
Both pilot signal based (data aided) and decision statistics
feedback (code-aided) based joint single frequency offset and
channel estimations by ML are considered in [7]. The pilot
based case is similar to that of [1] when specialized to a
single frequency case, where orthogonal pilot with orthogonal
rows and columns is used to achieve zero self-noise. The work
recognizes the benefit of orthogonal periodic pilot signals. Our
algorithm includes the algorithm in this paper as a special case.
The code-aided case employs expectation maximization (EM)
algorithm. Iterative EM is also employed in [8], where the
same setting as in [1] is considered, in order to avoid the pilot
structure in [1] where one antenna is active at one symbol time.
The performance is close to the CRLB derived in [1]. The only
work related to MAP estimation that we found is [9] for relay
networks where Bayesian Cramér-Rao Lower Bound is used
and the frequency is assumed to be Gaussian distributed. CFO
estimation for other settings has been studied, such as MIMO
frequency selective fading channels with OFDM modulation
[10]–[21], multi-user [22], [23], and multi-hop networks [24].
The rest of this paper is organized as follows. Section II
provides the system model. In Section III, the joint MAP
estimation of CFO and channel is shown to be separable. In
Section IV, the frequency synchronization algorithm is de-
signed. To analyze the performance limit, BCRLBs as design
guidelines are derived in Section V, where the pilot signal
design is discussed. In Section VI, we show simulation results
of the proposed algorithm in terms of estimation error variance
and acquisition range. Results for time varying channel is also
given. Section VII concludes.
Notation Convention: We use our notation convention in
Table I. It is convenient for organizing variables with multiple
indices into matrices or vectors or vectorizing a matrix.
II. SYSTEM MODEL
We investigate time invariant joint CFO and flat fading
channel estimation for MIMO systems. The transmitter has lt
antennas and the receiver has lr antennas. The received signal
of the r-th receive antenna at the k-th symbol time is modeled
as
yr,k = e
j2πfδ(k−1)
lt∑
t=1
st,khr,t + nr,k,
where r = 1, ..., lr; k = 1, ..., n is the symbol time index;
hr,t ∈ C is the channel coefficient from the t-th transmit
antenna to the r-th receive antenna; nr,k ∼ CN
(
0, σ2n
)
,
σ2n = 1, ∀r, k, are i.i.d. circularly symmetric complex Gaus-
sian distributed with zero mean and unit variance; st,k ∈ C is
3TABLE I
NOTATION CONVENTION
Notation Meaning
x a scalar
~x a column vector
X a matrix
x, ~x, X a random variable, column random vector,
random matrix
[ax1,x2 ]x1,x2
a matrix whose element at x1-th row and x2-th
column is ax1,x2 , e.g.,[
a1,1 a1,2
a2,1 a2,2
]
= [ai,j ]i,j ;
x1 or x2 can be continuous variables
[ax]x,x
a diagonal matrix whose element at x-th row and
x-th column is ax
other elements are zero, e.g.,[
a1 0
0 a2
]
= [ai]i,i
[Ax1,x2 ]x1,x2 a block matrix whose block at x1-th row and
x2-th column is Ax1,x2
[~ax]1,x a matrix whose x-th column is ~ax, e.g.,[
~a1 ~a2
]
= [~ai]1,i
[ax]x a column vector whose element at the x-th row is
ax, e.g.,

 a1a2
a3

 = [ai]i
[~ax]x a tall vector whose x-th row of vector is ~ax, e.g.,

a1,1
a2,1
a1,2
a2,2

 =
[
[ai,1]i
[ai,2]i
]
=
[
[ai,j ]i
]
j
[
~aTx
]
x
a matrix whose x-th row is ~aTx , e.g.,[
~aT
1
~aT
2
]
=
[
~aT
i
]
i
x˜(f) Fourier transform of x(t), i.e.,
x˜(f) = F {x(t)} (f).
the pilot/training signal sent from the t-th transmit antenna
at time k; f δ = f¯δtb is the residual normalized carrier
frequency offset (CFO) due to what is left from the coarse
frequency synchronization; tb is the symbol period; f¯δ is
the pre-normalized carrier frequency offset. In this paper,
CFO refers to f δ. To write the model in vector form, define
~yr =
[
yr,k
]
k
∈ Cn×1, ~y = [~yr]r , ~hr = [hr,t]t=1:lt ∈ Clt×1,
~h =
[
~hr
]
r=1:lr
∈ Clrlt×1, S = [st,k]k,t ∈ Cn×lt ,
F = F (f δ) =
[
ej2πfδ(k−1)
]
k,k=1:n
=


ej2πfδ·0 0 · · · 0
0 ej2πfδ·1
. . .
...
...
. . .
. . . 0
0 · · · 0 ej2πfδ(n−1)

 ,
X = FS, block diagonal matrix
X` = [X ]r,r=1:lr =

 X 0 00 . . . 0
0 0 X

 = F` S`,
F` = [F ]r,r, S` = [S]r,r, ~nr = [nr,k]k , and ~n = [~nr]r. Then
we have
~yr = X
~hr + ~nr,
~y = X`~h+ ~n. (1)
The spatially correlated channel state ~h has distribution
CN (~µ~h,Σ~h), where ~µ~h = [[µhr,t]t]r is the mean; and
Σ~h =
[[
chr1,t1 ,hr2,t2
]
t1,t2
]
r1,r2
(2)
is the covariance matrix of ~h and chr1,t1 ,hr2,t2 is the covari-
ance between hr1,t1 and hr2,t2 . The frequency offset f δ
is approximated with Gaussian distribution N (µfδ , σ2fδ ). The
variance of fδ is typically very small and thus changing the
distribution does not make much difference. In addition, after
the coarse frequency synchronization, the residual frequency
offset is limited to a small range, suitable for the exponen-
tial drop off of the Gaussian distribution. The pilot signals
have average power ρ = 1
n
Tr
(
S†S
)
. We consider both the
general case and the special case of orthogonal pilots where
S†S = nρ
lt
Ilt×lt .
III. THE OPTIMIZATION PROBLEM AND SOLUTION
To perform joint MAP estimation of channel and frequency
offset, we solve the following optimization problem.
Problem 1. The problem of joint MAP estimation of the fine
frequency offset and the channel is
(~ˆh, fˆδ)
= argmax
~h,fδ
f~h,fδ,~y
(~h, fδ, ~y)
= argmax
~h,fδ
f~h|~y,fδ
(~h|~y, fδ)ffδ,~y(fδ, ~y)
= argmax
fδ
(
argmax
~h
f~h|~y,fδ
(~h|~y, fδ)
)
×f~y|fδ(~y|fδ)ffδ (fδ). (3)
Solution: The maximization over fδ and ~h appears coupled
but are actually separable, as shown in the following steps.
1) Perform the MAP estimation of the channel given a
frequency offset fδ:
~ˆh(~y, fδ) = argmax
~h
f~h|~y,fδ
(~h|~y, fδ). (4)
2) Substitute the above result in to estimate the CFO using
fˆδ = argmax
fδ
f~h|~y,fδ
(~ˆh(~y, fδ)|~y, fδ)
×f~y|fδ(~y|fδ)ffδ (fδ)
= argmax
fδ
f~y|fδ (~y|fδ)ffδ (fδ),
where we show below that f~h|~y,fδ
(~ˆh(~y, fδ)|~y, fδ) is not
a function of fδ. Therefore, the joint estimations of
frequency offset and channel are separable and we can
solve an individual MAP estimation of fδ with channel
state distribution information. If wanted, one can assume
that f δ is uniform either over all real number or over
a small interval, or is Gaussian with infinite variance.
4Then, the MAP estimation of f δ can be converted to
the ML estimation,
fˆδ = argmax
fδ
f~y|fδ (~y|fδ)ffδ (fδ)
= argmax
fδ
f~y|fδ (~y|fδ).
3) Finally, ~ˆh(~y, fˆδ) gives the solution of the channel esti-
mation.
A. MAP and ML Channel Estimation
For the first step of the solution, the channel model implies
~h, ~y are jointly Gaussian conditioned on f δ. Therefore,
f~h|~y,fδ
(~h|~y, fδ) = CN
(
~ˆhMMSE(~y, fδ),Σ~ˆhMMSE
)
(~h),
where CN (~µ,Σ) (~x) = 1det(πΣ)e−(x−~µ)
†Σ−1(x−~µ) denotes
the circularly symmetric complex Gaussian density function;
~ˆhMMSE(~y, fδ) is the MMSE estimate of ~h and Σ~ˆhMMSE
is the
MMSE estimation error covariance, which does not depend on
~y or fδ, as shown below.
To calculate ~ˆhMMSE(~y, fδ), find the mean of ~y given the
frequency offset as
~µ~y|fδ = E [~y|{fδ = fδ}]
= E
[
X`~h+ ~n
]
= X`~µ~h. (5)
By the MMSE estimation theory, the the MMSE estimate is
~ˆhMMSE(~y, fδ) =
(
X`†X` +Σ−1~h
)−1
X`†
(
~y − X`~µ~h
)
+ ~µ~h
= AX`†
(
~y − X`~µ~h
)
+ ~µ~h
= AS`†F` †~y +~b,
where
A =
[
[ar1,t1,r2,t2 ]t1,t2
]
r1,r2
,


(
Σ−1~h
+ nρ
lt
I
)−1
S†S = nρ
lt
Ilt×lt(
S`†S` +Σ−1~h
)−1
else
, (6)
~b =
[
[br,t]t
]
r
,
(
I −AX`†X`
)
~µ~h
=
{(
I − nρ
lt
A
)
~µ~h S
†S = nρ
lt
Ilt×lt(
I −AS†S) ~µ~h else , (7)
and the estimation error covariance matrix is
Σ
~ˆhMMSE
= A,
which is not a function of fδ . Consequently, the solution to
(4) is
~ˆh(~y, fδ) = ~ˆhMMSE(~y, fδ).
Then
f~h|~y,fδ
(~ˆh(~y, fδ)|~y, fδ) = 1
det
(
πΣ
~ˆhMMSE
)
is not a function of fδ.
Remark 2. Setting Σ−1~h
= 0 in the above provides ML or least
square channel estimation.
B. MAP and ML Frequency Offset Estimation
For the second step, we observe that conditioned on {fδ =
fδ}, ~y is a summation of Gaussian random variables and has
distribution CN (~µ~y|fδ(fδ),Σ~y|fδ(fδ)), where
Σ~y|fδ = X`Σ~hX`
† + I, (8)
according to (1). Using identity det(I+AB) = det(I+BA),
we obtain
det(πΣ~y|fδ )
= (π)
nlr det
(
I + Σ~hX`
†X`
)
=

(π)
nlr det
(
I + ρn
lt
Σ~h
)
S†S = nρ
lt
Ilt×lt
(π)
nlr det
(
I +Σ~hS`
†S`
)
else
, (9)
which is not a function of fδ. We have the following theorem.
Theorem 3. For Gaussian distributed random channel ~h, the
MAP frequency offset estimate is
fˆδ = argmax
fδ
f~y|fδ(~y|fδ)ffδ (fδ)
= argmax
fδ
1
det(πΣ~y|fδ )
e
−(~y−~µ~y|fδ )
†
Σ−1
~y|fδ
(~y−~µ~y|fδ )
× 1√
2πσ2fδ
e
− 1
2 (fδ−µfδ )
†
σ−2
fδ
(fδ−µfδ ) (10)
= argmax
fδ
g(~y, fδ), (11)
where
g(~y, fδ)
, 2ℜ
[〈
X`†~y,~b
〉]
+
(
X`†~y
)†
A
(
X`†~y
)
−1
2
σ−2fδ
∣∣fδ − µfδ ∣∣2 ; (12)
A is given in (6) and ~b is given in (7), which are not functions
of fδ; X` is a function of fδ. The ML estimator is obtained by
setting σ−2fδ
= 0 in (12).
The proof is given in Appendix A. When ffδ(fδ) is a
uniform distribution, the MAP estimator becomes the ML
estimator. The uniform distribution is achieved by σ2fδ
→ ∞
and thus σ−2fδ
→ 0.
The above proves the following theorem on the separable
solution.
Theorem 4. The joint fine frequency offset and channel
estimation Problem 1 can be decomposed into two separable
optimization problems:
51) The MAP estimation of fδ is
fˆδ = argmax
fδ
f~y|fδ (~y|fδ)ffδ (fδ) = argmaxfδ g(~y, fδ).
Setting ffδ (fδ) as a constant, or making σ
−2
fδ
= 0, it
reduces to the ML estimation of f δ.
2) MAP or MMSE estimation of ~h given the above fˆδ is
~ˆh(~y, fˆδ) = argmax
~h
f~h|~y,fδ
(~h|~y, fˆδ) = ~ˆhMMSE(~y, fˆδ).
Remark 5. Setting Σ−1~h
= 0 in the above provides frequency
estimation without prior knowledge on channel as in ML
estimation.
The MMSE estimation of the channel is straightforward.
We focus on the frequency offset estimation algorithms.
IV. FINE FREQUENCY OFFSET ESTIMATION ALGORITHMS
We design low complexity algorithms for frequency offset
estimation for the general case and for two special cases with
different pilot signal structures.
A. General Case
The intuitive meaning of the frequency offset estimation
(11) is to find fδ to de-rotate ~y so that its energy projected
to the signal space is maximized. We may do so by solving
∂g(~y,fδ)
∂fδ
= 0. It is summarized in the following theorem.
Theorem 6. The optimal solution fδ to the MAP estimation
problem satisfies
0 =
∂g(~y, fδ)
∂fδ
= −4πℑ
[
n−1∑
k=1
ej2πfδkkrke
−jθk
]
−σ−2fδ
(
fδ − µfδ
)
= −4π
n−1∑
k=1
krk sin
(
2πk
(
fδ − θk
2πk
))
−σ−2fδ
(
fδ − µfδ
)
, (13)
where rk > 0 and
rke
−jθk ,
∑
r,t
st,k+1y
∗
r,k+1br,t +
n∑
k1=k+1
∑
r1,t1,r2,t2
ar1,t1,r2,t2 ×
st1,k1s
∗
t2,k1−kyr2,k1−ky
∗
r1,k1
. (14)
It is proved in Appendix B.
To solve the nonlinear equation (13), we observe the follow-
ing. For high SNR, θk+mk2π2πk approaches fδ, where mk ∈ Z
is for phase unwrapping. Therefore, the asymptotic optimal
solution is to employ sin(x)
.
= x to solve (13) and obtain
asymptotic MAP estimate
fˆδ
.
=
4π
∑n−1
k=1 krk(θk +mk2π) + σ
−2
fδ
µfδ
8π2
∑n−1
k=1 k
2rk + σ
−2
fδ
, (15)
Algorithm 1 General Frequency Offset Estimation
1) Input: Matched filter output yr,k, r = 1, ..., lr, k =
1, ..., n.
2) Calculate rke
−jθk ,k = 1, ..., n− 1, according to (14)
3) [θk +mk2π]k=1:n−1 = phase unwrap
(
[θk]k=1:n−1
)
4) Calculate fˆδ according to (15)
5) Output: fˆδ.
where
.
= is an asymptotic equality when the SNR→∞. The
solution is a weighted average of of θk and mean µfδ .
The above is summarized in Algorithm 1.
Remark 7. The ML estimation algorithm can be obtained by
setting σ−2fδ
= 0 in (15).
Remark 8. The algorithm is almost in closed form except for
a phase unwrapping. Thus, the complexity is very low.
Remark 9. An alternative way to use µfδ is to de-rotate the
received continuous time signals by e−j2πµfδ (k−1)yr,k and
then estimate the frequency offset by setting µfδ = 0 in (15).
The advantage is to increase the estimation range limit from
|fδ| < 0.5 to |f δ − µfδ | < 0.5.
Remark 10. If we want to use a closed loop approach like
phase lock loop, based on (13), we can use
e = −γ
n−1∑
k=1
krk sin
(
2πk
(
fδ − θk
2πk
))
as the feedback error, where γ is an appropriate step size. This
is equivalent to the smoothing filter approach when the filter
has feedback loops.
Remark 11. Our MAP estimation of channel and frequency
offset can be employed to deal with time varying cases. For
example, if fδ is time varying from packet to packet, we
can use current estimate, the estimation error variance, to
be calculated from the Bayesian Cramer-Rao lower bound in
Section Section V, and the correlation between the current and
the next frequency offset to calculate the prior distribution of
the next frequency offset. The prior distribution then is used
in the MAP estimation of the next packet/frame’s frequency
offset.
To obtain further insight of the effect of pilot signal structure
on frequency offset estimation, we consider zero mean i.i.d.
channel and two typical kinds of pilot signals, periodic pilot
and time division pilot, in the next two subsections. When
channel covariance Σ~h = σ
2
hI , we have
A =
(
σ−2h +
nρ
lt
)−1
I,
and thus
ar1,t1,r2,t2 =
(
σ−2h +
nρ
lt
)−1
δ[r1 − r2]δ[t1 − t2].(16)
6If ~µ~h =
~0, then ~b = ~0 and br,t = 0. Therefore, 14 can be
simplified to
rke
−jθk
=
(
σ−2h +
nρ
lt
)−1 n∑
k1=k+1
∑
t
st,k1s
∗
t,k1−k︸ ︷︷ ︸
s¨k1,k1−k∑
r
yr,k1−ky
∗
r,k1
, (17)
where
s¨k1,k2 ,
∑
t
st,k1s
∗
t,k2
. (18)
B. Special Case: Scrambled Periodic Pilot and Zero Mean
i.i.d. Channel
We define Scrambled Periodic Pilot as
S =
√
ρ[ck]k,k=1:n︸ ︷︷ ︸
C
[Ilt ]i=1:mO︸ ︷︷ ︸
[O]i=1:m
, (19)
where Ilt is an lt × lt identity matrix; n = mlt is assumed
for m ∈ Z+. It has a structure of scrambled periodic matrix
[O]i=1:m =

 OO
...

 ∈ Cn×lt , which is a block matrix with
m copies of an unitary matrix O ∈ Clt×lt on top of each
other. Matrix O satisfies O†O = OO† = Ilt . The scrambling
code is ~c = [ck]k=1:n ∈ Cn×1, where |ck| = 1, ∀k. Diagonal
matrix C’s diagonal elements are from ~c. A simple example
for ck = 1, O = Ilt , m = 2, lt = 3 is
S =
√
ρ


1 0 0
0 1 0
0 0 1
1 0 0
0 1 0
0 0 1

 .
Another example of this pilot structure is rows or columns
of the Hadamard matrix. The freedom of choosing C
and O offers flexibility for this structure. For example, O
could be a Hadamard matrix or a Fourier transform matrix[
e−j2π
ik
lt
]
i=1:lt,k=1:lt
, while C could be a Gold or a Zadoff-
Chu sequence [25].
Observe that for periodic pilot, in (17),
s¨k1,k1−k = ρck1c
∗
k1−k
is only nonzero for k = ilt, i = 1, ...,m − 1. Define k1 =
(i1− 1)lt+ i2, i1 = i+1, ...,m, i2 = 1, ..., lt, to simplify (17)
to
rilte
−jθilt
=
(
σ−2h +
nρ
lt
)−1
ρ
m∑
i1=i+1
∑
r
lt∑
i2=1
c∗(i1−1−i)lt+i2
×yr,(i1−1−i)lt+i2c(i1−1)lt+i2y∗r,(i1−1)lt+i2 . (20)
Consequently, (15) is simplified to
fˆδ
.
=
4π
∑m−1
i=1 iltrilt(θilt +milt2π) + σ
−2
fδ
µfδ
8π2
∑m−1
i=1 (ilt)
2rilt + σ
−2
fδ
. (21)
Thus, the frequency estimation algorithm can be modified
to Algorithm 2.
Algorithm 2 Frequency Offset Estimation for Scrambled
Periodic Pilot and Zero Mean i.i.d. Channel
1) Input: Matched filter output yr,k, r = 1, ..., lr, k =
1, ..., n.
2) Calculate rilte
−jθilt ,i = 1, ...,m− 1, according to (20)
3) [θilt +milt2π]i=1:m−1 = phase unwrap
(
[θilt ]i=1:m−1
)
4) Calculate fˆδ according to (21)
5) Output: fˆδ.
C. Special Case: Scrambled Time Division Pilot and Zero
Mean i.i.d. Channel
Another typical pilot signal used in practice is the Time
Division (TD)Pilot
S =
√
ρ[ck]k,k=1:n︸ ︷︷ ︸
C
[
~1m
]
i,i=1:lt
, (22)
where n = mlt; only the first transmit antenna transmits
scrambled m ones, followed by that only the second antenna
transmits m scrambled ones, etc.. Vector ~1m has m ones
on top of each other. Diagonal block matrix
[
~1m
]
i,i=1:lt
=

~1m ~0 . . .
~0 ~1m · · ·
...
...
. . .

 ∈ Rn×lt . A simple example for ck = 1,
m = 2, lt = 3 is
S =
√
ρ


1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
0 0 1

 .
Observe that for time division pilot, in (17),
s¨k1,k1−k = ρck1c
∗
k1−k
is nonzero for k = i = 1, ...,m−1. Define k1 = (i2−1)m+i1,
i2 = 1, ..., lt, i1 = i+ 1, ...,m, to simplify (17) to
rie
−jθi
=
(
σ−2h +
nρ
lt
)−1
ρ
m∑
i1=i+1
∑
r
lt∑
i2=1
c∗(i2−1)m+i1−i
×yr,(i2−1)m+i1−ic(i2−1)m+i1y∗r,(i2−1)m+i1 . (23)
Consequently, (15) is simplified to
fˆδ
.
=
4π
∑m−1
i=1 iri(θi +mi2π) + σ
−2
fδ
µfδ
8π2
∑m−1
i=1 i
2ri + σ
−2
fδ
. (24)
7Algorithm 3 Frequency Offset Estimation for Scrambled Time
Division Pilot and Zero Mean i.i.d. Channel
1) Input: Matched filter output yr,k, r = 1, ..., lr, k =
1, ..., n.
2) Calculate rie
−jθi ,i = 1, ...,m− 1, according to (23)
3) [θi +mi2π]i=1:m−1 = phase unwrap
(
[θi]i=1:m−1
)
4) Calculate fˆδ according to (24)
5) Output: fˆδ.
Thus, the frequency estimation algorithm can be modified
to Algorithm 3.
—————
We observe that the both [Ilt ]i=1:m and
[
~1m
]
i,i=1:lt
have
one 1 per row and m 1’s per column. They represent two
opposite ways to arrange the rows and are useful in differ-
ent scenarios and have different performance. The periodic
structure is useful when we do not want to switch on and
off antennas. For the same amount of signal energy, it only
requires 1
lt
peak power per antenna of the time division
structure, because all antennas are on all the time. The TD
structure is useful when we need backward compatibility to
single antenna systems and when we can afford larger peak
power per antenna.
V. PERFORMANCE BOUNDS
We compare the mean square error of the above MAP
frequency estimation with Bayesian Cramér-Rao Lower Bound
(BCRLB). We see below that when σ−2fδ
= 0, the BCRLB
becomes CRLB for mean square error conditioned on {fδ =
fδ}. The bounds are not a function of fδ. Since the optimal
pilot for channel estimation is orthogonal across transmit
antennas, we assume such in the following.
The BCRLB is given in [26] for parameter estimation
with prior knowledge. The proof of the following theorem
implies that
∂ ln(f~y|fδ (~y|fδ)ffδ (fδ))
∂fδ
and
∂2 ln(f~y|fδ (~y|fδ)ffδ (fδ))
∂f2
δ
are absolutely integrable with respect to ~y and fδ, satisfying
the conditions of BCRLB.
Theorem 12. For any estimator satisfying
lim
fδ→∞
E
[
fˆδ − fδ|{fδ = fδ}
]
ffδ (fδ) = 0
and
lim
fδ→−∞
E
[
fˆ δ − fδ|{fδ = fδ}
]
ffδ (fδ) = 0,
the mean square frequency estimation error for channel model
(1) with any orthogonal pilot signal S, satisfying S†S = nρ
lt
I ,
is lower bounded by the Bayesian CRLB:
E
[(
fˆδ − f δ
)2]
≥ BCRLB
=
1
−E
[
∂2 ln(f~y|fδ (~y|fδ)ffδ (fδ))
∂f2
δ
] , (25)
=
1
β + σ−2fδ
. (26)
Setting σ−2fδ
= 0, the conditional mean square error is lower
bounded by the CRLB:
E
[(
fˆδ − fδ
)2
|{fδ = fδ}
]
≥ CRLB
=
1
−E~y|{fδ=fδ}
[
∂2 ln(f~y|fδ (~y|fδ))
∂f2
δ
] , (27)
=
1
β
,
where
β = 8π2ℜ
[
n−1∑
k=1
k2×
(∑
r,t
∑
t′
st,k+1s
∗
t′,k+1µ
∗
hr,t′
br,t+
n∑
k1=k+1
∑
r1,t1,r2,t2
ar1,t1,r2,t2 ×
st1,k1s
∗
t2,k1−k
∑
t′
2
st′
2
,k1−k
∑
t′
1
s∗t′
1
,k1
×
(
c∗hr1,t′1 ,hr2,t′2
+ µhr2,t′2
µ∗hr1,t′1
))]
(28)
ar1,t1,r2,t2 is given in (6); br,t is given in (7).
• If the channel is i.i.d. zero mean with Σ~h = σ
2
hI and
~µ~h =
~0 and the pilot signals are orthogonal, i.e., S†S =
nρ
lt
Ilt×lt , then
β = 8π2lr
(
σ−2h +
nρ
lt
)−1
σ2h ×
n−1∑
k=1
k2
n∑
k1=k+1
|s¨k1,k1−k|2 , (29)
where s¨k1,k1−k is defined in (18).
– In addition, for the periodic pilot signal in (19),
β = βP =
2
3
π2lrlt
(
1 +
(
nρ
lt
σ2h
)−1)−1
×(
nρ
lt
σ2h
)(
n2
(
1− l
2
t
n2
))
(30)
– In addition, for the time division pilot signal in (22),
β = βT = l
−2
t βP (31)
The proof is given in Appendix C.
Remark 13.
Remark 14. The CRLBs decrease with received signal SNR
ρσ2h in the order of O
(
1
ρσ2
h
)
. It decrease with the pilot length
n in the order of O
(
1
n3
)
and decrease with the number of
receive antenna in the order of O
(
1
lr
)
.
8A. Pilot/Training Signal Design for CFO and Channel Esti-
mation
Orthogonality: The BCRLB can guide the design of the
pilot signals for frequency estimation. The pilot signal is also
used for channel estimation. Since in general it is not practical
to design pilot signals for each specific channel correlation,
one should design it for i.i.d. channel coefficients. It is easy
to prove that the optimal pilot for channel estimation for i.i.d.
channel satisfies S†S = nρ
lt
I , as long as n ≥ lt so that the pilot
signals are orthogonal across transmit antennas. Therefore, the
BCRLB with β in (29) is the right one to guide the pilot signal
design.
Time Spread: To minimize the BCRLB, we need to maxi-
mize the weighted sum
∑n−1
k=1 k
2
∑n
k1=k+1
|s¨k1,k1−k|2, where
s¨k1,k1−k of (18) is the inner product of the rows of S. The
larger the row index difference, the larger the weight k2 is.
This suggests to spread the energy of the pilot signal at the
top few and the bottom few rows of S, with zeros in between
and repeated rows at the top and the bottom. For example,
ST =
[
1 1 0 · · · 0 1 1
1 −1 0 · · · 0 −1 1
]
would be a good
choice. The intuition is that the larger the spread, the larger
phase the frequency produces and thus, the easier to detect.
Another consideration is the acquisition range limited by the
ambiguity due to that ejθ is a periodic function. Thus, the
design guide line of the pilot signals is to place it at the
beginning and repeat it at the end of a packet with enough
consecutive symbol time of pilot to satisfies the acquisition
range requirement.
Periodic and Time Division Structures: We observe that the
CRLB of periodic pilot, CRLBP = l
−2
t CRLBT, has an l
2
t
advantage over the CRLB of the time division pilot, CRLBT,
due to wider spreading of ones over time in (19), resulting in
lt times larger phase change for the same frequency offset. On
the other hand, the consecutive symbols in time division pilot
results in larger acquisition range. Combining both periodic
and time division structures in one pilot signal is expected
to obtain the advantages of both, as demonstrated in the next
section.
VI. SIMULATION RESULTS
Summary of Observations: We show the simulation results
on the CFO estimation. The MMSE channel estimation is
standard and is not shown. (1) We compare the average CFO
MAP estimation square error and BCRLB with the results
of ML estimation and CRLB. Unlike the ML estimation
which diverges away from the CRLB at low SNR, the MAP
estimation achieves the BCRLB at almost all SNR range. (2)
We consider three kinds of pilot signals, periodic pilot, time
division (TD) pilot, and a combination of periodic and TD
pilots. The periodic pilot is shown to achieve the smaller
BCRLB than the TD pilot, while the TD pilot achieves larger
acquisition range than the periodic pilot. The combined pilot
achieves the advantages of both periodic and TD pilots. (3)
When the CFO varies from packet to packet but is correlated,
it is shown that, unlike the ML estimation, the MAP estimation
can track the CFO and achieves much better performance.
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Fig. 1. Average estimation square error compared with BCRLB/CRLB for
ML and MAP estimation.
Simulation Parameters: (1) MIMO size: number of trans-
mitter antennas is lt = 2, number of receiver antennas is
lr = 2. (2) Pilot length: n = 16 symbols; (3) CFO distribution:
fδ∼ N (µfδ , σ2fδ ) where µfδ = 0.01, σ2fδ = 10−5.
A. Average Square Error and BCRLB
Approximately Achieving BCRLB: Figure 1 shows the av-
erage CFO MAP and ML estimation square errors and the
BCRLB and CRLB bounds for periodic and time division
pilots and for i.i.d. zero mean channels and spatially correlated
non-zero mean channels. It can be seen that at low SNR, the
MAP results still almost overlap with the BCRLB, which is
not the case for the ML results. At high SNR, the average
square error and the BCRLB/CRLB of the TD pilot is l2t = 4
times of that of periodic pilot.
B. Acquisition Range and Combined Pilot Structure
Periodic and TD Pilots: Figure 2 shows the acquisition
range of periodic and time division pilots at 20dB SNR. One
can observe that the periodic pilot has smaller square error
while the TD pilot has larger acquisition range that almost is
the largest possible of
∣∣f δ − µfδ ∣∣ < 0.5.
Combined Pilots: This observation motivates the combi-
nation of both pilot structure to design a pilot that has the
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Fig. 2. Acquisition range of CFO estimation for different pilots.
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Fig. 3. MSE and acquisition range of combined pilot comparing with the
periodic and TD pilots
advantages of both. Figure 3 shows that this is indeed possible.
The combined pilot with 8 symbol time of periodic pilot
followed by 8 symbol time of TD pilot achieves almost as
small square error as the periodic pilot of the same length and
almost as large acquisition range as the TD pilot of the same
length.
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Fig. 4. Tracking performance of CFO estimation in i.i.d channels
C. MAP Estimation for CFO Tracking
Tracking: The MAP estimation provides a means for track-
ing time varying parameters. Here, we give an example of CFO
tracking by taking advantage of the prior knowledge, where
the CFO changes from packet/frame to packet/frame but is
correlated from frame to frame. The estimated CFO fˆδ,ν of
the ν-th frame and its BCRLBν can be used together with
the correlation model to calculate the ν + 1-th frame’s prior
knowledge of fδ,ν+1. In this example, we assume the channel
is independent from frame to frame to isolate the benefit of
CFO tracking.
Example Model: We use a simple AR model for the CFO.
It is straightforward for a designer to adapt the result here for
other desired models. The model is fδ,ν+1 = ρf δ,ν + (1 −
ρ)µfδ + wν+1, where 0 ≤ ρ ≤ 1 controls the correlation;
µfδ is the stationary mean; and wν+1 ∼ N (0, σ2w) is an
i.i.d. Gaussian noise. Since the MAP estimation approximately
achieves BCRLB for almost all SNR according to the above
simulation results, we may approximately assume Bν ={
fδ,ν : E
[
fδ,ν
]
= fˆδ,ν,Var
[
f δ,ν − fˆδ,ν
]
= BCRLBν
}
after
finishing the estimation using frame ν. Then according to the
AR model, the conditional mean E
[
fδ,ν+1|Bν
]
= ρfˆδ,ν +
(1 − ρ)µfδ and conditional variance Var
[
fδ,ν+1|Bν
]
=
ρ2BCRLBν +σ
2
w may serve as the prior knowledge for frame
ν + 1. The stationary variance is Var
[
fδ,∞
]
=
σ2w
1−ρ2 .
Observation: For the AR model with ρ = 0.9, µfδ =
0.1, σ2w = 10
−8, SNR = 10dB, and pilot length per frame
n = 16, the simulation result is in Figure 4. For the first
frame, the variance of the CFO is assumed to be infinity,
resulting in an ML estimation. The MAP estimation is applied
since the 2nd frame. We can observe that the MAP tracking
performance improves over time and is much better than the
ML estimation that does not use the prior knowledge. The
BCRLBs for periodic and TD pilot in the figure overlap in
this case and assume perfect estimation of the previous frame.
Thus, it is a lower bound. If desired, the performance can
be improved by a backward belief propagation from the last
frame to the first frame.
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VII. CONCLUSION
In this paper, the solution of the joint MAP estimation of
channel states and the frequency offset is provided. Unex-
pectedly, the solution is separable with an individual MAP
estimation of the CFO with channel statistic information first.
An almost closed form algorithm is given. The Bayesian
Cramér-Rao Lower bounds (BCRLB) is derived in closed
form for the frequency offset estimation with prior knowledge.
Based on it, pilot signal signal design guideline is provided on
mean square error and acquisition range trade-off. Simulations
with different pilot structures are conducted and analyzed.
The simulation results show that the proposed algorithm
has bound-approaching performance at almost all SNR and
a wide acquisition range. The MAP estimation provides a
different means to track time varying CFO, as demonstrated
in simulation, and can achieve much better performance than
the ML estimation.
APPENDIX A
PROOF OF THEOREM 3 OF THE MAP ESTIMATOR
Since det(πΣ~y|fδ ) is not a function of fδ, we can maximize
the exponent in (10) as
fˆδ = argmax
fδ
f~y|fδ (~y|fδ)ffδ (fδ)
= argmax
fδ
− (~y − ~µ~y|fδ)†Σ−1~y|fδ (~y − ~µ~y|fδ)
−1
2
σ−2fδ
∣∣fδ − µfδ ∣∣2 (32)
We calculate the terms in (32) below. The conditional
covariance
Σ−1~y|fδ
=
(
X`Σ~hX`
† + I
)−1
=
(
I − X`
(
Σ−1~h
+ X`†X`
)−1
X`†
)
(33)
=
(
I − X`
(
Σ−1~h
+ S`†S`
)−1
X`†
)
is converted by the Woodbury matrix identity. Then(
~y − ~µ~y|fδ
)†
I
(
~y − ~µ~y|fδ
)
= ~y†~y + ~µ†~y|fδ
~µ~y|fδ − 2ℜ
[〈
~y, ~µ~y|fδ
〉]
= ~y†~y + ~µ†~h
X`†X`~µ~h − 2ℜ
[〈
~y, X`~µ~h
〉]
= ~y†~y + ~µ†~hS`
†S`~µ~h − 2ℜ
[〈
X`†~y, ~µ~h
〉]
, (34)
and (
~y − ~µ~y|fδ
)†
X`
(
Σ−1~h
+ S`†S`
)−1
X`†
(
~y − ~µ~y|fδ
)
=
(
X`†~y − S`†S`~µ~h
)† (
Σ−1~h
+ S`†S`
)−1 (
X`†~y − S`†S`~µ~h
)
=
(
X`†~y
)† (
Σ−1~h
+ S`†S`
)−1 (
X`†~y
)
+(
S`†S`~µ~h
)† (
Σ−1~h
+ S`†S`
)−1 (
S`†S`~µ~h
)
−2ℜ
[(
S`†S`~µ~h
)† (
Σ−1~h + S`
†S`
)−1 (
X`†~y
)]
. (35)
After discarding terms in (34) and (35) that are not functions
of fδ, we obtain (12).
APPENDIX B
PROOF OF THEOREM 6
We find the derivatives of the three terms in
∂g(~y,fδ)
∂fδ
of (12)
as follows. The first one is
∂2ℜ
[〈
X`†~y,~b
〉]
∂fδ
= 2ℜ
[〈
∂
∂fδ
[
S†
[
e−j2πfδ(k−1)yr,k
]
k
]
r
,~b
〉]
= 2ℜ
[
−j2π
〈[
S†
[
(k − 1)e−j2πfδ(k−1)yr,k
]
k
]
r
,~b
〉]
= 4πℑ
[〈[
S†
[
(k − 1)e−j2πfδ(k−1)yr,k
]
k
]
r
,~b
〉]
= 4πℑ
[
n−1∑
k′=1
e−j2πfδk
′
k′
∑
r,t
s∗t,k′+1yr,k′+1b
∗
r,t
]
= −4πℑ
[
n−1∑
k′=1
ej2πfδk
′
k′
∑
r,t
st,k′+1y
∗
r,k′+1br,t
]
. (36)
The second one is
∂
(
X`†~y
)†
A
(
X`†~y
)
∂fδ
=
∂Tr
(
A
(
X`†~y
)(
X`†~y
)†)
∂fδ
=
∂Tr
(
AS`†F` †~y~y†F` S`
)
∂fδ
= Tr
(
AS`†
[[
∂
∂fδ
ej2πfδ(k1−k2)
×yr2,k2y∗r1,k1
]
k2,k1
]
r2,r1
S`
)
= Tr
(
A
[
S†
[
j2π(k1 − k2)ej2πfδ(k1−k2)
×yr2,k2y∗r1,k1
]
k2,k1
S
]
r2,r1
)
= j2π
∑
k1,k2
ej2πfδ(k1−k2)(k1 − k2)×
∑
r1,t1,r2,t2
st1,k1ar1,t1,r2,t2s
∗
t2,k2
yr2,k2y
∗
r1,k1
(37)
= −4πℑ
[
n−1∑
k′=1
ej2πfδk
′
k′
n∑
k1=k′+1
∑
r1,t1,r2,t2
ar1,t1,r2,t2st1,k1s
∗
t2,k1−k′yr2,k1−k′y
∗
r1,k1
]
, (38)
where (38) follows from the observation that x−x∗ = 2jℑ[x]
and that the summand in (37) is anti-symmetric when exchang-
ing k1 and k2 and thus, we only need to sum for k1 > k2,
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while defining k′ = k1 − k2 and replacing k2 = k1 − k′. The
third one is
−1
2
σ−2fδ
∂
∂fδ
∣∣fδ − µfδ ∣∣2
= −σ−2fδ
(
fδ − µfδ
)
. (39)
Combing eq. (36, 38, 39), we obtain eq. (13, 14).
APPENDIX C
PROOF OF THEOREM 12 OF THE CRAMER-RAO LOWER
BOUND
To calculate the BCRLB, calculate
∂2 ln
(
f~y|fδ (~y|fδ)ffδ (fδ)
)
∂f2δ
=
∂2g(~y, fδ)
∂f2δ
= − ∂
∂fδ
4πℑ
[
n−1∑
k=1
ej2πfδkkrke
−jθk
]
− ∂
∂fδ
σ−2fδ
(
fδ − µfδ
)
(40)
= −4πℑ
[
j2π
n−1∑
k=1
ej2πfδkk2rke
−jθk
]
− σ−2fδ
= −8π2ℜ
[
n−1∑
k=1
ej2πfδkk2rke
−jθk
]
− σ−2fδ ,
where we have used (13).
Note that E [·] = Efδ
[
E~y|fδ [·]
]
. We calculate
E~y|fδ
[
∂2 ln
(
f~y|fδ (~y|f δ)ffδ (f δ)
)
∂f2δ
]
= −8π2ℜ
[
n−1∑
k=1
ej2πfδkk2E~y|fδ
[
rke
−jθk
]]− σ−2fδ(41)
first. Inspecting (14), we need to calculate
E~y|fδ
[
y∗r,k+1
]
= E~y|fδ
[
e−j2πfδk
∑
t′
s∗t′,k+1h
∗
r,t′ + n
∗
r,k+1
]
= e−j2πfδk
∑
t′
s∗t′,k+1µ
∗
hr,t′
and
E~y|fδ
[
y∗r1,k1yr2,k2
]
= E~y|fδ



e−j2πfδ(k1−1)∑
t′
1
s∗t′
1
,k1
h∗r1,t′1
+ n∗r1,k1



ej2πfδ(k2−1)∑
t′
2
st′
2
,k2hr2,t′2 + nr2,k2




k2=k1−k= e−j2πfδk
∑
t′
1
s∗t′
1
,k1
∑
t′
2
st′
2
,k1−kE
[
h∗r1,t′1hr2,t
′
2
]
+δ[r1 − r2]δ[k],
where E
[
h∗r1,t′1
hr2,t′2
]
= c∗hr1,t′1hr2,t′2
+ µhr2,t′2
µ∗hr1,t′1
; and
chr1,t′1hr2,t′2
is defined in (2). They are used to obtain
E~y|fδ
[
rke
−jθk
]
= e−j2πfδk
∑
r,t
∑
t′
st,k+1s
∗
t′,k+1µ
∗
hr,t′
br,t +
e−j2πfδk
n∑
k1=k+1
∑
r1,t1,r2,t2
ar1,t1,r2,t2 ×
st1,k1s
∗
t2,k1−k
∑
t′
2
st′
2
,k1−k
∑
t′
1
s∗t′
1
,k1
×
(
c∗hr1,t′1 ,hr2,t′2
+ µhr2,t′2
µ∗hr1,t′1
)
, k 6= 0. (42)
Plug (42) into (41), we see that
E~y|fδ
[
∂2 ln(f~y|fδ (~y|fδ)ffδ (fδ))
∂f2
δ
]
is not a function of f δ.
Therefore,
E~y|fδ
[
∂2 ln
(
f~y|fδ (~y|f δ)ffδ(f δ)
)
∂f2δ
]
= Efδ
[
E~y|fδ
[
∂2 ln
(
f~y|fδ (~y|fδ)ffδ (fδ)
)
∂f2δ
]]
,
which is plugged into (25) to obtain β of BCRLB in (28).
One can calculate E~y|{fδ=fδ}
[
∂2 ln(f~y|fδ (~y|fδ))
∂f2
δ
]
and ob-
serve that it is obtained by setting σ−2fδ
= 0. This gives CRLB.
• For i.i.d. zero mean channel, (29) is proved by plugging
(16) into (28) and employing the definition of s¨k1,k1−k
in (18).
– For periodic pilot, observe that according to 18,
|s¨k1,k1−k|2 = ρ2
is only nonzero for k = ilt, i = 1, ...,m− 1. Define
k1 = (i1 − 1)lt + i2, i1 = i + 1, ...,m, i2 = 1, ..., lt.
Then in 29,
n−1∑
k=1
k2
n∑
k1=k+1
|s¨k1,k1−k|2
=
m−1∑
i=1
(ilt)
2
m∑
i1=i+1
lt∑
i2=1
ρ2
= ρ2l3t
m−1∑
i=1
i2(m− i)
= ρ2l3t
(
m(m− 1)m(2m− 1)
6
− (m− 1)
2m2
4
)
= ρ2l3t
(
m2(m2 − 1)
12
)
.
=
ρ2
lt
(
n2(n2 − l2t )
12
)
,
which produces 30.
– For time division pilot, observe that according to 18,
|s¨k1,k1−k|2 = ρ2
12
is only nonzero for k = i = 1, ...,m − 1. Define
k1 = (i2− 1)m+ i1, i2 = 1, ..., lt, i1 = i+1, ...,m.
Then in 29, similarly
n−1∑
k=1
k2
n∑
k1=k+1
|s¨k1,k1−k|2
=
m−1∑
i=1
(i)2
m∑
i1=i+1
lt∑
i2=1
ρ2
=
ρ2
l3t
(
n2(n2 − l2t )
12
)
,
which produces 30.
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