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1) 上下文选择函数cont(t) 决定了与目标词 t同处一条共现链的词，即以目标词 t为中心、大小为windowSize的窗口内的词。































1 ∀basis element b:∀ target t:
2 Initialize matrix cell M[t][b] with 0,frequecncy vector wordFreq with 0
3 for every target word t
4 Compute local context cont(t)
5 wordFreq（t）+= 1
6 For every path p in the cont(t)
7 b = μ（π）









1 ∀basis element b:∀target t:
2 Initialize matrix cell M[t][b] with 0,frequecncy vector wordFreq with 0
3 for every target word t
4 Compute local context cont(t)
5 wordFreq（t）+= 1
6 For every word w in the cont(t)
7 b = μ（w）














2) 语义相似度计算函数 similarity（w1,w2) ：计算词w1、词w2之间的分布语义相似度，该文采取余弦值作为相似度的度量。




1 for every word w in semantic space
2 NewSet.clear();
3 Queue.add（w）;
4 connected = false;
5 while（！queue.isEmpty（））
6 t = Queue.poll( )；
7 NewSet.add(t);
8 bSet = biasis（t, ε）;








17 connected = true;
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