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A monic quadratic Hermitian matrix polynomial L(λ) can be fac-
torized into a product of two linearmatrix polynomials, say L(λ) =
(Iλ − S)(Iλ − A). For the inverse problem of ﬁnding a quadratic
matrix polynomial with prescribed spectral data (eigenvalues and
eigenvectors) it is natural to prescribe a right solvent A and then
determine compatible left solvents S. This problem is explored in
thepresent paper. The splitting of the spectrumbetween real eigen-
values and nonreal conjugate pairs plays an important role. Special
attention is paid to the case of real-symmetric quadratic polynomi-
als and the allocation of the canonical sign characteristics as well
as the eigenvalues themselves.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In mechanics, Hermitian quadratic matrix polynomials of the form
L(λ):=Mλ2 + Dλ + K, M > 0, D∗ = D, K∗ = K, (1)
frequently arise and we refer to (1) as a system. Here, M, D, K ∈ Cn×n and M > 0 means that M is
Hermitian positive deﬁnite. Because the coefﬁcient matrices are Hermitian, the spectrum of L(λ) is

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symmetric about the real axis in the complex plane. For simplicity, it will be assumed here that the
system is reduced to the monic case, M = In, which is always possible since M > 0. We recall that
if det L(λ0) = 0 and L(λ0)x = 0 for some nonzero x then λ0 and x are known as an eigenvalue and
(right) eigenvector of L(λ), respectively.
The general factorization theorem [3, Thm. 11.2] says that there is a factorization
L(λ) = λ2In + λD + K = (λIn − S)(λIn − A). (2)
The monic pencils (λIn − S) and (λIn − A) are called left and right linear divisors of L, respectively.
Straightforward calculations show that S and A satisfy
S2 + SD + K = 0, A2 + DA + K = 0.
We refer to S and A as left and right solvents of L(λ), respectively.
In applications it is often the case that only a few of the 2n eigenvalues of L(λ) can be predicted
with any conﬁdence. Also, they are sometimes the eigenvalues closest to the origin (associated with
the “fundamental modes”). In the present context these may be assigned as eigenvalues of A and the
eigenvalues of S adjusted to bemore distant from the origin (possibly associated with “high frequency
noise”).
It is our objective to take advantage of the factorization (2) in the design of techniques for solving
the inverse problem: ﬁnd a system with prescribed eigenvalues and eigenvectors. The strategy is ﬁrst
to assign the matrix A of (2) (and hence n eigenvalues and (possibly generalised) right eigenvectors)
and then to determine a class ofmatrices S for which (2) holds for someHermitianD and K . Solutions S
will then determine the remaining n eigenvalues directly—and the complementary right eigenvectors
(indirectly).
The nature of these problems depends on the distribution of the eigenvalues to be admitted. In
particular, a problem may be “mixed” in the sense that there are both real and nonreal eigenvalues,
or there may be no real eigenvalues (as in the case of elliptic problems considered in [7]), or all the
eigenvaluesmay be real (as in the case of quasihyperbolic andhyperbolic systems considered in [1,4,5],
for example).Wewill use the theory ofHermitianmatrix polynomials as developed in [3]. In particular,
the notion of the sign characteristics of simple real eigenvalues will play an important role. We refer
the reader to [8] for a careful discussion of canonical structures and the theory behind them.
2. Left solvents from right
It follows from the factorization (2) that, given a right solvent A ∈ Fn×n, where F denotes the ﬁeld
R orC, we are to ﬁndmatrices S ∈ Fn×n such that A + S = −D and SA = K are Hermitian (symmetric
when F = R). Thus
A + S = A∗ + S∗, SA = A∗S∗. (3)
This problem has the obvious solution S = A∗, which ensures that the real eigenvalues of L(λ) are
just those of A (if any). We draw attention to the fact that, although λ may be, by hypothesis, a simple
real eigenvalue of A, it is necessarily a defective real eigenvalue of multiplicity two of L(λ) = (Iλ −
A∗)(Iλ − A) [3, Thm. 12.8]. For this reason, we focus on solutions (admitting real eigenvalues) other
than S = A∗.
In contrast, Lancaster and Maroulas [6] have considered (3) under the assumption that A is non-
singular with all eigenvalues in the upper half plane. In this case the last equation in (3) is equivalent
to S = A∗H for some Hermitian H and the ﬁrst equation in (3) becomes A∗H − HA = A∗ − A. The
strategy there is to solve this equation for H in terms of A and then obtain S from S = A∗H.
The line of attack here is different and requires no assumptions on A. We make the decomposition
S = S1 + S2, S1 = S∗1 , S2 = −S∗2 ,
that is, S1 = 12 (S + S∗) and S2 = 12 (S − S∗). Then the ﬁrst of equations (3) simply says that S2 is
determined by A. Indeed,
S2 = −1
2
(A − A∗). (4)
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Now the second equation, SA = A∗S∗, is equivalent to (S1 + S2)A = A∗(S1 + S2)∗ = A∗(S1 − S2) and
hence, S1A − A∗S1 = −(S2A + A∗S2) which, on using (4), becomes
S1A − A∗S1 = 1
2
(A2 − (A∗)2). (5)
Theorem 1. Given a matrix A ∈ Fn×n, a matrix S ∈ Fn×n is such that both S + A and SA are Hermitian if
and only if
S = S1 − 1
2
(A − A∗),
where S1 ∈ Fn×n is a Hermitian solution of (5).
Proof. The statement is already proved in one direction. For the converse, we have
S + A = S1 − 1
2
(A − A∗) + A = S1 + 1
2
(A + A∗),
and since S∗1 = S1, we see that S + A is Hermitian. Then
SA =
(
S1 − 1
2
(A − A∗)
)
A = S1A − 1
2
A2 + 1
2
A∗A.
But (5) gives S1A = A∗S1 + 12 (A2 − (A∗)2) so that
SA= A∗S1 − 1
2
(A∗)2 + 1
2
A∗A,
= A∗
(
S1 + 1
2
(A − A∗)
)
,
= A∗
(
S1 − 1
2
(A − A∗)
)∗
, since S∗1 = S1,
= A∗S∗, by deﬁnition of S. 
The existence of a Hermitian solution of (5) is not in question because, clearly, there is always a
solution S1 = 12 (A + A∗). Also, it is well-known that Eq. (5) has a unique solution S1 if and only if
A and A∗, have no eigenvalues in common. In particular, this happens when the right solvent A has
all of its eigenvalues in the open upper half of the complex plane. The resulting matrix polynomial
L(λ) = Iλ2 − λ(A + A∗) + A∗A has no real eigenvalues: it is elliptic since L(λ) > 0 for all real λ.
Thus, in order to generate a polynomial with mixed real and nonreal spectrum it is necessary to
consider the solutions of Eq. (5) in the singular case (when A, and hence A∗, have real eigenvalues). The
following simple example indicates some of the issues to be resolved in our analysis.
Example 1. Consider a right solvent determined by the real matrix A =
[
0 −1
1 0
]
. In this way, we
specify a pair of nonreal eigenvalues ±i, where i = √−1. Easy calculations show that the general
solution of (5) has the form
S1 =
[
ξ1 ξ2
ξ2 −ξ1
]
, ξ1, ξ2 ∈ R.
We obtain a family of left solvents
S = S1 + S2 =
[
ξ1 −1 + ξ2
1 + ξ2 −ξ1
]
, ξ1, ξ2 ∈ R
whose eigenvalues satisfy λ2 = ξ 21 + ξ22 − 1, and are real or complex depending on the choice of
the two real parameters ξ1, ξ2. Furthermore, since A and S are both real, so are the coefﬁcients of
L(λ) = (λI − S)(λI − A) = λ2I + λD + K ,
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D =
[−ξ1 −ξ2−ξ2 ξ1
]
, K =
[
1 − ξ2 ξ1
ξ1 1 + ξ2
]
, ξ1, ξ2 ∈ R.
3. Hermitian systems
Let A = XJX−1 be a Jordan canonical decomposition of A ∈ Cn×n and consider the set
C(J):={B ∈ Cn×n : BJ = (BJ)∗, B∗ = B}. (6)
Lemma 2. If A ∈ Cn×n has a Jordan canonical decomposition A = XJX−1 then Z is a Hermitian solution
of the homogeneous equation ZA − A∗Z = 0 if and only if Z = X−∗BX−1 for some B ∈ C(J).
Proof. If B ∈ C(J) and Z = X−∗BX−1 then
ZA= (X−∗BX−1)(XJX−1) = X−∗(BJ)X−1 (7)
= X−∗(J∗B)X−1 = (X−∗J∗X∗)(X−∗BX−1) = A∗Z. (8)
Conversely, if ZA = A∗Z for some Hermitian Z then we have Z(XJX−1) = (X−∗J∗X∗)Z , whence
(X∗ZX)J = J∗(X∗ZX) and X∗ZX ∈ C(J). 
Theorem 3. Given amatrix A ∈ Cn×n with Jordan canonical decomposition A = XJX−1, all matrices S for
which L(λ) = (λI − S)(λI − A) is Hermitian have the form
S = A∗ + X−∗BX−1, (9)
for some B ∈ C(J).
Proof. There is a particular solution S1 = 12 (A + A∗) of (5) so, using Lemma 2, the general solution to
(5) has the form
1
2
(A + A∗) + X−∗BX−1, B ∈ C(J).
Then, by Theorem 1, the class of all matrices for which S + A and SA are Hermitian has the form
1
2
(A + A∗) + X−∗BX−1 − 1
2
(A − A∗) = A∗ + X−∗BX−1,
as required. 
Example 2. Let A =
[
2 0
0 3
]
. In Eq. (9) take B1 = 0 from C(J), then S = A =
[
2 0
0 3
]
. If we take B2 =[
1 0
0 −1
]
from C(J) then S =
[
3 0
0 2
]
.
In both cases we generate a system L(λ) = (Iλ − S)(Iλ − A)with eigenvalues 2 and 3 of algebraic
multiplicity two. The interesting feature is that, in the second case the eigenvalues are semisimple and
in the ﬁrst they are defective.
If one has the freedom to assign eigenvalues to a system it is most likely that they will be chosen
to be distinct. So we now assume that A = XJX−1 ∈ Cn×n has distinct eigenvalues and write
J = diag
⎛
⎜⎜⎝λ1, λ2, . . . , λ2s︸ ︷︷ ︸
conj.pairs
, λ2s+1, . . . , λ2s+r︸ ︷︷ ︸
nonreal
, λ2s+r+1, . . . , λ2s+r+t︸ ︷︷ ︸
real
⎞
⎟⎟⎠ , (10)
where the 2s + r nonreal eigenvalues consists of s complex conjugate pairs (λ2j−1, λ2j) with λ2j =
λ2j−1, j = 1: s and r nonreal eigenvalues satisfying λ2s+j /= λ2s+k , j, k = 1: r. Under these hypotheses
it is easily seen that C(J) in (6) is a (2s + t)-dimensional manifold:
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C(J) =
{
diag
([
0 μ1
μ1 0
]
, . . . ,
[
0 μs
μs 0
]
, 0, . . . , 0, γ1, . . . , γt
)
∈ Cn×n :
μj = αj + iβj , αj , βj , γk ∈ R, (βj /= 0), j = 1: s, k = 1: t
}
. (11)
In particular, we see from Theorem 3 that, when A has no real eigenvalues (t = 0) and no complex
conjugate pairs (s = 0), then the trivial solution S = A∗ is unique.
If J has the form (10), then B is tridiagonal (as in (11)) and we interpret Theorem 3 in the following
way: Since X−1A = JX−1, the determination of coefﬁcients D and K is reduced essentially to the
calculation of the left eigenvectors (rows of X−1) associated with the eigenvalues of A. Indeed, in
the Jordan canonical decomposition of A, the rows of
X−1 =
⎡
⎢⎢⎣
y∗1
...
y∗n
⎤
⎥⎥⎦ (12)
deﬁne a complete set of left eigenvectors of A and we can rewrite S in (9) as
S = A∗ +
s∑
j=1
(
(αj + iβj)Yj + (αj − iβj)Y∗j
)
+
t∑
j=1
γjY2s+r+j , (13)
with rank-one matrices
Yj =
⎧⎨
⎩
y2j−1y∗2j , j = 1: s,
yjy
∗
j , j = 2s + r + 1: n.
(14)
With these constructions, Theorem 3 leads to the next result.
Corollary 4. Let A = XJX−1 ∈ Cn×n with distinct eigenvalues and J be as in (10). If Y is deﬁned from X−1
as in (12) and (14), then the coefﬁcients of a Hermitian system L(λ) = λ2I + λD + K having A as right
solvent can be written in the form
−D = A + A∗ +
s∑
j=1
(
(αj + iβj)Yj + (αj − iβj)Y∗j
)
+
t∑
j=1
γjY2s+r+j ,
K = A∗A +
s∑
j=1
(
λ2j(αj + iβj)Yj + λ2j(αj − iβj)Y∗j
)
+
t∑
j=1
λ2s+r+jγjY2s+r+j ,
where the 2s + t scalars αj , βj , j = 1: s, and γk, k = 1: t are arbitrary real parameters.
The next corollary indicates how the spectrum of the left divisor is determined by the right divisor
and the choice of B ∈ C(J).
Corollary 5. With the hypotheses of Theorem 3, the spectrum of the left solvent, S, is that of
J∗ + B(X∗X)−1, B ∈ C(J).
Proof. Since A∗ = X−∗J∗X∗, it follows from (9) and the fact that B∗ = B that
S = X−∗(J∗ + BX−1X−∗)X∗ = X−∗(J∗ + B(X∗X)−1)X∗,
which is a similarity—so the statement follows. 
4022 P. Lancaster, F. Tisseur / Linear Algebra and its Applications 436 (2012) 4017–4026
Example 3. Consider the right solvent with “mixed” spectrum:
A =
⎡
⎣2 2 + i −1 − 2i0 1 0
0 0 i
⎤
⎦ .
It is easily seen that we may take
y∗1 =
[
0 0 1
]
, y∗2 =
[
1 2 + i −i] , y∗3 = [0 −1 0]
as left eigenvectors corresponding to the eigenvalues i, 2, 1, respectively. With our conventions, the
left solvents of L(λ) will have the form S = A∗ +∑3j=2 γjyjy∗j . Taking γ2 = γ3 = 1 leads to
S =
⎡
⎣ 3 2 + i −i4 − 2i 7 −1 − 2i
−1 + 3i −1 + 2i 1 − i
⎤
⎦
and then we obtain the Hermitian matrices
D = −(S + A) =
⎡
⎣−5 −4 − 2i 1 + 3i−8 1 + 2i
−1
⎤
⎦ , K = SA =
⎡
⎣6 8 + 4i −2 − 6i17 −6 − 7i
8
⎤
⎦ .
Finally, σ(L) = σ(A) ∪ σ(S) ≈ {i, 2, 1} ∪ {−i, 1.3647, 9.6533}.
4. Real symmetric systems
We remark that the inverse problem for real symmetric systems with no real eigenvalues has been
studied in [6]. Theorem 9 of that paper gives a complete parametrization of such systems.
The givenmatrixA is now tobe a real right divisor andwe seek real left divisors S (so that coefﬁcients
D and K will be real). We can follow the earlier line of argument and obtain an analogue of Theorem 3
admitting mixed spectrum:
Theorem 6. Given a matrix A ∈ Rn×n with real Jordan canonical decomposition A = XRJRX−1R , all real
matrices S for which A + S and AS are real and symmetric have the form
S = AT + X−TR BRX−1R , (15)
for some BR ∈ CR(JR), where
CR(JR):={BR ∈ Rn×n : BRJR = (BRJR)T , BTR = BR}.
Explicit formulae for the real symmetric system coefﬁcients generated in this way are
D = −(S + A) = −(A + AT ) − X−TR BRX−1R ,
K = SA = ATA + X−TR (BRJR)X−1R .
Now assume that all eigenvalues of A are simple. Thus, A = XRJRX−1R with
JR = diag
([
σ1 ω1−ω1 σ1
]
, . . . ,
[
σs ωs−ωs σs
]
, λ2s+1, . . . , λ2s+t
)
∈ Rn×n, (16)
where (λ2k−1, λ2k)withλ2k−1 = σk + iωk andλ2k = λ2k−1, k = 1: s are the complex conjugate pairs
of eigenvalues. Then it is easy to show that
CR(JR) =
{
diag
([
α1 β1
β1 −α1
]
, . . . ,
[
αs βs
βs −αs
]
, γ1, . . . , γt
)
∈ Rn×n :
αj , βj , γk ∈ R, j = 1: s, k = 1: t
}
. (17)
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Example 4. Assigning
JR = diag
([−1 1
−1 −1
]
,−2,−3
)
, XR =
⎡
⎢⎢⎣
1 1 1 1
0 1 1 1
0 0 2 1
0 0 1 1
⎤
⎥⎥⎦
determines the right divisor
A = XRJRX−1R =
⎡
⎢⎢⎣
−2 2 1 −4
−1 0 1 −3
0 0 −1 −2
0 0 1 −4
⎤
⎥⎥⎦
with eigenvalues −1 ± i, −2 − 3. If we assign
BR = diag
([−2 0
0 2
]
,−4,−4
)
,
we obtain a matching left divisor from (15):
S =
⎡
⎢⎢⎣
−4 1 0 0
−4 0 0 −2
1 1 −9 13
−4 −5 10 −22
⎤
⎥⎥⎦
with eigenvalues −28.90, 1.54, −4.84, −2.80 to two decimal places. The real symmetric system
coefﬁcients obtained are
D =
⎡
⎢⎢⎣
6 −3 −1 4
0 −1 5
10 −11
26
⎤
⎥⎥⎦ , K =
⎡
⎢⎢⎣
7 −8 −3 13
8 2 −8
24 −41
99
⎤
⎥⎥⎦ .
Notice that, although a stable right solvent, A, is assigned (i.e. with eigenvalues in the open left-half
plane), the choice of BR produces an unstable eigenvalue in S (and hence in L(λ)). As Corollary 5 shows,
one way to ensure that all the eigenvalues of L are in the left half plane (i.e. the system is stable)
would be to ﬁrst choose A to be stable, and then conﬁne BR ∈ CR(JR) to matrices for which X−TR BRX−1R
is sufﬁciently small.
To illustrate, replacingBR in this example by the smallermatrixBR/4, results in a left divisorwith the
stable eigenvalues, −9.34, −0.43, −1.83, −2.39 (to two decimal places), and hence a stable system.
5. Sign characteristics
The sign characteristic is an intrinsic property for Hermitian matrix polynomials with real eigen-
values, and plays an essential role in the development of canonical forms and in perturbation theory
applied to real eigenvalues. It consists of a vector with components+1 or−1, one component for each
elementary divisor corresponding to a real eigenvalue. If we deﬁne the λ-derivative of L(λ), L(1)(λ) =
2λI + D then, for a simple real eigenvalue μ of L(λ) with right eigenvector x, the corresponding sign
in the sign characteristic is just
sign(x∗L(1)(μ)x) = sign(2μ(x∗x) + x∗Dx). (18)
The simple eigenvalue μ is said to be of positive type (or negative type) if the sign in (18) is positive
(or negative) and this is well deﬁned in the sense that x∗L(1)(μ)x /= 0 if μ is a simple eigenvalue
[2, Thm. 3.2].
Note the fact that, if (λk, xk) is an eigenpair of A then we have an eigenvalue and right eigenvector
of three different matrix functions of interest to us, namely,
λI − A, L(λ) = (λI − S)(λI − A), L0(λ):=(λI − A∗)(λI − A). (19)
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We note again that, although λk is, by hypothesis, a simple real eigenvalue of Awith eigenvector xk , it
is a defective real eigenvalue of multiplicity two of L0(λ) [3, Thm. 12.8]. In this defective case we have
x∗k L
(1)
0 (λk)xk = 2λk(x∗k xk) − x∗k (A + A∗)xk = 0. (20)
Now suppose that A has distinct eigenvalues with Jordan canonical decomposition A = XJX−1 and
J as in (10). Let a left solvent S be constructed as in Theorem 3. Then, for the resulting L(λ) we have
D = A + S and
L(1)(λ) = 2Iλ − (A + S) = 2Iλ − (A + A∗) − X−∗BX−1, (21)
for some B ∈ C(J). Let λk , n − t + 1 k n be a simple real eigenvalue of A and let xk = Xek be the
corresponding right eigenvector ofA (and so also of L(λ) and L0(λ)). Forming x
∗
k L
(1)(λk)xk andapplying
the two relations above, we ﬁnd that,
x∗k L(1)(λk)xk = −x∗k (X−∗BX−1)xk = −e∗kBek = −γk+t−n (22)
(ek is a unit coordinate vector). Comparing with (18), we see that the nonzero free parameters among
the γ1, . . . , γt in the deﬁnition of B ∈ C(J) (see (11)) determine the types of real eigenvalues of L
associated with A. Thus, we have:
Theorem 7. Let A ∈ Cn×n have distinct eigenvalues, Jordan canonical decomposition A = XJX−1 and let
J be written as in (10). Write S = A∗ + X−∗BX−1 for some B ∈ C(J) as in (11). Then the jth real eigenvalue
of A (namely λ2s+r+j , 1 j t) is an eigenvalue of L(λ) = (λI − S)(λI − A) of positive type if γj < 0 and
negative type if γj > 0. If γk = 0, then λk is a multiple eigenvalue of L(λ).
The last statement of the theorem follows fromCorollary 5 keeping inmind the deﬁnition (11). (See
also Theorem 3.2 of [2] in connection with (22).)
We remark that, if λk is a defective real eigenvalue with eigenvector xk , then there is a yk such that
L(λk)yk + L(1)(λk)xk = 0.
But then L(λk)xk = 0 implies that x∗k L(λk) = 0 and so γk = −x∗k L(1)(λk)xk = 0. Thus, for defective
real eigenvalues it is necessarily the case that γk = 0 in (22). An obvious analogue of Theorem 7 holds
when A ∈ Rn×n.
These results are consistent with the general2 Proposition 10.12 of [3].
It follows from Theorem 7 that if γj < 0 for all j = 1: t (or γj > 0 for all j = 1: t) then all the real
eigenvalues of the right divisor λI − A are of positive type (or negative type, respectively). Then there
must be exactly t real eigenvalues of the left divisor λI − S, and they must be a complementary set in
the sense that they are all of negative type (or positive type, respectively). In particular, if s = 0 in (11)
(i.e. A has no complex conjugate eigenvalue pairs) and all the γj are negative then S has exactly t real
eigenvalues of negative type.
The following example is instructive.
Example 5. Let a right divisor Iλ − A be deﬁned by
A =
⎡
⎣1 −1 02 3 2
1 1 2
⎤
⎦ .
The eigenvalues of A are 1, 2, 3 (so that s = 0, t = 3 in (11) and (13)) with left eigenvectors
y∗1 =
[
0 1/2 −1] , y∗2 = [1 0 1] , y∗3 = [1 1/2 1] ,
respectively. Hence, in Eq. (14) we have
2 The analysis of Section 10.5 of [3] is closely connected to this discussion, and relies on the general notion of “self-adjoint
triples”. This requires more machinery than we have used in this exposition.
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Y1 =
⎡
⎣0 0 00 1/4 −1/2
0 −1/2 1
⎤
⎦ , Y2 =
⎡
⎣1 0 10 0 0
1 0 1
⎤
⎦ , Y3 =
⎡
⎣ 1 1/2 11/2 1/4 1/2
1 1/2 1
⎤
⎦ .
(a) If we choose γ1 = γ2 = γ3 = 1 in (13), then
S =
⎡
⎣ 1 2 1−1 3 1
0 2 2
⎤
⎦+ 3∑
j=1
δjYj =
⎡
⎣ 3 5/2 3−1/2 7/2 1
2 2 5
⎤
⎦ .
In this way we generate a system L(λ) for which the eigenvalues of A are real with negative type
and the eigenvalues of S are real with positive type. Note that the eigenvalue s of S, which are
1.78, 2.69, 7.02 to two decimal places, interlace those of A. The quadratic L is quasihyperbolic
[1, Sec. 4.2].
(b) If we let γ1 = γ2 = γ3 = 15, then
S =
⎡
⎣ 31 19/2 3113/2 21/2 1
30 2 47
⎤
⎦
with truncated eigenvalues 71.11, 14.15, 3.23, all having positive type. This choice of parameters
determines ahyperbolic systemsince all eigenvalues are real and,with the eigenvalues in increas-
ing order, L(λ) has 3 consecutive eigenvalues of one type followed by 3 consecutive eigenvalues
of the other type with a gap between the 3rd and 4th eigenvalues [1].
(c) If we let γ1 = γ2 = 1, γ3 = −1, then
S =
⎡
⎣ 1 3/2 1−3/2 3 0
0 1 3
⎤
⎦
with a real eigenvalue and a conjugate pair—the spectrum is “mixed”.
(d) If we let γ1 = γ2 = 1 and γ3 = 0, then
S =
⎡
⎣ 2 2 2−1 13/4 1/2
1 3/2 4
⎤
⎦
with eigenvalues 1.79, 3, 4.45. In this case “3" appears as an eigenvalue of both A and S, and it
is a defective eigenvalue of L(λ) = (Iλ − S)(Iλ − A) since rank(L(3)) = 2.
6. Conclusions
The well-known result asserting that a self-adjoint quadratic matrix polynomial can be factorized
as a product of linear polynomials has been used to investigate the inverse (quadratic) eigenvalue
problem. We have shown that, when a linear right divisor is speciﬁed, there is a class of compatible
left divisors. Special attention is given toHermitian and real-symmetric systems and theways inwhich
conjugate pairs of eigenvalues, and two distinctive types of real eigenvalues are distributed between
the left and right divisors. Our methods also cast some light on the determination of stable systems –
in the sense that all eigenvalues have negative real parts.
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