Abstract. We study continuity and discontinuity properties of some popular measuredimension mappings in this work. We give examples to show that no continuity can be guaranteed under general weak, setwise or TV topology on the measure space. However, in some particular circumstances or by assuming some restrictions on the measures, we do have some continuity results. We then apply our continuity results to the case of t-conformal measures, to give a sufficient condition on the convergence of the Hausdorff dimensions of the t-conformal measures induced from the finite sub-families of an infinite regular CIFS. At last we give some remarks on the density method on deciding the Hausdorff dimensions of measures in our settings.
Introduction
Let X ⊂ R d be a nonempty compact subset, L d is the d-dimensional Lebesgue measure for d ∈ N. Denote by M(X) to be the collection of all the probability measures on (X, A ) with σ-algebra A . Let T : X → X be a transformation. Denote by M σ (X) and M e (X) separately to be the collections of all the invariant and ergodic probability measures on (X, A ), with respect to T . For a set A ⊂ X, let dim H A be its Hausdorff dimension. For a measure ν ∈ M(X), Consider the measure-dimension mappings from M(X) to [0, ∞) as following, dim H ν = inf{dim H A : ν(A) = 1, A ∈ A }, and dim * H ν = inf{dim H A : ν(A) > 0, A ∈ A }. Generally, the two measure-dimension mappings measure how well the mass is distributed over the space X (see [Fal1, Chapter 4] for an application of the idea of mass distribution). The two mappings coincide with each other on M e (X). We mainly focus on the measure-dimension mapping dim H in this work, however, there are usually dual results on the mapping dim * H . There is a well study of properties of various measure-dimension mappings, including dim H and dim * H in [MMR] . However, no continuity property is discussed there. Endowing the space M(X) (respectively, M σ (X) or M e (X)) with the weak, setwise or total variation (TV) topology, we give some examples of sequences of measures whose dimensions diverge, or do not converge to the dimensions of their limit measures. We also prove some continuity results under some restrictions on the sequences of measures.
We call dim H ν the Hausdorff dimension of the measure ν in the following. Intuitively, a measure ν with full dimension dim H X is best distributed on the underlying space X.
2010 Mathematics Subject Classification. Primary 11K50; Secondary 37E05, 28A80. The work is supported by ZR2018MF015, ZR2019QA003 from SPNSF and 2016Y28 from Binzhou University. Calculation of the number dim H ν for various ν ∈ M(X) is a big topic. The density method is widely used due to its convenience. For x ∈ X and r ≥ 0, let B(x, r) be the closed ball centered at x with radius r. We call d(ν, x) = lim inf r→0 log ν(B(x, r)) log r and d(ν, x) = lim sup r→0 log ν(B(x, r)) log r the lower and upper logarithmic density of the measure ν at x respectively. If the two numbers coincide, we call the number d(ν, x) the logarithmic density of the measure ν at x. Young [You, Proposition 2 .1] gave a sufficient condition to decide dim H ν by the density method. She proved that, for a measure ν ∈ M(X), if there exists a non-negative real c satisfying
We will give an example to show that the condition is not necessary for a measure ν to be of dimension c in Section 5. See also [BS, Fan, Heu, KRS, Mat, Pes] . Now we transfer to IFSs. For a countable index set I with at least two elements, we call the family S = {s i : X → X, i ∈ I} consisting of contractive maps an iterated function system (IFS). Let J be the limit set (attractor ) of S. There is a huge amount of study on the geometry of J, such as its Hausdorff dimension and measure. First assuming the open set condition or other seperating conditions and hyperbolicity of evenly occuring maps {s i } i∈I , now to extremely overlapping cases and radom maps {s i } i∈I without hyperbolicity. See for example [Bar, BHV, Fal4, FH, FL, GMW, Hut, KS, Mor, MU1, MU2, MiU1, MiU2, NW, Ols, Sch, SSU] . There are various distinctions between cases of #I (the cardinality of I) being finite and infinite, see for example [GM, MHU, MPU, MU1, MU2, MiU1, MiU2, RU] .
Among measures supported on J, people are particularly interested in invariant or ergodic ones whose Hausdorff dimensions are of dim H J. Existence of such kind of a measure can also be dealt with in the context of subadditive thermodynamical formalism. It is related to the equilibrium state as solutions of the functional equition [Kae, (1.2) ]. See also [Bow, Barr, Fal2, Fal3, FK, PPS] .
For a finite conformal IFS satisfying the open set condition, there exists a unique ergodic measure ν on J with dim H ν = dim H J, see for example [Bed, GL, Pat] . The result is extended to weakly geometrically stable conformal IFSs by Käenmäki [Kae] , and to conformal IFSs satisfying the asymptotically weak separation condition by Feng and Hu [FH] . For computations of the number via the entropy and Lyapunov exponents or other methods in various circumstances, see [Fen1, Fen2, Lal1, Lal2, LN, LP, NW, RW] .
For infinite conformal IFSs with finite entropy, Mauldin and Urbański showed the existence and uniqueness of the full dimensional t-conformal measures and ergodic measures on J. The precise statement will be given in Section 2. The ergodic measures can be constructed from the t-conformal measures. We will show that the conclusion still holds for a regular infinite conformal IFS with infinite entropy if its t-conformal measure does not vanish on some proper subset.
2. Weak, setwise, TV topology on M(X), conformal iterated function systems and the main theorems
To discuss the continuity of the measure-dimension mappings dim H and dim * H on M(X), we need to establish topology on M(X). We discuss the continuity under three popular topologies on M(X), these are, the weak, setwise and TV topology.
For a sequence of measures {ν n ∈ M(X)} ∞ n=1 , we say {ν n } ∞ n=1 converges weakly (narrowly) to ν ∈ M(X), if
for any bounded continuous real function f on X, see [Bil1, Bil2, Kle, Mat] . Denote the convergence in this sense by ν n w → ν as n → ∞. The topology with basis
with f being a bounded continuous real function and real ε > 0 is called the weak topology on M(X). There is a detailed study of the weak topology and its various applications in [Kal] . A sequence of measures {ν n ∈ M(X)} ∞ n=1 is said to converge setwisely to ν ∈ M(X), if
for any A ∈ A (see for example [Doo, FKZ, HL, Las] ). Denote the convergence in this sense by ν n s → ν as n → ∞. The induced topology with basis
with A ∈ A and real ε > 0 is called the setwise topology on M(X). Generally, we can not guarantee setwise convergence is stronger than weak convergence, without excluding some exotic sequences of measures {ν n ∈ M(X)} ∞ n=1 or some pathological underlying space X. However, the setwise convergence implies weak convergence if measures in the sequence are of uniformly bounded variations on a Polish space X, which is our interested setting in Section 4. The converse is usually not true, as one can see from our Example 3.1 and 3.2.
One can define a metric by
, which is called the total variation metric ( [Doo, FKZ, HL, Las, PS] ) on M(X). The induced topology is obviously stronger than setwise topology. Denote by
→ ν as n → ∞ for sequences converging in this sense. Sometimes one can only get setwise convergence instead of TV convergence. This happens just on our interested sequences of measures, see Lemma 4.5 and Remark 4.6.
There are sufficient or other equivalent conditions to obtain the weak, setwise or TV convergence of a sequence of measures, for example, see [Las, Lemma 4 .1], the VitaliHahn-Saks Theorem [Doo, p31, p155] , the Portmanteau Theorem [Bil1, Theorem 2.1] and [FKZ, Theorem 2.1, 2.2, 2.3] . There are no dynamical structures on the space X in these settings.
Considering the measure-dimension mappings, we will first give several counter examples to show the following result.
Theorem.
The measure-dimension mappings dim H and dim * H from M(X) to [0, +∞) is not continuous under the weak, setwise or TV topology.
But luckily we do have some partial continuity properties under the setwise topology.
The measure-dimension mapping dim H is lower semi-continuous under the setwise topol-
Compare the result with [RU, Theorem 5.2, Lemma 5.3 ], see also Proposition 3.8. While the weak convergence is used frequently in analysing the space M(X) with IFS structure on X, unfortunately, even semi-continuity of the measure-dimension mappings can not be guaranteed in this sense, see Remark 3.5. We have to resort to the stronger notion of setwise convergence on M(X) to achieve our aim. Now we introduce more notations and concepts for IFSs as well as some established results by Mauldin and Urbański, all of these can be found in [MU1] . Let |x, y| be the usual square root metric on
For an IFS S = {s i : X → X : i ∈ I} with a countable index set I (with at least two elements) and C 1+ǫ diffeomorphisms s i , assume there exists 0 < γ < 1, such that
for all i ∈ I and any points x, y ∈ X.
is a single point, so we define the projection map π : I ∞ → X to be,
s ω|n (X). The limit set J is our focus for an IFS. The derivatives s ′ i (x) as well as the relative distributions of their images s i (X) affect the geometry of J, but we deal with our problem in the best settings in this work.
For ω ∈ I * , let
be a cylinder set. Let B I ∞ be the σ-algebra generated by the cylinder sets {[ω] : ω ∈ I * }. Let B J be the pushing-forward σ-algebra of B I ∞ on J under the projection map π. Now we restrict ourselves to the conformal IFS (abbreviated as CIFS in the following), see [MU1] for the accurate definition and a well study of properties of this kind of systems. Generally speaking, these are IFSs satisfying the open set condition and bounded distortion property (BDP), with boundary points of Lebesgue density bounded below uniformly, and s i is extendable to a C 1+ǫ diffeomorphism onto a larger open connected set V ⊃ X for every i ∈ I. We focus on the probability measures supported on the limit set J in the following (or their trivial extensions to the whole set X). For t ≥ 0, a probability measure m ∈ M(J) (M(X)) is said to be t-conformal if
for any i, j ∈ I and i = j. Now we define the pressure function in the setting to deal with the dimensional problem, one can also refer to [MU1, Rue, Wal1, Wal2] for the notion. Let s
satisfying the chain rule. Then the topological pressure (see also [Bow, BCH, Wal1, You] ) of the CIFS S is defined as the asymptotic mean of log ψ n (t),
Due to BDP, the term s
A CIFS S is called regular if P (t) = 0 admits a solution. Now we collect the following results from [MU1] , which will be of our interest here. All their proofs can be found in [MU1] . For a CIFS S = {s i : X → X, i ∈ I} with countable index set I, we have (a) Σ i∈I s
and lim i∈I diam(s i (X)) = 0 for a system with infinite index set I, in which K ≥ 1 is the distortion parameter in BDP.
(b) In case of existence of a t-conformal measure m, there exists a unique Borel probability measure µ on I ∞ such that
for any ω ∈ I * . (c) In case of existence of a t-conformal measure m, there exists a unique ergodic σ-invariant probability measure µ * equivalent with µ. The pushing-forward measure m * of µ * under π is an ergodic measure on J equivalent with m. (d) A t-conformal measure m exists if and only if P (t) = 0. In case of its existence, it is unique, and m-almost every point x ∈ J has a unique preimage π −1 (x). (e) When P (t) = 0 has a solution h, then h is the unique solution and h = dim H J. In the general case, (2.5) dim H J = inf{t ≥ 0 : P (t) < 0} = sup
in which J F I is the limit set of a finite CIFS with finite indexing set F I ⊂ I.
(f) If S is a regular CIFS, then m F I w → m, in which m F I is the conformal measure with respect to the finite system with finite indexing set F I ⊂ I.
(g) For a regular system S, if the entropy of the dynamical system (I ∞ , B I ∞ , σ, µ * ) is finite, that is,
. By pulling back measures on (J, B J ) or pushing forward measures on (I ∞ , B I ∞ ) through π, we have the following commuting diagram, I
−−− → J Due to this reason, we will identify terminologies on the two dynamical systems (J, B J , T, m * ) and (I ∞ , B I ∞ , σ, µ * ). We will show that (g) holds for any regular system under the condition m(J F I ) > 0 for some finite indexing set F I ⊂ I in Section 4.
For any regular CIFS S = {s i : X → X, i ∈ I} with countable index set I, if m(J F I ) > 0 for some finite indexing set F I ⊂ I, we have dim H m = dim H J.
Discontinuity of dim H and dim *
H under weak, setwise or TV topology and some partial continuity results
We first give an example to show that for a weakly convergent sequence ν n w → ν, the two sequences {dim H ν n } n∈N and {dim * H ν n } n∈N may not converge. Recall that L 1 represents the 1-dimensional Lebesgue measure on R.
3.1. Example. Define a sequence of probability measures ν n on [0, 1] to be
in which δ 1 n is the Dirac measure at the point 1 n . Let ν = δ 0 be the Dirac measure at 0.
Obviously we have ν n w → ν as n → ∞ (but not setwisely). By the density method [You, Proposition 2 .1], we have
do not converge in Example 3.1. We then give an example to show that in case of ν n w → ν, even if both {dim H ν n } n∈N and {dim * H ν n } n∈N converge, their limit may not equal dim H ν or dim * H ν. The example is borrowed from [Bil1, Example 2.2].
Example.
Define a sequence of probability measures ν n on [0, 1] to be
. One might think that things will be better if the atomic measures are excluded, however, the following example shows that the discontinuity still exists among nonatomic measures.
Suppose C = {Σ ∞ n=1 a n 3 −n : a n = 0, 2} is the Cantor ternary set on [0,1] by cutting out the open middle third from each remaining closed intervals repeatedly. Denote by {C n,i } 2 n−1 i=1 the remaining 2 n−1 closed interval in step n (the n-th interval), so C = ∩ n ∪ i C n,i . Define a sequence of probability measures ν n on [0, 1] to be
According to results on finite IFS in Section 1, there is an unique ergodic invariant measure ν on C with dim H ν = dim *
. ν is in fact the mass distribution evenly in each cutting step. Now consider its trivial extension to a measure = dim H ν = dim * H ν. One might also hope that escalating the strength of convergence of measures will work, but we will give an example to show that convergence of dimension is not true even for TV convergent measures (see also Example 3.7).
Define a sequence of probability measures ν n on [0, 2] to be
It is easy to see that
In fact, continuity of measure-dimension mappings dim H and dim * H have no chance to be true if there is no dimensional restrictions on the sequences {dim H ν n } ∞ n=1 and {dim * H ν n } ∞ n=1 . Now we prove Theorem 2.2.
Proof of Theorem 2.2:
Proof. Assume that (2.1) does not hold, that is, lim inf n→∞ dim H ν n < dim H ν. Then we can find a sequence of positive integers {n k } ∞ k=1 and a real number a < dim H ν, such that
So there exists a sequence of measurable sets
This contradicts the definition of dim H ν, which justifies our theorem.
3.5. Remark. Theorem 2.2 is obviously wrong for weakly convergent sequence ν n w → ν as n → ∞ in M(X), as one can see from our Example 3.2. Together with Example 3.3, one can see that both lower semi-continuity and upper semi-continuity are not true for the two measure-dimension mappings under the weak topology.
Proof. This follows directly from Theorem 2.2.
Note that the proof of Theorem 2.2 can not be applied to the measure-dimension mapping dim * H , because if we choose a sequence of sets
In fact one can see from the following example that lower semi-continuity of the mapping dim * H is not always true for sequences ν n s → ν in M(X).
Example.
Alternatively, we have upper semi-continuity for the mapping dim * H , which shows the two mappings dim H and dim * H are dual to each other in some sense. 3.8. Proposition. The measure-dimension mapping dim * H is upper semi-continuous under the setwise topol-
Proof. Accoriding to the definition of dim * H ν, for any small ε > 0, we can find a measurable set A with ν(A) > 0 and dim H A ≤ dim * H ν + ε. Since ν n s → ν as n → ∞, we can guarantee that ν n (A) > 0 for any n large enough. This implies that
The proof is finished by letting ǫ → 0.
At last we prove a lemma comparing the dimensions between two comparable measures.
3.9. Lemma. For two measures ν, ν ′ ∈ M(X), if ν is absolutely continuous with respect to ν ′ , then
Proof. For A ∈ A, if ν ′ (A) = 1, then ν ′ (X \ A) = 0, since ν is absolutely continuous with respect to ν ′ , we have ν(X \ A) = 0, so ν(A) = 1, so
One is recommended to compare the lemma with [MMR, p220(a) ]. These conclusions again show duality of the two measure-dimension mappings.
Corollary. For two measures
In this section we always assume S = {s i : X → X, i ∈ N} is a regular infinite CIFS. Denote by J its limit set, h = dim H J. Due to (c), (d) and (e), there exists a unique h-conformal measure m (and a unique ergodic one m * ) supported on J. We do not assume the system has finite entropy. Let L n = {1, 2, · · · , n}. It is a natural idea to use its finite subsystems to approximate the infinite CIFS S. Let S n = {s i : i ∈ L n } be its n-th finite subsystem with limit set J n , n ∈ N. Let h n = dim H J n . According to (d) and (e), there exists a unique h n -conformal measure m n supported on J n , n ∈ N. Moreover, since S n has finite entropy, according to (g), we have h n = dim H m n for any n ∈ N. It is easy to see that J n ⊂ J n+1 ⊂ J is a strictly increasing set with respect to n, which implies that {h n } ∞ n=1 is a non-decreasing sequence. So by (2.5), we have (4.1) lim
All the measures can be extended trivially onto J or X. Our next aim is to show the following result.
Theorem.
Under the above notations, if m(J n 0 ) > 0 for some n 0 ∈ N, we have
We achieve this by Corollary 3.6. In the following we gradually show that the sequence of measures {m n } ∞ n=1 satisfies the two conditions in Corollary 3.6. We first give a coarse comparison about the two measures m and m n on J n .
Lemma.
Proof. We first show the result is true on the projected cylinder sets on J n , then transfer it to any closed measurable subset A ⊂ J n by finer coverings.
Since both measures are regular, the inequality extends to any measurable set A.
Now we continue to sharpen the inequality (4.3) by showing that b can be decreased to 1 in fact.
For any measurable set A ⊂ J n , we have
for any n ∈ N.
Proof. Again we first show that (4.4) holds on the projected cylinder sets on J n and then transfer it to any closed measurable set A ⊂ J n by finer coverings. We do this by reduction to absurdity. Now suppose (4.4) does not hold on the projected cylinder set
Then we can repeatedly find ω j ∈ L for l 1 + 1 ≤ j < ∞, such that
for any l 1 ≤ j < ∞. In the following we use the notation ω = (ω 1 , ω 2 , · · · ) ∈ L ∞ n to represent the selected infinite word. Let x ω = π(ω). Note that m(s ω| j (X)) = s ω| j−1 (X) |s
as j → ∞. Now let c = min{|s
, let ε > 0 be small enough such that c − ε > 1. Then by (4.5), we can find l 2 ∈ N large enough, such that m(s ω| j−1 (X) ) > (c − ε)m n (s ω| j−1 (X) ) for any j ≥ l 2 . Now repeating the argument on the sequence {s ω| j (X)} ∞ j=l 2 , we have that
for i ∈ N and all j ≥ l i large enough. This contradicts the inequality (4.3), which justifies (4.4) with A being a cylinder set. The general case follows from replaying the approximating argument in the proof of Lemma 4.2 by the decreasing sequence {∪ ω∈A k s ω (X)} ∞ k=1 covering A.
In the following we show a result converse in the sense of Lemma 4.3 on comparing the two measures m and m n on J in case of m(
for some n 0 ∈ N, then m n is absolutely continuous with respect to m on J for any n ≥ n 0 . Proof. Let m(A) = 0 for some A ⊂ J, then obviously m n (A ∩ (J \ J n )) = 0. Now let B = A ∩ J n , we will show that m n (B) = 0 for any n ≥ n 0 , which is enough to justify our lemma. We again achieve this by reduction to absurdity, via the ergodic measures m * and m * n equivalent with m and m n in (c). Suppose m n (B) > 0, we have m * n (B) > 0. By the ergodicity, we have m *
) > 0 for any n ≥ n 0 by the assumption, which implies that
for any n ≥ n 0 . Then (4.6) and (4.7) together give a contradiction to the formula (4.4), which justifies m n (B) = 0 for any n ≥ n 0 .
Combining Lemma 3.9 and Lemma 4.4, if m(J n 0 ) > 0 (or m * (J n 0 ) > 0) for some n 0 ∈ N, we have
Now we continue to strengthen the conclusion (f) in [MU1] by showing the following result. According to (b), let µ n be the unique Borel probability measure on for A being a cylinder set. We do this by induction on the level of the cylinder sets. First we establish the initiative step. Since X is compact, s i (x) is C 1+ε for any i ∈ N, due to BDP, (4.1) and (f), we have
for any i ∈ N. Now suppose (4.9) holds on any level k − 1 cylinder set for k ≥ 2, we will show that it is still true on any level k cylinder set. For a k-word ω = (
for n large enough. In the following we always assume n is large enough. Note that
Again due to BDP, (4.1) and (f), we have
Now by the inductive assumption on k − 1 level cylinder sets, we have
Then due to BDP, (4.1) and (f), we have lim n→∞ X |s
that is,
which completes the inductive step. At last, by replaying the argument at the end of proof of Lemma 4.3, we can first extend (4.9) from cylinder sets to closed measurable ones, and then to all measurable ones via regularity of the measures (or we can directly reach the conclusion in virtue of [FKZ, Theorem 2.3] ).
Remark.
We can not guarantee the convergence in Lemma 4.5 under TV topology. For example, let S = {s i : X → X, i ∈ N} be a regular CIFS with s i being a similitude ([Kae, Definition 3.9])) for any i ∈ N, that is, s ′ i (x) = a i , 0 < a i < 1 for any i ∈ N. One can show that m(J \ J n ) = 1 (hence m(J n ) = 0), so m n − m T V = m(J \ J n )} = 1 for any n ∈ N, which prohibits m n T V → m as n → ∞.
With all the preparations now, Theorem 4.1 follows from (4.8), Lemma 4.5 and Corollary 3.6. Now we are in a position to prove Theorem 2.3.
Proof of Theorem 2.3:
Proof. Due to (g), we only need to prove the theorem for any regular infinite CIFS with m(J F I ) > 0 for some finite indexing set F I ⊂ I, which follows from a combination of the fact h n = dim H m n , (4.1) and Theorem 4.1.
Note that by Corollary 3.10, we also have lim n→∞ dim H m * n = dim H J in case of m(J n 0 ) > 0 for some n 0 ∈ N.
For two infinite words ω, ω ′ ∈ N ∞ , let k be the least integer such that ω k = ω and dim H µ n = dim H µ * n → dim H µ as n → ∞ in case of m(J n 0 ) > 0 for some n 0 ∈ N.
Relationship between the dimension of a measure and its logarithmic density
For an arbitrary finite measure ν on X without dynamical structure, the lower and upper logarithmic density of the measure ν give upper and lower bounds on dim H ν and dim * H ν. Now let γ = sup{a ≥ 0 : ν{x ∈ X : d(ν, x) > a} > 0} and γ = inf{a ≥ 0 : ν{x ∈ X : d(ν, x) < a} > 0}.
