In the last few years, distributed hash table (DHT) has come forth as a useful addition to the design and specification of spontaneous, self-organizing networks. Researchers have exploited its advantages by implementing it at the network layer in order to design scalable routing protocols for mobile ad hoc networks. We identify two correlated issues that must be considered when designing DHTbased routing protocol, namely the mismatch problem and resilience of the logical network, which degrades the efficiency of the DHT-based routing protocols. To address these problems, we propose a DHT-based routing protocol that exploits a 3D logical space that takes into account the physical intra-neighbor relationships of a node and exploits a 3D structure to interpret that relationship. In the proposed scheme, each node runs a distributed algorithm to obtain a consecutive logical identifier that reflects its physical proximity in the 3D logical space. Moreover, the protocol utilizes the 3D-structure to maintain multi-paths to a destination node in order to address the scalability problem and gain resilience against a node/link failure. Simulation results show that the proposed approach outperforms the existing DHT-based routing protocol in terms routing overhead, end-to-end delay, path-stretch values and packet-delivery ratio.
INTRODUCTION
There are a variety of mobile ad hoc network (MANET) applications with practical implications and potential advantages [1] [2] [3] [4] [5] . As the demand for sharing data among users in a local area is increasing, MANET applications would be required to support a large number of users, which is only possible if the core routing protocol is scalable. The network-wide flooding adopted by traditional routings in MANET is the key factor that limits their scalability. It would be possible to support a large network (in terms of number of nodes) if we could eliminate or avoid network-wide flooding.
The research community has been using a distributed hash table (DHT) structure as a scalable substrate in order to provide a diverse set of functionalities, like information distribution, location service and location-independent identity [6, 7] , in various self-organized applications or systems in the Internet. It has come forth as a useful additional technique to the design and specification of spontaneous, self-organizing networks. The DHT-based approaches are initially proposed to work at the application layer for peer-to-peer (P2P) overlay over the Internet. Later on, researchers have exploited these protocols to work with MANETs, which have a totally different network architecture compared with the Internet. Both DHT-based P2P overlay and MANET share common characteristics, such as self-organization, decentralized architecture and dynamic topology. There exists a synergy between P2P overlays and MANET [8] , which can be exploited for large-scale routing. In the past few years, DHT has been adopted for largescale MANET routing protocols by directly implementing it at the network layer [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . These are termed as DHT-based paradigms for large-scale routing. The basic aim of these approaches is to address the scalability issues in MANETs by eliminating network-wide flooding. Table 1 defines important terms related to DHT-based routing in MANETs.
In DHT-based routing, a logical network (LN) is built up over the physical network in which each node is assigned a logical identifier (LID), which is obtained from pre-defined logical identifier space (LS). The nodes in LN are arranged according 
AN
A node that holds the mapping information of other nodes with respect to its logical identifier space portion (LSP). Any node in the LN can act as an AN LID It is a unique ID that identifies a node in the LIS and it describes the relative position of the node in the LIS LS An address space from which each node gets its LID. For example, in [13] the address space is [0-1], which means each node gets a LID between 0 and 1 LIS A structure that arranges nodes according to their LID is called LIS, e.g. a cord [13] and a ring [9] LN The interconnection of nodes based on their LIDs is called LN LS portion (LSP) Each node in the LN has a disjoint subset of the whole LS, which termed the LS Portion of that node Universal identifier (UID)
It refers to an identifier of a node that is unique and remains the same throughout the network lifetime. It could be the IP or MAC address of a node to their LID in a structure, referred as logical identifier structure (LIS). The routing is performed based on LID rather than IP or MAC address (UID) of a node. The deployment of DHT at the network layer in MANETs gives rise to a few new challenges that are imperative to address in order to make DHT-based routing protocols more scalable. We identified two correlated issues that must be considered when designing DHT-based routing protocol, namely the mismatch problem and resilience of the LIS. The mismatch problem occurs when a node's physical neighbors are not its logical neighbors, resulting in longer routes, high path-stretch ratio, larger end-to-end delay and increased traffic overhead [23] . The intra-neighbor relationship and connecting order of the LIS directly affects the LID assignment to nodes and the number of logical neighbors in the LIS. The node joining algorithm in the existing protocols [9-17, 20, 22, 24, 25] do not consider physical intra-neighbor relationships (like, adjacent/non-adjacent, common neighbor, etc.) of a node when computing its LID, resulting in a nonconsecutive LID assignment that amplifies the mismatch problem. These problems need immediate attention and require an optimal solution.
In this paper, we propose a novel DHT-based routing protocol for MANETs, named three-dimensional routing protocol (3D-RP), which exploit a three-dimensional LIS (3D-LIS) that interprets the physical relationship of nodes in a threedimensional logical identifier space (3D-LS). The 3D-LS gives a node the liberty to exactly interpret the physical relationship of nodes in the 3D-LIS. Initial results of the 3D-RP [26] shows significant performance improvement over MDART [10] .
(i) To the best of our knowledge, 3D-RP is the first DHTbased routing protocol that attempts to exploit a 3D structure to assign three-dimensional LIDs to nodes. None of the existing DHT-based protocols [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] have used a 3D structure to map the physical proximity of nodes. (ii) In 3D-RP, each node considers the neighbor relationships like intra-neighbor, adjacent/nonadjacent neighbor and common neighbor while computing its LID, which helps to exactly map the physical proximity of nodes in the LIS. These relationships are crucial when calculating the relative position of a node in order to optimally address the mismatch problem. None of the existing DHT-based protocols have considered these relationships. (iii) A 3D structure is flexible in interpreting the physical proximity of nodes. Moreover, it naturally helps to utilize a node's local neighbors when forwarding a packet. It provides resilience against node failure/mobility by providing an alternative route. (iv) In 3D-RP, we propose the use of Shepard's interpolation method [27] in 3D to compute the LID of a node relative to its 1-hop neighbors.
In summary, 3D-RP is designed to achieve the following criteria: (i) To avoid long routes, the neighbor nodes in the LIS should be adjacent in the physical topology (PT); (ii) to avoid redundant traffic, a node in LIS should be logically close to all its physically adjacent nodes; (iii) to reduce routing overhead, the protocol should require only local information to perform routing and maintain the LIS; (iv) to gain resilience against node/link failures and to provide multi-path routing, the LIS should be flexible in selecting routes to a node; and (v) the protocol should adapt to node mobility.
We perform detailed modeling and formal analysis of the 3D-RP. We use High-Level Petri Nets (HLPNs) and Z language for modeling and analysis of the proposed system. HLPN simulate the system and provides its mathematical properties that are used to analyze the behavior of the system. Moreover, we verify the 3D-RP by using Satisfiability Modulo Theories Library (SMT-Lib) and Z3 solver. For verification using SMT, the petri net model is first translated into SMT along with the specified properties. Then, Z3 solver is used to check whether properties hold in the system or not.
The rest of this paper is organized as follows: In Section 2, we outline the problem statement by describing the mismatch problem and how the shape of the logical structure amplifies an A DHT-Based Routing Protocol for MANETs addition to the mismatch problem. Section 3 explains the related work. The motivation behind the proposed 3D-structure and the detail of the proposed DHT-based routing protocol in MANETs is explained in Section 4. Analysis and verification of 3D-RP using formal methods are discussed in Section 5. Simulation results are presented in Section 6. Section 7 concludes the paper.
PROBLEM STATEMENT
In a DHT-based scheme, each node has a LID that is assigned from the LS, which is different from its permanent ID (i.e. MAC/IP address). Each node is responsible for maintaining a disjoint portion of the LS, called logical space portion (LSP). Also, the node maintains a connection to each of its neighbor nodes that have LIDs close to its LID. These neighbors are called logical neighbors (L nbr ) and may be different from its physical neighbors. The LIS in Fig. 1a and b describes the logical interpretation of the PT illustrated in Fig. 1c . We assume that each node in LIS maintains its predecessor and successor nodes for its 1-hop logical neighbors. The mismatch between logical and physical topologies, also known as mismatch/illmatch problem, can be analyzed in the following two ways. Case 1: A node's logical neighbors may not be its physical neighbors, resulting in an ill-match between the LIS and PT [9-17, 20, 22, 24, 25] . Figure 1a and c show that the 1-hop neighbors of node 1, i.e. nodes 2 and 10, are not its adjacent neighbors in the PT (the physical neighbors of node 1 are nodes 4 and 9). This results in a mismatch between LIS and PT.
Suppose node 1 sends a lookup query for node 5 using only the information of its logical neighbors. Node 5 is logically five hops away from node 1. The path followed by the query in LIS from node 1 to node 5 is shown as the dotted arrows in Fig. 1a . However, this actually produces overall 10 transmissions in PT, which are shown as the dotted arrows in Fig. 1c .In this example, we can see that the query passes through links 2-3, 3-9 and 4-9 more than once, resulting in redundant traffic as well as larger end-to-end latency.
Based on the problem identified above, the primary requirement in designing a DHT-based large-scale routing protocol is that neighbor nodes in the LIS should also be adjacent in the PT. This would reduce the ill-matching between LIS and PT, which in turn, would help to reduce the end-to-end latency and the number of redundant transmissions at both the control and data planes.
Case 2: To forward a query to a node, a few existing approaches [9, 12, 14] use the information of the node's adjacent neighbors in PT along with its logical adjacent neighbors in LIS in an attempt to avoid the mismatch problem in Case 1. This approach is also ineffective to completely avoid ill-matching between LIS and PT. Suppose node 2 initiates a query destined for node 9. Node 2 has nodes 1 and 3 as logical neighbors in the LIS as shown in Fig. 1b , while its physical neighbors are node 3 and node 8 as shown in Fig. 1c . Node 2 selects node 8 as its next hop toward destination node 9 among its physical and logical neighbors (i.e. nodes 1, 3, 8) because node 8 is numerically closest to node 9 by using the greedy routing approach. This moves the query away from destination node 9 4 S.A. Abid et al. in PT by generating one transmission as shown by the dotted arrows in Fig. 1c . After receiving the query, node 8 forwards the query toward node 9 because node 9 (destination) is the closest among the logical and physical neighbors of node 8 (the neighbors of node 8 are nodes 9, 10 and 2 as shown in Fig. 1b  and 1c ). This produces three more transmissions in the PT, on links 8-2, 2-3 and 3-9, shown as the dotted arrows in Fig. 1c . So, to deliver the query from node 2 to node 9, the total number of transmissions in the PT is four, which is higher because there is a shorter route available in PT from node 2 to node 9 through links 2-3, 3-9 that requires only two transmissions (see Fig. 1c ). This problem is aggravated in case of node/link failure and node mobility.
In Virtual Cord Protocol (VCP), each node maintains its physical neighbors in addition to its logical neighbors. To illustrate how the mismatch problem occurs when a node maintains both physical and logical neighbor information, Fig. 2 shows a physical grid network of 16 nodes similar to the one demonstrated in VCP [11] . The black dotted line in Fig. 2 shows the cord-based structure that reflects the local arrangement of nodes according to their LIDs, which are assigned to nodes according to the VCP joining process. To forward a packet, VCP employs a greedy routing approach, where a node chooses one of its logical and physical neighbors that has a LID closest to the destination node.
For instance, when node 0.0 sends a lookup query to node 0.8 according to the VCP greedy routing algorithm, the path followed by the query (shown as the arrows) produces seven transmissions in PT even though node 0.0 is physically three hops away from node 0.8 as shown by the arrows. In this example, we can see that VCP moves the query away from node 0.8, resulting in longer routes, higher traffic overhead and larger end-to-end latency.
In spite of maintaining both physical and logical neighbor information, VCP suffers from the mismatch problem because its joining algorithm does not consider all relationships between nodes. Moreover, the structure used to logically arrange nodes is inflexible and unable to assign a consecutive LID to a node with respect to its all physically adjacent neighbors.
Based on the problem identified above, we suggest that a node in LIS should be logically close to all its physically adjacent nodes to reduce both end-to-end latency and redundant traffic at both the control and data planes.
In addition to the mismatch problem, the shape of the LIS to arrange nodes in the LS also plays a vital role to avoid the mismatch problem. The resilience of the LIS in terms of route selection depends upon the connecting order of the LIS that directly affects the number of logical neighbors of a node in the LIS. For example, in the tree-based LIS [11, 15, 16, 19, 21, 25] , routing paths are limited by its hierarchical nature, i.e. there exists only one logical path between any two nodes via its parent node. This results in low flexibility in route selection toward a destination. Similarly, both cord-based LIS [12, 14] and ring-based LIS [9] are also inflexible and each node maintains its physical neighbors in addition to its logical neighbors (predecessor and successor nodes) that also results in a mismatch problem because these additional physical neighbors of the nodes are not close in LIS. These structures are not flexible enough to logically interpret the physical intra-neighbor relationship of a node and to provide multiple routes toward a destination due to their connection order.
So far, we have discussed the two correlated problems that play an important role in the performance degradation of DHTbased routing protocol in MANETs. In the following section, we present an overview of the existing DHT-based routing protocols for MANETs by describing how these approaches fail to avoid the above mentioned problems.
RELATED WORK
In the past few years, several DHT-based routing protocols [9, 11, 12, 15, 16, 21, 22] [21] propose Tribe, a DHT-based proactive protocol for scalable unicast routing in MANETs that uses a tree-based LIS in which descendants of a node n1 have LSPs that are subsets of n1's LSP. So, a node has a contiguous LSP only to that of its parent and child nodes. Tribe suffers from the mismatch problem because the logical address assignment mechanism neither ensures contiguity among all the neighbor's LSPs nor neighbor adjacency between LIS and PT. This is due to the connecting order of a tree-based LIS, which does not provide the flexibility to assign contiguous LSPs to all physical adjacent neighbors of a node. Moreover, Tribe uses flooding to find a node with a contiguous portion of LS to that of the leaving node, which could produce extensive routing overhead at both the control and data planes. Furthermore, Tribe uses cloning of LSPs that is unsuitable for networks with high-node mobility, because it may lead to extensive routing overhead and results in uneven distribution of LSPs among nodes that leads to a critical node problem.
Tribe, similar to L+ [20] , is limited by the hierarchical structure of the tree-there is only one path between any two nodes, which could lead to network partitioning and performance degradation in terms of path length, traffic concentration and resilience to node failures. Tribe is more suitable for MANETs with low mobility and churn rate.
Similarly, Caesar et al. [9] propose a DHT-based virtual ring routing (VRR) protocol that organizes nodes into a ring-based LIS in an increasing order of their LIDs. In VRR, a node obtains its LID, which describes its relative position in the ring, by hashing its UID. This might result in a mismatch (see Case 2 in Section 2), because adjacent neighbors of a node in the ring could be physically far away as the nodes are arranged in the ring without considering their physical proximity. Furthermore, the connecting order of ring-based LIS is unable to assign consecutive LIDs to all physically adjacent neighbors of a node. It allows a node to maintain only its predecessor and successor. In addition, because VRR maintains both its physical and logical neighbors, it might cause a mismatch problem (see Case 2 in Section 2). Forwarding in VRR is based on logical distance to the destination's LID, which may incur an unbounded path-stretch penalty in the worst case. Also, the VRR protocol might introduce extensive traffic overhead in case of node failure/mobility, as two logically close nodes may be far away in the underlying physical network.
Eriksson et al. [11] propose DART, a dynamic address unicast routing protocol that organizes nodes into a tree-based LIS. DART arranges LIDs in the form of a binary tree with L + 1 level for L bits LID. A leaf of the tree represents a node and each inner node represents a sub tree that consists of nodes whose LIDs share a common prefix with the inner node. The treebased LIS in DART does not ensure adjacency of all physically adjacent neighbors in LIS because of the connection order of a binary tree, which is inflexible in assigning consecutive LIDs to all physical adjacent neighbors of a node. This might result in high path-stretch penalty due to mismatch between LIS and PT. DART's LIS has low fault tolerance because only one path is maintained between a node and each of its siblings, which could degrade performance in terms of resilience to failures. This scheme could be vulnerable if either the next hop toward the destination fails or the network is partitioned. DART and L+ [20] focus primarily on the design of scale-free systems. Thus, mobility may result in lower throughput, extensive traffic overhead or lost of system stability. Also, DART does not distribute LS evenly among the nodes. Thus, the failure of a node holding the largest portion of the LSP can result in extensive loss of information stored.
To overcome the limitations of DART, Caleffi and Paura propose a DHT-based hierarchical multi-path dynamic address routing protocol, named MDART [10] . MDART exploits an augmented tree-based address space structure to achieve scalability, to gain resilience against node churn/mobility and to avoid link congestion/instability in MANETs. Unlike DART, MDART proactively maintains all possible routes via its next hop neighbor nodes to reach a destination node in the sibling tree without incurring any additional communication or coordination overhead. In DART, a newly joining node obtains a LID from one of its physical neighbors with the largest unused LSP. This process could result in invalid address assignment and slower convergence [10] . However, in MDART, if a new node gets an invalid LID from its neighbor because the neighbor's routing table is not updated, the new node examines its other physical neighbors to obtain a valid LID.
Each node in ATR keeps a subset of pairs in the form of [identifier (UID), network address (LID)] that is assigned to the node based on the hash function. ATR adopts the unicast routing procedure of DART in addition to multi-path routing and caching mechanism. In ATR, despite maintaining all routes toward a destination, the scheme does not fulfill the requirement in Case 1 because the LIS does not ensure adjacency of neighbors between LIS and PT.
Garcia et al. proposesAIR [16] and PROSE [15] , where nodes form a Labeled Directed Acyclic Graph (LDAG), a tree-based LIS. This LDAG structure is built with reference to a designated node, called the root node. A node's LID shows its relative position with respect to the root node in the LDAG structure. Each node in LDAG maintains its 2-hop logical neighbors. The tree-based LIS uses a parent-child relationship among the nodes that inherently suffers from longer routes and critical node problem. Moreover, the connection order of tree-based LIS does not provide the flexibility to assign consecutive LIDs to all physical adjacent neighbors of a node. In addition, PROSE assigns dual labels to a node in case a root node moves/fails, which is similar to the problem of cloning nodes in Tribe [21] . The solution given in PROSE and AIR is not optimal as it may cause uneven utilization of LS and increase the number of nodes with dual labels. If there is no suitable node to hold 6 S.A. Abid et al.
the root/parent node's label, it may cause the reassignment of labels to the whole sub-tree, which would produce large routing overhead. One of the requirements for any DHT-based routing is that the value range of LS from DHT function mappings should be fixed and static. PROSE and AIR do not assume fixed and static LS values.
A different approach toward DHT-based routing is proposed by Awad et al. in VCP [14] that arranges nodes in a cord-based LIS and each node maintain its predecessor and successor node in the chord structure. A node can logically maintain contiguous LSPs with maximum two of its physical adjacent neighbors, which is inflexible when a node has more than two physical neighbors, resulting in a mismatch problem between LIS and PT. To overcome this problem, VCP also maintains physical adjacent neighbors, which would also lead to a mismatch between LIS and PT (see Case 2 in Section 2), resulting in longer routes, significant end-to-end delay, higher traffic overhead and high path-stretch ratio [23] . Moreover, a node failure could logically split a cord into two disconnected partitions, leading to packet loss and increased end-to-end delay. Therefore, VCP is unsuitable for networks with high churn rates and high mobility.
A more recent approach to DHT-based routing is proposed by Sourabh et al., called VIRO [18] , which forms a Kademlia like binary tree [28] LIS. In VIRO, a node's LID is a L-bit identifier that is based on its distance from the root node. Based on their LIDs, the nodes are arranged in a logical tree structure with L levels for L-bit identifier. In VIRO, the leaves of the tree represent the nodes and their LIDs. VIRO's treebased LIS is inflexible in assigning contiguous LSPs to all physical adjacent neighbors of a node, which might result in longer routes and significant path-stretch penalty. In addition, the tree-based LIS suffers from a single point of failure and congestion due to the fact that a node maintains only a single next hop to all sibling nodes. Moreover, VIRO would be unsuitable for applications and scenarios where all nodes are mobile because the protocol assumes that only end nodes are mobile.
In the next section, we discuss how our proposed scheme overcomes the shortcomings of the existing protocols.
3D ROUTING PROTOCOL
The basic motivation behind using 3D-LIS and decision choices explained in Cases 1-4 (see Section 4.1.1) is to logically interpret the physical intra-neighbor relationship of a node. For instance, N represents the set of nodes in the network and ∀m ∈ N, ∃ Tm as a set of 1-hop neighbors of node m. If nodes p, q ∈ T m and there is no link in the physical network between nodes p and q, then it means nodes p and q lies in different dimensions of node m. Therefore, both nodes p and q obtain their LIDs corresponding to two different dimensions of the local 3D-LIS of node m. An optimal solution to the mismatch problem would only be possible if the physical relationship of nodes is interpreted exactly into the LIS by assigning LID to a node such that node's LID is logically close to LIDs of its all physically close nodes, i.e. nodes' LIDs reflect their physical proximity in the LIS. To achieve this goal, each node in 3D-RP computes a LID in the form of three ordered tuple {x|y|z}, where each tuple is an M-bit identifier calculated from predetermined 3D-LS. The 3D-LS ranges from 1 to ±2 M for each axis, i.e. x, y and z. The protocol uses 1-hop hello messages to maintain the 3D-LIS, i.e. it relies on local information. Each node periodically transmits a hello message that contains the LID, UID (i.e. IP address), LSP and its logical 1-hop neighbor information corresponding to its local 3D-LIS. In addition to LID at each node, a dimension parameter (dim) is maintained to group nodes with respect to different dimensions, which is helpful while routing packets. The basic idea is that each node envisions its neighbors in a 3D rectangular coordinate system, i.e. local 3D-LIS consisting of three planes that divide the space into six dimensions and eight octants. Each node acts as the origin of its local 3D-LIS. In local-3D LIS of a node, each neighbor obtains its LID that reflects its relationship with other neighbors.
We assume that each node in the network computes the distance between itself and its neighbor nodes using the received signal strength (RSS) method [29] . Weights are assigned to each link providing connectivity to its neighbors on the basis of their distances. The detail of each component of the 3D-RP is presented in the following subsections.
Joining operations
To join the network, a node is required to listen for a certain waiting time, T w , to receive hello message(s) from an existing node, referred to as the base node for the joining node. The LID of a joining node is calculated during this phase. Based on the information in the hello message(s), a node calculates its LID and updates its routing table. The joining operation consists of two phases: LID computation and anchor node (AN) computation, as explained below.
LID computation
After a waiting time, the joining node computes its LID based on one of the following cases:
(i) If a joining node does not receive any hello message, it assumes it is the first node and automatically assigns itself the LID {1|1|1} − 0. (ii) If the joining node receives at least one hello message, it computes its LID with respect to its physical neighbor(s) using the heuristics explained in Case 1 to Case 4 below. Assume node i is the first node in the network with LID {1|1|1} − 0. T iy |T iz , where T ix , T iy and T iz are the three tuple of the LID i of node i, and LSP ix + is the maximum range of node i's LSP in positive x-dimension. By using this formula, node p obtains 3/4 of node i's LSP ix +. The purpose here is to give more LSP to the corner nodes so that they can accommodate new nodes in the future. Furthermore, node p sets its dimension parameter to 1 as LID p belongs to the positive x-dimension.
Similarly, the joining process of nodes h and s along with their LIDs are shown in Fig. 3a . Nodes h and s compute their LID h and LID s corresponding to negative x-dimension and positive y-dimension by using the following formula:
respectively, where LSP ix − is the maximum range of the LSP for node i in the negative x-dimension and LSP iy + is the maximum range of LSP for node i in positive y-dimension. Nodes h and s set their dim value to 2 and 3, respectively. Figure 3a illustrates the joining of node p, h and s. ) . If nodes i, p and q are collinear, node q calculates LID q by using Equation (1) .
where m is the newly joining node and n ≥ 2 are 1-hop neighbors of m, W mk and W mj are the weights assigned by m to its neighbor nodes k and j , respectively, using inverse distance
Algorithm 2 Joining operation (Case 1).
Required: Information related to neighbor N i is stored in neighbor table (NT) of N j and distance to N i is measured using RSS at joining node N j . 1: 
Joining operation (Case 2 and Case 3).
function, and T kx , T ky and T kz are the corresponding tuples k's LID in x, y and z dimensions. If node q is not collinear to i and p, then node q finds an available common octant between i and p, and calculates LIDq corresponding to a common octant using Equation (1). Furthermore, node q sets the signs of each tuple according to the sign dimensions of an available common octant between nodes i and p. (ii) If there exists a common neighbor node (say, node r) between i and p, node q finds the next available common octant between node i and p, and calculates LID q corresponding to the dimensions of that common octant using Equation (1) .
The decision choices made in Case 2 is to address a node's physical adjacency to its neighbors and to assign a relative LID to the node with respect to its adjacent neighbors. To get the exact relative position of the node, the proposed scheme exploits the Shepard's interpolation method to assign LID to a newly joining node with respect to its discrete set of neighbors. This is an attempt to exactly map the relative position of a node in 3D-LIS with respect to its neighbors in the PT.
Case 3: Suppose node q joins and has access only to nodes i and p that are not adjacent to each other as shown in Fig. 3c . After calculating its distance, i.e. d qi and d qp , node q checks for common neighbors between i and p. (i) If there is no common neighbor and q is collinear with i and p, then node q calculates LID q by using Equation (1) . If there exists a common neighbor (say, node r), between i and p, then node q computes LID q simply by adding each tuple of node i and p using Equation (2):
where m is a newly joining node and n ≥ 2 are 1-hop neighbors of m, T kx , T ky , T kz are tuples of nonadjacent neighbors corresponding to each dimension.
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(ii) If there is no common neighbor and q is not collinear with i and p, then node q calculates LID q by using the available dimension of either node i or node p depending on two parameters: (a) a neighbor node that is closer in terms of distance; (b) a neighbor node that has more available dimensions.
The decision made in Case 3 is to address the physical nonadjacency of neighbors and to assign relative LID to the joining node in 3D-LIS with respect to its non-adjacent neighbors. 3D-RP also exploits the information about a common neighbor between two non-adjacent neighbors before assigning a LID to a joining node. If a common neighbor exists, it shows some kind of relationship between these two non-adjacent neighbors. 3D-RP uses this relationship to assign a relative position in the LIS to a joining node in order to minimize the path-stretch caused by the mismatch problem.
Case 4: If node q joins the network and receives hello messages from nodes i, p and k as shown in Fig. 3d, then it two nodes p and k that are non-adjacent, node q checks for a common neighbor between p and node k. If node i is a common neighbor to p and k, q computes LID q using Equation (1).
If there exists either a common neighbor other than nodes i, p or k, or there is no common neighbor, node q calculates LIDq using Equation (2) . The flow chart in Fig. 4 summarizes the joining algorithm. In addition to calculating its LID, each joining node in Cases 1-4 sets its dim value by checking the dim value of its base node(s). The term 'base node' refers to nodes that are involved in the computation of new node's LID. If base nodes are in the same dimension, the joining node sets its dim value to that of its base nodes. If the base nodes have different dim values, the joining node sets its dim value to the dim value of a base node that is closer in terms of distance. Figure 5 illustrates the local 3D-LIS of node i built according to 3D-RP after the joining process is completed. This is helpful in visualizing the arrangements of nodes according to their LIDs in the 3D-LIS. The black dotted lines are the physical links between the nodes. The dashed lines are the three planes of the local 3D-LIS of node i. The alphabets represent the IP addresses of the nodes while roman numerals represent the eight octants of the node i's 3D-LIS. Figure 5 describes the logical mapping of the physical relationships of node i with its 1-hop neighbors shown in Fig. 6 . This relationship is expressed in terms of LIDs and logical dimensions of nodes in the node i's 3D-LIS, which allows the nodes to calculate their LID such that the physically close nodes have close LIDs. It can be analyzed from Figs 5 and 6 that 3D-RP exactly maps the physical intra-neighbors relationship of node i with its 1-hop neighbors in terms of their LIDs. The neighbors of node i in the 3D-LIS are adjacent in the PT and node i in its local 3D-LIS is logically close to all its physically adjacent neighbors, which would avoid long routes and redundant traffic overhead, and decrease the end-to-end delay. Similarly, other nodes in the network built their local 3D-LIS by arranging their 1-hop neighbor nodes according to their LIDs, which are computed by 3D-RP.
In addition, the 3D-LIS is resilient against node/link failures and facilitates multi-path routing because each node maintains all its physically adjacent neighbors to leverage an alternative route (see Section 4.3) if the next hop toward the destination fails/moves. Figure 7 illustrates the routing table information of node i, which describes how a node maintains information about its local neighbors and neighbors of neighbors.
AN Computation
In DHT-based routing, a source node needs the LID of the destination to forward a packet. Therefore, each node stores its LID-IP pair (referred as mapping information) on a node called an AN. The AN for a node f is a node that stores f 's mapping information. A node can act as an AN for multiple nodes.
After computing its LID, each node performs two major operations: (i) it retrieves and stores the mapping information about nodes with LIDs closest to its LID and acts as the primary anchor node (PAN) for those nodes; (ii) it computes the LID of its PAN in order to store its own mapping information. For
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Joining operation (Case 4). 
Greedy forwarding algorithm
each node uses information about its 1-hop logical neighbors (L nbr ) and forwards the query to one of its L nbr that has same dimension parameter to that of h(v)-dim and offers the closest position in every tuple of its LID with respect to h(v)-dim, i.e. with least sum of difference (LSD) to the h(v)-dim. This is achieved simply by computing the sum of the difference (SD) of each tuple of the L nbr 's LID with the corresponding tuple of h(v)-dim using Equation (3) and then select L nbr as a next hop with the LSD to the h(v)-dim using Equation (4):
where SD nbr is sum of the difference of each tuple of nbr's LID to the corresponding tuple of destination's LID or hashed value, T nbrx , T nbry , T nbrz are three tuples of nbr's LID, and T dx , T dy , T dz are three tuples of destination's LID or hashed value, LSD nbr is the least sum of the difference of nbr, and L nbr are 1-hop neighbors.
If such neighbor does not exist, the node simply forwards the message to its base node. For example, in Fig. 6 , in order to store its mapping information, node f with LID {−256| − 448|1} − 2 computes the hashed value by applying a hashed function on its UID, i.e. hash(f) = {50| − 250|1} − 1, and forwards the store-mapping information (SMI) message to the PAN as follows. Because none of node f s1-hop neighbors is in dimension 1 (i.e. the hashed value), node f forwards the query A DHT-Based Routing Protocol for MANETs 13 to its base node h with LID {−256|1|1}−2. Node h also does not have any 1-hop neighbor in dimension 1, therefore, it forwards the query to node i with LID {1|1|1}−0, shown by dotted arrows in Fig. 6 . Node i has three neighbors q, t and p with the same dim value to the hashed value, i.e. dim = 1. Node i calculates the sum of difference of nodes using Equation (3) Node i then compares the sum of difference of each of its 1-hop neighbors with its own, i.e. SD i = {|1 − 50| = 49}+{|1−(−250)| = 251}+{1−1 = 0} → {49+251+0} → {300}. Node i then forwards the SMI toward node q, which has the LSD to the hashed value, i.e. LSD nbr = {299} using Equation (4). Finally, node q forwards the query to node l with SD l = {|100 − 50| = 50} + {| − 331 − (−250)| = 81}+{|100 −1| = 99} → {50 +81+99 → {230}, which is the closest to the hashed value {50| − 250|1} − 1. Thus, node l acts as a PAN for node f . Moreover, node l selects node q from its 1-hop neighbors, with LID second closest to the hashed value as secondary anchor node (SAN) and replicates the mapping information at node q. The SAN becomes active in case PAN fails or moves.
Greedy logical routing algorithm
To send a data packet to node f , source node m (refer to Fig. 6 ) retrieves f s mapping information from f s PAN. For this purpose, node m applies the same hashing function on f s UID, i.e. hash(f) = {50}| − 250|1} − 1, and sends an ID request message (IRQST ) with the destination address {50|−250|1}−1 for f s mapping information in the same way that SMI message is routed to the PAN. Node l with LID {100| − 331|100} − 1 is the closest to the hashed value {50| − 250|1} − 1 and acts as f 's PAN as shown in Fig. 6 . Therefore, node l receives the IRQST. Upon receiving IRQST, node l replies by sending an ID response message (IRSP) to node m containing the LID of node f or null value in case node f is not available in the network. The IRSP is routed to node m using m's LID in the same way that a SMI message is routed to the PAN. On receiving node f s LID, node m now sends the data packet toward the destination node based on node f s LID.
Node m checks its 1-hop logical neighbors, i.e. node r {448|1|1} − 1 and node g {256|448|1} − 1 as shown in Fig. 6 . Both node r and node g are base nodes of node m and are in different dimensions to the destination node f . Node m sends the packet to one of its base nodes with the LSD to node f . So, node r has the least sum of difference to node f 's LID and becomes the next hop. In case the sum of the difference is same, node m would select one of these as the next hop that is closer in terms of distance. Node r then forwards the data packet using the same approach to its neighbor node p with LID {256|1|1} − 1. Node p has four 1-hop neighbors q, i, t and g with the same dim value to the hashed value, i.e. dim = 1. Node p calculates the sum of difference of its neighbor nodes, i.e. SD q = {803}, SD i = {706}, SD t = {1003} and SD g = {1408} using Equation (3) . Node p then sends the data packet to node i with LID {1|1|1} − 0 and having LSD i = {706} as shown in Fig. 6 . The routing table maintained by node i is shown in Fig. 7 . Node i has two 1-hop logical neighbors, namely node h with LID {−256|1|1} − 2 and node j with LID {−150| − 50|60} − 2, in the same dimension with node f . Node i calculates the sum of difference of node h, i.e. SD h = {449} and node j , i.e. SD j = {663} by using Equation (3). Node i then sends the packet to node h that has the LSD h = {449} to node f . Finally, node h forwards the data packet to the destination node f.
While forwarding a packet, in case a node does not have any other neighbor to forward the packet to or the link to the next hop breaks, then the node sets the no_Further_Progress bit ON and returns the message to the previous hop, which in turn, attempts to find an alternative route toward the destination. After receiving the message with no_Further_Progress bit ON, the node updates its routing table for that neighbor, sets the no_Further_Progress bit OFF, and checks its neighbor table to find the next closest neighbor to the destination. Figure 8b shows an intermediate node n fails and node g finds an alternative local neighbor node p to send a packet toward destination node u. Our proposed greedy logical routing algorithm provides a way to find alternative routes to each destination and avoids dead ends. In addition, it helps to find the optimal routes toward the destination.
Node dynamics and failures
3D-RP offers greater flexibility in route selection because it exploits a 3D-LIS that optimally interprets the physical relationships of a node with its neighbors in LS. In other words, a node in LS is logically close to all its physically adjacent nodes. This provides a node the liberty to select an alternative path in case the next hop toward the destination node fails/moves. This flexibility in selecting routes enhances the reliability of 3D-RP in terms of the packet delivery ratio and reduces the traffic overhead, especially when there is a link/node failure. The condition discussed above is very difficult to achieve in the existing schemes that use tree, cord and ring-based LS because of the connecting order of nodes. Since nodes continuously move in a MANET, the network topology changes continuously. The proposed scheme allows a node to compute its new LID when its physical neighbors change due to node failure/mobility. When a node does not receive hello messages from a neighbor, the node assumes that the neighbor has either failed or moved out of its transmission range. After detecting this, a timer T fail is maintained at the node, similar to the one used in [15] that waits for a specific period of time to allow the neighbor to reconnect with the node. When this timer expires, the node calculates a new LID if it no longer connects to any of its neighbor nodes. After computing a new LID, the node maintains its old LID for a certain interval, named old_LID_Timer, to avoid in transit packet drops. For example, in Fig. 8a , node u and l relocate, causing a link break with their base nodes. Further, nodes u and l trigger the joining operation and re-calculates their LIDs upon joining nodes n and r, respectively. The failure of a node can be either of the following three cases.
Case 1: If the AN, i.e. PAN fails/moves, then the SAN becomes the PAN.
Case 2: If an intermediate node p fails, i.e. it is no longer connected to its base node i, then this scenario is handled as follows. Each node in 3D-RP also keeps track of neighbor nodes that share its base node. If node p is no longer connected to its base node i, node p looks up its neighbor table to find a common neighbor in the same dimensions with node p and closest to the base node. If it finds a common neighbor, for instance node t, node p retains its LID and node t becomes its base node. If there is a common neighbor but in a different dimension from node p, node p calculates its new LIDp by checking the available dimensions of that common neighbor.
Case 3: In case a node has multiple base nodes and one of its base nodes fails, it initiates a joining process and calculates its new LID using its other base node.
MODELING AND ANALYSIS USING FORMAL METHODS
We provide introduction to HLPN, SMT-Lib and Z3 solver for better understanding of the reader.
High-level petri nets
Petri nets model the system graphically and mathematically, and can be applied to a range of systems that distributed, parallel, concurrent, non-deterministic, stochastic or asynchronous [30] . We have used a variant of conventional petri net called HLPN. D 1 (HLPN) [30] .A HLPN is a 7-tuple, where a set of places is denoted by P , T refers to the set of transitions such that P ∩T = ∅, F denotes flow relation such that F ⊆ (P × T ) ∪ (T ∪ P ), ϕ maps places P to data types, R is a set of rules for transitions, L is a label on F and M 0 represents the initial marking. (P , T , F ) provides information about the structure of the net, and (ϕ, R, L) provides the static semantics, which means the information does not change throughout the system.
In HLPN, places can have tokens of different types and can also be a cross product of two or more types. The pre-conditions must hold for any transition to be enabled. Moreover, the variables from the incoming flows are used to enable a certain transition. Similarly, post-condition uses variables from outgoing flows for transition firing.
SMT-Lib and Z3 solver
SMT is used for checking the satisfiability of formulae over theories under consideration [31] . SMT-Lib provides a common input platform and benchmarking framework that helps in the evaluation of the systems. SMT has been used in many fields including deductive software verification. We use Z3 solver with SMT-Lib that is a theorem prover developed at Microsoft Research. Z3 is an automated satisfiability checker. In addition, Z3 determines whether the set of formulas is satisfiable in the built-in theories of SMT-Lib. Readers are encouraged to read [32] for use of SMT-Lib in the verification process.
Formal analysis and verification
Verification process checks for the correctness of the system. Bounded model checking verifies that for any input parameters system terminates after a finite number of states or not. In bounded model checking: (a) description of the system is provided stating properties or rules of the system; (b) the system is represented by a model; (c) some verification tool is used to check whether the model holds the specified properties or not. In this paper, we use bounded model checking to verify our proposed system.
The HLPN model for 3D-RP is shown in Fig. 9 . The first step in the development of the petri net model was to identify data types, places and mappings of data types to places. Data types and mappings are shown in Tables 2 and 3 , respectively. In HLPN model, all the rectangular black boxes are transitions and belong to set T . The circles are places and belong to set P .
The working of 3D-RP is discussed in previous (Section 4). In this section, we define formulas to map on transitions. The system starts with a joining node sending hello message packets and looking for neighbors, if there exist any. Following formula maps to the aforesaid transition: 
After analyzing the response(s) from the neighbors, the node determines and sets its LID according to joining process explained in Section 4.1. Following is the mathematical rule for the transition LIDs:
The selection of AN requires generation of hash value of node's IP. The following transition and rule depicts the process:
The logical and physical addresses are placed at place LID-IP by the transition LPA for model checking purposes. Following rule over transition LPA highlights the process:
The process of anchor selection (primary and secondary) is represented by the following transition and associated formula:
Before sending any message, any node requests the LID of the destination node from the destination's AN, as described in the routing process explained earlier in Section 4.1.2. The procedure is captured in the following rule:
At the end, a node acquires the corresponding LID-IP pair and sends the message on the received LID of the destination node
Verification property
The aim of verification was to ensure that the proposed system works according to the specifications and produce the results correctly. The property that is verified is following:
(i) The LIDs calculated by the nodes are according to the specifications and nodes place them in the dimension that is according to the process. (ii) Requests for LID of the destination node are sent to the proper anchor and AN returns the valid and corresponding LID according to received IP.
The above given model was translated to SMT-Lib and verified thorough Z3 solver. The solver showed that the model is workable and executes according to the specified properties. Z3 solver took 0.05 s to execute the working of the 3D-RP.
SIMULATION MODEL AND PARAMETERS
To analyze the performance of 3D-RP, we implemented it in NS-2 (version 2.35) [33] , which is an open source discrete event network simulator. We adopted the standard values for both the physical and the link layers to simulate IEEE 802.11 with Two-Ray Ground as the propagation model. The key objective is to rely on a contention-based MAC protocol that is best suited for distributed and self-organizing routing protocols. Table 4 . The data traffic is modeled as CBR flows over UDP protocol and random traffic model is used as data pattern. We do not adopt TCP as the transport protocol to avoid the elasticity effects of TCP flow control on routing performances [34] . The global load offered is kept constant at 64 pkts/s, in order to avoid running out of capacity due to multihop approach. We analyze different aspects by varying several parameter values that affect the performance of the protocol and compare 3D-RP with MDART [10] , which is a competitive approach in the category of DHT-based scalable routing in MANETs. MDART is an enhancement of DART and allows multipath to the destination. MDART proves to be a better protocol than DART and other conventional state-of-the-art reactive and proactive routing protocols [10] . We assume connected network topology both for MDART and our protocol. Network partitioning and merging will be addressed in our future work.
For performance comparison, we choose the following parameters with varying data rates and network size:
• Path-stretch ratio: It is the ratio between the length of the path traversed by a routing algorithm to the shortest path available in the network. It describes the ability of the protocol to find the shortest possible route toward a destination in the network. The path-stretch ratio equals to 1 means that the protocol observes the shortest route.
• Packet-delivery ratio: It is a ratio of the total number of packets received at the destination to the total number of packets sent by the source. It shows the capability of the protocol to successfully deliver data packets to the destination. It is also referred to as loss ratio.
• End-to-end delay: It is the average time taken by the data packet to arrive at the destination. It includes the route discovery delay and queuing delay.
• Routing overhead: It measures the total control overhead packets incurred by the protocol to perform routing of data packets.
• % MAC-layer collision per packet sent: It measures the impact of the overall traffic load.
All results discussed in the following sections are shown as box plots. For each data set, a box is drawn from the first quartile to the third quartile, and the median is marked with a thick line. Additional whiskers extend from the edges of the box toward the minimum and maximum of the data set. Additionally, the mean value is depicted in the form of a small diamond for MDART and a triangle for 3D-RP. We perform 10 runs for each scenario. Figure 10 plots the average path-stretch ratio against network size to compare MDART with 3D-RP. In 3D-RP, the average path-stretch ratio is lower compared with MDART for all network sizes. The path-stretch ratio of 3D-RP stays slightly above the shortest path, but this increase is reasonable and the mean value stays below 1.2. The slight increase of path-stretch ratio in 3D-RP is because when a new node, for instance P , comes in contact with two non-adjacent neighbors (say, P1, P2) with different dim values and there is no common neighbor, then the new node P would get an LID using available dimensions of either P 1 or P 2, depending on which one is closer in terms of distance. So, in this case, the LID of the new node P would only show its relative position in the 3D-LIS with respect to that neighbor from which it gets its LID. This can cause a slight mismatch problem in 3D-RP. However, this situation occurs less frequently in 3D-RP and its impact is less serious as shown by the simulation results.
Quality of routing paths
Reducing the path-stretch ratio improves network performance by reducing redundant transmissions in the network. For example, for 1 vs. 1.4 ratio, if the shortest available path is 6 hops, then 1:1.4 would be equivalent to 6:8.4 . This means that the path with the path-stretch value 1.4 is almost 3 hops longer. This is equivalent to 3 extra transmissions in the network, which in turn, increases end-to-end delay and routing overhead. Figure 10 shows that 3D-RP has a lower path-stretch ratio compared with MDART, which means that 3D-RP is more capable of selecting an optimal path. 3D-RP improves the pathstretch ratio between 20 and 25%. The path-stretch ratio of MDART is higher for all network sizes compared with 3D-RP. The path-stretch ratio in MDART increases up to 1.4 because it uses a tree-based LIS to map the physical network, resulting in the mismatch problem. As discussed in Section 3, the treebased LIS ensures neither adjacency of all physically adjacent neighbors in LIS nor the intra-neighbor relationship of nodes. This makes it impossible to assign consecutive LIDs to all physical adjacent neighbors of a node. Therefore, messages may be routed through many unnecessary nodes. 3D-RP reduces the number of redundant transmissions that decreases the end-to-end delay, loss ratio and routing overhead, which in turn, reduces energy consumption and increases network longevity. When the number of transmissions in a MANET decreases, then packet collision probability at the MAC layer also decreases, leading to more reliable transmissions. Thus, our approach also results in more reliable transmissions at the MAC layer by reducing the number of redundant transmissions compared with MDART. 
Impact of traffic load
To analyze the behavior of 3D-RP under various data traffic rates from the application layer, the network size is kept at 100 nodes and the data rate is varied from 1 to 400 pkts/s. The simulation results show that 3D-RP outperforms MDART and scales better in terms of data load. Moreover, the results also show that MDART exhibits detrimental behavior at high traffic load. 3D-RP is largely unaffected by data load, as shown by the end-to-end delay and packet delivery results in Figs 11 and 12 , respectively. The slight increase in the end-to-end delay incurred by 3D-RP, especially for data rate of 100 pkts/s and above, is because the packets are delayed in the queue due to MAC-layer congestion. The effect of the congestion on 3D-RP is lower compared with MDART. This behavior is reasonable given that 3D-RP introduces the low path-stretch ratio. On the contrary, MDART is seriously affected in terms of end-to-end delay and loss ratio as the data rate increases, which means MDART scales poorly. MDART's tree-based hierarchical nature results in high path stretch is inefficient against mobility and is a potential source of path length inefficiency. For the same reason, the alternative routes provided by MDART are not optimal, causing an increase in the number of intransit packets that leads to network congestion, especially at high data rate. Figure 14 shows that the improvement in end-to-end delay is between 47 and 51% for data rate 1-16 pkts/s. The improvement drops by almost half to 28 and 39% for data rate 32 and 64 pkts/s, respectively. For data rate 100 pkts/s and above, the improvement is between 41 and 51%. The overall result proves that 3D-RP resolves the mismatch problem effectively. Figure 12 shows that 3D-RP outperforms MDART for every data rate in terms of packet delivery ratio. The impact of increasing traffic load on 3D-RP is low compared with MDART. For 3D-RP, the loss ratio is zero for data rate 1-32 pkts/s (the loss ratio improvement is at most 10%). Figure 14 shows that starting from 64 pkts/s, a big improvement in the loss ratio is observed, i.e. between 24 and 59%. 3D-RP performs better than MDART even at high data rates, which proves that it is more scalable and reliable than MDART. Figure 14 shows that 3D-RP reduces the routing overhead between 26 and 34% for data rate 128 pkts/s and below. For data rate 200 pkts/s and above, the improvement is between 40 and 50%. This proves the effectiveness of 3D-RP in reducing the routing overhead.
Impact of network size
In order to analyze the behavior of 3D-RP with respect to network size, we conduct experiments by varying the number of nodes from 25 to 400 while maintaining the data rate at 64 pkts/s. The simulation results show that 3D-RP is consistent in improving performance over MDART. Figure 15 shows that 3D-RP scales better than MDART in terms of end-to-end delay as the network size increases. As shown in Fig. 16 , the endto-end delay improvement over MDART is between 24 and 56%. Please note that MDART, which is an enhancement of DART [11] , is designed to provide a reliable path in order to enhance throughput rather than minimize the hop count. MDART's inflexible structure results in longer routes and larger end-to-end delay.
Unlike MDART, 3D-RP is designed to provide a reliable path that enhances its throughput. Furthermore, the arrangement of nodes in the 3D-hierarchical structure and the addressing scheme supplements to minimize the number of hops between nodes and provide an alternative route in case of intermediate node fail/move. 3D-RP performs better and provides near optimal routes toward the destination, which decreases the endto-end delay and increases packet delivery ratio as shown in Figs 15 and 17 , respectively. Figure 17 shows that the effect of increasing network size on the packet delivery ratio is less on 3D-RP compared with MDART. This is important because it proves the effectiveness and capability of 3D-RP in delivering packets in large networks with relatively high data traffic. On the contrary, MDART's performance degrades as the number of nodes increases (see Fig. 17 ). Figure 16 shows that the packet delivery ratio improvement over MDART is between 30 and 46%. An important metric for analyzing MANET routing protocols is the number of MAC layer collisions per packet sent, which measures the overall network load. Figure 18 compares the percentage of MAC collisions per data packet for 3D-RP and MDART while Fig. 16 shows that the percentage of collision for 3D-RP is 8-27% lower than MDART.
Finally, both 3D-RP and M-DART exhibits high overhead because their routing update packets are of fixed size regardless of the network size (Fig. 19) . However, the replication strategy used by 3D-RP in case the PAN moves/fails effectively reduces the overhead between 13 and 24%.
Impact of node speed and mobility models
In this section, we illustrate that the choice of a mobility model can have a significant effect on the performance investigation of a DHT-based routing protocol for MANETs. The results presented illustrate the importance of choosing an appropriate mobility model (or models) for the performance evaluation of a given DHT-based routing protocols for MANETs.
We use bonnmotion (version 2.0) [35] to create mobility scenarios according to the RandomWayPoint mobility model (RWP), the Random Walk Mobility Model (RW) and the Random Direction Mobility Model (RD). We simulated 100 nodes in NS-2 (version 2.35). Each node in the simulations has a transmission range of 50 m with average node speed (1, 3, 5, 7 and 9 m/s) in the presence of node churn (churn rate = 10%), and the routing of packets is accomplished with the MDART and 3D-RP. Node failure is uniformly distributed in the interval [300-490 s]. The parameters for the mobility models were chosen in a way to simulate path movements that were as similar as possible. For example, in the RW, the node changes directions after moving a distance of 100 m, which produces movement patterns similar to the RWP when pause time is zero.
To analyze the behavior of 3D-RP under various node speeds, the network size and data rate is kept at 100 nodes and 64 pkts/s, respectively. The rest of the parameters are same as in Table 4 . The simulation results show that 3D-RP outperforms MDART and scales better in terms of node mobility and node churns. We perform 10 runs for each scenario with random seeds. The initial locations of the nodes in each trial are random. The upper and lower bars in the graphs show the margin of error to the mean estimates at 95% confidence interval. Since most of the confidence intervals are small that shows our simulation results precisely represent the mean. Our comparison of the three mobility models considers the following performance metrics obtained from the MDART and 3D-RP protocols: packet delivery ratio, end-to-end delay and routing overhead.
Figures 20 and 21 illustrate the performance, i.e. packet delivery ratio and end-to-end delay of MDART and 3D-RP with the three mobility models chosen under various average node speed. Figure 22 illustrates the routing overhead versus speed of MDART and 3D-RP under different mobility models, which helps us understand the impact of variation in node speed and mobility models in the presence of node churns on packet delivery ratio and end-to-end delay in Figs 20 and 21 , respectively. The three figures combine to illustrate that the RWP stresses MDART and 3D-RP less than the other two mobility models. Specifically, the RWP has the highest packet delivery ratio, the lowest end-to-end delay and the lowest routing overhead compared with the RW and RD. These results exist since nodes using the RWP are often traveling through (or to) the center of the simulation area.
The RD has the highest routing overhead, the highest endto-end delay, and the lowest packet delivery ratio since the RD has each node move to the border of the simulation area before changing direction. Thus, end-to end delay and routing overhead between a source and the destination are higher and transient network partitions in the presence of node churns are more likely in the RD compared with the other RWP and RW. The performance of 3D-RP and MDART when using the RW falls between these two extremes. It can be observed that the confidence intervals of the RW and RD are the largest, which shows that there is more variation in movement patterns exist in these two mobility models compared with RWP.
The impact of increasing node speed in the presence of node churns using different mobility models on the packet
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