Small insertions/deletions (INDELs) of ≤21 bp comprise 18% of all recorded mutations causing human inherited disease and are evident in 24% of documented Mendelian diseases. INDELs affect gene function in multiple ways: for example, by introducing premature stop codons that either lead to the production of truncated proteins or affect transcriptional efficiency. However, the means by which they impact post-transcriptional regulation, including alternative splicing, have not been fully evaluated. In this study, we collate disease-causing INDELs from the Human Gene Mutation Database (HGMD) and neutral INDELs from the 1000 Genomes Project. The potential of these two types of INDELs to affect binding-site affinity of RNA-binding proteins (RBPs) was then evaluated. We identified several sequence features that can distinguish disease-causing INDELs from neutral INDELs. Moreover, we built a machine-learning predictor called PinPor (predicting pathogenic small insertions and deletions affecting post-transcriptional regulation, http://watson.compbio.iupui.edu/pinpor/) to ascertain which newly observed INDELs are likely to be pathogenic. Our results show that disease-causing INDELs are more likely to ablate RBP-binding sites and tend to affect more RBP-binding sites than neutral INDELs. Additionally, disease-causing INDELs give rise to greater deviations in binding affinity than neutral INDELs. We also demonstrated that diseasecausing INDELs may be distinguished from neutral INDELs by several sequence features, such as their proximity to splice sites and their potential effects on RNA secondary structure. This predictor showed satisfactory performance in identifying numerous pathogenic INDELs, with a Matthews correlation coefficient (MCC) value of 0.51 and an accuracy of 0.75.
INTRODUCTION
Micro-insertions and micro-deletions of ≤21 bp (INDELs) comprise the second largest category of pathogenic genetic variations in the human genome (after single-nucleotide substitutions), accounting for 18% of all documented genomic variants (1) . Similar to single-nucleotide polymorphisms (SNPs) and large structural variations, INDELs are of significant clinical interest, owing to their potential to affect gene function and hence cause disease. Based on the Human Gene Mutation Database (HGMD) (2), single-nucleotide variations (SNVs) represent the largest class of genetic variant, responsible for.50% of known Mendelian diseases, followed by small INDELs, which are evident in 24% of known Mendelian diseases.
INDELs may affect gene function through multiple mechanisms. First, frameshifting INDELs insert/delete a number of nucleotides that are not divisible by three and therefore result in the shift of the entire reading frame and an altered protein sequence after the site of the INDEL; these INDELs often lead to premature termination of translation (3 -10) and/or nonsense-mediated decay. Non-frameshifting INDELs, on the other hand, insert/delete a multiple of three nucleotides and lead to the addition or removal of amino acid residues at the INDEL locus, thereby also affecting protein function. In addition to altering protein amino acid sequences, INDELs within promoter regions have the potential to disrupt existing transcription factor-binding sites (or alternatively, generate new transcription factor-binding sites), thereby affecting gene expression (11, 12) . For example, an INDEL within the ACE gene promoter has been reported to be a causative factor for coronary heart disease (13) . Overall, functions of INDELs have been studied in many types of disease, including inflammatory bowel disease (14) , Alzheimer's disease (15, 16) , heart disease (17, 18) and numerous cancers.
In addition to impacting protein function by altering amino acid sequence, INDELs in exonic and intronic regions can also interfere with binding sites of RNA-binding proteins (RBPs) and hence may influence RNA processing, including RNA editing (19) , alternative splicing (20, 21) , microRNA binding and polyadenylation (22) . Despite pathogenic small INDELs being a frequent cause of inherited disease, bioinformatics tools for prioritizing INDELs are not well established, with only a few tools available that utilize high-throughput sequencing-derived micro-insertion/ micro-deletion data; such tools include PriVar (23) , SIFT-INDEL (24) and DDIG-IN (25) . However, all of these tools focus on the potential roles of INDELs in changing amino acid sequences (and hence protein structures) and do not attempt to assess their roles in RNA processing. Therefore, the prioritization of diseasecausing INDELs that interrupt post-transcriptional regulation remains a little-studied topic and a formidable challenge.
To investigate the potential impact of INDELs on posttranscriptional regulation, we systematically evaluated several RNA-processing-related genomic features of disease-causing INDELs already documented in the HGMD. We found that pathogenic INDELs are preferentially located in alternatively spliced exons and often disrupt binding sites of RBPs. In the current work, we further performed a comparative study of diseasecausing INDELs and neutral INDELs (documented in the 1000 Genomes Project database) to show how they may be discriminated in terms of sequence features, stabilization of RNA secondary structure and evolutionary conservation. Such characteristics, together with the effects of INDEL on RBP-binding affinity, were utilized to build a classifier ('PinPor', predicting pathogenic small insertions and deletions affecting post-transcriptional regulation) that can be used to predict the disease relevance/irrelevance of newly discovered INDELs, in relation to post-transcriptional regulation.
RESULTS
In this study, we investigated how INDELs affect posttranscriptional regulation by altering RNA processing, including the dysregulation of alternative-splicing patterns. In the RNA sequences flanking INDEL loci, we examined several nucleotide sequence-specific features that could affect splicing regulation. We systematically compared the differences between diseasecausing (from the HGMD) and neutral (reported by the 1000 Genomes Project) INDELs. The selection of neutral INDELs was based on the fact that none of the individuals sequenced in the 1000 Genomes Project had any overt signs of disease. As most (96.4%) of the INDELs in the HGMD were located within gene-coding regions, we removed all examples of INDELs residing in intergenic, intronic and untranslated (UTR) regions from further analysis. In summary, our diseasecausing and neutral datasets, respectively, included 27 422 and 1379 (non-UTR, exonic) INDELs.
Disease-causing INDELs tend to alter the binding affinities of RNA-binding proteins
To establish whether the presence of an INDEL would affect the binding affinity of an RBP, we evaluated RBP-binding score changes in the presence and absence of INDELs at the variantcontaining loci; the scores were calculated based on the positionweight matrix (PWM) of the RBP and the RNA sequence of the putative RBP-binding site. Briefly, a posterior probability of the likelihood that an INDEL would change a given RBP-binding site and the magnitude of that change were calculated for each INDEL-RBP pair, using a strategy reported previously (see Materials and methods) (26) . Positive and negative magnitude values indicate gain and loss of RBP binding, respectively. We focused our analysis on 53 RBPs whose PWMs were derived from experimental evidence and were documented in the RBPDB database (27) . The PWMs of these RBPs were acquired using various technologies, including NMR (28, 29) , EMSA (30), SELEX (31) and CLIP-Seq (32) .
We first examined whether disease-causing INDELs (documented in the HGMD) were more likely to affect the binding sites of the RBPs that play regulatory roles in RNA processing. We found that the disease-causing INDELs gave rise to significantly larger binding score deviations, when compared with the neutral INDELs (in the 1000 Genomes Project). Using the RBP ELAVL2 (embryonic lethal, abnormal vision and Drosophila-like 2) binding motif as an example, 811 (2.96%) and 12 (0.87%) of disease-causing and neutral INDELs, respectively, caused changes in the potentials of protein binding (odds ratio ¼ 3.34, P-value , 0.01). Overall, among 53 RNA-binding motifs evaluated, 28 showed significantly higher rates (P-value , 0.05) of binding changes elicited by disease-causing versus neutral INDELs ( Fig. 1 ). By contrast, only two RBPs showed significantly lower rates of binding changes (P-value , 0.05) caused by disease-causing INDELs than neutral ones. No significant differences were observed for the other 23 RBPs.
We further examined whether the potential for disease-causing INDELs to alter RBP binding was consistent among different disease states. We first identified all the diseases associated with .50 disease-causing INDELs documented in the HGMD database. For each RBP-disease pair, we calculated the proportion of disease-causing INDELs that could potentially change the binding of the specific RBP and further evaluated whether this proportion was statistically different from the neutral INDELs in the 1000 Genomes Project. For instance, of 68 INDELs in the HGMD documented as being associated with paraganglioma, 10 (14.7%) were predicted to change the binding of the RBP ELAVL2. This proportion was significantly higher than the proportion for neutral INDELs, which was only 0.87% (12 of 1379); the odds ratio for this difference was 19.6. Figure 2 Fig. 3 ).
INDELs in close proximity to splice sites tend to be disease-causing
The spatial relationship between RBP-binding-site positions and splice sites can provide important mechanistic insights to molecular function. It is reported that many RBPs, including SFRS1 and NOVA-2, tend to bind close to splice sites (37, 38) .
In addition, we (38) and Pfarr et al. (39) have previously reported that disease-causing single-nucleotide substitutions tend to disrupt the RBP sites that are in close proximity to splicing junctions. Therefore, we examined whether the distances between splice sites and INDEL loci follow a different distribution between disease-causing and neutral INDELs. Based on a comparison between 27 422 and 1379 non-UTR, exonic INDELs in the HGMD and 1000 Genomes Project databases, we clearly observed that disease-causing INDELs tend to locate in closer proximity to splice sites than neutral INDELs, and this trend is consistent for both 5 ′ and 3 ′ splice sites (Fig. 4) . The median distance (in nucleotides) between the variant loci and the 3 ′ end of the exons was 89 and 123 nt for HGMD and 1000 Genomes Project INDELs, respectively. Similarly, the median distance to the 5 ′ end of exons was 91 and 143 nt for HGMD and 1000 Genomes Project INDELs. This result is consistent with previous observations that disease-causing single-nucleotide variants (SNVs) locate closer to splice sites, when compared with non-disease-causing SNVs (39, 40) .
GC content of flanking sequences
GC content influences pre-mRNA local structure and displays a positive correlation with structural stability, as measured by sequence minimum free energy (41) . Consequently, the GC content difference of exons and adjacent introns may influence mRNA splicing, and INDELs located within the pre-mRNA coding regions with differing GC contents may elicit different splicing outcomes (42) . For each INDEL, we calculated the GC content of +50-bp sequence flanking the site of mutation. We observed clear differences in the GC content between the regions harboring HGMD INDELs, when compared with those harboring 1000 Genomes Project INDELs ( Fig. 5) , with diseasecausing INDELs more prone to reside within regions with low GC content (0.35-0.5).
Disease-causing INDELs tend to affect pre-mRNA secondary structure
Pre-mRNA structure conformational changes can influence the utilization of both splicing signals (5 ′ SS, 3 ′ SS, branch point) and cis-regulatory elements (exonic/intronic splice enhancers, and exonic/intronic splice silencers) (43) (44) (45) . To evaluate the changes in pre-mRNA structure caused by INDELs, we compared the structural distance scores between the reference sequence and the mutated sequence using the RNADistance program in Vienna RNA package using default parameters (46) . Structural distance is measured as the edit distance (the number of operations required to convert one structure into another) between two aligned RNA secondary structures. The RNA secondary structure was predicted using the RNAfold program (V2.0) in Vienna RNA package with default parameters (46) . Similar to the evaluation of the GC content difference, 100-bp pre-mRNA sequences flanking the INDEL loci were extracted, with 50-bp on both the 5 ′ and 3 ′ sides. As shown in Figure 6 , disease-causing INDELs tend to give rise to greater changes in RNA secondary structure.
Sequence conservation
Nucleotide conservation is higher in constitutive exons than that in alternatively spliced exons (47) (48) (49) (50) . It is almost axiomatic that 
Features
The following genomic features that best discriminate between disease-causing and neutral INDELs were used for training the predictor: (1) distance to the splice donor sites (i.e. the 3 ′ end of an exon); (2) distance to the splice acceptor sites (the 5 ′ end of an exon); (3) GC content of the flanking sequence in the reference form (GC raw ); (4) GC content of the flanking sequence in the mutated form (GC mut ); (5) disruption of the RNA secondary structure, i.e. the edit distance of the flanking sequences in the reference and mutated forms (a higher edit distance indicates larger differences on RNA secondary structure in two forms); (6) conservation score, i.e. the phyloP scores (51) of the deleted nucleotides or the two nucleotides flanking the inserted sequences; (7) Figure 8A , BN achieved the best performance of all five predictors, with MCC of 0.51, accuracy of 0.75 and AUC of 0.83. To identify the most discriminative subset of features, we evaluated the performance of each subset of the nine features based on a BN classifier. In total, there were combinations of 511 (2 9 2 1) subset of features. For each of them, the same Human Molecular Genetics, 2014, Vol. 23, No. 11 3029 10-fold cross-validation strategy was employed to evaluate its predicting power as an MCC value. The subset of features that achieved the best prediction performance (MCC as 0.51 and accuracy as 0.75) was composed of the following seven features:
(1) distance to splice donor site, (2) distance to splice acceptor site, (3) GC content of mutated sequences, (4) disruption of the RNA secondary structure, (5) conservation score, (6) maximal magnitude of RBPs binding changes by an INDEL and (7) the number of RBPs whose binding could potentially be altered by the INDEL. We also divided the selected features into two subcategories: splicing-related features (i.e. disruption of RNA secondary structure, maximal magnitude of RBPs binding changes by an INDEL and number of RBPs whose binding can be potentially altered by the INDEL) and sequence composition features (i.e. 5 ′ end proximity, 3 ′ end proximity, GC mut and conservation score). The performance of each subcategory of features was tested separately using BN through 10-fold crossvalidation. The subcategory of splicing-related features outperformed sequence composition features. The MCC values of using splicing-related features and sequence composition features alone were 0.448 and 0.246, respectively (Fig. 8B) . We further evaluated the contribution of each feature by the following steps: for each iteration, one feature was removed and the remaining features were used to train the BN predictor using the same 10-fold cross-validation strategy. Thus, larger decreases in MCC value caused by excluding that feature indicated a greater contribution. Among all the features tested, 'disruption of RNA secondary structure' was the most important feature, followed by 'maximal magnitude of RBP binding changes by an INDEL' and '3 ′ end proximity' ( Table 2) .
DISCUSSION
In addition to their potential roles in disrupting protein structure and function, disease-causing genomic variants in exonic regions can also influence transcriptional and post-transcriptional regulation by changing the interaction between cis-acting RNA elements and trans-acting regulatory proteins. It is known, for example, that many diseases are caused by the dysregulation of splicing (59), with 15-50% of human disease mutations affecting splice site selection (60, 61) . It has been hypothesized that genetic variants can give rise to phenotypic differences by interfering with the splicing code (61), and we recently found that synonymous single-nucleotide variations (SNVs) residing in alternatively spliced exons have minor allele frequencies (MAFs) similar to non-synonymous SNVs, but lower than neutral SNVs (62). This In this study, we systematically evaluated nucleotide sequence features that served to discriminate disease-causing from neutral INDELs, based on their potentials to disrupt interactions with RBPs. These features differ between disease-causing INDELs (cataloged in the HGMD database) and neutral INDELs (generated by the 1000 Genomes Project), indicating that these features have the potential to be used to predict disease-causing INDELs that disrupt post-transcriptional regulation.
Our analysis clearly showed significant differences between the neutral and disease-causing INDELs in terms of their potential to change the binding affinities of RBPs, based on the position -weight matrices of 53 RBPs documented in the RBPDB database (27) . We found that disease-causing INDELs associated with significantly larger binding score deviations than neutral INDELs. Further analysis confirmed that this trend held true for most of the diseases studied, clearly suggesting that INDELs can give rise to new phenotypes by interacting with RBP-binding sites, consistent with previous findings on SNVs (26, 62) .
In addition to the potential for the direct disruption of RBP binding, we also found marked differences in other genomic features between disease-causing and neutral INDELs. For example, we noted that disease-causing INDELs tend to occur closer to splice sites (both 5 ′ donor and 3 ′ acceptor sites), when compared with neutral INDELs (Fig. 4A and B) . The genomic loci harboring disease-causing INDELs tend to be more evolutionarily conserved (Fig. 7 ) and tend to be located within exons for which there is evidence for alternative splicing (Fig. 3) . We also evaluated the GC content and potential disruption of RNA secondary structures of the nucleotide sequences adjacent to the INDEL sites (50 nt upstream and downstream); both features showed significant differences between diseasecausing and neutral INDELs. Moreover, the DNA sequence surrounding disease-causing INDELs was generally found to be more prevalent in low-GC-content region than those DNA sequences flanking neutral INDELs (Fig. 5 ). We further observed that disease-causing INDELs tend to disrupt RNA secondary structure to a greater extent than neutral INDELs, as predicted by the RNADistance (46) program (Fig. 6 ). The ability of these features to clearly distinguish disease-causing from neutral INDELs confirms the importance of using RNA-based features for INDEL discrimination. All these measures indicate that INDELs significantly impact the regulation of RNA processing.
Of the five different machine-learning predictors tested, BN achieved the overall best performance. Using a greedy feature selection strategy, we identified the most informative subsets of features: RNA secondary structure, maximal magnitude of RBP binding changes by an INDEL, 3 ′ end proximity to splice junctions, number of RBPs whose binding could potentially be altered by the INDEL, conservation score, 5 ′ end proximity to splicing junction and GC content for the variant form.
We further ranked the seven most informative features based on their relative contribution to the overall performance measured by MCC value. Disruption of pre-mRNA secondary structure was shown to be the single most informative genomic feature. This is consistent with previous reports that RBPs recognize their target RNA not only by the sequence features of RBP-binding sites but also through target site accessibility, which is in part regulated by RNA secondary or tertiary structure conformation (43) . In fact, several bioinformatics tools have used this as a major feature to study protein-RNA interactions (63) (64) (65) . Our findings further confirm those observations and show that INDELs can disrupt RNA processing both by changing the structural conformation (rank no. 1) and by interrupting splicing factor assembly around the boundary of exons (donor/acceptor splice site) (rank nos. 3 and 6) . Our model also demonstrated that the evolutionary conservation score of the locus harboring the INDEL is a major determinant for predicting INDEL pathological relevance (ranked no. 5 among all the features tested). Evolutionary conservation is widely regarded as one of major indicators of the biological functionality of a DNA sequence element. Indeed, many studies have reported that RBPs tend to bind to sites that are evolutionarily conserved (66) (67) (68) . Thus, similar to RNA secondary structure, evolutionary conservation levels have been widely used as predictors of protein-RNA interactions (69, 70) .
The accuracy of the current model is limited by our current knowledge of RBP-binding motifs. Our current study was based on only 53 RBP-binding sites, and as this number only represents a small proportion of all RBPs, the current model is inevitably limited in terms of its general predictive potential. With rapid developments in high-throughput genomic technologies and supporting biological assays, our ability to identify RBP-binding sites should increase dramatically. Such information, once available, will help to increase the accuracy of model prediction and thus provide a better understanding of these very important elements (INDELs).
MATERIALS AND METHODS

INDEL lists from the 1000 genomes project and the human gene mutation database
The Human Gene Mutation Database (HGMD, http://www.hgmd. org/) contains 28,223 INDELs (micro-insertions/micro-deletions, HGMD professional release 2012.2) causing or associated with human inherited disease; 27,422 (97.15%) of these are located in non-UTR exons. The 1000 Genomes Project catalogs 1,443,514 small INDELs (version 3 of release 20101123, http://www. 1000genomes.org/). We excluded those INDELs located in introns and UTR regions (3 ′ UTR and 5 ′ UTR), yielding a total of 1379 (0.096%) INDELs located in non-UTR exonic regions for further analysis.
Estimating the probability of an INDEL changing the binding affinity of an RNA-binding protein
Our analysis focused on 53 RBP-binding motifs cataloged in the RBPDB (27) database; these 53 RBP-binding domains represent the binding sites of 30 unique RBPs. For each of the 53 RBPbinding motifs, a PWM was derived from multiple sequence alignments of the experimentally determined RBP-binding sites. A PWM is a matrix of values that gives the count of each nucleotide at each locus of the binding site. The binding affinity between the n-nt DNA sequence and the PWM is described by a matching Human Molecular Genetics, 2014, Vol. 23, No. 11 3031 score S as follow:
where n i,j is the count of the jth nucleotide on the ith position in the PWM, k is the width of the binding site and c i,j is the pseudocount for the jth nucleotide on the ith position in the PWM. N is the total number of experimentally validated binding sites for each RBP. d j is the prior base frequency for the jth nucleotide (d j ¼ 0.25 for j ¼ A, T, G, C). Similar strategies have been used previously (71) . In Eq. (1), a high or low matching score indicates that the putative sequence has, respectively, a high or low likelihood to be a potential binding site. Each position of a binding site is assumed to be independent of the other. The matching score distributions for binding and non-binding events are both estimated based on the position-specific scoring matrix (PSSM) of an individual RBP. The PSSM is derived from the PWM, with each value at the ith column and the jth row defined as:
where n i,j , c i,j , N and d j are the same as in the definition in Eq. (1). The mean and variance of the binding scores for specific RBP-binding events are defined as:
where s i,j is equivalent to the value of the ith column and the jth row in the PSSM and f i,j is the approximation of the true frequency of each nucleotide at each binding locus. For binding events,
and for non-binding events, f i,j ¼ 0.25.
Evaluating the magnitude of the change in RBP binding
As defined in our previous work (26) , the magnitude M of an INDEL affecting the binding of an RBP is defined as a likelihood ratio of the INDEL loci being a binding event as opposed to it being a non-binding event in reference and alternative forms, respectively,
where M ′ S and V ′ S are, respectively, the mean and variance of the matching score for non-binding events. R and A indicate the reference and mutated sites, respectively, whereas B and NB denote binding and non-binding events, respectively. S R and S A each represent the matching scores of the reference and mutated sites. A positive score indicates a gain of an RBP-binding site, whereas a negative score indicates the loss of an RBP-binding site.
Bayesian posterior probability of RBP-binding-site gain/loss
We further calculate a Bayesian-based posterior probability for RBP-binding-site gain/loss, defined as the probability that a genetic locus could switch between binding and non-binding, with and without the INDEL variant: 
where P(B) is the prior probability that a specific locus is a RBP-binding event. Here, we assign P(B) to be a beta distribution with a mode value as 1/2 M S , where M S is effectively equal to information content of specific motif. The terms P(R ¼ B, A ¼ NB|S R , S A ) and P(R ¼ NB, A ¼ B|S R , S A ) represent the probability density function (pdf) denoting loss or gain, respectively, of a RBP-binding site caused by an INDEL.
RNA secondary structure prediction
The effects on local RNA secondary structure with the presence of INDEL was evaluated using the programs RNAfold and RNADistance from the Vienna RNA package (46) . The fragment flanking the locus of one INDEL with 50 bp on each side was extracted for both the reference form and the mutated form of the DNA sequence. First, the minimum free energy structure was calculated by the RNAfold program for each fragment. Then, the two structures were aligned and compared by means of the RNADistance program to calculate the edit distance between them.
Protein disorder score calculation
We used the program SPINE-D (72) to determine the disordered (or unstructured) region of each protein which overlapped an INDEL. Disordered regions are more flexible in threedimensional structure than structured regions. Each amino acid (5) 3032
Human Molecular Genetics, 2014, Vol. 23, No. 11 was assigned a probability (disorder score) indicating whether it was located in a disordered region or not. The higher the disorder score, the more likely the amino acid was to be located in an unstructured region. One INDEL was taken as not affecting protein structure if it was located in a disordered region; these regions were defined as the average disorder scores of the corresponding amino acids of .0.4.
Evaluation of classifier performance
The 
