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Abstract
Invariance properties of semimartingales on Lie groups under a family of random trans-
formations are defined and investigated, generalizing the random rotations of the Brownian
motion. A necessary and sufficient explicit condition characterizing semimartingales with this
kind of invariance is given in terms of their stochastic characteristics. Non trivial examples of
symmetric semimartingales are provided and applications of this concept to stochastic analysis
are discussed.
MSC numbers: 60H10; 60G45
Keywords: semimartingale with jumps on Lie groups, stochastic processes on manifolds, invari-
ance with respect to random transformations, stochastic characteristics of semimartingales.
1 Introduction
For deterministic differential equations the study of transformations acting on the underlying time
and space variables and the induced transformations in the space of solutions is a well-developed
subject of research. This study also includes themes like symmetries and invariance properties for
the solutions.
In the 19th century, particularly since the inception of the concept of group (Abel, Galois) and
in particular of continuous groups of transformations (Lie, Klein) the study of transformations of
differential equations has lead to a reduction theory, used to bring general equations to simpler
forms. Moreover, the finding of invariants under the group of transformations permits to reduce
the number of relevant variables and even in certain cases to arrive at concrete solutions. This is
successfully exploited in connection with classical mechanics and dynamical systems, described by
systems of ordinary differential equations, see, e. g., [25, 45, 50].
For the case where the state space for the solution process is a manifold, or more specifically a
Lie group (like, e. g., in the classical problem of the motion of a top), geometric mechanics provides
a natural setting, see, e. g., [31]. Variational principles and the well known relation between
symmetries and invariants (Noether’s theorem) provide other important methods for the study of
such deterministic systems.
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A corresponding theory for equations with random terms is still much less developed, despite
the well-developed theory of (Itoˆ or Stratonovich type) stochastic differential equations. Recently,
however, an increasing interest has been given to this topic, and to the study of stochastic processes
and their transformation and symmetry properties, see, e. g., [1, 2, 10, 14, 15, 16, 24, 34, 38, 44].
For the case of processes with values in Rn and corresponding to the stochastic equations, the
study of transformations and symmetries in analogy with the deterministic theory can be found,
e.g., in [14, 39, 42] for stochastic equation with driving Brownian motion and, e.g., in [5] for more
general driving Le´vy processes. For the case where the processes take values in Lie groups and
symmetric spaces see, e. g., [4, 7, 20, 26, 32, 40, 41].
More generally Markov processes and their symmetries have been studied in a number of pa-
pers, see, e. g., [15, 16, 27, 28, 39]. Let us also mention that symmetry with respect to deterministic
group of permutations has been exploited in de Finetti characterization of exchangeable processes,
while processes which are symmetric with respect to groups of random transformations have been
studied in [34] and references therein.
In the probabilistic setting there is a special interest in looking for transformations that trans-
form both the coefficients and the underlying noise. Especially on Lie groups it seems natural
to consider the general setting of semimartingales, thus extending work on some special processes
(e. g., Brownian motions and their subordinates on Lie groups). This is the subject of the present
paper, where we introduce a new concept of invariance for semimartingales defined on Lie groups
which we call gauge symmetry. The prototypical example of gauge symmetry is the well known
invariance of Brownian motion with respect to random rotations. More precisely, if W is an n
dimensional Brownian motion and B : Ω × R+ → O(n) is a predictable stochastic process tak-
ing values in the Lie group O(n) of orthogonal n × n matrices, by the Le´vy characterization of
Brownian motion, we have that W ′t =
∫ t
0
Bs · dWs is a new n dimensional Brownian motion. This
property has some interesting consequences for the Markovian Brownian-motion-driven SDEs. In
particular, the law of the solution Xt ∈ R
n to a SDE (µ, σ) driven by the Brownian motion W is
not uniquely characterized by the mathematical objects (µ, σ) and W . Indeed X is also a solution
to the SDE (µ, σ · B) driven by W ′t =
∫ t
0 B
−1(Xs, s) · dWs, where B : R
m × R+ → O(n) is any
measurable function. This means that weak solutions to a Brownian motion driven SDE are not
identified by the coefficients (µ, σ) of the SDE but by the generator L = µ ·∂+ 12σ ·σ
T ·∂2, which is
invariant with respect to random rotations. In this work we extend this invariance property from
Brownian motion to general semimartingales taking values on a finite dimensional Lie group.
The first step is the introduction of the notion of geometrical SDE, inspired by the works of
Serge Cohen (see [11, 12] and also [6]). Given a finite dimensional manifold M , a finite dimen-
sional Lie group N and a topological space K, a geometrical SDE driven by a semimartingale
on N is described by a smooth map Ψ· : M × N × K → M such that Ψk(x, 1N ) = x and by a
predictable locally bounded process Kt defined on K. The map Ψk, in some way, describes the
jumps of the solution process X with respect to the jumps of the driving process Z. Indeed, if
we set∆Zt = Zt · Z
−1
t−
, we have that Xt = Ψ(Xt− ,∆Zt). If the manifold M coincides with the
Lie group N , we can restrict our attention to right invariant geometrical SDEs, i.e. SDEs of the
form Ψk(z˜, z) = Ξk(z) · z˜, where Ξ· : N × K → N satisfies Ξk(1N ) = 1N . This kind of SDEs,
transforming the semimartingale Z on N in a new semimartingale Z˜ on N , which is the unique
(strong) solution to the SDE dZ˜t = ΞKt(dZt) such that Z˜0 = 1N , provides the set of random
transformations. The relation between random transformations and geometrical SDEs extends the
associative property of the Itoˆ integral: if X is a solution to the SDE ΨKt(x, z) driven by Z˜, then
X is a solution to the SDE ΨKt(x,ΞK′t(z)) driven by Z. Moreover, if K = G is a topological group
and Ξg is a group action on N , the set of random transformations forms a group where the inverse
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is given by dZt = ΞG−1t
(dZ˜t).
In Section 2.4, we provide a comparison between geometrical SDEs and other notions of SDEs
driven by ca`dla`g semimartingales commonly found in the literature, such as Marcus-type SDEs
(see [37, 43]) and their generalizations (for example the theory of stochastic flows with jumps on
manifolds [8, 23] and rough paths theory for processes with jumps [21, 22]), SDEs driven by Le´vy
processes through Poisson measures (see [5, 36]), or more general random measures (see [9]).
Once we have introduced random transformations, we can consider a semimartingale Zt ∈ N
admitting a gauge symmetry group G with action Ξg as the family of semimartingales for which
the random transformations of the form ΞGt(dZt) preserve the law of Z for any predictable locally
bounded process Gt ∈ G.
Furthermore, in order to make our notion of invariance effective, we provide a simple method for
verifying whether a given semimartingale admits a gauge symmetry group, generalizing the role
played by the Le´vy characterization of Brownian motion in the proof of random rotation invariance
of Brownian motion. Indeed Theorem 4.5 gives a necessary and sufficient condition for the presence
of a gauge symmetry group in terms of the characteristic triplet (b, A, ν) of the semimartingale Z
on the Lie group N . In the case of a Le´vy process on N , where (b, A, ν) are deterministic, this
general condition can be reduced to a simpler deterministic one (see Theorem 4.9). Furthermore,
we extend the previous deterministic characterization of gauge invariant Le´vy processes to some
special cases of non-Markovian semimartingales (see Theorem 4.11), providing also some examples
of non-Markovian gauge symmetric semimartingales (see Section 4.5).
Gauge symmetries generalize in two different directions the results on symmetries of stochastic
processes appearing in the previous literature.
First of all, they fit into the research on invariance of stochastic processes with respect to random
transformations (see, for example, [34] for Brownian motion, infinite dimensional Gaussian pro-
cesses and α-stable processes, or [47] for multidimensional Poisson processes). In this setting, our
approach allows us to consider general semimartingales with jumps and the use of Itoˆ stochastic
calculus and semimartingales stochastic characteristics give us the possibility of working with ex-
plicit examples.
Furthermore, gauge symmetries represent a generalization of deterministic symmetries of stochastic
processes defined on Lie groups or symmetric spaces (see [3, 7, 26, 42]). Indeed, in Proposition 2.6,
we prove that, if G ⊂ Aut(N) and Ξg is the natural action of Aut(N), then, for Gt = g0 ∈ G deter-
ministic, the natural transformation Ξg0(Zt) and our random transformation ΞGt(dZt) = Ξg0(dZt)
coincide. This fact has an important consequence which generalizes the Brownian motion case,
where the invariance with respect to deterministic rotations is equivalent to the invariance with
respect to random rotations. Indeed as proven in Corollary 4.10, in the case where G ⊂ Aut(N),
a Le´vy process, whose law is uniquely determined by its characteristics, is invariant with respect
to our random transformations if and only if it is invariant with respect to deterministic transfor-
mations.
The natural field of application of our results is the study of the symmetries of general SDEs
(see [15, 16, 28, 38, 39, 40, 42] for the current literature and Section 3 and [14] for some applications
of our theory). The problem here is to find a diffeomorphism Φ :M →M transforming a process
X that is a solution to a SDE into the process Φ(X) that solves the same SDE. If we look for weak
solutions, the presence of gauge symmetries is fundamental in order to characterize the symmetries
Φ of a given SDE. In fact, as in the Brownian motion case, also in this framework, the law of the
process X is no more characterized by a single SDE, but it is determined by the whole family of
SDEs related by a gauge transformation.
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A second interesting application field is the geometry of stochastic processes on Riemannian man-
ifolds. Indeed, the gauge invariance property can be useful for explaining the relationship between
Brownian motion and Riemannian geometry (see, e.g., [18, 19]) or in the study of Le´vy processes
taking values in Riemannian manifolds (see [4]). See the end of Section 3 for some ideas in this
direction.
The paper is organized as follows. In Section 2 we introduce the notion of geometrical SDEs
and random transformations, and discuss their composition properties. In Section 3 we define the
concept of gauge symmetry providing some applications and in Section 4 we study the relationship
between gauge symmetries and semimartingale characteristics, giving also some examples of gauge
symmetric semimartingales.
2 Random transformations and gauge symmetries of semi-
martingales
2.1 Geometrical SDEs with jumps
In this section we introduce a family of SDEs defined on a manifoldM and driven by a semimartin-
gale taking values on a (finite dimensional) Lie group N . The family presented here is strongly
inspired by the works of Cohen [12] (see also [6, 11]), even if we introduce some minor changes in
order to make these concepts more suitable to our theory.
Before starting with a detailed description of the notion of geometrical SDEs, let us consider a
simple example. Given a discrete time process Z defined on a Lie group N and a measurable map
Ψ :M ×N →M , it is immediate to use the map Ψ for defining, given the initial condition X0, a
new discrete time process X on the manifold M in the following way
Xn = Ψ(Xn−1,∆Zn), (1)
where ∆Zn := Zn× (Zn−1)
−1. In this setting the process X can be seen as the solution process to
a SDE defined by the map Ψ and driven by the semimartingale Z. A geometrical SDE provides
a generalization of the previous picture to the case of SDEs defined on a manifold and driven by
a continuous time semimartingale. In the following we describe the notion of geometrical SDE,
postponing to Section 2.4 the comparison with other approaches which are more common in the
current literature, as well as the the discussion of the relevance of this family of SDEs in our theory
and of their wide applicability in stochastic analysis.
The principal object in our definition is a map
Ψ·(·, ·) :M ×N ×K →M,
where K is a topological space, Ψk is smooth in the M,N variables, Ψk(x, 1N ) = x and Ψk and all
its derivatives with respect to the M,N variables are continuous in all their arguments. When we
consider K consisting of a single point {k0}, we write Ψ instead of Ψk0 .
Let us define an auxiliary map Ψ· :M ×N ×N ×K →M defined as Ψk(x, z
′, z) = Ψk(x, z
′ · z−1)
and a process K taking values on K which is predictable and locally bounded, i.e. K is a predictable
process such that there exist an increasing sequence of stopping times τn → +∞ and an increasing
sequence of compact sets Kn ⊂ K such that Kt(ω) ∈ Kn whenever 0 < t ≤ τ(ω).
In order to introduce the notion of solution to a SDE Ψk, we give the following definition of
semimartingales on a manifold M (see Emery [19, Section 3.1]).
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Definition 2.1 An adapted ca`dla`g stochastic process X on a smooth manifold M is a semimartin-
gale if, for any smooth function f ∈ C∞(M), the real-valued process f(X) is a real-valued semi-
martingale.
If M and N admit some global coordinate systems xi and zα respectively, a semimartingale X in
M is a solution to the SDE defined by ΨKt and driven by Z if and only if, for a suitable stopping
time τ , we have
X it∧τ −X
i
0 =
∫ t∧τ
0 ∂z′α(Ψ
i
Ks
)(Xs− , Zs− , Zs−)dZ
α
s +
+ 12
∫ t∧τ
0 ∂z′αz′β (Ψ
i
Ks
)(Xs− , Zs− , Zs−)d[Z
α, Zβ ]cs+
+
∑
0≤s≤t∧τ{Ψ
i
Ks
(Xs− , Zs, Zs−)−Ψ
i
Ks
(Xs− , Zs− , Zs−)+
−∂z′α(Ψ
i
Ks
)(Xs− , Zs− , Zs−)∆Z
α
s },
(2)
where Ψ
i
:= xi ◦ Ψ, ∂z′α denotes the derivative of Ψ
i
(x, z′, z) with respect to the second set z′
of variables on N and with respect to the coordinates system zα, X i := xi(X), Zα := zα(Z),
∆Zαs := Z
α
s − Z
α
s−
, and we use Einstein notation for repeated indexes.
In order to extend the previous definition to the case of two general smooth manifolds M,N we
introduce two embeddings i1 :M → R
kM and i2 : N → R
kN , kM , kN ∈ N, and an extension
Ψ˜k : R
kM × RkN × RkN ×K → RkM ,
of the map Ψ such that
Ψ˜k(i1(x), i2(z
′), i2(z))) = i1(Ψk(x, z
′, z)).
The existence of such embeddings is given by the Whitney theorem (see, e.g., [29, Chapter 1 Section
8]) and the existence of such extension is guaranteed by the existence of a tubular neighbourhood
for smooth submanifold (see, e.g., [29, Chapter 2 Section 3])). In the following with a slight abuse
of notations we identify an SDE defined by Ψ or Ψ˜ with the SDE defined by Ψ.
Definition 2.2 A semimartingale X defined on the manifold M solves the geometrical SDE de-
fined by ΨKt and driven by the noise Z on the Lie group N if, for any embedding i1, i2 as above,
and for any extension Ψ˜k as above, i1(Xt∧τ ) ∈ R
kM solves the integral problem (2), where the map
ΨKt is replaced by Ψ˜Kt and the noise Z is replaced by i2(Zt∧τ ).
In this situation we write
dXt = ΨKt(dZt).
When it is not strictly necessary, we omit the stopping time τ in the definition of solution to a
SDE.
Remark 2.3 When the driving semimartingale Z has predictable jumps at times t = 1, 2, ..., n, ... ∈
N, Definition 2.2 reduces to equation (1).
Remark 2.4 In Definition 2.2 the request that the map Ψk is smooth in theM×N component can
be relaxed. Indeed, it is only necessary to require that Ψk is two times differentiable in the points
of the form (x, 1N ) for any x ∈M and that the expression Ψ˜(x, z
′, z)− i1(x)− ∂z′α (Ψ˜)(x, z, z)∆z
α
is O(|∆z|2) uniformly on the compact sets of M ×N .
Due to the following important theorem, Definition 2.2 is in general not empty.
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Theorem 2.5 Given two open subsets M and N of Rm and Rn respectively, for any semimartin-
gale Z on N and any x0 ∈ M , there exist a stopping time τ , almost surely strictly positive, and
a semimartingale X on M , uniquely defined until τ and such that X0 = x0 almost surely, such
that X is a solution to the SDE ΨKt until the stopping time τ driven by Z. Furthermore, if M
is a general (finite dimensional) manifold, N a general (finite dimensional) Lie group and Z is a
semimartingale on N , i1, i2 are two embeddings of N,M in R
kM and RkN and Ψ˜k is any exten-
sion of Ψk, then the unique solution X˜ to the SDE Ψ˜k is of the form (i1(X), i2(Z)) for a unique
semimartingale X on M . Finally, the process X does not depend on the embeddings i1, i2 and on
the extension Ψ˜k.
Proof. Since the process K is locally bounded, the function Ψ˜Kt , up to a sequence of stopping
times τn → +∞, is locally Lipschitz with Lipschitzianity constant uniform with respect to the
point ω in the underlying probability space. Under these conditions, the statement follows from
Theorem 2 in [12].
2.2 Invariant geometrical SDEs on Lie groups
In this section we consider the special case M = N (so we write Ψk(z˜, z) ∈ N with z˜ ∈ N) and
geometrical SDEs Ψk invariant with respect to the group of right multiplication, i.e. Ψk(z˜ ·n, z) =
Ψk(z˜, z) · n for any fixed n ∈ N . A simple consequence of these requests is that Ψk is of the form
Ψk(z˜, z) = Ψ
Ξ
k (z˜, z) := Ξk(z) · z˜,
where Ξk(z) = Ψk(1N , z) is a smooth map from N into itself such that Ξk(1N ) = 1N . In the
following we write dZ˜t = ΞKt(dZt) instead of dZ˜t = Ψ
Ξ
Kt
(dZt).
In order to provide an heuristic reason for the introduction of geometrical SDE invariant with
respect to the right multiplication on the Lie group N , we consider a discrete time semimartingale
Z (or equivalently a semimartingale Z with predictable jumps at time 0, 1, ..., n, ... ∈ N). In this
case we have that Z˜n = ΞKn−1(∆Zn) · Z˜n−1 or equivalently
∆Z˜n = ΞKn−1(∆Zn)
(see Remark 2.3). Therefore the map Ξk describes the evolution of the jumps of the process Z˜
and, in particular, the jumps of the process Z˜ depend only on the jumps of the process Z and not
on the process Z itself.
The invariant geometrical SDEs defined on the Lie group N play the role of random transforma-
tions. Indeed, if we fix the locally bounded process K in K and if Z is a semimartingale on N ,
the unique solution to dZ˜t = ΞKt(dZt) such that Z˜t = 1N is a new semimartingale on N . For this
reason we call the map Z → Z˜, where Z˜ is the solution to the SDE dZ˜t = ΞKt(dZt), the random
transformation of Z related with the process K and the map Ξk. Indeed a random transformation
is a function from the set of semimartingales such that Z0 = 1N into itself. Hereafter we assume
that Z0 = 1N .
It is important to note that the random transformations just introduced could be seen (under
some additional conditions) as an extension of deterministic transformations of a semimartingale.
First of all, let K = Aut(N) be the group of (smooth) automorphisms of N (which is a finite
dimensional Lie group) and let Ξ·(·) : N × K → N be the natural action of Aut(N) on N , i.e. for
any k ∈ Aut(N) and z, z′ ∈ N , Ξk(z · z
′) = Ξk(z) · Ξk(z
′). Then the following proposition holds.
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Proposition 2.6 In the previous setting for any (deterministic) k ∈ Aut(N) and for any semi-
martingale Z, denoting by Z˜ the solution to dZ˜t = Ξk(dZt) and taking Z
′
t = Ξk(Zt), we have
Z˜ = Z ′.
Hereafter the equality between two stochastic processes means that the two processes are indis-
tinguishable. Before proving Proposition 2.6 we fix some notations and introduce a lemma which
we often use in the following. We denote by Y1, ..., Yn a set of generators for the Lie algebra of
right-invariant vector fields on N , and we identify this Lie algebra with the Lie algebra n associ-
ated with the Lie group N (we recall that n = T1NN). Since Yα are right invariant, denoting by
Rn : N → N the right multiplication by the element n ∈ N , for any f ∈ C
∞(N) we have that
Yα(f ◦Rn)(z) = Yα(f)(Rn(z)) = Yα(f)(z · n).
Let S : N → RkN be an embedding of N and let P : N → Mat(n, kN ) be the matrix defined
as P = (Yα(S
i))| α=1,...,n
i=1,...,kN
. Since S is an embedding (and so it is injective), the matrix P is
pointwise of maximal rank. This means that there exists a matrix P˜ : N → Mat(kN , n) de-
fined as P˜ = (PT · P )−1 · PT which is pointwise the pseudoinverse of P , i.e. P˜ · P = In and
P · P˜ |Im(P ) = Id|Im(P ) (see [46] for the definition of pseudoinverse).
Lemma 2.7 Given a smooth function f ∈ C∞(N) and an embedding S : N → RkN , there exists
an extension f˜ ∈ C∞(RkN ) of f such that
∂si(f˜) ◦ S = P˜
α
i Yα(f) (3)
∂sisj (f˜) ◦ S = P˜
β
i P˜
α
j Yβ(Yα(f˜)) ◦ S + Yβ(P˜
α
j )P˜
β
i Yα(f˜) ◦ S, (4)
where si is the coordinate system of RkN .
Proof. The existence of a tubular neighbourhood UN ⊂ R
kN of the submanifold S(N), and the
existence of a partition of unity subordinate with respect to an atlas of UN adapted with respect
to the submanifold S(N) (see for example [29, Chapter 1 Section 8]), ensure that there exist an
extension f˜ ∈ C∞(RkN ) of f and a kN − n dimensional distribution D ⊂ TS(N)R
kN that is the
orthogonal complement of T (S(N)) such that for any Y, Y ′ ∈ D Y (f˜)|S(N) = 0 and Y (Y
′(f˜)) = 0.
Using the fact that any smooth vector field in TS(N)R
kN can be expressed as a linear combination
of S∗(Yα) (the right-invariant vector fields of N) and of a vector field of D and since P˜ is the
pseudoinverse of P and D is the orthogonal complement of TS(N), we get the statement.
Proof of Proposition 2.6. The key tools of the proof are Itoˆ formula, Lemma 2.7 and the right
invariance of Yα. First of all we note that Ψ
Ξ
k = Ξk(z
′) · Ξk(z
−1) · z˜. Let Ψ˜Ξk be an extension of
Ψk as in Definition 2.2 and Lemma 2.7, put Z
i = Si(Z) and let Ξ˜k be an extension of the type of
Lemma 2.7 of S ◦ Ξk. By Lemma 2.7 and the right-invariance of Yα we have that
∂s′i(Ψ˜
r
k)(z˜, z
′, z)|S(N) = P˜
α
i Y
z′
α (S
r ◦Ψ)(z˜, z′, z)
= P˜αi Yα(S
r ◦ Ξk)(z
′ · z−1 · Ξ−1k (z˜))
= ∂si(Ξ˜
r
k)(z
′ · z−1 · Ξ−1k (z˜))|S(N).
In the same way it is easy to prove, using equation (4), that
∂s′is′j (Ψ˜
r)(z˜, z′, z)|S(N) = ∂s′is′j (Ξ˜
r)(z′ · z−1 · Ξ−1k (z˜)). By Definition 2.2 we have
dZ˜it = ∂sj (Ξ˜
i
k)(Ξ
−1
k (Z˜t−))dZ
j
t + ∂s′js′r (Ξ˜
i)(Ξ−1k (Z˜t−))d[Z
j , Zr]t +
+Ξ˜i(∆Zt · Ξ
−1
k (Z˜t−))− Z˜
k
t−
− ∂sj (Ξ˜
i
k)(Ξ
−1
k (Z˜t−))∆Z
j
t .
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Using Itoˆ formula and the fact that Zt = Ξ
−1
k (Z
′
t), we obtain that Z
′i = Si(Z ′) solves the previous
differential relation and, by the uniqueness of the solution of geometrical SDEs, we have Z˜ = Z ′.
The semimartingale Z˜, which is the random transformed semimartingale of Z related to the process
K and the map Ξk, is the unique strong solution to the SDE Ψ
Ξ
k driven by Z. In general the
semimartingale Z cannot be defined for all finite times t, since Theorem 2.5 assures only the local
existence of Z˜. In order to guarantee that the map Z 7−→ ΞKt(dZt) is a well defined map between
semimartingales we need some conditions on Z, or Ξk or N , ensuring that Z˜ has time of explosion
τ = +∞.
For example, if Z is piecewise constant with only a finite number of jumps in compact subsets
of the time line R+, the semimartingale Z˜ is defined for all times. We give here an non-obvious
statement that, under some conditions on the Lie group N , guarantees the existence of Z˜ for any
time.
Proposition 2.8 If N admits a faithful finite dimensional representation, then, for any locally
bounded process Gt in G, the explosion time of the SDE dZ˜t = ΞGt(dZt) is +∞.
Proof. Let S : N → Mat(lN , lN) (where lN ∈ N) be a faithful representation of N . In this
representation, the geometrical SDE associated with Ξk is defined by the map Ψ
Ξ
k given by
Ψ
Ξ
k (z˜, z
′, z) = S(Ξk(z
′ · z−1)) · S(z˜),
where · on the right-hand side denotes the usual matrix multiplication. If si is the standard carte-
sian coordinate system in Mat(lN , lN), extending suitably Ξk to all Mat(lN , lN ), we have that
Ψ
Ξ,i
k (s˜, s
′, s), ∂s′j (Ψ
Ξ,i
k )(s˜, s
′, s) and ∂s′js′l(Ψ
Ξ,i
k )(s˜, s
′, s) are linear in s˜. So, putting Zi = Si(Z)
and Z˜i = Si(Z˜), the SDE (2) related with Ψ
Ξ
is linear in Z˜ and so, by well known results on
SDEs with jumps in Rl
2
N (see, e.g., [9, Chapter 5]) the solution has explosion time τ = +∞ almost
surely.
Hereafter we always assume that the semimartingale Z˜ exists for all times.
2.3 Geometrical SDEs and random transformations
In this subsection we provide a natural composition rule for random transformations exploiting
their relationship with geometrical SDEs. This composition rule is evident in the case where the
semimartingale Z has discrete time (or equivalently it has only jumps in the predictable times
t = 0, 1, ..., n, n ∈ N). Indeed suppose that dZ˜n = ΞK′n(dZn) and that dXn = ΨKn(dZ˜n), then by
recalling Remark 2.3 and the discussion at the beginning of Section 2.2 we have that
Xn = ΨKn−1(Xn−1,ΞK′n−1(∆Zn)).
In other words the semimartingale X solution to the SDE Ψk driven by Z˜ is also solution to the
SDE Ψk(x,Ξk′ (z)) driven by the semimartingale Z.
This fact it is not a peculiarity of the previous case but it is a general property of geometrical
SDEs. Indeed the following theorem holds.
Theorem 2.9 Let N be a Lie group and suppose that X is a solution to the geometrical SDE ΨKt
driven by Z˜ on N . If dZ˜t = ΞK′t(dZt) (where K
′ is a predictable locally bounded process defined in
the topological space K′), then X is a solution to the geometrical SDE ΨˆKt,K′t , where
Ψˆk,k′(x, z) = Ψk(x,Ξk′ (z)).
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In order to prove Theorem 2.9 we need the following lemma.
Lemma 2.10 Given k ca`dla`g semimartingales X1, ..., Xk, let Hα1 , ..., H
α
k , with α = 1, ..., r, be pre-
dictable processes which can be integrated along X1, ..., Xk respectively. If Φα(t, ω, x1, x′1, ..., xk, x′k) :
R+ × Ω × R
2k → R are some progressively measurable random functions that are continuous in
x1, x′1, ..., xk, x′k and such that |Φα(t, ω, x1, x′1, ..., xk, x′k)| ≤ O((x1 − x′1)2 + ...+ (xk − x′k)2) as
xi → x′i, for almost every fixed ω ∈ Ω and uniformly on compact subsets of R+×R
2k, the processes
Zαt =
∫ t
0
Hαi,sdX
i
s +
∑
0≤s≤t
Φα(s, ω,X1s− , X
1
s , ..., X
k
s−
, Xks )
are semimartingales. Furthermore
∆Zαt = H
α
i,t∆X
i
t +Φ
α(t, ω,X1t− , X
1
t , ..., X
k
t−
, Xkt ), (5)
[Zα, Zβ]ct =
∫ t
0
Hαi,sH
β
j,sd[X
i, Xj]cs, (6)∫ t
0 Kα,sdZ
α
s =
∫ t
0 Kα,sH
α
i,sdX
i
s +
∑
0≤s≤tKα,sΦ
α(s, ω,X1s− , X
1
s , ...). (7)
Proof. Since
∫ t
0
Hαi,sdX
i
s are semimartingales, we only need to prove that
Z˜α =
∑
0≤s≤tΦ
α(s, ω,X1s− , X
1
s , ..., X
k
s−
, Xks ) is a ca`dla`g process of bounded variation.
If Z˜α are processes of bounded variation, then we can prove (6) since Z˜α does not change the
brackets [Zα, Zβ ]c (for the definition of [ , ]c see, e. g., [48]). Furthermore, since Z˜α is a sum of
pure jumps processes, Z˜α is a pure jump process. Then we get equations (5) and (7) by using [48,
Chapter IV Theorem 8], the associative property of the Itoˆ integral (see [48, Chapter IV Theorem
22]), the fact that Z˜α are pure jump processes of bounded variation and that the measures dZ˜α are
pure atomic (random) measures. The fact that Z˜α is of bounded variation can be established by
exploiting the standard argument used for proving Itoˆ formula (see, e.g., [48, Chapter II, Section
7]).
Remark 2.11 Let K be a topological space, K ∈ K be a locally bounded predictable process and
Φ˜ : R+ × K × R
2k → R be a C2 function in R2k variables such that Φ˜ and all its derivatives are
continuous in all their arguments. If Φ˜(·, ·, x1, x1, ..., xk, xk) = ∂x′i(Φ˜)(·, ·, x
1, x1, ..., xk) = 0 for
i = 1, ...k, then Φ(t, ω, ...) = Φ˜(t,Kt(ω), ...) satisfies the hypotheses of Lemma 2.10.
Proof of Theorem 2.9. We prove the theorem when N,M admit a global coordinate system.
The proof of the general case can be obtained by using suitable embeddings and exploiting Lemma
2.7.
Let xi, zα be some global coordinate systems of M,N respectively. By definition Z˜ is such that
Z˜αt − Z˜
α
0 =
∫ t
0
∂z′β (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)dZ
β
s
+
1
2
∫ t
0
∂z′βz′γ (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)d[Z
β , Zγ ]cs +
+
∑
0≤s≤t
Ψ
Ξ,α
K′s
(Z˜s− , Zs, Zs−)−Ψ
Ξ,α
K′s
(Z˜s− , Zs− , Zs−) +
−∂z′β (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)∆Z
β
s ,
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where, as usual, Ψk′(z˜, z
′, z) = Ξk′ (z
′ ·z−1) · z˜. By the previous equation, Lemma 2.10 and Remark
2.11 we obtain
[Z˜α, Z˜β ]t =
∫ t
0
∂z′γ (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)∂z′δ (Ψ
Ξ,β
K′s
)(Z˜s− , Zs− , Zs−)d[Z
γ , Zδ]cs
∆Z˜αt = Ψ
Ξ,α
K′t
(Z˜t− , Zt, Zt−)−Ψ
Ξ,α
K′t
(Z˜t− , Zt− , Zt−).
Therefore, since X is a solution to the geometrical SDE ΨKt driven by Z˜, using Lemma 2.10 and
Remark 2.11, we have
dX it = ∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)dZ˜
α
t +
1
2∂z˜′α z˜′β (Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)·
·d[Z˜α, Z˜β]t + {Ψ
i
Kt
(Xt− ,∆Z˜t)− Ψ
i
Kt
(Xt− , 1N)+
−∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)∆Z˜
α
t }
= ∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)∂z′β (Ψ
Ξ,α
K′t
)(Z˜t− , Zt− , Zt−)dZ
β
t +
+ 12∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)∂z′βz′γ (Ψ
Ξ,α
K′t
)(Z˜t− , Zt− , Zt−)·
·d[Zβ , Zγ ]ct + ∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)
[
Ψ
Ξ,α
K′t
(Z˜t− , Zt, Zt−)+
−Ψ
Ξ
K′s
(Z˜t− , Zt− , Zt−)− ∂z′β (Ψ
Ξ,α
K′t
)(Z˜t− , Zt− , Zt−)∆Z
β
t
]
+
+ 12
(
∂z˜′α z˜′δ (Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)∂z′β (Ψ
Ξ,α
K′t
)(Z˜t− , Zt− , Zt−)·
·∂z′β (Ψ
Ξ,δ
K′t
)(Z˜t− , Zt− , Zt−)
)
d[Zβ , Zγ ]t +
{
Ψi(Xt− ,ΞGt(∆Zt))+
−Ψi(Xt− , 1N)− ∂z˜′α(Ψ
i
Kt
)(Xt− , Z˜t− , Z˜t−)[Ψ
Ξ,α
K′t
(Z˜t− , Zs, Zt−)+
−Ψ
Ξ,α
K′s
(Z˜t− , Zt− , Zt−)]
}
.
By the chain rule for derivatives and the fact that Ψ
Ξ,α
K′t
(Z˜s− , Zs− , Zs−) = Z˜
α
s−
we have
∂z′β (Ψ
i
Ks
(x,Ψ
Ξ
K′s
(z˜, z′, z), z˜))
∣∣∣x=Xs
−
,z˜=Z˜s
−
z=z′=Zs
−
=
= ∂z˜′α(Ψ
i
Ks
)(Xs− , Z˜s− , Z˜s−)∂z′β (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)
∂z′βz′γ (Ψ
i
Ks
(x,Ψ
Ξ
K′s
(z˜, z′, z), z˜))
∣∣∣x=Xs
−
,z˜=Z˜s
−
z=z′=Zs
−
=
= ∂z˜′α(Ψ
i
Ks
)(Xs− , Z˜s− , Z˜s−)∂z′βz′γ (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)+
+∂z˜′αz˜′δ (Ψ
i
Ks
)(Xs− , Z˜s− , Z˜s−)∂z′β (Ψ
Ξ,α
K′s
)(Z˜s− , Zs− , Zs−)·
·∂z′γ (Ψ
Ξ,δ
K′s
)(Z˜s− , Zs− , Zs−)
Using the fact that
Ψk(x,Ψ
Ξ
k′(z˜, z
′, z), z˜) = Ψk(x, (Ξk′ (z
′ · z−1) · z˜) · z˜−1) =
= Ψˆk,k′(x, z
′ · z−1) = Ψk(x,Ξk′ (z
′ · z−1)) = Ψˆk,k′(x, z
′, z)
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we obtain
X it −X
i
0 =
∫ t
0
∂z′β (Ψˆ
i
Ks,K′s
)(Xs− , Zs− , Zs−)dZ
β
s +
+
1
2
∫ t
0
∂z′βz′γ (Ψˆ
i
Ks,K′s
)(Xs− , Zs− , Zs−)d[Z
β , Zγ ]s +
+
∑
0≤s≤t
Ψˆ
i
Ks,K′s
(Xs− , Zs, Zs−)− Ψˆ
i
Ks,K′s
(Xs− , Zs− , Zs−) +
−∂z′β (Ψˆ
i
Ks,K′s
)(Xs− , Zs− , Zs−)∆Z
β
s ,
and so dXt = ΨˆKt,K′t(dZt).
Corollary 2.12 Suppose Ξk′ is invertible as a map from N into itself and, for any fixed k
′ in K′,
the inverse satisfies the same regularity properties of Ξk′ . If X is a solution to the geometrical SDE
ΨKt driven by Z, then X is a solution to the canonical SDE defined by Ψˆk,k′(x, z) = Ψk(x,Ξ
−1
k′ (z)).
Proof. The proof is an application of Theorem 2.9 and of the fact that dZt = Ξ
−1
K′t
(dZ˜t). Indeed,
defining dZˆt = Ξ
−1
K′−1
(dZ˜t), we have that dZˆt = Ξ
−1
K′t
◦ ΞK′t(dZt) = IdN (dZt) = dZt.
Remark 2.13 An easy consequence of Theorem 2.9 is the well known associative rule of Itoˆ
stochastic integrals. In particular if we have
dX it = C
i
α,tdZ˜
α
t , dZ˜
α
t = B
α
β,tdZ
β ,
where C : Ω× R+ → Mat(m,n) and B : Ω× R+ → Mat(n, n) are two predictable locally bounded
processes, we have
dX it = C
i
α,tB
α
β,tdZ
β = Diβ,tdZ
β
t
where Dt = Ct · Bt. The previous relation can be obtained considering X as the solution to the
geometrical SDE given by ΨC(x, z) = x + C · z and by the random transformation ΞB = B · z.
Indeed applying Theorem 2.9 we obtain that ΨˆC,B(x, z) = x+ C ·B · z.
2.4 A comparison with other approaches
In this subsection we discuss the relations between geometrical SDEs introduced by Definition 2.2
and other definitions of SDEs driven by processes with jumps on Rm. In particular we consider
Marcus-type SDEs (see for example in [37, 43]) and Le´vy driven SDEs (see for example [5, 36]). Our
geometrical SDEs also include affine-type SDEs (see [48, Chapter V]), SDEs driven by a general
random measure (see [9, Chapter 5]) and smooth iterated random functions (see [17]).
2.4.1 Marcus-type SDEs
Let us take M = Rm and N = Rn, and n smooth vector fields V1, ..., Vn on M , admitting flow
for any time. Let R : [0, 1]×N → N be C1 in the [0, 1]-variable, smooth in N -variables and such
that R(0, z) = 0, R(1, z) = z and R(a, 0) = 0. If we define Φ : [0, 1]×M ×N →M as the unique
solution to the following equations
∂a(Φ
i(a, x, z)) = ∂a(R
α(a, z))V iα(Φ(a, x, z))
Φ(0, x, z) = x,
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where Vα = V
i
α(x)∂xi , and we consider Ψ(x, z) = Φ(1, x, z), the geometrical SDE defined by Ψ is
given by
dX it = V
i
α(Xt−)dZ
α
t +
1
4 (Vβ(V
i
α)(Xt−) + Vα(V
i
β)(Xt−))d[Z
α, Zβ ]t+
+{Ψi(Xt− , Zt − Zt−)−X
i
t−
− V iα(Xt−)∆Z
α
t }.
(8)
We call these SDEs Marcus-type SDEs (some authors call them canonical SDEs) since when
R(a, z) = az, they are exactly the SDEs initially proposed by Marcus in [43] for semimartingales
with finitely many jumps in any compact interval, which have been extended to the case of general
real semimartingales in [37]. This kind of equations are used to study stochastic flows on Rm
(see [23]) and can be defined on manifolds and driven by infinite dimensional semimartingales (see
[8]). Furthermore, when R is a more general class, they have been studied by Cohen (see [12]
and see also [6]) within the framework of stochastic analysis and by Friz and Zhang (see [22] and
also [21]) exploiting the more recent methods of rough paths theory. The Marcus-type SDEs have
a very nice geometric property: if Σ : M → M is a diffeomorphism, X solves the SDE (8) if
and only if Σ(X) solves the Marcus-type SDE defined by the same R and by Σ∗(V1), ...,Σ
∗(Vn).
Unfortunately this family of SDEs has two main problems. The first one is that they do not
have a natural generalization allowing us to include the dependence on topological spaces K and
stochastic processes on them. The second problem is that, although they are closed with respect
to diffeomorphisms, they are not closed with respect to the random transformations Ξk.
Nevertheless since some generalizations of equation (8) play an important role in (possible non-Itoˆ)
rough paths theory for jumps processes, we think that a generalization of our theory to these cases
and to rough paths theory deserves a great attention and future investigations.
2.4.2 Smooth SDEs driven by Le´vy processes
In this section we describe a particular form of SDEs driven by Rn-valued Le´vy processes (see, e.g.,
[5, 36]). The following discussion can be easily generalized to the case of general semimartingales
and general random measures following [9]. By definition, an Rn-valued Le´vy process (Z1, ..., Zn)
can be decomposed into the sum of Brownian motions and compensated Poisson processes defined
on Rn. In particular, a Le´vy process on Rn can be identified by a vector b0 = (b
1
0, ..., b
n
0 ) ∈ R
n,
an n× n matrix Aαβ0 (with real elements) and a positive σ-finite measure ν0 defined on R
n (called
Le´vy measure, see, e.g., [5, 49]) such that
∫
Rn
|z|2
1 + |z|2
ν0(dz) < +∞.
By the Le´vy-Itoˆ decomposition, the triplet (b, A, ν) is such that there exist an n dimensional
Brownian motion (W 1, ...,Wn) and a Poisson measure P (dz, dt) defined on Rn such that
Zαt = b
α
0 t+ C
α
βW
β
t +
∫ t
0
∫
|z|≤1
zα(P (dz, ds)− ν0(dz)ds)+
+
∫ t
0
∫
|z|>1
zαP (dz, ds).
where Aαβ0 =
∑
γ C
α
γ C
β
γ . Henceforth we suppose for simplicity that b
1 = 1 and bα0 = 0 for
α > 1, that there exists n1 such that A
αβ
0 = δ
αβ for 1 < α, β ≤ n1 and A
αβ
0 = 0 for α or β in
{1, n1+1, ..., n}, and finally that
∫ t
0
∫
|z|≤1
zα(P (dz, ds)− ν0(dz)ds) = 0 and
∫ t
0
∫
|z|>1
zαP (dz, ds) =
0 for α ≤ n1.
Consider a vector field µ on M , a set of n1 − 1 vector fields σ = (σ2, ..., σn1) on M and a smooth
(both in x and z) function F :M×Rn−n1 → Rm such that F (x, 0) = 0. We say that a semimartin-
gale X ∈M is a solution to the smooth SDE (µ, σ, F ) driven by the Rn Le´vy process (Z1, ..., Zn)
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if
X it −X
i
0 =
∫ t
0
µi(Xs−)dZ
1
s +
∫ t
0
n1∑
α=2
σiα(Xs−)dZ
α
s +
+
∫ t
0
∫
Rn−n1
F i(Xs− , z)(P (dz, ds)− I|z|≤1ν0(dz)ds),
where I|z|≤1 is the indicator function of the set {|z| ≤ 1} ⊂ R
n−n1 . Define the function
Ψ
i
(x, z′, z) = xi + µ˜i(x)(z′1 − z1) + σiα(x)(z
′α − zα) + F i(x, z′ − z),
where
µ˜i(x) = µi(x)−
∫
|z|≤1
(F i(x, z)− ∂zα(F
i)(x, z)zα)ν0(dz).
It is easy to see that any solution X to the smooth SDE (µ, σ, F ) driven by the Le´vy pro-
cess (Z1, ..., Zn) is also a solution to the geometrical SDE Ψ driven by the Rn semimartingale
(Z1, ..., Zn) and conversely.
In the theory of SDEs driven by Rn-valued Le´vy processes the usual assumption is that F is Lips-
chitz in x and measurable in z. Our assumption on smoothness of F in both x, z is thus a stronger
requirement. For this reason we say that (µ, σ, F ) is a smooth SDE driven by a Le´vy process.
3 Gauge symmetries of semimartingales on Lie groups
It is well known that considering a Brownian motion Z on Rn and a process Bt : Ω× [0, T ]→ O(n)
predictable with respect to the natural filtration of Z and with values in the Lie group O(n) of
orthogonal matrices, the process defined by
Z ′αt =
∫ t
0
Bαβ,sdZ
β
s (9)
is a new n dimensional Brownian motion (see [16]).
We propose a generalization of this property to the case of a ca`dla`g semimartingale Z on a Lie
group N (see [47] for a similar result about Poisson measures).
In the following we suppose that Ξ : N × G → N is an action of the topological group G, i.e. Ξg
satisfies all the previous hypotheses where the topological space K is replaced by the topological
group G and furthermore, for any g1, g2 ∈ G, Ξg1 ◦ Ξg2 = Ξg1·g2 .
Definition 3.1 Let Z be a semimartingale on a Lie group N with respect to a given filtration
Ft. Given a topological group G, we say that Z admits G, with action Ξg and with respect to the
filtration Ft, as gauge symmetry group if, for any Ft-predictable locally bounded process Gt taking
values in G, the semimartingale Z˜ solution to the equation dZ˜t = ΞGt(dZt) has the same law as Z.
In the following we consider the filtration Ft of the probability space (Ω,F ,P) as given and we
omit it when it is not strictly necessary to specify it.
Remark 3.2 We require that G is a topological group and Ξg is a group action, so that the set
of random maps of the form Z 7−→ ΞGt(dZ), for a generic predictable locally bounded process G,
forms a group of random transformations. Under the previous conditions this group property is an
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easy consequence of Theorem 2.9 and Corollary 2.12. On the other hand, we can modify Definition
3.1 requiring a weaker condition, i.e. G = K to be a general topological space or a semigroup. The
assumption that G is a group is essentially based on the idea that symmetries should be invertible
and closed under composition.
There are two main reasons for the choice of the name gauge symmetry group. If we consider the
space G of locally bounded predictable functions G· : Ω × R+ → G, G is a group with respect
to the pointwise composition (G · G′)t(ω) = Gt(ω) · G
′
t(ω). The set G with this composition can
be interpreted as the set of gauge transformations of the trivial principal bundle (Ω × R+) × G.
Furthermore, by Theorem 2.9, the map Zt × Gt → ΞGt(dZt) is an action of the group G on the
space of semimartingales defined on N . This resembles the idea of (local) gauge transformations
and (local) gauge symmetries in field theory.
A deeper similarity between field theory and gauge symmetries in relation with Markovian (in X)
SDEs is based on the idea of weak solution to a SDE. If we fix the law PZ of a semimartingale Z on
the Lie group N , we say that X is a weak solution to the geometrical SDE Ψ if there exists a semi-
martingale Z ′ with the law PZ taking values on N such that X is a solution to the SDE Ψ driven
by Z ′. This definition, inspired by [9, Definition 5.5.2], is a natural generalization of the case with
a driving Brownian-motion, and can be extended from geometrical SDEs to more general situations.
Remark 3.3 The strong existence results proved in Theorem 2.5 and the coincidence between
strong and weak solutions allow us to choose Z ′ so that X is measurable with respect to the natural
filtration of Z ′.
Obviously this is no more true for the general non-smooth case (see Tanaka counter-example [9,
Chapter 5, Section 5.5]).
Let G be a (finite dimensional) gauge symmetry Lie group for the semimartingale Z with smooth
action Ξg with respect to its natural filtration. If B :M → G is a smooth function and X is a weak
solution to the geometrical SDE Ψ(x, z), then X is also a weak solution to the SDE Ψ(x,ΞB(x)(z)).
Therefore there is a whole family of SDEs Ψ with the same set of weak solutions which are related
by transformations of the form ΞB(x).
This fact is well known in the Brownian case, where with the same martingale problem it is pos-
sible to associate many different SDEs related by a rotation of the diffusion coefficient. With the
introduction of the concept of gauge symmetry we generalize this phenomenon to gauge symmetric
semimartingales.
The situation is similar to the one encountered in classical electrodynamics, where with the same
electro-magnetic field it is possible to associate many different electro-magnetic scalar and vector
potentials related by a gauge transformation. Furthermore this approach allows us to relate the
gauge symmetry group with the (local) gauge transformation on the trivial bundle M ×G (see [16]
for the Brownian motion case).
The existence of gauge symmetries is important in the study of the symmetries of SDEs, i.e.
transformations changing a solution to an SDE into another solution to the same SDE. Since we
have two notions of solution to a given SDE (strong and weak solution) we have two notions of
symmetries for an SDE: strong symmetries, leaving invariant the set of strong solutions (i.e. not
changing the driving process) and weak symmetries, leaving invariant the set of weak solutions.
Characterizing the set of strong symmetries is a simple task since the SDE must be transformed
into itself. On the other hand, when the driving semimartingale admits a gauge symmetry group,
there are many different SDEs admitting the same set of weak solutions, and a weak symmetry
may not transform the SDE into itself.
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The relationship between strong and weak symmetries of a Brownian-motion driven SDE and the
gauge symmetries with respect to random rotations of Brownian motion was pointed out for the
first time in [16]. The study of weak symmetries of SDEs driven by general semimartingales ad-
mitting gauge symmetry groups will be the subject of a future paper.
The presence of gauge symmetries of semimartingales has also important consequences for the
study of the geometry of stochastic processes defined on manifolds. We sketch here an example. A
well known method for introducing Brownian motion on a Riemannian manifold M is to project
onto the manifoldM the solution to a SDE defined on the bundle of orthonormal frames O(M) on
M (the solution to the SDE on O(M), called stochastic development of the Brownian motion on
M , was first proposed by Eells and Elworthy, see [18], see also the generalization of Emery to gen-
eral continuous semimartingales provided in [19, Chapter VIII]). This construction was generalized
to the case of rotation-invariant Le´vy processes in [4]. It is important to note the central role of
rotation invariance for Brownian motion and for the Le´vy processes in proving that the projected
process from O(M) onto M is Markovian (indeed in [4] it is explicitly acknowledge that for non-
rotation-invariant Le´vy processes this fact is no necessarily true anymore). This phenomenon, once
explained in terms of gauge symmetries, can be generalized to the case of non-Markovian-driving
processes.
Indeed, the stochastic development defined on O(M) can be related to a Marcus-type SDE Ψ(x, z)
(where x ∈ O(M) and z ∈ N = Rm). The map Ψ cannot be reduced to a map Ψˆ :M ×N →M ,
i.e. a map pi(Ψ(x, z)) = Ψˆ(pi(x), z) where pi : O(M) → M is the natural projection of O(M) on
M . This means that the SDE Ψ driven by Z on O(M) cannot be reduced to a SDE Ψˆ driven
by Z on M . On the other hand the existence of this kind of reduction is fundamental, since the
presence of Ψˆ would imply the Markovianity of the projection Π(X) of the process X on M . If
Z ∈ Rm is invariant with respect to random rotations ΞB(z) = B · z (where B ∈ O(m)), the
choice of an orthonormal frame on M1 induces a map B : O(M) → O(m) such that the SDE
Ψ(x,ΞB(x)(z)) = Ψ(x,B(x) · z) can be reduced to a SDE Ψˆ(x˜, z) on M . Since, as proved in Corol-
lary 4.10, rotation-invariant Le´vy processes are also invariant with respect to random rotations,
the previous reasoning also applies to Brownian motion and the Le´vy processes considered in [4].
We conclude this section with an explicit example showing how the knowledge of a gauge symmetry
of a semimartingale provides a useful tool in order to simplify the corresponding SDE.
Given the SDE Ψ(x, z) = x+ xf(|x|2)z0 + z in R
2 or, more explicitly,
dX1t = X
1
t−
f(Rt−)dt+ dZ
1
t−
dX2t = X
2
t−
f(Rt−)dt+ dZ
2
t−
where f : R+ → R is a smooth function and Rt = (X
1
t )
2 + (X2t )
2, it is easy to prove that (for
general f) Ψ(x, z) does not admit any strong symmetry Φ. Indeed, in general, we cannot find a
smooth function Φ : R2 → R2 such that Φ(Ψ(Φ−1(x), z)) = Ψ(x, z) for any (x, z) ∈ R4.
On the other hand, if Z admits O(2) (with its natural action) as gauge symmetry group, Ψ admits
the rotation
Φa(x) =
(
cos(a) − sin(a)
sin(a) cos(a)
)
·
(
x1
x2
)
1The existence of a smooth orthonormal frame is equivalent to the triviality of the tangent bundle TM . If TM is
non-trivial, then there exist only measurable orthonormal frames which can be used if we apply the generalization
of geometrical SDEs proposed in Remark 2.4.
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as weak symmetries. Indeed, if
Ba =
(
cos(a) − sin(a)
sin(a) cos(a)
)
,
we have that (Φa, Ba) are weak symmetries (see [16] for a precise definition) and
dX ′t = dΦa(X) = Ba · dXt
= f(Rt−)Ba ·Xt−dt+Ba · dZt
= f(R′t−)X
′
t−
dt+ dZ ′t− .
We remark that, in order to have the previous symmetry, we do not need Z to be invariant
with respect to random rotations but only with respect to deterministic rotations. On the other
hand, the notion of gauge invariance is a key tool if we aim at generalizing the reduction and
reconstruction techniques from the deterministic to the stochastic framework.
Indeed, rewriting the equation in polar coordinates, we obtain
dRt = 2Rt−f(Rt−)dt+ 2
√
Rt−(cos(Θt−)dZ
1
t + sin(Θt−)dZ
2
t ) + dZt, (10)
where Zt = [Z
1, Z1]t + [Z
2, Z2]t. It is immediate to check that equation (10) is not independent
of the angle Θt as expected for a rotationally invariant equation. On the other hand, if Z admits
rotations as gauge symmetry group, we can define the following semimartingale
Z ′1t =
∫ t
0
X1s−√
(X1s−)
2 + (X2s−)
2
dZ1s +
X2s−√
(X1s−)
2 + (X2s−)
2
dZ2s
Z ′2t =
∫ t
0
−
X2s−√
(X1s−)
2 + (X2s−)
2
dZ1s +
X1s−√
(X1s−)
2 + (X2s−)
2
dZ2s .
Since Z is invariant with respect to random rotations then Z ′ has the same law of Z. Using the
previous change of driving semimartingale, we have that Xt ∈ R
2 solves the following equation
dX1t− = X
1
t−
f(Rt−)dt+
X1t−√
(X1t−)
2 + (X2t−)
2
dZ ′1t −
X2t−√
(X1t−)
2 + (X2t−)
2
dZ ′2t
dX2t− = X
2
t−
f(Rt−)dt+
X2t−√
(X1t−)
2 + (X2t−)
2
dZ ′1t +
X1t−√
(X1t−)
2 + (X2t−)
2
dZ ′2t .
If we introduce polar coordinates we obtain
dRt = 2Rt−f(Rt−)dt+ 2
√
Rt−dZ
′1
t + dZ
′
t
where Z′t = [Z
′1, Z ′1]t + [Z
′2, Z ′2]t. It is important to note that we can perform the previous
reduction using polar coordinates only if Z is invariant with respect to random rotations and not
just with respect to deterministic rotations. Finally we remark that, if Z is a Brownian motion
and f = 0, the equation for Rt reduces to the usual equation for squared Bessel process.
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4 Gauge symmetries and semimartingales characteristics
4.1 Characteristics of a Lie group valued semimartingale
In this section we extend the well known concept of semimartingale characteristics from the Rn
setting to the case of a semimartingale defined on a general finite dimensional Lie group N .
Fixing n generators Y1, ..., Yn of right-invariant vector fields on N , we introduce a set of functions
h1, ..., hn (called truncated functions related to Y1, ..., Yn) which are measurable, bounded, smooth
in a neighbourhood of the identity 1N , with compact support and such that h
α(1N ) = 0 and
Yα(h
β)(1N ) = δ
β
α (the existence of these functions is proved, for example, in [32] and they can be
chosen to be equal to a set of canonical coordinates in a neighbourhood of 1N ). Generalizing Jacod
and Shiryaev [33, Chapter II Definition 2.6] we give the following
Definition 4.1 Let b be a predictable semimartingale of bounded variation on Rn and let A be
a predictable continuous semimartingale taking values in the set of semidefinite positive n × n
matrices. Furthermore, let ν be a predictable random measure defined on R+ ×N . If Z is a semi-
martingale on a Lie group N , we say that Z has characteristics (b, A, ν) with respect to Y1, ..., Yn
and their truncated functions h1, ..., hn if, for any smooth bounded functions f, g ∈ C∞(N) and for
any smooth and bounded function p which is identically 0 in a neighbourhood of 1N , we have that
∑
0≤s≤t p(∆Zs)−
∫ t
0
∫
N
p(z′)ν(ds, dz′), (11)
[f(Z), g(Z)]ct − g(Z0)f(Z0)−
∫ t
0
Yα(f)(Zs−)Yβ(g)(Zs−)dA
αβ
s , (12)
f(Zt)− f(Z0)−
∫ t
0
Yα(f)(Zs−)db
β
s −
1
2
∫ t
0
Yα(Yβ(f))(Zs−)dA
αβ
s +
−
∑
0≤s≤t(f(Zs)− f(Zs−)− h
α(∆Zs)Yα(f)(Zs−)),
(13)
where ∆Zt = Zt · Z
−1
t−
, are local martingales.
Remark 4.2 We note that condition (12) is redundant, because it can be deduced from (11) and
(13).
The following theorem states that any semimartingale Z defined on a Lie groupN admits essentially
a unique characteristic triplet (b, A, ν).
Theorem 4.3 If Z is a semimartingale on a Lie group N , then Z admits a characteristic triplet
(b, A, ν) with respect to Y1, ..., Yn and h
1, ...hn, which is unique up to P null sets.
Proof. We first prove the existence. Given a semimartingale Z on N , we can associate with Z a
unique random measure on N given by
µZ(ω, dt, dz) =
∑
s≥0
I∆Zs 6=1N δ(s,∆Zs(ω))(dt, dz),
where δa is the Dirac delta with mass in a ∈ R+ × N . The random measure µ
Z is an integer-
valued random measure (see, e.g., [33, Chapter II, Proposition 1.16]), hence there exists a unique
non-negative predictable random measure µZ,p, which is the compensator of µZ i.e. such that for
any predictable random function h vanishing in a neighbourhood of 1N ,
∫ t
0
∫
N
h(z′)µZ(ds, dz′) −∫ t
0
∫
N
h(z′)µZ,p(ds, dz′) is a martingale, see [33, Chapter II Theorem 1.8], and so we can take
ν = µZ,p.
In order to prove the existence of processes bα, Aαβ we introduce a Riemannian embedding S :
N → RkN with respect to a left invariant metric on N (the existence of such an embedding for
17
general finite dimensional Riemannian manifolds is provided by the Nash theorem, see for example
[30]). Put Zi = Si(Z), where S = (S1, ...SkN ), and write
Zˆit = Z
i
t −
∑
0≤s≤t
(
∆Zis − h
α(∆Zs)Yα(S
i)(Zs−)
)
.
Since S is Riemannian, the norms of S∗(Yα)(x) are constant and so Yα(S
i) are bounded. Because
of
∆Zˆit = h
α(∆Zt)Yα(S
i)(Zt−),
and hα being bounded, Zˆi have bounded jumps and so they are special semimartingales (see [48,
Chapter III Theorem 31]). By definition of special semimartingale (see [48, Chapter III Section
8]), the processes Zˆi can be decomposed in a unique way as
Zˆi = Bi +M i,c +M i,d,
where Bi is a predictable process of bounded variation, M i,c is a continuous local martingale and
M i,d is a purely discontinuous local martingale.
Therefore, we can define
bαt =
∫ t
0
P˜αi (Zs−)dB
i
s + Yβ(P˜
α
i )(Zs−)P˜
β
j (Zs−)d[M
i,c,M j,c]s
A
αβ
t =
∫ t
0
P˜αi (Zs−)P˜
β
j (Zs−)d[M
i,c,M j,c]s,
where P˜ is the pseudo inverse of the matrix P = (Yα(S
i)). Given f, g ∈ C∞(N) let us consider
two extensions f˜ , g˜ on RkN of f, g ∈ C∞(N) as in Lemma 2.7: by Itoˆ formula we have
f(Zt)− f(Z0) =
∫ t
0
∂si(f˜)(Zs−)dZ
i
s +
1
2
∫ t
0
∂sisj (f˜)(Zs−)d[Z
i, Zj]cs+
+
∑
0≤s≤t(f(Zs)− f(Zs−)−∆Z
i
s∂si(f˜)(Zs−))
(14)
and the corresponding formula holds for g. Recalling that [Z˜i, Z˜j]c = [Zi, Zj ]c = [M i,c,M j,c] and
using equation (3), we have
[f(Z), g(Z)]ct =
∫ t
0
Yα(f)(Zs−)Yβ(g)(Zs−)dA
αβ
s .
Finally, recalling that
Zit = B
i
t +M
i,c
t +M
i,d
t +
∑
0≤s≤t
(∆Zis − h
α(∆Zs)Yα(S
i)(Zs−))
and using equation (4), equation (14) and Lemma 2.10 we obtain that
f(Zt)− f(Z0)−
∫ t
0 Yα(f)(Zs−)db
α
s −
1
2
∫ t
0 Yα(Yβ(f))(Zs−)dA
αβ
s +
−
∑
0≤s≤t(f(Zs)− f(Zs−)− h
α(∆Zs)Yα(f)(Zs−))
is a local martingale.
The uniqueness of ν has already been proved using the uniqueness of the compensator of the
random measure µZ (see [33, Chapter II, Theorem 1.8]). The uniqueness of bα, Aαβ follows in a
standard way (see [33, Chapter 2 Remark 2.8]) exploiting the fact that martingales of bounded
variation are constant (see, e.g., [48, Chapter III, Theorem 12]).
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4.2 Gauge symmetries and semimartingales characteristics
In this section, after introducing some useful geometric and probabilistic tools, we look for suitable
conditions on the characteristics of a semimartingale in order to ensure that it admits a gauge
symmetry group.
We start by discussing the role of the filtration Ft in Definition 3.1: in fact, although the definition
of gauge symmetry group seems to concern only the law of Z and not the filtration, a semimartingale
Z may admit a gauge symmetry group G with respect to a filtration Ft such that G is no longer
a gauge symmetry group for Z if a different filtration Ht is considered. For example, let W be a
standard n dimensional Brownian motion, let Ft be its natural filtration and put Ht = Ft∨σ(WT ).
AlthoughW is a semimartingale with respect to both Ft andHt (see, e.g. [48, Chapter VI Theorem
3]), the rotations are a gauge symmetry group for W only with respect to the filtration Ft and not
with respect to Ht. In fact if B : R
n → O(n) is a measurable map such that B(x) ·x = (|x|, 0, ..., 0),
the constant process B(WT ) is predictable with respect to the filtration Ht and it is not adapted
with respect to Ft. On the other hand the semimartingale
W˜αt =
∫ t
0
Bαβ (WT )dW
β
s = B
α
β (WT )W
β
t ,
is not a Brownian motion since, for example, W˜T = (|WT |, 0, ..., 0) is not a Gaussian random
variable. This is due to the fact that the family of the Ht-predictable processes is too large for
preserving the invariance property of Brownian motion. In order to avoid this kind of phenomena,
and ensuring that owning a gauge symmetry is a property of the law of the process Z and not of
its filtration, we introduce the following definition.
Definition 4.4 Let Z be a semimartingale with respect to the filtration Ft. We say that the
filtration Ft is a generalized natural filtration if there exists a version of the characteristic triplet
(b, A, ν) of Z (with respect to the filtration Ft), which is predictable with respect to the natural
filtration FZt ⊂ Ft of the semimartingale Z.
It is important to note that if (b, A, ν) are the characteristics of a semimartingale Z with respect
to its natural filtration, then they are also the characteristics of Z with respect to any generalized
natural filtration for Z. For this reason, hereafter, whenever we consider a generalized natural
filtration Ft for Z we can use the characteristics (b, A, ν) with respect to the natural filtration of
Z as the characteristics of Z with respect to Ft.
Let us consider the probability space
Ωc = ΩA × ΩB,
where ΩA = D1N ([0,+∞), N) is the space of ca`dla`g functions ωA(t) taking values on N and such
that ωA(0) = 1N , and ΩB = L
∞
loc([0,+∞),G) is the set of locally bounded and measurable func-
tions taking values in G.
On the set ΩA we consider the standard filtration F
A
t of D1N ([0,+∞), N) and on ΩB the filtration
FBt generated by the standard filtration of C
0([0,+∞),G) ⊂ ΩB (usually called the predictable
filtration). We denote by piA, piB the projections of Ω onto ΩA and ΩB respectively, and so we
define Fct = σ(pi
−1
A (F
A
t ), pi
−1
B (F
B
t )). We call Ω
c the canonical probability space and Fct the natural
filtration on Ωc.
We need the space ΩA in order to define a semimartingale Z on N , and the space ΩB in order to
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define a locally bounded predictable process taking values on G. Choosing a particular semimartin-
gale Z on N and a predictable process Gt on G is equivalent to fixing a probability measure P on Ω
such that Zt(ω) = piA(ω)(t) is a semimartingale on N (the fact that the process Gt(ω) = piB(ω)(t)
is a locally bounded predictable process is automatically guaranteed by the choices of the space
ΩB and the filtration F
B
t ).
Given an N valued semimartingale Z and a generic predictable process Gt taking values in G,
both defined on a probability space (Ω,F ,Ft,P), there exists a natural probability measure P
c on
the canonical probability space Ωc induced by the probability measure P such that the canonical
processes (ωA(t), ωB(t)) have the same law as (Zt(ω), Gt(ω)). Thus, fixing the process Gt and the
law PZ of the semimartingale Zt is equivalent to fixing the probability law P
c on Ωc so that the
restriction of Pc to the ΩA measurable subsets, P = P
c|FA , is exactly P
Z . As a consequence, prov-
ing a statement involving only the measurable objects Zt, Gt which turns out to be independent
from the choice of a specific predictable process Gt, is equivalent to proving the same statement
on the probability space Ωc with respect to the canonical processes ωA(t), ωB(t) and for a suitable
subset of probability laws Pc on Ωc such that P|FA = P
Z . This subset depends on the filtration Ft
of the probability space chosen. In particular if Ft is a generalized natural filtration for Z, then
F˜ct is a generalized natural filtration for ωA(t) (where F˜
c
t is the completion of F
c
t with respect to
P
c). Since we consider only generalized natural filtrations for the semimartingale Z, we suppose
that Pc is such that F˜ct is a generalized natural filtration.
For this reason, in the following we only consider the canonical probability space Ωc with law
P = Pc and denote by Zt the canonical semimartingale ωA(t) and by Gt the canonical predictable
process ωB(t).
In the same way, we identify the solution Z˜ to the SDE dZ˜t = ΞGt(dZt) with the measurable map
ΛA : Ω→ ΩA such that Z˜t(ω) = ΛA(ω)(t). We can extend the map ΛA to a map Λ : Ω→ Ω given
by
Λ(ω) = (ΛA(ω), pi2(ω)),
defining a new probability measure P′ = Λ∗(P). The map Λ is P invertible, i.e. there exists a map
Λ′ such that Λ ◦ Λ′ is equal to the identity map up to P′ null sets and the map Λ′ ◦ Λ is equal to
the identity map up to P null sets. The construction of the map Λ′ is similar to the construction
of Λ starting from the stochastic differential equation dZt = Ξ(Gt)−1(dZ˜t) and the measure P
′.
The proof of the fact that Λ′ is the P′ inverse of Λ and hence Λ is the P inverse of Λ′, is based
on Theorem 2.9. It is important to note that Fˆct , i.e. the completion of F
c
t with respect to the
probability P′, may not be a generalized natural filtration for ωA(t) even if F˜
c
t is a generalized
natural filtration for Zt under P.
Given the probability law PZ on ΩA, by Theorem 4.3 there exist some measurable and predictable
functions bα, Aαβ : ΩA×R+ → R and a random predictable measure ν : ΩA →M(R+×N) which
are the characteristics of the canonical process Zt(ω) = piA(ω(t)) and are uniquely defined up to
P
Z null-sets. The characteristic triplets (b, A, ν), seen as FA measurable objects, are uniquely
determined by the probability measure PZ . The converse, namely the fact that the FA measurable
objects (b, A, ν) uniquely identify the probability law PZ , is in general not true (the reader can
think, for example, to diffusion processes whose martingale problem admits multiple solutions).
When the triplet (b, A, ν) uniquely determines the probability law PZ on ΩA we say that the triplet
(b, A, ν) uniquely identifies the law of Z (the reader interested in this problem and in the more
general martingale problem for semimartingales is invited to consult [33, Chapter III]). Examples
of this situation are, e.g., the Rn Brownian motion, Rn Le´vy processes, diffusion processes with a
unique solution to the associated martingale problem, and point processes. If the law P on Ωc is
such that P|FA = P
Z and the filtration F˜ct is a generalized natural filtration for ωA(t), then the
same FA measurable characteristics (b, A, ν), viewed as Ωc semimartingales, are characteristics of
Z with respect to F˜ct as well. Obviously it is possible to define other characteristic triplets (b¯, A¯, ν¯)
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of Z on Ωc which are only F˜c adapted and not FAt adapted. The characteristics (b¯, A¯, ν¯) are equal
to (b, A, ν) up to P null sets (and not only up to PZ null sets).
Since the map Ξg is such that Ξg(1N ) = 1N , using the identification of the Lie algebra Y1, ..., Yn
generated by the right-invariant vector fields with n = T1NN we can define two linear maps
Γg : n → n and Og : n ⊗ n → n in the following way: if Y, Y
′ are two invariant vector fields with
associated flows Φa,Φ
′
b : N → N we define
Γg(Y ) = ∂a(Ξg ◦ Φa)(1N )|a=0
Og(Y
′, Y ) = ∂b(∂a(Ξg ◦ Φa ◦ Φ
′
b))(1N )|a=0,b=0.
Since Y (f)(z) = ∂a(f ◦ Φa)(z)|a=0 and the flow of right-invariant vector fields commutes with
the right multiplication, we can exploit the definition of ΨΞg (z˜, z) = Ξg(z) · z˜ and Ψ
Ξg
(z˜, z′, z) =
Ξg(z
′ · z−1) · z˜ to prove that, for any Y, Y ′ right-invariant vector fields,
Y z(f ◦ΨΞg )(z˜, 1N) = Y
z′(f ◦Ψ
Ξ
g )(z˜, z, z) =
= (Γg(Y ))(f)(z˜)
(15)
Y ′z(Y z(f ◦ΨΞg ))(z˜, 1N) = Y
′z′(Y z
′
(f ◦Ψ
Ξ
g ))(z˜, z, z) =
= (Γg(Y
′))[(Γg(Y ))(f)](z˜) + (Og(Y
′, Y ))(f)(z˜),
(16)
where the superscript ·z, ·z
′
means that the vector fields Y, Y ′ apply to the z, z′ variables respec-
tively.
Theorem 4.5 Let Z be a semimartingale on a Lie group N with characteristic triplet (b(ωA), A(ωA), ν(ωA)).
Suppose that Z admits G with action Ξg as a gauge symmetry group with respect to any generalized
natural filtration. Then if P is a measure on Ωc such that F˜t is a generalized natural filtration with
respect to both Zt and dZ˜t = ΞGt(dZt), we have
dbαt (ω) = Γ
α
g(ωB),β
db
β
t (piA(Λ
′(ω))) + 12O
α
g(ωB),βγ
dA
βγ
t (piA(Λ
′(ω)))+
+
∫
N
(hα(z′)− hβ(Ξg−1(ωB)(z
′))Γα
g(ωB),β
)ν(piA(Λ
′(ω)), dt, dz′)
(17)
dA
αβ
t (ω) = Γ
α
g(ωB),γ
Γβ
g(ωB),δ
dA
γδ
t (piA(Λ
′(ω))) (18)
ν(ω, dt, dz) = Ξg(ωB)∗(ν(piA(Λ
′(ω)), dt, dz)), (19)
up to a P′ = Λ∗(P) null set. Furthermore, if b˜, A˜, ν˜ are pi
−1
A (F
A) measurable, the previous equalities
hold with respect to PZ null sets. Finally, if (b, A, ν) uniquely determines the law of Z, the previous
conditions are also sufficient for the existence of a gauge symmetry group.
Before proving the theorem we study the transformations of the characteristics under (random)
semimartingale changes.
Lemma 4.6 If Z is a semimartingale with characteristics (b, A, ν), then dZ˜ = ΞGt(dZ) is a
semimartingale with characteristics
db˜αt = Γ
α
Gt,β
db
β
t +
1
2O
α
Gt,βγ
dA
βγ
t +
∫
N
(hα(z′)− hβ(ΞG−1t
(z′))ΓαGt,β)ν(dt, dz
′)
dA˜
αβ
t = Γ
α
Gt,γ
ΓβGt,δdA
γδ
t
ν˜ = Ξ∗Gt(ν).
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Proof. We denote by (b˜, A˜, ν˜) the characteristic triplet of Z˜. Since the jumps of Z˜ are ∆Z˜t =
ΞGt(∆Zt) and the jump times of Z˜ are the same of Z we have, using the notation of Theorem 4.3,
µZ˜(dt, dz) =
∑
s≥0
I∆Z˜s 6=0(s)δ(s,∆Z˜s)(dt, dz) =
∑
s≥0
I∆Zs 6=0(s)δ(s,ΞGs (∆Zs))(dt, dz).
If we identify, with a slight abuse of notation, the push-forward of the map (s, z) → (s,ΞGs(z))
with the push-forward of the map (s, z)→ ΞGs(z), we have
δ(s,ΞGs (∆Zs))(du, dz) = ΞGs,∗(δ(s,∆Zs))(du, dz),
and so µZ˜ = ΞGt,∗(µ
Z). If we consider a function h : N → R which is identically zero in a
neighbourhood of 1N , by definition of push-forward of a measure we have
∫ t
0
∫
N
h(z)ΞGs,∗(µ
Z − ν)(ds, dz) =
∫ t
0
∫
N
h(ΞGs(z))(µ
Z − ν)(ds, dz).
Furthermore
∫ t
0
∫
N
h(ΞGs(z))(µ
Z − ν)(ds, dz) is a martingale, since h(ΞGs(z)) is a predictable func-
tion and ν is the predictable projection of the random measure µZ . Since µZ˜ = ΞGt,∗(µ
Z) we have
that ΞGt,∗(ν) is the predictable projection of the measure µ
Z˜ and ν˜ = ΞGt,∗(ν).
For the formulas of A˜ and b˜ we use the definition of solution to a geometrical SDE, Lemma 2.10
and equation (15) and (16) for Γg and Og. We make the proof only for A˜, since the proof for b˜
follows the same lines.
Fixing an embedding S : N → RkN , by Lemma 2.10, for any functions f, g ∈ C∞(N), equation
(15) for Γg ensures that
d[f(Z˜), g(Z˜)]ct = ∂s′i(f˜ ◦Ψ
Ξ
g )(Z˜t− , Zt− , Zt−)∂s′j (g˜ ◦Ψ
Ξ
g )(Z˜t− , Zt− , Zt−)·
·d[Si(Z), Sj(Z)]ct = Y
z′
α (f˜ ◦Ψ
Ξ
g )(Z˜t− , Zt− , Zt−)·
·Y z
′
β (g˜ ◦Ψ
Ξ
g )(Z˜t− , Zt− , Zt−)P˜
α
i (Zt−)P˜
β
j (Zt−)d[S
i(Z), Sj(Z)]ct
= Yγ(f)(Z˜t−)Yδ(g)(Z˜)Γ
γ
Gt,α
ΓδGt,βP˜
α
i (Zt−)P˜
β
j (Zt−)d[S
i(Z), Sj(Z)]ct ,
where g˜, f˜ are the usual extensions of f, g on RkN , and P˜ is a pseudoinverse matrix of P = (Yα(S
i))
(see Lemma 2.7). By definition of characteristics we have that
[Si(Z), Sj(Z)]ct −
∫ t
0 Yα(S
i)(Zs−)Yβ(S
j)(Zs−)dA
αβ
s =
= [Si(Z), Sj(Z)]ct −
∫ t
0 P
i
α(Zs−)P
j
β(Zs−)dA
αβ
s
is a local martingale. This means that
[f(Z˜), g(Z˜)]ct −
∫ t
0
Yγ(f)(Z˜s−)Yδ(g)(Z˜s−)Γ
γ
Gs,α
ΓδGs,βdA
αβ
s
is a local martingale.
Proof of Theorem 4.5. We cannot directly use Lemma 4.6 to compare (b, A, ν) with (b˜, A˜, ν˜),
since Z and Z˜, where dZ˜t = ΞGt(dZt), are two different processes being two different functions
from Ωc × R+ into N . Indeed Zt(ω) = piA(ω)(t), while Z˜t(ω) = piA(Λ(ω))(t).
Since Λ′ is the P′ inverse of Λ, Z˜(Λ′(ω)) is exactly the same process as Z (as functions defined on
Ωc). If Z˜(Λ′) and Z have the same law, and since both the filtrations Fˆct and F˜
c
t are canonical,
they necessarily have the same characteristics up to a P′ null set and therefore b(ω) = b˜(Λ′(ω)),
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A(ω) = A˜(Λ′(ω)) and ν(ω) = ν˜(Λ′(ω)). If b˜(Λ′), A˜(Λ′(ω)) and ν˜(Λ′(ω)) are pi−1A (F
A
t ) measurable
(usually they are only Fˆct measurable) they are then equal to b, a and ν up to a null set with
respect to piA∗(P) = piA∗(P
′).
Obviously if (b, A, ν) uniquely identifies the law of Z in ΩA, the condition stated in the theorem is
also sufficient.
4.3 An example of gauge symmetries for discrete semimartingales
Although Theorem 4.5 is very useful for proving that a group is not a gauge symmetry group for a
given semimartingale, in general it does not suffice by itself to delineate a method for determining
the gauge symmetry group of a given semimartingale. However, in the following we attract the
reader’s attention to some still general example, although in discrete time, where this determina-
tion is indeed possible.
We consider the case of a stochastic process with discrete time on Lie groups N . In this case it
is possible to use Theorem 4.5 for obtaining a complete characterization of gauge invariant semi-
martingales. In order to illustrate the idea we limit ourselves to a detailed treatment only for the
case where N = Rn (with its natural Lie group multiplication given by the sum of vectors) and
the gauge group is O(n) with its natural action ΞB = B · z on R
n. The case of a general group N
can be treated in a similar way, but we prefer to skip the details in this paper.
Let (Z0 = 0, Z1, ..., Zn, ...) be a discrete time stochastic process taking values on R
n. We can
identify this process with a continuous time semimartingale Zt, t ∈ [0,+∞), in the following way
Zt = Zn if n− 1 ≤ t < n, n ∈ N.
The stochastic characteristics of the semimartingale Z are thus of the form
bt = 0, At = 0, ν(dz, dt) =
∑
n∈N
δn(dt)µn(Z0, Z1, ..., Zn−1, dz),
where z ∈ Rn and µn(Z0, Z1, ..., Zn−1, dz) is the law of the jump ∆Zn = Zn − Zn−1 conditioned
with respect to the random variables (Z0, Z1, ..., Zn−1).
In order to simplify the treatment of the problem we suppose that the random measures µn are
absolutely continuous with respect to the Lebesgue measure dz, this means that there exists a
sequence of functions Fn ∈ L
1(Rn, dz) such that
µn(Z0, Z1, ..., Zn−1, dz) = Fn(∆Z1, ...,∆Zn−1, z)dz. (20)
Let Bt ∈ O(n) be a predictable process with respect to the σ-algebra generated by Z. This
means that B can be identified by with a discrete time process of the form B1 := B1(Z0),
B2 := B2(Z0, Z1), ...,Bn := Bn(Z0, ..., Zn−1).
The transformed semimartingale dZ ′t = ΞBt(dZt) and the transformation map Λ in this case is
given by
Z ′n(ω) = Λ(ω)n =
∑
i≤n
Bi(Z0(ω), ..., Zi−1(ω)) · (Zi(ω)− Zi−1(ω))
and Z ′0 = 0. It is important to note that the expression Λn depends only on Z0, ..., Zn and is linear
with respect to Zn. This means that, in this case, the map Λ is invertible and we can compute
explicitly its inverse that is given by
Zn(ω) = Λ
′
n(ω) =
∑
i≤n
B˜i(Z
′
0(ω), ..., Z
′
i−1(ω)) · (Z
′
i(ω)− Z
′
i−1(ω)),
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where
B˜i(Z
′
0(ω), ..., Z
′
i−1(ω)) := B
−1
i (Λ
′
0(ω), ...,Λ
′
i−1(ω)).
This is obtained replacing recursively the random variable Z0, ..., Zi−1 by their expression in terms
of the Λ′0, ...,Λ
′
i−1. It is important to note that in this case the particular structure of the discrete
time process of Z and of its predictable σ-algebra come to help.
The previous analysis implies that ∆Zn = B˜n(Z
′
0, ..., Z
′
n−1) · ∆Z
′
n. So applying Theorem 4.5 to
this case we get that Z is invariant with respect to random rotations if and only if
ν(dz, dt) = ΞBn(ν(dz, dt)) ◦ Λ
′ =
=
∑
n δn(dt)Fn(B˜
−1
1 (Z
′
0) ·∆Z
′
1, ..., B˜
−1(Z0, Z1, ..., Zn−2) ·∆Z
′
n−1, B˜n(Z
′
0, ..., Z
′
n−1) · z)dz,
where the Fn are given by equation (20). From the previous equation it follows that
Fn(B˜
−1
1 (Z
′
0)·∆Z
′
1, ..., B˜
−1(Z ′0, Z
′
1, ..., Z
′
n−2)·∆Z
′
n−1, B˜n(Z
′
0, ..., Z
′
n−1)·z) = Fn(∆Z
′
1, ...,∆Z
′
n−1, z),
for any measurable function B˜i : R
n×i → O(n). Since the functions B˜i are arbitrary it follows
that Z is invariant with respect to random rotations if and only if Fn depends only on the moduli
|∆Zi|, for i = 1, ..., n− 1, and |z|, i.e. there exists a positive measurable function Gn : R
n
+ → R+
such that
Fn(∆Z1, ...,∆Zn−1, z) = Gn(|∆Z1|, ..., |∆Zn−1|, |z|),
where | · | is the usual Euclidean norm in Rn. In other words the stochastic characteristics of Z is
of the form
ν(dz, dt) =
∑
n∈N
δn(dt)Gn(|Z0|, |Z1|, ..., |Zn−1|, |z|)dz.
4.4 Gauge symmetries of Le´vy processes
Generalizing [33, Chapter II Definition 4.1 and Theorem 4.15] we introduce the following definition.
Definition 4.7 A ca`dla`g semimartingale Z on a Lie group N is an independent increments pro-
cess if its characteristics (b, A, ν) are deterministic.
The process Z is a Le´vy process if bt = b0t, At = A0t, ν(dt, dx) = ν0(dx)dt for some b0 ∈ R
n,
A0 n × n symmetric positive semidefinite matrix and some σ-finite measure ν0 on N such that∫
N
(hα(z))2ν0(dz) < +∞ and
∫
N
f(z)ν0(dz) < +∞ for any smooth and bounded function f ∈
C∞(N) which is identically zero in a neighbourhood of 1N .
Definition 4.7 is equivalent to the concept with the same name proposed by Feinsilver [20] (more
recently studied by Liao [41]) with the further request that the process Z is a semimartingale.
The definition of independent increments process depends on the filtration Ft used for defining the
characteristics (b, A, ν) and, since (b, A, ν) are deterministic, the filtration Ft has to be a generalized
natural filtration.
Remark 4.8 The characteristics of a Le´vy process introduced in Definition 4.7 are the same as
those discussed in Subsection 2.4.2.
Theorem 4.9 If a semimartingale Z is an independent increments process such that its law is
uniquely determined by its characteristics, and if G is a metrizable second countable topological
group, then Z admits G as gauge symmetry group with action Ξg if and only if, for any g ∈ G,
bαt = Γ
α
g,βb
β
t +
1
2
Oαg,βγA
βγ +
∫ t
0
∫
N
(hα(z′)− hβ(Ξg−1 (z
′))Γαg,β)ν(ds, dz
′) (21)
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A
αβ
t = Γ
α
g,γΓ
β
g,δA
γδ
t (22)
ν = Ξg∗(ν). (23)
Proof. Let us consider the constant processGt = g0 for some g0 ∈ G. Since Ξg0 is a diffeomorphism
and since the constant process Gt = g0 is measurable with respect to both the natural filtrations
of Zt and of Z˜t, it is simple to prove that, if F˜
c
t is a generalized natural filtration for Zt, then it is
a generalized natural filtration also for dZ˜t = Ξg0(dZt). This fact implies that Fˆ
c
t is a generalized
natural filtration for ωA(t) with respect to the law P
′ (where Fˆct , ωA(t),P
′ were defined in Section
4.2). For this reason, and since (b, A, ν) and the process Gt do not depend on ω, (21), (22) and
(23) follow from the necessary condition in Theorem 4.3.
Conversely, if equations (21), (22) and (23) hold, they imply equations (17), (18) and (19) for
any elementary process Gt. Using the density of elementary processes in G (the space of locally
bounded predictable processes) when G is metrizable and second countable (see for example [35,
Lemma 3.2.6]) and exploiting the dominated convergence theorem for Itoˆ stochastic integration
(see for example [48, Chapter IV Theorem 32]) we can extend (17), (18) and (19) to the case of
any locally bounded predictable process Gt.
Since the law of Z is uniquely determined by its characteristics, the thesis follows by the sufficient
condition in Theorem 4.5.
When G ⊂ Aut(N) is the Lie group of the smooth automorphisms of N , and Ξg is the natural
action of Aut(N) on N the stochastic invariance is equivalent to the deterministic one.
Corollary 4.10 If G ⊂ Aut(N) and Ξg is the natural action of Aut(N), an independent in-
crements process Z admits the gauge symmetry group G with respect to any generalized natural
filtration Ft if and only if, for any g ∈ G, Z
′
t = Ξg(Zt) has the same law of Z.
Proof. The corollary is an easy consequence of Lemma 4.6, Theorem 4.9 and Proposition 2.6.
Corollary 4.10 shows that gauge symmetries provide a non-trivial generalization of the concept of
deterministic invariance of Le´vy processes. In particular rotation-invariant Le´vy processes on N =
R
n are also invariant with respect to random rotations. Indeed, when G = O(n) and ΞB(z) = B ·z,
we have that dZ˜t = ΞBt(dZt) satisfies
Z ′αt =
∫ t
0
Bαβ,sdZ
β
s .
Examples of such processes are Le´vy processes with generator of the form
L(f)(z) =
∑n
α=1
D
2 ∂zαzα(f)(z)+
+
∫
N
(f(z + z′)− f(z)− I|z′|<1(z
′)zα∂zα(f))F (|z
′|)dz′,
where D ∈ R+, | · | is the standard norm on R
n and F : R+ → R+ is a measurable locally bounded
function such that
∫∞
1 F (r)r
n−1dr < +∞ and
∫ 1
0 F (r)r
n+1 < +∞ and in particular Brownian
motion (for D = 1 and F = 0) and α-stable processes (for D = 0 and F (|z|) = 1|z|n+α ).
4.5 Examples of gauge symmetric non-Markovian semimartingales
For general non-Markovian semimartingales, where (b, A, ν) depends explicitly on ω, we cannot
simplify Theorem 4.5 as in the case of a Le´vy process. Nevertheless there is a special case where
it is possible to use a strategy similar to the one proposed in Theorem 4.9.
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Theorem 4.11 Let N = N1 × N2 (where N1, N2 are two Lie groups) be a Lie group with multi-
plication defined by
(z1, z2) · (z
′
1, z
′
2) = (z1 ·1 z
′
1, z2 ·2 z
′
2),
where ·1, ·2 denote the multiplication on N1, N2, respectively. If we take the space ΩA = Ω
1
A ×Ω
2
A,
where ΩiA = D1Ni ([0,+∞), Ni), and we denote by ω
1
A, ω
2
A the elements of Ω
1
A,Ω
2
A, respectively, we
can consider Ξg = (Ξ
1
g, idN2). If the characteristics of a semimartingale Z in N depend only on
ω2A and Z admits the Lie group G with action Ξg as a gauge symmetry group then, for any g ∈ G,
bαt (ω
2
A) = Γ
α
g,βb
β
t (ω
2
A) +
1
2O
α
g,βγA
βγ(ω2A)+
+
∫ t
0
∫
N
(hα(z′)− hβ(Ξg−1 (z
′))Γαg,β)ν(ω
2
A, ds, dz
′)
(24)
A
αβ
t (ω
2
A) = Γ
α
g,γΓ
β
g,δA
γδ
t (ω
2
A) (25)
ν(ω2A, dt, dz) = Ξg∗(ν(ω
2
A, dt, dz)). (26)
Moreover, if the triplet (b, A, ν) uniquely determines the law of Z and the group G is metrizable and
second countable, then equations (24), (25) and (26) ensure that Z admits G as gauge symmetry
group.
Proof. The proof is based on Theorem 4.5 and on the fact that the map Λ′ appearing in Theorem
4.5, in this situation has the form
Λ′ =

 Λ
′1
A
idΩ2
A
idΩB

 .
In particular, the necessary condition can be proved by considering the constant process Gt = g0
and applying Theorem 4.5, while the proof of the sufficiency of equations (24), (25) and (26) is
similar to the proof of Theorem 4.9.
Remark 4.12 Theorem 4.11 in some way provides a simplification of Theorem 4.5 when the ac-
tion Ξg has a special form but can also be exploited in a different way.
For example, let Z be a semimartingale on a Lie group N1 such that there exists a semimartingale
Z ′ on a Lie group N2 with the property that the semimartingale (Z,Z
′) ∈ N1 ×N2 admits charac-
teristics (b, A, ν) (with respect to their natural filtration) of the form required for Theorem 4.11. If
the characteristic triplet (b, A, ν) uniquely determines the law of the process (Z,Z ′) and the topolog-
ical group G is locally metrizable and second countable, then G with action Ξg is a gauge symmetry
group for Z with respect to its natural filtration if and only if, for any g ∈ G, (Ξg(dZ), dZ
′) has
the same law as (dZ, dZ ′). If G ⊂ Aut(N), by Proposition 2.6, this is equivalent to the request that
(Ξg(Z), Z
′) has the same law of (Z,Z ′).
We apply Remark 4.12 to an explicit example, constructing an R2-semi-martingale admitting
O(2) with its natural action ΞB(z) = B · z as gauge symmetry group. Let (W
1,W 2,W 0) be a
three dimensional Brownian motion and consider
W˜αt =
∫ t
0
G(W 0[0,s])dW
α
s .
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The characteristics of the R3 semimartingale (W˜ 1, W˜ 2,W 0) are
dbt = 0
dAt =

 (G(W
0
[0,t], t))
2dt 0 0
0 (G(W 0[0,t], t))
2dt 0
0 0 dt


ν = 0,
where the functions hα can be chosen arbitrarily.
Since A is invariant with respect to rotations in the first two components, (B · W˜ ,W 0) has the
same law as (W˜ ,W 0) for any B ∈ O(2) (where W˜ = (W˜ 1, W˜ 2) ∈ R2). By Remark 4.12 (W˜ 1, W˜ 2)
has O(2) as a gauge symmetry group with respect to the natural filtration of (W˜ 1, W˜ 2).
Remark 4.13 The previous example is the prototypical example of a continuous semimartingale
on Rn admitting O(n), with its natural action, as a gauge symmetry group. Indeed in [13] it is
proven, with few technical hypotheses on the characteristics (b, A, ν), that a semimartingale Z with
continuous paths, which admits O(n) as a gauge symmetry group, is of the form Zt =
∫ t
0 ftdWt,
where Wt is an n dimensional Brownian motion and ft is a stochastic process independent of W
and with
∫ t
0 f
2
s ds < +∞ almost surely.
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