The Hargreaves method provides reference evapotranspiration (ET o ) estimates when only air temperature data are available, although it requires previous local calibration for an acceptable performance. This method was evaluated using the data from 71 meteorological stations in the Seolma-cheon basin (8.48 km 2 ), South Korea, comparing daily estimates against those from the Penman-Monteith (PM) method, which was used as the standard. To estimate reference ET o more exactly, considering the climatological characteristics in South Korea, parameter regionalization of the Hargreaves equation is carried out. First, the modified Hargreaves equation is presented after an analysis of the relationship between solar radiation and temperature. Second, parameter (K ET ) optimization of the regional calibration of the Hargreaves equation (RCH) is performed using the PM method and the modified equation at 71 meteorological stations. Next, an application was carried out to evaluate the evapotranspiration methods (PM, original Hargreaves and RCH) in the SWAT (Soil and Water Assessment Tool) model by comparing these with the measured actual evapotranspiration (AET) in the basin. The SWAT model was calibrated using 3 years (2007)(2008)(2009) 
Introduction
Evapotranspiration (ET), which produces dynamic interfaces between the land surface and the lower atmosphere, is a key component in linking energy, water and carbon cycles in terrestrial ecosystems from local to global scales (Kang et al. 2009 ). The prediction and verification of the major factors of evapotranspiration in the water cycle are important from local to global scales. The need for an accurate and easy method to estimate reference and potential evapotranspiration (ET o ) has been stated by several authors (Allen 1986 , Heermann 1988 . Several empirical methods for ET o estimation have been proposed and they should be evaluated first for local conditions before being used (Pruitt and Doorenbos 1977) . The FAO-56 version of the Penman-Monteith (PM) method has been established as a standard to calculate reference evapotranspiration (Allen et al. 1998) . The calculation procedure requires accurate measurements of air temperature and relative humidity as well as solar radiation and wind speed. Unfortunately, there are a limited number of meteorological stations where these climatic variables are accurately measured, even in developed countries. This lack of meteorological data was resolved by Hargreaves and Samani (1985) by developing an easy approach to calculate ET o . The Hargreaves method (Hargreaves and Samani 1985) only requires the daily mean as well as the maximum and minimum air temperature (Droogers and Allen 2002) .
In many cases of model calibration and validation, streamflow was the single and most commonly used watershed response variable (Arnold and Allen 1996 , Manguerra and Engel 1998 , Peterson and Hamlett 1998 , Sophocleous et al. 1999 . However, as the Soil and Water Assessment Tool (SWAT) models have been developed to reflect spatially distributed information about the watershed, such as elevation, soil and land use, model calibration has become possible with the measured state variables in addition to the measured streamflow (Joh et al. 2011) . Joh et al. (2011) calibrated the hydrological components (evapotranspiration and soil moisture) and their calibration was more accurate than the model calibration based on the streamflow alone. They reported that the accuracy of the simulated value on the total streamflow improved.
In South Korea, attempts to improve the accuracy of the Hargreaves equation have not been made. Also, calibration of watershed models has not been possible with the measured state variables in addition to the measured streamflow. Until now, few experiments and/or current measures for multivariable calibration have been tried for hydrological component changes. Most of all, we cannot study a comparison of the simulated actual evapotranspiration (AET) with a variety of methods because of
Related literature
In a similar study, Parmele (1972) used three models and a sample of nine catchments to assess the impact of potential evapotranspiration (PET) errors on model efficiency. He compared the streamflow simulated with erroneous PET to the synthetic streamflow obtained with the observed PET. He found that a 20% estimate of PET accuracy may not be necessary. To observe PET estimation methods, many studies have also attempted to replace the PM method with simpler or more sophisticated approaches. Andréassian et al. (2004) used a sample of 62 mountainous catchments and two lumped models to test the impact of a regionalized PM PET on the performance of rainfall-runoff models. They found that in both models a very simple assumption on PET input yields the same results, as a more accurate input is obtained from regionalization. Also, Oudin et al. (2005) used a sample of 308 catchments and four lumped models to study the impact of 27 different PET methods on lumped rainfall-runoff model efficiency. This investigation resulted in a proposal for a temperature-based PET method, combining simplicity and efficiency, that was adapted to four rainfall-runoff models, only required mean air temperature (derived from longterm averages), and led to a slight but steady improvement in the model efficiency (Oudin et al. 2005) .
Similarly, there are studies that analysed PET by the PM method and runoff based on the lumped rainfall-runoff model in multiple small catchments. However, this study is different from those in the literature for the following reasons. First, the Hargreaves method, which had been proved in the existing studies, was evaluated in terms of its applicability in South Korea by localization, and the localization constants estimated. Second, in order to utilize the AET flux point data, the runoff and the AET were simulated by utilizing a semidistributed rainfall-runoff SWAT model, which is relatively easier for comparing point evapotranspiration data by hydrological response units (HRU). Lastly, the Hargreaves method that was calibrated by localization was applied in the PET estimation module and compared with the simulation result that was applied to the existing PM method.
Model sensitivity and evaluation
The LH-OAT (Latin hypercube-one factor at a time) method, which is a combination of the LH sampling method and the OAT method, was used in the sensitivity analysis of the model. The LH-OAT method divides the number of sections m in parameter area of parameter 1 and parameter 2 and generates the initial value X of the parameter. Then, the sensitivity on each section is calculated by sequentially varying the parameters within each section. The sensitivity of each section is calculated by:
where i is the number of sections; Δx i is the variation of parameter for section i; and Δy i is the variation of the simulation result on the parameter y for section i. The number of simulations required for the LH-OAT method depends on the number of parameters and the number of sampling sections. In general, m × (n + 1) simulation runs are required when 'n' of the parameter can be divided into 'm' of the sections (Lee 2006) . Regarding the objective to judge the properness and correlation of the model, the determination coefficient (R 2 ; Legates and McCabe 1999) and the model efficiency coefficient (NSE; Nash and Sutcliffe 1970) were used to examine the efficiency of the model. NSE is calculated by:
where
is the simulated value, Y mean i is the average of the measured value, and n (i = 1, 2,…, n) is the total simulation period. The NSE value ranges from −∞ to 1; the performance of the model is better and a more optimum value obtained when NSE is close to 1. In general, the efficiency of the model is reasonable if NSE > 0. The R 2 measures the a linear correlation between each independent simulated value and the measured value and has a value of between 0 and 1; R 2 closer to 1 means that the error between measured and the simulated is smaller. In general, a values of 0.5 or higher can be evaluated as good (Moriasi et al. 2007 ).
Materials and methods

Study basin description
As the target area of this study, the Seolma-cheon basin has a total area of 8.54 km 2 and is located within the latitude-longitude range of 37°55ʹ25″-37°56ʹ50″N and 126°55ʹ30″-126°5 7ʹ30″E. The location of the watershed and meteorological stations is shown in Fig. 1 . The watershed average elevation and slope are 247.8 m and 2.0%, respectively. The land use consists of 88.1% forest, 4.6% upland crop, 2.2% urban area, and 5.1% pasture and bare field. The dominant soil is sandy loam (76.4%). The average annual precipitation in the watershed is 1210 mm/year and the mean temperature is 10.3°C over the last 10 years (Joh et al. 2011 ). This watershed is very steep and the water level appears to increase sharply after an initial "crushing zone" is filled by precipitation (Korea Institute of Construction Technology, KICT).
Model input (GIS), meteorological and measured data
The SWAT model basically requires elevation, land use, soil and meteorological data at the desired locations in the watershed. The AET flux data used in this study are the point data measured at the flux tower located in the latitude-longitude of 37°56ʹ20″N and 126°57ʹ19″E. These location data show poor spatial distribution. The AET calibration is done for the same point by HRUs to match the data to the model.
In Korea, there are not enough measured data on hydrological components other than the runoff, because of the limitations in cost and equipment for the measurement of evapotranspiration and soil moisture. Therefore, there are not enough studies on calibration using measured hydrological data other than runoff. However, the measurement of evapotranspiration and soil moisture of the Seolma-cheon basin started in 2007 and this enabled the accumulation of highquality data that can be compared, and it is expected that utilization of these measured data will facilitate simulation results of higher reliability. The evapotranspiration data have been measured and archived for six years (from 2007 to 2012), which is relatively short. However, Joh et al. (2011) proved a complex hydrological correlation by using evapotranspiration and runoff data based on three years. Similarly, Similarly, Shin et al. (2012) also did a calibration on three years of runoff data at the same watershed by utilizing the vegetation coefficient from GIS data. In general, runoff datasets of five years or longer are utilized for long-term runoff simulation. However, the study basin is very small, so the variation in runoff, which is dependent on the watershed characteristics, should be negligible. Therefore, this study assumed that the runoff variation would be continuously stable.
SWAT model description
The SWAT model is a physically-based, continuous, longterm, semi-distributed, conceptual river watershed-scale model with spatially-distributed parameters, developed to predict the effects of land management practices in large, complex watersheds on the hydrology, sediment, and contaminant transport in agricultural watersheds under varying soils, land use, and management conditions (Arnold et al. 
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1998). The size and number of sub-watersheds are variable, depending on the stream network and the size of the entire watershed. Each sub-watershed is further disaggregated into classes of HRUs, whereby each unique combination of the underlying geographical maps (soils, land use, etc.) forms one class (Ullrich and Volk 2009) . The hydrological components (e.g. streamflow, evapotranspiration, soil moisture), sediment and nutrient loadings from each HRU are calculated and predicted separately using the input data for weather, soil properties, topography, vegetation and land management practices, and then summed up to determine the total loadings from the sub-watershed (Neitsch et al. 2001) . The hydrological routines within SWAT account for vadose zone processes (i.e. infiltration, evaporation, plant uptake, lateral flows and percolation) and groundwater flows.
The SWAT model is a public domain model supported by the US Department of Agriculture Agricultural Research Service (USDA-ARS) at the Grassland, Soil and Water Research Laboratory in Temple, Texas, USA. The hydrological cycle as simulated by SWAT is based on the water balance equation:
where SW t is the final soil water content (mm), SW 0 is the initial soil water content on day i (mm), t is the time (d), R day is the amount of precipitation on day i (mm), Q surf is the amount of surface runoff on day i (mm), E a is the amount of AET on day i (mm), W seep is the amount of water entering the vadose zone from the soil profile on day i (mm), and Q gw is the amount of return flow on day i (mm). Once the total PET has been determined, the AET must be calculated. The SWAT model first evaporates any rainfall that is intercepted by the plant canopy. Next, the SWAT calculates the maximum amount of transpiration and the maximum amount of sublimation/soil evaporation using an approach similar to that of Ritchie (1972) . The actual amount of sublimation and evaporation from the soil is then calculated. If snow is present in the HRUs, sublimation will occur. Only when there is no snow will evaporation from soil take place (Neitsch et al. 2011) .
Potential evapotranspiration of the Hargreaves method
Hargreaves and Samani (1982) developed the formula from two equations: one that relates water equivalent of solar radiation, R S (mm/d), and average temperature, T (°C), to potential evapotranspiration (ET o ); and another that relates R S to R A and TD:
where K RS is the calibration coefficient, TD is the difference between the maximum temperature and the minimum temperature (°C), and R A is the extra-terrestrial radiation (mm/d).
According to Hargreaves and Samani (1985) , the daily ET o (mm/d) can be calculated by combining equations (4) and (5), to obtain:
where K ET is the empirical coefficient of the Hargreaves method. This parameter was calibrated for equation (6) using the observed data from Davis, California, by Hargreaves and Samani (1985) , who obtained a coefficient of 0.0023. For local regional calibration, considering the weather characteristics of South Korea, the meteorological data used in this study correspond to the period from 1992 to 2011 and were provided by the Korea Meteorological Administration (KMA) in South Korea. Although the correction proposed in this work is based on regional calibration with data covering a diversity of climatic conditions, it is advisable to validate it. This database consisted of daily observations of maximum and minimum temperature, relative humidity, wind speed and sunshine hours at 71 weather stations. Also, this study estimated the regional calibration of the Hargreaves coefficient (K ET ) from the database at 71 weather stations and validated ET o between the PM and Hargreaves methods.
Results and conclusion
SWAT model calibration and validation
Before the model calibration and validation, we conducted a sensitivity analysis of the input parameters concerned with streamflow and evapotranspiration, by the LH-OAT method (see Section 3). The dominant hydrological parameters were determined and a reduction of the number of model parameters was performed. Table 1 shows the selected parameters for the sensitivity analysis and the calibrated results. The SWAT model was calibrated using streamflow data measured at the watershed outlet and AET data measured in the mixed forest area. The model was calibrated using 3 years (2007) (2008) (2009) and verified with another 3 years (2010-2012) of streamflow data. The simulated AET (PM) was calibrated using the 4-year (2007) (2008) (2009) (2010) data and verified with another 2 years (2011) (2012) of AET measured at the flux tower. Tables 2 and 3 provide a summary of the calibration results for streamflow and AET. Figure 3 shows a comparison of the measured streamflow with the simulated streamflow and AET. The average R 2 and NSE for the streamflow were 0.80 and 0.74, respectively (Table 2) , and the average R 2 for AET was 0.60 (Table 3) .
The R 2 value indicates that the plot of observed vs simulated values was close to 1:1, and the NSE indicates that the observed and simulated values were close (Santhi et al. 2001) . A value of 1 indicates that the simulation exactly corresponds to the observed data. The differences were within the range of 0.1-1 mm for streamflow. The errors may have resulted from the use of default LAI (leaf area index) values instead of the observed or measured LAI. Thus, ET affected and influenced the streamflow simulation for these periods. If the LAI had been measured, we could have achieved better results. The LAI values could be extracted from satellite images, such as Terra MODIS (Moderate Resolution Imaging Spectroradiometer), but the images were too large and rough to be useful (Joh et al. 2011) .
Regional calibration of Hargreaves parameter (K ET )
Daily ET o (mm/d) at 71 stations was calculated using the PM and original Hargreaves (OH) methods. The calculations were conducted to optimize the parameters of the Hargreaves ET o against the PM ET o , where PM ET o was assumed to be correct. Moon et al. (2013) are the PM and the Hargreaves reference evapotranspiration, respectively. Table 4 shows the optimized RCH parameter (K ET ) for the 71 stations obtained with linear regression through the origin. For the OH equation, the NSE and RMSE (root mean square error) for the inland locations are 0.168-0.927 and 9.787-31.845, respectively. However, for the RCH equation, the NSE and RMSE for the inland locations are 0.877-0.988 and 4.067-12.198, respectively. Generally, the RCH equation shows better results than the OH method.
Comparison of actual evapotranspiration using three methods (PM, OH and RCH)
By applying the three methods (PM, OH and RCH), the SWAT model was run to evaluate the simulated AET with the observed AET. The RCH used regional calibration K ET as 0.00145 at Dongducheon station. Table 5 shows a comparison of the observed and simulated AET obtained using the three methods. The results show that all three methods calculated an overestimation. The PM method and the OH method overestimated the total average amount of AET by 13.3% and +34.3% compared with the observed AET. However, the RCH method, which applied the calibrated parameter (K ET ), overestimated the total average amount by +25.5% compared to observed AET. These results show that the RCH reduced 8.8% of errors compared to the OH method. Also, the OH method resulted in a relatively higher overestimate for the period with a lot of rainfall (2010-2012) compared with the other period (2007) (2008) (2009) . Therefore, the RCH method, was corrected so that errors can be reduced during the period when there are a lot of rainfall events.
The AET values modelled by PM and RCH were mostly similar to the observed AET. The lowest values of average NSE and R 2 for the OH method were evaluated as -0.18 and -0.1, respectively, compared to the PM method. However, for the RCH method, the average NSE and R 2 increased by +0.12 and +0.06, respectively, compared to the OH method, the lowest values being -0.06 and -0.04 compared to the PM calculation of calculation of calculation of AET.
As shown in Table 5 , R 2 of the PM method and RCH is 0.6 or higher. Therefore, it is evaluated that the AET simulation has relatively good accuracy according to Moriasi et al. (2007) . However, analysis on the 40% errors is required. The errors can be classified into model simulation errors and measured data errors. The model simulation errors can be decreased by optimizing the calibration. However, this analysis was done by assuming that the present calibration result is the optimized simulation due to the limitation of the model. It is very difficult to quantify the errors. Therefore, this study identified the error occurrence, which is dependent on specific variables. In order to identify the variable that has the biggest impact on the evapotranspiration, monthly and seasonal periods were analysed (Table 6 ). The analysis periods were classified as: spring (March, April, May), summer (June, July, August), autumn (September, October, November) and winter (December, January, February); and the daily maximum average temperature (Tmax), daily minimum average temperature (Tmin), daily average temperature (Tave) and average wind velocity (Wind) were compared. Spring had the highest determination coefficient (R 2 of 0.85 and 0.73), while winter had the lowest coefficient with values of (0.24 and 0.22). It was found that a 40% loss occurs in winter and summer; and winter had the lowest accuracy. Compared to spring, which had the highest accuracy, the frequency of Tmin of −5°C or lower was also greater. It is shown that the loss in the evapotranspiration calculation and measurement is caused by the frequency increase of extreme temperatures during summer and winter periods.
Summary and conclusions
This study was performed (1) to evaluate the regional calibration of Hargreaves (RCH) method by considering only the temperature in South Korea and (2) to compare the actual average evapotranspiration in a watershed between the Penman-Monteith (PM) and RCH methods by modifying the evapotranspiration module of the SWAT watershed model. The SWAT model was calibrated on three years of daily streamflow data at the watershed outlet and validated on another three years of data. The AET data measured in the mixed forest area were calibrated and validated using data from all six years (September 2007 to December 2012 .
The average coefficient of determination (R 2 ) and the Nash-Sutcliffe model efficiency (NSE) for streamflow were 0.80 and 0.74, respectively, and the R 2 value for AET was 0.60. The AET was accurately predicted by both the PM and the RCH methods. The AET of the RCH improved on average by +8.8% (percent error) over the OH method. Also, the R 2 of AET using simulated PM and RCH was 0.60 and 0.56, respectively. This means that the two methods (PM and RCH) predicted the daily AET well.
The results of this study indicate that the RCH method has an effect on the estimation of AET on a par with the PM method. Also, this method could possibly be used for insufficiently measured meteorological conditions, i.e. in data-scarce regions. In conclusion, it is judged that the RCH method can replace the PM method in a watershed that has limited weather and topography conditions. For further research, it should be taken into account that this study was based on the analysis of a limited dataset with a series of no longer than six years. Also, it is believed that a denser network of hydrometeorological stations, especially for AET measurements, than currently distributed in the watershed would be required. Given the year-to-year variability of the climatic variables, a more comprehensive study, including longer series of data (10 years or more), is advisable to improve the reliability of the proposed adjustments. 
