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Figure 1: A comparison between a naı¨ve tone mapping which leads to an amplification of image noise, and our noise-aware approach. The
example shows that local contrast, details, and the overall appearance are preserved.
Abstract
Real-time high quality video tone mapping is needed for many ap-
plications, such as digital viewfinders in cameras, display algo-
rithms which adapt to ambient light, in-camera processing, render-
ing engines for video games and video post-processing. We propose
a viable solution for these applications by designing a video tone-
mapping operator that controls the visibility of the noise, adapts to
display and viewing environment, minimizes contrast distortions,
preserves or enhances image details, and can be run in real-time on
an incoming sequence without any preprocessing. To our knowl-
edge, no existing solution offers all these features. Our novel con-
tributions are: a fast procedure for computing local display-adaptive
tone-curves which minimize contrast distortions, a fast method for
detail enhancement free from ringing artifacts, and an integrated
video tone-mapping solution combining all the above features.
CR Categories: I.3.3 [Computer Graphics]: Picture/Image
Generation—Display Algorithms; I.4.3 [Image Processing and
Computer Vision]: Enhancement—Filtering
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1 Introduction
High dynamic range (HDR) video will offer unprecedented im-
provements in viewing experiences for high end cinemas as well
as consumer level products. Driven by the demands for extended
visual fidelity and artistic freedom, HDR technology is currently
moving forward very rapidly. On the capturing side, we see the de-
velopment of both professional HDR-camera systems such as the
Arri Alexa XT and the Red Epic Dragon with an extended dynamic
range of up to 14 - 16.5 f-stops, as well as research prototypes
[Tocci et al. 2011; Kronander et al. 2013] exhibiting a dynamic
range of up to 20 - 24 f-stops. On the production side, major studios
are meeting this ongoing trend by developing fully HDR-enabled
production pipelines, putting a completely new creative toolset in
the hands of the artists. Also on the display side, HDR technol-
ogy is in strong focus. Manufacturers, e.g. Sim2, have moved to-
wards extending the dynamic range using high contrast local dim-
ming techniques and Dolby Vision X-tended Dynamic Range PRO
has recently been announced. Although significant efforts are being
spent at each step in the HDR-video pipeline, from capture and pro-
cessing to compression and display, one important challenge still
requires substantial improvement: tone mapping for HDR-video.
Despite the need for robust video tone mapping, the existing al-
gorithms often fall short of expectations as they tend to reveal or
amplify noise, cannot handle large contrast compression, introduce
ringing, ghosting or temporal flicker [Eilertsen et al. 2013], do not
adapt to the display and viewing conditions, or are slow to compute.
We propose a new tone mapping operator (TMO) for video, which
controls the visibility of the noise, adapts to the display and viewing
environment, minimizes contrast distortions, preserves or enhances
image details, and can be run in real-time on an incoming sequence
without any preprocessing. The intent of our tone mapping is either
to preserve the contrast in the original image given the constraints
of a target display, or to provide creative controls for contrast en-
hancement, with a real-time full-resolution visual feedback of the
final result. We do not attempt to match the appearance or visibility
in scene-referred HDR content, for example for driving simulators,
although such models can be combined with our approach.
Our main technical contributions are:
• A fast procedure for computing local display-adaptive tone-
curves that minimize contrast distortion.
• Noise-aware tone curves adaptive to image noise.
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Figure 2: Diagram of the proposed video tone-mapping. The input is split into a base and a detail layer, where the base layer is compressed
using locally adaptive tone curves. The layers are then combined and converted into pixel values (inverse display model) before display.
• Filter design for base – detail layer decomposition for tone
mapping, leading to a fast edge-stopping non-linear diffusion
approximation for detail enhancement without ringing arti-
facts.
• An integrated, real-time video tone-mapping solution, which
combines the novel noise control with display-adaptivity to
produce high contrast and detailed video given the display
limitations.
To demonstrate the usefulness of our approach, we evaluate our
TMO using a range of challenging input HDR-video sequences
comparing our algorithm to existing state-of-the-art. We also show
how our noise-aware TMO can be used both with unprocessed
noisy input data, and to improve the visual quality of input data
processed using state-of-the-art denoising algorithms. Finally, we
also show the capabilities of the display adaptive features, as well
as the artistic freedom provided by the detail extraction technique.
2 Related work
Eilertsen et al. [2013] evaluated and analyzed 11 video tone-
mapping operators. They categorized them into those that simu-
late the properties and limitations of the visual system — visual
system simulators (VSS), those that attempt to preserve the origi-
nal scene appearance — scene reproduction operators (SRP), and
those that produce subjectively preferred images — best subjective
quality operators (BSQ). Our solution fulfills the intents of SRP op-
erators when used with default parameters, but also offers control
over contrast enhancement to reach the goals of BSQ operators.
Eilertsen et al. concluded that all tested operators were prone to
introduce artifacts such as flickering, ghosting, amplified level of
noise, or lack of details, which we address in the proposed solution.
Temporal artifacts, such as flickering, are a significant problem for
many video TMOs. For temporal stability, global operators often
rely on filtering over time of the tone curve [Mantiuk et al. 2008],
or the TMO parameters [?; ?]. While this allows for efficient im-
plementation, the situation is more complicated for local TMOs,
where the tone reproduction can change incoherently over time on
a local level. To overcome such problems, and to reduce noise,
many local operators employ spatio-temporal filters in the pixel do-
main, [Ledda et al. 2004; Bennett and McMillan 2005; Van Hateren
2006], or along motion paths, [Aydin et al. 2014]. However, these
filters are usually expensive to compute and do not lend themselves
well to real-time processing which is a key goal for our TMO. An-
other problem is that that they are prone to introduce ghosting arti-
facts or may not work well where the optical flow fails. In contrast
to these methods we rely on a new spatial filter specifically designed
for robust base–detail layer decomposition, so that spatial changes
in the tone reproduction are coherent over time.
The proposed spatial filter is comparable to many existing edge-
preserving filters [Perona and Malik 1990; Aurich and Weule 1995;
Tomasi and Manduchi 1998; Aubry et al. 2014]. In contrast to
those, however, our filter is designed for the best extraction of
details in a tone-mapping scenario, rather than edge-preserving
smoothing or denoising. It also yields a simple implementation,
which is well suited for parallel hardware architectures.
Throughout the paper, we use HDR-video input from the publicly
available database from [Froehlich et al. 2014]. This dataset is suit-
able for evaluation of tone mapping operators, as it contains high
quality footage captured in realistic scenarios
3 Algorithm design and overview
Our TMO, outlined in Figure 2, is built around three fundamen-
tal requirements: noise awareness, temporal robustness, and dis-
play adaptivity. Two basic building blocks are the noise model de-
scribed in Section 3.1, and the inverse display model described in
Section 3.2. As indicated in the figure, our algorithm can be divided
into three main parts:
Edge-stopping spatial filter - Each input HDR frame, I , is first
transformed to the log domain, l = log(I), and decomposed into a
base layer, b, describing luminance variations over the image, and
a detail layer, d, describing local features. Section 5 presents a dis-
cussion on filter design for robust base - detail layer decomposition.
Local tone curves - The dynamic range of the base layer b is then
compressed using a set of local tone-curves distributed spatially
over the image. Each tone-curve maps from the luminance range
of the input into the range of luminance achievable on a display, as
explained by the display model discussed in Section 3.2. The tone-
curves minimize contrast distortions introduced by the mapping
while controlling the visibility of noise, and their shapes are filtered
over time to avoid temporal flickering. The noise-aware minimum
contrast distortion tone mapping is discussed in Section 4.
Noise-aware control over image details - Our TMO allows the user
to preserve (SRP) or artistically enhance local contrast and details
(BSQ) by scaling the detail layer, d. The visibility of noise in the
processed detail layer, dout, is controlled by taking into account
the noise characteristics of the original base layer b and the tone-
mapped base layer btm. This is described in detail in Section 6.
The tone-mapped base layer, btm, and the processed detail layer,
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Figure 3: Many high-end cameras offer noise levels below the
perceivable contrast of the visual system (red line below the blue
line). However, after tone-mapping, when the image is made much
brighter and details and contrast are enhanced, the noise is often
pushed into the visible range (the magenta line). Therefore, con-
trolling the visibility of noise is the critical component of a high
quality tone-mapping. The dashed-magenta lines denote the dy-
namic range of a target display.
dout, are then combined, color is restored from input using standard
techniques [Mantiuk et al. 2009] and the colorimetric values are
transformed into pixels using an inverse display model.
3.1 Noise in tone mapping
The visible noise in a video sequence can be greatly reduced using
modern denoising algorithms [Maggioni et al. 2012; Aydin et al.
2014]. However, too strong denoising introduces blur and reduces
image sharpness. Since the lack of sharpness is a less tolerable arti-
fact than noise, the common video processing practice is to employ
conservative noise reduction and then conceal the remaining noise
in a manual color grading step. Here, we propose how the latter
step can be automated by noise-aware tone-mapping. The input to
our method is either a (conservatively) denoised or a noisy video
sequence. The result is a video, in which visibility of noise is re-
duced by considering both the noise properties and its visibility on
a particular display device.
Figure 3 illustrates the problem. High-end cameras offer large aper-
tures and large sensors, which often yield lower noise levels than
those of the visual system. This is shown in Figure 3 as the red line
of the camera noise being below the blue line of the HVS thresh-
olds. Yet, when an image is tone-mapped for a display, the ab-
solute luminance levels are increased and fine contrast details are
enhanced, resulting in an image with well visible noise (magenta
line). The goal of our approach is to keep the noise level below the
visibility thresholds. Our method can be used in combination with
existing denoising methods, so that a denoising filter removes the
most offending, high amplitude noise and the low-amplitude noise
is hidden using our noise-aware processing.
We control the noise visibility at two points: when computing the
tone-curves (Section 4.1), and when preserving local contrast and
details (Section 6). To control the noise, we need to model both the
magnitude of the noise and the visibility thresholds. The variance
of the noise in a digital camera can be modelled as the function of
light intensity I [Foi et al. 2008]:
σ2n(I) = a I + b, (1)
where a and b are the parameters responsible for signal dependent
(photon noise) and signal independent (read-out noise) components
of the noise. The parameters can be estimated from the input image
[Foi et al. 2008], be provided by the camera, or manually adjusted.
To account for the non-linear sensitivity of the visual system to light
(Weber-Fechner law), we will operate in the logarithmic domain.
The noise magnitude in the logarithmic domain can be approxi-
mated with:
n(I) = log10
(
I + σn
I
)
. (2)
Such a noise magnitude is plotted as a red line in Figure 3. A con-
servative estimate of the visibility thresholds, shown as the blue line
in Figure 3, is given by the peaks of the contrast sensitivity func-
tion (CSF) for a particular display luminance level Ld. We use the
CSF from [Mantiuk et al. 2011] and convert the detection threshold
(Ct(Ld) = 1/CSF (Ld)) from Michelson contrast to logarithmic
contrast to get the smallest detectable difference in log-luminance:
V (Ld) = 0.5 log10
(
Ct(Ld) + 1
1− Ct(Ld)
)
. (3)
3.2 Display adaptivity
The main constraint of any tone-mapping operator is the available
range of luminance that can be shown on a target display device.
Such a range depends not only on the particular display technology,
such as OLED or LCD, but also on the ambient light levels. A
portion of ambient light is reflected from a display screen and thus
reduces the available display contrast. Our operator was designed
to adjust for that and produce the best image given current ambient
light levels, which can be readily measured with a light sensor.
The available range of luminance can be modeled using the stan-
dard Gamma-Gain-Offset display model [Berns 1996] with the
modification for ambient light [Mantiuk et al. 2008]:
Ld(L
′) = (L′)γ · (Lmax − Lblack) + Lblack + Lrefl (4)
where Ld is displayed luminance or radiance (as measured coming
from the display surface), L′ is the pixel value (0–1), γ is a display
gamma (usually close to 2.2), Lmax is the peak display luminance
(about 200 cd/m2 for office displays). Lblack is the display black
level, which is the luminance of the black pixel displayed in a per-
fectly dark room (usually from 0.1 to 0.8 cd/m2 for LCD displays).
Lrefl is the ambient light reflected from the display surface. For
non-glossy screens this can be approximated as:
Lrefl =
k
pi
Eamb (5)
where Eamb is ambient illuminance given in lux units and k is the
reflectivity for a display panel (0.5–1% for LCD displays).
4 Minimum contrast distortion tone-curve
A tone-curve, which maps pixel values from input luminance to the
luminance of the display, is the primary tool for reducing image
contrast to the displayable range. The tone-curves used tradition-
ally in photography have an S-shape, which preserves contrast in
middle tones at the cost of higher distortions at low and high tones.
If a fixed shape of a tone-curve was a necessity for analog film, dig-
ital processing allows variations of the tone-curve for each image,
and even image region. This section shows a derivation of such a
local tone-curve, which minimizes contrast distortions and is fast to
compute.
To keep the problem analytically tractable, we parameterize the
tone-curve as a piece-wise linear and non-decreasing function with
Figure 4: Tone-curve is parameterized as a piecewise linear func-
tion from input log-luminance to the displayed log-luminance.
the nodes (lk, vk), as shown in Figure 4. l is the logarithmic lu-
minance in the input, and v is the logarithmic luminance of the
displayed values. Each segment k between two nodes (lk, vk) and
(lk+1, vk+1) has a constant width in log-luminance values equal to
δ (0.2 in our implementation). For simplicity, the maximum log-
luminance value that can be shown on a display is fixed at 0 and the
minimum varies with the effective display dynamic range r. r can
be computed for the current ambient light level using the display
model from Equation 4 as
r = log10
(
Ld(1)
Ld(0)
)
. (6)
Expected contrast distortion Arguably, the most relevant dis-
tortion due to tone-mapping is the change of image contrast, which
we want to minimize. Let us denote input image contrast with the
symbol G and the contrast after tone-mapping with the symbol
∼
G.
In the simplest case, contrast G could be a difference between two
neighboring pixels (we will show that the derivation generalizes to a
range of contrast definitions). With each input log-luminance level
l we can associate a certain distribution of contrast values p(G|l).
Given that, we can express the expected value of the contrast dis-
tortion due to tone-mapping as:
E[||G−
∼
G||22] =
∫
p(l)
∫
(G−
∼
G)2 p(G|l) dGdl. (7)
The inner integral “sums” the squared distortions, (G −
∼
G)2, over
all possible contrast values (G) at a certain input log-luminance
level l. The outer integral “sums” that result over all input log-
luminance levels (l). p(l) is the probability that a certain contrast
G is shown on a background luminance l. p(G|l) is the probabil-
ity of finding in an image contrast G given the background lumi-
nance l. For example, if the contrast G is defined as a gradient,
this probability will follow a heavy-tailed distribution. For natural
images, the contrast distribution is, in a general case, independent
of the local background luminance l, and therefore we can assume
that p(G|l) = p(G). If we discretize the above equation using the
piece-wise linear tone-curve, we can represent the distorted contrast
for segment k as:
∼
G = sk G, (8)
where sk is the slope of a tone curve in the segment k:
sk =
vk+1 − vk
δ
. (9)
Therefore, the discrete approximation of the expected distortion can
be expressed as:
E[||G−
∼
G||22] ≈ ε(s1, .., sk) =
∑
k
p(lk)
∑
G
(G− sk G)
2 p(G)
=
∑
k
p(lk)(1− sk)
2
∑
G
G2 p(G).
(10)
Note that the term (1−sk) is independent of the contrastG and thus
can be moved outside the sum. The values p(lk) can be computed
as a histogram of image log-luminance values with the centers of
the bins at lk for k = 1..N .
Minimum contrast distortion Our goal is to minimize the ex-
pected contrast distortion due to a tone-curve from Equation 10:
argmin
s1..sN
ε(s1, .., sk) (11)
subject to:
sk ≥ 0 for k = 1..N
N∑
k=1
sk·δ ≤ r, where r = vN − v1.
(12)
The first constraint ensures that the tone-curve is non-decreasing,
and the second that the maximum available dynamic range on the
display (Equation 6) is not exceeded.
Note that the sum overG in Equation 10 is independent of the tone-
curve slope sk. Therefore, when minimizing ε(s1, .., sk) as a func-
tion of a tone-curve given by s1..K , the contrast distribution p(G)
has no impact on the minimum. The problem can thus be simplified
to minimizing the functional
ε′(sk) =
∑
k
p(lk)(1− sk)
2, (13)
subject to the conditions given in Equation 12. This problem
can be solved analytically by calculating the first order Karush-
Kuhn-Tucker (KKT) optimality conditions of the corresponding
Lagrangian. This gives the solution (refer to Appendix A for the
derivation):
sk = 1 +
r
δ
−N
p(lk)
∑
i=1..N
1
p(li)
(14)
The above solution may result in negative slopes and thus violate
the first constraint. We therefore set to 0 the slopes for those seg-
ments for which the probability p(lk) is less than a certain thresh-
old. From Equation 14 we see that sk≥0 when:
p(lk) ≥
N − r
δ∑
i=1..N
1
p(li)
for k = 1..N. (15)
Note that the above inequality cannot be solved directly because it
contains p(lk) both on the left side of the equation and in the sum
on the right side. Also, the equation cannot be solved if p(li) is
equal to 0 for any i. Therefore, to find the segments with non-zero
slopes, we split the segments into those whose probability p(lk) is
above a certain threshold pt:
Ωt = {k = 1..N : p(lk) > pt} (16)
and assign slope 0 to the remaining segments, and update the
threshold probability iteratively:
pt+1 =
|Ωt| −
r
δ∑
i∈Ωt
1
p(li)
. (17)
for t = 1, 2.., where |Ωt| is the cardinality of the set Ωt. When ini-
tialized with a small starting probability value, here p0 = 0.0001,
the recursive formula quickly converges and lets us separate seg-
ments into those with zero and positive slopes, and enforce the first
constraint of the optimization problem.
Since the sums in the equations are over 20–30 segments, the tone-
curve can be found with minimal computational overhead given
only an image histogram. The complexity is reduced significantly
compared to more complex metrics, e.g. the one used in [Mantiuk
et al. 2008], where a multi-scale pyramid needs to be built and a
series of quadratic programming problems need to be solved. In
contrast to [Mantiuk et al. 2008], we measure contrast distortion
using a simple L2 norm instead of a visual model. However, given
the limited flexibility of a tone-curve, the benefits of a complex vi-
sual model are marginal.
4.1 Noise- and content-aware tone-curve
In the previous sections, we assumed that the probability p(lk) cor-
responds to the frequency of a given intensity value in an image
(taken from an image histogram). This, however, is not an ideal es-
timator of the importance of a particular intensity level in an image.
For example, if a substantial portion of an image contains a uniform
surface, e.g. a white wall, the corresponding p(lk) value is going to
be high due to the peak produced in the histogram. Since flat sur-
faces are usually not the most salient part in an image, there is lit-
tle purpose in assigning them high importance and allocating steep
tone-curves for them. Similarly, night scenes often contain large
regions with substantial amount of noise and only little details. Al-
locating dynamic range for such regions will lead to amplification
of the noise and produce unattractive results.
To address this issue, we compute p(lk) values taking into account
both image content and noise levels, assigning higher importance
to regions with contrast variations above the noise level. First, we
estimate local contrast as a standard deviation computed within a
Gaussian window:
c(x, y) =
√(
gσ ∗ l
2
)
(x, y)− (gσ ∗ l)
2(x, y), (18)
where ∗ is the convolution operator and gσ is a Gaussian kernel
with the standard deviation σ (3 in our implementation). Then,
we compute the probabilities as a histogram that is weighted by the
contrast values which are greater than the noise level n (Equation 2)
at the pixel position. Formally, this can be expressed as:
p(lk) =
∑
(x,y)∈Bk
c(x, y)∑
(x,y)∈S c(x, y)
, (19)
where
S = {(x, y) : c(x, y) > n(x, y)} (20)
Bk = {(x, y)∈S : lk − 0.5 δ ≤ l(x, y) < lk + 0.5 δ}. (21)
S is the set of all pixels whose local contrast is higher than the level
of noise, andBk is the subset of S which contains the pixels within
a particular histogram bin k. In practice, this approach shifts the
dark regions affected by sensor read-out noise towards dark tones,
making them less visible. It also avoids overstretched contrast in
large uniform areas.
Tone priority The noise-aware image contrast measure proposed
above can be considered as a simple measure of image saliency. If
this simple saliency measure is not sufficient, our method can eas-
ily be extended to more advanced measures, where, for example,
higher saliency is assigned to detected faces or skin tones. We also
found it useful to include a tone-priority parameter, which balances
the importance of high or low-tones by weighting p(lk) values de-
pending on their input log-luminance. This gives an additional cre-
ative control parameter over the produced images.
4.2 Temporal consistency
The image statistics p(lk) can change rapidly between consecutive
video frames. This may result in disturbing flickering artifacts, see
[Eilertsen et al. 2013]. Flickering artifacts may be introduced either
in the base–detail layer decomposition, or if the tone curve changes
rapidly between frames.
Since the spatial filter (Section 5) combines a set of low-pass fil-
tered images using a smooth edge-stop function, it will not intro-
duce inconsistencies over time. Thus, the tone-curve is the only
component of our operator that can introduce temporal fluctuations,
and this is also trivial to smooth out over time to prevent such be-
havior.
The filtering of the tone curve(s) acts on the visually most relevant
data, which are the node positions vk. Through discussions with
technical artists, we have found that the choice of filter depends on
both the intent/artistic goals of the tone mapping as well as the input
data. Our implementation is flexible in that it allows the tone curve
filter to be interchanged. In most cases we use a 3-tap low-pass IIR
filter with a cutoff frequency of 0.5Hz. This frequency was selected
to minimize visible flicker, see [Mantiuk et al. 2008]. IIR filters
are trivial to implement and results in a smaller filter size than FIR
filters. In some cases, we also use a temporal edge-stop filter which
preserves sharp temporal transitions. However, experimenting with
these (and other) filters we did not observe visible improvements,
except in situations with extreme temporal variations. The choice
of temporal filter and its effect on the pixel response is discussed
and illustrated in detail in the supplementary material.
It should be noted that the temporal filtering may not preserve ob-
ject brightness consistency [Boitard et al. 2012] and some objects
may gradually change their brightness over time. Preserving bright-
ness, however, would strongly reduce achievable image contrast
and requires preprocessing the entire video sequence. Our approach
trades off object brightness consistency for better contrast repro-
duction and real-time on-line processing. It is obviously possible
to enforce stronger brightness consistency by using a lower cutoff
frequency. Our tone-curve minimizes contrast distortions per-frame
while the temporal filter minimizes flickering distortions in the tem-
poral domain. The temporal filter may pull the solution per-frame
from the point of optimum and result in a slightly worse solution
for that frame, but better solution for the entire video clip. Even
though it is possible to find a family of optimal tone-curves for the
entire video sequence, this would make the method unsuitable for
real-time processing and would bring little improvement in quality.
4.3 Local tone-curves
The visual system is able to perceive a large range of luminances
due to its ability to adapt to local scene regions. The exact mecha-
nism and the spatial extent of such spatial local adaptation are still
not well understood, but there is ample evidence of pooling infor-
mation both locally and globally across the visual field, for example
when making brightness judgments [Allred et al. 2012]. Inspired
by the visual system’s local and global processing, we compute and
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Figure 5: Tone-mapping using global (top) or local (bottom) tone-
curves. The image was generated assuming high ambient light
viewing (low contrast) to better show contrast reduction. Note that
other components of the operator, such as local contrast, were dis-
abled for this example.
apply different tone-curves to different image regions. As shown in
[Reinhard and Devlin 2005], locally adaptive tone-curves can sig-
nificantly boost visibility of image details without introducing any
noticeable artifacts. Figure 5 shows a frame generated using global
and local tone-curves.
We split an image into square tiles of 5 visual degrees each (about
230 pixels for a 15” full HD display seen from 45 cm), which is
approximately the diameter of the fovea in the retina. Then, impor-
tance values pt(lk) are computed separately for each tile t. Such
local luminance-importance statistics cannot be directly used for
computing local tone-curves because it contains 0-values for the
luminance levels that are missing in a particular tile but exist in an
image. This results in highly locally adapted tone-curves, which are
so different across an image that they cause visible discontinuities
of tones. For that reason, we linearly blend the per-tile pt(lk) values
with the global p(lk) for the entire image in the ratio 10% global
and 90% local, and then compute local tone-curves. To apply lo-
cal tone-curves to an image, the tone-curve values are interpolated
between the neighboring tiles, so that a 3D look-up is performed in-
stead of a typical 1D look-up in case of a single global tone-curve.
Each local tone-curve needs to be filtered independently over time
using the IIR filter explained in the previous section. Note that the
computational overhead of local tone-curves is minimal since the
most expensive operation, which is computing p(lk) for each tile,
takes in total almost the same time as computing p(lk)-values for
the entire image.
4.4 Comparison with other methods
Using a histogram to compute a tone-curve may appear similar to
histogram equalization, which is a popular technique for image en-
hancement. We will show, however, that the objectives and the re-
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Figure 6: The slope of a single segment k of a tone-curve as a
function of probability p(lk). The values are computed for 30 seg-
ments and for probabilities uniformly distributed across the remain-
ing segments (p(li) = (1 − p(lk))/(N − 1) for i 6=k). Different
curves denote different tone-curve generation algorithms.
sults of the two methods are very different.
As shown in [Mai et al. 2011], histogram equalization is equivalent
to allocating tone-curve slopes according to the formula:
sk =
r p(lk)
δ
∑N
i=1 p(li)
. (22)
Given that, we can compare slope allocation of our method (blue
line, Equation 14) and histogram equalization (red line) in Fig-
ure 6. The figure shows how the slope of a tone-curve is allocated
depending on the probability of the corresponding luminance level
(or bin), p(lk). While the slope for our minimum contrast distortion
approach (blue line) never exceeds the value of one (which corre-
sponds to non-distorted contrast), histogram equalization attempts
to assign the highest contrast possible to the segments of high prob-
ability p(lk). In Appendix B we show that the tone-curve slopes are
exponentially related to the probability values p(lk), assigning very
high slopes to the bins with high probabilities. This is one of the
reasons why histogram equalization tends to over-enhance regions
of uniform pixel values, which cause the probability values p(lk)
to be high. Larson et al. [Ward Larson et al. 1997] address this
issue by clamping the maximum probabilities p(lk) to the value
determined from the threshold-versus-intensity function. This is,
however, an ad-hoc approach, which does not ensure that contrast
distortion is minimal.
Our formulation is also similar to the optimum tone-curve derived
for the purpose of backward-compatible HDR image and video en-
coding [Mai et al. 2011], which is shown as a dashed line in Fig-
ure 6. This approach is less aggressive with contrast enhancement
than histogram equalization, but will still boost contrast instead
of preserving it because this results in lower coding errors after
inverse-tone-mapping of the LDR layer.
5 Filter design for tone mapping
Base and detail layer decomposition (b and d in Figure 2) is a
commonly used technique for preserving local contrast in tone-
mapping. The base layer, b, obtained using an edge-preserving low-
pass filter, is compressed using a tone curve, and the detail layer, d,
is retained, or even enhanced.
The most important aspect in the decomposition is the choice of
filtering method. Previous TMOs, see e.g. [Eilertsen et al. 2013]
for an overview, have mostly relied on classical image filters de-
signed for e.g. noise reduction. A common choice for base – detail
layer decomposition has been the bilateral filter [Aurich and Weule
1995; Tomasi and Manduchi 1998], mainly due to its simplicity.
A problem, however, is that there are fundamental differences be-
tween the intent of the classical image filters and our goal here, de-
tail extraction. First, image details are found at larger spatial scales
than noise, i.e. detail extraction filters require large supports in the
spatial and intensity domains without introducing visible artifacts.
Secondly, the final result here is the base, b, and detail layer, d, and
not a filtered image. The detail layer is highly sensitive to filtering
artifacts, where the behavior along edges is extremely critical. Even
small artifacts (which may be invisible in ordinary image filtering)
may become visually disturbing after tone mapping, especially for
video.
In Appendix C we show why the bilateral filter fails to correctly re-
construct the underlying signal (base layer) of a smooth edge, and
which implications this have on the detail layer separation. We use
these observations in the filter construction for our TMO, where we
first relate the bilateral filter to anisotropic diffusion [Perona and
Malik 1990], and from there derive an efficient filter that is specifi-
cally designed for the purpose of base – detail layer decomposition.
5.1 Filter construction
A diffusion operation for image filtering is carried out as a conduc-
tion process, in which the pixel values, I(p), are propagated over
time, t, to their neighbors according to the diffusion PDE:
∂I(p)
∂t
= div (wr(p, t) · ∇I(p)) (23)
If wr(p, t) = c is constant, this reduces to the isotropic heat
diffusion equation ∂I
∂t
= c∆I . In non-linear diffusion edges
are preserved by constraining the diffusion to uniform image re-
gions using the image gradient magnitudes as a stopping crite-
rion, wr(||∇I(p)||). In image filtering, this is approximated by
discretizing the time domain, and by iteratively calculating the in-
flow, V , at each pixel, p, from its closest neighbors in an adaptive
smoothing procedure. For iteration k+ 1 this can be described as:
Ik+1(p) = Ik(p) + V (Ik, p) (24)
To preserve high contrast structures, the weights are based on dis-
tances in both the spatial and intensity domain. In contrast to this,
the bilateral filter runs in a single iteration using a larger neighbor-
hood for the weighted average. As described in [Durand and Dorsey
2002], 0-order anisotropic diffusion can be extended with a larger
spatial support to allow for a connection to the bilateral filter:
V (I,p)=α
∑
q∈Ωp
ws(||q−p||)wr(I(q)−I(p)) (I(q)−I(p))
(25)
Algorithm 1 Outline of our fast detail extraction diffusion
1: input l,N , σ, λ ⊲ Input l is in the log domain
2: lf ← l
3: for k = 1, 2, . . . , N − 1, N do
4: σk ← σg(k) s.t.
√∑
k
i=1 σ
2
g(i) = kσ ⊲ Iterative filtering of a sig-
nal corresponds to filter-
ing original signal with lin-
early increasing filter size
5: ln ← gσk ∗ lf
6: ||∇lf || ← Equation 27 ⊲ Gradient magnitude
7: ||∇lf || ← max (||∇lf || , k |ln − l|) ⊲ Constrain gradient magnitude
8: wr ← Table 1 ⊲ Edge-stop function
9: lf ← (1− wr) · lf + wr · ln ⊲ Iterative filtering refinement
10: end for
11: return lf
Here, α is the diffusion rate, which for the bilateral filter can be
interpreted as the normalization α = 1/
∑
wswr . Using different
neighborhoods Ω, spatial weights ws and intensity weights wr , a
range of different filters can be described. For anisotropic diffusion
and the bilateral filter these functions are shown in Table 1. In or-
der to maintain low complexity and avoid artifacts, we employ an
isotropic approach:
V (I,p) = α wr(||∇I(p)||)
∑
q∈Ωp
ws(||q − p||) (I(q)−I(p))
(26)
where ∇I(p) is the image gradient at a pixel position p. This
filter can be evaluated very fast by iteratively applying linear fil-
ters, which are weighted using the per-pixel edge-stop function,wr .
Since the isotropic kernel has uniformly distributed samples around
p, it yields an unbiased result without over-sharpening problems.
To preserve edges, the kernel size adapts to image structure, which
means that a smaller number of samples are used along steep (high
gradient) edges. However, since the aim of the spatial filtering is
base – detail separation, it is safer to let details be less pronounced
along edges than risking artifacts (see Figure 9). Furthermore, since
the edge itself is perceptually dominant we argue that a possible
loss of texture detail is significantly less disturbing compared to an
incorrect and/or temporally incoherent edge.
The filter behavior along edges is determined by the edge-stop func-
tion and the way the gradient estimates are computed. We make the
observation that isotropic kernels inherently require a conservative
stopping function in order to propagate the flow close to, but not
across edges. To accomplish this, we use Tukey’s biweight [Black
et al. 1998], see Table 1, which conservatively stops the diffusion at
gradient magnitudes equal to or greater than λ. Also, we use a ro-
bust gradient formulation expressed as a linear ramp over the local
neighborhood Ωp around pixel p = (x, y), according to:
Anisotropic diffusion (AD) Bilateral filter (BF) Our approach
Distance ws(x) =
{
1 (x = 0)
1/x, (x 6= 0) ws(x) = exp
(
− x2
2σ2s
)
ws(x) = exp
(
− x2
2σ2
k
)
Edge-stop wr(x) = 1/
(
1 +
(
x
λ
)2)
wr(x) = exp
(
− x2
2σ2r
)
wr(x) =


(
1−( x
λ
)2)2
, (x≤λ)
0, (x>λ)
Neighborhood Ωp = {q ∈ Z : ||q−p|| ≤
√
2} Ωp = {q ∈ Z : ||q−p|| ≤ 3σs} Ωp = {q ∈ Z : ||q−p|| ≤ 3σk}
Iterations k = 1, . . . , N k = 1 k = 1, . . . , N
Table 1: The different local behavior and properties of commonly used methods, compared to the isotropic diffusion
approximation filter. The different edge-stop functions are illustrated at the right, Figure 7.
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Figure 7: wr(x)
||∇I(x, y)|| =
√
∇2xI(x, y) +∇2yI(x, y),
∇xI(x, y) =
⌈3σk⌉∑
δ=−⌈3σk⌉
δ I(x+ δ, y),
∇yI(x, y) =
⌈3σk⌉∑
δ=−⌈3σk⌉
δ I(x, y + δ)
(27)
where ⌈·⌉ denotes the ceiling operation. With this formulation
the diffusion stops faster at edges compared to using e.g. difference
of Gaussians (DoG). When Equation 26 is combined with Equa-
tion 27, the flow is completely stopped when a pixel is closer to a
high contrast edge than the radius of the neighborhoodΩ. To enable
filtering close to edges while ensuring fast diffusion, we iteratively
change the size of Ω, starting with a very small kernel and increas-
ing its radius as the diffusion progresses. The size of Ω varies so
that the net size of the filter afterN iterations isNσ, where σ is the
starting size of the kernel. That is,
√∑N
k=1 σk
2 = Nσ. Finally,
we constrain the diffusion using the distance to the original image,
to prevent possible extreme values in the reconstruction (see line 7
in Algorithm 1).
The final formulation of the filter design is given in Table 1 and
outlined in Algorithm 1. A convergence analysis including moti-
vations for setting the number of iterations N can be found in the
supplementary material. For all examples in the paper, we have
used N = 12 iterations.
5.2 Comparison with other methods
In order to show the behaviors of different low-pass edge-stop fil-
ters and relate them to our fast detail extraction diffusion filter, we
first illustrate this using a one-dimensional signal in Figure 8. The
input, see 8a, is a signal (blue) with details (green) added using a
noise function. We compare our local detail extraction diffusion to
the classical bilateral filter (BF) and anisotropic diffusion (AD), tri-
lateral filter (TF) [Choudhury and Tumblin 2003], and the current
state-of-the-art filter fast local laplacian (FLL) [Aubry et al. 2014].
At the step edge on the left, where a piece-wise constant assump-
tion holds, the 0-order filters show no problems. However, for the
smooth edge on the right, BF shows banding and AD is prone to
staircase artifacts. TF, FLL, and our method do not generate visible
artifacts. TF and FLL, however, are both computationally expen-
sive compared to our method. Another important difference is that
our filter is specifically designed for detail extraction for tone map-
ping without introducing artifacts, while e.g. FLL show a tendency
to create false edges at smooth intensity transitions.
Finally, in Figure 9, we evaluate our filter design in the context of
local tone mapping. The tone curve described in Section 4 has been
applied to the filtered images, followed by adding back extracted
details, scaled for easier comparison in print. The fast local lapla-
cian filter (FLL) is displayed to demonstrate the difference between
our method and current state-of-the-art filtering. In addition, the
permeability filter (PF) introduced by [Aydin et al. 2014] for de-
tail extraction, is demonstrated in the figure. This filter works well
for minor to moderate detail enhancements, but artifacts are clearly
visible for stronger manipulations. From the examples it becomes
evident that it is better to limit the filtering around edges instead
of risking the artifacts shown by classical 0-order filters (BF and
AD). Compared to FLL and PF, our fast detail extraction diffusion
may lose a small amount of detail along some of the edges. How-
ever, in the case of tone mapping, this is the preferred behavior as
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Figure 8: Different filters are applied to the input in the top left
plot, where the details in green, in this case represented by noise,
are added to the original signal. The filters are then used to recon-
struct the signal without details. The MSE of the reconstructions
are scaled by 104, and provided for numerical comparison.
it ensures robust detail enhancement, while the other filters may
introduce artificial edges (ringing artifacts) and temporal inconcis-
tencies at smooth image transitions (see e.g. the edges on the shirt
and the fingers in Figure 9).
To give an indication on the performance of the filters, process-
ing times are also shown in Figure 9. These are relative to our
approach, and all report timings for Matlab implementations (the
bilateral grid acceleration scheme is used for the BF [Chen et al.
2007]). This serves as a simple indicator of performance of non-
parallelized code, in order to reflect the complexity of evaluation.
It should be noted, however, that the different methods have dif-
ferent potential for parallelization, where e.g. our detail extraction
diffusion is specifically designed for this purpose, and shows a per-
formance increase of about 2 orders of magnitude on the GPU.
6 Noise-aware local contrast control
Once the base layer is tone-mapped with local tone-curves, it can
be recombined with the detail layer. If the detail layer is left un-
changed, the tone-mapping will preserve local contrast. If the de-
tail layer values are amplified, the image details are boosted, which
can produce attractive looks when combined with a high quality
edge-stopping spatial filter. Enhancing image details, however, car-
ries the risk of amplifying noise. The noise-aware tone-curve (Sec-
tion 4.1) can conceal some noise in darker tones, especially sensor-
read-out noise, but it is not effective in hiding noise in brighter im-
age parts. Therefore, our detail layer d is modulated relative to the
(a) Bilateral filter (BF), time = 1.33 (b) Anisotropic diffusion (AD), time = 26.6 (c) Fast local laplacian (FLL), time = 11.8
(d) Permeability filter (PF) from [Aydin et al. 2014], time = 25.3 (e) Our approach, time = 1.00
Figure 9: The figures use the same tone curve, but different edge-preserving filters for detail extraction. The details are scaled by a factor 5
to highlight filtering differences and artifacts, and enlarged versions show the areas indicated by the red squares in the images. Timings of
Matlab implementations of the filters are also given, compared relative to our approach.
visibility of noise in the displayed image:
dout(x, y) = e min
(
1,
V (btm(x, y))
n(b(x, y))
)
·d(x, y), (28)
where V () is the visibility threshold from Equation 3 and n() is
the noise level in the log-luminance domain (Equation 2). Note
that the visibility is assessed based on the displayed log-luminance
produced by tone-curves btm, while the noise depends on the log-
luminance of the input image. e is an optional local-contrast en-
hancement parameter, which enables boosting details and thus cre-
ative control. The “min” term in the equation effectively reduces
contrast whenever the amplitude of noise is above the detection
threshold, which corresponds to the case when the magenta line
of noise amplitude in Figure 3 is above the visibility thresholds,
shown as the blue line.
7 Results and applications
In this section we present an overview of our tone mapping operator
in terms of visual quality, performance and features. We also dis-
cuss the specific features of our algorithm, including noise aware-
ness, adaptation to display and viewing conditions, and detail en-
hancement, and demonstrate how our TMO can be applied in the
context of a set of common imaging applications. More results are
also included in the supplementary video and document.
7.1 Results and evaluation
To evaluate the performance of our method in terms of visual qual-
ity, we performed a subjective evaluation, as a qualitative analysis
experiment. The experiment compared our TMO to six state-of-
the-art video tone mapping methods; two global operators: Mal-
adaptation TMO [Irawan et al. 2005] and Display-adaptive TMO
[Mantiuk et al. 2008], and four local operators: Virtual exposures
TMO [Bennett and McMillan 2005], Temporal coherence TMO
[Boitard et al. 2012], Zonal temporal coherence TMO [Boitard et al.
2014] andMotion path filtering TMO [Aydin et al. 2014]. The eval-
uation was carried out as a rating experiment where 10 users ex-
perienced in image processing viewed, in random order, a set of
video clips. These were taken from [Froehlich et al. 2014], and
were each tone-mapped with the seven operators. The users were
asked to provide ratings for each clip according to the following
attributes: overall brightness, overall contrast, overall color satu-
ration, temporal color consistency, temporal flickering, ghosting,
excessive noise, as well as detail reproduction to assess the con-
trast at a local level. The final result of the ratings, averaged over
the observers, is illustrated in Figure 10 for the different sequences.
Overall it is clear that the proposed noise aware TMO consistently
produces results that show image characteristics at about just the
right level without visible artifacts. The full experiment and analy-
sis of the data is described in detail in the supplementary material.
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Figure 10: Qualitative analysis result, showing the average ratings from the conducted experiment, with error bars for the standard errors.
(a) Display adaptive TMO (b) Virtual exposures TMO (c) Our method
Figure 11: Comparison to a selection of current state-of-the-art TMOs: a) [Mantiuk et al. 2008], and b) [Bennett and McMillan 2005].
(a) Aydin et al., with log scaling (b) Aydin et al., with adaptive log mapping (c) Aydin et al., with our tone curve
Figure 12: The filtering approach used in [Aydin et al. 2014], with the tone curves used by the authors, compared to ours. a) scaling in the
log domain, b) log mapping from [Drago et al. 2003], and c) our local tone curve.
Figure 11 shows a representative example of a visual comparison
between our algorithm and two state-of-the-art TMOs taken from
the user evaluation. The figure compares our method to the best
performing TMO from the evaluation in [Eilertsen et al. 2013], dis-
play adaptive TMO [Mantiuk et al. 2008], and the TMO which is
conceptually most similar to our approach, virtual exposures TMO
[Bennett and McMillan 2005]. The magnifications show examples
of the tone mappings in low and high luminance areas, respec-
tively. The display adaptive TMO, which relies on global process-
ing, shows problems in compressing the large dynamic range in the
scene which leads to bright results and loss of local details and con-
trast. The virtual exposures TMO relies on bilateral filtering which
in some situations leads to ringing artifacts along edges. There are
also problems in adapting the tone curve over time, resulting in
disturbing temporal flickering (see Figure 10). Compared to these
TMOs, our method handles the dynamic range in the scene very
well and preserves local detail and contrast without any artifacts.
Figure 12 shows the result of the method from [Aydin et al. 2014]
using different tone curves. In 12a and 12b the tone curves are the
same as used in the original article (i.e. log scaling and log map-
ping from [Drago et al. 2003]), and in 12c we use our local tone
curves as described in Section 4. Although the overall filtering em-
ployed by Aydin et al. shows good performance in terms of visible
artifacts (see Figure 10), the actual tone reproduction and temporal
processing of the tone curve are not considered. From the figure it
is clear that we achieve a better compression of the dynamic range
while preserving the local contrasts. Also, the optical flow filter-
ing used may not work well in complicated image transitions (see
e.g. the noise level in the smith hammering sequence in Figure 10).
Finally, due to the filtering process, the method is computationally
expensive and not suited for real-time applications.
7.2 Performance
All steps in our algorithm can be computed in parallel and are suit-
able for GPU implementation. The spatial filtering is constructed
using separable low-pass filters, together with horizontal and verti-
1280×720px 1920×1080px
Detail extraction (ms) 7.19 17.1
Tone curve (ms) 1.62 3.31
Total time (ms) 9.18 21.5
Framerate (fps) 109 46.5
Table 2: Timings of the complete TMO-chain
cal gradient filters. This means that we only need to run four 1D
filter kernels at each iteration of the diffusion process. The local
histogram calculation and the temporal filtering of the tone curves
are trivially parallel. All parts of the TMO were implemented us-
ing CUDA 6.5. With a modern graphics card, the complete TMO
pipeline runs in real-time on full high definition material. Table 2
shows the performance of our algorithm using 720p and 1080p HD
input running on a GeForce GTX 980.
7.3 Applications and features
In this section we demonstrate some of the features of our algo-
rithm and review a set of application scenarios for our video tone-
mapping solution and demonstrate sample results.
Video postprocessing When video requires color-grading, our
method offers both high quality automatic adjustment, and a range
of creative contrast controls for stylization. Especially attractive is
our detail enhancement, which can maintain or strongly increase
detail visibility without noticeable artifacts (Figure 13 top). This
is shown in Figure 13 top-left and top-center, where the results of
global tone-mapping are compared with the image in which the de-
tail layer was preserved at the original contrast. Tone-priority ad-
justment allows to shift focus between darker and brighter tones
while minimizing distortions, such as clipping, without the com-
plication of controlling the exact shape of a tone-curve (Figure 13
bottom). Because the operation can be run at real-time frame-rates,
visual feedback is provided at full resolution as a particular param-
eter is adjusted. As we focus on contrast and do not address color
issues, our method can be combined with existing solutions to ad-
dress all aspects of color-grading.
Global tone mapping Natural details, e=1 Strongly enhanced details, e=4
Tone-priority: bright (-0.5) Tone-priority: neutral (0) Tone-priority: dark (0.5)
Figure 13: Top row: Compared to using a global tone curve (leftmost image), detail enhancement results in improved image sharpness
without halo or ringing artifacts, at a smaller computational costs than many edge-preserving filters. Even very strong enhancement, which
is often desirable for stylization, does not introduce disturbing artifacts (rightmost image). Bottom row: the tone-priority setting can shift
focus between dark and bright tones while minimizing contrast distortions, such as clipping.
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Figure 14: Comparison of tone-mapping disregarding noise (top left) with our noise-aware approach (top right), where excessive noise is
hidden in darker tones. The bottom row shows the result of complementing the tone mapping with a denoising step (V-BM4D). Enlarge to
compare the visibility of noise.
In-camera processing stacks Images captured by sensors need
to go through a chain of operations, such as demosaicing, denoising
and sharpening, before they can be displayed on a digital viewfinder
or stored as (JPEG) images or (MPEG) movies. A key operation in
this chain is tone-mapping, in which the larger dynamic range of
the sensor is mapped into a smaller dynamic range supported by a
display or an output image file format. Our solution is well suitable
for that purpose as it offers automatic tone-mapping and detail en-
hancement, which adapts to camera noise levels. Figures 1 and 14
show the result of our tone-mapping with and without noise-aware
processing. To reduce noise visibility, enhancement is reduced in
noisy image regions and most of the sensor read-out noise is hidden
in the darker image tones. However, if the preview of noise levels
is desirable, for example in digital viewfinder, noise-aware process-
ing can be disabled, as shown in the top left in Figures 1 and 14. To
underline that the noise-aware tone reproduction does not actually
compete with denoising, Figure 14 also show the result of apply-
ing a state-of-the-art denoising method (V-BM4D, [Maggioni et al.
2012]). The denoising step is performed in the log domain, before
the tone mapping. Without the noise-aware capabilities, artifacts
from the denoising are clearly visible, while when complementing
the both methods these are hidden in the darker tones of the image.
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Figure 15: The effect of ambient light on the results of tone-
mapping. Top-row: our method disregarding ambient light; mid-
dle row: display-adaptive TMO [Mantiuk et al. 2008]; bottom row:
our method adapting to ambient light. The image contrast (dynamic
range) is the same in each column. Simulated display: black level:
1 cd/m2; reflectivity: 1%; peak lum.: 100 cd/m2. Notice the differ-
ence in detail visibility.
Display algorithms for ambient light compensation The ef-
fective contrast of a display strongly depends on ambient light lev-
els. When a mobile device is used in sunlight, an emissive display
(LCD, OLED) is hardly legible since light reflected from the screen
reduces its contrast. The usual remedy is to increase screen bright-
ness, but this strongly increases power consumption. Another ap-
proach is to tone-map the content shown on the display to adapt to
the effective image contrast in particular viewing conditions. This
is shown in Figure 15, in which the top row shows non-adapted im-
ages and bottom row adapted images. The content is clearly more
visible and exhibit an overall better quality in the latter case. When
compared to the display adaptive tone-mapping proposed in [Man-
tiuk et al. 2008] (middle row), our method results in better contrast
and detail visibility thanks to its local processing.
8 Conclusion
This paper described a new video tone-mapping solution, incorpo-
rating a set of novel methods and features not offered by existing
methods. One of our main contributions is a novel technique for
computing tone-curves, which minimizes contrast distortions. We
show that a fast formula for computing such tone-curves can be
derived from an optimization problem without the need to numer-
ically solve quadratic programming. In contrast to existing ad-hoc
methods, such as histogram equalization, the formula solves a well-
defined minimization problem. The local tone-curves dynamically
adapt to image content, noise levels and display capabilities, in-
cluding the compensation for ambient light. The second main con-
tribution is a novel edge-stop filter, which is explicitly designed for
preserving and enhancing details in tone mapping. It avoids over-
shooting and ringing artifacts on soft edges, which is a common
problem with most filters used in tone mapping, in particular when
detail enhancement is required. Since the filter can be implemented
as iterative Gaussian blurring, it leads to an efficient hardware im-
plementation. Finally, we combine both technical contributions in
a comprehensive video tone-mapping operator, which controls the
visibility of noise and adapts to a display and ambient light.
Our method is limited to two particular intents of tone mapping:
scene reproduction and best subjective quality. The method does
not attempt to mimic the visual system, for example by adding glare
effects or simulating night vision. We also do not address any com-
plex color issues arising from tone-mapping and rely on existing so-
lutions. Higher quality tone-mapping could potentially be achieved
with advanced denoising methods or by analyzing the entire length
of the movie sequence. This, however, would eliminate one of the
main advantages of our method, which is real-time processing.
Although tone mapping is usually seen as a high dynamic range
problem, in practice it has a much broader field of applications.
When a display is seen at high ambient light levels and its ef-
fective contrast is reduced, even low dynamic range content may
benefit from tone mapping. Some mobile devices already incorpo-
rate such compensation algorithms. Many camera sensors capture
higher physical contrast than a display (or a digital viewfinder) can
reproduce. Therefore, tone mapping is an essential component in
any in-camera processing stack, even if a single exposure (LDR)
is captured. Finally, it is important to recognize that in many ap-
plications the images need to be reproduced based on the desire of
an artist. Tone mapping operators used in such applications need
to offer creative control parameters, which are easy to manipulate
and can be explored with real-time visual feedback. We believe the
proposed solution is the first to meet all those requirements.
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Appendix A: Derivation of tone-curve slopes
This appendix shows how the optimum slopes (Equation 14) can be
found analitically from Equation 13 using the KTT method. Let us
consider for now only the equality condition of the second con-
straint (Equation 12). Minimizing ε′(sk) with this constraint is
equivalent to minimizing the functional:
∑
k
p(lk)(1− sk)
2 + λ
(
N∑
k=1
sk −
r
δ
)
, (29)
where λ is the Lagrange multiplier. This functional is minimized
by solving the system of equations:

−2(1− s1)p1 + λ = 0
−2(1− s2)p2 + λ = 0
...
−2(1− sN )pN + λ = 0
N∑
i=1
si −
r
δ
= 0
. (30)
We can eliminate the λ variable by combining any two equations
except the last to get:
(1− sk) pk = (1− si) pi ⇒ si = 1−
(1− sk)pk
pi
. (31)
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Input signal
Reconstructed signal
Ground truth
Input
Details
Bilateral kernel
Reconstruction point
Banding artifacts
1. 2.
3.
Figure 16: When filtering a point near the edge with the bilateral
filter, the kernel puts higher weights on samples on the same side
of the edge, resulting in a bias, which leads to overshooting in the
filtered output.
After introducing the above equation to the last line of Equation 30,
we get the solution given in Equation 14.
Appendix B: Slopes of histogram equalization
Here we show that by reversing the steps we performed to derive the
slope allocation formula in Section 4, we can find the hypothetical
objective function for histogram equalization, which is:
εHE(sk) =
N∑
k=1
p(lk) log(sk), (32)
subject to the same constraints as in Equation 12, with the differ-
ence that the functional is maximized and not minimized. The so-
lution of the above equation results in the slopes given by Equa-
tion 22. The formulation is not ideal as there is a singularity at
sk = 0, which needs to be handled as a special condition, which
we omit here for clarity. The objective function shows that the his-
togram equalization procedure distributes the logarithms of slopes
according to the probability of each bin k. This means that the
tone-curve slopes are exponentially related to the probability val-
ues p(lk). Such relation often results in assigning very high slopes
to the bins with high probabilities, which is undesirable in most
tone-mapping applications.
Appendix C: Analysis of detail extraction arti-
facts
Many bilater filter extensions and acceleration schemes, such as
[Durand and Dorsey 2002; Chen et al. 2007; Adams et al. 2009;
Adams et al. 2010; Baek and Jacobs 2010; Yoshizawa et al. 2010;
Banterle et al. 2012; Yang 2012], make real-time processing fully
possible. However, the filters that assume a piece-wise constant un-
derlying signal, such the bilateral and anisotropic diffusion [Perona
and Malik 1990], fail to correctly reconstruct complex spatial inten-
sity transitions in natural images [Takeda et al. 2007a]. This effect
is illustrated in Figure 16 where the filter kernel is biased towards
one side of a smooth edge (edges in natural images are band lim-
ited due to the area sampling at sensor pixels). In the reconstruc-
tion, this bias and the assumption of a piece-wise constant signal
leads to over-sharpening.The resulting reconstruction artifacts can
in many applications be accepted as visually insignificant. For the
task of detail extraction, however, this over-sharpening causes non-
negligible banding or ringing effects (see for example Figures 8b
and 9a), especially if the details are artistically enhanced.
One way to alleviate these problems is to reconstruct the under-
lying base layer using higher order approximations, e.g. the trilat-
eral filter, kernel regression, or local polynomial approximations
[Takeda et al. 2007b; Katkovnik et al. 2006; Milanfar 2013]. How-
ever, this comes at the cost of significantly increased complexity
which makes real-time evaluation on high resolution footage diffi-
cult and in most cases even impossible. These higher order filters
also tend to be sensitive to the parameter settings.
Another common option for edge-preserving filtering are the diffu-
sion based algorithms. Anisotropic non-linear diffusion was intro-
duced by Perona and Malik [1990], and bears many resemblances
with bilateral filtering. Specific unified formulations of anisotropic
diffusion and bilateral filtering have also been shown in e.g. [Barash
2002] and [Durand and Dorsey 2002]. Since this filter also relies on
a piece-wise constant assumption, the output is prone to show in-
consistent behavior along edges similarly to the bilateral filter (see
Figure 9b).
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