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QUIVERS WITH RELATIONS FOR SYMMETRIZABLE CARTAN
MATRICES IV: CRYSTAL GRAPHS AND SEMICANONICAL
FUNCTIONS
CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
Abstract. We generalize Lusztig’s nilpotent varieties, and Kashiwara and Saito’s geo-
metric construction of crystal graphs from the symmetric to the symmetrizable case.
We also construct semicanonical functions in the convolution algebras of generalized
preprojective algebras. Conjecturally these functions yield semicanonical bases of the
enveloping algebras of the positive part of symmetrizable Kac-Moody algebras.
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1. Introduction and main results
1.1. Introduction. There is a remarkable geometric universe relating the representation
theory of quivers and preprojective algebras with the representation theory of symmetric
Kac-Moody algebras. This includes the realization of the enveloping algebra U(n) of
the positive part n of a symmetric Kac-Moody algebra g as an algebra of constructible
functions on varieties of modules over path algebras [S] and over preprojective algebras
[L1, L2]. The latter leads to the construction of a semicanonical basis S of U(n) due
to Lusztig [L2]. The elements of S are parametrized by the irreducible components of
varieties of modules over preprojective algebras. Furthermore, closely linked with varieties
of modules over preprojective algebras, there is a geometric realization of the crystal
graph B(−∞) of the quantized enveloping algebra Uq(n) due to Kashiwara and Saito
[KS]. This crystal graph controls the decompositions of tensor products of irreducible
integrable highest weight g-modules, and it encodes all crystals graphs and characters of
these modules.
Many geometric constructions for symmetric Kac-Moody algebras, especially the con-
struction of Lusztig’s semicanonical basis, do not exist for non-symmetric Kac-Moody
algebras. Nandakumar and Tingley [NT] recently realized B(−∞) in the symmetrizable
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case via varieties of modules over preprojective algebras associated with species. In the
non-symmetric cases, their construction cannot be carried out over algebraically closed
fields, especially not over C. There exists also a folding technique, which sometimes allows
to transfer results from the symmetric cases to the non-symmetric ones.
In our setting, symmetric and symmetrizable cases are dealt with uniformly. We gener-
alize Lusztig’s nilpotent varieties, and Kashiwara and Saito’s geometric construction of the
crystal graph B(−∞) from the symmetric to the symmetrizable case. We also construct
semicanonical functions in the convolution algebras of generalized preprojective algebras.
Conjecturally these functions yield semicanonical bases of the enveloping algebras U(n).
In the symmetric cases with minimal symmetrizer, we recover as a special case Lusztig’s
semicanonical basis, and Kashiwara and Saito’s construction of B(−∞).
1.2. Main results. We now describe our results in more detail. Let C ∈Mn(Z) be a sym-
metrizable generalized Cartan matrix, and let D be a symmetrizer of C. Let Π = Π(C,D)
be the associated preprojective algebra as defined in [GLS1]. We assume throughout that
our ground field K is algebraically closed. For d ∈ Nn, let nilE(Π, d) be the variety of
E-filtered Π-modules with dimension vector d.
Let G(d) be the product of linear groups, which acts on nilE(Π, d) by conjugation. For
d = (d1, . . . , dn) and D = diag(c1, . . . , cn) define d/D := (d1/c1, . . . , dn/cn). Let qDC be
the quadratic form associated with 1/2DC.
Theorem 1.1. For each irreducible component Z of nilE(Π, d) we have
dim(Z) ≤ dimG(d) − qDC(d/D).
Let Irr(nilE(Π, d))
max be the set of irreducible components of nilE(Π, d) of maximal
dimension dimG(d) − qDC(d/D).
Assume that C is symmetric and D is the identity matrix. Then Π is a classical
preprojective algebra associated with a quiver Q, the nilE(Π, d) are Lusztig’s nilpotent
varieties, dimG(d) − qDC(d/D) is the dimension of the affine space of representations of
the quiver Q with dimension vector d, and all irreducible components of nilE(Π, d) have
the same dimension dimG(d) − qDC(d/D).
Let n(C) be the positive part of the symmetrizable Kac-Moody algebra g(C) associated
with C. Let B(−∞) be the crystal graph of the quantized enveloping algebra Uq(n(C)).
The following theorem is our first main result.
Theorem 1.2. Let Π = Π(C,D), and set
B :=
⊔
d∈Nn
Irr(nilE(Π, d))
max.
Then there are isomorphisms of crystals
(B,wt, e˜i, f˜i, ϕi, εi) ∼= (B,wt, e˜
∗
i , f˜
∗
i , ϕ
∗
i , ε
∗
i )
∼= B(−∞).
The operators and maps wt, e˜i, f˜i, ϕi, εi (and their ∗-versions) appearing in Theorem 1.2
are defined in a module theoretic way in the fashion of Kashiwara and Saito’s [KS] geomet-
ric realization of B(−∞), see also Nandakumar and Tingley [NT]. Kashiwara and Saito
only work with symmetric Kac-Moody algebras (C symmetric and D the identity matrix),
and Nandakumar and Tingley need to work over fields which are not algebraically closed
in case C is non-symmetric. For C symmetric and D the identity matrix, Theorem 1.2
coincides with Kashiwara and Saito’s result.
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For K = C the field of complex numbers, let F˜(Π) be the convolution algebra of
constructible functions on the representation varieties rep(Π, d), and let
M˜(Π) =
⊕
d∈Nn
M˜(Π)d
be the subalgebra generated by the characteristic functions {θ˜i := 1Ei | 1 ≤ i ≤ n}.
(Here Ei is a free K[X]/(X
ci)-module of rank 1, which can be seen as a Π-module in a
natural way.) We assume that all constructible functions are constant on G(d)-orbits. The
elements in M˜(Π)d are constructible functions nilE(Π, d) → C. In general, the functions
θ˜i do not satisfy the Serre relations. For a constructible function f : nilE(Π, d) → C and
an irreducible component Z of nilE(Π, d) let ρZ(f) be the generic value of f on Z.
Theorem 1.3. For K = C and Π = Π(C,D), the convolution algebra M˜(Π) contains a
set
S˜ := {f˜Z | Z ∈ B}
of constructible functions such that for each Z ′ ∈ B we have
ρZ′(f˜Z) =
{
1 if Z = Z ′,
0 otherwise.
Define
M(Π) := M˜(Π)/I
where I is the ideal generated by the Serre relations {θ˜ij | 1 ≤ i, j ≤ n with cij ≤ 0}
where
θ˜ij := ad(θ˜i)
1−cij (θ˜j).
Let
θi := θ˜i + I and fZ := f˜Z + I
be the residue classes of θ˜i and f˜Z in M(Π).
For a constructible function f : nilE(Π, d)→ C let
supp(f) := {M ∈ nilE(Π, d) | f(M) 6= 0}
be the support of f . By Theorem 1.1 we have dim supp(f) ≤ dimG(d) − qDC(d/D).
Conjecture 1.4. Let K = C and Π = Π(C,D). For 0 6= f ∈ M˜(Π)d ∩ I we have
dim supp(f) < dimG(d) − qDC(d/D).
The conjecture above is supported by Corollary 6.5. The examples discussed in Sec-
tion 8.2.4 illustrate certain subtleties.
The next theorem is our second main result.
Theorem 1.5. Let K = C, Π = Π(C,D) and n = n(C). Assume that Conjecture 1.4 is
true. Then the following hold:
(i) There is a Hopf algebra isomorphism
ηΠ : U(n)→M(Π)
defined by ei 7→ θi.
(ii) Via the isomorphism ηΠ, the set
S := {fZ | Z ∈ B}
is a C-basis of U(n).
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(iii) For 0 6= f ∈ M˜(Π)d the following are equivalent:
(a) f ∈ I;
(b) dim supp(f) < dimG(d) − qDC(d/D).
We have I 6= 0 if and only if cij < 0 and ci ≥ 2 for some 1 ≤ i, j ≤ n.
One should expect that S (seen as a subset of U(n) via ηΠ) does not depend on the
symmetrizer D.
Suppose that C is symmetric and that D is the identity matrix. Then M˜(Π) =M(Π)
and the Hopf algebra isomorphism U(n) → M(Π) can be obtained by combining [L1,
Lemma 12.11] with either [KS] or [S], see [L2]. Furthermore, S˜ = S is exactly Lusztig’s
[L2] semicanonical basis.
1.3. The paper is organized as follows. In Section 2 we recall definitions and results
on preprojective algebras and their representation varieties. In Section 3 we generalize
Lusztig’s construction of certain fibre bundles from the classical nilpotent varieties to
our more general setup. The proof of Theorem 1.1 is contained in Section 4. We also
show that generically the modules in maximal irreducible components are crystal modules.
(These modules are defined in Section 4.2.) Section 5 contains the proof of Theorem 1.2.
The convolution algebra M(Π) is defined in Section 6. Section 7 contains the proof of
Theorems 1.3 and 1.5. Assuming that Conjecture 1.4 is true, we also show that the
semicanonical bases of the enveloping algebras U(n) induce semicanonical bases of all
irreducible integrable highest weight modules. Section 8 contains the classification of
maximal irreducible components for the Dynkin cases, and also examples of Dynkin type
A2, B2 and G2.
1.4. Notation. By a module we mean a finite-dimensional left module, unless mentioned
otherwise. For maps f : X → Y and g : Y → Z the composition is denoted by gf : X → Z.
A module M over an algebra A is rigid if Ext1A(M,M) = 0. For a module M , let M
m be
the direct sum of m copies of M .
For a constructible subset X of a quasi-projective variety, let Irr(X) be the set of
irreducible components of X.
Let N be the natural numbers, including 0.
2. Quivers with relations associated with symmetrizable Cartan matrices
In this section, we recall some definitions and results from [GLS1].
2.1. The preprojective algebras Π(C,D). A matrix C = (cij) ∈ Mn(Z) is a sym-
metrizable generalized Cartan matrix provided the following hold:
(C1) cii = 2 for all i;
(C2) cij ≤ 0 for all i 6= j;
(C3) cij 6= 0 if and only if cji 6= 0;
(C4) There is a diagonal integer matrix D = diag(c1, . . . , cn) with ci ≥ 1 for all i such
that DC is symmetric.
The matrix D appearing in (C4) is called a symmetrizer of C. The symmetrizer D is
minimal if c1 + · · ·+ cn is minimal.
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From now on, let C = (cij) ∈ Mn(Z) be a symmetrizable generalized Cartan matrix.
Throughout, let
I := {1, . . . , n}.
An orientation of C is a subset Ω ⊂ I × I such that for all (i, j) ∈ I × I the following
are equivalent:
(i) {(i, j), (j, i)} ∩ Ω 6= ∅;
(ii) |{(i, j), (j, i)} ∩ Ω| = 1;
(iii) cij < 0.
The opposite orientation of an orientation Ω is defined as Ω∗ := {(j, i) | (i, j) ∈ Ω}. Let
Ω := Ω ∪Ω∗. Define
Ω(i) := {j ∈ I | (i, j) ∈ Ω} = {j ∈ I | (j, i) ∈ Ω} = {j ∈ I | cij < 0}.
For (i, j) ∈ Ω set
sgn(i, j) :=
{
1 if (i, j) ∈ Ω,
−1 if (i, j) ∈ Ω∗.
For all cij < 0 define
gij := | gcd(cij , cji)|, fij := |cij |/gij .
Let Q := Q(C) := (I,Q1, s, t) be the quiver with the set of vertices I = {1, . . . , n} and
with the set of arrows
Q1 := {α
(g)
ij : j → i | (i, j) ∈ Ω, 1 ≤ g ≤ gij} ∪ {εi : i→ i | i ∈ I}.
(Thus we have s(α
(g)
ij ) = j and t(α
(g)
ij ) = i and s(εi) = t(εi) = i, where s(a) and t(a)
denote the starting and terminal vertex of an arrow a, respectively.) If gij = 1, we also
write αij instead of α
(1)
ij .
For Q = Q(C) and a symmetrizer D = diag(c1, . . . , cn) of C, we define an algebra
Π := Π(C,D,Ω) := KQ/I
where KQ is the path algebra of Q and I is the ideal defined by the following relations:
(P1) For each i we have
εcii = 0.
(P2) For each (i, j) ∈ Ω and each 1 ≤ g ≤ gij we have
ε
fji
i α
(g)
ij = α
(g)
ij ε
fij
j .
(P3) For each i we have
∑
j∈Ω(i)
gji∑
g=1
fji−1∑
f=0
sgn(i, j)εfi α
(g)
ij α
(g)
ji ε
fji−1−f
i = 0.
We call Π a preprojective algebra of type C. These algebras generalize the classical pre-
projective algebras associated with quivers, see [GLS1] for details. Up to isomorphism,
the algebra Π := Π(C,D) := Π(C,D,Ω) does not depend on the orientation Ω of C. Let
rep(Π) be the category of finite-dimensional Π-modules.
Define bilinear forms
〈−,−〉 : Zn × Zn → Z
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by 〈αi, αj〉 := cji, and
(−,−) : Zn × Zn → Z
by (αi, αj) := cicij . (Here α1, · · · , αn denotes the standard basis of Z
n.) Let
qDC : Z
n → Z
be the associated quadratic form defined by qDC(x) := (x, x)/2.
For i ∈ I let Si be the 1-dimensional simple Π-module associated with the vertex i, and
let Ei be the ci-dimensional uniserial Π-module associated with i. Let
Hi := K[εi]/(ε
ci
i ),
and let ei ∈ Π be the idempotent associated with i. For each Π-module M the space
eiM is naturally an Hi-module. We have Ei = eiEi, and eiEi is free of rank 1 as an
Hi-module. A Π-module M is locally free if eiM is a free Hi-module for all i. The
rank of a free Hi-module Mi is denoted by rank(Mi). For a locally free Π-module M let
rank(M) := (rank(e1M), . . . , rank(enM)) be the rank vector of M . A Π-module M is
E-filtered (resp. S-filtered) if there exists a chain
0 = U0 ⊆ U1 ⊆ · · · ⊆ Ut =M
of submodules Ui of M such that for each 1 ≤ k ≤ t we have Uk/Uk−1 ∼= Eik (resp.
Uk/Uk−1 ∼= Sik) for some ik ∈ I. Let nilE(Π) ⊆ rep(Π) be the subcategory of E-filtered
Π-modules. Note that each E-filtered Π-module is locally free. The converse of this
statement is in general wrong. We refer to [GLS1] for further details.
2.2. Representation varieties (quiver version). Let Π = Π(C,D). For a dimension
vector d = (d1, . . . , dn) let
H(d) :=
∏
a∈Q1
HomK(K
ds(a) ,Kdt(a)),
and let rep(Π, d) be the varieties of Π-modules with dimension vector d. By definition,
the points in rep(Π, d) are tuples
(M(a))a ∈ H(d)
satisfying the equations
M(εi)
ci = 0, M(εi)
fjiM(α
(g)
ij ) =M(α
(g)
ij )M(εj)
fij ,
∑
j∈Ω(i)
gji∑
g=1
fji−1∑
f=0
sgn(i, j)M(εi)
fM(α
(g)
ij )M(α
(g)
ji )M(εi)
fji−1−f = 0
for all i ∈ I, (i, j) ∈ Ω and 1 ≤ g ≤ gij. The group
G(d) :=
∏
i∈I
GLK(di)
acts on rep(Π, d) by conjugation. For a module M ∈ rep(Π, d) let O(M) := G(d)M be its
G(d)-orbit. The G(d)-orbits are in bijection with the isomorphism classes of modules in
rep(Π, d). For M ∈ rep(Π, d) we have
dimO(M) = dimG(d) − dimEndΠ(M).
Let repl.f.(Π, d) ⊆ rep(Π, d) be the subvarieties of locally free modules, and let nilE(Π, d) ⊆
repl.f.(Π, d) be the subset of E-filtered Π-modules. Using the same technique as in the
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proof of [CBS, Theorem 1.3(i)], one shows that nilE(Π, d) is a constructible subset of
repl.f.(Π, d).
2.3. Representation varieties (species version). Let Π = Π(C,D) = Π(C,D,Ω). For
a tuple M = (M1, . . . ,Mn) with Mi ∈ rep(Hi) let
H(M) :=
∏
(i,j)∈Ω
HomHi(iHj ⊗j Mj ,Mi)
and
H(M) :=
∏
(i,j)∈Ω
HomHi(iHj ⊗j Mj,Mi).
Here iHj are the Hi-Hj-bimodules defined in [GLS1]. Using the results in [GLS1] we see
that (dimH(M))/2 = dimH(M).
For M ∈ H(M) let
Mij : iHj ⊗j Mj →Mi
be the corresponding homomorphisms in HomHi(iHj ⊗j Mj,Mi).
Let
G(M) :=
∏
i∈I
GLHi(Mi)
where GLHi(Mi) is the group of Hi-linear automorphisms of Mi. The group G(M) acts
by conjugation on H(M). We call M locally free if each Mi is a free Hi-module. In this
case, let
rank(M) := (rank(M1), . . . , rank(Mn))
be the rank vector of M. The total rank of M is defined as rank(M1) + · · · + rank(Mn).
For M ∈ H(M) let
Mi,in := (sgn(i, j)Mij)j :
⊕
j∈Ω(i)
iHj ⊗j Mj →Mi
and
Mi,out := (M
∨
ji)j : Mi →
⊕
j∈Ω(i)
iHj ⊗j Mj
be defined as in [GLS1, Section 5]. Let
rep(Π,M) := {M ∈ H(M) |Mi,in ◦Mi,out = 0}.
We can see rep(Π,M) as the affine variety of Π-modules M with eiM =Mi for i ∈ I. The
G(M)-action on H(M) restricts to rep(Π,M). The isomorphism classes of Π-modules M
with eiM =Mi for all i are in bijection with the G(M)-orbits in rep(Π,M). For a module
M ∈ rep(Π,M) let O(M) := G(M)M be its G(M)-orbit. For M ∈ rep(Π,M) we have
dimO(M) = dimG(M)− dimEndΠ(M).
For M locally free, let
nilE(Π,M) := Π(M)
be the subset of E-filtered modules in rep(Π,M). This is a constructible subset of
rep(Π,M).
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For a rank vector r = (r1, . . . , rn) define M(r) := (H
r1
1 , . . . ,H
rn
n ) and set
H(r) := H(M(r)),
H(r) := H(M(r)).
rep(Π, r) := rep(Π,M(r)),
nilE(Π, r) := Π(r) := Π(M(r)).
SetG(r) := G(M(r)). (We always denote rank vectors in bold letters, like r, and dimension
vectors in ordinary letters, like d.)
Obviously, each variety Π(M) is isomorphic to Π(r) where r = rank(M). We sometimes
just identify Π(M) and Π(r).
2.4. Relating the quiver version and the species version. We have the obvious
projection
rep(Π, d)
εΠ−→
∏
i∈I
rep(Hi, di).
For M = (M1, . . . ,Mn) ∈
∏
i∈I rep(Hi, di) we have
ε−1Π (M)
∼= rep(Π,M).
This follows from the considerations in [GLS1, Section 5]. We see that εΠ is a fibre bundle.
We identify the fibre ε−1Π (M) with rep(Π,M). For M ∈ rep(Π,M) we have
G(M)M = G(d)M ∩ rep(Π,M).
Assume now that M is locally free. Recall that d/D = (d1/c1, . . . , dn/cn), and note that
rank(M) = d/D. An easy calculation shows that
dimH(M) = dimG(M)− qDC(d/D).
For a closed G(M)-stable subset Z of rep(Π,M) of dimension dimG(M) + m for some
m ∈ Z, the correspond subset G(d)Z of rep(Π, d) has dimension dimG(d) +m.
2.5. Convolution algebras. In this section, assume that K = C. Let
F˜(Π) :=
⊕
d∈Nn
F˜(Π)d
be the convolution algebra associated with Π, where F˜(Π)d is the C-vector space of con-
structible functions rep(Π, d)→ C. Recall that a map
f : rep(Π, d)→ C
is a constructible function if the following hold:
(i) Im(f) is finite;
(ii) For each m ∈ C, the preimage f−1(m) is a constructible subset of rep(Π, d);
(iii) f is constant on G(d)-orbits.
For M ∈ rep(Π) define 1M ∈ F˜(Π) by
1M (N) :=
{
1 if M ∼= N,
0 otherwise.
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For f, g ∈ F˜(Π) the product f ∗ g is defined by
(f ∗ g)(M) :=
∑
m∈C
mχ({U ⊆M | f(U)g(M/U) = m})
where M ∈ rep(Π) and χ denotes the topological Euler characteristic.
For i ∈ I let
θ˜i := 1Ei .
Let
M˜(Π) =
⊕
d∈Nn
M˜(Π)d
be the subalgebra of F˜(Π) generated by {θ˜i | i ∈ I}, where
M˜(Π)d := F˜(Π)d ∩ M˜(Π).
For f ∈ M˜(Π)d let
supp(f) := {M ∈ rep(Π, d) | f(M) 6= 0}
be the support of f . We have supp(f) ⊆ repl.f.(Π, d). Using the same arguments as
in the proof of [GLS2, Proposition 4.7], we get that M˜(Π) is a Hopf algebra, which
is isomorphic to the enveloping algebra U(P(M˜(Π))) of the Lie algebra P(M˜(Π)) of
primitive elements in M˜(Π). A constructible function f ∈ M˜(Π)d is in P(M˜(Π)) if and
only if supp(f) consists just of indecomposable modules. The comultiplication in M˜(Π)
is given by θ˜i 7→ θ˜i ⊗ 1 + 1⊗ θ˜i.
For a dimension vector d with repl.f.(Π, d) 6= ∅ let r := d/D be the associated rank
vector. Alternatively, we can define M˜(Π) using constructible functions rep(Π, r) → C.
(Condition (iii) in the definition of a constructible function is replaced by demanding that
f is constant on G(r)-orbits.) It is straightforward to check that the two definitions yield
canonically isomorphic algebras. In this article, we mainly work with the varieties rep(Π, r)
(the species version) instead of the varieties rep(Π, d) (the quiver version). Our main
results in the introduction and also the examples collection in Section 8 are formulated
using the quiver version, whereas the rest of the article (especially the proofs) are based
on the more convenient species version.
2.6. Hom-Ext formulas. The following result is proved in [GLS1, Theorem 12.6]. It
generalizes [CB2, Lemma 1].
Lemma 2.1. For M,N ∈ repl.f.(Π) the following hold:
(i) dimExt1Π(M,N) = dimExt
1
Π(N,M);
(ii) dimExt1Π(M,N) = dimHomΠ(M,N) + dimHomΠ(N,M)− (rank(M), rank(N)).
Corollary 2.2. For M ∈ repl.f.(Π) and i ∈ I we have
dimExt1Π(Ei,M) = dimHomΠ(Ei,M) + dimHomΠ(M,Ei)− ci〈rank(M), αi〉.
Proof. Let rank(M) = (m1, . . . ,mn). We have
〈rank(M), αi〉 = 2mi +
∑
j∈Ω(i)
cijmj
and
(rank(M), αi) = 2cimi +
∑
j∈Ω(i)
cicijmj.
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Now the result follows from Lemma 2.1(ii). 
Let M ∈ rep(Π). For each i ∈ I let
M˜i :=
⊕
j∈Ω(i)
iHj ⊗j Mj .
As before, let
Mi,in := (sgn(i, j)Mij)j :
⊕
j∈Ω(i)
iHj ⊗j Mj →Mi
and
Mi,out := (M
∨
ji)j : Mi →
⊕
j∈Ω(i)
iHj ⊗j Mj.
For M ∈ rep(Π) and i ∈ I let subi(M) (resp. faci(M)) be the largest submodule (resp.
factor module) of M such that each composition factor of subi(M) (resp. faci(M)) is
isomorphic to Si.
Let top(M) be the largest semisimple factor module of M , and let topi(M) be the
largest semisimple factor module of M such that each composition factor of topi(M) is
isomorphic to Si.
Lemma 2.3. For M ∈ rep(Π) the following hold:
(i) dimHomΠ(Ei,M) = dimKer(Mi,out) = dim subi(M);
(ii) dimHomΠ(M,Ei) = dim(Cok(Mi,in)) = dim faci(M);
(iii) If M is locally free, then
dimExt1Π(M,Ei) = dim(M˜i)− dim Im(Mi,in)− dim Im(Mi,out)
= dim(Ker(Mi,in)/ Im(Mi,out)).
Proof. We have Ker(Mi,out) = subi(M) and Cok(Mi,out) = faci(M). The Hi-module
Hi = Ei is indecomposable projective-injective in rep(Hi). Thus dimHomΠ(Ei,M) and
dimHomΠ(M,Ei) are the dimensions of subi(M) and faci(M), respectively. This proves
(i) and (ii).
For M ∈ rep(Π) we have a sequence
0→ subi(M)
ι
−→Mi
Mi,out
−−−−→ M˜i
Mi,in
−−−→Mi
π
−→ faci(M)→ 0
of Hi-linear maps, where ι is a monomorphism, π is an epimorphism, Im(ι) = Ker(Mi,out),
Im(Mi,in) = Ker(π) and Im(Mi,out) ⊆ Ker(Mi,in). Observe that
dim(M˜i)− dim Im(Mi,in)− dim Im(Mi,out) = dim(Ker(Mi,in)/ Im(Mi,out)).
We have
dim Im(Mi,out) := dim(Mi)− dim(subi(M)),
dim Im(Mi,in) := dim(Mi)− dim(faci(M)).
It follows that
dim(Ker(Mi,in)/ Im(Mi,out)) = dim(M˜i)− 2 dim(Mi) + dim subi(M) + dim faci(M).
We know that
dim M˜i =
∑
j∈Ω(i)
cj |cji|mj
QUIVERS WITH RELATIONS FOR SYMMETRIZABLE CARTAN MATRICES IV 11
where (m1, . . . ,mn) = rank(M). Here we used that
iHj ⊗j Mj ∼= H
|cji|mj
j .
We have
(rank(M), rank(Ei)) = (rank(M), αi) = 2dim(Mi)− dim(M˜i).
Combining the above equalities with (i) and (ii) and with Lemma 2.1(ii) we get the formula
(iii). 
3. Lusztig’s bundle construction
3.1. Partitions and Hk-modules. For m ≥ 0 let Pm be the set of partitions with entries
bounded by m. (These are tuples p = (p1, . . . , pt) of integers with m ≥ p1 ≥ · · · ≥ pt ≥ 0.
We identify (p1, . . . , pt, 0, . . . , 0) with (p1, . . . , pt).) For a partition p = (p1, . . . , pt) and
k ≥ 0 let p(k) := |{1 ≤ i ≤ t | pi = k}| be the number of entries equal to k, and
let length(p) := |{1 ≤ i ≤ t | pi 6= 0}|. For p,m ≥ 0 we also write (p
m) = (p, . . . , p)
for the partition with m entries equal to p. Similarly, for a partition (p1, . . . , pt) and
m1, . . . ,mt ≥ 0 we define (p
m1
1 , . . . , p
mt
t ) in the obvious way.
For k ∈ I the isomorphism classes of finite-dimensionalHk-modules can be parametrized
by Pck in the obvious way. For p ∈ Pck , let H
p
k be an Hk-module corresponding to p.
Vice versa, for M ∈ rep(Hk) let p(M) ∈ Pck be the partition associated with M .
3.2. Stratifications of Π(M). Let Π = Π(C,D) and let M = (M1, . . . ,Mn) be locally
free.
Recall that for M ∈ rep(Π), fack(M) is the largest factor module M/U such that
each composition factor of M/U is isomorphic to Sk. Similarly, subk(M) is the largest
submodule U ⊆M such that each composition factor of U is isomorphic to Sk.
Recall that
Π(M) = nilE(Π,M).
For p ∈ Pck let
Π(M)k,p := {M ∈ Π(M) | fack(M) ∼= H
p
k }
and
Π(M)k,p := {M ∈ Π(M) | subk(M) ∼= H
p
k }.
For the special case p = (cpk) we define
Π(M)k,p := Π(M)k,p and Π(M)k,p := Π(M)k,p.
In the following, we prove some results involving the varieties Π(M)k,p. We leave it as
an easy exercise to formulate and prove the corresponding dual results for Π(M)k,p.
Lemma 3.1. The following hold:
(a) Π(M)k,p is a locally closed G(M)-stable subvariety of Π(M).
(b) Π(M)k,0 is open in Π(M).
(c) For M 6= 0 we have
Π(M) =
⋃
k∈I
p∈Pck
p(ck)≥1
Π(M)k,p.
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Proof. (a): For 1 ≤ i ≤ ck, recall that H
(i)
k denotes the uniserial Hk-module of length i.
For M ∈ Π(M) the numbers
dimHomΠ(M,H
(i)
k )
with 1 ≤ i ≤ ck determine fack(M). It follows that Π(M)
k,p is a finite intersection of
locally closed sets. This yields the result.
(b): This follows directly from the upper semicontinuity of the map dimHomH(M,−).
(c): By definition each non-zero M ∈ Π(M) has a chain
0 = U0 ⊂ U1 ⊂ · · · ⊂ Ut =M
such that for 1 ≤ k ≤ t we have Uj/Uj−1 ∼= Eij for some ij ∈ I. Wit k := it we get
M ∈ Π(M)k,p
where p is a partitition of the form p = (ck, . . .). This proves (c). 
By upper semicontinuity, for each Z ∈ Irr(Π(M)) there exists a dense open subset
UZ ⊆ Z such that for all k ∈ I and all M,N ∈ U we have subk(M) ∼= subk(N) and
fack(M) ∼= fack(N). Let subk(Z) := subk(M) and fack(Z) := fack(M) for some M ∈ U .
(This is well defined up to isomorphism.)
Again, by upper semicontinuity it follows that for each Z ∈ Irr(Π(M)) and k ∈ I there
exists a unique p,q ∈ Pck such that
Zk,p := Z ∩Π(M)k,p and Zk,q := Z ∩Π(M)k,q
are open and dense in Z.
We say that a Π-module M is generic in Z, if M is contained in a sufficiently small
dense open subset of Z defined by a finite set of suitable open conditions. The context
will always imply which conditions are meant. For example, we often demand thatM ∈ Z
with subk(M) ∼= subk(Z) and fack(M) ∼= fack(Z) for all k.
3.3. Fibre bundles and principal G-bundles. All varieties considered are algebraic
varieties over the algebraically closed field K, and our topology is the Zarisky topology. In
particular, we use freely elementary concepts from algebraic geometry like dimension, ir-
reducible components and morphisms between varieties. We recall some classical concepts
from topology in our setting.
A morphism between varieties
π : B → V
is a fibre bundle with fibre F , if V has an open covering (Vi)i∈I together with isomorphisms
τi : Vi × F → π
−1(Vi)
such that πτi(v, f) = v for all (v, f) ∈ Vi × F . In particular, we have π
−1(v) ∼= F for all
v ∈ V , and our fibre bundles are always locally trivial in the Zarisky topology. Thus, if
F is irreducible, there is a natural bijection between the irreducible components of V and
the irreducible components of B, and we have
dim(B) = dim(V ) + dim(F ).
Let φ : U → V be another morphism of varieties, then the pullback
φ∗(B) := {(u, b) ∈ U ×B | φ(u) = π(b)},
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together with the projection
φ∗(π) : φ∗(B)→ U
defined by (u, b) 7→ u is again a fibre bundle. In particular, it is easy to see how to trivialize
(φ∗(B), φ∗(π)) over the open subsets φ−1(Vi) ⊆ U with fibre F .
Let now G be an algebraic group which acts (algebraically) on B from the right, such
that π(b · g) = π(b) for all b ∈ B and g ∈ G. We say that the fibre bundle π : B → V is
a principal G-bundle if G acts freely and transitively on the fibres of π. In this case, all
fibres π−1(v) are isomorphic to G as a variety. Again, it is easy to see that the pullback
of a principal G-bundle is again a principal G-bundle.
3.4. Grassmannians of submodules of fixed type. In this section, we fix some k ∈ I,
and set c := ck. Let
A := Hk = K[εk]/(ε
c
k).
For a partition p ∈ Pc with we define the A-module
Ap := Hpk .
For A-modules M and U let
GrU (M) := {V ⊆M | V ∼= U}
be the quasi-projective variety of A-submodules V of M which are isomorphic to U .
Similarly, let
GrU (M) := {V ⊆M |M/V ∼= U}
be the quasi-projective variety of A-factor modules M/V of M which are isomorphic to
U . (Factor modules M/V are defined via submodules V , so we can think of GrU (M) as a
variety of factor modules.)
Consider the open subset
InjA(U,M) := {f ∈ HomA(U,M) | f is injective} ⊂ HomA(U,M).
Following Haupt [H, Section 3.1], we consider
InjA(U,M)→ GrU (M), f 7→ Im(f).
It is easy to see that this is a principal AutA(U)-bundle with AutA(U) acting on InjA(U,M)
by precomposition. Now, AutA(U) and InjA(U,M) are, as open subsets in a vector space,
smooth and irreducible. If GrU (M) is non-empty, then GrU (M) is smooth and irreducible,
and we have
dimGrU (M) = dimHomA(U,M)− dimEndA(U),
see [H, Theorem 3.1.1]. Similarly, if GrU (M) is non-empty, then GrU (M) is smooth and
irreducible with
dimGrU (M) = dimHomA(M,U) − dimEndA(U).
For the special case U = Ap and M = Ab we have GrU (M) 6= ∅ if and only if b ≥
length(p). In this case, we get
d(p, b) := dimGrU (M) =
t∑
i=1
pi(b+ 1− 2i) (3.1)
where p = (p1, . . . , pt).
14 CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
3.5. Two-step flags of submodules as fibre bundles. For A-modules U1, U2,M let
GrU2U1(M) := {(V1, V2) ∈ GrU1(M)×Gr
U2(M) | V1 ⊆ V2}
be the variety of 2-step chains (0 ⊆ V1 ⊆ V2 ⊆M) of submodules of M with V1 ∼= U1 and
M/V2 ∼= U2. This is a closed subset of GrU1(M)×Gr
U2(M).
Let p = (p1, . . . , pt) with pt ≥ 1, and let b ≥ t. Let U ∈ GrAp(A
b). We obviously get
Ab/U ∼= Aq for
q := (cb−t, c− pt, c− pt−1, . . . , c− pd) with d := min{1 ≤ i ≤ t | pi < c}. (3.2)
If p = (ct), we have just q = (cb−t). We have an obvious isomorphism
GrA
r
(Aq) ∼= {V ⊆ Ab | U ⊆ V and Ab/V ∼= Ar}.
Clearly, GrA
r
(Aq) is non-empty if and only if r ≤ b − t. In this case, it is smooth and
irreducible of dimension
dimGrA
r
(Aq) = dimHomA(A
q, Ar)− dimEndA(A
r) = dimHomA(V,A
r)
for any V ∈ GrA
r
(Aq). In view of [H, Theorem 3.1.1] we only need to show the last
equality. For each V ∈ GrA
r
(Aq) there is a short exact sequence
0→ V → Aq → Ar → 0
of A-modules. Since Ar is a projective A-module, this sequence splits. Applying the
functor HomA(−, A
r) to this sequence yields the result.
Lemma 3.2. The restriction of the projection
GrAp(A
b)×GrA
r
(Ab)→ GrAp(A
b)
defined by (U, V ) 7→ U to GrA
r
Ap(A
b) yields a fibre bundle
π : GrA
r
Ap(A
b)→ GrAp(A
b)
with fibre GrA
r
(Aq) with q as in (3.2). In particular, the fibre is smooth and irreducible.
Note, that our claim about the type of the fibre is clear, however the local triviality
seems not to be so obvious. We will see this in the next section.
3.6. Proof of Lemma 3.2.
3.6.1. Notation. Let us write the partition p as
p = (cp
′
0 , (c − 1)p
′
1 , . . . , 1p
′
c−1) and set p′c := b− l.
With this notation we can rewrite (3.1) as
d(p, b) =
∑
1≤i<j≤b
(pi − pj) =
∑
0≤i<j≤c
(j − i)p′ip
′
j,
Recall, that this is the dimension of GrAp(A
b).
Next, we define
p′′j :=
j−1∑
i=0
p′i for 0 ≤ j ≤ c.
Thus in particular p′′0 = 0 and p
′′
c = t, and we have
p′′c−pj < j ≤ p
′′
c−pj+1 for all 1 ≤ j ≤ t.
Finally we set j+ := p
′′
c−pj+1
+ 1 for all 1 ≤ j ≤ t.
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3.6.2. Affine charts for GrAp(A
b). Let U ∈ GrAp(A
b). For an appropriate A-basis v :=
(v1, . . . , vb) of A
b we have
U =
t⊕
j=1
Aεc−pjvj .
We may set
Vi :=
b⊕
j=p′′i +1
Avj for 1 ≤ i ≤ c,
and consider the open subset
OvU := {U
′ ∈ GrAp(A
b) | εc−iU ′ ∩ Vi = 0 for 1 ≤ i ≤ c}
of GrAp(A
b), which clearly contains U .
Imitating the description of the open Schubert cells in ordinary Grassmannians we see
that each element U ′ ∈ OvU has a unique set of generators in normal form with respect to
the chosen basis:
g′i = ε
c−pivi(U
′) for 1 ≤ i ≤ t, where
vi(U
′) = vi +
b∑
j=i+
pi−pj−1∑
k=0
a
(k)
ji (U
′)εk

︸ ︷︷ ︸
:=aji(U ′)∈A
vj
Altogether we showed:
Lemma 3.3. With
I(p, b) := {(i, j, k) ∈ Z3 | 1 ≤ i ≤ l, i+ ≤ j ≤ b, 0 ≤ k ≤ pi − pj − 1}
we have an isomorphism of varieties
OvU → K
I(p,b)
defined by
U ′ 7→ (a
(k)
ji (U
′))(i,j,k)∈I(p,b).
We leave it as an exercise to verify directly that I(p, b) has exactly d(p, b) elements.
3.6.3. Local trivialization. For U ′ ∈ OvU we define gU ′ ∈ AutA(A
b) by
gU ′(vi) :=
{
vi(U
′) if 1 ≤ i ≤ l,
vi if l < i ≤ b.
Note that AutA(A
b) acts naturally on GrAp(A
b) and on GrA
r
Ap(A
b) as an algebraic group,
and we trivially have gU ′(U) = U
′ for all U ′ ∈ OvU . Thus, we obtain the required local
trivialization of
π : GrA
r
Ap(A
b)→ GrAp(A
b)
on the open neighbourhood OvU by
OvU × π
−1(U)→ π−1(OvU ), (U
′, V ) 7→ gU ′(V ).
Here it is clear, that the map OvU → AutA(A
b) defined by U ′ 7→ gU ′ is a morphism of
varieties.
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3.7. Bundle construction. Let Π = Π(C,D), and letM = (M1, . . . ,Mn) withMi a free
Hi-module for all i.
We fix now some k ∈ I and U = (U1, . . . , Un) with Ui ⊆Mi a free Hi-submodule of Mi
with Ui =Mi for all i 6= k. Let
J :=
∏
i∈I
HomHi(Ui,Mi) and J0 := {(fi)i ∈ J | fi is injective for all i ∈ I}.
With M and U defined as above, let p and q be partitions in Pck . We assume that
p = (crk, q1, . . . , qt) and q = (q1, . . . , qt) with r ≥ 1. Assume that Mk/Uk
∼= Erk.
We fix a direct sum decomposition
Mk = Uk ⊕ Tk
of Hk-modules. Such a decomposition exists, since Uk is by assumption free. Note that
Tk is also a free Hk-module.
Let
Y := Y k,q,p
be the variety of all triples
(U,M, f) ∈ Π(U)k,q ×H(M)× J0
such that for all (i, j) ∈ Ω the diagram
iHj ⊗j Uj
Uij //
1⊗fj

Ui
fi

iHj ⊗j Mj
Mij // Mi
commutes and such that for all i ∈ I we haveMi,in◦Mi,out = 0. Note that for (U,M, f) ∈ Y
we have M ∈ Π(M).
On Y we have a free G(U)-action defined by
g · (U,M, f) := ((giUij(1⊗ g
−1
j ))(i,j)∈Ω,M, (fi ◦ g
−1
i )i).
We define a diagram
Y
p′
yyrrr
rr
rr
rr
r
p′′
##❍
❍❍
❍❍
❍❍
❍❍
Π(U)k,q × J0 Π(M)
k,p
by p′(U,M, f) := (U, f) and p′′(U,M, f) := M . The maps p′ and p′′ are of central im-
portance. We apply now the findings of the previous sections to describe them in more
detail.
Lemma 3.4. With the notation above, p′ is a vector bundle with fibres isomorphic to Km
with
m =
∑
(j,k)∈Ω
dimHomHk(Tk, kHj ⊗j Mj)− dimHomHk(Tk, U
′
k).
Proof. The canonical projection
Π(U)k,q ×H(M)× J0 → Π(U)
k,q × J0
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is obviously a vector bundle. One also checks easily that Y is a closed subset of Π(U)k,q×
H(M)× J0. We fix (U, f) ∈ Π(U)
k,q × J0. Let
F := {M ∈ H(M) | (U,M, f) ∈ Y } = p′′((p′)−1((U, f))).
We have to show that F ∼= Km for some m which is independent of (U, f). Set U ′k :=
Im(Uk,in). Note that p(Uk/U
′
k) = q and p(Mk/U
′
k) = p. In other words, we haveMk/U
′
k
∼=
Hpk .
Define
η :
⊕
j∈Ω(k)
HomHk(Tk, kHj ⊗j Mj)→ HomHk(Tk, fk(U
′
k))
by
(T∨jk)j 7→
∑
(k,j)∈Ω
sgn(k, j)UkjT
∨
jk
and let
F ′ := Ker(η).
Recall that Uj =Mj for all j 6= k. Since fk is a monomorphism, we have
dimHomHk(Tk, fk(U
′
k)) = dimHomHk(Tk, U
′
k).
Clearly, η is K-linear. Since Tk is a free Hk-module (and therefore projective as an Hk-
module) we get that η is surjective. Thus we get F ′ ∼= Km with
m :=
∑
(j,k)∈Ω
dimHomHk(Tk, kHj ⊗j Mj)− dimHomHk(Tk, U
′
k).
Let
µ : F → F ′
be defined by
M 7→ (M∨jk|Tk)(j,k)∈Ω.
This is obviously an isomorphism of K-vectorspaces. 
We need one more auxiliary variety
Y ′′ := {(M ′k,M) ∈ Gr
Tk(Mk)×Π(M)
k,p |M ′k ⊇ Im(Mk,in)}
where we recall that GrTk(Mk) is the Grassmannian of Hk-submodules U of Mk such that
Mk/U ∼= Tk ∼= H
r
k . We have two natural morphisms
p′′1 : Y → Y
′′, (U,M, f) 7→ (Im(fk),M),
p′′2 : Y
′′ → Π(M)k,p, (M ′k,M) 7→M.
Obviously, we have p′′ = p′′2 ◦ p
′′
1 .
Lemma 3.5. With the above notation we have:
(a) p′′1 : Y → Y
′′ is a G(U)-principal bundle.
(b) p′′2 : Y
′′ → Π(M)k,p is a fibre bundle with fibre GrTk(Hpk ). In particular, this fibre
is smooth, irreducible and of dimension
dimHomHk(H
p
k , Tk)− dimHk EndHk(Tk).
(c) p′′ is a fibre bundle with fibres isomorphic to
G(U) ×GrTk(Hpk ).
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Proof. (a): It is easy to see that
Imk : J0 → Gr
Tk(Mk), (fi)i∈I 7→ Im(fk)
is a principal G(U)-bundle since GrTk(Mk) ∼= GrUk(Mk), see also Section 3.4. Now,
consider the morphism
φ1 : Y
′′ → GrTk(Mk), (M
′
k,M) 7→M
′
k.
We observe that Y ∼= φ∗1(J0), the pullback of a G(U)-principal bundle, see Section 3.3. In
fact, it follows directly from the definitions that φ∗1(J0) can be identified with
Y ′ := {(M,f) ∈ Π(M)k,p × J0 | Im(fk) ⊃ Im(Mk,in)}.
Clearly, for each (M,f) ∈ Y ′ there exists a unique U ∈ Π(U)k,q with f ∈ HomΠ(U,M).
(b): There exists a unique partition p∗ such that Im(Mk,in) ∼= H
p
∗
k for allM ∈ Π(M)
k,p.
With this notation we consider the fibre bundle
π : GrTk
H
p∗
k
(Mk)→ GrHp
∗
k
(Mk)
with fibre GrTk(Hpk ), see Lemma 3.2. By construction, we have the natural morphism
φ2 : Π(M)→ Gr
Hk
H
p∗
k
(Mk), M 7→ Im(Mk,in).
It follows directly from the definitions that
φ∗2(Gr
Tk
H
p∗
k
(Mk)) = Y
′′.
Thus
p′′2 : Y
′′ → Π(M)k,p
is a fibre bundle with the requested type of fibre. This proves (b).
Part (c) is a direct consequence of (a) and (b) and the fact that p′′ = p′′2 ◦ p
′′
1. 
Lemma 3.6. The following hold:
(a) If Z ′ is an irreducible component of Π(U)k,q, then
Z := p′′((p′)−1(Z ′ × J0))
is an irreducible component of Π(M)k,p.
(b) The map Z ′ 7→ Z defines a bijection
Irr(Π(U)k,q)→ Irr(Π(M)k,p).
(c) We have
dim(Z)− dim(Z ′) = dimH(M)− dimH(U).
Proof. Recall that we have two maps
Y
p′
yyrrr
rr
rr
rr
r
p′′
##❍
❍❍
❍❍
❍❍
❍❍
Π(U)k,q × J0 Π(M)
k,p
defined by p′(U,M, f) := (U, f) and p′′(U,M, f) :=M . The statements (a) and (b) follow
immediately from combining Lemma 3.4 and Lemma 3.5(c). Also from these lemmas we
get that
dim(Z) + dimG(U) + dimHomHk(Tk, Uk/U
′
k) = dim(Z
′) + dim(J0) +m
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with
m =
∑
(j,k)∈Ω
dimHomHk(Tk, kHj ⊗j Mj)− dimHomHk(Tk, U
′
k).
One easily checks that
dim(J0)− dimG(U) = dimHomHk(Uk, Tk)
= dimHomHk(Tk, Uk)
= dimHomHk(Tk, U
′
k) + dimHomHk(Tk, Uk/U
′
k).
Furthermore, we have
dimH(M) =
∑
(j,i)∈Ω
dimHomHj(jHi ⊗j Mi,Mj) =
∑
(j,i)∈Ω
dimHomHi(Mi, iHj ⊗j Mj),
dimH(U) =
∑
(j,i)∈Ω
dimHomHj(jHi ⊗j Ui, Uj) =
∑
(j,i)∈Ω
dimHomHi(Ui, iHj ⊗j Uj).
Thus we have and
dimH(M)− dimH(U) =
∑
(j,k)∈Ω
dimHomHk(Tk, kHj ⊗j Mj).
Combining the above equalities we obtain Thus we get
dim(Z)− dim(Z ′) = dim(J0)− dimG(U) − dimHomHk(Tk, Uk/U
′
k) +m
=
∑
j∈Ω(k)
dimHomHk(Tk, kHj ⊗j Mj)
= dimH(M)− dimH(U).
This proves (c). 
3.8. Comparision to Lusztig’s bundle construction. In the classical case (C sym-
metric and D the identity matrix), Lusztig constucted bundles
Y
p′
yysss
ss
ss
ss
s
p′′
##❍
❍❍
❍❍
❍❍
❍❍
Π(U)k,0 × J0 Π(M)
k,p
with p ≥ 1 and rank(M/U) = pαk. (Here p stands for the partition (c
p
k).) Lusztig does
not consider the situation
Y
p′
yysss
ss
ss
ss
s
p′′
##❍
❍❍
❍❍
❍❍
❍❍
Π(U)k,q × J0 Π(M)
k,p
with p > q ≥ 1 and rank(M/U) = (p − q)αk. Thus for the classical case, one can see
our construction as a refinement of Lusztig’s bundle construction. Another important
difference is that in our setup
Y
p′
yyrrr
rr
rr
rr
r
p′′
##❍
❍❍
❍❍
❍❍
❍❍
Π(U)k,q × J0 Π(M)
k,p
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from Section 3.7, the closures (in Π(M)) of the irreducible components of Π(M)k,p are
in general not irreducible components of Π(M). In general, this will only be the case
for maximal components of Π(M)k,p. Some examples of this kind can be found in Sec-
tion 8.2.5.
3.9. The maps ek,r, fk,r, e
∗
k,r, f
∗
k,r. Let p,q ∈ Pck be partitions of the form
p = (crk, q1, . . . , qt) and q = (q1, . . . , qt).
with r ≥ 1. Then Lemma 3.6(b) and its dual yield bijections
⊔
r∈Nn Irr(Π(r)
k,p)
f∗
k,r // ⊔
r∈Nn Irr(Π(r− rαk)
k,q)
e∗
k,r
oo
and ⊔
r∈Nn Irr(Π(r)k,p)
fk,r // ⊔
r∈Nn Irr(Π(r− rαk)k,q)
ek,r
oo
with f∗k,r = (e
∗
k,r)
−1 and fk,r = (ek,r)
−1.
The following lemma is a straightforward consequence of Lemma 3.6.
Lemma 3.7. We have
(f∗k,1)
r = f∗k,r, (e
∗
k,1)
r = e∗k,r, (fk,1)
r = fk,r, (ek,1)
r = ek,r.
3.10. The functions ϕi and ϕ
∗
i . For M ∈ rep(Hi) let [M : Ei] be the maximal number
p ≥ 0 such that there exists a direct sum decomposition M = U ⊕V with U ∼= E
p
i . Define
functions
ϕi, ϕ
∗
i : Π(r)→ Z
by
ϕi(M) := [subi(M) : Ei] and ϕ
∗
i (M) := [faci(M) : Ei].
We obviously get ϕi(M) = p for all M ∈ Π(r)i,p, and ϕ
∗
i (M) = p for all M ∈ Π(r)
i,p.
4. Maximal irreducible components and crystal modules
4.1. Maximal irreducible components.
Theorem 4.1. For each Z ∈ Irr(Π(M)) we have
dim(Z) ≤ dimH(M).
Proof. Let Z ∈ Irr(Π(M)). There exists some k ∈ I with ϕ∗k(Z) > 0. Thus there is a
partition p = (crk, q1, . . . , qt) with r ≥ 1 such that Z
k,p = Z ∩ Π(M)k,p is dense in Z.
Furthermore, we have Zk,p ∈ Irr(Π(M)k,p). Let Z ′ be the corresponding component of
Π(U)k,q, where q := (q1, . . . , qt) and U is defined as in Section 3.7. By induction we know
that dim(Z ′) ≤ dimH(U). By Lemma 3.6(c) we know that
dim(Z)− dim(Z ′) = dimH(M)− dimH(U).
This implies
dim(Z)− dimH(M) = dim(Z ′)− dimH(U) ≤ 0.
This finishes the proof. 
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An irreducible component Z of Π(M) is maximal if dim(Z) = dimH(M). We de-
note the set of maximal irreducible components of Π(M) by Irr(Π(M))max. Similarly, let
Irr(Π(M)k,p)max and Irr(Π(M)k,p)
max be the sets of irreducible components of Π(M)k,p
and Π(M)k,p of dimension dimH(M), respectively.
We can embed H(M) into Π(M) in the obvious way. By Theorem 4.1, H(M) is then
a maximal irreducible component of Π(M). Thus Irr(Π(M))max is non-empty. However,
the sets Irr(Π(M)k,p)max and Irr(Π(M)k,p)
max can be empty, depending on the partition
p.
4.2. Crystal modules. For M ∈ rep(Π) and i ∈ I there are canonical short exact se-
quences
0→ Ki(M)→M → faci(M)→ 0
and
0→ subi(M)→M → Ci(M)→ 0.
HereKi(M) is the unique submodule ofM withM/Ki(M) ∼= faci(M), and Ci(M) =M/U
is the unique factor module of M with U ∼= subi(M).
We say thatM ∈ nilE(Π) is a crystal module if faci(M) and subi(M) are locally free for
all i, and if Ki(M) and Ci(M) are crystal modules for all i ∈ I. By definition the trivial
module 0 is a crystal module.
Clearly, if M ∈ nilE(Π) is a crystal module, then we have dim subi(M) = ciϕi(M) and
dim faci(M) = ciϕ
∗
i (M).
For i, j ∈ I there is a canonical homomorphism f : subj(M) → faci(M) defined by
u 7→ u+Ki(M).
Lemma 4.2. Let M ∈ rep(Π). For i ∈ I and each submodule U ⊆M we have
faci(M/U) ∼= faci(M)/(U +Ki(M)).
Proof. We have canonical short exact sequences
0→ Ki(M)→M → faci(M)→ 0
and
0→ Ki(M/U)→M/U → faci(M/U)→ 0.
We use that submodules of a factor module M/V are in bijection with submodules W
of M with V ⊆ W ⊆ M . In this way, we can interpret U + Ki(M) as a submodule of
faci(M), and Ki(M/U) as a submodule of M .
We get the obvious inclusions displayed in the following diagram:
M
❑❑
❑❑
❑❑
❑❑
❑❑
tt
tt
tt
tt
t
Ki(M/U)
■■
■■
■■
■■
■■
U +Ki(M)
▼▼
▼▼
▼▼
▼▼
▼▼
tt
tt
tt
tt
tt
t
U Ki(M)
There is an epimorphism
π : M/U → faci(M)/(U +Ki(M
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defined by m + U 7→ m + (U + Ki(M)). Since all composition factors of the image of
π are isomorphic to Si, the epimorphism π factors through faci(M/U). This yields an
epimorphism
π′ : faci(M/U)→ faci(M)/(U +Ki(M)).
We obviously have U ⊆ Ki(M/U). We also haveKi(M) ⊆ Ki(M/U), since all composition
factors of M/Ki(M/U) are isomorphic to Si, and M/Ki(M) is the unique maximal factor
module with this property. It follows that U +Ki(M) ⊆ Ki(M/U). Thus for dimension
reasons, π′ has to be an isomorphism. 
Lemma 4.3. For i, j ∈ I and M ∈ nilE(Π) a crystal module the following hold:
(i) If the canonical homomorphism
f : subj(M)→ faci(M)
is non-zero, then i = j and M has a direct summand isomorphic to Ei.
(ii) If the canonical homomorphism
f : subj(M)→ faci(M)
is zero, then
faci(M) ∼= faci(Cj(M)) and subj(M) = subj(Ki(M)).
Proof. We first prove (i). If i 6= j, then the canonical homomorphism f : subj(M) →
faci(M) is obviously zero. Thus assume that i = j and that f : subi(M) → faci(M) is
non-zero. We know that subi(M) and faci(M) are free Hi-modules. Let p : faci(M) →
top(faci(M)) be the canonical projection of faci(M) onto its top. Note that top(faci(M)) =
topi(M). By Lemma 4.2 we have
faci(M/ subi(M)) ∼= faci(M)/f(subi(M)).
Now suppose that pf = 0. Then we get
topi(faci(M))
∼= topi(faci(M)/f(subi(M))).
Together with our assumption that f(subi(M)) 6= 0, this implies that faci(M/ subi(M))
is not free, a contradiction to our assumption that M is a crystal module. Thus we
proved that pf 6= 0. This implies that there is a submodule U of subi(M) with U ∼=
Ei and f(U) ∼= Ei. This yields a homomorphism g : faci(M) → U with gfιU = 1U ,
where ιU : U → subi(M) denotes the inclusion. We have f = f2f1 with the obvious
homomorphisms f1 : subi(M) → M and M → faci(M). We get (gf2)(f1ιU ) = 1U . This
shows that f1ιU : U → M is a split monomorphism. It follows that M has a direct
summand isomorphic to Ei. This finishes the proof of (i). Part (ii) is straightforward. 
Let
nilcrE (Π,M) = Π(M)
cr
be the subset of crystal modules in nilE(Π,M) = Π(M).
An irreducible component Z ∈ Irr(Π(M)) is a crystal component if it contains a dense
open subset of crystal modules.
Proposition 4.4. For Z ∈ Irr(Π(M)) the following are equivalent:
(i) Z is maximal.
(ii) Z is a crystal component.
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Proof. (ii) =⇒ (i): Let M = (M1, . . . ,Mn) be locally free. Suppose Z ∈ Irr(Π(M)) is
a crystal component. By Lemma 3.1(c) there exists some k ∈ I and some p > 0 such
that ϕ∗k(Z) = p. Now choose U = (U1, . . . , Un) such that Ui = Mi for all i 6= k, and
Uk is a free Hk-submodule of Mk such that Mk/Uk ∼= E
p
k . Let (Z
k,p)′ ∈ Irr(Π(U)k,0)
be the irreducible component corresponding to Zk,p := Z ∩ Π(M)k,p under the bijection
Irr(Π(M)k,p)→ Irr(Π(U)k,0) from Lemma 3.6(b). Finally, let Z ′ be the closure of (Zk,p)′
in Π(U). It follows that Z ′ ∈ Irr(Π(U)), since Π(U)k,0 is non-empty and open in Π(U). It
is straightforward that the component Z ′ is again a crystal component. By induction, Z ′
is maximal, i.e. dim(Z ′) = dimH(U). Now Lemma 3.6 implies that dim(Z) = dimH(M).
In other words, Z is maximal.
(i) =⇒ (ii): Let M = (M1, . . . ,Mn) be locally free. Assume that Z ∈ Irr(Π(M)) is
maximal, and that Z is not a crystal component. Let r := rank(M) be minimal such that
such a Z exists.
By minimality, it follows that fack(Z) or subk(Z) is not free for some k. Without loss
of generality we assume that fac1(Z) is not free. Again by minimality, we know that
ϕ∗1(Z) = 0, i.e. fac1(Z) does not have a direct summand isomorphic to E1.
There exists some s ∈ I such that ϕs(Z) > 0, i.e. subs(Z) contains a direct summand
isomorphic to Es. Now choose U = (U1, . . . , Un) such that Ui = Mi for all i 6= s, and
Us =Ms/U is a free Hs-factor module of Ms with U ∼= Es.
There is a partition p = (cs, q1, . . . , qt) such that Zs,p := Z∩Π(M)s,p is open and dense
in Z. We have Zs,p ∈ Irr(Π(M)s,p). Set q := (q1, . . . , qt).
Under the bijection Irr(Π(M)s,p) → Irr(Π(U)s,q) from the dual of Lemma 3.6(b), let
Z ′s,p ∈ Irr(Π(U)s,q) be the irreducible component corresponding to Zs,p. Let Z
′ be the
closure of Z ′s,p in Π(U).
The dual of Lemma 3.6 yields U and an irreducible component Z ′s,q of Π(U)s,q corre-
sponding to Z. Let Z ′ be the closure of Zs,q in Π(U). By the dual of Lemma 3.6(c) we
know that Z ′ is a maximal irreducible component of Π(U). Furthermore, by induction Z ′
is a crystal component. In particular, this implies that fac1(Z
′) is free.
Let M be generic in Z. There is a short exact sequence
0→ Es
f
−→M →M ′ → 0
with M ′ generic in Z ′. This implies that s = 1. (Otherwise fac1(M) ∼= fac1(M
′) and
therefore fac1(Z) = fac1(Z
′), a contradiction.) The short exact sequence above is non-
split. (Otherwise fac1(M) = fac1(Z) would contain a direct summand isomorphic to E1,
a contradiction.) In other words, we have Ext1Π(M
′, E1) 6= 0.
Without loss of generality we assume that f : E1 → M is just an inclusion map and
that
M1 = U1 ⊕ E1.
By Lemma 4.2 we have
fac1(M
′) ∼= fac1(M/E1) ∼= fac1(M)/(E1 +K1(M)).
We have E1 +K1(M) = p(E1), where
p : M → fac1(M)
is the obvious canonical epimorphism. Since fac1(M
′) is free, and fac1(M) is not, this
implies p(E1) 6= 0. Since fac1(M) does not contain a free direct summand, and fac1(M
′)
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is free, we even get p(E1) = fac1(M) and therefore fac1(M
′) = 0. In particular, fac1(M)
is isomorphic to a proper factor module of E1.
We have M = (Mij) ∈ Π(M) and M
′ = (M ′ij) ∈ Π(U) with M
′
ij = Mij for all (i, j)
with i 6= 1 and j 6= 1. Furthermore, we have M1,out|U1 = M
′
1,out and M1,out|E1 = 0.
(For the last equality we used that E1 is a submodule of M .) In particular, we have
Im(M1,out) = Im(M
′
1,out).
By induction we know that M ′ is a crystal module. This implies that Im(M ′1,out),
Ker(M ′1,in) and therefore also Ker(M
′
1,out)/ Im(M
′
1,out) are free H1-modules.
We now describe the H1-linear maps
M1,in : M˜1 →M1 and M
′
1,in : M˜1 → U1
where
M˜1 =
⊕
j∈Ω(1)
1Hj ⊗j Mj .
We have a decomposition
M˜1 = Im(M
′
1,out)⊕ V ⊕W
into a direct sum of H1-modules, where Im(M
′
1,out)⊕V = Ker(M
′
1,in). (Here we used that
Im(M ′1,out), Ker(M
′
1,in) and Im(M
′
1,in)
∼=W are free H1-modules. It follows also that V is
free.) We have
V ∼= Ker(M ′1,in)/ Im(M
′
1,out)
∼= Ext1Π(M
′, Ei) 6= 0.
(For the last isomorphism we used Lemma 2.3(iii).) Using both decompositions M˜1 =
Im(M ′1,out)⊕ V ⊕W and M1 = U1 ⊕ E1 we can write M1,in : M˜1 →M1 as a matrix
M1,in =
(
0 0 f13
0 f22 f23
)
: Im(M ′1,out)⊕ V ⊕W → U1 ⊕ E1
where the fij are H1-module homomorphisms, andM
′
1,in : M˜1 → U1 is given by the matrix
M ′1,in =
(
0 0 f23
)
: Im(M ′1,out)⊕ V ⊕W → U1.
Since fac1(M
′) = 0, we get that f13 : W → U1 is an isomorphism.
We now define a new Π-module M by replacing f22 : V → E1 by an H1-linear map
f22 : V → E1 of maximal rank. Thus f22 is an epimorphism, since V is non-zero and
free. It is clear that M is indeed a Π-module. (Using that M1,out|E1 = 0 and that
Mi,in ◦Mi,out = 0 for all i, we get that M i,in ◦M i,out = 0 for all i.) Since f13 and f22 are
both epimorphisms, we get that M1,in is an epimorphism. This means that fac1(M ) = 0.
We have M/E1 = M
′. Since M ′ is generic in Z ′, we get that M is also contained in
Z. (Here we used again Lemma 3.6.) This is a contradiction to M being generic in Z,
since fac1(M) 6= 0 and fac1(M ) = 0. Thus we got a contradiction to our assumption that
fac1(M) is not free.
So we proved that faci(M) is free for all i. Dually one shows that subi(M) is free for
all i. Thus by induction, Z is a crystal component. 
Corollary 4.5. Π(M)cr is equidimensional of dimension dimH(M).
Corollary 4.6. For a partition p ∈ Pck which is not of the form p = (c
p
k) for some p, we
have dimΠ(M)k,p < dimH(M) and dimΠ(M)k,p < dimH(M).
Examples of non-maximal irreducible components can be found in Section 8.
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5. Geometric construction of crystal graphs
This section follows very closely [NT], which on the other hand is based on [KS].
5.1. Kac-Moody algebras. Let C = (cij) ∈ Mn(Z) be a symmetrizable generalized
Cartan matrix. Recall that I = {1, . . . , n}.
Let h be a C-vector space of dimension 2n − rank(C), and let {α1, . . . , αn} ⊂ h
∗ and
{α∨1 , . . . , α
∨
n} ⊂ h be linearly independent subsets of the vector spaces h
∗ and h, respec-
tively, such that
αi(α
∨
j ) = cji
for all i, j. (Here h∗ = HomC(h,C) is the dual space of h.)
Now g = (g, [−,−]) is the Lie algebra over C generated by h and the symbols ei and
fi (i ∈ I) satisfying the following defining relations:
(i) [h, h′] = 0 for all h, h′ ∈ h;
(ii) [h, ei] = αi(h)ei and [h, fi] = −αi(h)fi for all i and all h ∈ h;
(iii) [ei, fj ] = δijα
∨
i for all i, j;
(iv) (ad(ei)
1−cij )(ej) = 0 for all i 6= j;
(v) (ad(fi)
1−cij )(fj) = 0 for all i 6= j.
(For x, y ∈ g and m ≥ 1 we set ad(x)(y) := ad(x)1(y) := [x, y] and ad(x)m+1(y) :=
ad(x)m([x, y]).) The Lie algebra g is the Kac-Moody algebra associated with C. As a
general reference on Kac-Mody algebras, we refer to Kac’s book [Ka].
Let n = n(C) be the Lie subalgebra of g generated by ei (i ∈ I). Then U(n) is the
associative C-algebra with generators ei (i ∈ I) subject to the relations
(ad ei)
1−cij (ej) = 0
for all i 6= j. (Here we interpret [x, y] as a commutator xy − yx.)
Let h∗ = h∗1 ⊕ h
∗
2 be a vector space decomposition, where h
∗
1 is just the subspace with
basis {α1, . . . , αn}, and h
∗
2 is any direct complement of h
∗
1 in h
∗. Let
〈−,−〉 : h∗ × h∗ → C
be the standard bilinear form, defined by 〈αi, αj〉 := αi(α
∨
j ) = cji, 〈αi, x〉 := 〈x, αi〉 :=
x(α∨i ), and 〈x, y〉 := 0 for all x, y ∈ h
∗
2 and i, j ∈ I. (Identifying the αi with the stan-
dard basis of Zn, this definition of 〈−,−〉 is compatible with the bilinear form defined in
Section 2.1.)
Finally, let us fix a basis {̟j | 1 ≤ j ≤ 2n− rank(C)} of h
∗ such that
̟j(α
∨
i ) = δij , (i ∈ I, 1 ≤ j ≤ 2n− rank(C)).
The ̟j are the fundamental weights. Note that for i ∈ I we have
αi =
∑
j∈I
cji̟j .
We denote by
P := {ν ∈ h∗ | 〈ν, αi〉 ∈ Z for all i ∈ I}
the integral weight lattice, and we set
P+ := {ν ∈ P | 〈ν, αi〉 ≥ 0 for all i ∈ I}.
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The elements in P+ are called dominant integral weights. We have
P =
⊕
j∈I
Z̟j ⊕
2n−rank(C)⊕
j=n+1
C̟j and P
+ =
⊕
j∈I
N̟j ⊕
2n−rank(C)⊕
j=n+1
C̟j .
For
λ =
∑
j∈I
aj̟j +
2n−rank(C)∑
j=n+1
aj̟j
in P , we have
aj = 〈λ, αj〉
for 1 ≤ j ≤ n. Let
R :=
⊕
i∈I
Zαi
be the root lattice, and set
R+ :=
⊕
i∈I
Nαi.
5.2. Crystals. As before, let C be a symmetrizable generalized Cartan matrix with sym-
metrizer D, and let P be the associated integral weight lattice.
Following [K1, Section 7.2], a crystal is a tuple (B,wt, e˜i, f˜i, εi, ϕi) where B is a set and
wt: B → P, e˜i, f˜i : B → B ∪ {∅}, εi, ϕi : B → Z
with i ∈ I are maps such that for all i ∈ I and all b ∈ B the following hold:
(cr1) ϕi(b) = εi(b) + 〈wt(b), αi〉;
(cr2) ϕi(e˜i(b)) = ϕi(b) + 1, εi(e˜i(b)) = εi(b)− 1, wt(e˜i(b)) = wt(b) + αi;
(cr3) For all b, b′ ∈ B the following are equivalent:
(a) f˜i(b) = b
′;
(b) e˜i(b
′) = b.
Kashiwara [K1] also allows the values of εi and ϕi to be −∞. This assumption is not
needed here.
A lowest weight crystal is a crystal with a distinguished element b− ∈ B (the lowest
weight element) such that the following hold:
(cr4) For each b ∈ B there exists a sequence (i1, . . . , it) with ik ∈ I for all 1 ≤ k ≤ t
such that
b− = f˜i1 · · · f˜it(b).
(cr5) For each b ∈ B and i ∈ I we have
ϕi(b) = max{m | f˜
m
i (b) 6= ∅}.
For lowest weight crystals, the functions wt, f˜i, εi and ϕi are determined by the e˜i and
the weight of b−. Here we are mainly interested in the infinity crystal B(−∞) of Uq(n).
Kashiwara and Saito [KS, Proposition 3.2.3] gave a criterion when a lowest weight crystal
is isomorphic to the crystal B(−∞). The following is a reformulation of this criterion due
to Tingley and Webster [TW, Proposition 1.4]. We use the criterion as a definition of
B(−∞).
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Proposition 5.1. Fix a set B with operators
e˜i, f˜i, e˜
∗
i , f˜
∗
i : B → B ∪ {∅}.
Assume (B, e˜i, f˜i) and (B, e˜
∗
i , f˜
∗
i ) are both lowest weight crystals with the same lowest
weight element b−, where the other data is determined by setting wt(b−) = 0. Assume
further that for all i, j ∈ I and all b ∈ B the following hold:
(i) e˜i(b), e˜
∗
i (b) 6= ∅.
(ii) If i 6= j, then e˜∗i e˜j(b) = e˜j e˜
∗
i (b).
(iii) For all b ∈ B we have ϕi(b) + ϕ
∗
i (b)− 〈wt(b), αi〉 ≥ 0.
(iv) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), αi〉 = 0, then e˜i(b) = e˜
∗
i (b).
(v) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), αi〉 ≥ 1, then ϕi(e˜
∗
i (b)) = ϕi(b) and ϕ
∗
i (e˜i(b)) = ϕ
∗
i (b).
(vi) If ϕi(b) + ϕ
∗
i (b)− 〈wt(b), αi〉 ≥ 2, then e˜ie˜
∗
i (b) = e˜
∗
i e˜i(b).
Then (B, e˜i, f˜i) ∼= (B, e˜
∗
i , f˜
∗
i )
∼= B(−∞).
5.3. Geometric crystal operators. As before, let
B =
⊔
r∈Nn
Irr(Π(r))max.
We set
Br := Irr(Π(r))
max.
We know that Z ∩ Π(r)cr is dense in Z for each Z ∈ Br. The operators ei,r, fi,r, e
∗
i,r, f
∗
i,r
defined in Section 3.9 yield bijections
fi,r :
⊔
r∈Nn
Irr(Π(r)i,p)
max →
⊔
r∈Nn
Irr(Π(r)i,q)
max
and
f∗i,r :
⊔
r∈Nn
Irr(Π(r)i,p)max →
⊔
r∈Nn
Irr(Π(r)i,q)max.
where r := p− q ≥ 1. For Z ∈ B we set
f˜i(Z) :=
{
fi,1(Z) if ϕi(Z) ≥ 1,
∅ otherwise,
and f˜∗i (Z) :=
{
f∗i,1(Z) if ϕ
∗
i (Z) ≥ 1,
∅ otherwise.
Similarly, we have bijections
ei,r :
⊔
r∈Nn
Irr(Π(r)i,q)
max →
⊔
r∈Nn
Irr(Π(r)i,p)
max
and
e∗i,r :
⊔
r∈Nn
Irr(Π(r)i,q)max →
⊔
r∈Nn
Irr(Π(r)i,p)max
where r := p− q ≥ 1. For Z ∈ B we set
e˜i(Z) := ei,1(Z) and e˜
∗
i (Z) := e
∗
i,1(Z).
Thus, we defined maps
f˜i, f˜
∗
i : B → B ∪ {∅} and e˜i, e˜
∗
i : B → B.
Note that our definition of the crystal operators is slightly different from the one used in
[KS], see also [NT]. The reason is that we are working with a refined version of Lusztig’s
bundle construction, see our discussion in Section 3.8.
28 CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
For Z ∈ Irr(Π(r))max define
wt(Z) := r,
ϕi(Z) := min{ϕi(M) |M ∈ Z},
εi(Z) := ϕi(Z)− 〈wt(Z), αi〉,
ϕ∗i (Z) := min{ϕ
∗
i (M) |M ∈ Z},
ε∗i (Z) := ϕ
∗
i (Z)− 〈wt(Z), αi〉.
(In the definition of wt(Z), we identify the rank vector r = (r1, . . . , rn) with r1α1 + · · ·+
rnαn ∈ R
+ ⊂ P .)
5.4. The ∗-operator. For a matrix A let tA denote its transpose. Let Π and B be defined
as before. For a representation M = (M(εi),M(α
(g)
ij )) ∈ nilE(Π, d) let
S(M) := (S(M(εi)), S(M(α
g
ij))) ∈ nilE(Π, d)
where
S(M(εi)) :=
tM(εi) and S(M(α
(g)
ij )) :=
tM(α
(g)
ji ).
For each dimension vector d, we get an automorphism Sd of the variety nilE(Π, d) defined
by Sd(M) := S(M). This construction yields an automorphism Sr of Π(r) for each rank
vector r. The automorphism Sr induces a permutation
∗r : Br → Br.
This yields a permutation
∗ : B → B.
For all i ∈ I we get
∗e˜i∗ = e˜
∗
i , ∗e˜
∗
i ∗ = e˜i, ∗f˜i∗ = f˜
∗
i , ∗f˜
∗
i ∗ = f˜i.
5.5. Examples. Let Π = Π(C,D) with
C =
(
2 −1
−2 2
)
and D =
(
2 0
0 1
)
.
Thus C is of Dynkin type B2 and D is minimal. Let Z ∈ Irr(Π((2, 1))
max be the maximal
irreducible component with generic Π-module
M = 11 ⊕
1
1
2
.
(Each number stands for a basis vector of M , with i belonging to eiM . At the same
time, i represents a composition factor isomorphic to Si. The module M is a direct sum
of two serial modules, whose composition series look as indicated.) The following picture
illustrates how the various operators e˜k, f˜k, e˜
∗
k, f˜
∗
k act on Z.
1
1
2
e˜∗1

1
1
2
e˜1
$$■
■■
■■
■■
■■
■■
1
1 ⊕
1
1
e˜2
||②②
②②
②②
②②
1
1 ⊕
1
1
2
e˜∗1{{✇✇✇
✇✇
✇✇
e˜∗2
!!❈
❈❈
❈❈
❈❈
❈
f˜∗1
OO
1
1 ⊕
1
1
2
e˜1
{{✇✇✇
✇✇
✇✇
e˜2
!!❈
❈❈
❈❈
❈❈
❈❈
f˜1
dd■■■■■■■■■■
f˜2
<<②②②②②②②
1
1 ⊕
1
1 ⊕
1
1
2
f˜∗1
;;✇✇✇✇✇✇✇✇✇✇
1
1 ⊕
2
1
1
2
f˜∗2
aa❈❈❈❈❈❈❈❈
1
1 ⊕
1
1 ⊕
1
1
2
f˜1
;;✇✇✇✇✇✇✇✇✇✇
1
1
2
⊕
1
1
2
f˜2
aa❈❈❈❈❈❈❈❈❈
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We also have f˜∗2 (Z) = ∅. We have
ϕ∗1(Z) = 2, ϕ
∗
2(Z) = 0, ϕ1(Z) = 1, ϕ2(Z) = 1,
wt(Z) = (2, 1), 〈wt(Z), α1〉 = 3, 〈wt(Z), α2〉 = −2.
Thus we get
dimExt1Π(M,E1) = c1(ϕ1(Z) + ϕ
∗
1(Z)− 〈wt(Z), α1〉) = 2(1 + 2− 3) = 0,
dimExt1Π(M,E2) = c2(ϕ2(Z) + ϕ
∗
2(Z)− 〈wt(Z), α2〉) = 1(1 + 0− (−2)) = 3.
Let Z ′ ∈ Irr(Π((2, 2))max be the maximal irreducible component with generic Π-module
M ′ = 11 ⊕
2
1
1
2
.
We get
dimExt1Π(M
′, E1) = c1(ϕ1(Z
′) + ϕ∗1(Z
′)− 〈wt(Z ′), α1〉) = 2(1 + 1− 2) = 0,
dimExt1Π(M
′, E2) = c2(ϕ2(Z
′) + ϕ∗2(Z
′)− 〈wt(Z ′), α2〉) = 1(1 + 1− 0) = 2.
5.6. Realization of B(−∞). The formula in the following lemma is an analogue of the
formula in [NT, Lemma 3.16].
Lemma 5.2. Let Z ∈ B, and let M be generic in Z. Then we have
dimExt1Π(M,Ei) = ci(ϕi(Z) + ϕ
∗
i (Z)− 〈wt(Z), αi〉).
Proof. This follows from Corollary 2.2, Lemma 2.3 and the definitions of ϕi(Z) and ϕ
∗
i (Z).

The next lemma is an analogue of [NT, Proposition 3.17].
Lemma 5.3. For Z ∈ B and i, j ∈ I the following hold:
(i) e˜i(Z), e˜
∗
i (Z) 6= ∅.
(ii) If i 6= j, then e˜∗i e˜j(Z) = e˜j e˜
∗
i (Z).
(iii) For all Z ∈ B we have ϕi(Z) + ϕ
∗
i (Z)− 〈wt(Z), αi〉 ≥ 0.
(iv) If ϕi(Z) + ϕ
∗
i (Z)− 〈wt(Z), αi〉 = 0, then e˜i(Z) = e˜
∗
i (Z).
(v) If ϕi(Z)+ϕ
∗
i (Z)−〈wt(Z), αi〉 ≥ 1, then ϕi(e˜
∗
i (Z)) = ϕi(Z) and ϕ
∗
i (e˜i(Z)) = ϕ
∗
i (Z).
(vi) If ϕi(Z) + ϕ
∗
i (Z)− 〈wt(Z), αi〉 ≥ 2, then e˜ie˜
∗
i (Z) = e˜
∗
i e˜i(Z).
Proof. Throughout, let Z ∈ B, and let M ∈ Z be generic. In particular, we assume that
the maps ϕi and ϕ
∗
i take minimal values on M .
(i): This follows from the definition of e˜i and e˜
∗
i combined with Lemma 3.6.
(ii): Let Z1 := e˜
∗
i e˜j(Z) and Z2 := e˜j e˜
∗
i (Z). Since i 6= j, the canonical homomorphisms
subj(Zk)→ faci(Zk) with k = 1, 2 are both zero. This implies
f˜∗i f˜j(Zk) = f˜j f˜
∗
i (Zk) = Z
for k = 1, 2. Here we used Lemma 4.3(ii). Since f˜pe˜p = 1B and f˜
∗
p e˜
∗
p = 1B for all p ∈ I we
get that Z1 = Z2.
(iii): This follows directly from Lemma 5.2.
(iv): Assume that ϕi(Z) + ϕ
∗
i (Z)− 〈wt(Z), αi〉 = 0. Then Lemma 5.2 yields that
Ext1Π(M,Ei) = Ext
1
Π(Ei,M) = 0.
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This implies that
e˜i(Z) = e˜
∗
i (Z) = Z ⊕O(Ei).
(Here we used the notion of direct sums of irreducible components from [CBS].)
(v): Assume that ϕi(Z) + ϕ
∗
i (Z) − 〈wt(Z), αi〉 ≥ 1. Then Lemma 5.2 implies that
dimExt1Π(M,Ei) > 0. Let Z
′ := e˜i(Z). There is a short exact sequence
0→ Ei →M
′ →M → 0
with M ′ generic in Z ′. This sequence is non-split, since Ext1Π(M,Ei) 6= 0. Applying
HomΠ(−, Ei) we get
dim faci(M
′)− dim faci(M) < dim(Ei).
Since both faci(M
′) and faci(M) are free (using that M and M
′ are crystal modules), this
inequality implies that faci(M
′) ∼= faci(M) and therefore faci(Z
′) ∼= faci(Z). This implies
ϕ∗i (e˜i(Z)) = ϕ
∗
i (Z).
The other equality in (ii) is proved dually, working with Z ′ = e˜∗i (Z) instead of Z
′ = e˜i(Z).
(vi): Assume that ϕi(Z)+ϕ
∗
i (Z)−〈wt(Z), αi〉 ≥ 2. Consider a genericM
′ in e˜i(Z) and a
genericM ′′ in e˜∗i e˜i(Z). We claim that the canonical homomorphism from f
′′ : subi(M
′′)→
faci(M
′′) is trivial. By Lemma 4.3(i) it is enough to show that Ei is not a direct summand
of M ′′. First, note that Ei cannot be a summand of M . Namely, if M = Ei ⊕ N , then,
since M is generic, this would imply Ext1Π(M,Ei) = 0, which is false by Lemma 5.2.
Consequently, since Ext1Π(Ei,M) > 0, a generic M
′ ∈ e˜i(Z) also doesn’t contain Ei as a
direct summand. Thus we get a non-split short exact sequence
0→ Ei →M
′ →M → 0.
Applying HomΠ(−, Ei) and keeping in mind that Ext
1
Π(Ei, Ei) = 0 we get
dimExt1Π(M
′, Ei) ≥ dimExt
1
Π(Ei,M)− ci > 0.
For the second inequality we used that ϕi(Z) + ϕ
∗
i (Z) − 〈wt(Z), αi〉 ≥ 2. Now the same
argument as before shows that M ′′ does not contain Ei as a direct summand. Thus we
proved that f ′′ = 0. Now we can proceed as in the proof of part (ii). This finishes the
proof. 
Finally, the following theorem is an analogue of [NT, Theorem 3.18].
Theorem 5.4. We have
(B,wt, e˜i, f˜i, εi, ϕi) ∼= (B,wt, e˜
∗
i , f˜
∗
i , ε
∗
i , ϕ
∗
i )
∼= B(−∞).
Proof. The set B of maximal irreducible components together with either set of operators
(wt, e˜i, f˜i, εi, ϕi) or (wt, e˜
∗
i , f˜
∗
i , ε
∗
i , ϕ
∗
i ) defined in Section 5.3 is a crystal. (In (cr1) we just
define εi(Z) := ϕi(Z) − 〈wt(Z), αi〉. The first and third equalities in (cr2) are clearly
satisfied for B. These together with (cr1) imply the second equality of (cr2). To check
(cr3) is straightforward with the help of Lemma 3.6.)
For any 0 6= Z ∈ B, there exist i and j such that f˜i(Z) 6= 0 and f˜
∗
j (Z) 6= 0. We also
know that in these cases we have wt(f˜i(Z)) = wt(Z) − αi and wt(f˜
∗
j (Z)) = wt(Z) − αj .
For b− we take the (unique) irreducible component Z− of Π(0). (The variety Π(0) is
just a point.) Together with the definitions of ϕi and ϕ
∗
i , this implies that the crystals
(B,wt, e˜i, f˜i, εi, ϕi) and (B,wt, e˜
∗
i , f˜
∗
i , ε
∗
i , ϕ
∗
i ) are both lowest weight crystals.
The conditions of Proposition 5.1 are all satisfied by Lemma 5.3. This yields isomor-
phisms of crystals B(−∞) ∼= (B,wt, e˜i, f˜i, εi, ϕi) ∼= (B,wt, e˜
∗
i , f˜
∗
i , ε
∗
i , ϕ
∗
i ). 
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5.7. Littlewood-Richardson coefficients. Let Π = Π(C,D), g = g(C) and B be de-
fined as before.
For λ ∈ P+ a dominant integral weight, let V (λ) be the associated irreducible integrable
highest weight g-module with highest weight λ.
One of the main applications of crystal graphs is the calculation of tensor product
multiplicities. More precisely, it is well known that the tensor product multiplicities
cνλ,µ := [V (λ)⊗ V (µ) : V (ν)]
can be expressed in terms of crystal graphs. The numbers cνλ,µ are called Littlewood-
Richardson coefficients.
For λ ∈ P+ define
Bλ := {Z ∈ B | ϕi(Z) ≤ ai for every i ∈ I},
B∗λ := {Z ∈ B | ϕ
∗
i (Z) ≤ ai for every i ∈ I},
where ai := 〈λ, αi〉.
The permutation ∗ : B → B yields equalities
∗(Bλ) = B
∗
λ and ∗ (B
∗
λ) = Bλ.
Define
Bνλ,µ := {Z ∈ B
∗
λ ∩ Bµ | wt(Z) = λ+ µ− ν}.
An example can be found in Section 8.2.6.
Using our description of B(−∞), this gives the following result.
Proposition 5.5.
cνλ,µ = |B
ν
λ,µ|.
Proof. Let B(λ) denote the crystal graph of V (λ) with highest weight vertex bλ of weight
λ. It is known [K1, Proposition 4.2] that
cνλ,µ = |{b ∈ B(λ) | wt(b) = ν − µ and εi(b) ≤ 〈µ, αi〉 for every i ∈ I}|.
It is also known that B(λ) can be realized as a subgraph of B ≡ B(−∞). More precisely,
it follows from [K1, Proposition 8.2] that there is a unique injective map
ιλ : B(λ)→ B(−∞)
sending bλ to the lowest weight element of B(−∞) and satisfying
ιλe˜i = f˜iιλ, εi(b) = ϕi(ιλ(b)), wt(ιλ(b)) = λ− wt(b), (b ∈ B(λ)).
Moreover, we have
ι(B(λ)) = B∗λ.
This shows that the sets
ιλ ({b ∈ B(λ) | wt(b) = ν − µ and εi(b) ≤ 〈µ, αi〉 for all i})
and
Bνλ,µ = {Z ∈ B
∗
λ ∩ Bµ | wt(Z) = λ+ µ− ν}
are equal. 
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6. Convolution algebras
In this section, assume that K = C.
6.1. The convolution algebra M(Π). Let Π = Π(C,D) and define the convolution
algebra F˜(Π) as in Section 2.5. For cij ≤ 0 we define
θ˜ij := ad(θ˜i)
1−cij (θ˜j) ∈ M˜(Π).
Let I be the ideal in M˜(Π) generated by the functions θ˜ij with cij ≤ 0. Define
M(Π) := M˜(Π)/I.
For r ∈ Nn set
Ir := I ∩ M˜(Π)r and M(Π)r :=M(Π) ∩ M˜(Π)r.
We get
I =
⊕
r∈Nn
Ir and M(Π) =
⊕
r∈Nn
M(Π)r.
Let θi := θ˜i+I be the residue class of θ˜i inM(Π). It follows immediately, that we have
a surjective algebra homomorphism
U(n)→M(Π)
defined by ei 7→ θi.
6.2. Serre relations. In contrast to [GLS3, Proposition 3.10], the functions θ˜i do not in
general satisfy the Serre relations.
Lemma 6.1. For Π = Π(C,D) assume that cij < 0 and ci ≥ 2 for some i, j ∈ I. Then
there exists an indecomposable locally free Π-module X(i, j) with rank vector (1−cij)αi+αj .
Proof. Recall that gij = | gcd(cij , cji)|, fij = |cij |/gij and cicij = cjcji. It follows that
fij ≤ cj . Without loss of generality assume c12 < 0 and c1 ≥ 2. For each 1 ≤ f ≤ f12 and
1 ≤ g ≤ g12 let E
(g)
1f be a copy of E1 with basis {b
(g)
1f , . . . , b
(g)
c1f
} such that
ε1b
(g)
if =
{
b
(g)
i−1f if i ≥ 2,
0 otherwise.
Furthermore, let {b1, . . . , bc1} be a basis of another copy of E1 such that
ε1bi =
{
bi−1 if i ≥ 2,
0 otherwise.
Let a1, . . . , ac2 be a basis of E2 such that
ε2ai =
{
ai−1 if i ≥ 2,
0 otherwise.
For 1 ≤ f ≤ f12 and 1 ≤ g ≤ g12 define
α
(g)
12 ac2−f+1 := b
(g)
1f
and
α
(g)
21 bc1 := a1.
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It is easy to check that thus defines a locally free Π-module X(1, 2) with rank(X(1, 2)) =
(1−c12)α1+α2. Note that X(1, 2) is a tree module in the sense of Crawley-Boevey [CB1].
In particular, X(1, 2) is indecomposable. This finishes the proof. 
Proposition 6.2. For Π = Π(C,D) the following are equivalent:
(i) The functions θ˜1, . . . , θ˜n satisfy the Serre relations.
(ii) I = 0.
(iii) If cij < 0 for some i, j ∈ I, then ci = 1.
Proof. It is obvious that (i) and (ii) are equivalent.
(i) =⇒ (iii): Assume cij < 0 and ci ≥ 2 for some i, j ∈ I. For X(i, j) as defined in the
proof of Lemma 6.1 it is straightforward to check that
θ˜ij(X(i, j)) 6= 0.
Thus θ˜1, . . . , θ˜n do not satisfy the Serre relations.
(iii) =⇒ (i),(ii): Suppose (iii) holds. We can assume that Q(C) is connected. If
n ≥ 2, then C is symmetric, and D is the identity matrix. Thus Π(C,D) is a classical
preprojective algebra associated with a quiver. If n = 1, then Π(C,D) = K[ε1]/(ε
c1
1 ). In
the first case, Lusztig [L1] proved that θ˜1, . . . , θ˜n satisfy the Serre relations. In the second
case, I = 0, since there are no Serre relations. 
6.3. Example. Let Π = Π(C,D) where
C =
(
2 −6
−2 2
)
and D =
(
2 0
0 6
)
.
We have c1 = 2, c2 = 6, f12 = 3 and g12 = 2. The Π-module X(1, 2) constructed in the
proof of Lemma 6.1 looks as follows:
1

// 1
2
α
(1)
12 
α
(2)
12

// 2
α
(1)
12 
α
(2)
12

// 2
α
(1)
12 
α
(2)
12

// 2 // 2 // 2
1 // 1 1 // 1 1 // 1
1 // 1 1 // 1 1 // 1
(The numbers in the picture correspond to basis vectors ofX(1, 2) with i being in eiX(1, 2).
The arrows indicate how the arrows of the quiver of Π act on the basis vectors.) We get
θ˜12(X(1, 2)) = ad(θ˜1)
7(θ˜2)(X(1, 2)) = −7θ˜
6
1 θ˜2θ˜1(X(1, 2)) = −7 · (6!) = −(7!).
Thus we see that I 6= 0.
As a smaller example, one could also take the preprojective algebra Π of type B2 with
minimal symmetrizer together with the module X displayed in Section 8.2.4.
6.4. The support of the Serre relations.
Lemma 6.3. Suppose cij ≤ 0. Then there is no indecomposable crystal module M ∈
nilE(Π) with rank(M) = (1− cij , 1).
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Proof. Without loss of generality assume c12 ≤ 0. Let r = (1−c12, 1), and letM ∈ nilE(Π)
be a crystal module with rank(M) = r.
We consider the maps
M1
M1,out
−−−−→ M˜1
M1,in
−−−→M1
as defined in Section 2.3. The mapsM1,out andM1,in are H1-module homomorphisms with
Im(M1,out) ⊆ Ker(M1,in). Since M is a crystal module, we know that M1,out and M1,in
are split, i.e. their images, kernels and cokernels are free H1-modules and therefore direct
summands. As H1-modules, we have M1 ∼= H
1−c12
1 and M˜1 = 1H2 ⊗2 H2
∼= H−c121 .
Let r1 := rank(Im(M1,out)) and r2 := rank(Im(M1,in)). Since Im(M1,out) ⊆ Ker(M1,in),
we get r1+ r2 ≤ −c12. Let C be a submodule of M1 such that Im(M1,in)⊕C =M1. Thus
C ∼= Cok(M1,in). We have rank(Ker(M1,out)) = (1−c12)−r1 and rank(C) = (1−c12)−r2.
Thus Ker(M1,out)∩C contains a submodule U isomorphic toH1. (Here we use the following
fact: If V1 and V2 are free submodules of H
m
1 with rank(V1) + rank(V2) ≥ m + 1, then
V1 ∩ V2 contains a free submodule V with rank(V ) = 1. Namely, there is a short exact
sequence
0→ V1 ∩ V2 → V1 ⊕ V2
f
−→ V1 + V2 → 0
with f(v1, v2) := v1 − v2. We have dim top(V1 + V2) ≤ m, since V1 + V2 ⊆ H
m
1 . The
module V1 ⊕ V2 is a projective H1-module with dim top(V1 ⊕ V2) ≥ m+ 1. Thus V1 ∩ V2
contains a direct summand isomorphic to H1.) It follows that U is a direct summand of
M . Thus the Π-module M is decomposable. This finishes the proof. 
Corollary 6.4. Suppose cij ≤ 0. For each crystal module M ∈ Π(r) we have
θ˜ij(M) = 0.
Proof. Since θ˜ij is defined as an iterated Lie bracket of the generators θ˜i and θ˜j , it is a
primitive element in the Hopf algebra M˜(Π). Thus the support of θ˜ij consists of inde-
composable Π-modules. Let r = (1− cij , 1), and let M ∈ Π(r)
cr. By Lemma 6.3, we know
that M is decomposable. Thus we get θ˜ij(M) = 0. 
Corollary 6.5. For cij ≤ 0 and r = (1− cij)αi + αj, we have
dim supp(θ˜ij) < dimH(r).
One can see Corollary 6.5 as a first step towards a proof of Conjecture 1.4.
7. Semicanonical bases
In this section, assume that K = C.
7.1. Semicanonical functions. This section follows very closely Lusztig [L2]. Most of
Lusztig’s proofs translate almost literally to our more general setup.
Let Z ∈ Irr(Π(r)). Then for each f ∈ M˜(Π) there exists a unique c ∈ Z such that
f−1(c) ∩ Z contains a dense open subset of Z. The map f 7→ c yields a linear map
ρZ : M˜(Π)→ Z.
QUIVERS WITH RELATIONS FOR SYMMETRIZABLE CARTAN MATRICES IV 35
Lemma 7.1. Let Z ∈ Irr(Π(r))max. There exists some f˜Z ∈ M˜(Π)r such that for each
Z ′ ∈ Irr(Π(r))max we have
ρZ′(f˜Z) =
{
1 if Z = Z ′,
0 otherwise.
Proof. We argue by induction on r = (r1, . . . , rn). When r = 0, the result is trivial. Hence
we may assume that r 6= 0 and that the result is known for all smaller rank vectors. (This
is the first induction hypothesis.) For our r we fix i ∈ I and we shall prove the following:
(a) The lemma holds for any Z ∈ Irr(Π(r))max such that ϕ∗i (Z) > 0.
We argue by descending induction on ϕ∗i (Z). Since ϕ
∗
i (Z) ≤ ri, we may assume that
ϕ∗i (Z) = p > 0 and that (a) holds for any Z˜ ∈ Irr(Π(r))
max such that ϕ∗i (Z˜) > p. (Thus
is the second induction hypothesis.)
Note that
Zi,p := Z ∩Π(r)i,p
is open and dense in Z. Using the results in Section 3, we get that Zi,p ∈ Irr(Π(r)i,p)max.
By Lemma 3.6, Zi,p corresponds to some Z1 ∈ Irr(Π(s)
i,0) with s := r− pαi.
Y
p′
yyttt
tt
tt
tt
t
p′′
""❋
❋❋
❋❋
❋❋
❋
Π(s)i,0 × J0 Π(r)
i,p
Let Z1 be the closure of Z1 in Π(s). Theorem 4.1 implies that Z1 ∈ Irr(Π(s))
max.
By the first induction hypothesis, there exists g˜ ∈ M˜(Π)s such that ρZ1(g˜) = 1 and
ρZ2(g˜) = 0 for any Z2 ∈ Irr(Π(s))
max \ {Z1}. In other words, we have
g˜ = f˜Z1 .
For each M ∈ Π(r)i,p there is a uniquely determined submodule U of M such that
M/U ∼= E
p
i . We obviously have U ∈ Π(U)
i,0 for some locally free U = (U1, . . . , Un) with
rank(U) = s. We identify Π(U) and Π(s) and consider U as an element in Π(s).
Let
g˜i,p : Π(r)i,p → Z
be defined by g˜i,p(M) := g˜(U).
Let
f˜ : = g˜ ∗ 1Epi ∈ M˜(Π)r.
From the definitions we see that
(b) f˜ |Π(r)i,p = g˜
i,p;
(c) If f˜(M) 6= 0 for some M ∈ Π(r), then M ∈ Π(r)i,p
′
for some partition p′ with
p′(ci) ≥ p.
Using (b) and the definitions we see that ρZ(f˜) = 1 and ρZ′(f˜) = 0 for all Z
′ ∈
Irr(Π(r))max \ {Z} such that ϕ∗i (Z
′) = p.
Using (c), we see that ρZ′(f˜) = 0 for all Z
′ ∈ Irr(Π(r))max such that ϕ∗i (Z
′) < p.
By the second induction hypothesis, for all Z ′ ∈ Irr(Π(r))max such that ϕ∗i (Z
′) > p
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we can find a function f˜Z′ ∈ M˜(Π) such that ρZ′(f˜Z′) = 1 and ρZ˜(f˜Z′) = 0 for any
Z˜ ∈ Irr(Π(r))max \ {Z ′}.
Let
f˜Z := f˜ −
∑
Z′
ρZ′(f˜)f˜Z′
where Z ′ runs over all irreducible components in Irr(Π(r))max with ϕ∗i (Z
′) > p.
We have f˜Z ∈ M˜(Π). It is clear that f˜Z satisfies the requirements of the lemma. Thus
(a) is proved (assuming the first induction hypothesis). Now, by Lemma 3.1(c) we know
that any Z ∈ Irr(Π(r))max satisfies ϕ∗i (Z) > 0 for some i. Hence the lemma holds for Z
(assuming the first induction hypothesis). This provides the induction step. The lemma
is proved. 
Let us stress that the inductive construction of the maps f˜Z in the proof of Lemma 7.1
involves the choice of some i with ϕ∗i (Z) > 0.
Theorem 7.2. For each r ∈ Nn we have
dim(U(n)r) = | Irr(Π(r))
max|.
Proof. This follows from our geometric realization of the crystal graph B(−∞) (see The-
orem 5.4) combined with the ground breaking results in [K2]. 
Recall that
B =
⊔
r∈Nn
Irr(Π(r))max.
Slightly rephrasing Lemma 7.1, we proved the following theorem.
Theorem 7.3. The convolution algebra M˜(Π) contains a set
S˜ := {f˜Z | Z ∈ B}
of constructible functions such that for each Z ′ ∈ B we have
ρZ′(f˜Z) =
{
1 if Z = Z ′,
0 otherwise.
Recall that I is the ideal in M˜(Π) generated by the elements θ˜ij with cij ≤ 0, and that
M(Π) := M˜(Π)/I.
As mentioned in Section 2.5, the convolution algebra M˜(Π) is a Hopf algebra with comul-
tiplication M˜(Π)→ M˜(Π)⊗M˜(Π) defined by θ˜i 7→ θ˜i⊗1+1⊗ θ˜i. Furthermore, M˜(Π) is
isomorphic to the universal enveloping algebra U(P(M˜(Π))) of the Lie algebra P(M˜(Π))
of primitive elements in M˜(Π).
The surjective algebra homomorphism M˜(Π)→M(Π) defined by θ˜i 7→ θi yields a Hopf
algebra structure on M(Π) with comultiplication defined by θi 7→ θi ⊗ 1 + 1⊗ θi.
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7.2. Proof of Theorem 1.5. Let
Br := Irr(Π(r))
max,
S˜r := S˜(C,D)r := {f˜Z | Z ∈ Br} ⊂ M˜(Π)r,
Sr := S(C,D)r := {fZ | Z ∈ Br} ⊂ M(Π)r where fZ := f˜Z + I.
We have disjoint unions
B =
⋃
r∈Nn
Br, S˜ := S˜(C,D) =
⋃
r∈Nn
S˜r, S := S(C,D) =
⋃
r∈Nn
Sr.
Theorem 7.4. Assume that Conjecture 1.4 is true. For Π = Π(C,D), n = n(C) and
S = S(C,D) the following hold:
(i) There is a Hopf algebra isomorphism
ηΠ : U(n)→M(Π)
defined by ei 7→ θi.
(ii) Via the isomorphism ηΠ, Sr is a C-basis of U(n)r, and S is a C-basis of U(n).
(iii) For 0 6= f ∈ M˜(Π) the following are equivalent:
(a) f ∈ I.
(b) f has non-maximal support.
Proof. There is a surjective algebra homomorphism
ηΠ : U(n)→M(Π)
defined by ei 7→ θi. (Dividing M˜(Π) by the ideal I forces the algebra generators θi of
M(Π) to satisfy the Serre relations.) It is also clear that ηΠ induces a surjective K-linear
map
ηΠ,r : U(n)r →M(Π)r.
As an immediate consequence of Theorem 7.3, the set S˜r is linearly independent in M˜(Π)r.
Theorem 5.4 implies that
|S˜r| = dimU(n)r.
Assume that
f :=
∑
Z∈Br
λZfZ = 0
for some λZ ∈ K. It follows that ∑
Z∈Br
λZ f˜Z ∈ I.
By our assumption that Conjecture 1.4 holds, it follows that λZ = 0 for all Z.
It follows that the set Sr is linearly independent in M(Π)r. So for dimension reasons,
ηΠ,r : U(n)r →M(Π)r
is an isomorphism of C-vector spaces, and therefore ηΠ is an algebra isomorphism.
It also follows that Sr is a C-basis of U(n)r, and S is a C-basis of U(n). Thus we proved
(ii).
As a K-vector space we get a direct sum decomposition
M˜(Π)r = Ur ⊕ Ir
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where Ur is the subspace generated by S˜r. Each function in Ur has maximal support,
and by our assumption that Conjecture 1.4 holds, each function in Ir has non-maximal
support.
Clearly, for each sum h := f+g with f ∈ Ur and g ∈ Ir, we have that h has non-maximal
support if and only if f = 0. This finishes the proof of (iii).
The enveloping algebra U(n) is a Hopf algebra with comultiplication U(n)→ U(n)⊗U(n)
defined by ei 7→ ei ⊗ 1 + 1⊗ ei. The algebra isomorphism ηΠ : U(n)→M(Π) is obviously
a Hopf algebra isomorphism. This finishes the proof of (i). 
For Π = Π(C,D) and n = n(C) we call S = S(C,D) the semicanonical basis of U(n).
For C symmetric and D the identity matrix, S coincides with Lusztig’s semicanonical
basis of U(n).
Proposition 7.5. Assume that Conjecture 1.4 is true. Let S˜ = {f˜Z | Z ∈ B} and
G˜ = {g˜Z | Z ∈ B} be subsets of M˜(Π) satisfying
ρZ′(f˜Z) = ρZ′(g˜Z) =
{
1 if Z = Z ′,
0 otherwise
for all Z,Z ′ ∈ B. Then f˜Z − g˜Z ∈ I.
Proof. By definition we have
ρZ′(f˜Z − g˜Z) = 0
for all Z ′ ∈ B. This implies dim supp(f˜Z − g˜Z) < dimH(r) for all Z ∈ Br. By Theo-
rem 7.4(iii) we get f˜Z − g˜Z ∈ I. 
7.3. Semicanonical bases for irreducible integrable highest weight modules. Let
Π = Π(C,D), g = g(C), n = n(C) and B be defined as before. Assume that Conjecture 1.4
is true.
Recall that for λ ∈ P+ a dominant integral weight, V (λ) denotes the irreducible inte-
grable highest weight g-module with highest weight λ.
In view of Theorem 7.4, we can then identify M(Π) with U(n), and we consider the
semicanonical basis S = S(C,D) of M(Π) as a basis of U(n).
Let λ ∈ P+ be a dominant integral weight. Fix a highest weight vector vλ ∈ V (λ).
Furthermore, let x 7→ x− denote the algebra automorphism of U(g) defined by
e−i := fi, f
−
i := ei, h
− := −h, (i ∈ I, h ∈ h).
We then have a surjective homomorphism of U(n)-modules
πλ : U(n)→ V (λ)
defined by x 7→ x−vλ.
Proposition 7.6. Assume that Conjecture 1.4 is true. For each λ ∈ P+ the following
hold:
(i) πλ(fZ) = 0 if and only if Z 6∈ B
∗
λ.
(ii) Sλ := {πλ(fZ) | Z ∈ B
∗
λ} is a basis of V (λ).
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Proof. This is similar to [L2, Section 3], so we will only sketch the argument. It follows
from the proof of Lemma 7.1 that for every Z ∈ B,
fZe
p
i /p! = fZ′ +
∑
Z′′
µZ′′fZ′′ ,
where Z ′ = (e˜∗i )
p(Z), and the sum is over Z ′′ with ϕ∗i (Z
′′) > ϕ∗i (Z
′). (The function 1Epi in
M(Π) corresponds to epi /p! in U(n).) This implies that the left ideal U(n)e
p
i is contained
in the subspace spanned by {fZ | ϕ
∗
i (Z) ≥ p}. More generally, if d = (di) ∈ N
I , we have∑
i∈I
U(n)edii ⊆ Wd := Span{fZ | ϕ
∗
i (Z) ≥ di for some i ∈ I}.
Conversely, consider fZ ∈ S such that ϕ
∗
i (Z) = p. Using again the proof of Lemma 7.1,
we get that
fZ = fZ′e
p
i /p! +
∑
Z′′
νZ′′fZ′′ ,
where Z ′ = (f˜∗i )
p(Z), and the sum is over Z ′′ with ϕ∗i (Z
′′) > ϕ∗i (Z). Using descending
induction on p, it follows that ∑
i∈I
U(n)edii ⊇ Wd.
Hence the left ideal
∑
i∈I U(n)e
di
i coincides with the subspace Wd spanned by a subset of
S.
Now it is known that
Ker(πλ) =
∑
i∈I
U(n)eai+1i .
Therefore Ker(πλ) =Wd with d = (ai + 1), that is,
Ker(πλ) = Span{fZ | Z 6∈ B
∗
λ}
and the proposition follows. 
8. Examples
8.1. Maximal irreducible components for the Dynkin cases. Let Π = Π(C,D) =
Π(C,D,Ω). Let Q = Q(C,Ω) = (I,Q1, s, t) be the full subquiver of Q(C) = (I,Q1, s, t)
with arrow set
Q1 = {α
(g)
ij ∈ Q1 | (i, j) ∈ Ω, 1 ≤ g ≤ gij} ∪ {εi | i ∈ I}.
Let H = H(C,D,Ω) be the subalgebra of Π given by Q(C,Ω). Thus we have
H = KQ/J
where KQ is the path algebra of Q and J is the ideal defined by the following relations:
(H1) For each i we have the nilpotency relation
εcii = 0.
(H2) For each (i, j) ∈ Ω and each 1 ≤ g ≤ gij we have the commutativity relation
ε
fji
i α
(g)
ij = α
(g)
ij ε
fij
j .
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There is an obvious embedding rep(H)→ rep(Π). Thus each H-module can be seen as
a Π-module. Let TC+ : rep(H) → rep(H) denote the twisted Coxeter functor defined in
[GLS1].
As before, for a dimension vector d let rep(H, d) and rep(Π, d) be the varieties of rep-
resentation of H-modules Π-modules with dimension vector d, respectively.
Let repl.f.(H, d) ⊆ rep(H, d) and repl.f.(Π, d) ⊆ rep(Π, d) denote the subvarieties of
locally free modules.
Let
πH : rep(Π, d)→ rep(H, d)
be the obvious restriction map.
Proposition 8.1. For each M ∈ repl.f.(H, d) we have
π−1H (M)
∼= HomH(M,TC
+(M)).
Proof. Using [GLS1] one can adapt the construction in [R] to obtain the result. 
Recall from [GLS1] that for all M ∈ repl.f.(H) we have a functorial isomorphism
TC+(M) ∼= DExt1H(M,HH)
∼= τH(M).
Proposition 8.2. For M ∈ repl.f.(H, d) we have
dimπ−1H (O(M)) = dim repl.f.(H, d).
Proof. The proof is based in Proposition 8.1. For M ∈ repl.f.(H, d) we have
dimO(M) + dimHomH(M,TC
+(M)) = dimO(M) + dimExt1H(M,M)
=
∑
i∈I
d2i − dimEndH(M) + dimExt
1
H(M,M)
=
∑
i∈I
d2i −
∑
i∈I
cia
2
i +
∑
(j,i)∈Ω
ci|cij |aiaj
= dim repl.f.(H, d).
Here (a1, . . . , an) is the rank vector of M The first equality follows since TC
+(M) ∼=
τH(M) for M ∈ repl.f.(H) and by the Auslander-Reiten formulas. The second equality is
just the general formula for orbit dimensions in representation varieties of algebras, the
third equality holds by [GLS1, Proposition 4.1] and the last equality follows from [GLS2,
Proposition 3.1]. The result follows. 
Assume now that C is of Dynkin type. We assume also that the orientation Ω is acyclic,
i.e. that for each sequence ((i1, i2), (i2, i3), . . . , (it, it+1)) with t ≥ 1 and (is, is+1) ∈ Ω for
all 1 ≤ s ≤ t we have i1 6= it+1.
For each positive root α ∈ ∆+(C) there is a (unique) indecomposable preprojective H-
module Mα with rank(Mα) = α, see [GLS1]. For a Kostant partition ν = (nα) ∈ N
∆+(C)
let
Mν :=
⊕
α∈∆+(C)
Mnαα
be the preprojective H-module associated with ν, and let
d(ν) :=
∑
α∈∆+(C)
nαdim(Mα).
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Furthermore, set
Zν := π
−1
H (O(Mν)) ⊆ rep(Π, d(ν)).
Lemma 8.3. Let Π = Π(C,D) and H = H(C,D,Ω). For each Kostant partition ν ∈
∆+(C) we have
Zν ∈ Irr(nilE(Π, d(ν)))
max.
Proof. By definition we have Zν ⊆ rep(Π, d(ν)). We know that
dim(Zν) = dim rep(H, d(ν)).
It remains to show that each X ∈ Zν is E-filtered.
For brevity let F := TC+, where T is the twist functor and C+ is the Coxeter functor,
see [GLS1]. We know that the category rep(Π) can be identified with the category of H-
module homomorphisms f : M → F (M). ForM ∈ rep(H) we haveM ∼= (0: M → F (M)).
Given such an f let (M,f) be the corresponding Π-module.
Now assume that M =Mν is a preprojective H-module. Thus we have
M ∼=
⊕
α∈∆+(C)
Mnαα
for some nα ≥ 0. There exists some β with nβ 6= 0 such that HomH(Mβ , τH(M)) = 0.
It follows that 0: M
nβ
β → F (M
nβ
β ) is a submodule of (0: M → F (M))
∼= M with factor
module of the form f : M/M
nβ
β → F (M/M
nβ
β ). The Π-module 0: M
nβ
β → F (M
nβ
β ) is
E-filtered, since Mβ is E-filtered. Now the result follows by induction. 
Theorem 8.4. Let Π = Π(C,D) with C of Dynkin type. For Z ∈ Irr(nilE(Π, d)) the
following are equivalent:
(i) Z is maximal.
(ii) Z = Zν for some Kostant partition ν = (nα) ∈ N
∆+(C) with d(ν) = d.
Proof. LetMν be a preprojective H-module in the sense of [GLS1], and let r = rank(Mν).
By Lemma 8.3 we have
Zν ∈ Irr(nilE(Π, d(ν)))
max.
For preprojective H-modulesMν and Nµ we clearly have Zν = Zµ if and only ifMν ∼=Mµ.
By our geometric realization of B(−∞) we know that
dimU(n)r = | Irr(nilE(Π, d))
max|.
Furthermore, the number of isomorphism classes of preprojective H-modules M with
rank(M) = r is exactly dimU(n)r. This follows from [GLS1, Section 11.2]. This finishes
the proof. 
8.2. Type B2.
8.2.1. The preprojective algebra of type B2. For the whole Section 8.2, let Π = Π(C,D) =
Π(C,D,Ω) with
C =
(
2 −1
−2 2
)
and D =
(
2 0
0 1
)
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and Ω = {(1, 2)}. Set H = H(C,D,Ω) and H∗ = H(C,D,Ω∗). Thus C is a Cartan
matrix of Dynkin type B2, and the symmetrizer D is minimal. We have Π = KQ/I where
Q = Q(C) is the quiver
1ε1 99
α21 // 2
α12
oo
and I is generated by the set
{ε21, α12α21ε1 + ε1α12α21, −α21α12}.
Thus Π is a finite-dimensional special biserial algebra. The modules and the AR-quiver
of a special biserial algebra can be determined combinatorially, see for example [BR].
The indecomposable Π-modules are either projective-injective, or string modules, or band
modules. The band modules are locally free, but they are not E-filtered.
The indecomposable projective Π-modules are shown in Figure 1. (The arrows indicate
when an arrow of the algebra Π acts with a non-zero scalar on a basis vector.)
1
α21
  ✁✁
✁✁
✁ ε1
❂
❂❂
❂❂
2
α12
2
α12 
1
α21
1
ε1
1
ε1 ❂
❂❂
❂❂
2
α12  ✁✁
✁✁
✁
1
α21
1 2
Figure 1. The indecomposable projective Π(C,D)-modules for type B2.
All results in Section 8.2 can be proved by using the classification of finite-dimensional
indecomposable Π-modules.
8.2.2. Irreducible components. Up to isomorphism there are 8 indecomposable rigid Π-
modules, namely
P1 =
1
2 1
1 2
1
, P2 =
2
1
1
2
, E1 = 11 , E2 = 2 ,
T1 =
1
1
2
, T2 =
2
1
1
, T3 =
1
2 1
2
, T4 =
2
1 2
1
.
The following is a complete list of basic maximal rigid Π-modules:
P1 ⊕ P2 ⊕ E1 ⊕ T1, P1 ⊕ P2 ⊕E1 ⊕ T2, P1 ⊕ P2 ⊕ E2 ⊕ T3,
P1 ⊕ P2 ⊕ E2 ⊕ T4, P1 ⊕ P2 ⊕ T1 ⊕ T3, P1 ⊕ P2 ⊕ T2 ⊕ T4.
Let R1 ⊕R2 ⊕ R3 ⊕R4 be one of these modules. Then R
a1
1 ⊕ R
a2
2 ⊕ R
a3
3 ⊕ R
a4
4 is a rigid
Π-module for all a1, a2, a3, a4 ≥ 0, and we obtain all rigid Π-modules in this way.
For Z ∈ Irr(nilE(Π, d)) the following are equivalent:
(i) Z is maximal.
(ii) Z = O(R) with R ∈ repl.f.(Π, d) rigid.
Recall that the dimension of an orbit O(M) for M ∈ repl.f.(Π, d) can be computed by
the formula
dimO(M) = dimG(d) − dimEndΠ(M).
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For modules of small dimension, it is an easy exercise to compute dimEndΠ(M).
We have H = KQ/I where Q = Q(C,Ω) is the quiver
1ε1 99 2
α12oo
and I is generated by {ε21}. The indecomposable locally free H-modules are
E1 = 11 , E2 = 2 , T2 =
2
1
1
, T4 =
2
1 2
1
, X1 = 1 21 ,
and the indecomposable locally free H∗-modules (apart from E1 and E2) are
T1 =
1
1
2
, T3 =
1
2 1
2
, X2 = 12 1 .
Furthermore, we define certain indecomposable locally free Π-modules:
X : 1 //

1
2

1 // 1
M(λ) : 1

λ
❂
❂❂
❂
2
  ✁✁
✁✁
1
where λ ∈ K∗. The module X is obviously E-filtered. The modules M(λ) are band
modules sitting at the bottom of a K∗-family of 1-tubes in the Auslander-Reiten quiver
of Π. Note that none of the modules X1, X2, X, M(λ) is a crystal module.
Using [CBS] it is possible to determine all irreducible components of nilE(Π, d) for all
d. Here we just discuss one example. Let d = (4, 1). We have dimG(d) = 17 and
dimG(d) − qDC(d/D) = 12. There are three locally free H-modules (up to isomorphism)
with dimension vector d:
M1 = 11 ⊕
1
1 ⊕ 2 , M2 =
1
1 ⊕
2
1
1
, M3 = 11 ⊕
1 2
1 .
Denote by ZM1 , ZM2 , ZM3 , respectively, the closures of the preimages of their orbits under
πH : repl.f.(Π, d)→ repl.f.(H, d).
We have
repl.f.(Π, d) = ZM1 ∪ ZM2 ∪ ZM3 ,
where
ZM1 = O(T1 ⊕ E1) ⊔ O(X2 ⊕ E1) ⊔ O(E
2
1 ⊕ E2) = rep(H
∗, d),
ZM2 = O(T2 ⊕ E1) ⊔ O(X1 ⊕ E1) ⊔ O(E
2
1 ⊕ E2) = rep(H, d),
ZM3 =
⊔
λ∈K∗
O(M(λ)⊕ E1) ⊔ O(X) ⊔ O(X1 ⊕ E1) ⊔ O(X2 ⊕ E1) ⊔ O(E
2
1 ⊕ E2).
The orbits O(T1 ⊕ E1) and O(T2 ⊕ E1) have dimension 12, and we have
ZM1 = O(T1 ⊕ E1) and ZM2 = O(T2 ⊕ E1).
Each orbit O(M(λ)⊕E1) has dimension 11, so their union also has dimension 12, and we
have
ZM3 =
⊔
λ∈K∗
O(M(λ)⊕ E1).
Hence
dimZM1 = dimZM2 = dimZM3 = dim(repl.f.(H, d)) = 12.
The orbit O(X) as dimension 11. We have
nilE(Π, d) = ZM1 ∪ ZM2 ∪ Z
′
M3
,
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where
Z ′M3 = O(X) ⊔ O(X1 ⊕ E1) ⊔ O(X2 ⊕ E1) ⊔ O(E
2
1 ⊕ E2)
is an irreducible component of nilE(Π, d) of non-maximal dimension 11, and we have
Z ′M3 = O(X).
(The fact that X cannot be contained in any of the components ZM1 or ZM2 can be shown
by a simple semicontinuity argument.)
We consider now the enveloping algebra U(n) for type B2. Then the dimension of
U(n)(2,1) is two, which is perfectly in line with nilE(Π, d) having exactly two maximal
components. (The rank vector (2, 1) corresponds to the dimension vector d = (4, 1).)
8.2.3. Semicanonical basis. Now assume that K = C. We get
1
2
θ˜2 ∗ θ˜1 ∗ θ˜1 = 1ZM1 ,
1
2
θ˜1 ∗ θ˜1 ∗ θ˜2 = 1ZM2 , θ˜1 ∗ θ˜2 ∗ θ˜1 = 1ZM1 + 1ZM2 + 1X ,
so the Serre relation is verified up to the function 1X ∈ I.
The images of 12 θ˜2 ∗ θ˜1 ∗ θ˜1 and
1
2 θ˜1 ∗ θ˜1 ∗ θ˜2 inM(Π) form the semicanonical basis Sr of
M(Π)r, where r = (2, 1) = d/D. They evaluate to 1 at the generic point of one of the two
maximal irreducible components of nilE(Π, d), and to 0 at the generic point of the other.
8.2.4. Examples of constructible functions with non-maximal support. Again we assume
that K = C. We define indecomposable Π-modules X, Y1 and Y2 as follows:
X : 1

// 1 Y1 : 1 //

1 Y2 : 2

2

2

2

1 //

1
1 // 1 1 // 1 2

1 // 1
An easy calculation shows that
θ˜12 = −2 · 1X .
We have supp(θ˜12) = O(X). Furthermore, one can check that
θ˜12 ∗ θ˜2 = −2(1Y1 + 1Y2 + 1X⊕E2)
This implies
supp(θ˜12 ∗ θ˜2) = O(Y1) ⊔ O(Y2) ⊔ O(X ⊕ E2).
Let M = P1 ⊕ E1. We have
((θ˜12 ∗ θ˜2) ∗ θ˜1)(M) =
∑
m∈C
mχ({U ⊂M |M/U ∼= E1, (θ˜12 ∗ θ˜2)(U) = m}).
One easily sees that M does not have any submodules isomorphic to Y2 or X ⊕ E2.
Furthermore, one can check that we have isomorphisms of varieties
{U ⊂M |M/U ∼= E1, (θ˜12 ∗ θ˜2)(U) = −2} ∼= {U ⊂M |M/U ∼= E1, U ∼= Y1} ∼= C
∗.
Since χ(C∗) = 0, we get
((θ˜12 ∗ θ˜2) ∗ θ˜1)(M) = 0.
Note that the closure of O(M) is a maximal irreducible component.
QUIVERS WITH RELATIONS FOR SYMMETRIZABLE CARTAN MATRICES IV 45
All three functions θ˜12, θ˜12 ∗ θ˜2 and θ˜12 ∗ θ˜2 ∗ θ˜1 have non-maximal support. However,
our calculation above in a small case like B2 shows that this is a non-trivial fact which
depends on the vanishing of some Euler characteristic.
As before, we define
X1 : 2

T4 : 2

2

1 // 1 1 // 1
In F˜(Π) we get
1X1 ∗ 1E2 = 1T4 + 2 · 1X1⊕E2 .
The function 1X1 has non-maximal support, and 1E2 and 1T4 + 2 · 1X1⊕E2 have maximal
support. (But note that 1X1 does not belong to M˜(Π).) In particular, in F˜(Π) the
functions with non-maximal support do not form an ideal.
8.2.5. Bundle construction. We keep the notation introduced in Sections 8.2.2 and 8.2.4.
We study the bundles
Y
p′
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
p′′
%%❑❑
❑❑
❑❑
❑❑
❑❑
Π((2, 1))2,(0) × J0 Π((2, 2))
2,(1) .
We have
Irr(Π((2, 1))2,(0) = Z1 ∪ Z2
where
Z1 := O(T1 ⊕ E1) ∩Π((2, 1))
2,(0) and Z2 := O(X) ∩Π((2, 1))
2,(0) .
The component Z1 is maximal, and Z2 is non-maximal. We have
p′′(p′)−1(Z1 × J0) = O(P2 ⊕ E1) ∩Π((2, 2))
2,(1) ∈ Irr(Π((2, 2))2,(1)),
p′′(p′)−1(Z2 × J0) = O(Y1) ∩Π((2, 2))
2,(1) ∈ Irr(Π((2, 2))2,(1)).
We have O(Y1) ⊂ O(P1), thus O(Y1) cannot be in Irr(Π((2, 2))). Furthermore, we get
O(P1) ∈ Irr(Π(2, 2))
max ,
O(P1) ∩Π((2, 2))
1,(2) ∈ Irr(Π((2, 2))1,(2))max,
O(P1) ∩Π((2, 2))
2,(1) = O(Y1) ∩Π((2, 2))
2,(1) ∈ Irr(Π((2, 2))2,(1)).
Next, we study the bundles
Y
p′
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
p′′
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
Π((1, 1))1,(1) × J0 Π((2, 1))
1,(2,1) .
Then O(X1) = O(X1) ∩Π((1, 1))
1,(1) ∈ Irr(Π((1, 1))1,(1) and
p′′(p′)−1(O(X1)× J0) = O(X) ∩ Irr(Π((2, 1))
1,(2,1)).
We have O(X1) /∈ Irr(Π((1, 1))) and O(X) ∈ Irr(Π(2, 1)).
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8.2.6. Crystal graphs and Littlewood-Richardson coefficients. In Figure 2 we display part
of the geometric crystal graph (B, e˜i) ≡ (B(−∞), e˜i) of type B2. (Each box in the fig-
ure contains a crystal module over Π. The orbit closure of this Π-module is a maximal
irreducible component.)
We have
α1 = 2̟1 − 2̟2, ̟1 = α1 + α2,
α2 = −̟1 + 2̟2, ̟2 = 1/2α1 + α2.
In Figure 3 we display the geometric crystal graph (B∗̟1+̟2 , e˜i) ≡ (B(̟1 +̟2), e˜i) of
the simple representation V (̟1 +̟2) over the simple complex Lie algebra g of type B2,
and we display the geometric crystal graph (B2̟2 , e˜
∗
i ).
Set λ = ̟1 +̟2 and µ = 2̟2. The possible ν ∈ P
+ with λ+ µ− ν ∈ R+ are
{̟1 + 3̟2, 2̟1 +̟2, 3̟2, ̟1 +̟2, ̟2}.
For λ+ µ− ν we get the elements
{0, α2, α1 + α2, α1 + 2α2, 2α1 + 3α2}.
The components in B∗λ∩Bµ have a double frame. We get the tensor product decomposition
V (̟1 +̟2)⊗ V (2̟2) ∼= V (̟1 + 3̟2)⊕ V (2̟1 +̟2)⊕ V (3̟2)
⊕ V (̟1 +̟2)
2 ⊕ V (̟2).
(The two copies of V (̟1 + ̟2) in this decomposition come from the fact we have two
irreducible components with rank vector α1 + 2α2 in B
∗
λ ∩ Bµ.)
0
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Figure 2. The first four layers of the geometric crystal graph (B, e˜i) ≡
(B(−∞), e˜i) of type B2.
8.3. Type G2. Let Π = Π(C,D) with
C =
(
2 −1
−3 2
)
and D =
(
3 0
0 1
)
.
Thus C is a Cartan matrix of Dynkin type G2, and D is minimal. We have
Π = KQ/I
where Q = Q(C) is the quiver
1ε1 99
α21 // 2
α12
oo
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Figure 3. The geometric crystal graphs (B∗̟1+̟2 , e˜i) and (B2̟2 , e˜
∗
i ) for
type B2.
and I is generated by the set
{ε31, α12α21ε
2
1 + ε1α12α21ε1 + ε
2
1α12α21, −α21α12}.
In Figure 4 we display part of the geometric crystal graph (B, e˜i) ≡ (B(−∞), e˜i) of type
G2. One of the components has a double frame. This component does not have a dense
orbit, but it contains a dense K∗-family of orbits of Π-modules Q(λ) with λ ∈ K∗, which
we define as follows:
Q(λ) = 2

λ
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1
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❂
1
❂
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❂

1
λ  ✁✁
✁✁
2
Note that Q(λ) is E-filtered.
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Figure 4. The first four layers of the geometric crystal graph (B, e˜i) ≡
(B(−∞), e˜i) of type G2.
8.4. Type A2. Let Π = Π(C,D) with
C =
(
2 −1
−1 2
)
.
Thus C is a Cartan matrix of Dynkin type A2. For the minimal symmetrizer
D =
(
1 0
0 1
)
each irreducible component of nilE(Π, d) is maximal. This is no longer true if D is non-
minimal. From now on assume that
D =
(
2 0
0 2
)
.
Thus we have Π = Π(C,D) = KQ/I where Q = Q(C) is the quiver
1ε1 99
α21 // 2
α12
oo ε2ee
and I is generated by the set
{ε21, ε
2
2, ε1α12 − α12ε2, ε2α21 − α21ε1, α12α21, −α21α12}.
The preprojective algebra Π is a finite-dimensional special biserial algebra.
Up to isomorphism there are 4 indecomposable rigid Π-modules, namely
P1 =
1
1 2
2
, P2 =
2
2 1
1
, E1 = 11 , E2 =
2
2 .
Let d = (4, 2). We have dimG(d) = 20 and dimG(d) − qDC(d/D) = 14. We define an
indecomposable locally free Π-module X as follows:
X = 1 //

1
2 //

2
1 // 1
The moduleX is obviously E-filtered. The variety nilE(Π, d) has 3 irreducible components,
namely
Z1 := O(P1 ⊕ E1), Z2 := O(P2 ⊕ E1), Z3 := O(X).
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We have dim(Z1) = dim(Z2) = 14 and dim(Z3) = 13.
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