INTRODUCTION
In Caughlin (1994a) we introduced a framework for the application of System Identification techniques to develop suitable metamodels for tactical combat simulations used by the Department of Defense.
We filled in the framework with concrete definitions and identified specific issues associated with the representation of dynamical systems. Caughlin (1996) presented procedures based on this framework that allowed the separation of the metamodeling process into a set of sequential decisions based on a pn'ori information. This paper presents specific methods that are consistent with the new framework and procedures to support the generation of metamodels. The paper is organized as follows: Section 2 introduces metamodels;
Section 3 covers the parameter identification methods; and Section 4 summarizes the paper.
METAMODELS
A model is a structure that can be used for understanding the behavior of a system Vemuri (1978) . A metamodel is a mathematical approximation of the system relationships defined by another, more detailed model (in our case -a tactical simulation), There are two general metamodeling techniques:
these are the "Direct" and "Inverse" methods. Direct metamodels are developed by applying basic principles to generate a more abstract (approximate) version of the original model. Inverse modeling begins with the input-output data generated by the high fidelity model or simulation and develops the metamodel from the data,
We presented new procedures in Caughlin (1996) that tailor the "Inverse Problem"
to generate metamodels of simulations,
We separated a complex procedure into two general steps, The first part of the process defined the problem.
The second step was the metamodeling process, This step determined the metamodel set and generated the metamodel.
We now discuss techniques for identifying the parameters of the selected representation, We will now present some of the techniques that result.
Prediction Error and Correlation Approaches
Let the prediction error be given by e(t, O) = y(t) -j(t ]0) with y(t) the output of the simulation and j(tlO) the output of the metamodel (0 is the parameter vector).
A "good" model will have small prediction errors. There are two general approaches to define a meaaure of e, The first is to define a norm that measures the size of e and minimize that norm. This leads to the prediction error method (PEM). Another measure of c is to require that c be uncorrelated with past data. This is the correlation approach which contains the instrumental-variable (IV) method which we discuss in Section 3.1.4. where q-1 is the backward shift operator defined as q-lu(t) = U(t -1).
This filtering acts like frequency weighting and can remove or enhance selected properties of the model. Then, using either a fixed or weighted (possibly time varying) norm: define the estimate 8N by the minimization:
where D is the set allowed by the model. 
An observer for the above system can be developed that will be as stable as desired and the resulting Markov parameters will be the Markov parameters of the observer (Juang, 1993) . The system Markov parameters can be extracted from the observer parameters. The major assumption is that of ergoticit y.
Choose p such that mp > n (where n is the number of states and m is the number of outputs) and, beginning at the p+l measurement, let:
From the definition of the Kalman Filter we have:
When C~~= O for k > p, the system y =~U can be solved for~using a weighted least squares. Once the observer Markov parameters are determined, the system parameters must be extracted. After extracting the system Markov parameters from the observer, we can recover the state space model by the ERA. Define the following rl xs block data matrix:
The order of the system is determined by the singular value decomposition of H(O):
where Z are all of the singular values, S1 is an n x n diagonal matrix of positive singular values that are retained and n will become the order of the system:
The observer gain can be extracted in a similar fashion.
Correlation Approaches
Ideally the prediction error c(N,~) for a "good" model should be independent of past data ZN-1.
If C(N,~) is correlated with past data, then there is more information available in the data. A true test of the correlation of C(N, e) and ZN-1 requires testing every nonlinear transformation of e(~, 4) with all possible functions of ZN-1. This is not feasible. We can, however, select a finite dimensional vector sequence {~(t)} derived from ZN-I and force a certain transformation of c(N,~) to be uncorrelated with this sequence (Ljung, 1987) . In general we can accomplish this by filtering the prediction errors: Assuming a constant innovations covariance, use of a steady state filter results in a constant filter gain, This allows the CPDF to be written as:
There are two approaches to the solution depending on whether a pm"ori information is used. Maximum Likelihood (ML) Estimation, Given the above CPDF, the ML LLF becomes:
log det(P) +~log 2X
A necessary condition at the minimum is that P = E {~zi } must equal the sample innovations covariance (Goodwin, 1977) . Therefore, since P hss dimension m x m, the first term in the LLF becomes Nm/2, and the minimization is reduced to a minimization of the determinant of the sample innovations covariance matrix. When P is known, the LLF can be minimized by minimizing the following cost function:
This minimization is usually carried out using a Gauss-Newton method using the first and second gradients of the cost function.
Maximum A Posteriori (MAP) Estimation. -In the MAP estimator, we continue to requi~e that P = &~fll 22T but add the term -log P(8). Stochastic approximation can be applied to any problem which can be formulated as a regression in which repeated observations are made. This approach is an exact analog of the deterministic gradient procedure. This polynomial should provide a satisfactory approximation for j(z) if the function is sufficiently smooth and x is sufficiently close to X., But, if the function must be approximated over a larger interval, the degree of the polynomial may have to be unacceptably large,
The alternative to a higher order polynomial is to subdivide the interval into sufficiently small intervals such that, on each interval, a polynomial with a relatively low degree can provide an adequate approximation.
The construction of a series of splines over an interval is a stable and straightforward mathematical procedure.
At the breakpoints, derivatives are continuous.
At the end points, two conditions are possible. In the "natural" cubic spline, the second derivative is zero. In the "not-a-knot" end condition, the jump in the third derivative is zero,
Once developed, the spline can be evaluated, integrated, differentiated, augmented, or cut.
Canonical Variate Analysis
Another approximation technique is canonical variate analysis.
The canonical variate method is a prediction error approximation technique that optimally predicts future responses based on a reduced order state space system (Larimore, 1989) .
In the statistical literature, the canonical variate problem is one of maximizing the correlation between two sets of variables. Here we will use the technique to chose nonlinear combinations of past data to predict the future data by considering the fact that the conditional expectation is an optimal projection in Hilbert space, We optimally select k linear combinations of the past data for prediction of the future.
Observations
coming from the behavior we desire to model are separated into the past p(t) of a vector process and the future f(t) of another vector process, They are assumed to be jointly stationary:
where the vector process p(t) can include both inputs and outputs.
The optimal kth order linear predictor f(t)of the psst is measured by the prediction error:
where A is arbitrary positive semidefinite, so that A-l is a quadratic weighting matrix that is possibly singular.
The CVA problem is to determine c(t) = Jkp(t) and d(t) = Lkj(t) (a function of reduced order memory) such that the prediction error is minimized.
The connection between CVA and metamodeling is not direct and much of the literature is very confusing or misleading. First, recall that the metamodel is a reduced order model that is the result of an optimal projection of the higher order model onto a subspace of reduced dimensions.
It can be shown that projection operators on a Hilbert Space of nonlinear functions can be expressed as a conditional expectation (Larimore, 1989) . It can also be shown that eigenvectors of this conditional expectation have a common eigenvalue which is equal to the squared maximal correlation.
If a process has a rational power spectrum (i.e., is a finite order Markov process) then there are a finite number of nonzero canonical correlations between the past and future outputs (Larimore and Baillieul, 1990) . The solution to the canonical variate problem is expressed by putting the covariance structure of the past and future data in a canonical form such that in this new basis the norm of the weighted prediction error is the sum of squares. This is equivalent For nonlinear systems, stochastic independence is required.
The maximal correlation is defined by: P(P, f) = su~/1(~(~), f(y)) = su~E {p(y), f(g)} wi~h~(p,l~~1 and II~Ii= 1.
= O, then p(y), f(y) are statistically independent.
Therefore, to find the optimal combination of past data to predict the future, we want the maximal correlation.
Determining this structure requires multiple steps. First, given the past and future vectors, the mean is removed to meet the constraints of the alternating conditional expectation (ACE) algorithm that will be used to determine the maximum correlation between transformed input and output variables c and d (Breiman and Friedman, 1985) . Then a (Zpp, A) singular value decomposition of Zpf will determine a J and L such that after the transformations c(t) = Jkp(t) and d(t) = L~f(t) and the covariances & =~dd = I.
State Space Reconstruction
Our final approximation technique, state space reconstruction generates a state space model from an optimal prediction of the future states from linear combinations of the past. Given the data from CVA, or any other identification method, we can use these predictions to parametrize a state space system for any order k < q via a least squares regression. Define mti+, = Jkp(ti+l) and A4t = Jkp(t). The state space system above expresses (Zti+l yt ) as a linear combination of (zt Ut). We can replace the predicted value of xt,+, and mti+l with xt and mt and express (mti+l yt ) as a linear combination of (mt ut). With this substitution, all of the data is available for a least squares fit of the two data sets leading to: 
