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Введение
Развитие современных технологий приводит к все большей автома-
тизации процессов, выполняемых человеком в различных сферах жиз-
недеятельности, таких как медицина, образование, сельскохозяйствен-
ное, промышленное и военное дело. В настоящее время имеется мно-
жество устройств, способных заменить людей в опасных или трудно-
достижимых для человека местах, ускорить и облегчить выполнение
различных задач.
На данный момент актуальной темой является создание автомати-
зированных технологических систем, реализующих групповое взаимо-
действие агентов для выполнения общей задачи. Например, построение
карты местности, поисково-спасательные операции, орошение полей,
тушение пожара, обеспечение эффективного слежения группой беспи-
лотников за стратегически важными объектами, и т.д. Такие задачи
могут быть сведены к задаче о покрытии поля. Поле — это плоскость
с заданной декартовой системой координат, состоящая из клеток, каж-
дая из которых представляет собой одну квадратную единицу. В зада-
че о покрытии поля группа агентов должна полностью его покрыть, а
именно посетить все клетки поля.
Для эффективного выполнения задачи покрытия поля нескольки-
ми агентами необходимо разделить между ними поле, т.к. оно может
оказаться существенно больше, чем количество агентов. Такое разби-
ение можно построить с помощью разбиения Вороного, или диаграм-
мы Вороного [9]. Достоинством метода разбиения Вороного является
учет начального положения агентов (т.к агенты являются точками, для
которых строится диаграмма Вороного), получение непересекающихся
областей, представляющих собой выпуклые многоугольники, а также
возможность реализации данного метода разного рода модификация-
ми алгоритмов с различными требованиями к ресурсам. Таким образом,
для решения задачи о покрытии поля, мы можем поручить построение
разбиения любому из агентов, сделав полученное разбиение доступным
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оставшимся участникам.
Для обмена информацией между агентами и обеспечения ее согла-
сованности удобно использовать операционную систему реального вре-
мени (ОСРВ) с поддержкой распределенной памяти. В данной рабо-
те используется ОСРВ МАКС [15], которая может быть применена
для создания систем, включающих несколько интеллектуальных уз-
лов — аппаратных средств, общающихся между собой. ОСРВ МАКС
предназначена для систем реального времени и других встраиваемых
систем под управлением ARM микроконтроллеров на базе 32-битных
ядер Cortex-M3, Cortex-M4, Cortex-M4F с RISC архитектурой. В данной
ОСРВ предложена модель общей распределенной памяти (distributed
shared memory, DSM) — DSM МАКС [13], которая обеспечивает каж-
дого агента системы доступом к общей памяти, возможностью писать
и читать данные.
Таким образом, данная работа посвящена реализации разбиения по-
ля с помощью разбиения Вороного для ОСРВ МАКС.
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1. 1. Постановка задачи
Целью данной работы является решение задачи о разделении поля
методом разбиения Вороного для нескольких агентов, использующих
ОСРВ МАКС. Для достижения этой цели были поставлены следующие
задачи.
1. Изучение алгоритмов решения задачи разбиения Вороного.
2. Выбор алгоритмов, решающих задачу о разбиении и подходящих
для работы на микроконтроллерах.
3. Реализация выбранных алгоритмов или добавление необходимой
функциональности к уже существующим реализациям (если такие
есть).
4. Проведение апробации алгоритмов разбиения Вороного в ОСРВ
МАКС с оценкой эффективности.
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2. Обзор существующих алгоритмов
разбиения Вороного
Разбиение Вороного для заданного набора точек на плоскости — это
разбиение плоскости на ячейки Вороного, соответствующие конкретной
точке данного набора. Ячейка Вороного — это геометрическое место
точек плоскости, наиболее близких к точке из данного набора [5].
2.1. Инкрементальный алгоритм
Диаграмма строится инкрементально. Предположим, что мы уже
имеем диаграмму Вороного, построенную для N точек. Для добавления
точки PN+1 в диаграмму нам необходимо выполнить следующие шаги,
изображенные на (рис. 1).
• Среди ячеек Вороного, которые мы уже построили, найти ту, в
которую входит точка PN+1. Пусть эта ячейка соответствует точке
Pi.
• Провести серединный перпендикуляр для точек PN+1 и Pi. По-
строенный серединный перпендикуляр пересечет границу ячейки,
соответствующую точке Pi, которая также является границей дру-
гой ячейки, соответствующей, например, точке Pk. Далее будем
строить серединный перпендикуляр между PN+1 и Pk и т.д.
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Рис. 1: Построение диаграммы Вороного инкрементальным алгорит-
мом: (a) первый шаг алгоритма; (б) второй шаг алгоритма; (в) послед-
ний шаг алгоритма.
2.2. «Разделяй и властвуй»
Пусть у нас есть исходное множество точек P . Данный алгоритм
работает следующим образом. Множество P делится на два пример-
но равных подмножества P1 и P2. Для каждого из этих подмножеств
рекурсивно строится диаграмма Вороного. Затем происходит восста-
новление диаграммы для исходного множества слиянием полученных
диаграмм. Для того, чтобы можно было реализовать слияние двух диа-
грамм Вороного, множества, для которых строились эти диаграммы,
должны быть разделяемыми (т.е. должна быть возможность определе-
ния, к какому из множеств принадлежит каждая точка из P ), что мы
можем обеспечить на этапе разделения исходного множества P , напри-
мер, просто отсортировав все точки по ординате. Тогда по теореме из
[3] следует, что диаграмма Вороного для исходного множества будет
равна V or(P1) \ l [ V or(P2) \ r , где V or(P1), V or(P2) — диаграммы
Вороного для P1 и P2 соответственно, а l, r— левая часть диаграм-
мы Вороного P1 и правая часть диаграммы Вороного P2 относительно
разделяющей линии.
Такой алгоритм имеет асимптотическую сложность порядка
O(NlogN), где N — количество точек в исходном множестве. К тому же
данный алгоритм можно распараллелить, что является его привлека-
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тельной чертой, но он вызывает трудности при численной реализации.
2.3. Алгоритм Форчуна
При реализации данного алгоритма диаграмма Вороного представ-
ляется в виде графа. Идея алгоритма следующая: имеется набор из N
точек на плоскости и некоторая заметающая прямая — прямая, кото-
рая движется, например, сверху вниз. Точки из исходного набора при
таком движении заметающей прямой в какие-то моменты могут ока-
заться лежащими на этой прямой. В таком случае строится парабола,
для которой вводятся контрольные точки — точки пересечения данной
параболы с уже существующими параболами. Затем вместе с движе-
нием заметающей прямой парабола расширяется и контрольные точ-
ки сдвигаются. Кривая, образованная дугами, заключенными между
контрольными точками построенных парабол, называется «береговой
линией».
Введем понятия «событие-точка» и «событие-круг».
«Событие-точка» возникает при движении заметающей прямой, ко-
гда какая-то точка из набора оказывается принадлежащей этой пря-
мой. Когда происходит событие этого типа, необходимо построить но-
вую параболу, фокусом которой является точка из набора, которая
оказалась на заметающей прямой, а директрисой — заметающая пря-
мая. В момент, когда заметающая прямая проходит через точку мно-
жества, парабола, соответствующая этой точке и заметающей прямой,
представляет собой луч, выходящий из этой точки и направленный в
сторону «береговой линии». При дальнейшем движении заметающей
прямой ветви параболы расширяются и появляется пара контрольных
точек. Во время формирования «события-точки» необходимо перестро-
ить «береговую линию», добавив туда дугу, образованную параболой,
построенной для новой точки. Поэтому для данной точки необходимо
определить соответствующую дугу «береговой линии», которая затем
будет разделена на две путем вставки бесконечно малой дуги в точ-
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ку пересечения луча, исходящего из точки, и «береговой линии». При
дальнейшем движении заметающей прямой эта дуга будет расширять-
ся до тех пор, пока не соединится с другими ребрами диаграммы. На
(рис. 2) показано движение заметающей прямой, следствием которого
является возникновение «события-точки».
Рис. 2: Возникновение «события-точки»: (a) прямая l не достигла точки
исходного набора; (б) прямая l достигла точки исходного набора, дуга
«береговой линии» разделилась на две части бесконечно малой дугой;
(в) прямая l пересекает точку исходного набора, дуга на «береговой
линии» расширяется, [9].
«Событие-круг» — это возникновение новой ячейки Вороного. Собы-
тие такого типа создается при «схлопывании» дуг «береговой линии»,
что генерируется динамически в процессе выполнения работы алгорит-
ма. При формировании данного события возникает удаление дуги из
«береговой линии», процесс которого изображен на (рис. 3).
Рис. 3: Возникновение «события-круг», [9].
В [14] представлена теорема о том, что каждая вершина диаграм-
мы Вороного есть в точности точка пересечения трех ребер диаграммы.
Из этой теоремы выведено следствие о том, что вершинами диаграммы
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Вороного являются центры окружностей, определенных тремя точка-
ми исходного множества и расстоянием до заметающей прямой должен
быть радиус этой окружности. При этом в такой окружности нет ника-
ких точек из исходного множества. Таким образом, в момент удаления
дуги из «береговой линии» возникает столкновение двух контрольных
точек и происходит соединение двух ребер диаграммы. В [3] доказано,
что удаление дуги из «береговой линии» может происходить только при
«событии-круг».
Такой алгоритм имеет асимптотическую сложность O(NlogN), где
N — количество точек в исходном множестве. Данный алгоритм явля-
ется более простым для понимания и реализации, чем алгоритм «Раз-
деляй и властвуй».
2.4. Сравнение алгоритмов и существующих библио-
тек
Для решения задачи построения Вороного было решено не исполь-
зовать алгоритм «Разделяй и властвуй», т.к рекурсивные функции за-
нимают стек на адрес возврата и стековые кадры — чем больше локаль-
ных переменных, тем больше стека расходуется при вызове рекурсив-
ной функции, что плохо при реализации в ОСРВ МАКС. Для постро-
ения разбиения Вороного алгоритмом Форчуна существует несколько
библиотек.
• SplashGeom [7], в данной библиотеке нет поддержки случаев, ко-
гда все точки исходного множества лежат на одной окружности.
• LEDA [4], в данной библиотеке есть реализация алгоритма Форчу-
на и преобразование диаграммы Вороного в триангуляцию Делоне
и обратно.
• CGAL [2] может строить диаграмму Вороного для точек и сегмен-
тов, но не может проводить вычисления с заданной точностью.
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• S-Hull [6] используется для построения триангуляции Делоне для
набора точек, сами разработчики утверждают, что она является
ненадежной реализацией.
• Boost.Polygon Voronoi [1] отличается от CGAL тем, что поддержи-
вает вычисления в пределах фиксированной точности. В данной
библиотеке нет реализации разбиения Вороного в ограничиваю-
щей рамке, т.е остается часть поля, не разбитая между самыми
«внешними» точками.
В качестве решения задачи построения разбиения Вороного алго-
ритмом Форчуна была выбрана библиотека Boost.Polygon Voronoi. Дан-
ная библиотека позволяет получить вершины и ребра диаграммы Во-
роного.
Существующих библиотек, позволяющих реализовать построение диа-
граммы Вороного с помощью инкрементального алгоритма не найдено.
Поэтому возникает необходимость его реализации.
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3. Реализация алгоритма Форчуна
В качестве решения построения диаграммы Вороного была выбрана
библиотека Boost.Polygon Voronoi. Данная библиотека позволяет полу-
чить вершины и ребра диаграммы Вороного, но не позволяет ограни-
чить поле некой рамкой. В связи с этим возникают ребра, имеющие
одну «хорошую» вершину — образованную «событием-круг», и одну
бесконечную, т.к одна ветвь параболы участвует в «событии-круг», а
вторая — нет. Поэтому возникла необходимость реализовать недоста-
ющую функциональность, а именно отобразить бесконечные вершины
в конечные точки.
Для решения данной задачи рассматривалось несколько решений.
Первое: через все точки исходного набора, для которых ячейка Во-
роного содержит бесконечную вершину Вороного, построить многоуголь-
ник (так, чтобы он содержал все такие точки исходного набора) и затем
провести прямые через вершину ребра Вороного, содержащую беско-
нечную вершину, и середину соответствующей стороны многоугольни-
ка.
Этот способ рассматривался, т.к. каждая такая прямая будет рав-
ноудалена от точек исходного набора. По (рис. 4) видно, что если A
и B есть точки исходного набора, а C — вершина диаграммы, то пря-
мая, содержащая отрезок CM будет равноудалена от точек A и B. По
построению 6 AMA0 = 6 BMB0, BM = AM , а значит по теореме о равен-
стве прямоугольных треугольников 4AMA0 = 4BMB0. Откуда следу-
ет, что BB0 = AA0. И значит полученные ячейки будут удовлетворять
условию диаграммы Вороного равноудаленности точек от заданной.
Но данное решение было отклонено, т.к, во-первых, построенный
многоугольник не всегда будет выпуклым, а значит невозможно одно-
значно построить такой многоугольник. Во-вторых, стороны получен-
ного многоугольника могут пересекать уже полученные ячейки Воро-
ного, тогда ячейки Вороного могут получиться невыпуклыми много-
угольниками, а диаграмма Вороного состоит из выпуклых.
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Рис. 4: AA0 и BB0 — перпендикуляры к прямой CM , M — середина
отрезка AB.
Второе: т.к в библиотеке Boost.Polygon реализован алгоритм Фор-
чуна, было решено восстановить «боковые» параболы — те, которые
имеют одну ветвь не участвующую в «событии-круг».
На основе определения параболы, вершины и фокуса, мы можем
восстановить параболу, а именно, для каждой точки исходного набо-
ра, которой соответствует ячейка Вороного, содержащая бесконечную
вершину, будем строить параболу, считая за фокус эту исходную точ-
ку. Для бесконечной вершины мы знаем второй конец ребра Вороного
и по действию алгоритма Форчуна этот конец является контрольной
точкой, а значит, лежит на параболе, которую мы хотим восстановить.
Восстановленную таким способом параболу показывает (рис. 5).
Рис. 5: После вычисления диаграммы Вороного, с помощью библиотеки
Boost.Polygon Voronoi мы знаем точку F (x1; y1) и точку M(x2; y2), [8]
Для удобства рассмотрим случай, когда вершина параболы лежит
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в точке (0; 0).
С помощью формулы
dist(F;M) =
p
(x1   x2)2 + (y1   y2)2 (1)
вычислим расстояние между фокусом и точкой, которая лежит на
требуемой параболе. По определению параболы и формулы (1) мы зна-
ем расстояние от точки параболы до директрисы параболы. Сделав
поправку
dist(F;M)  (x2   x1) (2)
мы найдем расстояние p.
Тогда мы можем использовать каноническое уравнение параболы
y2 = 2  p  x (3)
с помощью которого найдем точку пересечение с рамкой поля и за-
меним бесконечную вершину на эту точку.
Данные действия проделаем со всеми точками исходного набора,
для которых есть бесконечные вершины, и таким образом достроим
диаграмму Вороного, как показано на (рис.6).
Рис. 6: На рисунке x0 и x1 — вершины Вороного, являющиеся конечны-
ми концами соответствующих ребер, которые имеют бесконечные вер-
шины. A и B — точки, на которые заменяются бесконечные вершины.
Такое решение — восстановление параболы, полученной в алгоритме
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Форчуна — является последним шагом в данном алгоритме, а значит
будет удовлетворять условиям диаграммы Вороного.
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4. Реализация инкрементального алгорит-
ма
При реализации данного алгоритма диаграмму Вороного предлага-
ется хранить в структуре данных DCEL (англ. doubly connected edge list
— реберный список с двойными связями) [16]. Такая структура состоит
из трёх компонент.
• Вершина — содержит координаты точки и ссылку на половинное
ребро, исходящее из этой вершины.
• Поверхность — содержит список указателей на ребра, образующие
ее границу.
• Половинное ребро — содержит указатель на точку исхода, ука-
затель на инцидентную поверхность, указатели на предыдущее и
следующее ребро.
Как было описано ранее, для того, чтобы построить новую ячейку
Вороного, необходимо найти ячейку среди существующих, в которую
попадает новая точка. Т.к используется структура данных DCEL и для
каждой исходной точки мы имеем ссылку на ее поверхность, то мы лег-
ко получаем многоугольник, образующий ячейку Вороного. После это-
го вычисляются все «соседние» ячейки, те, границы которых являются
общими с найденной поверхностью. И, затем, производится построение
серединных перпендикуляров для новой точки и точек, являющихся
точками «соседних» ячеек. Такие серединные перпендикуляры пересе-
кают полученные ранее ячейки Вороного, тем самым образуя новую
ячейку Вороного. А именно, ребра «соседних» ячеек перестраиваются,
меняя свой конец на точку пересечения перпендикуляра и ячейки, и
создаются новые ребра для новой ячейки Вороного. При этом дуги, ко-
торые находятся внутри полученной ячейки Вороного, должны быть
удалены.
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При добавлении новой точки в ячейки, имеющие ребра, являющи-
еся гранями рамки, возникает проблема с тем, что новая ячейка Во-
роного может образовать ломаную, не являющуюся многоугольником.
Поэтому было решено после нахождения «соседей», если они не обра-
зуют «кольцо» вокруг нашей точки, расположить их в виде цепочки,
начиная с первой «соседней» ячейки против часовой стрелки. В таком
случае, после построения ломаной, мы либо соединим начало и конец,
либо добавим ребра, образованные гранями рамки.
С использованием DCEL данный алгоритм будет иметь асимптоти-
ческую сложность порядка O(N2), гдеN — количество точек в исходном
множестве.
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5. Эксперименты
5.1. Апробация на ОСРВ МАКС
Решение задачи о разделении поля предполагается в дальнейшем
использовать в задаче о покрытии поля несколькими агентами, снаб-
женными ОСРВ МАКС с общей распределенной памятью МАКС DSM.
Поэтому рассмотрим особенности данной операционной системы.
ОСРВ МАКС в текущей реализации предназначена для работы на
недорогих микроконтроллерах. Объем внутреннего ОЗУ в таких кон-
троллерах обычно невелик, а исполнение программ во внешнем ОЗУ
медленнее, чем во встроенной флэш-памяти [12]. Поэтому в данной
ОСРВ:
• программа пользователя и сама ОС компилируются и компону-
ются монолитно. И они обе находятся во флэш-памяти, в связи
с тем, что на некоторых контроллерах исполнение программы в
ОЗУ снижает производительность, а в некоторых случаях — про-
сто невозможно (если в системе нет внешней микросхемы ОЗУ);
• в ОСРВ МАКС нет понятия «процесс», и изолированные процес-
сы в пределах одного микроконтроллера запустить невозможно.
В данной ОСРВ существует понятие «задача приложения поль-
зователя» и именно с ними работает микроядро, выполняет их
планирование и взаимодействие [11].
Еще одной отличительной чертой данной ОСРВ является то, что в
ней реализован подход ООП. И для того, чтобы можно было выполнить
пользовательскую программу, необходимо в главном методе (точке вхо-
да приложения) создать экземпляр наследника класса Application. Для
наследника необходимо реализовать виртуальный метод Initialize(), где
инициализируется приложение. После чего можно создать задачу — эк-
земпляр наследника класса Task. Для наследника класса Task нужно
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реализовать виртуальный метод Execute(). После этого можно доба-
вить задачу в планировщик с помощью метода Add(). При добавлении
задачи есть возможность явного задания размера стека, необходимого
для выполнения задачи. Его максимальным размером является 3760
32-битных слов. Именно из-за этого ограничения для решения задачи
о разбиении поля пришлось отказаться от использования алгоритма
«Разделяй и властвуй», т.к рекурсивные функции тратят стек не толь-
ко на адреса возврата, но и на стековые кадры, и значит, больше стека
используется при рекурсивных вызовах, а этого лучше избегать при
работе с ограниченной памятью (иначе мы должны знать, что цепочки
вызовов никогда не станут слишком длинными) [11].
Также стоит учесть тот факт, что разработчики ОСРВМАКС не ре-
комендуют использовать динамическое выделение памяти, из-за того,
что операцию выделения памяти нельзя отнести к операциям реального
времени т.к ее быстродействие невозможно предсказать, а системы ре-
ального времени подразумевают гарантированное быстродействие [17].
Поэтому при реализации алгоритмов по возможности использовалось
статическое выделение памяти и память на куче выделялась на этапе
инициализации программы.
5.2. Оценка эффективности работы алгоритмов в
ОСРВ МАКС
Для данной реализации была проведена серия тестов. Каждая се-
рия проводилась следующим образом. Было взято поле размера 10х10
и программа запускалась несколько раз на одном наборе из M случай-
ных точек этого поля. Для каждого теста по наблюдаемым данным
было посчитано математическое ожидание и среднее квадратическое
отклонение. Расчеты проводились по формулам:
E =
1
n

nX
i=1
Xi (4)
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S =
vuut 1
n  1 
nX
i=1
(Xi   E)2 (5)
где E — математическое ожидание, S — среднее квадратическое от-
клонение, Xi — времена, полученные при проведении тестов, n — коли-
чество проведенных тестов в серии. Такой метод оценки описан в [18].
Тесты проводились на системе:
• ОСРВ МАКС
• Cortex-M4 микроконтроллер серии STM32 F4:
– ARM 32-bit Cortex-M4 CPU
– 180 МГц
– 256 Кб RAM
– 2 Мб ROM
Ниже представлена таблица, содержащая результаты расчета выбо-
рочной несмещенной дисперсии.
Таблица 1: среднее квадратическое отклонение результата работы про-
граммы в различных сериях тестов.
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Таким образом, мы видим, что время работы реализации инкремент-
ного алгоритма меньше времени работы реализации алгоритма Форчу-
на в библиотеке Boost.Polygon Voronoi.
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Заключение
Таким образом, в рамках данной работы получены следующие ре-
зультаты.
1. Изучены алгоритмы Форчуна, Инкрементальный и «Разделяй и
властвуй», позволяющие реализовать разбиение поля между объ-
ектами. Рассмотрены библиотеки, реализующие разбиение Воро-
ного алгоритмом Форчуна.
2. Реализован алгоритм Форчуна при помощи библиотеки Boost.Po-
lygon Voronoi. Разработан метод, позволяющий по построенной
диаграмме, достроить разбиение Вороного полностью.
3. Реализован инкрементальный алгоритм с использованием струк-
туры данных DCEL.
4. Произведены апробация в ОСРВ МАКС и сравнение работы алго-
ритмов Форчуна и инкрементального. В ходе сравнения было вы-
явлено, что реализованный инкрементальный алгоритм со струк-
турой данных DCEL по времени работает быстрее, чем дополнен-
ный функциональностью алгоритм Форчуна библиотеки Boost.Po-
lygon Voronoi.
5. Тезисы доклада с основными результатами работы опубликова-
ны в сборнике конференции ”Современные технологии в теории и
практике программирования” [10].
6. Представлен доклад на конференции SYRCoSE-2018.
7. Программная разработка расположена на веб-сервисе для хостин-
га IT-проектов GitHub https://github.com/ivm23/Voronoi.
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