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Abstract—This paper presents a model for tracking of extended
targets, where each target is represented by a given number of
elliptic subobjects. A gamma Gaussian inverse Wishart imple-
mentation is derived, and necessary approximations are suggested
to alleviate the data association complexity. A simulation study
shows the merits of the model compared to previous work on
the topic.
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I. INTRODUCTION
Target tracking can be defined as the processing of a
sequence of measurements obtained from a target in order to
maintain an estimate of the target’s current state. In this context
a point target is defined as a target which is assumed to give
rise to at most one measurement per time step. With modern
and more accurate sensors the target may occupy multiple
resolution cells of the sensor, thus potentially giving rise to
more than one measurement per time step. An extended target
is defined as a target that potentially gives rise to more than
one measurement per time step. Examples of extended target
tracking include vehicle tracking using automotive radar and
pedestrian tracking using laser range sensors. Closely related
to extended target is group target, defined as a cluster of point
targets which cannot be tracked individually, but has to be
treated as a single object.
In point target tracking the estimated state typically cor-
responds to the targets position and its kinematics (veloc-
ity, heading, etc). In extended target tracking the multiple
measurements make it possible to estimate also the target’s
extension in the measurement domain, i.e. to estimate the
shape, the size and the orientation of the target. To estimate
the target’s extension requires a measurement model that
relates the multiple measurements to the states that govern
the extension.
Spatial distribution models in extended target tracking ap-
peared in [1], [2]. Under this model each extended target mea-
surement is a random sample from a probability distribution
that is dependent on the extended target state. A number of
different extended target models have been presented, where
the targets are modeled as, e.g., sticks [2]–[4], circles [5],
ellipses [6]–[13], rectangles [8], or general shapes [14]–[17].
In this paper we consider state estimation for extended
targets whose extensions cannot be approximated by a simple
geometric shape such as an ellipse or a rectangle. The extended
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Fig. 1. Examples in 2D of extended/group targets that are represented by
elliptic subobjects. Neither one of the examples has a shape that can be
described by a single ellipse. Left: The overall position of the extended target
is p, and coincides with one of the subobject’s position. The positions of
remaining subobjects are given by offsets d from the overall position. Right:
The overall position does not coincide with either subobject’s position.
target is modeled as a collection of elliptical subobjects, see
Fig. 1, and the positions and extensions of the subobjects
are Gaussian inverse Wishart distributed. The scope of the
paper is limited by the assumptions that a) there is exactly
one target present; b) there are no clutter measurements;
and c) the number of subobjects is constant and known. To
handle multiple targets and clutter, the presented work can be
integrated into a multiple target framework, e.g. an extended
target PHD/CPHD filter [18]–[24]. Estimating the number of
subobjects is left for future work.
II. PREVIOUS WORK AND PAPER CONTRIBUTIONS
A. Overview of random matrix framework
Notation is given in Table I. In the random matrix extended
target model, originally proposed by Koch in [6], the extended
target state is the combination of a kinematic state vector xk
and an extension matrix Xk. The vector xk represents the
target’s position and kinematics, and the matrix Xk represents
the target’s size and shape, i.e. its spatial extension. The matrix
Xk is modeled as being symmetric and positive definite, which
implies that the target shape is approximated by an ellipse.
The ellipse shape may seem limiting, however the model is
applicable to many real scenarios, e.g. pedestrian tracking [21].
In [6] the target state, the target generated measurements,
and the transition density, are modeled as
p
(
xk, Xk|Zk
)
=p
(
xk|Xk,Zk
)
p
(
Xk|Zk
)
(1a)
=N (xk ; mk|k, Pk|k ⊗Xk)
× IWd
(
Xk ; vk|k, Vk|k
)
, (1b)
p (zk|xk, Xk) =N (zk ; Hkxk, Xk) . (1c)
p (xk+1, Xk+1|xk, Xk) =p (xk+1|Xk+1,xk) p (Xk+1|Xk) ,
(1d)
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2TABLE I
NOTATION
• Rn is the set of real column vectors of length n, Sn++ is the set of
symmetric positive definite n×n matrices, Sn+ is the set of symmetric positive
semi-definite n× n matrices, and N is the set of non-negative integers.
• Id is a d× d eye matrix, and 0d×e is a d× e all-zero matrix.
• | · | is absolute value, ‖ · ‖2 is Euclidean norm, and ‖ · ‖F is Frobenius
norm.
• PS (n; γ) denotes a Poisson probability mass function (pmf) defined of
the integer n ∈ N with rate parameter γ > 0,
PS (n; γ) =γne−γ(n!)−1.
• G (γ ; α, β) denotes a gamma probability density function (pdf) defined
over the scalar γ > 0 with scalar shape parameter α > 0 and scalar inverse
scale parameter β > 0,
G (γ ; α, β) = βαΓ(α)−1γα−1e−βγ ,
where Γ( · ) is the gamma function.
• N (x ; m, P ) denotes a multi-variate Gaussian pdf defined over the vector
x ∈ Rnx with mean vector m ∈ Rnx , and covariance matrix P ∈ Snx+ ,
N (x ; m, P ) = exp
(− 1
2
(x−m)T P−1 (x−m))
(2pi)
nx
2 det(P )
1
2
.
where det( · ) is the matrix determinant function.
• IWd (X ; v, V ) denotes an inverse Wishart pdf defined over the matrix
X ∈ Sd++ with scalar degrees of freedom v > 2d and parameter matrix
V ∈ Sd++, [25, Definition 3.4.1]
IWd (X ; v, V ) =
2−
v−d−1
2 det(V )
v−d−1
2
Γd
(
v−d−1
2
)
det(X)
v
2
etr
(
−1
2
X−1V
)
,
where etr( · ) = exp (Tr( · )) is exponential of the matrix trace, and Γd ( · )
is the multivariate gamma function. The multivariate gamma function can be
expressed as a product of ordinary gamma functions, see [25, Theorem 1.4.1].
• Wd (X ; w,W ) denotes a Wishart pdf defined over the matrix X ∈ Sd++
with scalar degrees of freedom w ≥ d and parameter matrix W ∈ Sd++, [25,
Definition 3.2.1]
Wd (X ; w,W ) =
2−
wd
2 det(X)
w−d−1
2
Γd
(
w
2
)
det(W )
n
2
etr
(
−1
2
W−1X
)
.
In this model the kinematic state xk consists of a spatial
state component rk (target position), and derivatives of rk
(typically velocity and acceleration) [6]. Non-linear dynamics,
such as turn-rate, are not included in the kinematic vector.
The measurement update is linear [6], a derivation of the
predicted likelihood can be found in [21, Appendix A]. A
linear Gaussian transition density is used for the kinematic
state, and for the extension a simple heuristic is used in
which the expected value is kept constant and the variance is
increased [6]. The extension transition density p (Xk+1|Xk) in
(1d) assumes independence of the kinematic state xk, which
does not account for, e.g., rotations during a turning maneuver
[26].
The random matrix model (1) was modified in [27], [28],
where the target state, the target generated measurements, and
the transition density, are modeled as
p
(
xk, Xk|Zk
) ≈p (xk|Zk) p (Xk|Zk) (2a)
=N (xk ; mk|k, Pk|k)
× IWd
(
Xk ; vk|k, Vk|k
)
, (2b)
p (zk|xk, Xk) =N (zk ; Hkxk, zXk +R) , (2c)
p (xk+1, Xk+1|xk, Xk) =p (xk+1|xk) p (Xk+1|Xk) , (2d)
where z is a scaling factor and R is measurement noise. Note
the assumed independence between the kinematic state xk and
Xk in (2a), an assumption that cannot be fully theoretically
justified1. Further the measurement update is no longer linear
and must be approximated, see [28] for details. However, there
are considerable practical advantages to the model [28].
This model allows for a more general class of kinematic
state vectors xk, e.g. including non-linear dynamics such as
heading and turn-rate, and the Gaussian covariance is no
longer intertwined with the extension matrix. This measure-
ment model is better when the size of the extension and the
size of the sensor noise are within the same order of magnitude
[28]. The assumed independence between xk and Xk is alle-
viated in practice by the measurement update which provides
for the necessary interdependence between kinematics and
extension estimation [28]. An alternative measurement update
for the measurement model (2c), based on variational Bayes
approximation, is given in [29].
The kinematics transition density p (xk+1|xk) in (2d) is
assumed independent of the extension. This neglects factors
such as wind resistance, which can be modeled as a function
of the extension Xk, however the assumption is necessary to
retain the functional form (2a) in a Bayesian recursion. A
linear Gaussian transition density is used for the kinematic
state, and a heuristic transition similar to the one in [6] is
used for the extension.
An alternative to the heuristic extension predictions from
[6], [28] is to use a Wishart transition density [6], see also
[12], [26], [30]. In [12] transformations of the extension are
allowed via parameter matrices Ak,
p(Xk+1|Xk) =Wd (Xk+1 ; δk, AkXkATk) . (3)
The parameter matrices correspond to, e.g., rotation matrices.
This is generalized in [26] to allow for transformation matrices
M(xk) that are functions of the kinematic state,
p(Xk+1|xk, Xk) =Wd
(
Xk+1 ; nk,
M(xk)Xk(M(xk))
T
nk
)
,
(4)
which means that the rotation angle can be coupled to, e.g.,
the turn-rate and estimated online. The transition density (4)
relaxes the assumption (made in (1d), (2d), and (3)) that the
extension’s time evolution is independent of the kinematic
state. A comparison of the models (1d), (2d), (3) and (4) is
given in [26], where (4) is shown to give lower errors at lower
computational complexity.
In addition to the transition density (3), a measurement
model is also suggested in [12],
p (zk|xk, Xk) =N (zk ; Hkxk, BkXkBTk ) (5)
where Bk is a parameter matrix. Under the assumption
Xk ≈ Xˆk|k−1 = E[Xk|Zk−1] the model (5) incorporates (2c)
approximately when Bk = (zXˆk|k−1 +R)1/2Xˆ
−1/2
k|k−1.
The random matrix model has been integrated into the
Probabilistic Multi-Hypothesis Tracking (PMHT) framework
1Conditioned on a set of measurements Z the kinematic state x and
extension state X are necessarily dependent.
3[31], see [32]–[34]. The model has also been used in PHD- and
CPHD-filters for multiple extended target tracking in clutter,
see [21], [22].
In [16] a single extended target model is given where the
extended target is a combination of multiple subobjects with
kinematic state vectors x(i)k and extension matrices X
(i)
k . Each
subobject is modeled using (1b),
N
(
x
(i)
k ; m
(i)
k|k, P
(i)
k|k ⊗X(i)k
)
IWd
(
X
(i)
k ; v
(i)
k|k, V
(i)
k|k
)
. (6)
Using multiple instances of a simpler shape alleviates the
limitations posed by the implied elliptic target shape2, and
also retains, on a subobject level, the simplicity of the random
matrix model [6], [28].
B. Paper contributions
The major contributions in this paper are:
• A new state space model where all subobjects’s positions
are modeled as fully dependent using a single state vector,
there are fully unified kinematics, and where the measurement
rate and extension of each subobject are individually modeled.
• A derivation of the prediction update, the measurement
update, and the predicted likelihood.
• A computationally effcient gamma Gaussian inverse
Wishart implementation, including an initialization method
that does not rely on any a priori information about the target.
• A simple and effective method that minimizes the number
of association events that have to be considered without relying
on a predicted target estimate. The method is capable of
handling partial occlusion of the extended target, i.e. one or a
few of the subobjects are hidden from sensor view.
• The proposed extended target model is validated on
simulated data from realistic scenarios, and the results are
compared to previous work on the topic.
III. PROPOSED MULTIPLE ELLIPSE MODEL
A. Extended target state
The extended target is made up of a combination of Ns,k d-
dimensional subobjects, where Ns,k is known. Each subobject
i is described by a position p(i)k ∈ Rd, a measurement rate
γ
(i)
k > 0 and an extension state X
(i)
k ∈ Sd++, where sub-
index k refers to discrete time step tk. The measurement
rate governs how many measurements the subobject generates
per time step, and the extension describes the size and the
shape of the subobject. Because extended targets in most
cases can be assumed to be rigid bodies the subobjects have
unified dynamics, by which we mean that all subobjects move
forward with the same velocity and the same heading, turn
with the same turn-rate, etc. The unified dynamics are denoted
ck ∈ Rnc , where ck includes parameters for, e.g., velocity,
acceleration, heading and turn-rate. Note that ck, in addition to
parameters for unified dynamics, also may include parameters
for individual subobject dynamics. This is useful for group
tracking, where the individual targets in the group may shift
their positions within the group.
2As the number of ellipses grows, their combination can form nearly any
given shape.
The positions p(i)k of the subobjects are p
(1)
k = pk and
p
(i)
k = pk + d
(i)
k , i = 2, . . . , Ns,k, i.e. the positions of
subobjects i = 2, . . . , Ns,k are offset by vectors d
(i)
k ∈ Rd
from the first subobject’s position pk ∈ Rd. The first subobject
is also referred to as the main subobject, and the position pk
is referred to as the overall position. The unified kinematics
are defined w.r.t. the overall position. For linear dynamics it
does not matter which subobject is denoted the first subobject.
However, this is important for non-linear dynamics, e.g. a
turning maneuver that causes the extended target to rotate.
The positions and dynamics of all subobjects are jointly
described by a kinematic state xk ∈ Rnx ,
xk =
[
pTk c
T
k
(
d
(2)
k
)T
. . .
(
d
(Ns,k)
k
)T]T
. (7)
Note that the position of one of the subobjects must coincide
with the overall position, because if p(i)k = pk + d
(i)
k for all i
then pk is not observable.
For brevity the measurement rates, kinematic state and
extension states are abbreviated as follows
ξk =
(
γ
(1)
k , . . . , γ
(Ns,k)
k ,xk, X
(1)
k , . . . , X
(Ns,k)
k
)
(8a)
= (Γk,xk,Xk) (8b)
where ξk is referred to as the extended target state. Let Zk
be a set of target generated measurements Zk = {z(j)k }nz,kj=1 ,
z
(j)
k ∈ Rd, ∀j, and let Zk be a sequence of measurement sets
from time t0 to time tk. The distribution of the extended target
state ξk, conditioned on the history of measurement sets, is
p
(
ξk
∣∣Zk ) =p (Γk ∣∣xk,Xk,Zk ) p (xk ∣∣Xk,Zk ) p (Xk ∣∣Zk ) ,
(9)
The following assumptions are made about the state ξk.
Assumption 1: The measurement rates are independent of
the kinematic vector and the random matrices. 
Remark 1: In reality the measurement rate is often depen-
dent on the distance to the sensor (i.e. on the position) and
on the size of the target (i.e. the extension). However, the
distribution of the measurement rate, conditioned on the kine-
matic and extension states, is unknown in many applications.
The variance of the estimated measurement rate is sufficient
to model the variations over time [35], and the assumption
ensures practical computational tractability. 
Assumption 2: The kinematic vector is approximated as
independent of the random matrices. 
Remark 2: This assumption is analogous to (2a), and simi-
larly it neglects dependence between the subobjects positions
and extension states – an assumption that cannot be fully
theoretically justified. However, the assumption is necessary
to enable the subobject positions and unified kinematics to
be modeled as a single state vector. Just as in [26], [28], the
time update and measurement update that are derived in this
paper will provide for the necessary practical interdependency
between the kinematic state estimate and the extension state
estimate. 
Assumption 3: The measurement rates are independent of
each other. The same holds for the random matrices. 
4Remark 3: For symmetric targets, e.g. airplanes, the subob-
jects that correspond to the wings are not fully independent
since the wings are symmetric. Modeling how random matri-
ces, or measurement rates, depend on each other is difficult in
a general case, and the assumption simplifies further analysis
greatly and ensures practical computational tractability. An
important topic for future work is to consider how symmetry
can be used to relax this assumption. For the random matrices,
the same is assumed in [16], see (6). 
This gives the following extended target state distribution,
p
(
ξk
∣∣Zk ) =p (xk ∣∣Zk )Ns,k∏
i=1
p
(
γ
(i)
k
∣∣Zk ) p(X(i)k ∣∣Zk ) .
(10)
Because of the many uncertainties involved the extended
target state distribution can also be represented by a distribu-
tion mixture. In this case the distribution is
p
(
ξk
∣∣Zk ) = J∑
`=1
w(`)p(`)
(
ξk
∣∣Zk ) , (11)
where J is the number of components in the mixture, the
weights w(`) sum to unity, and each p(`) ( · ) are of the form
(10). The weights can be interpreted as probabilities that the
`:th mixture component p(`) ( · ) is the true distribution.
B. Prediction
For brevity and increased readability, in this section we drop
sub-index k and write sub-index k+1 as sub-index +, i.e. we
write ξ and ξ+ instead of ξk and ξk+1. The state transition
density p (ξ+|ξ) describes the time evolution of the extended
target state from time t to time t+. The transition density
decomposes as follows
p (ξ+|ξ) =p (Γ+ |x+,X+,Γ ) p (x+ |X+,Γ,x )
× p (X+ |Γ,x,X ) , (12)
where we have used Bayes rule and Markov-property assump-
tions. We now make the following assumptions:
Assumption 4: The measurement rates can be predicted in-
dependently of the kinematic vector and the random matrices.

Remark 4: This assumption is also made in [35]. In reality
the measurement rates typically depend on both the size of
the target, and its distance from the sensor (i.e. depends on
the position), and this assumption neglects such dependencies.
However, constructing a general model for these dependencies
seems difficult, and the assumption simplifies further analysis
significantly. Furthermore, the variances of the estimated mea-
surement rates are sufficient to capture the variations over time
[35]. 
Assumption 5: The kinematic vector and the random matri-
ces can be predicted independently of the prior measurement
rates Γ. 
Remark 5: This assumption can be justified in most – if
not all – practical cases, since neither the kinematics nor the
size and shape of a target evolve differently depending on how
many sensor detections the target generates. 
Assumption 6: The kinematic vector can be predicted inde-
pendently of the random matrices. 
Remark 6: This assumption is analogous to (2d), and simi-
larly it neglects aspects such as wind resistance, which can be
modeled as dependent on the target’s size (i.e. dependent on
the random matrices). In this work the assumption is necessary
for the predicted state distribution to be of the same functional
form as the posterior state distribution, which is a typical
requirement in Bayesian estimation. Both the measurement
update and the prediction update that are used in this work
provide for interdependency between the predicted kinematic
vector and the random matrices. For single ellipse targets it is
shown in [26] that estimation performance is not negatively
affected by the assumption. 
Assumption 7: Each measurement rate can be predicted
independently of the other measurement rates. The same holds
for the random matrices. 
Remark 7: In practice the measurement rates and exten-
sions evolve over time dependent on the position and kine-
matics. Because the rates and extensions are parts of the same
object (i.e. subobjects), the evolution over time should be
dependent. Under this assumption this dependence is not mod-
eled, however the assumption is necessary for the predicted
state distribution to be of the same functional form as the
posterior. For the measurement rates the same motion model
is used for all estimated rates, and the estimated variances are
sufficient to model the time variations. For the extension states,
the kinematic state is used in the prediction, which introduces
sufficient dependence. 
This gives the following transition density for ξ,
p (ξ+|ξ) =p (x+ |x )
Ns,k∏
i=1
p
(
γ
(i)
+
∣∣∣γ(i)) p(X(i)+ ∣∣∣x, X(i)) .
(13)
With a posterior (10) and a transition density (13) the Bayes
predicted distribution is
p
(
ξ+
∣∣Zk ) = ∫ p(ξ+|ξ)p (ξ|Zk) dξ (14a)
=
Ns,k∏
i=1
∫
p
(
γ
(i)
+
∣∣∣γ(i)) p(γ(i) ∣∣Zk )dγ(i)
 (14b)
×
∫ Ns,k∏
i=1
∫
p
(
X
(i)
+
∣∣∣x, X(i)) p(X(i) ∣∣Zk )dX(i)

× p (x+ |x ) p
(
x
∣∣Zk ) dx
=
Ns,k∏
i=1
p
(
γ
(i)
+
∣∣Zk )
 (14c)
×
∫ Ns,k∏
i=1
p
(
X
(i)
+
∣∣x,Zk )
 p (x+ |x ) p (x ∣∣Zk )dx
We want the predicted distribution to be of the same functional
form as the posterior (10), however in general the following
5equality does not hold,∫ Ns,k∏
i=1
p
(
X
(i)
+
∣∣x,Zk )
 p (x+ |x ) p (x ∣∣Zk ) dx
=p
(
x+
∣∣Zk )
Ns,k∏
i=1
p
(
X
(i)
+
∣∣Zk )
 . (15)
Therefore, to obtain a predicted distribution of the same
functional form as the posterior (10), following the discussion
in [26] we solve independent integrals instead,
p
(
x+
∣∣Zk ) = ∫ p (x+ |x ) p (x ∣∣Zk )dx, (16a)
p
(
X
(i)
+
∣∣Zk ) = ∫ p(X(i)+ ∣∣x,Zk ) p (x ∣∣Zk ) dx. (16b)
With a mixture distribution, the predicted mixture is the
mixture of the predicted components,
p
(
ξ+
∣∣Zk ) =∫ p(ξ+|ξ) J∑
`=1
w(`)p(`)
(
ξ
∣∣Zk )dξ (17a)
=
J∑
`=1
w(`)p(`)
(
ξ+
∣∣Zk ) . (17b)
C. Correction
Let θ denote a possible measurement-to-subobject associa-
tion event, and let Θ denote the set of all possible association
events. For measurement generation, we assume the following:
Assumption 8: The subobjects generate measurements in-
dependently of each other. For each subobject, the gener-
ated measurements are independent. Each measurement is
generated by exactly one subobject. Measurement origin is
unknown. 
Remark 8: These assumptions are analogous to multiple
target tracking, where it is typically assumed that each target
generates measurements independently of the other targets,
that the target generated measurements are independent, that
each measurement is generated by exactly one target, and that
measurement origin is unknown, see e.g. [36]. 
Under an association event θ the measurement set Zk can
be partitioned into Ns,k (possibly empty) subsets,
Zk =
Ns,k⋃
i=1
Z
(θ,i)
k , Z
(θ,i)
k =
{
z
(θ,i,j)
k
}n(θ,i)z,k
j=1
, (18)
where the ith subset Z(θ,i)k was generated by the ith subobject.
Conditioned on θ the measurement likelihood is
p (Zk |ξk, θ ) =
Ns,k∏
i=1
p
(
Z
(θ,i)
k
∣∣∣γ(i)k ,xk, X(i)k ) . (19a)
If the ith subset is empty (i.e. n(θ,i)z,k = 0) the subset likelihood
is simply the likelihood of an empty set of measurements,
p
(
Z
(θ,i)
k
∣∣∣γ(i)k ,xk, X(i)k ) = P (n(θ,i)z,k = 0 ∣∣∣γ(i)k ) . (20)
If n(θ,i)z,k > 0 the subobject likelihood is
p
(
Z
(θ,i)
k
∣∣∣γ(i)k ,xk, X(i)k )
=n
(θ,i)
z,k !P
(
n
(θ,i)
z,k
∣∣∣γ(i)k ) n
(θ,i)
z,k∏
j=1
p
(
z
(θ,i,j)
k
∣∣∣xk, X(i)k ) . (21a)
Let the predicted mixture distribution be
p
(
ξk
∣∣Zk−1 ) = J∑
`=1
w(`)p(`)
(
ξk
∣∣Zk−1 ) . (22)
By the total probability theorem the density p
(
ξk|Zk
)
is
p
(
ξk|Zk
)
=
∑
θ∈Θ
p
(
ξk|Zk, θ
)
P
(
θ|Zk) , (23)
where p
(
ξk|Zk, θ
)
is the Bayes updated distribution for the
association event θ, and P
(
θ|Zk) is the probability of the
association event θ. As noted in [16, Assumption 3], without
any prior information the association events can be assumed
to be equally likely, i.e. P
(
θ|Zk−1) = |Θ|−1. In this case we
have
P
(
θ|Zk) = p (Zk|θ,Zk−1)P (θ|Zk−1)∑
θ′∈Θ p (Zk|θ′,Zk−1)P (θ′|Zk−1)
(24a)
=
∑J
`=1 w
(`)p(`)
(
Zk|θ,Zk−1
)∑
θ′∈Θ
∑J
`′=1 w
(`′)p(`′) (Zk|θ′,Zk−1)
, (24b)
where we have again used the total probability theorem in the
second equality. For the association event θ the Bayes updated
distribution is
p
(
ξk
∣∣Zk, θ ) = p (Zk |ξk, θ ) p (ξk ∣∣Zk−1 )∫
p (Zk |ξk, θ ) p (ξk |Zk−1 ) dξk (25a)
=
∑J
`=1 w
(`)p(`)
(
Zk
∣∣θ,Zk−1 ) p(`) (ξk ∣∣Zk, θ )∑J
`=1 w
(`)p(`) (Zk |θ,Zk−1 )
.
(25b)
Combining (23), (24) and (25) gives the posterior distribution
p
(
ξk|Zk
)
=
∑
θ∈Θ
J∑
`=1
w(`) (θ) p(`)
(
ξk
∣∣Zk, θ ) , (26)
w(`) (θ) =
w(`)p(`)
(
Zk|θ,Zk−1
)∑
θ′∈Θ
∑J
`′=1 w
(`′)p(`′) (Zk|θ′,Zk−1)
, (27)
where, following the assumption that the subobjects generate
measurements independently, for the predicted likelihood we
have
p(`)
(
Zk|θ,Zk−1
)
=
Ns,k∏
i=1
p(`)
(
Z
(θ,i)
k
∣∣∣Zk−1) . (28a)
p
(
Zk|Zk−1
)
=
1
|Θ|
∑
θ∈Θ
J∑
`=1
w(`)p(`)
(
Zk|θ,Zk−1
)
, (28b)
The predicted likelihood p
(
Zk|Zk−1
)
is useful in a multiple
target tracking scenario, e.g. if the presented extended target
model is used in an implementation of an extended target PHD
or CPHD filter [18], [22].
6Fig. 2. Initialization example. True underlying extended target (orange area),
measurements (red squares), and initialized estimates (blue ellipses, initialized
main subobject shown by thicker line).
IV. A GAMMA GAUSSIAN INVERSE WISHART
IMPLEMENTATION
In this section we give a gamma Gaussian inverse Wishart
implementation of the multiple random matrix extended target
model outlined above. To handle different types of motion Mk
different motion models are used.
A. Extended target state distribution
In Gilholm et al.’s extended target model [1], [2] the
number of measurements that each target generates is Poisson
distributed with a parameter ς (ξ) that is a function of the
extended target state. In practice this means that the expected
value of the number of measurements generated by a target
with state ξ is ς (ξ). Here the Poisson model is adopted for
each subobject and the parameters are given by the measure-
ment rates, i.e. ς(i) (ξk) = γ
(i)
k , ∀i. The gamma distribution
is the conjugate prior for the Poisson distribution’s parameter,
and the subobjects’ measurement rates are modeled as gamma
distributed. Following the random matrix model [6], [28] the
subobjects’ random matrices are modeled as inverse Wishart
distributed. The kinematic vector is modeled as Gaussian
distributed. The extended target state distribution is
p
(
ξk
∣∣Zk ) =N (xk ; mk|k, Pk|k)Ns,k∏
i=1
(
G
(
γ
(i)
k ; α
(i)
k|k, β
(i)
k|k
)
× IWd
(
X
(i)
k ; v
(i)
k|k, V
(i)
k|k
))
(29a)
=GGIW (ξk ; ζk|k) , (29b)
where GGIW ( · ; · ) is introduced for brevity and ζk|k de-
notes all of the involved parameters. As noted above, the ex-
tended target state distribution is represented by a distribution
mixture
p
(
ξk
∣∣Zk ) = Jk|k∑
`=1
w
(`)
k|kGGIW
(
ξk ; ζ
(`)
k|k
)
, (30)
where
∑
` w
(`)
k|k = 1.
When a new target appears the parameters ζ(`) of the
estimate must be initialized. Table II gives a simple algorithm
where this is performed using the first set of measurements.
The algorithm initializes Np hypotheses in each motion mode.
A simple initialization example is given in Figure 2a. In
this example there is a single motion mode, and Np = 4
hypotheses are generated using only 8 measurements.
TABLE II
MULTIPLE ELLIPSE PARAMETER INITIALIZATION
1: Input: Set of measurements Z = {zi}ni=1. Desired number of initial
hypotheses Np. Initial kinematics c0 and initial covariance P0. Initial
mean e and variance v for measurement rates.
2: Define zc = 1n
∑n
i=1 zi, rz =
1
2
maxi ‖zi − zc‖2. Set ` = 0.
3: for p = 1, . . . , Np do
4: for m = 1, . . . ,Mk do
5: Set ` = `+ 1
6: γ: α(`,i)0 =
e2
v
, β(`,i)0 =
e
v
.
7: x: P (`)0 = P0, p
(`)
0 = zc, c
(`)
0 = c0,
d
(`,i)
0 = rz
cos( 2pi(i−2)Ns−1 + 2pi(p−1)NsNp )
sin
(
2pi(i−2)
Ns−1 +
2pi(p−1)
NsNp
) .
8: X: v(`,i)0 = 2d+ 5, V
(`,i)
0 =
( rz
4
)2
Id
(
v
(`,i)
0 − 2d− 2
)
.
9: end for
10: end for
11: Output: p (ξ0) =
∑J0
`=1 w
(`)
0 GGIW
(
ξ0 ; ζ
(`)
0
)
where w(`)0 =
1
J0
.
B. Prediction
With a posterior distribution of the form (30) the predicted
distribution is
p
(
ξk+1
∣∣Zk ) = Mk∑
m=1
Jk|k∑
`=1
pim,m′(`)w
(`)
k|kGGIW
(
ξk ; ζ
(m,`)
k+1|k
)
,
(31)
where pim,m′(`) is the probability of a transition to the current
mode m from the previous mode m′(`) that component ` was
in.
1) Measurement rates: For the measurement rates the ex-
ponential forgetting prediction from [35] is used. For the mth
motion model the parameters are predicted as
α
(m,`,i)
k+1|k =
α
(`,i)
k|k
η
(m)
k
, β
(m,`,i)
k+1|k =
β
(`,i)
k|k
η
(m)
k
, (32)
which corresponds to keeping the expected value of γ(i)k
constant, while increasing the variance with a factor η(m)k
[35]. This prediction has an effective window length of we =
η
(m)
k
η
(m)
k −1
, where 1
η
(m)
k
< 1 is the forgetting factor.
2) Kinematic state: For the mth motion model the kine-
matic state transition density is modeled as
p(xk+1|xk) =N
(
xk+1 ; f
(m)(xk), Q
(m)
k+1
)
, (33)
where f (m)( · ) : Rnx → Rnx is a state transition function, and
Q
(m)
k+1 is the process noise covariance for the kinematic state.
The transition function can be partitioned into Ns,k parts,
f (m)(xk) =
[
f
(m)
p,c (pk, ck)
T
. . . f
(m)
d
(
d
(i)
k , ck
)T
. . .
]T
,
(34)
where f (m)p,c ( · ) describes the time evolution of the overall
position and the kinematics, and f (m)d ( · ) describes the time
evolution of the subobject offsets. The functions f (m)p,c ( · )
and f (m)d ( · ) are generally nonlinear, see [37] for a thorough
overview of state transition functions.
7In case f (m) (xk) is a linear function, the solution to (16a)
is given by the Kalman filter prediction [38]. If f (m)(xk) is
non-linear it is straightforward to solve (16a) approximately.
Using the extended Kalman filter prediction formulas, see e.g.
[39], the predicted mean m(m,`)k+1|k and covariance P
(m,`)
k+1|k are
m
(m,`)
k+1|k = f
(m)(m
(`)
k|k), (35a)
P
(m,`)
k+1|k = F
(m,`)
k|k P
(`)
k|k
(
F
(m,`)
k|k
)T
+Q
(m)
k+1 (35b)
where F (m,`)k|k = ∇xf (m)(x)
∣∣
x=m
(`)
k|k
is the gradient of
f (m)( · ) evaluated at the mean m(`)k|k.
3) Random matrices: For the mth motion model we use
the transition density suggested in [26],
p(X
(i)
k+1|xk, X(i)k ) (36)
=Wd
(
X
(i)
k+1 ; n
(m)
k+1,
(
n
(m)
k+1
)−1
M (m)xk X
(i)
k
(
M (m)xk
)T)
,
where n(m)k+1 > d − 1 is a scalar design parameter and the
matrix transformation M (m)xk , M (m) (xk) : Rnx → Rd×d
is a non-singular matrix valued function of the kinematic
state. The extension state’s time evolution is modeled as being
dependent on the kinematic state mainly because it allows
for the modeling of rotation of extended targets, however in
general the only requirement is that the output is a non-singular
d× d matrix [26]. Details on how the parameters v(m,`,i)k+1|k and
V
(m,`,i)
k+1|k of the solutions to (16b) are computed are given in
[26].
C. Generation of association events
The correction step, see Section III-C, involves a summation
over the set Θ of all possible measurement-to-subobject as-
sociation events. For nz,k measurements and Ns,k subobjects
there are (Ns,k)nz,k possible measurement-to-subobject asso-
ciation events. For example, if Ns,k = 3 and nz,k = 5 there
are 243 possible association events, and if nz,k = 10 there are
59049 possible association events. Due to the quickly increas-
ing size of the full set of association events approximations
are necessary to achieve tractable computational complexity.
Using different methods to simplify the data association
problem is common in target tracking. Popular methods
for multiple point target tracking include probabilistic data
association (PDA), and multiple hypothesis tracking (MHT),
see e.g. [36]. Data clustering methods are used in extended
target PHD/CPHD filters to reduce the number of measurement
partitions that are considered, see e.g. [19]–[22]. In [16] it is
proposed to reduce the number of measurement-to-subobject
association events by using a combination of k-means clus-
tering, see e.g. [40], [41], and gating with a suitable pseudo-
likelihood.
In this paper a subset Θ¯ ⊆ Θ of association events is
computed using a method that is based on the Expectation
Maximization algorithm [42] for Gaussian Mixtures (EM-
GM), see e.g. [40, Chapter 9]. EM-GM is favored over k-
means clustering because it has been shown that the k-means
clustering algorithm often can give unfavorable results for
elliptically shaped extended targets, see [21]. First EM-GM
is used to partition the current set of measurements into Nc
clusters. To accommodate the possibility that one or more
subobjects does not generate any measurements EM-GM is
used for Nc ∈ [1, 2, . . . , Ns,k]. Because the solution to EM-
GM has many local optimums, for each Nc the algorithm is
given several different initializations. Note that care is taken
to ensure that the set of partitions returned by EM-GM only
contains unique partitions.
The next step is to use the clusters to obtain measurement-
to-subobject associations. Given a partition of the mea-
surement set with Nc clusters, and an estimate with Ns,k
subobjects, there are Ns,k!/(Ns,k −Nc)! possible cluster-to-
subobject associations. A cluster-to-subobject association de-
fines a measurement-to-subobject association event θ because
each measurement is associated to a cluster, which in turn
is associated to a subobject. Let C(Nc) denote the number
of unique partitions with Nc clusters obtained using EM-GM.
Then the number of measurement-to-subobject association
events that has to be considered is∣∣Θ¯∣∣ = Ns,k∑
Nc=1
C(Nc)
Ns,k!
(Ns,k −Nc)! . (37)
D. Correction
Each object generates a Poisson distributed number of mea-
surements and the measurement models are linear Gaussian,
P
(
n
(i)
z,k
∣∣∣γ(i)k ) =PS (n(i)z,k; γ(i)k ) (38a)
p
(
z
(i,j)
k
∣∣∣xk, X(i)k ) =N (z(i,j)k ; H(i)k xk, X(i)k ) . (38b)
For the kinematic state (7) the models H(i)k are
H
(1)
k =
[
Id 0d×nc 0d×(Ns,k−1)d
]
, (39a)
H
(i)
k =
[
Id 0d×nc 0d×(i−2)d Id 0d×(Ns,k−i)d
]
,
(39b)
for i = 2, . . . , Ns,k. For an association event θ ∈ Θ¯
the centroid measurement and scatter matrix are defined as
follows,
z¯
(θ,i)
k =
1
n
(θ,i)
z,k
n
(θ,i)
z,k∑
j=1
z
(θ,i,j)
k , (40a)
Z
(θ,i)
k =
n
(θ,i)
z,k∑
j=1
(
z
(θ,i,j)
k − z¯(θ,i)k
)(
z
(θ,i,j)
k − z¯(θ,i)k
)T
. (40b)
The same measurement model is used for all motion models.
With a predicted distribution
p
(
ξk
∣∣Zk−1 ) = Jk|k−1∑
`=1
w
(`)
k|k−1GGIW
(
ξk ; ζ
(`)
k|k−1
)
(41)
the corrected distribution is
p
(
ξk
∣∣Zk ) =∑
θ∈Θ¯
Jk|k−1∑
`=1
w
(θ,`)
k|k GGIW
(
ξk ; ζ
(θ,`)
k|k
)
(42)
8In the sections that follow the parameters ζ(θ,`)k|k of the cor-
rected distribution are given. The derivation of the measure-
ment update is given in the Appendix.
1) Measurement rates: The corrected parameters are
α
(θ,`,i)
k|k = α
(`,i)
k|k−1 + n
(θ,i)
z,k , β
(θ,`,i)
k|k = β
(`,i)
k|k−1 + 1. (43)
2) Kinematic state: The corrected parameters are
m
(θ,`)
k|k = m
(`)
k|k−1 +K
(θ,`)
k
(
z¯
(θ)
k −Hkm(`)k|k−1
)
, (44a)
P
(θ,`)
k|k = P
(`)
k|k−1 +K
(θ,`)
k HkP
(`)
k|k−1, (44b)
z¯
(θ)
k =
[(
z¯
(θ,1)
k
)T
· · ·
(
z¯
(θ,Ns,k)
k
)T]T
, (44c)
Hk =
[(
H
(1)
k
)T
· · ·
(
H
(Ns,k)
k
)T]T
, (44d)
K
(θ,`)
k = P
(`)
k|k−1H
T
k
(
S
(θ,`)
k
)−1
, (44e)
S
(θ,`)
k = HkP
(`)
k|k−1H
T
k + Xˆ
(θ,`)
k|k−1, (44f)
Xˆ(θ,`)k|k−1 = blkdiag
Xˆ(`,1)k|k−1
n
(θ,1)
z,k
, . . . ,
Xˆ
(`,Ns,k)
k|k−1
n
(θ,Ns,k)
z,k
 , (44g)
Xˆ
(`,i)
k|k−1 =
V
(`,i)
k|k−1
v
(`,i)
k|k−1 − 2d− 2
. (44h)
3) Random matrices: The corrected parameters are
v
(θ,`,i)
k|k =v
(`,i)
k|k−1 + n
(θ,i)
z,k , (45a)
V
(θ,`,i)
k|k =V
(`,i)
k|k−1 + Z
(θ,i)
k +N
(θ,`,i)
k|k−1 , (45b)
N
(θ,`,i)
k|k−1 =
(
Xˆ
(`,i)
k|k−1
) 1
2
(
S
(θ,`,i)
k
)− 12
ε
(θ,`,i)
k|k−1
×
(
ε
(θ,`,i)
k|k−1
)T (
S
(θ,`,i)
k
)−T2 (
Xˆ
(`,i)
k|k−1
)T
2
, (45c)
ε
(θ,`,i)
k|k−1 =z¯
(θ,i)
k −H(i)k m(`)k|k−1, (45d)
S
(θ,`,i)
k =H
(i)
k P
(`)
k|k−1
(
H
(i)
k
)T
+
Xˆ
(`,i)
k|k−1
n
(θ,i)
z,k
, (45e)
where the matrix square-roots are computed using, e.g.,
Cholesky factorization.
4) Weights: The weights are computed as
w
(θ,`)
k|k =
w
(`)
k|k−1
∏Ns,k
i=1 L(θ,`,i)k∑
θ′∈Θ¯
∑Jk|k−1
`′=1 w
(`′)
k|k−1
∏Ns,k
i′=1 L(θ
′,`′,i′)
k
, (46a)
L(θ,`,i)k =
Γ
(
α
(θ,`,i)
k|k
)
Γ
(
α
(`,i)
k|k−1
)
(
β
(`,i)
k|k−1
)α(`,i)
k|k−1
(
β
(θ,`,i)
k|k
)α(θ,`,i)
k|k
×
(
n
(θ,i)
z,k pi
n
(θ,i)
z,k
)− d2
2−
n
(θ,i)
z,k
(d−1)
2∣∣∣∣(Xˆ(`,i)k|k−1)− 12 S(θ,`,i)k (Xˆ(`,i)k|k−1)−T2 ∣∣∣∣
1
2
×
Γd
(
v
(θ,`,i)
k|k −d−1
2
)
Γd
(
v
(`,i)
k|k−1−d−1
2
)
∣∣∣V (`,i)k|k−1∣∣∣
v
(`,i)
k|k−1−d−1
2
∣∣∣V (θ,`,i)k|k ∣∣∣
v
(θ,`,i)
k|k −d−1
2
. (46b)
TABLE III
CHANGE MAIN SUBOBJECT
1: Input: Component GGIW (ξk ; ζk|k).
2: Center: pˆ(c)
k|k =
∑Ns,k
i=1 pˆ
(i)
k|k , where pˆ
(i)
k|k = E
[
p
(i)
k
∣∣∣Zk].
3: Distances to center: δ(i)
k|k =
∥∥∥pˆ(c)k|k − pˆ(i)k|k∥∥∥2.
4: Closest to center: j = arg min
i
δ
(i)
k|k
5: if j 6= 1 then
6: Change main subobject from 1 to j.
7: m˜k|k = A1,jmk|k , P˜k|k = A1,jPk|kAT1,j , where A1,j is a
permutation matrix that changes place between subobjects 1 and j.
8:
(
α˜
(1)
k|k, β˜
(1)
k|k, v˜
(1)
k|k, V˜
(1)
k|k
)
=
(
α
(j)
k|k, β
(j)
k|k, v
(j)
k|k, V
(j)
k|k
)
,(
α˜
(j)
k|k, β˜
(j)
k|k, v˜
(j)
k|k, V˜
(j)
k|k
)
=
(
α
(1)
k|k, β
(1)
k|k, v
(1)
k|k, V
(1)
k|k
)
, and(
α˜
(i)
k|k, β˜
(i)
k|k, v˜
(i)
k|k, V˜
(i)
k|k
)
=
(
α
(i)
k|k, β
(i)
k|k, v
(i)
k|k, V
(i)
k|k
)
for i 6= 1, j.
9: ζ˜k|k =
({
α˜
(i)
k|k, β˜
(i)
k|k
}Ns,k
i=1
, m˜k|k, P˜k|k,
{
v˜
(i)
k|k, V˜
(i)
k|k
}Ns,k
i=1
)
.
10: else
11: No change of main subobject, ζ˜k|k = ζk|k
12: end if
13: Output: Component GGIW
(
ξk ; ζ˜k|k
)
.
5) Predicted likelihoods: The predicted likelihoods are
p(`)
(
Zk|θ,Zk−1
)
=
Ns,k∏
i=1
L(θ,`,i)k (47a)
p
(
Zk|Zk−1
)
=
1
|Θ¯|
∑
θ∈Θ¯
Jk|k−1∑
`=1
w
(`)
k|k−1
Ns,k∏
i=1
L(θ,`,i)k . (47b)
E. Mixture reduction
With Jk|k components, Mk motion models and |Θ¯| associa-
tion events there are Jk+1|k+1 = |Θ¯|MkJk|k components after
one iteration of prediction and correction. Mixture reduction
is used in each iteration after the correction step to keep the
number of components at a tractable level. Hypotheses with
weights lower than a threshold τ are pruned and the weights
are re-normalized. Merging is then performed on the mixture,
where we have used a combination of the gamma mixture
merging from [35] and the Gaussian inverse Wishart merging
from [43]. Note that when multiple motion models are used,
merging is only performed within the same motion modes, and
not across the motion modes.
F. Change of main subobject
When the motion model f (m)(xk) is linear it does not
matter which subobject is defined as the main one. However
with non-linear motion, e.g. a coordinated turn, it is typically
most intuitive to define the main subobject as the subobject
closest to the center of the overall extended target. Here center
is defined as the mean of the subobjects’ positions.
It can happen that an estimate hypothesis p(`)( · ) initialized
by the method in Table II, after a couple of prediction-
correction-iterations, converges to a configuration where the
main subobject is not the one closest to the center. In this case
another subobject can be defined as the main one, an operation
that corresponds to a simple re-ordering of the measurement
rates and random matrices, and a simple linear transformation
9of the kinematic vector. Note that any non-linear dynamics
could be re-defined too, however empirically we have found
that it is sufficient to keep the kinematics ck constant during
the change of main subobject. The algorithm that is used is
given in Table III.
An important special case is when there are two subobjects,
since in this case both subobjects are equally close to the
center. In this case the main subobject is arbitrarily assigned
upon initialization, and the change of main subobject is never
utilized in the filter recursion.
V. COMPARISON TO ALTERNATIVE MODELS
In this section we discuss and compare the proposed model
to other extended target models that are available in the littera-
ture. Models for specific geometric shapes, e.g. sticks, circles,
ellipse and rectangles can be found in [2]–[13]. Because
these models consider specific shapes we do not compare to
them further. Three models capable of handling general and
irregular shapes can be found in [14]–[16]. The model in [14]
considers measurements that are spread along the outline of
the target’s shape (e.g. laser range measurements), and in this
paper we consider measurement that are spread across the
target’s surface. The model in [14] is thus not applicable to
the scenarios considered here. In the next section we present
simulation results that compare the proposed model to the
two models presented in [15], [16], and in the remainder of
this section we elaborate on the theoretical similarities and
differences between the proposed model and the ones from
[15], [16].
A. Star-Convex model [15]
The Star-Convex Random Hypersurface Model [15], de-
noted M1, parametrizes the boundary of the target shape as
a radial function. The radial function is parameterized using
Fourier series, and the Fourier coefficients are estimated. With
more coefficients, the radial function has more degrees of
freedom and increasingly complex shapes can be described. In
a sense, this is analogous to how a larger number of subobjects
can describe a more complex shape. Model M1 does not
decompose the extended target into subobjects, and thus does
not need to solve the measurement-to-subobject association
problem.
B. Multi-Ellipse model [16]
The model in [16], denoted M2, models the target using
multiple elliptic subobjects, see (6). The proposed model is
very similar to model M2 as they both extend the random
matrix framework [6], [28] to model the subobjects. The two
models also have the following differences:
1) Measurement rates: The proposed model includes a
model of the number of detections per subobject per timestep
and estimates the measurement rates for each subobject, which
M2 does not.
2) Main subobject: The proposed model defines one of the
subobjects as the main subobject, around which remaining
subobjects are located. In comparison, M2 does not define
one of the subobjects as the main one.
3) Position covariance and unified kinematics: M2 is based
on the random matrix model (1), see (6), while the proposed
model is based on the random matrix model (2). This differ-
ence is fundamental, because it is what allows the positions
and kinematics of all subobjects to the modeled as a single
random vector. Due to the form of the Gaussian covariances
in (1) (P ⊗ X), under this model the state vectors of the
subobjects cannot easily be treated as a single random vector.
Modeling with a single random vector improves the overall
modeling in the following ways:
1) The proposed model estimates unified kinematics ck (i.e.
a single velocity, a single turn-rate etc for the extended
target as a whole) for all subobjects’, and if necessary
individual subobject kinematics can be included in ck.
In comparison, M2 estimates individual velocities and
accelerations for the subobjects. A multiple motion model
framework is used in M2 where there are some common
kinematics via the process noise parameters, however
unified kinematics are not estimated.
2) The proposed model maintains a full covariance matrix
for the subobjects’ positions and the kinematics, i.e. the
dependencies between the subobjects’ positions and the
kinematics are modeled and estimated. In comparison,
M2 does not model the dependencies between the sub-
objects’ kinematic states x(i)k , cf (6).
4) Kinematics-extension-dependence: The proposed model
does not model the dependence between the position and the
extension of a subobject, which M2 does. Further, under an
assumed linear Gaussian measurement model the proposed
model’s measurement update is approximate, while M2’s is
exact. Both these differences follow from the proposed model
being based on the random matrix model (2) and M2 being
based on the random matrix model (1).
With regards to the dependence not being modeled, the
measurement update and the prediction update provides for
the necessary interdependence between the kinematic state
estimate and the extension state estimate. This is analogous to
how the measurement update [28] and the prediction update
[26] provide for interdependence in case the target is modeled
using a single ellipse. In simulation comparisons for single
elliptic targets, models based on [28] outperform models based
on [6], see [26].
We conclude the comparison by noting that different models
should not be judged and compared only on their theoretical
properties, but also on their practical properties. In the next
section we present a simulation study that compares the
practical performance of the proposed model and models M1
and M2.
VI. SIMULATION RESULTS
A. Target extraction and performance evaluation
To extract a target estimate from a mixture (30), merging is
first performed, this time across the motion modes. Expected
values of the measurement rates, positions and extension
matrices are then computed w.r.t. the component with the
highest weight w(`)k|k. Both the predicted estimate ξˆk|k−1 and
the filtered estimate ξˆk|k is compared to the true target state
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Fig. 3. True target trajectory, initial position is origin. Left: x, y-position. Middle: velocity. Right: turn-rate.
ξk. The following error metrics are used for the measurement
rates, subobject positions, and random matrices,
dγk|k =
Ns,k∑
i=1
∣∣∣γ(i)k − γˆ(pi(i))k|k ∣∣∣ , γˆ(i)k|k = E [γ(i)k ∣∣∣Zk] (48a)
dpk|k =
Ns,k∑
i=1
∥∥∥p(i)k − pˆ(pi(i))k|k ∥∥∥
2
, pˆ
(i)
k|k = E
[
p
(i)
k
∣∣∣Zk] (48b)
dXk|k =
Ns,k∑
i=1
∥∥∥X(i)k − Xˆ(pi(i))k|k ∥∥∥
F
, Xˆ
(i)
k|k = E
[
X
(i)
k
∣∣∣Zk] (48c)
A subobject-to-subobject association pi(i) is obtained by min-
imizing dpk|k. Because γ
(i)
k , p
(i)
k and X
(i)
k all have different
units we refrain from computing an overall metric for the
extended target state ξk.
B. True tracks and setup
We simulate both stationary and moving targets. In a
comparison of shape estimation, stationary targets are used
because we wish to emphasize the shape estimation, not the
motion estimation. For the moving target, the target trajectory
that was simulated is shown in Fig. 3; the true position is
shown in Fig. 3a and the corresponding speed and turn-rate is
shown in Fig. 3b and Fig. 3c.
Three different d = 2 dimensional extended target shapes
were simulated. The first is T-shaped, with measurements
generated by uniformly sampling across the shape and adding
Gaussian noise with covariance R = I2. The measurement
rate was 4γ0. The other two shapes consist of three and two
subobjects, respectively. The shape of the targets are consistent
with the examples given in Fig. 1, i.e. the shape resembles that
of an airplane and of the letter V, respectively. For these two
shapes, the measurement model (1c) was used. For the plane-
like target, for the subobject that corresponds to the fuselage
the measurement rate was 2γ0, and the extension matrix was
X = diag
(
[102 , 22]
)
. For the subobjects that correspond to
the wings the measurement rates were γ0, and the extension
matrices were X = diag
(
[52 , 12]
)
. For the V-shaped target,
the subobjects both had measurement rates γ0 and extension
matrices X = diag
(
[202 , 12]
)
. The scenarios were simulated
for different values of γ0: 2, 5 and 20.
For the presented filter, a constant turn-rate (CT) motion
model f (m)p,c ( · ) with polar velocity, see [37, Eq. 75], was used
for the overall position and kinematics. In this case the unified
kinematics are given by ck =
[
vk φk ωk
]T
, where vk is the
speed, φk is the heading and ωk is the turn-rate. For this type
of motion model the time evolution of the subobject offsets is
d
(i)
k+1 = f
(m)
d
(
d
(i)
k , ck
)
= R (Tωk) d
(i)
k (49)
where T is the sampling time and R ( · ) is a rotation matrix.
The matrix transformation function is also a rotation matrix,
M (m) (xk) = R (Tωk). Two CT models were implemented,
one with small process noise corresponding to non-maneuver,
and one with larger process noise corresponding to maneuver.
The transition probabilities were set to 95% probability to stay
in the same mode, and 5% probability for mode switch.
The filter parameters that were used in the implementation
are listed in Table IV.
TABLE IV
PARAMETERS FOR PROPOSED METHOD
Parameter Value
Sample time T 1
Number of initial hypotheses Np 2(Ns,k − 1)
Initial kinematics c0 03×1
Initial covariance P0 102Inx
Measurement rate initial mean e 15
Measurement rate initial variance v 10
Measurement rate prediction factor η(m)k 1.05, ∀m
Prediction degrees of freedom n(m)k+1 100, ∀m
Pruning threshold τ 0.01
For M1 an implementation available online was used3.
Model M2 was implemented as instructed in Section VI “Sim-
ulation studies” in [16], and augmented to include estimation
of the measurement rates, see [35] for details. The method was
parametrized with three motion models: the first corresponds
to constant velocity motion; the second corresponds to a turn
with turn-rate ψ; the third corresponds to a turn with turn-rate
−ψ. In the simulations the parameter ψ was set to 5 degrees
per second. For the lower measurement rates (γ0 = 2 and
γ0 = 5) sometimes during the maneuvers one of the subobjects
would separate from the other two subobjects. To correct this,
any hypothesis p(`)( · ) with a subobject more than 50 meters
from the other subobjects was deleted. In case all hypotheses
were deleted, the target estimate was reinitialized.
C. Results: stationary target
The T-shaped and the plane-shaped targets were simulated
for measurement rates γ0 = 2 and γ0 = 20. A comparison of
the proposed model and the models M1 and M2 is shown in
Fig. 4. As expected all three methods converge much faster
when there are more measurements (i.e. higher γ0). All three
3Thanks to M. Baum and R. Sandkuehler for providing code.
http://www.cloudrunner.eu/algorithm/12/random-hypersurface-model/version/2/
11
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 1
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 5
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 10
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 25
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 1
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 3
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 5
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 10
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 1
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 2
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 3
x
y
−25 −20 −15 −10 −5 0 5 10 15 20 25
−25
−20
−15
−10
−5
0
5
10
15
20
25
k = 4
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 1
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 2
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 3
x
y
−15 −10 −5 0 5 10 15
−15
−10
−5
0
5
10
15
k = 10
x
y
Fig. 4. Example results for tracking of a plane-shaped and a T-shaped stationary target. Top row γ0 = 2, bottom row γ0 = 20. True target (gray area)
compared to proposed model (solid blue line, main subobject indicated by thicker line), model M2 (dashed orange line), model M1 (dash-dotted red line).
Time step k written in lower left corner. As expected convergence is much faster when there are more measurements (i.e. higher γ0).
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Fig. 5. Estimation errors for plane-shaped target. Proposed model in blue, model M2 in orange. x-labels F and P denote filter errors dk|k and prediction
errors dk|k−1. On each box, central mark is median, edges of box are 25th and 75th percentiles, whiskers extend to most extreme datapoints the algorithm
considers to be not outliers.
methods give reasonable results, however the proposed model
and the M2 are closer to the ground truth than M1. Because
of this, for the moving target we only compare the proposed
model and model M2.
D. Results: moving target
The plane-shaped and the V-shaped targets were simulated
for γ0 = 2, γ0 = 5, and γ0 = 20. For each value of the
measurement rate γ0 the scenarios were simulated 103 times.
For the plane-shaped target (three subobjects) the filter errors
dk|k and prediction errors dk|k−1 are shown in Fig. 5, for
the V-shaped target (two subobjects) the results are shown in
Fig. 6. Example filter and prediction outputs for the plane-
shaped target for γ0 = 5 are shown in Fig. 7. From the results
the following observations can be made:
• Both the prediction errors and the filter errors are smaller
for the presented method for all γ0.
• The biggest difference is for the subobject position er-
rors, especially during maneuvers. Note that, even if
the estimated random matrices have the correct size and
orientation, the subobject positions are more important for
the overall extended target extension estimate. The larger
the subobject position errors are, the more distorted the
overall shape becomes, which can be seen in Fig. 7.
The lower errors for the presented method, especially the lower
position errors, are a direct effect of a) using a single state
vector for the subobject positions and the kinematics including
a full covariance matrix; and b) having unified kinematics for
the subobject positions.
E. Computational complexity
The code used in this work was implemented in MATLAB
and run on a 2.83GHz Intel Core2 Quad CPU with 3.48GB
of RAM running Windows. Note that the code has not been
optimized for speed.
In each time step approximately 15 to 25 different partitions
of the set of measurements were computed. The average
number of measurement-to-subobject association events are
given in Table V. A comparison to the number of association
events if there are E[nz,k] measurements shows that the set of
assocation events is reduced by several orders of magnitude.
It is noteworthy that for γ0 = 20 the reduction in number of
association events is by far greatest, yet the estimation errors
are smaller for γ0 = 20 than for γ0 = 2 and γ0 = 5.
The number of mixture components increase in each time
step. However, in the mixture reduction step many components
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Fig. 6. Estimation errors for V-shaped target. Proposed model in blue, model M2 in orange. x-labels F and P denote filter errors dk|k and prediction errors
dk|k−1. On each box, central mark is median, edges of box are 25th and 75th percentiles, whiskers extend to most extreme datapoints the algorithm considers
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TABLE V
NUMBER OF ASSOCIATION EVENTS, MEAN ± STANDARD DEVIATION
γ0
∣∣Θ¯∣∣ (Ns,k)E[nz,k]
2 114± 29 6.6× 103
5 128± 24 3.5× 109
20 130± 23 1.5× 1038
can be pruned, and the remaining components can be merged
such that typically only 2 to 6 components remain.
The average cycle times are given in Table VI. We see that
the times for prediction and reduction are independent of γ0.
The time to compute clusters for data association increases
when γ0 increases, because with more measurements it takes
more time to cluster them. The correction time decreases when
γ0 increases, because with more measurements the scenario is
less ambiguous and the probability mixture typically has fewer
components. Note that these two increases/decreases in time
offset each other such that the average total cycle time is about
1.7 seconds for all values of γ0 that were tested.
The average cycle time for the method from [16] is 2.1 ±
1.4 seconds for γ0 = 2, 1.7 ± 0.7 seconds for γ0 = 5, and
1.6 ± 0.5 seconds for γ0 = 20. When comparing the cycle
times, remember that neither implementation was optimized
for speed.
TABLE VI
CYCLE TIMES [SECONDS], MEAN ± STANDARD DEVIATION
γ0 Prediction Clusters Correction Reduction Total
2 0.4± 0.2 0.7± 0.1 0.6± 0.4 0.02± 0.02 1.7± 0.6
5 0.3± 0.1 0.9± 0.1 0.5± 0.3 0.01± 0.02 1.8± 0.4
20 0.2± 0.1 1.2± 0.1 0.3± 0.2 0.01± 0.02 1.7± 0.3
VII. CONCLUSIONS AND FUTURE WORK
The paper has presented an extended target model in which
the target extension is modeled using a collection of elliptical
subobjects. The simulation results show that the proposed
model outperforms previous work.
The presented model can be reduced to the cases where
either the measurement rates γ(i)k , the extension matrices X
(i)
k ,
or both, are known. The simulation study considered extended
targets, however the model is applicable also to group targets.
In case the targets in the group are moving relative to each
other, in addition to the unified group movement, individual
kinematics can be estimated along with the unified kinematics.
An important topic for future work is to include estimation
of the number of subobjects. Interesting lines for future work
also include integrating the proposed model into a multiple
target algorithm, such as an extended target PHD- or CPHD
filter, see e.g. [18], [22]. Furthermore alternative measurement
models can be considered, see e.g. [12], [28], [29] for recent
work on this topic within the random matrix framework.
APPENDIX
The prior distribution and the measurement likelihood are
p (ξ) =N (x ; m,P )
×
Ns∏
i=1
G (γi ; αi, βi) IWd (Xi ; vi, Vi) , (50a)
p (Z |ξ ) =
Ns∏
i=1
ni!PS (ni; γi)
ni∏
j=1
N (zij ; Hix, Xi) . (50b)
The problem at hand is to derive the posterior distribution
p (ξ|Z) and the corresponding likelihood L,
p (Z |ξ ) p (ξ) = Lp (ξ|Z) , (51)
where the posterior p (ξ|Z) is of the same functional form as
the prior (50a), i.e.
p (ξ|Z) =N (x ; m+, P+)
×
Ns∏
i=1
G (γi ; α+i , β+i ) IWd (Xi ; v+i , V +i ) , (52)
The product of Gaussian distributions in (50b) can be
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Fig. 7. Example results for γ0 = 5 for the trajectory in Fig. 3. Top: filtered
estimates. Bottom: predicted estimates. Ground truth (gray area), compared to
model M2 (dashed orange line) and proposed method (solid blue line, main
subobject drawn with thicker line).
rewritten as follows
ni∏
j=1
N (zij ; Hix, Xi) (53)
= (2pi)
−nid/2 |Xi|−ni/2
× etr
−1
2
 ni∑
j=1
(zij −Hix) (zij −Hix)T
X−1i
 ,
where etr ( · ) = exp (Tr ( · )) is exponential trace. Define the
centroid measurements as
z¯i ,
1
ni
n∑
j=1
zij (54)
and the scatter matrices as
Zi ,
ni∑
j=1
(zij − z¯i) (zij − z¯i)T , (55)
and rewrite the summation as
ni∑
j=1
(zij −Hix) (zij −Hix)T
=Zi + ni (z¯i −Hix)
(
z¯i − H˜ix
)T
. (56)
Inserting (56) into (53) gives
ni∏
j=1
N (zij ; Hix, Xi) (57a)
= (2pi)
−nid2 |Xi|−
ni
2 etr
(
−1
2
ZiX
−1
i
)
× etr
(
−1
2
(z¯i −Hix) (z¯i −Hix)T
(
Xi
ni
)−1)
(57b)
= (2pi)
− (ni−1)d2 |Xi|−
ni−1
2 ni
− d2
× etr
(
−1
2
ZiX
−1
i
)
N
(
z¯i ; Hix,
Xi
ni
)
(57c)
=AiN
(
z¯i ; Hix,
Xi
ni
)
. (57d)
The product of Gaussian distributions in (50b) is thus rewrit-
ten as
ni∏
j=1
N (zij ; Hix, Xi) = AiN
(
z¯i ; Hix,
Xi
ni
)
, (58a)
Ai =
|Xi|−
ni−1
2 etr
(− 12ZiX−1i )
(2pi)
(ni−1)d
2 n
d
2
i
. (58b)
The product of the likelihood and the prior distribution is
p (Z |ξ ) p (ξ)
=N (x ; m,P )
(
Ns∏
i=1
AiN
(
z¯i ; Hix,
Xi
ni
)
IWd (Xi ; vi, Vi)
)
×
(
Ns∏
i=1
ni!PS (ni; γi)G (γi ; αi, βi)
)
. (59)
For the measurement rates we have the following
ni!PS (ni; γi)G (γi ; αi, βi)
=
βαii γ
αi+ni−1
i e
−(βi+1)γi
Γ (αi)
(60a)
=G (γi ; αi + ni, βi + 1) Γ (αi + ni)β
αi
i
Γ (αi) (βi + 1)
αi+ni
(60b)
=Lγi G
(
γi ; α
+
i , β
+
i
)
, (60c)
where
α+i = αi + ni, (61a)
β+i = βi + 1, (61b)
Lγi =
Γ
(
α+i
)
βαii
Γ (αi)
(
β+i
)α+i , (61c)
The likelihood Lγi is proportional to a negative binomial
distribution, see e.g. [44]. For the kinematic vector and the
random matrices we have
N (x ; m,P )
Ns∏
i=1
AiN
(
z¯i ; Hix,
Xi
ni
)
IWd (Xi ; vi, Vi)
=N (x ; m,P )N (z¯ ; Hx,X)
Ns∏
i=1
AiIWd (Xi ; vi, Vi) ,
(62a)
14
where
z¯ =
[
z¯T1 · · · z¯Ti · · · z¯TNs
]T
(62b)
H =
[
HT1 · · · HTi · · · HTNs
]T
(62c)
X = blkdiag
(
X1
n1
, . . . ,
Xi
ni
, . . . ,
XNs
nNs
)
. (62d)
Using the Kalman filter [38] measurement update we get
N (x ; m,P )N (z¯ ; Hx,X)
Ns∏
i=1
AiIWd (Xi ; vi, Vi) (63a)
=N
(
x ; m˜+, P˜+
)
N (z¯ ; Hm,HPHT + X)
×
Ns∏
i=1
AiIWd (Xi ; vi, Vi) (63b)
where
m˜+ =m+ K˜ (z¯−Hm) , (63c)
P˜+ =P − K˜HP, (63d)
K˜ =PHTS˜−1, (63e)
S˜ =HPHT + X. (63f)
At this point we make two approximations.
Approximation 1: In S˜ in (63f) the random variable X is
approximated by its expected value
Xˆ = E [X] = blkdiag
(
Xˆ1
n1
, . . . ,
Xˆi
ni
, . . . ,
XˆNs
nNs
)
, (64a)
Xˆi = E [Xi] =
Vi
vi − 2d− 2 (64b)

Remark 9: This approximation is analogous to an approx-
imation made by Feldmann et al., see [28, Equations 31 and
33]. 
Approximation 2: In N (z¯ ; Hm,HPHT + X) in (63b) the
matrix HPHT is approximated by the block-diagonal matrix
blkdiag
(
H1PH
T
1 , . . . , HiPH
T
i , . . . , HNsPH
T
Ns
)
. (65)

Remark 10: This approximation is necessary to obtain a
posterior distribution that is of the same functional form as
the prior distribution. 
Under these approximations instead of (63b) we have
N (x ; m+, P+) (66)
×
Ns∏
i=1
AiN
(
z¯i ; Him,HiPH
T
i +
Xi
ni
)
IWd (Xi ; vi, Vi)
where
m+ =m+K (z¯−Hm) , (67a)
P+ =P −KHP, (67b)
K =PHTS−1, (67c)
S =HPHT + Xˆ. (67d)
For the factors in the product in (66), the Gaussian covari-
ances HiPHTi +
Xi
ni
can be expanded (e.g. using Cholesky
Factorization) as(
HiPH
T
i +
Xi
ni
) 1
2
X
− 12
i XiX
−T2
i
(
HiPH
T
i +
Xi
ni
)T
2
.
(68)
A third approximation is now made.
Approximation 3: Equation (68) is approximated by
S
1
2
i Xˆ
− 12
i XiXˆ
−T2
i S
T
2
i , Si = HiPH
T
i +
Xˆi
ni
. (69)

Remark 11: This approximation is analogous to an approx-
imation made by Feldmann et al., see [28, Equations 38 and
39]. 
Under this approximation the Gaussians in (66) can be rewrit-
ten as
N
(
z¯i ; Him,S
1
2
i Xˆ
− 12
i XiXˆ
−T2
i S
T
2
i
)
(70a)
= (2pi)
− d2
∣∣∣S 12i Xˆ− 12i XiXˆ−T2i S T2i ∣∣∣− 12
× etr
(
−1
2
(z¯i −Him)T
(
S
1
2
i Xˆ
− 12
i XiXˆ
−T2
i S
T
2
i
)−1
(z¯i −Him)
)
(70b)
= (2pi)
− d2
∣∣∣S 12i Xˆ− 12i ∣∣∣− 12 |Xi|− 12 ∣∣∣Xˆ−T2i S T2i ∣∣∣− 12
× etr
(
−1
2
(z¯i −Him)T S−
T
2
i Xˆ
T
2
i X
−1
i Xˆ
1
2
i S
1
2
i (z¯i −Him)
)
(70c)
= (2pi)
− d2
∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣− 12 |Xi|− 12
× etr
(
−1
2
Xˆ
1
2
i S
1
2
i (z¯i −Him) (z¯i −Him)T S−
T
2
i Xˆ
T
2
i X
−1
i
)
(70d)
= (2pi)
− d2
∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣− 12 |Xi|− 12 etr(−12NiX−1i
)
(70e)
where
Ni = Xˆ
1
2
i S
− 12
i (z¯i −Him) (z¯i −Him)T S−
T
2
i Xˆ
T
2
i (70f)
The factors in (66) can now be rewritten as
AiN
(
z¯i ; Him,S
1
2
i Xˆ
− 12
i XiXˆ
−T2
i S
T
2
i
)
IWd (Xi ; vi, Vi)
(71a)
=
|Xi|−
ni−1
2 etr
(− 12ZiX−1i )
(2pi)
(ni−1)d
2 n
d
2
i
× (2pi)− d2
∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣− 12 |Xi|− 12 etr(−12NiX−1i
)
× 2
− vi−d−12 |Vi|
vi−d−1
2
Γd
(
vi−d−1
2
) |Xi| vi2 etr
(
−1
2
X−1i Vi
)
(71b)
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=n
− d2
i (2pi)
−nid2
∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣− 12 2− vi−d−12 |Vi| vi−d−12
Γd
(
vi−d−1
2
) |Xi| vi+ni2
× etr
(
−1
2
(Vi + Zi +Ni)X
−1
i
)
(71c)
=
n
− d2
i (2pi)
−nid2∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣ 12
2−
vi−d−1
2
2−
vi+ni−d−1
2
× Γd
(
vi+ni−d−1
2
)
Γd
(
vi−d−1
2
) |Vi| vi−d−12
|Vi + Zi +Ni|
vi+ni−d−1
2
× 2
− vi+ni−d−12 |Vi + Zi +Ni|
vi+ni−d−1
2
Γd
(
vi+ni−d−1
2
) |Xi| vi+ni2
× etr
(
−1
2
(Vi + Zi +Ni)X
−1
i
)
(71d)
=Lx,Xi IWd
(
Xi ; v
+
i , V
+
i
)
(71e)
where
v+i = vi + ni, (72a)
V +i = Vi + Zi +Ni (72b)
Lx,Xi =
(nipi
ni)
− d2 2−
ni(d−1)
2∣∣∣Xˆ−T2i SiXˆ− 12i ∣∣∣ 12
Γd
(
v+i −d−1
2
)
Γd
(
vi−d−1
2
) |Vi| vi−d−12∣∣V +i ∣∣ v+i −d−12
(72c)
The likelihood Lx,Xi is proportional to a generalized matrix
variate beta type two distribution, see e.g. [25].
By the combination of (60), (66) and (71), under the three
approximations given above, the parameters of the posterior
(52) are given by (61), (67), and (72), and the likelihood is
L = ∏Nsi=1 Lγi Lx,Xi , where Lγi is given in (60c) and Lx,Xi is
given in (72c).
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