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Abstract. We propose an online learning algorithm to tackle the prob-
lem of learning under limited computational resources in a teacher-student
scenario, over multiple visual cues. For each separate cue, we train an
online learning algorithm that sacrifices performance in favor of bounded
memory growth and fast update of the solution. We then recover back
performance by using multiple cues in the online setting. To this end,
we use a two-layers structure. In the first layer, we use a budget online
learning algorithm for each single cue. Thus, each classifier provides con-
fidence interpretations for target categories. On top of these classifiers,
a linear online learning algorithm is added to learn the combination of
these cues. As in standard online learning setups, the learning takes place
in rounds. On each round, a new hypothesis is estimated as a function
of the previous one. We test our algorithm on two student-teacher ex-
perimental scenarios and in both cases results show that the algorithm
learns the new concepts in real time and generalizes well.
1 Introduction
There are many computer vision problems that are intrinsically sequential. In
these problems the system starts learning from impoverished data sets and keeps
updating its solution as more data is acquired. Therefore the system must be
able to continuously learn new concepts, as they appear in the incoming data.
This is a very frequent scenario for robots in home settings, where it is very
likely to see something unknown [1] in a familiar scene. In such situations the
robot cannot wait to collect enough data before building a model for the new
concept, as it is expected to interact continuously with the environment. Limited
space and computing power may also constrain the algorithm from being actually
implemented, considering that the stream of training data can be theoretically
infinite. Still, most of the used algorithms for computer vision are intrinsically
batch, that is they produce a solution only after having seen enough training
data. Moreover they are not designed to be updated often, because most of the
time updating the solution is possible only through a complete re-training.
A different approach is the online learning framework [2]. This framework is
motivated by a teacher-student scenario, that is when a new concept is presented
to the machine, the machine (student) can ask the user (teacher) to provide a
label. This scenario would correspond to the case of a user explaining to the
robot a detected source of novelty in a scene. The algorithms developed in the
online learning framework are intrinsically designed to be updated after each
sample is received. Hence the computational complexity per update is extremely
low, but their performance is usually lower than similar batch algorithms.
Ideally, we would like to have an online method with performance as high as
batch based algorithms, with fast learning and bounded memory usage. Existing
online algorithms (see for example [3, 4]) fail to satisfy all these conditions. The
mainstream approaches attempt to keep the same performance of batch based
methods while retaining either fast learning or bounded memory growth but not
both. On the other hand, multiple-cues/sources inputs guarantee diverse and
information-rich sensory data. They make it possible to achieve higher and robust
performance in varied, unconstrained settings. However, when using multiple
inputs, the expansion of the input space and memory requirements is linearly
proportional to the number of inputs as well as the computational time, for both
the training and test phase.
Some recent works in online learning applied to computer vision include:
Monteleoni and Ka¨a¨ria¨inen [5] present two active learning algorithms in the on-
line classification setting and test it on an OCR application; Fink et. al. [6]
who describe a framework for online learning and present preliminary results on
office images and face recognition. Grangier and Bengio [7] propose a Passive-
Aggressive algorithm [3] for Image Retrieval, which takes advantage of the ef-
ficient online learning algorithms. On the multi-cues literature, a recently pro-
posed approach to combine cues in the batch setting is to learn the weights of
the positive weighted sum of kernels [8]. Even if many attempts have been done
to speed up the training process [9, and references therein], this approach is still
slow and does not scale well to big datasets. Moreover these methods are in-
trinsically non-incremental, hence they cannot be used in a sequential setting. A
theoretically motivated method for online learning over multiple cues has been
proposed in [10], however they assume that all the cues live in the same space,
meaning that the same kernel must be used on all the cues.
In this work we tackle the problem of learning from data using an online
learning algorithm over multiple visual cues. By combining online learning with
multiple cues, we manage to get the best of both worlds, i.e. high performance,
bounded memory growth and fast learning time. The proposed algorithm is
tested on two experimental scenarios: the first is place recognition which sim-
ulates the student-teacher scenario where the robot is shown an indoor envi-
ronment composed of several rooms (this is the kitchen, this is the corridor,
etc), and later it is supposed to localize and navigate to perform assigned tasks.
The second is object categorization which simulates the student-teacher scenario
where the autonomous agent is presented a collection of new objects. For both
scenarios, results show that the algorithm learns the new concepts in real time
and generalizes well to new concepts.
In the next section we describe the online learning framework and the build-
ing blocks that we will use in our online multi-cues architecture (Section 2-3).
Section 4 describes our experimental findings. Finally, we conclude the paper
with a summary and a discussion on possible future research.
2 Online Learning
Online learning is a process of continuous updating and exploitation of the inter-
nal knowledge. It can also be thought of as learning in a teacher-student scenario.
The teacher shows an instance to the student who predicts its label. Then the
teacher gives feedback to the student. An example of this would be a robot which
navigates in a closed environment, learning to recognize each room from its own
sensory inputs. Moreover, to gain robustness and increase the classification per-
formance, we argue for the need of learning using multiple cues. Hence our goal
is to design an online learning algorithm for learning over multiple features from
the same sensor, or data from multiple sensors, which is able to take advantage of
the diverse and information-rich inputs and to achieve more robust results than
systems using only a single cue. In the following we will introduce the online
learning framework and we will explain how to extend it to multiple cues. Due
to space limitations, this is a very quick account of the online learning framework
— the interested readers are referred to [2] for a comprehensive introduction.
2.1 Starting from Kernel Perceptron
In online setting, the learning takes place in rounds. The online algorithm learns
the mapping f : X → R based on a sequence of examples {xt, yt}
l
t=1, with
instance xt ∈ X and label yi ∈ {−1, 1}. We denote the hypothesis estimated
after the t-th round by ft. At each round t, the algorithm receives a new instance
xt, then it predicts a label yˆt by using the current function, yˆt = sign(ft(xt)),
where we could interpret |f(x)| as the confidence in the prediction. Then, the
correct label yt is revealed. The algorithm changes its internal model everytime
it makes a mistake or the confidence on the prediction is too low. Here, we
denote the set of all attainable hypotheses by H. In this paper we assume that
H is a Reproducing Kernel Hilbert Space (RKHS) with a positive definite kernel
function k : X × X → R implementing the inner product which satisfies the
reproducing property, f(x) = 〈k(x, ·), f(·)〉.
Perhaps the most well known online learning algorithm is Rosenblatt’s Per-
ceptron algorithm [11]. On the t-th round the instance xt is given, and the algo-
rithm makes a prediction yˆt. Then the true label is revealed: if there is a predic-
tion mistake, i.e. yˆt 6= yt, it updates the hypothesis, ft = ft−1+ytk(xt, ·), namely
it stores xt in the solution. Otherwise the hypothesis is left intact, ft = ft−1.
Given the nature of the update, the hypothesis ft can be written as a kernel
expansion [12], ft(x) =
∑
i∈St
αik(xi,x). The subset of instances used to con-
struct the function is called the support set. Although the Perceptron is a very
simple algorithm, it has been shown to produce very good results. Several other
algorithms (see Passive-Aggressive [3] and the references therein) can be seen as
belonging to the Perceptron algorithm family. However, given that they update
each time there is an error, if the problem is not linearly separable, they will
never stop adding new instances to the support set. This will eventually lead
to a memory explosion. As we aim to use the algorithm in applications where
data must be acquired continuously in time, a Perceptron algorithm cannot be
used as it is. Hence we will use as a basic component of our architecture the
Projectron++ algorithm [13].
2.2 The Projectron++ Algorithm
The Projectron++ [13] algorithm is a Perceptron-like algorithm bounded in
space and time complexity. It has a better mistake bound than Perceptron.
The core idea of the algorithm comes from the work of Downs et. al. [14] on
simplifying Support Vector Machine solutions. Hence, instead of updating the
hypothesis every time a prediction mistake is made, or when the prediction
is correct with low confidence3, the Projectron++ first checks if the update
can be expressed as a linear combination of vectors in the support set, i.e.
k(xt, ·) =
∑t−1
i=1 dik(xi, ·) = Pt−1(k(xt, ·)), where Pt−1(·) is the projection oper-
ator. The concept of linear independence can be approximated and tuned by a
parameter η that measures the quality of the approximation. If the instance can
be approximated within an error η, it is not added to the support set but the
coefficients in the old hypothesis are changed to reflect the addition of the in-
stance. If the instance and the support set are linearly independent, the instance
is added to the set, as Perceptron. We refer the reader to [13] for a detailed
analysis.
3 Online Multi-Cues Learning Algorithm
In this section we describe our algorithm for learning over multiple cues. We
adapt the idea of high-level integration from the information fusion community
(see [15] for a comprehensive survey), and design our algorithm with a two-layers
structure. The first layer is composed of different Projectrons++, one for each
cue. The second layer learns online a weighted combination of the classifiers of
the first layer, hence we interpret the output of the Projectrons++ on the first
layer as confidence measures of the different cues.
A lot of work has been done on how to select the best algorithm from a pool
of prediction algorithms, such as the Weighted Majority algorithm [16]. How-
ever, they usually assume black-box classifiers. Here we want to learn the best
combination of classifiers, not just picking the best one. Therefore we train both
the single cue classifiers and the weighted combination with online algorithms.
In the rest of this section, we will describe our algorithm in the binary setup. For
multi-class problems, the algorithm is extended using the multi-class extension
method presented in [17]; we omit the detailed derivation for lack of space.
Suppose we have N cues of the same data X = {x1,x2, . . . ,xN}. Each cue
is described by a feature vector xi ∈ Rmi , where xi could be the feature vector
3 that is when 0 < ytft−1(xt) < 1
Algorithm 1 OMCL Algorithm
Input: Projectron++ parameter η ≥ 0; Passive-aggressive parameter C > 0.
Initialize: f i0 = 0,S
i
0 = ∅, where i = 1, 2, . . . , N ; ω0 = 0.
for t = 1, 2, . . . , T do
Receive new instance xit, where i=1, 2, . . . , N
Predict hˆit = f
i
t−1(x
i
t), where i=1, 2, . . . , N
Predict yˆt = sign(ωt · hˆt)
Receive label yt
for i = 1, 2, . . . , N do
Loss: l1it = max(0, 1− yt · hˆ
i
t)
if lit > 0 then
Compute projection error ∆
if yt = hˆ
i
t or ∆ ≤ η then
Projection update: f it = f
i
t−1 + α
i
tytP
i
t−1(k(x
i
t, ·))
else
Normal update: f it = f
i
t−1 + ytk(x
i
t, ·)
end if
Update hypothesis: h˜it = f
i
t (x
i
t)
end if
end for
Loss: l2t = max(0, 1− ytωt · h˜t)
Set: τt = min(C,
l2t
‖h˜t‖2
)
Update: ωt+1 = ωt + τtyth˜t
end for
associated with one feature descriptor or one input sensor. Suppose also we are
given a sequence of data {Xt, yt}
l
t=1, where yt ∈ {−1, 1}. On round t, in the first
layer, N Projectrons++ [13] learn the mapping for each views: f it : x
i
t → h
i
t,
where hit ∈ R, for i = 1, 2, . . . , N . On top of the Projectron++ classifiers, a linear
Passive-Aggressive [17] algorithm is used to learn a linear weighted combination
of the confidence outputs of the classifiers: ωt : ht → R. The prediction of the
algorithm is yˆt = sign(ωt · ht).
After each update of the first layer, we also update the confidences on the
instances before passing them to the second layer. We denote by h˜it the confi-
dence of the updated hypotheses and denote by hˆit the confidence predictions
of the Projection++ classifiers before knowing the true label. Hence, instead of
updating the second layer based on hˆit, the linear Passive-Aggressive algorithm
on top considers the new updated confidence h˜it. This modified updating rule
prevents the errors propagating from the first layer to the second layer, and in
preliminary experiments it has shown to be less likely prone to over-fitting. We
call this algorithm OMCL (Online Multi-Cue Learning, see Algorithm 1).
3.1 Online to Batch Conversion
Online algorithms are meant to be constantly used in teacher-student scenarios.
Hence the update process will never stop. However it is possible to transform
them to batch algorithms, that is to stop the training and to test the current
hypothesis on a separate test set. It is known that when an online algorithm stops
the last hypothesis found can have an extremely high generalization error. This is
due to the fact that the online algorithms are not converging to a fixed solution,
but they are constantly trying to “track” the best solution. If the samples are
Independent & Identically Distributed (IID), to obtain a good batch solution
one can use the average of all the solutions found, instead of the last one. This
choice gives also theoretical guarantees on the generalization error [18].
Our system produces two different hyperplanes at each round, one for each
layer. In principle we could simply average each hyperplane separately, but this
would break the IID assumption of the inputs for the second layer. So we propose
an alternative method: given that the entire system is linear, it can be viewed
as producing only one hyperplane at each round, that is the product of the two
hyperplanes. Hence we average this unique hyperplane and in the testing phase
we predict with the formula: sign
(
1
T
∑T
t=1 ωt · hˆt
)
.
Note that, as ft can be written as a kernel expansion [12], the averaging
does not imply any additional computational cost, but just an update of the
coefficients of the expansion. We use this approach as it guarantees a theoretical
bound and it was also found to perform better in practice.
4 Experiments and Results
In this section, we present an experimental evaluation of our approach on two
different scenarios, corresponding to two publicly available databases. The first
scenario is about place recognition for a mobile robot, and the experiments
were conducted on the IDOL2 dataset [19]. The second scenario is about learn-
ing new object categories, and the experiments were conducted on the ETH80
dataset [20]. Both experiments can be considered as a teacher-student scenario,
where the system is taught to recognize rooms (or objects) by a human tutor.
Therefore the robot has to learn the concepts in real time, and generalize well
to new instances. For all experiments, we compared the performance and the
memory requirements to the standard Perceptron algorithm by replacing the
Projectron++ algorithm in our framework. We also compared our algorithm
to two different cues combination algorithms: the “flat” data structure and the
majority voting algorithm. The “flat” structure is simply a concatenation of all
the features of different cues into a long feature vector, and we trained a Pro-
jectron++ classifier for it. The majority voting algorithm predicts the label by
choosing the class which receives the highest number of votes. As for a majority
voting algorithm in multi-class case, the number of experts (number of cues in
our experiments) required by the algorithm which guarantees a unique solution
will grow exponentially with the number of classes. Although it does not happen
very often in practice, we show that sometimes two or more classes receive an
equal number of votes, especially when the number of cues is relatively small
compared to the number of classes. We determined all of our online learning
and kernel parameters via cross-validation. Our implementation of the proposed
a. Perceptron b. Projectron++
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Fig. 1. Average online training error rate and recognition error rate for the test set on
IDOL2 dataset as a function of the number of training samples.
algorithm uses the DOGMA package [21]; the source code is available within the
same package.
4.1 First Scenario: Place Recognition
We performed the first series of experiments on the IDOL2 database [19], which
contains 24 image sequences acquired using a perspective camera mounted on
two mobile robot platforms. These sequences were captured with the two robots
moving in an indoor laboratory environment consisting of five different rooms
(one-person office (OO), corridor (CR), two-person office (TO), kitchen (KT) and
Printer Area (PA)); they were acquired under various weather and illumination
conditions (sunny, cloudy, and night) and across a time span of six months. We
considered the scenario where our algorithm has to incrementally update the
model, so to adapt to the variations captured in the dataset.
For experiments, we used the same setup described in the original paper [19]
(Section V, Part B). We considered the 12 sequences acquired by robot Dumbo,
and divided them into training and testing sets, where each training sequence has
a corresponding one in the test sets captured under roughly similar conditions.
Similarly, each sequence was divided into five subsequences. Learning is done in
chronological order, i.e. how the images were captured during acquisition of the
dataset. During testing, all the sequences in the test set were taken into account.
In total, we considered six different permutations of training and testing sets.
cue OO CR TO KT PA ALL
Color 28.4 9.5 8.1 9.9 31.4 17.4
CRFH 14.2 4.1 15.4 15.4 11.1 12.0
BOW 21.5 6.9 17.5 11.4 8.4 13.1
Laser 7.6 3.7 8.5 10.7 12.9 8.7
OLMC 7.6 2.5 1.9 6.7 13.3 6.4
Optimal 4.9 3.0 3.7 4.0 3.9 3.9
Flat 5.7 2.7 7.5 8.5 11.8 7.2
Vote 11.7 3.3 5.3 5.2 9.1 6.9
(6%) (2%) (3%) (3%) (7%) (4%)
Table I: Place recognition error rate using different cues
after the last training round. Each room is considered
separately during testing, and it contributes equally to
the overall results as an average. It shows that the
OLMC algorithm achieves better performance than that
of using each single cue. For the “vote” algorithm, the
percentage of test data which have two or more classes
receive equal number of votes is reported in the bracket
below the error rate. Hence the algorithm can not make
a definite prediction. Therefore we considered that the
algorithm made a prediction error.
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Fig. 3. Visualization of the average normalized weights for combining the confidence
outputs of the Projectron++ classifiers: a. the weights obtained by our algorithm at
last training round; b. the weights obtained by solving the above optimization problem.
c. the angles between the two vectors Wopt and Wolmc as function of the number of
training samples.
The images were described using three image descriptors, namely, CRFH [22]
(Gaussian derivative along x & y direction), Bag-of-Words [23] (SIFT, 300 visual
words) and RGB color histogram. In addition, we also used a simple geometric
feature from the Laser Scan sensor [24].
Fig. 1 reports the average online training and recognition error rate on the
test set, where the average online training error rate is the number of prediction
mistakes the algorithm makes on a given input sequence normalized by the length
of the sequence. Fig. 2 shows the size of the support sets as a function of the
number of training samples. Here, the size of the support set of Projectron++
is close to that of Perceptron. This is because the support set of Perceptron is
already very compact. Since the online training error rate is low, both algorithms
do not update very frequently. In Table I we summarize the results using each
cue after finishing the last training round. We see that our algorithm outperforms
both the “flat” data structure and the majority vote algorithm. The majority
vote algorithm could not make a definite prediction on approximately 4% of the
test data, because there are two or more classes which received an equal number
of votes.
Moreover, we would like to see what is the difference in performance between
the learned linear weights for combining confidence outputs of the Projectron++
classifiers and the optimal linear weighted solution. In another words, what is
the best performance a linear weighted combination rule can achieve? We ob-
tained an optimal combination weights, denoted as Wopt, by solving a convex
optimization program (see Appendix A) on the confidence outputs of the Pro-
jectron++ classifiers on the test set. We reported the result in Table I, which
shows that our algorithms achieve performance similar to that of the optimal
solution. We also visualized the average normalized weights for both the optimal
solution and the weights obtained by our algorithm at the last learning round
in Fig. 3a&b. From these figures, we can see that the weights on the diagonal
of the matrix, which corresponds to the multi-class classifiers’ confidence inter-
pretations on the same target category, have highest values. Fig. 3c reports the
average angle between the two vectors Wopt and Wolmc, which is the weights
obtained by our algorithms during the online learning process. We can see that
the angle between these two vectors gradually converges to a low value.
4.2 Second Scenario: Object Categorization
Perceptron Projectron++ Projectron++, sparser
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Fig. 4. Average online recognition error rate for the categorization of never seen objects
on ETH-80 dataset as a function of the number of training samples. We see that all
algorithms achieve roughly similar performance (Projectron++ is slightly better), the
Perceptron converges earlier than the Projectron++ algorithms.
We tested the algorithm on the ETH-80 objects dataset [20]. The ETH-80
dataset consists of 80 objects from eight different categories (apple, tomato, pear,
toy-cows, toy-horses, toy-dogs, toy-cars and cups). Each category contains 10 ob-
jects with 41 views per object, spaced equally over the viewing hemisphere, for
a total of 3280 images. We use four image descriptors: one color feature (RGB
color histogram), two texture descriptors (Composed Receptive Field Histogram
Cues apple car cow cup dog horse pear tomato all
LxLy 26.3 4.1 52.4 29.3 29.2 49.4 7.0 9.6 25.9
DirC 25.0 21.9 60.7 43.3 65.9 55.7 29.8 3.2 38.2
Color 38.9 18.8 15.5 16.2 49.3 57.7 33.0 1.2 28.8
Shape 30.4 1.3 28.6 2.5 33.3 28.9 3.4 37.8 20.8
OLMC 11.1 1.5 17.4 13.7 34.1 44.2 5.0 1.1 16.0
Flat 29.3 1.5 28.2 2.0 32.1 28.0 3.3 35.1 20.0
Vote 24.2 1.3 30.1 11.3 34.0 41.2 3.6 6.1 19.0
(19%) (1%) (15%) (9%) (18%) (20%) (3%) (5%) (11%)
Table II: Categorization error rate for different objects using
different cues after finishing the last training round. We could
see that our algorithm outperforms the “Flat” structure, the
“Vote” algorithm and the case when using each cue alone.
It also shows that some cues are very descriptive of certain
objects, but not of the others. For example, the color feature
achieves almost perfect performance on tomato, but its perfor-
mance on other objects is low. It also supports our motivation
on designing multi-cues algorithms. For the “vote” algorithm,
the percentage of test data which have tow or more classes
receives equal number of votes is reported in the bracket.
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Fig. 5. Average size of support set
for different algorithms on ETH80
dataset as a function of the number
of training samples.
(CRFH) [22] with two different kinds of filters: Gaussian derivative LxLy and
gradient direction (DirC) and a global shape feature (centered masks). We ran-
domly selected 7 out of the 10 objects for each category as training set, and the
rest of them as test set. All the experiments were performed over 20 different
permutations of the training set.
We first show the behavior of the algorithms over time. In Fig. 4, we show
the average recognition error on never seen objects as a function of the num-
ber of learned samples. In the experiments, we used two different setting of η
parameters, labeled as Projectron++ and Projectron++, sparser. The growth
of the support set as a function of the number of samples is depicted in Fig. 5.
We see that the Projectron++ algorithm obtain similar performance as the Per-
ceptron algorithm with less than 3/4 (Projectron++) and 1/2 (Projectron++,
sparser) of the size of the support set. Finally, in Table II we summarize the
error rate using different cues for each category after finishing the last training
round (Projectron++).
5 Discussion and Conclusions
We presented an online method for learning from multi-cues/sources inputs.
Through experiments on two image datasets, representative of two student-
teacher scenarios for autonomous systems, we showed that our algorithm is
able to learn a linear weighted combination of the marginal output of classi-
fiers on each sources, and that this method outperforms the case when we use
each cue alone. Moreover, it achieves performance comparable to the batch per-
formance [19, 20] with a much lower memory and computational cost. We also
showed that the budget Projectron++ algorithm had the advantage of reducing
the support set without removing or scaling instances in the set. This keeps per-
formance high, while reducing the problem of the expansion of the input space
and memory requirement when using multiple inputs. Thanks to the robustness
gained by using multiple cues, the algorithm could reduce more the support set
(e.g. Projectron++, sparser, see Fig. 4c & Fig. 5) without any significant loss
in performance. This trade-off would be a potentially useful function for ap-
plications working in a highly dynamic environment and with limited memory
resources, particularly for systems equipped with multiple sensors. Thanks to
the efficiency of the learning algorithms, both learning and predicting could be
done in real time with our Matlab implementation on most computer hardwares
which run Matlab software.
In the future, we would like to explore theoretical properties of our algorithm.
It is natural to extend our algorithms to the active learning setup [5] to reduce
the effort of data labeling. Meanwhile, it would be interesting to explore the
properties of co-training the classifier using the messages passed from some other
classifiers with high confidence on predicting certain cues.
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Appendix A
Let {hˆi, yi}
l
i=1 be the confidence outputs of the Projectron++ classifiers on the
test set of l instances, where each sample hˆi is drawn from a domain R
m and
each label yi is an integer from the set Y = {1, 2, . . . , k}. In the multi-class setup,
m = n × k, where n is the number of cues (i.e. number of the Projectron++
classifiers) and k is the number of classes. Therefore, we obtained the optimal
linear solution by solving the following convex optimization problem:
min
W,ξ
1
2
||W||2 + C
∑
i=1,...,l, j∈yC
i
ξi,j
subject to
∀i, j∈yC
i
W yi · hˆi + ξi,j > W j · hˆi
ξi,j ≥ 0
where W is the multi-class linear weighted combination matrix of size k ×m,
andW r is the r-th row of W. We denote the complement set of yi as y
C
i = Y\yi.
This setting is a generalization of linear binary classifiers. Therefore, the value
W r · hˆi denotes the confidence for the r class and the classifier predicts the label
using the function:
yˆ = argmax
r=1,...,k
{W r · hˆ}
The regularizer ||W||2 is introduced to prevent slack variables ξi,j producing
solutions close to 0+. The cost C value is decided through cross validation.
