We study limits of a family of random ordinary differential equations on a manifold with parameter ǫ where the fast motions are Hörmander type Markov processes.
Introduction
Let M be a finite dimensional smooth manifold and G a smooth manifold of dimension n. Let Y k , k = 1, . . . , m, be C 6 vector fields on M , α k real valued C r functions on G, and (z ǫ t ) diffusions on a filtered probability space (Ω, F , F t , P) with values in G and infinitesimal generator L ǫ 0 = 1 ǫ L 0 which will be made precise later. The aim of this paper is to study limit theorems associated to the system of ordinary differential equations on M :ẏ Let {W k t } be real valued Brownian motions, • denote Stratonovich integrals. In the following H 0 and A k are smooth vector fields. To be brief, I do not specify the properties of the vector fields, instead refer the interested reader to [17] for details. For any ǫ > 0, the stochastic differential equations
are degenerate and they interpolate between the geodesic equation (ǫ = ∞) and the Brownian motion on SO(n) (ǫ = 0). The fast random motion is transmitted to the horizontal direction by the action of the Lie bracket [H 0 , A k ]. If H 0 = 0, there is a conserved quantity to the system which is the projection from the orthonormal bundle to the base manifold. This allows us to separate the slow variable (y ǫ t ) and the fast variable (z ǫ t ). The reduced equation for (y ǫ t ), once suitable 'coordinate maps' are chosen, can be written in the form of (1.1). In [17] we proved that (y ǫ t ǫ ) converges weakly to a rescaled horizontal Brownian motion. Recently J. Angst, I. Bailleul and C. Tardif gave this a beautiful treatment, [1] , using rough path analysis. See also M. Freidlin [4] for the study of a system with similar scaling.
The objectives of the present article are : (1) to prove that, as ǫ tends to zero, the law of (y ǫ s ǫ , s ≤ t) converges weakly to a probability measureμ on the path space over M and to describe the properties of the limiting Markov semigroups; (2) to estimate the rate of convergence, especially in the Wasserstein distance. For simplicity we assume that all the equations are complete. In sections 3, 4, 5 and 7 we assume that L 0 is a regularity improving Fredholm operator on a compact manifold G, see Definition 3.1. In Theorem 5.4 we assume, in addition, that L 0 has Fredholm index 0. For simplicity throughout the introduction we assume that α k are bounded and belong to N ⊥ where N is the kernel of L * 0 , the adjoint of the unbounded operator L 0 in L 2 (G) with respect to the volume measure. In case L 0 is not elliptic we assume in addition that r ≥ 3 or r ≥ max {3, n 2 + 1}, depending on the result. The growth conditions on Y k are given in terms of a control function V . Depending on the assumptions, we have two methods for the convergence which we describe below.
We should mention that some aspects of the results and methodology appear to be new when L 0 is the Laplace-Beltrami operator or M = R n . If L 0 is elliptic, strong Hörmander condition holds naturally, it is regularity improving in the terminology of this paper. It has Fredholm index 0 if it is self adjoint. On a compact manifold it has a unique invariant probability measure.
In Section 2 we assume that L 0 mixes exponentially in a weighted total variation norm with weight W : G → R. We present two elementary lemmas. In Lemma 2.4, we estimate quantities of the form where g is a function centred with respect to the invariant measure π. This gives us an indication for the correct scale to use for the rate estimations. In Lemma 2.5 we prove that ǫ t − s ) is given explicitly andh is the average of h w.r.t. the invariant measure. This lemma will be revisited in Corollary 4.3 under a condition involving a control function V . Denote by B V,r the set of C r functions which, together with their first r derivatives are bounded by polynomials in V , see (4.1) . For G compact, and for f ∈ B V,2 , we show that γ ǫ ≤γ ǫ (y s ǫ ) whereγ ǫ is a function in B V,0 . For completeness, the preliminary elementary estimates to these two lemmas are given in the Appendix. In particular we estimate the difference between double time average of a Markov process, whose mixing rate is given in weighted total variation norm, and its iterated integral in time and space.
In Section 3, for L 0 a regularity improving Fredholm operator and f a C 2 function, we deduce a formula for f (y ) where the transmission of the randomness from the fast motion (z ǫ t ) to the slow motion (y ǫ t ) is manifested in a martingale. This provides a platform for the uniform estimates over large time intervals, weak convergences, and the study of rate of convergence in later sections.
In Section 4, we obtain uniform estimates in ǫ for functionals of y ) is finite and as a function of y 0 it belongs to B V,0 . This leads to convergence in the Wasserstein distance and will be used later to prove a key lemma on averaging of functions along the paths of (y ǫ t , z ǫ t ). In Section 5, L 0 is an operator on a compact manifold G satisfying Hörmander's condition, and with Fredholm index 0, for the weak convergence; M has positive injectivity radius and other geometric restrictions. We do not make any assumption on the ergodicity of L 0 . A key ingredient is formula (3.1), the other is sub-elliptic estimates. Let α i β j denote l u l α i β j , π l where {u l } is a basis of the kernel of L 0 and {π l } the dual basis in the kernel of L * 0 . In Theorem 5.4 we prove that under suitable bounds on Y k and its derivatives and the assumption that α k ∈ C r for r ≥ max {3, n 2 + 1}, the law of (y , 0 ≤ t ≤ T )}, as ǫ → 0, in the Wasserstein p-distance are also obtained.
In Section 6 we study Markov processes and their associated Kolmogorov equations, which is used in Section 7 for the limiting operatorL. Otherwise this section is independent of the rest of the paper. Let Φ t (y) be the solution flow to
where Y k , Y 0 are C 6 and C 5 vector fields respectively. Let P t f (y) = Ef (Φ t (y)) and Z = INTRODUCTION V = 1 + ln(1 + |V |). We assume, in addition, for some number c the following hold:
See Assumption 6.1. Then there is a global smooth solution flow
n , an example of the control pair is:
2 ). Our conditions are weaker than those commonly used in the probability literature for d(P t f ), in two ways. Firstly we allow non-bounded first order derivative, secondly we allow one sided conditions on the drift and its first order derivatives. In this regard, we extend a theorem of Kohler, Papanicolaou [22] where they used estimations from Oleinik-Radkevič [21] . The estimates on the derivative flows, obtained in this section, are often assumptions in applications of Malliavin calculus to the study of stochastic differential equations. Results in this section might be of independent interests.
Let P t be the Markov semigroup generated byL. In Section 7, we prove the following estimate:
where C(t) is a constant, γ is a function in B V,0 and Φ ǫ t (y 0 ) the solution to (1.1) with initial value y 0 . The weak convergence of Φ ǫ · (y 0 ) follows. The conditions on the vector fields Y k are similar to (1.2) and we also assume the conditions of Theorem 4.2. The condition on L 0 is: regularity improving Fredholm and has an exponential mixing rate. These conditions hold if L 0 satisfies strong Hörmander's condition. We incorporated traditional techniques on time averaging with techniques from homogenization. The homogenization techniques was developed from [16] which was inspired by the study in Hairer and Pavliotis [5] . For the rate of convergence we are particularly influenced by the following papers on random ODEs on R n : Kohler and Papanicolaou [22, 25] , which were developed from the following sequence of remarkable papers: Hersh and Pinsky [9] , Hersh and Papanicolaou [8] , and Papanicolaou and Varadhan [24] . See also the earlier work by Khasminskii [7] and Papanicolaou, Stroock, Varadhan [23] . Papanicolaou and Varadhan studied the problem at the level of abstract operators, while Kohler and Papanicolaou deal with differential equations on R n and provide a more concrete study. We hope that this provides a complimentary study to the above mentioned work.
LetP y ǫ t ǫ be the probability laws of the random variables y ǫ t ǫ andμ t the measure determined by P t . In Section 8 we prove the following estimate in the Wasserstein 1-distance, W 1 (P y ǫ t ǫ ,μ t ) ≤ Cǫ r , where r is any positive number less or equal to . Finally, for the interested reader, we refer to the following articles on limit theorems, averaging and homogenization for stochastic equations on manifolds: Enriquez, Franchi, LeJan [3] , Gargate, Ruffino [12] , Ikeda, Ochi [11] , Kifer [13] , Liao and Wang [18] , Manade, Ochi [19] , Ogura [20] , Pinsky [26] , and Sowers [30] .
Notation. Throughout this paper B b (M ; N ), C r K (M ; N ), and BC r (M ; N ) denote the set of functions from M to N that are respectively bounded measurable, C r with compact supports, and bounded C r with bounded first r derivatives. If N = R the letter N will be suppressed. Also L(V 1 ; V 2 ) denotes the space of bounded linear maps; C r (ΓT M ) denotes C r vector fields on a manifold M .
Preliminary Estimates
Let L 0 be a diffusion operator on a manifold G and Q t its transition semigroup and transition probabilities. Let · T V denote the total variation norm of a measure, normalized so that the total variation norm between two probability measures is less or equal to 2. By the duality formulation for the total variation norm,
For W ∈ B(G; [1, ∞)) denote f W the weighted supremum norm and µ T V,W the weighted total variation norm:
Assumption 2.1 There is an invariant probability measure
If G is compact we take W ≡ 1.
In the following lemma we collect some elementary estimates, which will be used to prove Lemma 2.4 and 2.5, for completeness its proof is given in the appendix. Writē W = G W dπ. Lemma 2.1 Assume Assumption 2.1. Let f, g : G → R be bounded measurable functions and let c ∞ = |f | ∞ g W . Then the following statements hold for all s, t ≥ 0.
To put Assumption 2.1 into context, we consider Hörmander type operators. Let L X denote Lie differentiation in the direction of a vector field X and [X, Y ] the Lie bracket of two vector fields X and Y . Let {X i , i = 0, 1, . . . , m ′ } be a family of smooth vector fields on a compact smooth manifold G and 
for all x in G and for all t > 0.
Proof By Hörmander's theorem there are smooth functions q t (x, y) such that Q t (x, dy) = q t (x, y)dy. Furthermore q t (x, y) is strictly positive, see Bony [2] and Sanchez-Calle [28] . Let a = inf x,y∈M q t (x, y) > 0. Thus Döeblin's condition holds: if vol(A) denotes the volume of a Borel set A, Q t (x, A) ≥ a vol(A).
We say that W is a C diffusions are conservative. Suppose that the Lyapunov function V satisfies in addition the following conditions: there exists a number α ∈ (0, 1) and t 0 > 0 s.t. for every R > 0, sup
Then there exists a unique invariant measure π such that Assumption 2.1 holds, see e.g. Hairer and Mattingly [6] . We mention the following standard estimates which helps to understand the estimates in Lemma 2.3. 
As an application we see that, under the assumption of Lemma 2.3, the functions C i in part (3) of Lemma 2.1 satisfy that sup ǫ≤ǫ0 EC i (z 
Here
It remain to estimate the summands in the second term, whose absolute value is bounded by the following
, we apply part (3) of lemma 2.1 to bound the inner iterated integral,
We bring this back to the previous line, the notation L Y l F = dF (Y l ) will be used,
Putting everything together we see that, for γ ǫ given in the Lemma, ǫ < 1,
The proof is complete.
In Section 4.2 we will estimate γ ∞ and give uniform, in ǫ, moment estimates of functionals of (y 
Proof We note that,
Letting ψ(r) = ae −δr , it is clear that for k ≥ 2,
To the second term we apply Lemma 2.4 and obtain the bound
where
Adding the error estimates together we conclude the proof.
It is worth noticing that if φ : R → R is a concave function φ(W ) is again a Lyapunov function. Thus by using log W if necessary, we may assume uniform bounds on
) and further estimates on the conditional expectation in the error term are expected from Cauchy-Schwartz inequality. If G is compact then c W is bounded. In Corollary 4.3, we will give uniform estimates on moments of γ j ǫ .
A Reduction
Let G be a smooth manifold of dimension n with volume measure dx. Let H s ≡ H s (G) denote the Sobolev space of real valued functions over a manifold G and − s the Sobolev norm. The norm ( u s )
s dξ extends from domains in R n to compact manifolds, e.g. by taking supremum over u s on charts. If
where ∇ is usually taken as the Levi-Civita connection; when the manifold is compact this is independent of the Riemannian metric. And f ∈ H s if and only if for any function φ ∈ C ∞ K , φf in any chart belongs to H s . Let {X i , i = 0, 1, . . . , m ′ } be a family of smooth vector fields on G and let us consider the Hörmander form operator
If the vector fields in Λ 2 and their Lie brackets generate T x G at each x ∈ G, we say that Hörmander's condition is satisfied. By a theorem of Hörmander, [10] , if L 0 satisfies the Hörmander condition then u is a
There is a number δ > 0 such that there is an δ improvement in the Sobolev
, by which we mean that L 0 is a bounded linear operator from Dom(L 0 ) to L 2 (dx) and has the Fredholm property : its range is closed and of finite co-dimension, the dimension of its kernel, ker(L 0 ) is finite. The domain of L 0 is endowed with the norm |u| Dom(
Then the kernel N of L * 0 is finite dimensional and its elements are measures on M with smooth densities in
can be identified with the range of L 0 , and the set of g such that the Poisson equation
Definition 3.1 We say that L 0 is a regularity improving Fredholm operator, if it is a Fredholm operator and L
. . , m ′ } be a family of independent real valued Brownian motions. We may and will often represent L ǫ 0 -diffusions (z ǫ t ) as solutions to the following stochastic differential equations, in Stratonovich form,
Suppose that, furthermore, for each ǫ > 0, j, k = 1, . . . , m,
Proof Firstly, for any
Since the α j 's are C 2 so are β j , following from the regularity improving property of L 0 . We apply Itô's formula to the functions (L Yj f )β j : M × G → R. To avoid extra regularity conditions, we apply Itô's formula to the function df (Y j ), which is C 1 , and the C 3 functions β j separately and follow it with the product rule. This gives:
Substitute this into the earlier equation, we obtain (3.1). Part (3.2) is obvious, as we note that
and the stochastic integrals are L 2 -martingales, so (3.2) follows.
When G is compact, dβ(X k ) is bounded and the condition becomes:
is finite, which we discuss below. Otherwise, assumptions on 
Uniform Estimates
This together with the inequality ρ(y
which followed easily from the bound
For the convenience of comparing the above estimates, which are standard and expected, with the uniform estimates of (y 
Lemma 4.1 Let
α k ∈ B b (G; R). Let ǫ ∈ (0, 1), 0 ≤ s ≤ t, ω ∈ Ω. 1. If {Y k } growsup 0≤s≤t ρ p (y ǫ s (ω), o) ≤ C (1 + ρ p (o, y ǫ 0 (ω))) e Ct .
If there exist a pre-Lyapunov function
V ∈ C 1 (M ; R + ), positive constants c and K such that m j=1 |L Yj V | ≤ c + KV , then (2.1) is complete.
If (2.1) is complete and there exists
If V ∈ B(M ; R) is a positive function, denote by B V,r the following classes of functions:
In particular, B V,0 is the class of continuous functions bounded by a function of the form c + cV q . In R n , the constant functions and the function V (x) = 1 + |x| 2 are potential 'control' functions.
Assumption 4.1 Assume that (i) (2.1) are complete for every
Below we assume that L 0 satisfies Hörmander's condition. We do not make any assumption on the mixing rate. Let
We recall that if α k and L 0 satisfy Assumption 5.1 then L 0 is a regularity improving Fredholm operator.
Theorem 4.2 Let L 0 be a regularity improving Fredholm operator on a compact manifold G, and α
In the following estimates, we may first assume that
We may then replace t by t∧τ n where τ n is the first time that either quantity is greater or equal to n. We take this point of view for proofs of inequalities and may not repeat it each time.
We take the supremum over [s, t] followed by conditional expectation of both sides of the inequality:
By the conditional Jensen inequality and the conditional Doob's inequality, there exists a universal constantC depending only on p s.t.,
p . This leads to the following estimate:
It follows that there exists a constant C such that for ǫ ≤ ǫ 0 ,
Remark. If M = R n , Y i are vector fields with bounded first order derivatives, then ρ 2 0 is a pre-Lyapunov function satisfying the conditions of Theorem 4.2, hence Theorem 4.2 holds. Let us recall that B V,r is defined in (4.1).
We return to Lemma 2.5 in Section 2 to obtain a key estimation for the estimation in Section 7. Let us recall that B V,r is defined in (4.1). 
Herec is a constant, see (4.4) below, and
For all s < t and p ≥ 1,
More explicitly, if K, q are the constants s.t.
q , there exists a constant C(t) depending only on the differential equation (2.1) s.t.
Proof By Lemma 2.5,
Since W is bounded so is c W , which is bounded by 2c(a,
We gather all constant together, c = 2a
It is clear that,
, by (4.3), the following quantities are finite for all p ≥ 1: ( 
(5) For V in part (4) or in part (4'), suppose that for some numder δ > 0,
Then there exists a distance functionρ on M that is compatible with the topology of M and there exists a number α > 0 such that
and for any T > 0, {(y
Proof By Theorem 4.2, conditions (1-3) and (4') imply condition (4). (a) Let δ < min(1, 
We may apply (3.2) in Lemma 3.1,
In the above equation, differentiation of (ρ)
Recallρ ≤ 1 and there are numbers
).
Let
By the assumption, there exists a function g 2 ∈ B V,0 s.t.
For ǫ ≥ √ t − s, it is better to estimate directly from (2.1):
where g 3 ∈ B V,0 . We interpolate these estimates and conclude that for some function g 4 ∈ B V,0 and a constant c the following holds: E ρ 2 y
). There is a function g 5 ∈ B V,0 s.t.
In the last step we use Assumption (4) on the initial value. By Kolmogorov's criterion, there exists α > 0 such that
and the processes (y ǫ s ǫ ) are equi uniformly Hölder continuous on any compact time interval. Consequently the family of stochastic processes {y
If L 0 is the Laplace-Beltrami operator on a compact Riemannian manifold and π its invariant probability measure then for any Lipschitz continuous function f : G → R,
where f Osc denotes the oscillation of f . If L 0 is not elliptic we suppose it satisfies Hörmander's conditions and has index 0. The dimension of the kernel of L * 0 equals the dimension of the kernel of L 0 . Let {u i , i = 1, . . . , n 0 } be a basis in ker(L 0 ) and {π i i = 1, . . . , n 0 } the dual basis for the null space of 
By working with f −f we may assume that f ∈ N ⊥ and let g be a solution to L 0 g = f . By Hörmander's theorem, [10] , there is a positive number δ, such that for all u ∈ C ∞ (M ),
The number δ = 2 1−k where k ∈ N is related to the number of brackets needed to generate the tangent spaces.
Furthermore every u such that L 0 u s < ∞ must be in H s . If s > n 2 + 1, H s is embedded in C 1 and for some constant c i ,
We apply the Sobolev estimates to g and use Doob's L 2 inequality to see that for t ≥ 1 there is a constant C such that,
We remark that a self-adjoint operator satisfying Hörmander's condition has index zero. ) that converges weakly to a continuous processȳ · as n → ∞, the following convergence holds weakly:
Proof For simplicity we omit the subscript n. The required convergence follows from Lemma 4.3 in [17] where it was assumed that (5.1) holds and L 0 has a unique invariant measure for µ. It is easy to check that the proof there is valid. We take care to replace ) by h(y
This approximation is clear: the computation is exactly as in Lemma 4.3 of [17] and we use the uniform continuity of (y ǫ t ), the fact that |h| ∞ and sup z |h(·, z)| Lip are finite. The convergence of
follows from the law of large numbers in Lemma 5.2. The convergence of 
Proof By Proposition 5.1, {(y ǫ t ǫ , t ≥ 0)} is tight. To prove that it converges we prove that any convergent sub-sequence converges to the same limit. Let ǫ n → 0 be a a monotone sequence converging to zero with the law of (y 
f (Y r ) dr is a local martingale. For notational simplicity we may assume that {(y ǫ t ǫ , t ≥ 0)} converges toμ. By (3.1),
is a local martingale. Since the third term converges to zero as ǫ tends to zero, we only need to prove that ) < ∞. Let W p denote the Wasserstein p distance:
Here the infimum is taken over all probability measures on the path spaces C([0, t]; M ) with marginals µ 1 and µ 2 . Note that C([0, t]; M ) is a Banach space, a family of probability measures µ n converges to µ in W p , if and only if the following holds: (1) it converges weakly and (2) sup n sup s≤t ρ p (o, σ 2 (s))dµ(σ 2 ) < ∞. The conclusion follows.
A study of the semigroups
The primary aim of the section is to study the properties of P t f for f ∈ B V,r where P t is the semigroup for a generic stochastic differential equation. These results will be applied to the limit equation, to provide the necessary a priori estimates. Theorem 6.2 should be of independent interest, it also lead to Lemma 6.5, which will be used in Section 7.
Throughout this section M is a complete smooth Riemannian manifold. Let Y 0 be C 5 and {Y k , k = 1, . . . , m} be C 6 smooth vector fields on M , {B k t } independent real valued Brownian motions. Let (Φ t (y), t < ζ(y)) be the maximal solution to the following equation
with initial value y. Its Markov generator is
If there exists a C 3 pre-Lyapunov function V , constants c and K such that LV ≤ c + KV then (6.1) is complete. However we do not limit ourselves to Lyapunov test for the completeness of the SDE. Let us denote |f | r = • Suppose that
• Suppose that
For the second part we observe that L 2 f involves at most four derivatives of f and two derivatives of Y j and Z where j = 1, . . . , m.
Let dΦ t (v) denote the derivative flow in the direction of v ∈ T y M . It is the derivative of the function y → Φ t (y, ω), in probability. Moreover, it solves the following stochastic covariant differential equation along the solutions y t := Φ t (y 0 ),
is the stochastic parallel transport map along the path y · . Denote |dΦ t | y0 the norm of dΦ t (y 0 ) :
Let h p (y) = sup |v|=1} H p (y)(v, v). Its upper bound will be used to control |dΦ t | y .
Assumption 6.1 The equation (6.1) is complete. Conditions (i) and (ii), or (i') and (ii), below hold.
(i) There exists a locally bounded function V ∈ B(M ; R + ), s.t. for all q ≥ 1 and t ≤ T , there exists a number C q (t) and a polynomial λ q such that
(i') There exists V ∈ C 3 (M ; R + ) and constants c and K such that
Suppose that (6.1) is complete. Since
Theorem 6.2 Under Assumption 6.1, the following statements hold.
The SDE (6.1) is strongly complete and for every
2 C(t, p)(1 + V C(t,p) (y)).
Suppose furthermore that
, and
Furthermore, (c)
Proof The statement on strong completeness follows from the following theorem, see Thm. 5.1 in [15] . Suppose that (6.1) is complete. IfṼ is a function and c 0 a number such that for all t > 0, K compact, and all constants λ, .6) then (6.1) is strongly complete. Furthermore for every p ≥ 1 there exists a constant c(p) such that
Since Y j are C 6 , then for every t, Φ t (·) is C 4 . It is easy to verify that condition (6.6) is satisfied. In fact, by the assumption h p ≤ 6pcṼ . TakeṼ = 1 + ln(1 + |V |) then for p ≥ 1,
This proves part (1).
Since E|dΦ t (y)| 2 is locally bounded in y, r → E|dΦ t (σ r , ω)| is continuous and the expectation of the right hand side converges to Edf (dΦ t (σ(0)). The left hand side clearly converges almost surely. Since E|df (dΦ t (y))| 2 is locally bounded the convergence is in L 1 . We proved that d(P t f ) = δP t (df ). Furthermore, suppose that |df | ≤ K + KV q ,
The latter, as a function of y, belongs to B V,0 .
We proceed to part (3a). Let v, w ∈ T y M and U t := ∇dΦ t (w, v). Then U t satisfies the following equation:
It follows that,
To the first term on the right hand side we apply Cauchy Schwartz inequality to split the first term in the inner product and the second term in the inner product. This gives: C|U t | 2 and other terms that does not involve U t . The Stratonovich corrections will throw out the extra derivative ∇ (3) Y k which does not involve U t . The second term on the right hand side is a sum of the form m k=1 ∇Y k (U t ), U t dB k t for which only bound on |∇Y k | is required, and
The second term is bounded by
By the assumption, there exist c > 0, q ≥ 1 such that, for every k = 1, . . . , m,
There is a stochastic process I s , which does not involve U t , and constants C, q such that
By induction I r has moments of all order which are bounded on compact intervals. By Gronwall's inequality, for t ≤ T ,
To obtain the supremum inside the expectation, we simply use Doob's L p inequality before taking expectations. With the argument in the proof of part (1) we conclude that E sup s≤t |∇dΦ s | 2 (y) is finite and belongs to B V,0 .
By an argument analogous to part (3), we may differentiate the right hand side under the expectation to obtain that
Hence P t f ∈ B V,2 . This procedure can be iterated.
Part (3c). By Itô's formula,
Since df (Y k ) ∈ B V,0 , the expectations of the stochastic integrals with respect to the Brownian motions vanish. Since Lf ∈ B V,0 by part (3), Lf (y r ) is bounded in L 2 . It follows that the function r → ELf (y r ) is continuous,
and we obtain Kolmogorov's backward equation, ∂ ∂s P s f = P s (Lf ). Since P s f ∈ B V,2 , we apply the above argument to P s f , and take t to zero in Pt(Psf )−Psf t and obtain that ∂ ∂s P s f = L(P s f ). This leads to the required statement LP s f = P s Lf . Part (4) . For higher order derivatives of Φ t we simply iterate the above procedure and note that the linear terms in the equation for
are always of the same form.
Remark 6.3 With the assumption of part (3), we can show that for all integer
If we assume the additional conditions that
the conclusion of the remark follows more easily. With the assumptions of part (5) we need to work a bit more which we illustrate below. Let U t = ∇dΦ t (w, v). Instead of writing down all term in |U t | p we classify the terms in |U t | p into two classes: those involving U t and those not. For the first class we must assume that they are bounded by cṼ for some c. For the second class we may use induction and hence it is sufficient to assume that they belong to B V,0 . The terms that involving U t are:
The essential identity to use is:
We do not need to assume that the second order derivatives |∇ (2) Y k ||Y k | ≤ cṼ , it is sufficient to assume that for |∇Y k | 2 and ∇Z for all k = 1, . . . , m. With a bit of care, we check that only one sided derivatives of Z are involved.
For example we can convert it to the p = 2 case,
By the first term p 2 |U t | p−2 d|U t | p we mean that in place of d|U t | p plug in all terms on the right hand side of the equation for d|U t | 2 , after formally converting the integrals to Itô form. By d|U t | 2 we mean the bracket of the martingale term on the right hand side of d|U t | 2 . It is now easy to check that in all the terms that involving U t , higher order derivatives of Y k does not appear, except in the form of |U t | p−2 ∇ Ut Z, U t .
Remark 6.4 Assume the SDE is complete. If there exists
Then for all p ≥ 1, there exists a constant C(t, p) such that
and the statements in Theorem 6.2 hold for r ≤ 4.
Lemma 6.5 Assume Assumption 6.1 and
Then there exist constants q 1 , q 2 ≥ 1, c 1 and c 2 depending on t and f and locally bounded in t, also functions γ i ∈ B V,0 , λ qi polynomials, such that for s ≤ t,
Proof Denote y t = Φ t (y 0 ), the solution to (6.1). Then for f ∈ C 2 ,
yr dr is finite and the last term vanishes.
By the assumption, we see easily that
) and the first conclusion holds. We repeat this procedure for f ∈ C 4 to obtain:
The last term also vanishes, as every term in L Y k Lf belongs to B V,0 . Indeed
This gives, for all f ∈ B V,4 ,
Consequently, there exist a constant c 2 (t) s.t.
completing the proof for f ∈ B V,2 and B V,4 . Next suppose that f ∈ BC 2 . By Lemma 6.1, |Lf | ≤ |f | 2,∞ F 1 and |L 2 f | ≤ |f | 4,∞ F 2 where F 1 , F 2 ∈ B V,0 and do not depend on f . We iterate the argument above to complete the proof for f ∈ BC 4 .
Rate of Convergence
If L 0 has a unique invariant probability measure π and
. . , m} be the entries in a square root of the matrix (α i β j ). They satisfy 
where {B k t } are independent one dimensional Brownian motions. Let
The results from section 6 apply. 
We emphasize the following: (1), (2') and (4) (5) , (2) (4) is satisfied.
Let P ǫ t be the probability semigroup associated with (y ǫ t ) and P t the Markov semigroup forL. Recall that |f | r,∞ = r j=1 |∇ (j−1) df | ∞ . We recall that operator L 0 on a compact manifold G satisfying strong Hörmander's condition has an exponential mixing rate, so L 0 satisfy Assumption 2.1. 
where γ 2 is a function in B V,0 that does not depend on f and C(T ) are constants increasing in T .
Proof
Step 1. To obtain optimal estimates we work on intervals whose sizes are of order ǫ, c.f. Lemma 2.4. Let t 0 = 0 < t 1 < · · · < t N = T be a partition of [0, T ] with
We define
Since f ∈ B V,4 , we apply Lemma 6.5 and obtain the desired estimate on the second term:
is a constant and λ q2 a polynomial. Let K, q be constants such that λ q2 (V ) ≤ K +KV q . We apply (7.2) from Assumption7.1 to see that for some constant C q (T ) depending on λ q2 (V ),
If f belongs to BC 4 , by Lemma 6.5, there exists a function F ∈ B V,0 , independent of f s.t.
The rest of the proof is just as for the case of f ∈ B V,4 .
Step 2. Let 0 ≤ s < t. By part (3) of Theorem 6.2,LP t f = P tL f for any t > 0 and P T −t kL f =LP T −t k f . We will approximate P T −t k−1L f by P T −t kL f and estimate the error
By Lemma 6.1, Lf ∈ B V,2 , and we may apply Lemma 6.5 toLf . We have,
Recall that λ q1 (V ) ∈ B V,0 . Summing over k and take the expectation of the above inequality we obtain that
. By Lemma 6.5 ,
there exist constant C(T ) and a function γ 1 ∈ B V,0 , independent of f , s.t.
Step 3. If f ∈ B V,4 , by Theorem 6.2, P t f ∈ B V,4 for any t. Since α k ∈ N ⊥ ∩ C 3 , we may apply Lemma 3.1 to P T −t k f and obtain the following formula for D ǫ k .
, which follows the same argument as for Lemma 6.1. In particular, for each 0 < ǫ ≤ ǫ 0 ,
The expectation of the martingale term in the above formula vanishes. For j = 1, . . . , m and k = 1, . . . , N , let
Step 4. We recall thatLP
Furthermore by Assumption 2.1, the (z ǫ t ) diffusion has exponential mixing rate. We apply Corollary 4.3 to each function of the form L Yi L Yj P T −t k f and take h = α i β j There exist a constantc and a function γ i,j,,k,ǫ ∈ B V,0 such that
where denoting
i,j and its first two derivatives are bounded by a function in B V,0 which depends on f only through
, for some p. Thus there are numbers c, q such that for all k, max i,j |γ i,j,k,ǫ | ≤ c + cV q , for some c, q. Since
7) for some constant C(T ) and some functionγ in B V,0 . If f ∈ BC 4 , it is easy to see that there is a function g ∈ B V,0 , not depending on f , s.t. max i,j,k Eγ i,j,k,ǫ (y
Step 5. Finally, by Lemma 7.4 below, for ǫ ≤ s ≤ t ≤ T and f ∈ B V,3 , there is a constant C and functionγ ∈ B V,0 , depending on T, f s.t. for 0 ≤ s < t ≤ T , 3 , estimate (7.8) holds also with f replaced by dP T −t k f (Y j ), and we have:
Since β j are bounded and by Theorem 6.2 dP T −t k f is bounded by a function in B V,0 that does not depend on k, for ǫ ≤ ǫ 0 , each term E|A ǫ jk | is bounded by a function in B V,0 and sup 0<ǫ≤ǫ0 |EA ǫ jk | is of order ǫγ(y 0 ) for some functionγ ∈ B V,0 . We ignore a finite number of terms in the summation. In particular we will not need to worry about the terms with k = 1. Since the sum over k involves O( Hereγ ∈ B V,0 and may depend on f . The case of f ∈ BC 4 can be treated similarly. The estimate is of the formγ(ǫ) = (1 + |f | 4,∞ )γ 0 where γ 0 ∈ B V,0 does not depend on f . We putting together (7.3), (7.5), (7.7) and (7.10)to see that if f ∈ B V,4 ,
where γ ∈ B V,0 . If f ∈ BC 4 , collecting the estimates together, we see that there is a constant C(T ) s.t.
whereγ is a function in B V,0 that does not depend on f . By induction the finite dimensional distributions converge and hence the required weak convergence. The proof is complete.
Lemma 7.3 Assume that (2.1) are complete for all
(1) L 0 is a regularity improving Fredholm operator on a compact manifold G, ) is the highly oscillating term, we expect that averaging in the oscillation in β l gains an ǫ in the estimation. We first split the sums: whereγ l is a function in B V,0 , depending on T . Thus for s ′ < s < t,
Let us split the first term on the right hand side of (7.12). Denoting s ′ = s − ) .
The first term on the right hand side is estimated by (7.13) . To the second term we take the supremum norm of β l and use Lemma 7. coordinates, all transitions functions have bounded derivatives of all order. That f is bounded in C k can be formulated as below: for any canonical coordinates and for any integer k, |∂ λ f | is bounded for any multi-index λ up to order k. The following types of manifolds have bounded geometry: Lie groups, homogeneous spaces with invariant metrics, Riemannian covering spaces of compact manifolds.
In the lemma below we deduce from the convergence rate of P ǫ to P in the (C k ) 1 C ≤ V (x, r) V (y, r) ≤ C, x, y ∈ M, r ∈ (0, 4δ).
Let y ∈ M be a fixed point that belongs to N balls of the form B xi ( depends only on the dimension of the manifold.
Let us take a C k smooth partition of unity {α i , i ∈ Λ} that is subordinated to {B xi (2δ)}: 1 = i∈Λ φ i , φ i ≥ 0, φ i is supported in B xi (2δ), and for any point x there are only a finite number of non-zero summands in i∈Λ α i (x). The partition of unity satisfies the additional property: It is crucial to note that there are at most N non-zero terms in the summation. By the assumption, for each i,
By construction, sup i |α i | C k is bounded. There is a constant c ′ that depends only on the partition of unity, such that
Similarly for the second summation, we work with the representatives of f i ,
