An oscillation of a solution to a nonlinear integral equation  by Foltyńska, Izabela
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 126, 11&115 ( 1987) 
An Oscillation of a Solution to a 
Nonlinear Integral Equation 
IZABELA FOLTY~KA 
Institute of Mathematics, Technical University of Poznari, 
61-138 Poznari, Poland 
Submitted by Charles L. Dolph 
Received November 25, 1985 
In [ 1 ] it has been shown that each bounded solution to the equation 
x(t)-j~K(t,s)X~(s)dS=f(t,X(t)) 
10 
(1) 
has at least one zero point for t 3 t,. In (1) the functions 
f:(to,co)xR+R, K:(to,x)‘+R 
are continuous, K(t, s) > 0 for t > s > t , 0 and K( t, s) < K(r, s) for t > Y, 
a = m/n, m, n = 1, 3, 5 ,.... 
In this paper we shall consider a more general equation of the form 
x(t) - [’ K(t, s) g(h)) h =f(t, x(t)) (2) 0 
where f: (0, 00) x R -+ R, K: (0, 00)~ + R, g: (0, co) -+ R are continuous 
functions and K(t, s) > 0 for t 3 s > 0. 
A solution x(t) to (2) defined on the [0, co) is called a regular solution if 
sup{~x(t)~:r<t<co}>Oforz~[O,c0). 
We shall consider only regular solutions. A regular solution to (2) is 
called oscillatory on the interval [0, ax), if there is an infinite sequence of 
points ti, such that x(t,) = 0 and lim, _ o. t, = CC. 
A solution x(t) to (2) is called non-oscillatory on the interval [0, co) if 
x(t)#O for t>O. 
A solution x(t) to (2) is called bounded, if there is a constant c such that 
Ix(t)1 bc for t>O. 
A solution x(t) to (2) is tending to zero, if lim, j a x(t) = 0. 
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Let us introduce the following assumptions: 
xf(4 x) > 0 for x#O 
f(t, 0) = 0 for x#O 
f(t9 x1) <.f(t, x2) if x, <x2 
If(t,x’)-f(t,x”)I <NIX’-x”l 
Ig(~,)-g(~,)l~~l~*-~,l 
g(u) B u 
K(t, s) Q K(r, 3) for t > r. 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
Under these assumptions we have the following theorem. 
THEOREM. Let assumptions (3)-(8) hold. A bounded solution to (2) is 
oscillatory if and only if 
lim ’ 
I 
K(t, s) ds= 00 for tat,>0 
f-x 10 
and the function 
h(t)=[OK(t,s)ds 
0 
is bounded for each fixed o > 0. 
Proof of sufficiency. Suppose that a solution x(t) to (2) is non- 
oscillatory and that x(t) > 0 for t > to 3 0. From boundedness it follows 
that 
c>x(t)=f(t, x(t))+ jkt, s) g(x(s))ds 
0 
=f(tt x(t)) + J; K(t, s) Ax(s)) ds+ j-1 K(t, 3) Ax(s)) ds 
~f(t,x(t))+Lj’aK(t.s)ds+~‘K(t,s)g(x(s))ds 
0 10 
3 LX+ j’ K(t, s) g(x(s)) ds> Jr K(t, s) g(x(s)) ds 
10 10 
where L=inf,.Co,,,,, Ig(x)l, KbIh(t)l=j;K(t,s)ds, and f(t,x(t))>O as 
x(t) > 0. Hence, 
g(x(t)) 2 j’ Nt, s) g(x(s)) ds 10 
(9) 
because g(x(s)) 2 x(s). 
409/126/l-8 
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Multiplying both sides of (9) by 
at, s) 
and integrating it over [It,, t) we obtain 
s 
r K(t, $1 g(x(s)) ds 
2 to ST0 K(s, 0) g(x(u)) du i ’ K(t, s) ds. ro 
Since K(t, s) is a nonincreasing function of t, then 
s ’ K(t, s)MS)) ds11 ST0 K(t,~1 Mu)) du > k(t,s)ds I 11 
for tr>t,>Oand 
The left side of (10) is finite, when t -+ co and, by assumption, the right 
side is divergent. Thus, we get a contradiction and we have proved that a 
bounded solution to (2) is oscillatory for t > to 3 0. 
Proof of necessity. If the condition 
lim ’ 
i 
K(t,s)ds=K<co 
r-cc 0 
holds, then Eq. (2) has a bounded non-oscillatory solution. 
We shall prove the existence of a bounded continuous solution by the 
method of successive approximation. Let us consider a sequence {x,(t) } of 
solutions defined in the following way: 
x,(t) = 1 for te (0, co) 
xl(t) =f(t, xo) + j-i K(t, s) &o(s)) ds 
xn(t)=f(t, xn-,(t))+/‘K(t, $1 &n--,(s)) ds for n 3 1. 
0 
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The elements of the sequence {x,Jt)} may be estimated. By induction we 
have 
x,(r) =f(c x,(t)) + jf K(c s) s(xo(s)) ds 
0 
>f(t, 1) + j’ K(t, s) g(1) ds > K ast+cc 
0 
x,(f) =f(4 xn- ,(t)) + j; K(t, s) g(x, ,b)) ds 
~f(t,K”-‘)+j’K(t,s)K”~‘ds~K”. 
0 
Therefore the elements of the sequence are non-oscillatory. The sequence 
(K” I,“= , is a geometrical numerical sequence. 
Now we shall show that there is a limit x(t) of the sequence {xJt)>, i.e., 
X(t)=lim,,, x,(t) for CE [to, cc), and that this limit x(t) satisfies Eq. (2). 
To show the existence of the limit .x(t) of the sequence {x,Jt)> it is 
enough to prove the convergence of the series 
x,(t)+[x,(t)-xx,(t)]+[x,(t)--.u,(t)]+ ... +[x,,(t)--x,,-,(t)]+ “‘. 
(11) 
We estimate the absolute values of terms of the series 
Ix,(t)--o(t)l= fll,xo(,))+j:K(i,I)g(xo(S))d~-xol 
<If(t,x,,(t))--x,1+ j’KW)g(l)d~ 
0 
<If(t, 1)1+ g(l)j’K(r,s)ds <N+LK=M. 
0 
For a sufficiently large t, L = g( 1) 3 1: 
Ix,(t)--x,(t)1 = f(c x,1 -f(h xo) + j; MC 3) dx,(s)) ds 
- ; K(t, s) g(xo(s)) ds s 
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G If(4 x, 1 -AC x0)1 + j’ at, $1 dx,(s)) dJ 
0 
- 
I 
’ at, $1 S(X”(S)) ds 
0 
<NIX,(~) - x,(t)1 + j-’ K(t> s)Cg(xlb)) - s(xob))l ds 0 
< NIX,(~) -x,(t)1 + j’ K(t, s) Plx,(s) - x&)l ds 
0 
,<NM+KMP=M[N+PK] XS?+CG. 
Ix,(t)-x,-,(t)1 dM[N+PK]"-' as t+co. 
The absolute value of each element of the series (11) is smaller than or 
equal to the adequate element of the numerical series with positive 
elements 
M+M[N+PK]+M[N+PK]*+ ... +M[N+PK]"--'+ .... 
It is a geometrical series and its quotient is q = N + PK. If N + PK < 1 then 
the numerical series is convergent. Hence on the basis of Weierstrass’s 
criterion the series ( 11) is uniformly convergent if N + PK < 1. 
Thus, if N + PK < 1 there is a limit x(t) = lim, _ rx, x,(t). The limit x(t) is 
a continuous function in t since every element of series (11) is a continuous 
function. To prove, that the limit x(t) satisfies Eq. (2) we note, that from 
the uniform continuity of the functionf(t, x(t)) it follows, that for arbitrary 
E > 0 and for sufftciently large n 
If (t2 x, l(f)) -f(c x(t))1 <E. 
Furthermore, 
x,(t) -AL x(t)) - j-’ K(h s) g(x(s)) ds 0 
d If(c x,p ,(t)) -At, x(t))1 + j; K(t, s)Cg(x,~ L(s)) - gW))l ds 
I(s)-x(s)I ds 
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Taking the limit as n + cc we get 
x(t) -A4 x(t)) - 1’ K(t, s) g(x(s)) ds GE. 
0 
From the arbitrariness of E it follows that x(t) is the solution of the integral 
equation (2). 
The proof of the theorem in the case x(t) < 0 is analogous. 
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