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Homoclinic tangencies and hyperbolicity
for surface diffeomorphisms
By Enrique R. Pujals and Mart´ın Sambarino*
Abstract
We prove here that in the complement of the closure of the hyperbolic
surface diffeomorphisms, the ones exhibiting a homoclinic tangency are C1
dense. This represents a step towards the global understanding of dynamics of
surface diffeomorphisms.
1. Introduction
A long-time goal in the theory of dynamical systems is to describe the
dynamics of “big sets” (generic or residual, dense, etc.) in the space of all
dynamical systems. It was thought in the sixties that this could be realized by
the stable ones, say on compact smooth manifolds without boundary M : the
set of the structurally stable dynamical systems would form an open and dense
subset of all dynamics, endowed with the Cr topology, for some r ≥ 1, where
a system is said to be structurally stable if all nearby ones are conjugate to it
through a homeomorphism of the ambient manifold. Nevertheless, examples
by Smale [S1] and others showed that this was in fact impossible: there are
open sets in the space of diffeomorphisms formed by systems which are not
structurally stable. In fact, even Ω-stable systems are not dense ([AS]). Here
Ω stands for the nonwandering set of the dynamics and Ω-stability for stability
restricted to the nonwandering set.
The important case of surface diffeomorphisms was not included in such
counter-examples. By the end of the sixties, even Ω-stable diffeomorphisms
on surfaces were shown not to be dense in the Cr topology with r ≥ 2 (the
case r = 1 is still an open problem). This has been done through very original
examples of Newhouse (see [N1], [N2], [N3]). In fact, he proved that the un-
folding of a homoclinic tangency leads to very rich dynamics: residual subsets
∗The first author was partially supported by UFRJ/FAPERJ-Brazil and CNPq/PRONEX-Dyn.
Syst. The second author was partially supported by IMPA/CNPq-Brazil, CNPq/PRONEX Dyn.
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of open sets of diffeomorphisms whose elements display infinitely many sinks.
In subsequent decades, other fundamental dynamic prototypes were found in
this context, namely the so-called He´non-like strange attractor ([BC], [MV]),
and even infinitely many coexisting ones [C]. Even before these last results,
Palis ([PT], [P1]) was already conjecturing that the presence of a homoclinic
bifurcation (homoclinic tangency in the case of surfaces) is a very common
phenomenon in the complement of the closure of the Ω-stable ones (or hyper-
bolic ones). In fact, if the conjecture is proved to be true, then homoclinic
bifurcation would certainly play a central role in the global understanding of
the space of dynamics, for it would imply that each of these bifurcation phe-
nomena is dense in the complement of the closure of the Ω-stable ones. More
precisely, the conjecture is:
Conjecture (Palis). Every f ∈ Diffr(M), r ≥ 1, can be Cr-approximated
by a diffeomorphism exhibiting a homoclinic bifurcation or by one which is
(essentially) hyperbolic.
Here, hyperbolic means a diffeomorphism such that its limit set is hy-
perbolic, and essentially hyperbolic refers to a diffeomorphism having finitely
many hyperbolic attractors whose basin of attraction covers a set of total
probability (Lebesgue). When M is a surface we can replace, in the above
conjecture, the term “homoclinic bifurcation” by “homoclinic tangency.” The
aim of this work is to prove this conjecture in case M is a surface and r = 1.
Theorem A. Let M2 be a two dimensional compact manifold and let
f ∈ Diff1(M2). Then, f can be C1-approximated by a diffeomorphism exhibiting
a homoclinic tangency or by an Axiom A diffeomorphism.
We recall that the stable and unstable sets
W s(p, f) = {y ∈M : dist(fn(y), fn(p))→ 0 as n→∞},
W u(p, f) = {y ∈M : dist(fn(y), fn(p))→ 0 as n→ −∞}
are Cr-injectively immersed submanifolds when p is a hyperbolic periodic point
of f . A point of intersection of these manifolds is called a homoclinic point. We
say that a diffeomorphism exhibits a homoclinic tangency if for some hyperbolic
periodic point of it, the manifolds defined above are tangent at some point.
Also, a set Λ is called hyperbolic for f if it is compact, f -invariant and the
tangent bundle TΛM can be decomposed as TΛM = E
s ⊕ Eu invariant under
Df and there exist C > 0 and 0 < λ < 1 such that
‖Dfn/Es(x)‖ ≤ Cλ
n
and
‖Df−n/Eu(x)‖ ≤ Cλ
n
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for all x ∈ Λ and for every positive integer n. Moreover, a diffeomorphism
is called Axiom A, if the nonwandering set is hyperbolic and if it is the clo-
sure of the periodic points. For the nice dynamic properties of an Axiom A
diffeomorphism we refer to [B] and [Sh].
Let us discuss some consequences of Theorem A. In his improved version
of a result by Birkhoff, Smale [S2] showed that in the presence of a transversal
homoclinic orbit (the stable and unstable manifolds meet transversally at some
point) there exist very rich and highly developed forms of recurrence (i.e. non-
trivial hyperbolic sets). Thus, a natural question is if such a phenomenon is
common or abundant in the complement of the closure of the “simple” systems,
i.e. Morse-Smale systems, defined precisely by having a “simple” nonwandering
set, formed by only finitely many orbits, all of them periodic and hyperbolic
and having all their stable and unstable manifolds transverse to each other.
Moreover, it is well known that Morse-Smale diffeomorphisms always have zero
entropy, but it is not known whether a diffeomorphism having zero entropy can
be approximated by a Morse-Smale one. Indeed, it is an old question whether
the set of diffeomorphisms having zero entropy is contained in the closure of
the Morse-Smale ones. We can give a positive answer to the first question and
a partial one to the last one for surface diffeomorphisms in the C1 topology:
Corollary. Let M-S be the set of Morse-Smale diffeomorphisms, and
denote by Cl(M-S) its closure and consider U = Diff1(M2) − Cl(M-S). Then,
there exists an open and dense set R in U such that every f ∈ R has a transver-
sal homoclinic orbit. In particular, the closure of the interior of the set formed
by the diffeomorphisms having zero entropy, is equal to Cl(M-S).
This corollary follows immediately from Theorem A. In fact, since the set
of diffeomorphisms having a transversal homoclinic orbit is open and dense
in the set of those having homoclinic orbits, we only have to prove that in
the complement of the closure of the Morse-Smale dynamical systems, there
exists a dense subset exhibiting a homoclinic orbit. In other words, if a dif-
feomorphism f cannot be approximated by a Morse-Smale one, then it can be
approximated by one having a homoclinic orbit. Thus, assume that f is not
approximated by a Morse-Smale diffeomorphism. By Theorem A, such a dif-
feomorphism can be approximated by one having a homoclinic tangency (and
the result holds) or by an Axiom A one. Then, if f is approximated by Axiom
A diffeomorphisms, and since no one of these is approximated by Morse-Smale
ones, they must have homoclinic orbits. The second part of the corollary fol-
lows from the fact that a diffeomorphism having a transversal homoclinic orbit
always has nonzero entropy.
Concerning the proof of Theorem A, we will show that if a diffeomorphism
f cannot be approximated by a diffeomorphism having a homoclinic tangency,
then it can be approximated by an Axiom A one. This will be done in two
964 ENRIQUE R. PUJALS AND MART´ıN SAMBARINO
steps: first, using arguments developed by Man˜e´ in the proof of the stability
conjecture [M1], we will show that it is possible to find a continuous splitting
with certain special properties on “almost” the whole nonwandering set of g,
for g in some dense open subset of a neighborhood of f . Secondly, we will find
g near f having this continuous splitting hyperbolic.
Let us be more precise. An f -invariant set Λ is said to have a dominated
splitting if we can decompose its tangent bundle in two invariant subbundles
TΛM = E ⊕ F, such that there exist C > 0 and 0 < λ < 1 with the following
property:
‖Dfn/E(x)‖‖Df
−n
/F (fn(x))‖ ≤ Cλ
n, for all x ∈ Λ, n ≥ 0.
If f cannot be approximated by a diffeomorphism having a homoclinic tan-
gency, we will prove that the angle between the stable and unstable subspaces
of every hyperbolic periodic point for every g near f is bounded away from
zero, and this implies the existence of a dominated splitting on the nonwan-
dering set of g. Unfortunately, we cannot expect to proceed with the same
arguments as in the proof of the stability conjecture, which consists in show-
ing that, if the decomposition is not hyperbolic, we can perturb the map to find
a nonhyperbolic periodic point. This is a contradiction because in a neighbor-
hood of a stable diffeomorphism all periodic points are hyperbolic. In our case,
dominated splitting can coexist with nonhyperbolic periodic points, and we do
not know whether in a neighborhood of f there is or is not a dense subset of
diffeomorphisms having a nonhyperbolic periodic point. Thus, we shall pur-
sue a different argument: we will find g near f with a certain property which
implies that the dominated splitting is hyperbolic. Surprisingly, this “special”
property turns out to be smoothness (together with other well-known generic
properties). In fact, inspired by a result of Man˜e´ in one dimensional dynamics
[M2], we have the following theorem:
Theorem B. Let f be a C2-diffeomorphism on a compact surface, Λ a
compact f -invariant set having a dominated splitting T/ΛM = E ⊕ F. Assume
that all the periodic points in Λ are hyperbolic of saddle type. Then Λ = Λ1∪Λ2,
where Λ1 is hyperbolic and Λ2 consists of a finite union of periodic simple closed
curves C1, . . . Cn, normally hyperbolic and such that f
mi : Ci → Ci is conjugated
to an irrational rotation (mi denotes the period of Ci).
We observe that a weaker version of Theorem B appeared in [A]. However,
not only certain parts of the proof are unclear to us, but also it is not useful in
our context. For this reason, we had to improve considerably the arguments
in [M2], in order to work in the two dimensional case. We also want to point
out that Man˜e´ orally announced in the late eighties that he and Araujo had
proved Palis’s conjecture in the C1 topology. Nevertheless, this has never been
shown and our paper aims to provide a proof of it.
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The proof of Theorem A is presented in Section 2 if we assume Theorem B.
We then show that Theorem B is true in Section 3.
Acknowledgments. This is the second author’s thesis at IMPA under the
guidance of Jacob Palis. We are very grateful to him for many valuable com-
mentaries and for all his encouragement. Also, to Marcelo Viana for many
useful conversations.
2. Proof of Theorem A
As mentioned in the introduction, let M be a smooth compact surface
endowed with some Riemannian metric and let Diff1(M) be the set of C1 dif-
feomorphisms of M endowed with the C1 uniform topology. In this section,
we shall prove Theorem A assuming that Theorem B is true. So, for any
f ∈ Diff1(M) we shall show that either f can be approximated by a diffeomor-
phism exhibiting a homoclinic tangency or by an Axiom A one.
Let E,F be two subspaces of R2, R2 = E ⊕F. The angle(E,F ) is defined
as the norm of the operator L : E → E⊥ such that
F = graph(L) = {u+ Lu : u ∈ E}.
For f ∈ Diff1(M), denote by Perh(f) the set of hyperbolic periodic points
of saddle type of f. Moreover, let Esp(f), E
u
p (f) be the stable and unstable
subspaces of a hyperbolic periodic point of f.
Lemma 2.0.1. Let f ∈ Diff1(M) and assume that there exist γ > 0 and
a neighborhood U(f) of f such that for every g ∈ U(f) and every p ∈ Perh(g),
angle(Esp(g), E
u
p (g)) > γ
holds. Then, the closure Cl(Perh(f)) has a dominated splitting.
The proof will be given in subsection 2.1.
For f ∈ Diff1(M), denote by P0(f) the set of sinks of f and by F0(f) the
set of sources. Let Ω(f) be the nonwandering set and define
Ω0(f) = Ω(f)− (P0(f) ∪ F0(f)).
Notice that Ω0(f) is compact.
Let U be the complement of the closure of the diffeomorphisms exhibiting
a homoclinic tangency, i.e.,
U = Diff1(M)− Cl({f ∈ Diff1(M) : f exhibits a homoclinic tangency}).
Now, we have:
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Lemma 2.0.2. There exists U1 ⊂ U which is open and dense in U such
that, for every g ∈ U1, Ω0(g) has a dominated splitting.
The proof will be given in subsection 2.2.
Now, we can conclude the proof of Theorem A. Let f ∈ Diff1(M) be
any diffeomorphism. We must show that it can be C1-approximated by a
diffeomorphism exhibiting a homoclinic tangency or by one which is Axiom
A. Let us assume that f cannot be C1-approximated by a diffeomorphism
exhibiting a homoclinic tangency. Then f ∈ U .We can take a C2 Kupka-Smale
diffeomorphism g (i.e., each periodic point is hyperbolic and all stable and
unstable manifolds are in general position) arbitrarily close to f and such that
g ∈ U1 (such diffeomorphisms form a residual subset of Diff
r(M), for all r ≥ 1
[K], [S3]). Thus, by the previous lemma, Ω0(g) has a dominated splitting.
Moreover, the periodic points of g in Ω0(g) are hyperbolic of saddle type.
By Theorem B, Ω0(g) is the union of a hyperbolic set and a finite union
of normally hyperbolic periodic curves conjugated to an irrational rotation.
Since the existence of such curves is not generic (even in the C2 topology), and
U1 is open, we can assume that g does not have such invariant curves.
Thus, Ω0(g) is hyperbolic. We want to show that Ω(g) is also hyperbolic.
Since Ω(g) = Ω0(g)∪P0(g)∪F0(g), we only need to show that the set of sinks
is a finite set and so is the set of sources.
Assume that #P0(g) = ∞. Notice that Cl(P0(g)) − P0(g) is contained in
Ω0(g) which is hyperbolic. Moreover, there exists a neighborhood U of Ω0(g)
such that the maximal invariant set in this neighborhood is hyperbolic. Since
Cl(P0(g))−P0(g) is contained in Ω0(g), we conclude that all the sinks (except,
perhaps, a finite number of them) are contained in U, a contradiction to the
hyperbolicity of the maximal invariant subset of U. Thus, #P0(g) is finite. The
same arguments apply to F0(g).
We conclude then that Ω(g) is hyperbolic. As g is Kupka-Smale andM has
dimension two, it is not difficult to see that g is an Axiom A diffeomorphism.
In fact, since Ω(g) is hyperbolic, the limit set L(f) is hyperbolic. By a result of
Newhouse [N4], the periodic points are dense in L(f) and we can do a spectral
decomposition of L(f). To prove that Ω(f) = L(f) we only have to check the
no-cycle condition on L(f). Since M has dimension two, a cycle can only be
formed by basic sets of saddle type (or index one). From the fact that g is a
Kupka-Smale diffeomorphism we can conclude that all the intersections of this
cycle are transversal. Finally, the last two assertions imply that the cycle does
not exist. This completes the proof of Theorem A.
2.1. Proof of Lemma 2.0.1. First we need the next lemma due to Franks.
The version we shall use here is slightly more general but the proof in [F] can
be easily extended to include this statement.
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Lemma 2.1.1. Let f ∈ Diff1(M) and let U(f) be any neighborhood
of f. Then, there exist ε > 0 and U0(f) ⊂ U(f) such that given g ∈ U0(f),
a finite set {x1, . . . , xN}, a neighborhood U of {x1, . . . , xN} and linear maps
Li : TxiM → Tg(xi)M such that ‖Li − Dxig‖ ≤ ε for all 1 ≤ i ≤ N, then
there exists g˜ ∈ U(f) such that g˜(x) = g(x) if x ∈ {x1, . . . , xN} ∪M − U and
Dxi g˜ = Li for all 1 ≤ i ≤ N.
Now, let U(f) be a neighborhood as in the statement of Lemma 2.0.1 and
let ε > 0 and U0(f) be as in the previous lemma.
We claim that there exists δ > 0 such that for every p ∈ Perh(g), g ∈ U0(f)
we have either
|λp| < (1− δ)
n
or
|σp| > (1 + δ)
n
where λp and σp are the eigenvalues of Dg
n : TpM → TpM (n is the period of
p), |λp| < 1 < |σp|.
Let C = sup{‖Dg‖ : g ∈ U0(f)} and consider ε
′ < εC .
To prove this claim, let us observe first that there exists β0 = β0(ε
′), 0 <
β0 < 1, such that for every β
′, β′′ < β0 and for every vector u, v ∈ TxM such
that angle(u, v) > γ then, if we take T : TxM → TxM satisfying
T/<u> = (1− β
′)Id, T/<v> = (1 + β
′′)Id
we have that
‖T − Id‖ <
ε′
2
.
Assume that the claim is not true. Then, there exists a sequence δm → 0,
gm ∈ U0 and pm ∈ Perh(gm) of period nm such that
(1− δm)
nm < |λpm | < 1
and
1 < |σpm| < (1 + δm)
nm .
For simplicity, assume that λpm and σpm are positive. Take m big enough
such that δm < β0, and set p = pm, n = nm, g = gm to simplify the notation.
Let β′ = 1 − λ
1
n
p and β′′ = σ
1
n
p − 1. For every 0 ≤ i ≤ n − 1 define
Ti : Tgi(p)M → Tgi(p)M in such a way that
Ti/Es
gi(p)
= (1− β′)Id
and
Ti/Eu
gi(p)
= (1 + β′′)Id.
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Moreover, take two vectors u0, v0 ∈ TpM, angle(u0, v0) < γ, and β1 > 0 and
define S : TpM → TpM such that
S/〈u0〉 = (1− β1)Id, S/〈v0〉 = (1 + β1)Id.
Observe that, if β1 is small enough, ‖S − Id‖‖T0‖ <
ε′
2 .
Now, for 0 ≤ i ≤ n− 2 define
Li : Tgi(p)M → Tgi+1(p)M by Li = Ti+1 ◦Dggi(p)
and
Ln−1 = S ◦ T0 ◦Dggn−1(p).
Notice that
‖Li −Dggi(p)‖ < ε for all i = 0, 1, . . . n− 1.
In fact, for 0 ≤ i ≤ n− 2,
‖Li −Dggi(p)‖ = ‖Ti+1 ◦Dggi(p) −Dggi(p)‖
≤ ‖Ti+1 − Id‖‖Dggi(p)‖ <
ε′
2
C < ε
and
‖Ln−1 −Dggn−1(p)‖ = ‖S ◦ T0 ◦Dggn−1(p) −Dggn−1(p)‖
≤ ‖S ◦ T0 − Id‖‖Dggn−1(p)‖
≤
(
‖S − Id‖‖T0‖+ ‖T0 − Id‖
)
C <
ε
2
+
ε
2
= ε.
Then, by Lemma 2.1.1, there exists g˜ ∈ U(f) such that p ∈ Per(g˜) and
Dg˜g˜i(p) = Li. Since Dg˜
n
p = Ln−1 ◦ · · · ◦L0 = S, p ∈ Perh(g˜). Moreover E
s
p(g˜) =
〈u0〉, E
u
p (g˜) = 〈v0〉 and so
angle(Esp(g˜), E
u
p (g˜)) < γ,
a contradiction. This proves our claim.
For the rest of the proof we follow [M3]. To show the existence of a dom-
inated splitting on Cl(Perh(f)), it is enough to prove that the decomposition
in stable and unstable spaces of the periodic points on Perh(f) is a dominated
splitting, due to the fact that this dominated splitting can be easily extended
to the closure having the same property.
Let us prove then, the dominated splitting on Perh(f). Observe that it
is enough to show the existence of a positive integer m1 such that for every
p ∈ Perh(f) there exists 1 ≤ m ≤ m1 such that
‖Dfm/Esp‖‖Df
−m
/Eu
fm(p)
‖ <
1
2
.
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Arguing by contradiction, assume that such m1 does not exist. Then, we can
find a sequence pn ∈ Perh(f) satisfying
‖Dfm/Espn
‖‖Df−m/Eu
fm(pn)
‖ ≥
1
2
for every 0 < m ≤ n. Due to our claim the periods of the periodic points
pn must be unbounded. Otherwise, if the periods of pn are bounded, we can
assume (taking a subsequence if necessary) that all have the same period m0,
and pn converges to a periodic point p of period at most m0. Observe that
the point could not be hyperbolic, but has two real eigenvalues, one of them
having modulus different from 1. Moreover, we can assume that Espn converges
to an invariant space Ep and E
u
pn converges to an invariant space F (which is
necessarily different from E). Then, for all m ≥ 0,
‖Dfm/Ep‖‖Df
−m
/Ffm(p)
‖ ≥
1
2
;
but this is impossible since one eigenvalue is different from 1. Thus, the periods
of pn are unbounded.
We can assume without loss of generality that for every pn we have
λn < (1 − δ)
mn , where mn is the period of pn. Now, take ε0 > 0 satisfying
(2ε0 + ε
2
0)C ≤ ε, ε1 > 0, and m such that
(1 + ε1)(1− δ) < 1,
ε1 ≤
γ
1 + γ
ε0
and
(1 + ε1)
m ≥ 4 +
2
γ
.
Since the periods of the periodic points are unbounded, we can choose pn such
that mn > m. Set p = pn and n0 = mn. Take v ∈ E
u
p and w ∈ E
s
p with
‖v‖ = ‖w‖ = 1. Hence
1
2
‖Dfmv‖ ≤ ‖Dfmw‖.
Take a linear map L : Eup → E
s
p satisfying
Lv = ε1w and ‖L‖ = ε1.
Define L˜ : Eup → E
s
p by
L˜ = (1 + ε1)
n0(Dfn0/Esp
) ◦ L ◦Df−n0/Eup
.
Observe that
‖L˜‖ ≤ (1 + ε1)
n0(1− δ)n0‖L‖ ≤ ε1.
Define
G = {u+ Lu : u ∈ Eup}
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and
G˜ = {u+ L˜u : u ∈ Eup}
and take linear maps P, S from TpM to itself such that
P/Esp = 0,
(Id + P ).Eup = G,
S/Esp = 0
and
(Id + S).G˜ = Eup .
It is possible to choose these maps satisfying (see Lemma II.10 of [M3])
‖P‖ ≤
1 + γ
γ
‖L‖ ≤
1 + γ
γ
ε1 ≤ ε0
and
‖S‖ ≤
1 + γ
γ
‖L˜‖ ≤
1 + γ
γ
ε1 ≤ ε0.
Finally take linear maps Tj : Tfj(p)M → Tfj(p)M, 0 ≤ j ≤ n0 − 1, satisfying
Tj/Es
fj(p)
= ε1Id
and
Tj/Eu
fj(p)
= 0.
The norm of Tj can be estimated by
‖Tj‖ ≤
1 + γ
γ
ε1 ≤ ε0.
With these maps we shall construct a perturbation of Df along the orbit of p.
Let L0 = (Id + T1) ◦Df ◦ (Id + P ) and for 1 ≤ j ≤ n0 − 2, set
Lj = (Id + Tj+1) ◦Df
and
Ln0−1 = (Id + S) ◦ (Id + T0) ◦Df.
It follows that
‖Lj −Dffj(p)‖ ≤ ε, for 0 ≤ j ≤ n0 − 1.
Then, Lemma 2.1.1 implies that there exists g ∈ U(f) such that p is a periodic
point of g and Dggj(p) = Lj . Therefore β = angle(E
s
gm(p)(g), E
u
gm(p)(g)) > γ.
We shall show that this is a contradiction. For simplicity, denote Esj(f) =
Esfj(p)(f), E
u
j (f) = E
u
fj(p)(f).
Observe that Esj(g) = E
s
j(f) because
Dg/Esj(f) = Lj = (1 + ε1)Df/E
s
j(f)
and
(1 + ε1)(1− δ) < 1.
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On the other hand we have
Dgn0 .Eu0 (f) = Ln0−1 ◦ · · · ◦ L0.E
u
0 (f) = E
u
0 (f)
and
‖Dgn0/Eu0 (f)
‖ ≥ ‖Dfn0/Eu0 (f)
‖ > 1.
Hence, p ∈ Perh(g) and
Eu0 (g) = E
u
0 (f).
Now, let us estimate the angle β between Esm(g) and E
u
m(g). Since v ∈ E
u
0 (g)
and w ∈ Es0(g),
u1 = Dg
m.v ∈ Eum(g)
and
u2 = Dg
m.w ∈ Esm(g).
Moreover
u1 = Df
m.v + (1 + ε1)
mDfm.w
and
u2 = (1 + ε1)
mDfm.w.
Hence (see Lemma II.10 of [M3]),
‖Dfm.v‖ = ‖u1 − u2‖ ≥
β
1 + β
‖u1‖
≥
β
1 + β
∣∣∣∣(1 + ε1)m‖Dfm.w‖ − ‖Dfm.v‖
∣∣∣∣.
Therefore
1 + β
β
≥
(1 + ε1)
m
2
− 1.
Thus
β ≤
2
(1 + ε1)m − 4
≤ γ,
a contradiction, completing the proof of the lemma.
2.2. Proof of Lemma 2.0.2. The following lemma represents the key for
the relationship between homoclinic tangencies and the angle of the stable and
unstable subspaces of periodic points.
Lemma 2.2.1. Let f be any diffeomorphism and fix ε > 0. Assume
that there exists a hyperbolic periodic point p for f with eigenvalues λ, σ,
|λ| < 1 < |σ|, |λσ| < 1 so that γ = angle(Esp, E
u
p ) satisfies
γ <
|σ| − 1
|σ|+ 1
ε
2
.
Then, there exist a diffeomorphism g, ε-C1-close to f having p as a hyperbolic
periodic point, and a homoclinic tangency associated to p.
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Proof. Take a very small neighborhood B(p) of p satisfying:
1. O(p) ∩B(p) = {p} (O(p) is the orbit of p).
2. f j(B(p)) ∩B(p) = ∅ for 1 ≤ |j| < n where n is the period of p.
3. expp : B(0, r)→ B(p) is a diffeomorphism where B(0, r) ⊂ TpM is a ball
of radius r at the origin.
We shall make a perturbation on TpM and then we compose with the
exponential map to pass to the manifold. We shall assume that 0 < λ < 1 < σ,
the other cases are similar.
Let us put coordinates on TpM = E
u
p ⊕ E
u⊥
p . Assume, without loss of
generality, that Esp = {v + γv : v ∈ E
u
p}.
Let φ : R → R and ψ : R → R be two C∞ maps such that
• 0 ≤ φ ≤ ε, |φ′| ≤ ε, φ(0) = ε and φ(x) = 0 for |x| > 2.
• 0 ≤ ψ ≤ 1, |ψ′| ≤ 1, ψ(0) = 1 and ψ(x) = 0 for |x| > 2.
Now, for every a consider the map Φa : TpM → TpM defined by
Φa(x, y) = (x, y) + (0, aφ(
x
a
)ψ(
y
a
)).
It is not difficult to see that
1. Φa is a diffeomorphism;
2. Φa is ε-C
1-close to the identity;
3. Φa(0, 0) = (0, aε);
4. Φa = id if |x| > 2a, |y| > 2a.
For simplicity, we shall assume that the stable and unstable subspaces
of Dfnp : TpM → TpM are mapped onto the local stable and unstable mani-
folds of p under expp restricted to B(0, r). This may be assumed because the
stable and unstable manifolds (under exp−1p ) are C
1 close to the stable and
unstable subspaces and tangent at the origin, and we shall do the perturbation
arbitrarily close to the origin.
Let x1 be any point on E
u
p arbitrarily close to the origin, and consider
(x1, σx1) a fundamental domain in E
u
p . Take x0 =
σx1+x1
2 as the middle point
in this fundamental domain, and let a = (σ−1)x14 . For 0 ≤ t ≤ 1 consider the
family Φ˜ta : TpM → TpM defined by
Φ˜ta(x, y) = Φta(x− x0, y).
Observe that Φ˜ta is equal to the identity if |x− x0| > t
(σ−1)x1
2 , |y| > t
(σ−1)x1
2 .
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Now, for t = 1, we have Φ˜a(x0, 0) = (0, aε) and
aε =
(σ − 1)x1
4
ε =
σ − 1
σ + 1
x1
ε
2
σ + 1
2
> γx1
σ + 1
2
= γx0.
Since angle(Esp, E
u
p ) = γ, that is, E
s
p is the graph of the map L : E
u
p →
Eu⊥p , Lv = γv, we conclude that the curve
{Φ˜a(x, 0), x1 ≤ x ≤ σx1}
intersects Esp. Hence, for some t0 ≤ 1 we have that the curve
{Φ˜t0a(x, 0), x1 ≤ x ≤ σx1}
is tangent to Esp.
Let D = {(x, y) ∈ TpM : |x − x0| ≤
σ−1
2 x1, |y| ≤
σ−1
2 x1}. Notice that
Φ˜ta = id outside D and moreover E
s
p∩D is contained in a fundamental domain
of Esp (remember that λσ < 1).
Consider the map g : M → M , g = f , on M − f−1(B(p)) and if x ∈
f−1(B(p)) define
g(x) = expp ◦Φ˜t0a ◦ exp
−1
p (f(x)).
It is easy to see that g is a diffeomorphism ε-C1-close to f, and p is a hyperbolic
periodic point of g (observe that 0 /∈ D).
To finish the proof of our lemma we only need to verify that the curve
defined by expp{(Φ˜t0a(x, 0)), x1 ≤ x ≤ σx1} is in W
u(p, g) and the curve
expp(E
s
p ∩D) is in W
s(p, g), since we already know that they are tangent.
• Let y ∈ expp(E
s
p ∩D). Since f
n(y)∩ exp(D) = ∅ for every positive n, we
have that gn(y) = fn(y), and since y ∈ W s(p, f) we conclude also that
y ∈W s(p, g).
• Let y ∈ expp{(Φ˜t0a(x, 0)), x1 ≤ x ≤ σx1}. Then the point
y1 = (expp ◦Φ˜t0a ◦ exp
−1
p )
−1(y)
is in W u(p, f). Moreover f−n(y1) ∩ exp(D) = ∅ for all positive n. Thus,
g−n(y) = f−n(y1), implying y ∈W
u(p, g).
This completes the proof of the lemma.
Remember that U is the complement of the closure of the diffeomorphisms
exhibiting a homoclinic tangency.
Lemma 2.2.2. Let f ∈ U and assume that f is Kupka-Smale. Then there
exist a neighborhood U(f) of f and γ > 0 such that for every g ∈ U(f) and
every p ∈ Perh(g)
angle(Esp, E
u
p ) > γ.
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Proof. Let U1(f) ⊂ U0(f) ⊂ U be two neighborhoods of f and take
ε1 > 0 such that if g˜ is ε1-C
1-close to g ∈ U1(f) then g˜ ∈ U0(f). More-
over, consider U2(f) and ε > 0 from Lemma 2.1.1 corresponding to U1(f). Let
C = sup{‖Dg‖ : g ∈ U0(f)} and ε
′ < εC .
Now, arguing by contradiction, assume that there exist sequences γn → 0,
gn → f and pn ∈ Perh(gn) such that
angle(Espn , E
u
pn) = γn.
We can assume, without loss of generality, that gn ∈ U2(f), λpnσpn < 1, and
γn = angle(E
s
pn , E
u
pn) = min{angle(E
s
q, E
u
q ) : q in the orbit of pn}.
We shall show the existence of g˜ ∈ U1(f) and p ∈ Perh(g˜) so that λpσp < 1
and such that
angle(Esp(g˜), E
u
p (g˜)) = γ <
(σp − 1)
(σp + 1)
ε1
2
.
This leads to a contradiction because, by the previous lemma, we can find a
diffeomorphism in U0(f) exhibiting a homoclinic tangency.
So, if for some n,
γn <
(σn − 1)
(σn + 1)
ε1
2
,
we can conclude the proof (σn = σpn , λn = λpn).
Hence, let us assume that this does not hold. Let mn be the period of
pn. Since f is Kupka-Smale we have mn → ∞. Consider δn =
γnε′
2 and for
0 ≤ i ≤ mn − 1 consider Ti : Tgin(pn) → Tgin(pn) such that
Ti/Es
gin(pn)
= (1− δn)Id
and
Ti/Eu
gin(pn)
= (1 + δn)Id.
It is not difficult to see that ‖Ti − Id‖ < ε
′. Now, for 0 ≤ i ≤ mn − 2 consider
Li : Tgin(pn) → Tgi+1n (pn), Li = Ti+1 ◦Dgn(g
i
n(pn))
and Lmn−1 = T0 ◦ Dgn(g
mn−1
n (pn)). Now, we have ‖Li − Dgn(g
i
n(pn))‖ < ε.
Applying Lemma 2.1.1 we conclude the existence of g˜n ∈ U1(f) such that
pn ∈ Per(g˜n) and Dg˜n(g˜
i
n(pn)) = Li. Hence we have
pn ∈ Perh(g˜n) ,
γ˜n = γn ,
λ˜n = (1− δn)
mnλn ,
and
σ˜n = (1 + δn)
mnσn .
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Thus λ˜nσ˜n < 1 for all n. We shall prove that for n arbitrarily large,
(σ˜n − 1)
(σ˜n + 1)
ε1
2
> γ˜n.
If the sequence σ˜n is unbounded, it follows immediately that we have the
mentioned property (remember γ˜n = γn → 0). Therefore, assume for some K,
σ˜n = (1 + δn)
mnσn ≤ K for all n.
Now
(σ˜n − 1)
(σ˜n + 1)
ε1
2
=
((1 + δn)
mnσn − 1)
((1 + δn)mnσn + 1)
ε1
2
≥
((1 +mnδn)σn − 1)
((1 + δn)mnσn + 1)
ε1
2
=
(σn − 1)
((1 + δn)mnσn + 1)
ε1
2
+
(mnδnσn)
((1 + δn)mnσn + 1)
ε1
2
≥
(mnδnσn)
(K + 1)
ε1
2
≥
(mnδn)
(K + 1)
ε1
2
= mn
ε′ε1
4(K + 1)
γn > γn
where the last inequality is true if n is big enough.
Let us now prove Lemma 2.0.2. Recall that a map Γ which for each
diffeomorphism f : M →M associates a compact subset Γ(f) of M is said to
be lower semicontinuous if for every open set U such that U ∩ Γ(f) 6= ∅, there
exists a neighborhood U(f) such that for every g ∈ U(f) we have U ∩Γ(g) 6= ∅;
it is said to be upper semicontinuous if for every compact set K such that
K ∩ Γ(f) = ∅, there exists a neighborhood U(f) with the property that for
every g ∈ U(f) we have K ∩ Γ(g) = ∅. And it is said to be continuous if it is
lower and upper semicontinuous. It is well-known that a lower semicontinuous
map Γ has a residual set of points of continuity.
Let us take Γ as Γ(g) = Cl(Perh(g)). This map is lower semicontinuous
since hyperbolic periodic points cannot be destroyed by any arbitrarily small
perturbation. Thus, there exists a residual set R1 in Diff
1(M) of points of
continuity of the map Γ. Moreover, the set of Kupka-Smale diffeomorphisms
forms a residual setR2, and there exists another residualR3 such that for every
g ∈ R3 we have Ω(g) = Cl(Per(g)) (see [Pu1] and [Pu2]). LetR = R1∩R2∩R3
which is also a residual set, and let R0 = R∩U be a residual subset of U where
U = Diff1(M)− Cl({f ∈ Diff1(M) : f exhibits a homoclinic tangency}).
Recall also that for any diffeomorphism g we have defined
Ω0(g) = Ω(g) − (P0(g) ∪ F0(g))
where P0(g) is the set of sinks of g, and F0(g) the set of sources.
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Now, taking f ∈ R0, we have
1. Ω(f) = Cl(Per(f)),
2. Per(f) = P0(f) ∪ Perh(f) ∪ F0(f),
3. f is a continuity point of the map g → Cl(Perh(g)).
We claim that Ω0(f) = Cl(Perh(f)), for which we need the following result
due to Pliss:
Theorem 2.1 ([Pl]). Let f be a C1 diffeomorphism and assume that
#P0(f) = ∞. Then, given ε there exist gε-C
1-close to f and p ∈ P0(f) such
that p is a nonhyperbolic periodic point of g.
This is not exactly the statement contained in [Pl], but the proof can be
easily extended to obtain this result. An analogous result for sources holds
also.
We remark here that if we have a nonhyperbolic periodic point p of a
diffeomorphism g, then it is possible to find another diffeomorphism g1 arbi-
trarily close to g and a point q arbitrarily close to p such that q is a hyperbolic
periodic point of saddle type of g1.
To prove our claim, notice that Cl(Perh(f)) ⊂ Ω0(f). Thus, we only have
to show that Ω0(f) ⊂ Cl(Perh(f)). Arguing by contradiction, assume that
there exists a point x ∈ Ω0(f), and x /∈ Cl(Perh(f)). Take a neighborhood U of
Cl(Perh(f)), such that x /∈ Cl(U). Since f ∈ R0, we conclude that there exists
a neighborhood U(f) such that for every g ∈ U(f) we have Cl(Perh(g)) ⊂ U.
Now, the point x must be accumulated by periodic points of f, and since
x ∈ Ω0(f) is not a periodic point, we conclude that we have a sequence of
sinks or sources accumulating on x. We can apply the preceding theorem and
remark, and we conclude that there exists g arbitrarily close to f, say in U(f),
and q ∈ Perh(g) arbitrarily close to x, and so Perh(g) is not contained in U, a
contradiction. This proves the claim.
Thus, Lemma 2.0.1 and Lemma 2.2.2 imply that Ω0(f) has dominated
splitting E ⊕ F . Take an admissible neighborhood U of Ω0(f), that is, there
exists a neighborhood U(f) such that for every g ∈ U(f), the maximal invariant
set of g in U also has a dominated splitting. We can assume also U(f)⊂U .
Moreover, taking another neighborhood U0 of Ω0(f) such that U0⊂Cl(U0)⊂U ,
we can assume that for every g ∈ U(f) we have Cl(Perh(g)) ∩ (M − U0) = ∅,
since f is a continuity point of the map g → Cl(Perh(g)).
Let us prove that for g ∈ U(f) we have Ω0(g) ⊂ U. Assume this is not
true. Then, there exists g ∈ U(f) such that Ω0(g) ∩ (M − U) 6= ∅. Take
a point x ∈ Ω0(g) ∩ (M − U). The point x is not periodic and it is in the
nonwandering set Ω(g). We assert that the point x ∈ Ω0(g) ∩ (M − U) cannot
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be accumulated by sinks or sources of g. Indeed, if there exists a sequence pn of
sinks (or sources) pn → x, applying again the preceding theorem and remark,
we find a g˜ arbitrarily close to g (say in U(f)), having a hyperbolic periodic
point of saddle type arbitrarily close to x, contradicting the continuity of the
map Γ at f . Now, by the C1-closing lemma [Pu1] we can find g˜ close to g
(say in U(f)) having x as a periodic point. Moreover (perturbing a little if
necessary) we can assume that x is a hyperbolic periodic point of saddle type
of g˜. Again, this is a contradiction with the continuity of the map Γ at f .
Thus, we have proved that for every g ∈ U(f),Ω0(g) ⊂ U and therefore Ω0(g)
has a dominated splitting.
Finally, the set
U1 =
⋃
f∈R0
U(f)
is an open and dense subset of U satisfying the thesis of Lemma 2.0.2.
3. Proof of Theorem B
Recall from the introduction that Λ has a dominated splitting T/ΛM =
E ⊕ F if there exist C > 0 and 0 < λ < 1 such that
‖Dfn/E(x)‖‖Df
−n
/F (fn(x))‖ < Cλ
n
for all x ∈ Λ and n ≥ 0. Notice that the splitting must be continuous. We
shall assume in this section that the constant C above is equal to 1. If this is
not the case, we can replace f by a power of f : if Theorem B is true for a
power of f it is also true for f.
We shall reduce the proof of Theorem B to proving the following theorem.
Theorem 3.1. Let f ∈ Diff2(M2) and let Λ be a compact invariant set
having a dominated splitting T/ΛM = E ⊕ F . Also the periodic points of f in
Λ are hyperbolic of saddle type. Then one of the following statements holds:
1. Λ is a hyperbolic set ;
2. There exists a simple closed curve C ⊂ Λ which is invariant under fm for
some m and is normally hyperbolic. Moreover fm : C → C is conjugated
to an irrational rotation.
Before proving this last theorem, we show how it implies Theorem B. Let
us assume that this last theorem is true. Assume that Λ is a compact invariant
set having a dominated splitting T/ΛM = E ⊕ F and such that the periodic
points of f in Λ are hyperbolic of saddle type. We will show that in this case,
the number of periodic simple closed curves which are normally hyperbolic and
conjugated to an irrational rotation contained in Λ is finite. This will imply
Theorem B.
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Arguing by contradiction, assume that there exists an infinite number of
such curves; that is, there exists a sequence Cn of simple closed curves invariant
under fmn for some mn, normally hyperbolic, and such that f
mn : Cn → Cn is
conjugated to an irrational rotation. We can assume, without loss of generality,
that these curves are normally attractive; i.e., for x ∈ Cn, TxCn = F (x). The
following lemma says that the diameter of these curves is bounded away from
zero.
Lemma 3.0.1. There exist η > 0 such that diam(Cn) > η for all n.
Proof. Assume that the lemma is false. Then (taking a subsequence if
necessary) we have
diam(Cn)→n 0.
Take a point xn ∈ Cn. Then there exist a subsequence nk such that xnk → x
for some point x ∈ Λ. As diam(Cn)→n 0 we conclude that
Cnk → x,
meaning that every sequence ynk ∈ Cnk converges to the same point x. Since
the dominated splitting is continuous, this implies that
F (ynk)→ F (x)
for every sequence ynk ∈ Cnk . But, for every nk, there are points ynk , znk ∈ Cnk
such that (trivializing the tangent bundle on a neighborhood of x) F (ynk) and
F (znk) are orthogonal. This is a contradiction because F (ynk) → F (x) and
F (znk)→ F (x).
We will get a contradiction of the existence of infinitely many such curves
having diameters bounded away from zero. The idea is the following: since
fmn : Cn → Cn is conjugated to an irrational rotation, they support only one
invariant measure; thus the fiber E is contractive. Then the basin of attraction
of Cn has uniform size, and so, as there are infinitely many such curves, we will
get an intersection of two different basins, which is a contradiction.
For this purpose we need the following lemma, which also will be used
several times.
Lemma 3.0.2. Given a diffeomorphism f and 0 < γ1 < γ2 < 1, there exist
a positive integer N = N(γ1, γ2, f) and c = c(γ1, γ2, f) > 0 with the following
property : For x ∈ M, a subspace S ⊂ TxM such that for some n ≥ N (with
Si = Df
i(S)),
n∏
i=0
‖Df/Si‖ ≤ γ
n
1 ,
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there exist 0 ≤ n1 < n2 < · · · < nl ≤ n such that
j∏
i=nr
‖Df/Si‖ ≤ γ
j−nr
2 ; r = 1, . . . , l; nr ≤ j ≤ n.
Moreover, l ≥ cn.
We shall not prove this lemma because it is an immediate reformulation
of a result by Pliss [Pl] (see also [M4, p. 276]).
Remember that in the case dimS = 1, we have
‖Dfn/S‖ =
n−1∏
i=0
‖Df/Si‖.
We remark also that the dependence of N and c on f is only in sup{‖Df‖}.
Modifying a little the constants we shall apply the lemma not only to f but
also to f−1.
Corollary 3.1. Given 0 < γ1 < γ2 < 1 and x ∈ M and a subspace
S ⊂ TxM such that, for some m,
n∏
i=0
‖Df/Si‖ ≤ γ
n
1 , for all n ≥ m ,
there exists a sequence 0 ≤ n1 < n2 < · · · such that
j∏
i=nr
‖Df/Si‖ ≤ γ
j−nr
2 ; for all j ≥ nr, r = 1, 2 . . . .
We shall state the existence of locally invariant manifolds tangent to the
E-direction and to the F -direction. For our immediate purpose we do not need
these manifolds to be of class C2, but in the followings sections this will play
a fundamental role. To prove that they are of class C2 we need the following
lemma:
Lemma 3.0.3. Let Λ be as in the statement of Theorem B. Then there
exist a constant C > 0 and 0 < σ < 1 such that for every x ∈ Λ and for all
positive integers n the following hold :
1. ‖Dfn/E(x)‖‖Df
−n
/F (fn(x))‖
2 < Cσn,
2. ‖Dfn/E(x)‖
2‖Df−nF (fn(x))‖ < Cσ
n.
Proof. We shall prove only the first property of the thesis, the second one
being analogous. First, it is enough to show the existence of a positive integer
m1 such that for every x ∈ Λ, there exists 1 ≤ m ≤ m1 such that
‖Dfm/E(x)‖‖Df
−m
/F (fm(x))‖
2 <
1
2
.
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Now, arguing by contradiction, assume this is not true. Then, for each positive
integer n there exists xn ∈ Λ such that
‖Df j/E(xn)‖‖Df
−j
/F (fj(xn))
‖2 ≥
1
2
for all 0 ≤ j ≤ n. We can assume, without loss of generality, that xn → x for
some x ∈ Λ. For this x we get
‖Df j/E(x)‖‖Df
−j
/F (fj(x))
‖2 ≥
1
2
for all positive j. By the dominated splitting,
‖Df j/E(x)‖‖Df
−j
/F (fj(x))
‖ < λj .
Then
1
2
≤ ‖Df j/E(x)‖‖Df
−j
/F (fj(x))
‖2 < ‖Df−j
/F (fj(x))
‖λj .
Since F is one dimensional, ‖Df−j
/F (fj(x))
‖ = ‖Df j/F (x)‖
−1 and so ‖Df j/F (x)‖
< 2λj . Again, by the dominated splitting,
‖Df j/E(x)‖ < λ
j‖Df j/F (x)‖ < 2λ
2j .
On the other hand, by the dominated splitting, angle(E,F ) > γ > 0 for every
point in Λ, and so there exists a positive constant K such that
‖Dfn(z)‖ ≤ K sup{‖Dfn/E(z)‖, ‖Df
n
/F (z)‖} ≤ K‖Df
n
/F (z)‖
for all z ∈ Λ and for all positive integer n, where the last inequality follows by
the dominated splitting again. In particular, for every q,
n∏
j=0
‖Df q(f qj(z))‖ ≤
n∏
j=0
K‖Df q
/F (fqj(z))
‖.
Take σ0, λ < σ0 < 1 and q such that 2Kλ
q < σ0. Then, for the point x,
n∏
j=0
‖Df q(f qj(x))‖ ≤ Kn2λqn = 2(Kλq)n ≤ σn0
for all n ≥ 0. Let g = f q. Thus
n∏
j=0
‖Dg(gj(x))‖ ≤ σn0 for all n ≥ 0.
Consider 0 < λ < σ0 < σ1 < σ2 < 1. Now, by Corollary 3.1, there exists a
sequence of integers nk →∞ such that, for any k and for every positive n,
‖Dgn(gnk(x))‖ ≤
n−1∏
j=0
‖Dg(gj(gnk(x)))‖ < σ1
n.
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Thus, it can be proved that there exists η > 0, independent of k, such that for
every y, z ∈ Bη(g
nk(x)) we have dist(gj(y), gj(z)) ≤ σ2
jdist(y, z) for every j.
Let j0 be such that for every j ≥ j0 we get σ2
j < η4 . Now, take ni and nl such
that nl − ni > j0 and dist(g
nl(x), gni(x)) < η4 . When we set r = nl − ni, it
follows that gr(Bη(g
ni(x))) ⊂ Bη(g
ni(x)) and also g/Bη(gni (x)) is a contraction.
Then there is a point p ∈ Bη(g
ni(x)) which is fixed under gr, such that for
every z ∈ Bη(g
ni(x)) we have grn(z) → p. Since g = f q we conclude that p is
an attracting fixed point under f qr. Therefore p is a sink, attracting the point
z = gni(x) which is in Λ. Hence, p ∈ Λ, which is a contradiction (remember
that we do not have sinks or repellors in Λ).
Let I1 = (−1, 1) and Iε = (−ε, ε), and denote by Emb
2(I1,M) the set of
C2-embeddings of I1 on M.
Recall by [HPS] that the dominated splitting and the previous lemma
imply the next:
Lemma 3.0.4. There exist two continuous functions φcs : Λ→ Emb2(I1,M)
and φcu : Λ → Emb2(I1,M) such that, with W
cs
ε (x) = φ
cs(x)Iε and W
cu
ε (x) =
φcu(x)Iε, the following properties hold :
a) TxW
cs
ε (x) = E(x) and TxW
cu
ε (x) = F (x),
b) for all 0 < ε1 < 1 there exists ε2 such that
f(W csε2 (x)) ⊂ W
cs
ε1 (f(x))
and
f−1(W cuε2 (x)) ⊂ W
cu
ε1 (f
−1(x)).
We shall call the manifoldW cs the (local) center stable manifold andW cu
the (local) center unstable manifold. Observe that property b) means that
f(W csε (x)) contains a neighborhood of f(x) in W
cs
ε (f(x)) and f
−1(W cuε (x))
contains a neighborhood of f−1(x) in W cuε (f
−1(x)). In particular we have:
Corollary 3.2. Given ε, there exists a number δ with the following
properties:
1. If y ∈ W csε (x) and dist(f
j(x), f j(y)) ≤ δ for 0 ≤ j ≤ n then f j(y) ∈
W csε (f
j(x)) for 0 ≤ j ≤ n.
2. If y ∈W cuε (x) and dist(f
−j(x), f−j(y)) ≤ δ for 0 ≤ j ≤ n then f−j(y) ∈
W cuε (f
−j(x)) for 0 ≤ j ≤ n.
An open interval I ⊂M will mean for us an embedded one of the real line
(or the open unit interval) in M. We denote by ℓ(I) its length.
Corollary 3.3. Let x ∈ Λ be such that, for some 0 < γ < 1,
‖Dfn/E(x)‖ ≤ γ
n, for all n ≥ 0.
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Then, there exists ε > 0 such that
ℓ(fn(W csε (x)))→n 0;
i.e., the central stable manifold of size ε is in fact a stable manifold.
Proof. Take ε1 < 1, and take δ = δ(ε1) as in the preceding corollary and
small enough such that, if we define E˜(z) = TzW
cs
ε1 (y) for all z ∈ W
cs
ε1 (y),
y ∈ Λ, then,
‖Df
/E˜(z1)
‖
‖Df
/E˜(z2)
‖
≤ 1 + c
for all z1, z2 such that dist(z1, z2) < δ where (1 + c)γ = γ1 < 1.
Let ε be small enough such that ℓ(W csε (y)) ≤ δ, for all y ∈ Λ. Now, it is
not difficult to see that, for all n ≥ 0,
ℓ(fn(W csε (x))) ≤ γ
n
1 ℓ(W
cs
ε (x))
and
fn(W csε (x)) ⊂W
cs
ε1 (f
n(x)).
This implies the thesis.
In conclusion, we show how Theorem B follows from Theorem 3.1. Recall
the assumption that there exists a sequence Cn of simple closed curves invariant
under fmn for some normally contractive mn, such that f
mn : Cn → Cn is
conjugated to an irrational rotation. Moreover, we just proved that they have
a diameter bounded away from zero.
Let λ < γ1 < γ2 < 1 and c > 0 such that (1+ c)λ < γ1. Since these curves
are conjugated to an irrational rotation it is not difficult to see that for every
Cn there exist points xn and kn such that
‖Df j/F (xn)‖ ≤ (1 + c)
j , for all j ≥ kn.
Thus, by the dominated splitting,
‖Df j/E(xn)‖ ≤ (1 + c)
jλj < γj1, for all j ≥ kn
and so, by Corollary 3.1, there exists jn (we only need one, not a sequence)
such that, setting yn = f
jn(xn), we have
‖Df j/E(yn)‖ ≤ γ
j
2, for all j ≥ 0.
Now, by Corollary 3.3 there exists ε such that, for every n,
ℓ(f j(W csε (yn)))→j 0.
Then, since the diameters of the curves are bounded away from zero, we can
find n1 6= n2 big enough, such that W
cs
ε (yn1) intersects the orbit of Cn2 (re-
member that F is the tangent direction of Cn, for all n). This is a contradiction,
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because the point of intersection remains in the orbit of Cn2 and also is asymp-
totic to the orbit of Cn1 .
Thus, there exist only finitely many periodic simple closed curves normally
hyperbolic and conjugated to an irrational rotation contained in Λ. Let Λ2 be
the union of such curves. Since these curves are isolated, we conclude that
Λ1 = Λ−Λ2 is a compact invariant set. Now applying Theorem 3.1 we conclude
that Λ1 is a hyperbolic set. Hence Theorem 3.1 implies Theorem B.
The proof of Theorem 3.1 will be given in the following section.
3.1. Proof of Theorem 3.1. The first step in the proof is the following
elementary lemma. The proof is left to the reader.
Lemma 3.1.1. Let Λ0 be a compact invariant set having a dominated
splitting T/Λ0M = E ⊕F. If ‖Df
n
/E(x)‖ → 0 and ‖Df
−n
/F (x)‖ → 0 as n→∞ for
every x ∈ Λ0 then Λ0 is a hyperbolic set.
Now, we will prove Theorem 3.1 based on the next lemma.
Main Lemma. Let Λ0 be a nontrivial, transitive and compact, invariant
set having a dominated splitting T/Λ0M = E ⊕ F and such that it is not a
periodic simple closed curve normally hyperbolic C conjugated to an irrational
rotation. Assume that every properly compact invariant subset of Λ0 is hyper-
bolic. Then, Λ0 is a hyperbolic set.
The proof of this lemma will be given in subsection 3.7.
Let us prove how the Main Lemma implies Theorem 3.1. For that, it is
necessary to show that either 1) or 2) of the statement holds. Assume that
2) does not hold; that is, there is not a periodic simple closed curve C ⊂ Λ
normally hyperbolic conjugated to an irrational rotation.
Then we have to prove that Λ is a hyperbolic set. Arguing by contradic-
tion, we assume this is not true.
Let
H = {Λ˜ ⊂ Λ : Λ˜ is a nonhyperbolic compact invariant set},
and we order H by inclusion.
Let HΓ = {Λγ : γ ∈ Γ} be a totally ordered chain. Then Λ∞ = ∩γ∈ΓΛγ
is a compact invariant set. We claim that Λ∞ is also a nonhyperbolic set. If
it were hyperbolic, then we could take a small neighborhood U of Λ∞ in such
a way that every compact invariant set in U would be hyperbolic. By the
definition of Λ∞, we would have, for some γ ∈ Γ, that Λγ is contained in U,
implying that it is a hyperbolic set, which is a contradiction.
Now, by Zorn’s lemma there exists a nonhyperbolic compact invariant set
Λ0 ⊂ Λ such that every properly compact invariant subset is hyperbolic. We
claim that Λ0 is a nontrivial transitive set, that is, a transitive set which is not
a periodic orbit.
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First of all, since the periodic points in Λ are hyperbolic, Λ0 cannot
be a periodic orbit. Secondly, if for every point x ∈ Λ0 we have that the
α-limit set α(x) is properly contained in Λ0, then it will be hyperbolic. This
implies that ‖Df−n/F (x)‖ → 0 as n → ∞ for every point x. In the same way, if
the ω-limit set of any point x ∈ Λ0 is properly contained in Λ0, we conclude
that ‖Dfn/E(x)‖ → 0 as n → ∞ for every point x. But this implies that Λ0
(see Lemma 3.1.1) is hyperbolic which is a contradiction, proving that Λ0 is a
transitive set.
In conclusion, the set Λ0 satisfies the hypothesis of the Main Lemma
but as it was defined is not hyperbolic which yields a contradiction. Thus,
Theorem 3.1 follows from the Main Lemma.
As we just said, the proof of the Main Lemma will be given in Section 3.7.
Nevertheless, we give here the basic steps of it:
1. The central stable manifolds (which are of class C2) have dynamics prop-
erties. In fact for every x ∈ Λ0 there exists ε(x) such that W
cs
ε(x)(x) is a
stable manifold of x, and W cuε(x)(x) an unstable manifold of x, meaning
that ℓ(fn(W csε(x)(x)))→ 0 and ℓ(f
−n(W cuε(x)(x)))→ 0 as n→∞.
2. There exists an open set B in Λ0 such that, for every x ∈ B,∑
n≥0
ℓ(fn(W csε(x)(x))) <∞
and ∑
n≥0
ℓ(f−n(W cuε(x)(x))) <∞.
3. For every point x ∈ Λ0,
‖Dfn/E(x)‖ → 0
and
‖Df−n/F (x)‖ → 0
when n→∞.
3.2. A Denjoy property. The aim of this section is to prove that in a
set with a dominated splitting, there is no wandering (in the future) inter-
val transversal to the E-direction. We must state some basic properties on
dominated splitting. First we introduce the notion of cone fields.
Let Λ be a compact invariant set having a dominated splitting T/ΛM =
E ⊕ F. For 0 < a < 1 we define the cones:
Ccua (x) = {w ∈ TxM : w = vE + vF , vE ∈ E(x), vF ∈ F (x), ‖vE‖ ≤ a‖vF ‖}
and
Ccsa (x) = {w ∈ TxM : w = vE + vF , vE ∈ E(x), vF ∈ F (x), ‖vF ‖ ≤ a‖vE‖}.
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Lemma 3.2.1. Assume that Λ is a compact invariant set with a dominated
splitting T/ΛM = E ⊕ F such that
‖Df/E(x)‖‖Df
−1
/F (f (x))‖ < λ.
Then, for any 0 < a ≤ 1 and x ∈ Λ, the following hold :
Dfx.C
cu
a (x) ⊂ C
cu
λa(f(x)) ,
Df−1x .C
cs
a (x) ⊂ C
cs
λa(f
−1(x)) .
Conversely, if a compact invariant set Λ has a continuous decomposition TΛM =
E1 ⊕ F1 (not necessarily invariant) and for some 0 < a ≤ 1 it is true that
Dfx.C
cu
a (x) ⊂ C
cu
λa(f(x))
and
Df−1x .C
cs
a (x) ⊂ C
cs
λa(f
−1(x)) ,
then Λ has a dominated splitting (here the cones are defined relative to the
decomposition TΛM = E1 ⊕ F1).
We shall not prove this lemma because it is similar to the hyperbolic case.
Now, let Λ be a compact invariant set having a dominated splitting as in
Lemma 3.2.1, and take cone fields Ccua , C
cs
a (we shall refer to them as the central
unstable and stable a-cone respectively). Then, there exists an admissible
neighborhood Va(Λ); i.e., we can extend these cones to Va(Λ) having the same
properties as for Λ where it make sense.
Definition 1. An interval I ⊂ Va(Λ) is a-transversal to the E-direction if
for every x ∈ I, we have that TxI is contained in the C
cu
a (x). We say that it is
transversal if it is a-transversal for some 0 < a ≤ 1.
Remark 3.1. Notice that there exists η such that if I is an interval transver-
sal to the E-direction and ℓ(I) < η then there exists another interval I0
transversal to the E-direction, containing I and ℓ(I0) ≥ η. In the sequel, the
number δ > 0 will always be less than η.Moreover, notice that central unstable
manifolds are always transversal to the E-direction.
From now on, we fix an admissible neighborhood V = V1. Take U another
neighborhood of Λ such that U ⊂ Cl(U) ⊂ V (where Cl denotes the closure).
Denote by Λ1 = ∩n∈Zf
n(Cl(U)) the maximal invariant set in Cl(U) and by
Λ+1 = ∩n≥0f
−n(Cl(U)) the set of points which remains in Cl(U) in the future.
We remark that Λ1 has a dominated splitting TΛ1 = E⊕F since V is admissible.
Moreover, for every point x ∈ Λ+1 we have a uniquely determined E-direction.
Let us make the following:
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Definition 2. We say that an open C2 interval I in M is a δ-E-interval if
the next two conditions hold:
1. I ⊂ Λ+1 and ℓ(f
n(I)) ≤ δ for all n ≥ 0.
2. fn(I), n ≥ 0, is always transversal to the E-direction.
Furthermore, if the supplementary condition:
3. There exists γ > 0 such that for every x ∈ I and n ≥ 0 ‖Dfn/E(x)‖ < γ
n
is satisfied, we say that I is a (δ, γ)-E-interval.
In an analogous way we define the δ-F -interval and the (δ, γ)-F -interval.
Lemma 3.2.2. Let 0 < λ < γ. Then, there exists δ1 = δ1(γ) > 0 such
that if I is a δ-E-interval with δ ≤ δ1 then, for some m ≥ 0, f
m(I) is a
(δ, γ)-E-interval.
Proof. Take 0 < λ < λ0 < λ1 < γ < λ2 < λ3 < 1 such that λλ
−1
2 < λ0
and take c > 0 such that (1+ c)λ1 < γ and (1− c)λ
−1
2 > λ
−1
3 . Take now δ1 > 0
and Va(Λ1), with a sufficiently small, such that
‖Df
/F˜ (x)
‖
‖Df
/F˜ (y)
‖
> 1− c
and
‖Df/E(x)‖
‖Df/E(y)‖
< 1 + c
for every x, y in Va(Λ1) with dist(x, y) < δ1, where F˜ is any direction in the
central unstable a-cone. Let I be a δ-E-interval with δ ≤ δ1. Observe that
to prove the lemma it is enough to find some m such that fm(I) satisfies the
third property, because the first two are already satisfied for every m ≥ 0.
Since I ⊂ Λ+1 and the w-limit set of every point of Λ
+
1 is contained in Λ1,
we conclude that fn(I) ⊂ Va(Λ1) for all suficiently large n. Moreover, Txf
n(I)
is contained in the central unstable a-cone. Thus, for our purpose, we can
assume that these facts hold for any n ≥ 0.
Let F˜ (x) = Txf
n(I) for x ∈ fn(I). Since F˜ (x) ⊂ Ccua (x) and a is small,
it follows that we have the domination property
‖Df/E(x)‖‖Df
−1
/F˜ (f (x))
‖ < λ.
Take x ∈ I. We claim that for all arbitrary large n we have ‖Dfn
/F˜ (x)
‖ ≤
λ−n2 . Otherwise, there exists a sequence nk →∞ such that ‖Df
nk
/F˜ (x)
‖ > λ−nk2 .
Then, for every y ∈ I,
‖Dfnk
/F˜ (y)
‖ > ((1− c)λ−12 )
nk > λ−nk3 .
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Taking nk such that λ
−nk
3 ℓ(I) > δ, we conclude
ℓ(fnk(I)) > λ−nk3 ℓ(I) > δ,
which is a contradiction because I is a δ-E-interval. Thus, ‖Dfn
/F˜ (x)
‖ ≤ λ−n2
for every large n. By the domination property we conclude
‖Dfn/E(x)‖ ≤ (λλ
−1
2 )
n ≤ λn0
for every large n. By Corollary 3.1 there exists a positive integer m such that
‖Dfn/E(fm(x))‖ ≤ λ
n
1 for every positive n. Finally, this implies that for every
y ∈ fm(I) it is true that ‖Dfn/E(y)‖ ≤ γ
n for every positive n. Hence fm(I) is
a (δ, γ)-E-interval.
We say that an interval J has a stable property if for every x ∈ J there
exists a local stable manifold W sε (x) of uniform size. We shall call an interval
I pre-periodic if there exists an interval J with a stable property such that for
some m > 0 fm(J) ⊂ J and for some n ≥ 0 we have fn(I) ⊂ ∪x∈JW
s
ε (x). It
is not difficult to see that if I is pre-periodic, then ω(x) is a periodic orbit for
every x ∈ I. For an interval I denote by ω(I) = ∪x∈Iω(x) the union of the
ω-limit set of the points in I.
The next result will play a central role. It establish a kind of Denjoy
theorem.
Proposition 3.1. There exists δ0 such that if I is a δ-E-interval with
δ ≤ δ0, then one of the following properties holds:
1. ω(I) is a periodic simple closed curve C normally hyperbolic and fm/C : C
→ C (where m is the period of C) is conjugated to an irrational rotation,
2. ω(I) ⊂ Per(f/V ) where Per(f/V ) is the set of the periodic points of f
in V .
Proof. Take γ = λ
1
2 , and λ2, λ3; λ < γ < λ2 < λ3 < 1. Also, let c > 0 be
such that (1 + c)λ2 < λ3.
Pick δ2 > 0 and a small such that if dist(x, y) < δ2, x, y ∈ Va(Λ1) then
(1 + c)−1 <
‖Df/E(x)‖
‖Df/E(y)‖
< 1 + c
and
(1 + c)−1 <
‖Df−1
/F˜ (x)
‖
‖Df−1
/F˜ (y)
‖
< 1 + c
where F˜ is any direction in the central unstable a-cone. Take δ1 = δ1(γ) from
the previous lemma and let δ0 ≤ min{δ1, δ2}.
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Let I be a δ-E-interval with δ ≤ δ0. By the previous lemma, for some
m ≥ 0, fm(I) is a (δ, γ)-E-interval. It suffices to prove the proposition for
fm(I). Thus, we may assume that m = 0; that is, I is a (δ, γ)-E-interval.
Moreover, as in the previous lemma, if we set F˜ (x) = Txf
n(I), x ∈ fn(I), the
domination property can be assumed:
‖Df/E(x)‖‖Df
−1
/F˜ (f (x))
‖ < λ.
Take some x0 ∈ I. Then, for every positive n we have ‖Df
n
/E(x0)
‖ < γn. Take
the sequence of all integers ni, ni →∞, such that
‖Df j/E(fni (x0))‖ < λ
j
2 for all j ≥ 0
(such a sequence exists by Corollary 3.1). This implies, by the way we choose
δ0, that f
ni(I) is a (δ, λ3)-E-interval. Take now I0, I ⊂ I0, a maximal (δ, λ3)-
E-interval. It follows that fni(I0) is a (δ, λ3)-E-interval for every ni. Now, for
i ≥ 1, take Ini such that f
ni−ni−1(Ini−1) ⊂ Ini and Ini is a maximal (δ, λ3)-E-
interval.
By Corollary 3.3 we have, for every i, that the interval Ini has the stable
property. Moreover, W sε (x) has uniform length for every x ∈ Ini and for every
i. Furthermore, it can be proved that there exists a constant K such that, if
the box W sε (Ini) = ∪x∈IniW
s
ε (x) is defined, we have Kvol(W
s
ε (Ini)) ≥ ℓ(Ini),
where K is independent of i (see also §§3.4 and the proof of Lemma 3.7.3).
Next, assume that there exist ni < nj such that
W sε (Ini) ∩W
s
ε (f
nj−ni(Ini)) 6= ∅.
Let m = nj − ni. If ℓ(f
km(Ini)) → 0 as k → ∞, then ω(Ini) consists of a
periodic orbit. Indeed, if ℓ(fkm(Ini)) → 0, then ℓ(f
k(Ini)) → 0 as k → ∞.
Let p be an accumulation point of fk(Ini); that is, f
kj(Ini) → p for some
kj →∞, and so, f
kj+m(Ini)→ f
m(p). But by the property we are assuming,
i.e., W sε (Ini) ∩W
s
ε (f
nj−ni(Ini)) 6= ∅, we have f
kj+m(Ini)→ p, implying that p
is a periodic point. Thus, for any x ∈ Ini we have that ω(x) consists only of
periodic orbits, and so ω(x) is a single periodic orbit p. Since ℓ(fk(Ini)) → 0
we conclude that ω(Ini) is the orbit of the periodic point p. By the way we
choose Ini , we have f
ni(I) ⊂ Ini and so ω(I) consists of a periodic orbit, as
the thesis of the proposition requires.
On the other hand, if ℓ(fkm(Ini)) does not go to zero, we take a sequence
kj such that f
kjm(Ini) → L for some interval L ⊂ Λ1 (which is at least C
1,
and has F as its tangent direction). Now f (kj+1)m(Ini)→ L
′ and fm(L) = L′.
Moreover, by the property we are dealing with, L ∪ L′ is an interval (with F
as its tangent direction). Let
J =
⋃
n≥0
fnm(L).
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We claim that there are only two possibilities: either J is an interval or a
simple closed curve. To prove this, notice that fnm(L) is a δ-E-interval for
any n ≥ 0. In particular, for any x ∈ J there exists ε(x) such that W csε(x)(x) is
a stable manifold for x, and so
W (J) =
⋃
x∈J
W csε(x)(x)
is a neighborhood of J.
We only have to show that, given x ∈ J, there exists a neighborhood
U(x) such that U(x) ∩ J is an interval. This implies that J is a simple closed
curve or an interval. Thus, take x ∈ J, in particular x ∈ fn1m(L). Take U an
open interval, x ∈ U ⊂ fn1m(L) and let U(x) be a neighborhood of x such that
U(x) ⊂W (J) and U(x)∩L1 ⊂ U where L1 is any interval containing f
n1m(L),
transversal to the E-direction and ℓ(L1) ≤ 2δ0 (this is always possible if δ0 is
small). Now let y ∈ J ∩ U(x). We have to prove that y ∈ U. There is n2 such
that y ∈ fn2m(L). Since
fn1m(L) = limjf
kjm+n1m(Ini),
fn2m(L) = limjf
kjm+n2m(Ini)
and both have nonempty intersection with U(x), we conclude that for some
j, fkjm+n1m(Ini) and f
kjm+n2m(Ini) are linked by a local stable manifold.
Hence fn1m(L)∪ fn2m(L) is an interval L1 transversal to the E-direction with
ℓ(L1) ≤ 2δ0. Therefore y ∈ U(x) ∩ L1 ⊂ U as we wish, completing the proof
that J is an interval or a simple closed curve.
In case J is an interval, since fm(J) ⊂ J, it follows that Ini (and so I) is
a pre-periodic interval and so, for any x ∈ I, ω(x) is a periodic orbit, which
completes the proof in this case. On the other hand, if J is a simple closed
curve, which is of class C2 because it is normally hyperbolic (attractive), then
we have two possibilities. If fm/J : J → J has a rational rotation number, then
we can see that the ω(Ini) consist of a union of periodic points, and the same
happens to I. If fm/J : J → J has an irrational rotation number, then it is
conjugated to an irrational rotation, and denoting C = J , we have that ω(I) is
as in the first conclusion of the proposition.
Thus, we have proved the lemma in case there exist some ni < nj, such
that W sε (Ini) ∩W
s
ε (f
nj−ni(Ini)) 6= ∅. Now, assume this is not true. We claim
that ∑
k≥0
ℓ(fk(Ini)) <∞
for every i. Let us prove the claim.
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Due to the fact that fni−ni−1(Ini−1) ⊂ Ini ,
W sε (Ini) ∩W
s
ε (f
nj−ni(Ini)) = ∅
implies
W sε (f
nk−ni(Ini)) ∩W
s
ε (f
nj−ni(Ini)) = ∅
for every nk > ni, nj > ni and for every i.
Let us fix some i and prove our claim. For simplicity we assume that
i = 0. Let N = N(γ, λ2) be as in Lemma 3.0.2, and mj = nj+1 − nj. Then
mj ≤ N or mj > N.
Assume that mj > N . Then,
‖Dfn
/E(fnj+1−n(x0))
‖ ≥ γn
for N ≤ n ≤ mj. Otherwise, if for some N ≤ n ≤ mj ,
‖Dfn
/E(fnj+1−n(x0))
‖ < γn,
then there exists some 0 < n˜ < n such that
‖Df j
/E(fnj+1−n˜(x0))
‖ < λj2
for 0 ≤ j ≤ n˜ by Lemma 3.0.2. But since f n˜(fnj+1−n˜(x0)) = f
nj+1(x0) we
conclude
‖Df j
/E(fnj+1−n˜(x0))
‖ < λj2
for all positive j which is a contradiction to the way we chose the sequence ni,
because nj < nj+1 − n˜ < nj+1.
Now, if for N ≤ n ≤ mj
‖Dfn
/E(fnj+1−n(x0))
‖ ≥ γn
then, by the domination property,
‖Df−n
/F˜ (fnj+1 (x0))
‖ ≤ (λγ−1)n = γn
for all N ≤ n ≤ mj. Using Lemma 3.0.2 again, we conclude that there exists
some n˜j, nj+1 −N < n˜j ≤ nj+1 such that
‖Df−j
/F˜ (f n˜j (x0))
‖ < λj2
for 0 ≤ j ≤ n˜j − nj. By the way we choose δ0 we get, for all y ∈ f
n˜j(I0),
‖Df−j
/F˜ (y)
‖ < λj3 for 0 ≤ j ≤ n˜j − nj. But then
n˜j−nj∑
j=0
ℓ(f−j(f n˜j(I0))) ≤
n˜j−nj∑
j=0
λj3ℓ(f
n˜j(I0)) ≤
1
1− λ3
ℓ(f n˜j(I0)).
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Let K1 = sup{‖Df
−n(x)‖ : x ∈M, 0 ≤ n ≤ N} andK2 =
1
1−λ3
K1+NK1.
Now we get
∑
k≥0
ℓ(fk(I0)) =
∑
j
nj+1−1∑
nj
ℓ(fk(I0))
=
∑
j,mj>N
nj+1−1∑
nj
ℓ(fk(I0)) +
∑
j,mj≤N
nj+1−1∑
nj
ℓ(fk(I0))
≤
∑
j,mj>N
(
1
1− λ3
K1ℓ(f
nj+1(I0)) +NK1ℓ(f
nj+1(I0)))
+
∑
j,mj≤N
NK1ℓ(f
nj+1(I0))
≤ K2
∑
j
ℓ(fnj(I0)) ≤ KK2
∑
j
vol(W sε (f
nj(I0)))
≤ KK2vol(M) <∞.
This proves our claim. In particular, ℓ(fk(Ini))→ 0 as k →∞ for all i.
Let us continue with the proof of the proposition. If
W sε (Inr) ∩W
s
ε (Inj ) 6= ∅
for some nr 6= nj then ω(I) will be a periodic orbit. In fact, assuming nr < nj,
using the fact that fnj−nr(Inr) ⊂ Inj and also that ℓ(f
k(Ini))→ 0 for every i,
we can see (as we did before) that if p is an accumulation point of the sequence
{fk(Inr)}k then it will be a periodic point with period nj −nr. Hence, ω(I) is
a periodic orbit.
On the other hand, assume
W sε (Inr) ∩W
s
ε (Inj ) = ∅
for every r, j. This implies in particular that ℓ(Ini) → 0 as i → ∞. Now,
using Schwartz’s method in the proof of the Denjoy theorem ([Sch]), we get a
contradiction to the maximality of Ini or for every i, there exists ki such that
ℓ(fki(Ini)) = δ.
We claim in the latter, that there exists nj > ni such that ki = nj − ni. This
implies, in particular, that ℓ(Inj ) = δ which is a contradiction to the fact that
ℓ(Ini)→ 0 as i→∞.
So, to finish the proof of the proposition it is sufficient to prove our last
claim. For this purpose, we only have to show that
‖Df j
/E(fni+ki(x0))
‖ ≤ λj2
for every j ≥ 0. Arguing by contradiction, we assume that for some j0 > 0,
‖Df j0
/E(fni+ki(x0))
‖ > λj02 .
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This implies, by the domination property, that
‖Df−j0
/F˜ (fni+ki+j0 (x0))
‖ ≤ (λλ2
−1)j0 ≤ γj0 ≤ λj02 .
Therefore, for every y ∈ f j0(fki(Ini)),
‖Df−j0
/F˜ (y)
‖ ≤ (λ2(1 + c))j0 ≤ λj03
and so
‖Df j0/F (y)‖ ≥ λ
−j0
3
for every y ∈ fki(Ini). Then
δ ≥ ℓ(f j0(fki(Ini))) ≥ λ
−j0
3 ℓ(f
ki(Ini)) = λ
−j0
3 δ > δ,
which is a contradiction. This proves our last claim and completes the proof
of Proposition 3.1.
Corollary 3.4. Assume that there is not a simple closed curve C, which
is fm-invariant for some m, contained in Λ. Then there is an admissible
neighborhood V of Λ such that any δ-E-interval I, with δ sufficiently small,
has ω(I) ⊂ Per(f/V ).
Proof. Let V0 be any admissible neighborhood of Λ. Take another neigh-
borhood U , such that U ⊂ Cl(U) ⊂ V and let M(U) be the maximal invariant
set in U. If there is no curve in U as in the statement, then by the previous
proposition we conclude the proof. If there are such curves, since M(U) has a
dominated splitting, there can be only a finite number of them (see the begin-
ning of the proof of Theorem B). Since no one is in Λ, another neighborhood
V can be taken in which there is no such curve. This V satisfies the thesis.
Remark 3.2. All the results proved in this section have similar versions for
δ-F -intervals when we replace f by f−1 and E by F ; the proofs are analogous.
3.3. Dynamical properties of W cu, W cs. From now on, we shall assume
that Λ is a compact invariant set with a dominated splitting such that there is
no simple closed curve C ⊂ Λ, fm-invariant for some m, normally hyperbolic
and conjugated to an irrational rotation.
Recall, by the previous section, that in this case there exists δ0 such that,
for any δ-E-interval I with δ ≤ δ0, ω(I) ⊂ Per(f/V ), where V is an appropriate
admissible neighborhood. We shall assume that δ0 ≤ δ3 where δ3 is as in the
following:
Lemma 3.3.1. There exists δ3 > 0 such that if p ∈ Λ is a periodic point,
and one component of W u(p) − {p} has length less than δ3, then the other
endpoint of this component is a periodic point which is not hyperbolic of saddle
type; more than that it is a sink or a nonhyperbolic periodic point.
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Proof. Let V be an admissible neighborhood of Λ. Take δ3 > 0 such that
{x : dist(x,Λ) ≤ δ3} ⊂ V.
Let p ∈ Λ be a periodic point such that one component of W u(p) − {p} (say
W ) has length less than δ3. We may assume that p is a fixed point. Then, W
is invariant and so W ⊂ Λ1, the maximal invariant subset in V, which has a
dominated splitting TΛ1M = E ⊕ F. Since TpW
u(p) = F (p) and the splitting
is continuous, we conclude that TxW = F (x) for any x ∈ W. Hence, W is
an interval transversal to the E-direction. Let q be the other endpoint of W.
Thus, q is a fixed point attracting all the points in W. Therefore,
‖Df/F (q)‖ ≤ 1.
By the domination,
‖Df/E(q)‖ ≤ λ < 1 ,
which concludes the proof of the lemma.
Dynamical properties on the central unstable and stable manifolds are the
main consequence of the preceding section:
Lemma 3.3.2. For all ε < δ0 there exists γ = γ(ε) such that :
1. f−n(W cuγ (x)) ⊂ W
cu
ε (f
−n(x)) and fn(W csγ (x)) ⊂ W
cs
ε (f
n(x)) for all
n ≥ 0.
2. For every γ ≤ γ(δ0), either ℓ(f
−n(W cuγ (x)) → 0 or x ∈ W
u(p) for some
p ∈ Per(f/Λ) and p ∈ W
cu
γ (x). This is the same for central stable mani-
folds: either ℓ(fn(W csγ (x))→ 0 or x ∈W
s(p) for some p ∈ Per(f/Λ) and
p ∈W csγ (x).
In particular for every x ∈ Λ there exists γx such that ℓ(f
−n(W cuγx (x))→ 0,
and it is the same for W cs.
Proof. We shall prove the lemma only for W cu since the other case is
analogous.
1) Take some ε ≤ δ0. Recall from Corollary 3.2 the existence of δ (δ < ε)
such that if y ∈ W cuε (x) and dist(f
−j(x), f−j(y)) ≤ δ for 0 ≤ j ≤ n, then
f−j(y) ∈W cuε (f
−j(x)) for 0 ≤ j ≤ n.
Assume the thesis of the lemma is false. Then there exist sequences
γn → 0, xn ∈ Λ and mn →∞ such that, for 0 ≤ j ≤ mn,
ℓ(f−j(W cuγn (xn))) ≤ δ
and
ℓ(f−mn(W cuγn (xn))) = δ.
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Letting In = f
−mn(W cuγn (xn)) we can assume (taking a subsequence if
necessary) that In → I and f
−mn(xn)→ z, z ∈ Λ, z ∈ I¯ (the closure of I).
Now, we have that ℓ(fn(I)) ≤ δ for all positive n, and since I ⊂ W cuε (z),
we conclude that I is a δ-E-interval. Thus, ω(z) is a periodic orbit p because
z ∈ I¯. Since z ∈ Λ we conclude that p ∈ Λ, and therefore p is a hyperbolic
periodic point. Hence z ∈W s(p), and, at least, one component of W u(p)−{p}
has length less than δ.
In case
f−mn(W cuγn (xn)) ∩W
s(p) 6= ∅
we get a contradiction with the inclination lemma (or λ-lemma, see [P2]) be-
cause this intersection is transversal and
ℓ(fmn(f−mn(W cuγn (xn)))) = ℓ(W
cu
γn (xn))→ 0.
On the other hand, if
f−mn(W cuγn (xn)) ∩W
s(p) = ∅
it follows, for sufficiently large n, that ω(f−mn(xn)) is the other endpoint of
the component W u(p)−{p} having length less than δ. By the previous lemma,
it is a sink or a nonhyperbolic periodic point. This is a contradiction to the
fact that ω(f−mn(xn)) ⊂ Λ, which completes the proof of 1).
2) Take γ ≤ γ(δ0) from part 1). Assume that there exists a point x ∈ Λ
such that ℓ(f−n(W cuγ (x))) does not go to zero. By 1), we have ℓ(f
−n(W cuγ (x)))
≤ δ0 for all n ≥ 0. Since we are assuming that ℓ(f
−n(W cuγ (x)) does not
converge to zero, there exist η > 0 and a sequence nk →∞ such that
ℓ(f−nk(W cuγ (x))) > η.
Letting Ink = f
−nk(W cuγ (x)) we can assume that Ink → I and f
−nk(x)→
z ∈ I¯ , z ∈ Λ. As we did in 1), we get that I is a δ0-E-interval, and so z ∈W
s(p),
for some periodic point p in Λ.
If z ∈ int(I), then, since I is transversal to W s(p), it follows, by the
inclination lemma, that ℓ(W u(p)) ≤ δ0. Hence, as f
−nk(x) → z, we conclude
that f−nk(x) ∈W s(p). Otherwise, since both components of W u(p)−{p} have
length less than δ0, we get that ω(x) is sink or a nonhyperbolic periodic point.
If z 6= p, we may assume that the f−nk(x) are contained in a fundamental
domain of W s(p). Since nk → ∞ and the stable manifold does not have self
intersection, we get a contradiction. Thus, z = p. It follows that f−nk(x)
belongs to the local stable manifold of p. If this is not the case, we get that
ω(x) is a sink or a nonhyperbolic periodic point. But the only way that f−nk(x)
belongs to the local stable manifold of p is when x = p. This proves 2) in case
z ∈ int(I).
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Assume, now, that z /∈ int(I). Again, the inclination lemma implies that
one component of W u(p)− {p} has length less than δ0. As in 1), the case
f−nk(W cuγ (x)) ∩W
s(p) = ∅
leads to a contradiction. So
f−nk(W cuγ (x)) ∩W
s(p) 6= ∅.
By the inclination lemma, the facts that ℓ(f j(f−nk(W cuγ (x)) ≤ δ0, 0 ≤ j ≤ nk,
together with f−nk(x) → z imply that x ∈ W u(p). Moreover, x ∈ W uδ0(p).
Hence p ∈ W cuγ (x), because otherwise, as f
−n(x) → p and ℓ(f−n(W cuγ (x)))
does not converge to zero, we have that f−nk(W cuγ (x)) ∩W
s(p) 6= p for any
large nk, and in particular we get I ⊂W
s(p), a contradiction. This completes
the proof of 2).
Remark 3.3. Let γ0 ≤
γ(δ0)
2 . We may assume that there is coherence be-
tween W cuγ (x), x ∈ W
u
γ (p) and W
cu
γ (p) where p ∈ Λ is a periodic point, and
γ ≤ γ0. Furthermore, by the dynamics properties of W
cu
γ (y), where y does
not belong to the unstable manifold of size γ of any periodic point in Λ, it
is possible to prove the coherence of the local central unstable manifolds; i.e.,
W cuγ (x) ∩W
cu
γ (y) is a relative open set for both, for any points x, y ∈ Λ. The
same applies to the central stable manifolds.
3.4. Boxes and distortion. Recall that for any 0 < a ≤ 1 we have an
admissible neighborhood Va = Va(Λ) where we have defined the central un-
stable and stable a-cone fields. From now on, we fix V = V1 and Va for some
0 < a < 1. Remember that an interval I is a-transversal to the E-direction if
I ⊂ Va and TxI lies in the central unstable a-cone. In the sequel we will say
only transversal instead of a-transversal.
We shall take γ < γ0 ≤
γ(δ0)
2 (δ0 from Lemma 3.3.2) so small that, for any
x ∈ Λ, W cuγ (x) is transversal to the E-direction, and W
cs
γ (x) is transversal to
the F -direction.
Furthermore, from now on, we fix 0 < λ < λ1 < λ2 < λ3 < 1 and
c > 0, where λ is as in the definition of dominated splitting, λ1 = λ
1
2 , and
λ1(1 + c) < λ2, λ2(1 + c) < λ3. We shall take δ2 > 0 and assume that a is
small enough such that
(1 + c)−1 <
‖Df
/E˜(x)
‖
‖Df
/E˜(y)
‖
< 1 + c
and
(1 + c)−1 <
‖Df−1
/F˜ (x)
‖
‖Df−1
/F˜ (y)
‖
< 1 + c
whenever E˜ (resp. F˜ ) lies in the central stable (resp. unstable) a-cone and
dist(x, y) ≤ δ2.
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Definition 3. Let x ∈ Λ, and let J be an open interval, x ∈ J ⊂ W cuγ (x),
and let T be an open interval, x ∈ T ⊂W csε (x). A box BT (J) for x, is an open
rectangle centered at x, having J and T as its axes, and having the boundary
transversal to the E- and F -direction.
More precisely
BT (J) = int(h([−1, 1]
2))
where h : [−1, 1]2 →M is a homeomorphism, such that
h({0} × [−1, 1]) = J¯
and
h([−1, 1] × {0}) = T¯ .
Moreover, if we define the central stable boundary as
∂cs(BT (J)) = h({−1, 1} × [−1, 1]),
we require that the two components (intervals) of it are transversal to the
E-direction. For the central unstable boundary
∂cu(BT (J)) = h([−1, 1] × {−1, 1})
we require transversality to the F -direction. Also, for any y ∈ Λ, we require
that W cuγ (y) ∩ ∂
cs(BT (J)) be a relative open set for both, and the same for
W csγ (y) ∩ ∂
cu(BT (J)).
If BT (J) is a box and x ∈ T
′ ⊂ T , we say that BT ′(J) is a subbox of
BT (J) if it is a box, BT ′(J) ⊂ BT (J) and ∂
cu(BT ′) ⊂ ∂
cu(BT (J)).
Remark 3.4. These boxes already exist when J and ε are arbitrarily small,
and the boundary is part of central stable and unstable manifolds of points
near x.
Note. In order to simplify the notation, we will write Bε(J) instead of
BT (J), T ⊂W
cs
ε (x). Also, for ε
′ < ε, we write Bε′(J) instead of BT ′(J), T
′ ⊂
T ∩W csε′ (x).
Moreover, ordering J and W csε (x) in some way, we denote J
+ = {y ∈
J : y > x}, J− = {y ∈ J : y < x} and the same for W csε (x). Also we shall
denote by Bε(J
+) (say the upper part of the box) the connected component
of Bε(J)−W
cs
ε(x) which contains J
+, and by Bε(J
−) (the bottom one) the one
containing J−. In an analogous way we define the left part of the box (B−ε (J))
and the right one (B+ε (J)).
Let Bε(J) be a box and y ∈ Bε(J) ∩ Λ. We define
J(y) =W cuγ (y) ∩Bε(J).
Remark 3.5. Notice that, if the box is small enough, J(y) is always an
interval, transversal to the E-direction, whose endpoints are in ∂cu(Bε(J)).
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Furthermore, as a consequence of Lemma 3.3.2, given δ > 0, if the box is
small enough,
ℓ(f−n(J(y))) ≤ δ
for any y ∈ Bε(J) ∩ Λ and n ≥ 0.
Definition 4. A box Bε(J) has distortion (or cu-distortion) C if for any
two intervals J1, J2 in Bε(J), transversal to the E-direction, whose endpoints
are in ∂cu(Bε(J)) the following holds:
1
C
≤
ℓ(J1)
ℓ(J2)
≤ C.
Remark 3.6. If a box has distortion C, then, for any y, z ∈ Bε(J) ∩ Λ,
1
C
≤
ℓ(J(z))
ℓ(J(y))
≤ C.
Notice that in order to guarantee distortion C on a box Bε(J), it is suffi-
cient to find a C1 foliation close to the E-direction in the box, such that, for
any two intervals J1, J2 (taken as in the definition of distortion),
1
C
≤ ‖Π′‖ ≤ C
holds, where Π = Π(J1, J2) is the projection along the foliation between these
intervals.
Consider Bε(J) a box, and take a C
1-vector field X in Bε(J), C
0-close to
the E-direction (X(x) lies in the central stable b-cone for b small), and such
that, for x ∈ ∂cu(Bε(J)), X(x) ∈ Tx∂
cu(Bε(J)). Consider the foliation F
cs (or
the flux) generated by this vector field. For any x ∈ Bε(J) let F
cs(x) be the
leaf passing through x. Notice that there exists C such that
1
C
≤ ‖Π′‖ ≤ C
where Π = Π(J1, J2) is the projection along this foliation between two intervals
transversal to the E-direction.
The following lemma will be useful in the sequel.
Lemma 3.4.1. Let Bε(J), F
cs, and C be as above. There exist τ and
α such that if z ∈ Bε(J) ∩ Λ and for some n > 0 there is a box B(n) =
Bε(f
−n(J(z))) satisfying
1. fn(B(n)) ⊂ Bε(J) and f
n(∂cu(B(n)) ⊂ ∂cu(Bε(J)),
2. f j(B(n)) has diameter less than τ, 0 ≤ j ≤ n,
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3. there exists K such that, for every x ∈ B(n),
n∑
j=0
ℓ(f j(Fcsn ((x))))
α ≤ K
(where Fcsn (x) denotes the connected component of f
−n(Fcs(fn(x)))
∩B(n) which contains x),
then there exists C1 = C1(C,K) such that B(n) has distortion C1.
Proof. Consider the foliation Fcsn in B(n) = B(f
−n(J(z))) which is the it-
eration of the original one under f−n. Let Jn1 , J
n
2 be any two intervals transver-
sal to the E-direction, with endpoints in ∂cu(B(n)) and let Πn = Π(J
n
1 , J
n
2 )
be the projection along the foliation from Jn1 to J
n
2 . Notice that J1 = f
n(Jn1 )
and J2 = f
n(Jn2 ) are also two intervals in Bε(J) transversal to the E-direction
with endpoints in ∂cu(Bε(J)). Let Π = Π(J1, J2) be the projection between
these two intervals along the foliation Fcs. Thus we have
1
C
≤ ‖Π′‖ ≤ C.
The lemma is proved if we show that there exists C1 = C1(C,K) such that
1
C1
≤ ‖Π′n‖ ≤ C1.
For a point x ∈ f j(Jni ), i = 1, 2 set F˜ (x) = Txf
j(Jni ), 0 ≤ j ≤ n.
By the equality
Πn ◦ f
−n
/J1
= f−n ◦ Π
we conclude, for y ∈ J1, that
‖Π′n(f
−n(y))‖.‖Df−n
/F˜ (y)
‖ = ‖Df−n
/F˜ (Π1(y))
‖.‖Π′(y)‖.
Hence
‖Π′n(f
−n(y))‖ =
‖Df−n
/F˜ (Π(y))
‖
‖Df−n
/F˜ (y)
‖
.‖Π′(y)‖.
Thus, to finish the proof of the lemma it suffices to find K1 such that
1
K1
≤
‖Df−n
/F˜ (Π(y))
‖
‖Df−n
/F˜ (y)
‖
≤ K1,
which is the same, when x = f−n(y), as
1
K1
≤
‖Dfn
/F˜ (x)
‖
‖Dfn
/F˜ (Πn(x))
‖
≤ K1.
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With the same arguments as in [Sh, pp. 45, 46], it is possible to prove that
there exist τ > 0 and α > 0 such that
∣∣∣‖Df/F˜ (fj(w1))‖ − ‖Df/F˜ (fj(w2))‖
∣∣∣ ≤ ηjD + dist(f j(w1), f j(w2))α
for some constants 0 < η < 1 and D whenever F˜ lies in the central unstable
a-cone and dist(f j(w1), f
j(w2)) ≤ τ, 0 ≤ j ≤ n. (This is, roughly speaking,
a consequence of the fact that the distribution F is α-Ho¨lder and any other
direction converges exponentially fast to F.)
Therefore, it follows that
‖Dfn
/F˜ (x)
‖
‖Dfn
/F˜ (Πn(x))
‖
≤ exp

 D
1− η
+
n∑
j=0
dist(f j(x), f j(Πn(x)))
α

 .
Since x and Πn(x) belong to F
cs
n (x), we conclude that
n∑
j=0
dist(f j(x), f j(Πn(x)))
α ≤
n∑
j=0
ℓ(f j(Fcsn (x)))
α ≤ K.
Thus
‖Dfn
/F˜ (x)
‖
‖Dfn
/F˜ (Πn(x))
‖
≤ exp(
D
1− η
+K).
Finally, taking K1 = exp(
D
1−η + K), we have that C1 = CK1 satisfies the
desired property.
If we take the mentioned vector field in Bε(J) close enough to the
E-direction we have the following:
Corollary 3.5. There exists τ (< δ2) such that if for some z ∈ Bε(J)∩Λ
and n > 0 we have
‖Df j/E(f−n(z))‖ < λ
j
1 for 0 ≤ j ≤ n
and B(f−n(J(z))) is a box satisfying
a) fn(B(n)) ⊂ Bε(J) and f
n(∂cu(B(n)) ⊂ ∂cu(Bε(J)),
b) diam(f j(B(f−n(J(z))))) ≤ τ,
then, there exists C1 such that B(f
−n(J(z))) has distortion C1.
3.5. More dynamical properties on W cu and W cs. In this section we shall
prove that, if Λ is transitive and every proper compact invariant subset is
hyperbolic, the central unstable (stable) manifolds are dynamically defined;
that is, they are unstable (stable) manifolds.
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The next lemma is classical in one dimensional dynamics (see for example
[dMS]) and the proof is left to the reader. However, since the diffeomorphism f
is of class C2, so are the center unstable manifolds, and moreover these center
unstable manifolds vary continuously in the C2 topology. It is important to
remark that there is a uniform Lipschitz constant K0 of log(Df) along these
manifolds.
Lemma 3.5.1. There exists K0 such that for all x ∈ Λ and J ⊂W
cu
γ (x),
for all z, y ∈ J and n ≥ 0:
1.
‖Df−n
/F˜ (y)
‖
‖Df−n
/F˜ (z)
‖
≤ exp(K0
∑n−1
i=0 ℓ(f
−i(J)));
2. ‖Df−n
/F˜ (x)
‖ ≤ ℓ(f
−n(J))
ℓ(J) exp(K0
∑n−1
i=0 ℓ(f
−i(J))).
The next lemma is the main result of this section. Moreover, the proof of
it will be a model for the proof of the Main Lemma.
Lemma 3.5.2. Assume that Λ is transitive and every proper compact
invariant subset is hyperbolic. Then, either
ℓ(f−n(W cuγ (x)))→ 0 as n→∞ for all x ∈ Λ
or F is expanding (i.e., ‖Df−n/F (x)‖ → 0 for all x ∈ Λ).
Proof. Notice that, if Λ is a periodic orbit there is nothing to prove. Thus,
let us assume that Λ is not a periodic orbit.
Now, suppose that, for some x ∈ Λ, ℓ(f−n(W cuγ (x))) does not go to
zero. Then, by Lemma 3.3.2, there exists a periodic point p ∈ Λ having
one component of W u(p) − {p} with length less than δ0. By Lemma 3.3.1,
the endpoint of this component different from p is a sink or a nonhyperbolic
periodic point.
Since Λ is transitive (and is not a periodic orbit), there exists x0 ∈ Λ such
that x0 ∈W
s(p)− p. Hence, there is a small neighborhood U of x0, such that
the points of this neighborhood at one side of W csε (x0) (⊂ W
s(p)) (say the
“upper” one) have their ω-limit set as the other endpoint (i.e. different from p)
of the component of W u(p)− {p} with length less than δ0.
Let Bε(J) be a box for x0, Bε(J) ⊂ U . Then, we may assume that
fn(Bε(J
+)) ∩Bε(J
+) = ∅ for all n ≥ 1
and so
f−n(Bε(J
+)) ∩Bε(J
+) = ∅ for all n ≥ 1.
We shall assume that Bε(J) is so small that, for any y ∈ Bε(J)∩Λ and n ≥ 0,
ℓ(f−n(J(y))) ≤ δ
where δ and ε are taken in such a way that δ + ε < τ (τ from Corollary 3.5).
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For z ∈ Bε(J) ∩ Λ, let J
+(z) = J(z) ∩Bε(J
+). Then, it follows that
f−n(J+(z)) ∩Bε(J
+) = ∅ for all n ≥ 1.
Take ε1 <
ε
4 and consider Bε1(J) a subbox. We claim that there exists K such
that ∑
j≥0
ℓ(f−j(J+(z))) ≤ K
for any z ∈ Bε1(J) ∩ Λ. For this, consider a C
1-foliation in Bε(J) as we did in
Section 3.4, and let C be the distortion of Bε(J
+) with respect to this foliation.
Let C1 = C1(C) be as in Corollary 3.5.
Let z ∈ Bε1(J) and consider (if it exists) the sequence of integers 0 =
m0 < m1 < m2 < · · · < mi < · · · such that
‖Df j
/E(f−mi (z))
‖ ≤ λj2, 0 ≤ j ≤ mi.
Now, for every i, take a box B(mi) = Bε1(f
−mi(J+(z))) such that fmi(B(mi))
⊂ Bε(J) and f
mi(∂cu(B(mi))) ⊂ ∂
cu(Bε(J)). Then, it follows, from Corollary
3.5, that B(mi) has distortion C1.
Now, observe that, for i 6= j, B(mi) ∩ B(mj) = ∅. Otherwise, assuming
mj > mi, we get f
−(mj−mi)(J+(z))∩Bε(J) 6= ∅ which is a contradiction. Take
ε2 <
ε1
4 . For any y ∈ Λ consider a box Bε2(W
cu
γ
2
(y)). The union of these boxes
covers Λ and so, since Λ is compact, we can cover it with a finite union of such
boxes, say B(y1), . . . , B(yn). Thus, f
−mi(z) belongs to one of these boxes, say
B(yk) (if it belongs to more than one we choose it in an arbitrary way). Let
J(mi) = B(mi) ∩W
cu
γ (yk). Now we have, for i 6= j, that J(mi) ∩ J(mj) = ∅
and (if the adapted box Bε(J) is small enough) J(mi) is an interval in B(mi)
as the definition of distortion requires.
Since B(mi) has distortion C1, we conclude
1
C1
≤
ℓ(J(mi))
ℓ(f−mi(J+(z)))
≤ C1.
Then ∑
i
ℓ(f−mi(J+(z))) ≤ C1
∑
i
ℓ(J(mi)) ≤ C1
∑
k
ℓ(W cuγ (yk)) = K1.
Now, we must control the sum between consecutivem′is. LetN = N(λ1, λ2)
from Lemma 3.0.2 and consider K2 = sup{‖Df
j‖ : 1 ≤ j ≤ N}. There are
two possibilities: mi+1 −mi < N or mi+1 −mi ≥ N. If mi+1 −mi < N, then
mi+1−1∑
j=mi
ℓ(f−j(J+(z))) ≤ NK2ℓ(f
−mi(J+(z))).
On the other hand, if mi+1 −mi ≥ N, then
‖Df j
/E(f−mi−j(z))
‖ ≥ λj1 for N ≤ j ≤ mi+1 −mi.
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Thus, by the dominated splitting,
‖Df−j
/F (f−mi (z))
‖ ≤ λj1 for N ≤ j ≤ mi+1 −mi.
Then, by Lemma 3.0.2 and Corollary 3.1, there exist n˜i, n˜i−mi < N such that
‖Df−j
/F (f−n˜i (z))
‖ ≤ λj2 for 0 ≤ j ≤ mi+1 − n˜i
and so, for any y ∈ f−n˜i(J+(z)) we have, setting F˜ (y) = Tyf
−n˜i(J(z)), that
‖Df−j
/F˜ (y)
‖ ≤ λj3 for 0 ≤ j ≤ mi+1 − n˜i.
Hence
mi+1−1∑
j=mi
ℓ(f−j(J+(z))) ≤
n˜i−1∑
j=mi
ℓ(f−j(J+(z))) +
mi+1−1∑
j=n˜i
ℓ(f−j(J+(z)))
≤ NK2ℓ(f
−mi(J+(z)))
+
mi+1−n˜i−1∑
j=0
K2ℓ(f
−mi(J+(z)))λj3
≤
(
NK2 +K2
1
1− λ3
)
ℓ(f−mi(J+(z))).
Therefore
∑
j≥0
ℓ(f−j(J+(z))) =
∑
i
mi+1−1∑
j=mi
ℓ(f−j(J+(z)))
≤
(
NK2 +K2
1
1− λ3
)∑
i
ℓ(f−mi(J+(z)))
≤
(
NK2 +K2
1
1− λ3
)
K1 = K3.
Finally, if the sequence m′is does not exist, the same argument shows that
∑
j≥0
ℓ(f−j(J+(z))) ≤
(
NK2 +K2
1
1− λ3
)
ℓ(J+(z))
≤
(
NK2 +K2
1
1− λ3
)
L = K4
where L = sup{ℓ(J(z)) : z ∈ Bε(J) ∩ Λ}. Taking K = max{K3,K4} we
conclude the proof of our claim.
Now, as in Schwartz’s proof of the Denjoy theorem ([Sch]), we conclude
that for all z ∈ Bε1(J) ∩ Λ there exists J1(z), J
+(z) ⊂ J1(z) ⊂ J(z) such that
the length of J1(z) − J
+(z) is bounded away from zero (independently of z)
and such that, for some K˜,
∞∑
n=0
ℓ(f−n(J1(z))) < K˜.
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In particular, by Lemma 3.5.1, it follows, for any y ∈ J1(z), that
‖Df−n
/F˜ (y)
‖ → 0 as n→∞.
Indeed, for any y,w ∈ J1(z),
‖Df−n
/F˜ (y)
‖
‖Df−n
/F˜ (w)
‖
≤ expK0
n−1∑
j=0
ℓ(f−j(J1(z))) ≤ expK0K˜.
Then, for y ∈ J(z),
‖Df−n
/F˜ (y)
‖ ≤
ℓ(f−n(J1(z)))
ℓ(J1(z))
expK0K˜
and so
∞∑
n=0
‖Df−n
/F˜ (y)
‖ ≤
K˜
ℓ(J1(z))
expK0K˜ <∞
implying that
‖Df−n
/F˜ (y)
‖ → 0 as n→∞.
Consider
B1 =
⋃
z∈Bε1 (J)∩Λ
J1(z).
Notice that B1 is a neighborhood of x0 in Λ.
To finish the proof of the lemma, take any y ∈ Λ. If α(y) is a proper subset
of Λ, then it is hyperbolic. Thus
‖Df−n/F (y)‖ → 0.
On the other hand, if α(y) = Λ, then, for some m0, f
−m0(y) ∈ B1. Thus,
f−m0(y) ∈ J1(f
−m0(y)). Therefore
‖Df−n
/F (f−m0 (y))
‖ → 0
and so
‖Df−n/F (y)‖ → 0.
This completes the proof of the lemma.
An analogous result also holds for central stable manifolds. Thus, there
exists γ1 such that, for all x ∈ Λ, as n→∞,
ℓ(f−n(W cuγ1 (x)))→ 0
and
ℓ(fn(W csγ1 (x)))→ 0.
In the sequel, we shall assume γ ≤ γ1. Now, we have:
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Corollary 3.6. Given ε > 0, there exists n0 such that, for any x ∈ Λ
and n ≥ n0,
ℓ(f−n(W cuγ (x))) ≤ ε
and
ℓ(fn(W csγ (x))) ≤ ε.
3.6. Adapted boxes. We shall assume that Λ is as in the previous subsec-
tion so that the results there obtained hold.
We shall consider also the set Λ˜ as the set of points which remains in V
and are asymptotic to Λ; i.e.,
Λ˜ = {x ∈ V : fn(x) ∈ V for n ∈ Z and dist(fn(x),Λ)→ 0 as n→
+
− ∞}.
Notice that Λ˜ has dominated splitting since it is contained in V. Moreover,
although Λ˜ is not compact, the arguments in Lemmas 3.3.2 and 3.5.2 apply,
and so the central unstable and stable manifolds of points of Λ˜ are dynamically
defined.
Definition 5. Let Bε(J) be a box. Recall that for y ∈ Bε(J)∩Λ we defined
J(y) = W cuγ (y) ∩ Bε(J). We say that a box Bε(J) is δ-adapted (or adapted
only) if for every y ∈ Bε(J) ∩ Λ the following conditions are satisfied:
1. ℓ(f−n(J(y))) ≤ δ for all n ≥ 0;
2. f−n(J(y)) ∩Bε(J) = ∅ or f
−n(J(y)) ⊂ Bε(J) for all n ≥ 0.
Notice that in the preceding definition the key condition for being adapted
is the second one. By Lemma 3.3.2, it is enough to take the diameter of the
box sufficiently small in order to satisfy the first one.
Lemma 3.6.1. For every nonperiodic point x ∈ Λ and for every δ arbi-
trarily small, there exist δ-adapted boxes.
Proof. Let x be a nonperiodic point in Λ. As above, condition 1) is already
satisfied if the diameter of the box is very small (in fact we only need the
“height” of the box to be small). So, we only have to prove condition 2).
We claim that there exist J, x ∈ J ⊂ W cuγ (x), such that f
−n(J) ∩ J = ∅
for n ≥ 0. Otherwise there exists a sequence nk → ∞ such that f
−nk(x) ∈
W cuγ (x), f
−nk(x)→ x. Since ℓ(f−nk(W cuγ (x)))→k 0 then, the α-limit set α(x)
is a periodic orbit, and since f−nk(x) → x we conclude that x is a periodic
point which is a contradiction. This completes the proof of our claim.
Therefore we can take J as in the claim. We order J in some way and
denote J+ = {y ∈ J : y > x} and J− = {y ∈ J : y < x}.
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Let us prove the lemma when x can be approximated by points in Λ˜ on
both sides of W csγ (x). For that, consider the set
A+ = {y ∈ J+ : ∃z ∈ Λ˜,W csγ (z) ∩ J
+ = {y}}.
In a similar way we define A−. Let ε be any arbitrarily small number
and let Bε(J) be any box, and consider a sequence εk → 0 and a sequence of
suboxes Bεk+1(J) ⊂ Bεk(J) ⊂ · · · ⊂ Bε(J) such that ∩kBεk(J) = J. For any
k let Uy,εk be the connected component of W
cs
2γ(z) ∩Bεk(J) which contains y.
Now, for y ∈ A+, consider
I(y, εk) = {(z, n) : z ∈ Bεk(J) ∩ Λ, n > 0 and f
−n(J(z)) ∩ Uy,εk 6= ∅}
We claim that for some k there exists some y ∈ A+ such that #I(y, εk)
< ∞ (and the same for A−). In this case it is not difficult to see that for
some k′ > k we have #I(y, εk′) = 0, because otherwise, we could obtain,
for some n > 0, that f−n(J) ∩ J 6= ∅, contradicting the way we chose J.
Call this point y+, and call y− the corresponding point for A−. Then, taking
J ′ = (y−, y+) ⊂ J we construct a box Bεk′ (J
′) for x, contained in Bε(J), with
∂cu(Bεk′ (J
′)) = Uy−,εk′ ∪ Uy+,εk′ . Clearly this box satisfies condition 2).
Now we may prove the claim. Arguing by contradiction, assume that
#I(y, εk) = ∞ for every k and for every y ∈ A
+ or A−. Without loss of
generality we can assume that this holds for A+.
If {n : ∃(z, n) ∈ I(y, εk)} is bounded for some (y, εk), then for the same y
and for every k′ > k we have the same bound. But this leads to a contradiction
because for some k′ big enough we have either I(y, εk′) = ∅ or f
−n(J) ∩ J 6= ∅
for some n > 0. Then, for every y ∈ A+ and every k, the set {n : ∃(z, n) ∈
I(y, εk)} is unbounded. In particular for every y ∈ A
+ there are sequences
zn ∈ Bεn(J) ∩ Λ, and mn →∞, such that
f−mn(J(zn)) ∩ Uy,εn 6= ∅.
Notice that ℓ(f−mn(J(zn)))→ 0, because otherwise, taking an accumula-
tion point z of zn, we obtain that ℓ(W
cu
γ (z)) does not go to zero, a contradiction.
In particular, we have that f−mn(zn) → y, implying that y ∈ Λ. This means
that A+ ⊂ Λ. If for some y ∈ A+ we have y ∈ W s(p) for some periodic point
p ∈ Λ we will get a contradiction. Indeed, if y ∈W s(p), then Uy,εn is contained
in some fundamental domain of W s(p) for n arbitrarily large. On the other
hand, since p /∈ J we can take εn0 sufficiently small such that the orbit of p
does not intersect Bεn0 . But, for n large, with
yn = f
−mn(J(zn)) ∩W
s(p),
it follows that fmn(yn) converges to the orbit of p as n→∞, and so, since
fmn(yn) ∈ f
mn(f−mn(J(zn))) = J(zn) ⊂ Bεn(J) ⊂ Bεn0 (J),
we conclude that the orbit of p intersects Bεn0 (J), a contradiction.
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Then, no y ∈ A+ belongs to the stable manifold of a periodic point. Take
some y ∈ A+ and take n, zn and mn such that for every point w ∈ J(zn)∩Λ˜ we
haveW csγ (f
−mn(w))∩J ⊂ J+ and consider the following map from A+ to itself:
take a point z ∈ A+, and consider the point w = W csγ (z) ∩ J(zn); next take
the point f−mn(w); the image of the point z is the point W csγ (f
−mn(w)) ∩ J.
Since dist(f j(z), f j(w)) → 0 and dist(f−j(zn), f
−j(w)) → 0 as j → ∞,
the point w is in Λ˜, Thus, the map is well defined.
Moreover, it is continuous and monotone as well. Now, since A+ is in J ,
this implies that there exists y0 ∈ A
+ which is a fixed point of this map. But
this means that f−mn(w0) ∈W
cs
γ (w0) and since this central stable manifold is
dynamically defined this implies that ω(w0) is a periodic point and the same
for y0 contradicting our assumption.
Thus, we have completed the proof of the lemma when the point x is
accumulated by points on both sides of W csγ (x).
Assume now, that the point x is accumulated by points in Λ˜ only on one
side of W csγ (x) (we shall refer to them as boundary points of Λ˜). Take a small
neighborhood U(x) such that in this neighborhood there are points of Λ˜ only
on one side ofW csγ (x)(say the lower side), and take a small box Bε(J) contained
in this neighborhood; thus Bε(J
+)∩ Λ˜ = ∅, where Bε(J
+) is the upper part of
the box. Moreover, by the previous arguments, we can assume that this box
is adapted at the bottom, meaning that, for every y ∈ Bε(J) ∩ Λ,
f−n(J(y)) ∩ ∂cu,−(Bε(J)) = ∅, n ≥ 0
where ∂cu,−(Bε(J)) is the central unstable boundary contained in the bottom
part of the box.
We shall prove then, that for any arbitrarily small ε′ < ε, the subbox
Bε′(J) is adapted. Arguing by contradiction, suppose that there exist a se-
quence εn → 0 and subboxes Bεn(J), ∩nBεn(J) = J which are not adapted.
Thus, we have sequences yn ∈ Bεn(J) ∩ Λ and mn such that
f−mn(J(yn)) ∩ ∂
cu,+(Bεn(J)) 6= ∅.
The sequence mn must be unbounded; otherwise for some n > 0 we have
f−n(J) ∩ J 6= ∅ which is contradiction.
But then, ℓ(f−mn(J(yn))) is arbitrarily small when n is large enough (re-
member that the central manifolds are dynamically defined). Hence, for n
large enough, f−mn(J(yn)) is contained in the upper side of the neighborhood.
Thus, f−mn(yn) is also, and it is in Λ. This is a contradiction to the way we
chose U(x), proving that for some ε′ small, the box Bε′(J) is adapted.
Remark 3.7. As a consequence of the proof of the preceding lemma, for
any nonperiodic point x, small adapted boxes can be taken in such a way that
the ∂cu(Bε(J)) is contained in some central stable manifold, unless the point
x is a boundary point of Λ˜.
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Notice that, if Bε(J) is an adapted box, then any subbox is adapted also.
Lemma 3.6.2. Let x ∈ Λ be a boundary point of Λ˜. Then, for any small
adapted box Bε(J) for x, the side of the box which contains point of Λ (say
Bε(J
−)) is adapted; i.e., for y ∈ Bε(J) ∩ Λ and n ≥ 0, either
f−n(J−(y)) ⊂ Bε(J
−)
or
f−n(J−(y)) ∩Bε(J
−) = ∅
where J−(y) = J(y) ∩Bε(J
−).
Proof. Let Bε(J) be a small adapted box for x such that Bε(J
+)∩ Λ˜ = ∅.
We can assume also that ∂cu,−(Bε(J)) is contained in some central stable
manifold of a point of Λ˜ (see the proof of the previous lemma). Now, for any
y ∈ Bε(J)∩Λ, the endpoints of J
−(y) are in Λ˜. Thus, if Bε(J
−) is not adapted,
then, for some y ∈ Bε(J)∩Λ and n > 0, f
−n(J−(y))∩W csε (x) 6= ∅. Since Bε(J)
is adapted, f−n(J(y)) (and so f−n(J−(y))) is contained in Bε(J). Therefore,
one of the endpoints of f−n(J−(y)) is in Bε(J
+). But this point is in Λ˜ also,
a contradiction.
Remark 3.8. When x is a boundary point of Λ˜, a box adapted for it will
be as in the preceding lemma, i.e., Bε(J
−). Nevertheless, abusing the notation,
we shall refer to it as Bε(J). Notice that this box can be taken with the central
unstable boundary contained in central stable manifolds.
Definition 6. Let Bε(J) be an adapted box. A map ψ : S → Bε(J), where
S ⊂ Bε(J), is called a return of Bε(J) associated to Λ if:
• S ∩ Λ 6= ∅.
• There exists k > 0 such that ψ = f−k/S .
• ψ(S) = f−k(S) is a connected component of f−k(Bε(J)) ∩Bε(J).
• f−i(S) ∩Bε(J) = ∅ for 1 ≤ i < k.
We will denote the set of returns of Bε(J) associated to Λ by R(Bε(J),Λ).
Moreover, a return ψ ∈ R(Bε(J),Λ) has |ψ
′| < ξ < 1 if ‖Df−k
/F˜ (y)
‖ < ξ for all
y ∈ J(z), z ∈ dom(ψ) ∩ Λ, where ψ = f−k/dom(ψ) and where F˜ (y) = TyJ(z) =
TyW
cu
γ (z).
Remark 3.9. 1. If ψ ∈ R(Bε(J),Λ) then S = dom(ψ) is a vertical strip
in Bε(J) (i.e., a box such that ∂
cu(S) ⊂ ∂cu(Bε(J))). Notice that for every
z ∈ Bε(J) ∩ Λ, either J(z) ⊂ S or J(z) ∩ S = ∅ holds.
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2. If ψ : S → Bε(J) is a return then ψ(S) is an adapted box. Moreover,
if S ∩ ∂cs(Bε(J)) = ∅ then, ψ(S) is a horizontal strip, i.e., a box such that
∂cs(ψ(S)) ⊂ ∂cs(Bε(J)).
3. If ψ1 : S1 → Bε(J) and ψ2 : S2 → Bε(J) are two different returns then
S1 ∩ S2 = ∅ and ψ(S1) ∩ ψ(S2) = ∅.
Definition 7. Let Bε(J) be an adapted box. We say that Bε(J) is well
adapted if there exist a subbox Bε′(J) and two disjoint vertical strips S1, S2,
such that
Bε(J)−Bε′(J) = S1 ∪ S2
where S1, S2 satisfy either
a) Si ∩ Λ = ∅
or
b) Si is a domain of a return ψi ∈ R(Bε(J),Λ), and ψi(Si) is a horizontal
strip.
Lemma 3.6.3.There exist well-adapted boxes of arbitrarily small diameter.
Proof. Let Bε(J) be an arbitrarily small adapted box. Observe that for
any ε′ < ε we have that the subbox Bε′(J) is also an adapted box. Thus,
we only have to prove that for some ε′ < ε, Bε′(J) is well-adapted. We shall
divide the proof in two cases:
Case 1. Assume that for any ε′ ≤ ε the subbox Bε′(J) satisfies:
Bε′(J) 6=
⋃
{J(z) : z ∈ Cl(Bε′(J)) ∩ Λ}.
In particular, this is true either for the right part of the box or for the left one.
Without loss of generality, we may suppose that this is true for the right; i.e.,
for any ε′ ≤ ε,
B+ε′ (J) 6=
⋃
{J(z) : z ∈ Cl(B+ε (J)) ∩ Λ}.
In particular, this holds for ε′ = ε. Then, there exists some w ∈ W cs,+ε (x) =
{y ∈W csε (x) : y > x} such that w /∈ J(z) for every z ∈ B
+
ε (J)∩Λ. If for every
z ∈ Cl(B+ε (J)) ∩ Λ we have that the point wz = J(z) ∩W
cs,+
ε (x) is at the left
of w. Then there exists a vertical strip S = S2 at the right of Bε(J) such that
S ∩ Λ = ∅. On the other hand, if there exists z ∈ Cl(B+ε (J)) ∩ Λ such that
the point wz is at the right of w, then we consider w0 = inf{wz : wz > w}. It
follows that w0 > w and then it is easy to construct a vertical strip S ⊂ B
+
ε (J)
such that S ∩ Λ = ∅. Then it is possible to reduce the box Bε(J) having S at
the right boundary (for simplicity, call this new box Bε(J)).
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We claim now that the same holds for the left part, i.e.
B−ε (J) 6=
⋃
{J(z) : z ∈ Cl(B−ε (J)) ∩ Λ}.
Suppose this is not the case. Then
B−ε (J) =
⋃
{J(z) : z ∈ Cl(B−ε (J)) ∩ Λ}.
If there is only one return ψ ∈ R(Bε(J),Λ) such that dom(ψ) ∩ B
−
ε (J) 6= ∅
(the set of such returns is nonempty by the transitivity of Λ), it follows that
B−ε (J) ⊂ dom(ψ). Moreover, ψ(B
−
ε (J)) ⊂ B
−
ε (J), because otherwise, it con-
tradicts our assumption on the right part of the box. But then, since we may
assume that f−n(J)∩J = ∅ for n > 0, Cl(ψ(B−ε (J)))∩J = ∅. Hence, no point
y ∈ B−ε (J) ∩ Λ ever passes through B
−
ε (J) − Cl(ψ(B
−
ε (J))). This contradicts
the transitivity of Λ. Therefore, there is more than one return ψ such that
dom(ψ) ∩ B−ε (J) 6= ∅. We see easily, applying the same arguments, that it
should be more than two. Thus, there exists a return ψ ∈ R(Bε(J)), such that
dom(ψ) ⊂ B−ε (J) and Image(ψ) = Bψ is a horizontal strip. Then,
Bψ =
⋃
{Jψ(z) : z ∈ Cl(Bψ) ∩ Λ}.
Since Bψ is a full horizontal strip, we also conclude that
Bε(J) =
⋃
{J(z) : z ∈ Cl(Bε(J)) ∩ Λ},
and so the same holds for the right part of B+ε (J), which is a contradiction,
proving our claim.
Now, we could repeat the argument used for the left part of the box as
we did for the right one, and after reducing the box, we could also construct a
well-adapted box.
Case 2. Assume now that
Bε(J) =
⋃
{J(z) : z ∈ Cl(Bε(J)) ∩ Λ}.
We may take (reducing the box if necessary) a return ψ1 such that S1 =
dom(ψ1) ∩B
−
ε (J) 6= ∅, ψ1(S1) is a horizontal strip and a return ψ2 such that
S2 = dom(ψ2)∩B
+
ε (J) 6= ∅ and ψ2(S2) is a horizontal strip (we can take these
returns to be different). We say that the ψi (i = 1, 2) preserves or reverses the
orientation when the map
Pi : Si ∩W
cs
ε (x)→W
cs
ε (x),
defined by P (w) = J(ψi(zw))∩W
cs
ε (x) where w ∈ J(zw), preserves or reverses
the orientation of W csε (x).
Assume that P1 and P2 preserve the orientation. Then, take w1 a fixed
point under P1 and w2 a fixed point under P2. Then, cutting the box at J(zw1)
and at J(zw2), the new box is well-adapted as we wished.
1010 ENRIQUE R. PUJALS AND MART´ıN SAMBARINO
Suppose now that one preserves the orientation (say P1) and the other
does not. Then, take w1 a fixed point under P1 and w2 satisfying w1 = P2(w2).
Again, cutting the box at J(zw1) and at J(zw2), we construct a well-adapted
box.
Finally, if both reverse the orientation, take w1 and w2 such that P1(w1)
= w2 and P2(w2) = w1. With the same procedure as before, we conclude the
proof of the lemma.
3.7. Proof of the Main Lemma. In this section we shall assume that Λ0 =
Λ as in the statement of the Main Lemma; i.e., Λ is a nontrivial transitive set
such that every proper compact invariant subset is hyperbolic and it is not a
periodic simple curve normally hyperbolic conjugated to an irrational rotation.
We shall prove that for every x ∈ Λ, ‖Df−n/F (x)‖ → 0 and ‖Df
n
/E(x)‖ → 0
as n → ∞, but we shall only show ‖Df−n/F (x)‖ → 0, the other being similar
when f is replaced by f−1.
Lemma 3.7.1. Let Bε(J) be an adapted box. There exists K1 = K1(Bε(J))
such that if z ∈ Bε(J) ∩ Λ and f
−i(z) /∈ Bε(J), 1 ≤ i ≤ n then
n∑
i=0
ℓ(f−i(J(z))) ≤ K1.
Proof. Let Λ1 be the maximal invariant subset of Λ outside of Bε(J); i.e.,
Λ1 =
⋂
n∈Z
fn(Λ−Bε(J)).
If Λ1 = ∅, then there exists N such that for every z ∈ Bε(J) ∩ Λ there
exists m, 1 ≤ m ≤ N such that f−m(z) ∈ Bε(J). This implies (for z taken
according to a hypothesis of the lemma) that
n∑
i=0
ℓ(f−i(J(z))) ≤ Ndiam(M)
and so it is enough to take K1 = Ndiam(M).
Assume now that Λ1 6= ∅. Since Λ1 is a proper compact invariant subset
of Λ, it is hyperbolic. Then there exist 0 < σ < 1 and n1 such that for y ∈ Λ1
we have ‖Df−n/F (y)‖ ≤ σ
n, for all n ≥ n1. There exist σ1, σ < σ1 < 1, and U a
small neighborhood of Λ1 such that if y ∈ U ∩Λ and f
−j(y) ∈ U for 0 ≤ j ≤ n,
where n ≥ n1 then
‖Df−j/F (y)‖ < σ
j
1, n1 ≤ j ≤ n.
Consider now σ < σ1 < σ2 < σ3 < 1 and δ1 such that (1 + δ1)σ2 < σ3
and take N1 ≥ max{N(σ1, σ2), n1} where N(σ1, σ2) is as in Lemma 3.0.2. We
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conclude that if y ∈ U ∩Λ and f−j(y) ∈ U, 0 ≤ j ≤ n, n > N1 then there exists
m0 < N1 such that
‖Df−j
/F (f−m0 (y))
‖ ≤ σj2, 0 ≤ j ≤ n−m0.
Also take δ2 with the property
‖Df−1
/F (x)
‖
‖Df−1
/F (y)
‖
≤ 1+ δ1 if dist(x, y) < δ2, and ε1
such that f−n(W cuε1 (x)) ⊂W
cu
δ2
(f−n(x)) for all n ≥ 0 (see Lemma 3.3.2).
Considering all these facts together, we have, for a point y with the prop-
erty mentioned above, that
‖Df−j/F (z)‖ ≤ σ
j
3, for all z ∈W
cu
ε1 (f
−m0(y)), 0 ≤ j ≤ n−m0.
And so
n−m0∑
j=0
ℓ(f−j(W cuε1 (f
−m0(y)))) ≤
n−m0∑
j=0
σj3ℓ(W
cu
ε1 (f
−m0(y))) ≤
1
1− σ3
diam(M).
Since Λ1 is the maximal invariant subset of Λ in the complement of Bε(J),
there exists m1 such that for every n > m1,⋂
|j|≤n
f j(Λ−Bε(J)) ⊂ U.
We can assume that m1 > N1. By Corollary 3.6 there exists m2 such that
if n ≥ m2 then, f
−n(J(z)) ⊂ W cuε1 (f
−n(z)). Take N = max{m2 + 2N1, 2m1}
and define K1 = (N +
1
1−σ3
)diam(M). We will show that this K1 satisfies the
conclusion of the lemma.
For this, let z ∈ Bε(J)∩Λ and assume that f
−j(z) /∈ Bε(J) for 1 ≤ j ≤ n.
There are two possibilities:
• If n ≤ N , then
∑n
j=0 ℓ(f
−j(J(z))) ≤ Nδ ≤ K1.
• If n > N , then there exists n(z) < m2 +N1 such that
f−n(z)(J(z)) ⊂W cuε1 (f
−n(z)(z))
and
‖Df−j
/F (f−n(z)(z))
‖ ≤ σj2, 0 ≤ j ≤ n− n(z).
Finally
n∑
j=0
ℓ(f−j(J(z))) =
n(z)∑
j=0
ℓ(f−j(J(z))) +
n−n(z)∑
j=0
ℓ(f−j(f−n(z)(J(z))))
≤ Ndiam(M) + diam(M)
1
1− σ3
≤ K1
and the proof of the lemma is finished.
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Now, as a consequence of the proof of the preceding lemma, we have the
following:
Corollary 3.7. Let Bε(J) be an adapted box and 0 < α ≤ 1. Then
there exists K1 = K1(Bε(J), α) such that if z ∈ Bε(J)∩Λ and f
−i(z) /∈ Bε(J),
1 ≤ i ≤ n then
n∑
i=0
ℓ(f−i(J(z)))α ≤ K1.
Remark 3.10. In the proof of the last lemma we did not use the fact that
the box is adapted. In particular we have similar estimates for the central
stable manifolds. This means that there exists K˜1 such that if z ∈ Bε(J) ∩ Λ
and f j(z) /∈ Bε(J) for 1 ≤ j ≤ n then
n∑
j=0
ℓ(f j(T (z)))α ≤ K˜1,
where T (z) =W csγ (z) ∩Bε(J).
Furthermore, if we take a C1 vector field in Bε(J) as we did in Section 3.4
close enough to the E-direction, then it is possible to prove, using the same
arguments as in the preceding lemma, that if we take a return ψ and push the
foliation generated by this vector field under ψ and call it Fψ,
k∑
j=0
ℓ(f j(Fψ(x)))
α ≤ K˜2
for some K˜2 where ψ = f
−k.
In particular, taking into account Lemma 3.4.1, the following is true.
Corollary 3.8. Let Bε(J) be an adapted box. Then, there exists C1
such that for every return ψ ∈ R(Bε(J),Λ), the adapted box Image(ψ) has
distortion C1.
Lemma 3.7.2. Let Bε(J) be an adapted box and assume that for every
return ψ ∈ R(Bε(J),Λ), |ψ
′| < ξ < 1 for some ξ. Then for all y ∈ Bε(J) ∩ Λ
the following holds:
∑
n≥0
ℓ(f−n(J(y))) <∞.
This implies that
‖Df−n/F (y)‖ →n→∞ 0.
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Proof. Let y be as in the hypothesis of the lemma, and let 0 < n1 < n2 <
· · · < ni < · · · be the set of n
′s such that f−ni(y) ∈ Bε(J). For every i, there
exists ψi ∈ R(Bε(J),Λ) such that ψi = f
ni−ni−1
/Si
where Si = dom(ψi), and
f−ni−1(y) ∈ Si. Put mi = ni − ni−1.
Let K1 be as in the previous lemma. Then, for every i,
mi−1∑
n=0
ℓ(f−n(J(f−ni−1(y)))) < K1 .
By Lemma 3.5.1, for 0 ≤ n ≤ mi and for all z, w ∈ J(f
−ni−1(y)) we get
that
‖Df−n
/F˜ (z)
‖
‖Df−n
/F˜ (w)
‖
≤ exp(K0K1).
Define K2 = exp(K0K1). For every interval L ⊂ J(f
−ni−1(y))
ℓ(f−n(L))
ℓ(L)
≤ K2
ℓ(f−n(J(f−ni−1(y))))
ℓ(J(f−ni−1(y)))
holds, and then
mi−1∑
n=0
ℓ(f−n(L)) ≤
ℓ(L)K2
ℓ(J(f−ni−1(y)))
mi−1∑
n=0
ℓ(f−n(J(f−ni−1(y))))
≤
ℓ(L)K2
ℓ(J(f−ni−1(y)))
K1.
Setting K3 = K2K1 and L = f
−ni−1(J(y))) we conclude
mi−1∑
n=0
ℓ(f−n(f−ni−1(J(y)))) ≤ K3
ℓ(f−ni−1(J(y)))
ℓ(J(f−ni−1(y)))
.
Since f−ni−1 = ψi−1 ◦ · · · ◦ ψ1, ‖Df
−ni−1
/F˜ (z)
‖ ≤ ξi−1 for all z ∈ J(y). This
implies ℓ(f−ni−1(J(y))) ≤ ξi−1ℓ(J(y)) and also
mi−1∑
n=0
ℓ(f−n(f−ni−1(J(y)))) ≤ K3ξ
i−1 ℓ(J(y))
ℓ(J(f−ni−1(y)))
.
Moreover, there exists C = C(Bε(J)) such that
ℓ(J(z))
ℓ(J(w)) ≤ C for all z,
w ∈ Bε(J) ∩ Λ. We conclude then
mi−1∑
n=0
ℓ(f−n(f−ni−1(J(y)))) ≤ K3Cξ
i−1.
Finally, setting K = max{K1,K3C} we get
∑
n≥0
ℓ(f−n(J(y))) =
∞∑
i=1
mi−1∑
n=0
ℓ(f−n(f−ni−1(J(y)))) ≤
∞∑
i=1
Kξi−1 = K˜ <∞.
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If the sequence of n′is is finite or empty we can also conclude that∑
n≥0
ℓ(f−n(J(y))) ≤ K˜ +K1 <∞.
In particular, as in Lemma 3.5.2, for all z, w ∈ J(y),
‖Df−n
/F˜ (z)
‖
‖Df−n
/F˜ (w)
‖
≤ expK0
n−1∑
j=0
ℓ(f−j(J(y))) ≤ expK0K˜.
Then for z ∈ J(y),
‖Df−n
/F˜ (z)
‖ ≤
ℓ(f−n(J(y)))
ℓ(J(y))
expK0K˜
and so
∞∑
n=0
‖Df−n
/F˜ (z)
‖ ≤
K˜
ℓ(J(y))
expK0K˜ <∞.
Now, taking y = z in the above inequality we have
∞∑
n=0
‖Df−n/F (y)‖ <∞,
implying that
‖Df−n/F (y)‖ → 0 as n→∞,
concluding the proof of the lemma.
In Lemma 3.7.1 we showed that there exists a bound of the sum of the
length of the iterates of the central unstable intervals of an adapted box until
they return to the box. However, this bound depends on the adapted box. We
will show now that we can obtain a uniform bound for adapted boxes which
are images of returns of the original one.
Lemma 3.7.3. Let Bε(J) be a well-adapted box. There exists K =
K(Bε(J)) with the following property : for every ψ ∈ R(Bε(J),Λ) and z ∈
Bψ = Image(ψ) (denoting Jψ(z) = J(z) ∩Bψ)
n∑
j=0
ℓ(f−j(Jψ(z))) ≤ K
whenever f−j(z) /∈ Bψ, 1 ≤ j ≤ n.
Proof. Since Bε(J) is a well adapted box, there exist a subbox Bε′(J) and
two disjoint vertical strip S1, S2 such that Bε(J)−Bε′(J) = S1 ∪ S2 and Si is
either a domain of a return or Si ∩ Λ = ∅.
Notice that there exists ε1 such that if y ∈ Bε′(J) ∩ Λ (i.e., y /∈ S1 ∪ S2),
then W csε1 (y) ⊂ Bε(J).
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Let ψ ∈ R(Bε(J),Λ) and z ∈ Bψ = Image(ψ) such that f
−j(z) /∈ Bψ, 1 ≤
j ≤ n. Let C1 be as in Corollary 3.8 and C2 as in Corollary 3.5 (corresponding
to C2 = C1).
Let 0 < n1 < n2 < · · · < nk ≤ n be the set {0 < j ≤ n : f
−j(z) ∈
Bε(J)}. For every ni we have associated a return ψi ∈ R(Bε(J),Λ) such that
f−ni(z) ∈ Bψi , i.e., f
−ni(z) = ψi(f
−ni−1(z)). Define B(ni) as the horizontal
strip in Bψi determined by f
−ni(Jψ(z)), that is, the connected component of
f−ni(Bψ) ∩Bψi which contains f
−ni(z).
It follows that, for i 6= j, we have B(ni)∩B(nj) = ∅. Otherwise, if for some
j > i we have B(ni) ∩ B(nj) 6= ∅, then there exist nk such that nk = nj − ni
and also B(nk)∩Bψ 6= ∅. Since Bψ is adapted we conclude that f
−nk(z) ∈ Bψ
which is a contradiction because nk < n.
As in the proof of Lemma 3.5.2, consider (if it exists) the sequence 0 =
m0 < m1 < m2 < · · · < ml ≤ n such that
‖Df j/E(fmi (z))‖ < λ
j
2, 0 ≤ j ≤ mi, for all i = 1, . . . , l.
We claim that there exists C4 = C4(Bε(J)) such that
l∑
i=0
ℓ(f−mi(Jψ(z))) ≤ C4.
To prove the claim, assume first that z /∈ S1 ∪ S2. Set ε2 =
ε1
2 , ε3 =
ε2
2 .
For any point y ∈ Λ consider a box (not necessarily adapted) Bε3(W
cu
γ (y)).
Since Λ is compact we can cover Λ by a finite number of such boxes. We will
denote these by B1, . . . , Br. Set C3 =
∑r
k=1 ℓ(W
cu
2γ (yk)).
For 1 ≤ i ≤ l,
fmi(Bε2(f
−mi(Jψ(z)))) ⊂ Bψ.
Thus, for i 6= j,
Bε2(f
−mi(Jψ(z))) ∩Bε2(f
−mj(Jψ(z))) = ∅.
Otherwise, f−(mj−mi)(z) ∈ Bψ which is a contradiction since mj − mi ≤ n,
or which would contradict the fact that Bψ is an adapted box as well. Since
B1, . . . , Br covers Λ, the f
−mi(z) belong to some of these boxes, say Bk (if
it belongs to more than one we choose one in an arbitrary way). Let Jmi =
Bε2(f
−mi(Jψ(z))) ∩W
cu
2γ (yk). From Corollary 3.5, for every i,
1
C2
≤
ℓ(f−mi(Jψ(z)))
ℓ(Jmi)
≤ C2.
Moreover, by the fact that
fmi(Bε2(f
−mi(Jψ(z)))) ⊂ Bψ,
we conclude
Jmi ∩ Jmj = ∅.
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Hence
l∑
i=0
ℓ(f−mi(Jψ(z))) ≤
l∑
i=0
C2ℓ(Jmi) ≤ C2C3.
Assume now that z ∈ S1 ∪ S2. Let i0 = min{i : f
−ni(z) /∈ S1 ∪ S2}, and
let j0 = min{j : mj ≥ ni0}. As before we can conclude that
l∑
j=j0
ℓ(f−mj(Jψ(z))) ≤ C2C3.
Fix some z1 ∈ S1∩Λ and z2 ∈ S2∩Λ. Take i < i0. Then f
−ni(z) ∈ S1∪S2.
Now assume that it is in S1. Then, for every mj such that ni ≤ mj < ni+1,
consider the box Bmj = f
−(mj−ni)(B(ni)), and Jmj = Bmj ∩f
−(mj−ni)(J(z1)).
We have that Bmj has distortion C2 and Bmj ∩ Bmk = ∅ for every 0 ≤
mj,mk < ni0 . Thus Jmj ∩ Jmk = ∅. Therefore
j0−1∑
j=0
ℓ(f−mj(Jψ(z))) ≤
j0−1∑
j=0
C2ℓ(Jmj ) ≤ 2C2K1
where K1 is as in Lemma 3.7.1. Set C4 = C2C3 + 2C2K1. Then,
l∑
j=0
ℓ(f−mj(Jψ(z))) ≤ C4,
and the claim is proved.
Finally, the proof of the lemma follows by the same arguments as in the
proof of Lemma 3.5.2.
We shall divide the proof of the Main Lemma into two cases: one, when
Λ is not a minimal set, and the other when it is. Remember that a compact
invariant set is minimal if it has no properly compact invariant subset, or
equivalently, if any orbit is dense.
3.7.1. Case: Λ is not a minimal set.
Lemma 3.7.4. Let Bε(J) be a well-adapted box such that #R(Bε(J),Λ)
= ∞. Then there exists a return ψ0 ∈ R(Bε(J),Λ) such that the adapted
box Bψ0 = Image(ψ0) satisfies the conditions of Lemma 3.7.2; i.e., for every
ψ ∈ R(Bψ0 ,Λ), |ψ
′| < 12 holds.
Proof. Let Bε(J) be a well adapted box as in the hypothesis of the lemma,
and let K1,K,C1 be as in Lemmas 3.7.1, 3.7.3 and Corollary 3.8 respectively.
Consider also L = min{ℓ(J(z)) : z ∈ Bε(J) ∩ Λ}.
Let r > 0 be such that
r
C1
L
exp(K0K1 +K0K) <
1
2
.
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Since #R(Bε(J),Λ) =∞, there exists ψ0 ∈ R(Bε(J),Λ) such that
ℓ(f−j(Jψ0(z))) < r, for all j ≥ 0, for all z ∈ Bψ0 ∩ Λ.
Let k0 be such that ψ0 = f
−k0
/S0
, where S0 = dom(ψ0).
Let us prove that the box Bψ0 satisfies the thesis of the lemma. Observe
that if z ∈ S0 ∩ Λ, then for y ∈ J(z)
‖Df−k0
/F˜ (y)
‖ ≤
ℓ(f−k0(J(z)))
J(z)
exp(K0K1).
Let now ψ ∈ R(Bψ0 ,Λ), ψ = f
−k
/Sψ
, Sψ = dom(ψ). Setting n0 = k − k0
(k ≥ k0), we have f
−n0(Sψ) ⊂ S0.
Then, for y ∈ Jψ0(z), z ∈ dom(ψ),
|ψ′(y)| = ‖Df−k
/F˜ (y)
‖ ≤ ‖Df−k0
/F˜ (f−n0 (y))
‖‖Df−n0
/F˜ (y)
‖
≤
ℓ(f−k0(J(f−n0(z))))
ℓ(J(f−n0(z)))
exp(K0K1)
ℓ(f−n0(Jψ0(z)))
ℓ(Jψ0(z))
exp(K0K)
= ℓ(f−n0(Jψ0(z)))
ℓ(Jψ0(f
−k(z)))
ℓ(Jψ0(z))
1
ℓ(J(f−n0(z)))
exp(K0K1 +K0K)
≤ rC1
1
L
exp(K0K1 +K0K) <
1
2
.
The proof is finished.
Now, we can prove the Main Lemma when Λ is not a minimal set. We
have to show that
‖Df−n/F (z)‖ →n→∞ 0
for every point z ∈ Λ.
Since Λ is not a minimal set, there exists a point x ∈ Λ such that x /∈
ω(x). Take now a small well-adapted box Bε(J) associated to x such that
Bε(J)∩ {f
n(x) : n ≥ 1} = ∅. Then, since Λ is transitive, we conclude that for
this adapted box,
#R(Bε(J),Λ) =∞
(notice that if the point x is a boundary point of Λ˜ the same conclusion holds).
Now, by the previous lemma, there exists an adapted box B0 such that satisfies
the conditions of Lemma 3.7.2. This implies in particular that for every y ∈
B0 ∩ Λ,
‖Df−n/F (y)‖ →n→∞ 0.
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Let z be any point in Λ. There are two possibilities:
• The α- limit set α(z) is properly contained in Λ. Then, α(z) is a hyper-
bolic set; thus
‖Df−n/F (z)‖ →n→∞ 0.
• α(z) = Λ. Then, there exists m0 such that f
−m0(z) ∈ B0, implying that
‖Df−n
/F (f−m0 (z))
‖ →n→∞ 0
and so
‖Df−n/F (z)‖ →n→∞ 0.
This completes the proof of the Main Lemma in case Λ is not a minimal set.
3.7.2. Case: Λ is a minimal set. We begin by remarking that we cannot
expect to use the same argument here as in the preceding case, due to the fact
that if Λ is a minimal set, then for every adapted box, the set of returns of
this box is always finite. Nevertheless we shall exploit the fact that when Λ is
a minimal set there exist “boundary points.”
Lemma 3.7.5. Assume Λ is minimal set. Then, there exists an arbitrarily
small adapted box Bε(J) such that Bε(J
+) ∩ Λ = ∅ or Bε(J
−) ∩ Λ = ∅.
Proof. From Lemma 3.3.2 we get that, since Λ is a minimal set, the center
unstable and stable manifolds are dynamically defined.
Let Bε(J) be any small adapted box. We claim that⋃
z∈Bε(J)∩Λ
J(z) 6= Bε(J)
and this happens on both sides of the box.
Arguing by contradiction, assume that
B+ε (J) =
⋃
z∈Bε(J)∩Λ
J(z).
Since Λ is a minimal set, there exists some n > 0 sufficiently large such that
fn(W csε (x)) ⊂ B
+
ε (J) (x ∈ J). We can define a map
P : W cs,+ε (x)→W
cs,+
ε (x)
in the following way: if y ∈ W cs,+ε (x), then f
n(y) ∈ fn(W cs,+ε (x)). Now there
exists a point z ∈ B+ε (J) ∩ Λ such that f
n(y) ∈ J(z). Let
P (y) =W cs,+ε (x) ∩ J(z).
It is not difficult to see that the map P is continuous, and we conclude that
there exists a fixed point y0 for this map. This means that there exists a
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point z0 ∈ B
+
ε (J) ∩ Λ such that y0 ∈ J(z0) and f
n(y0) ∈ J(z0). Since J(z0) ⊂
W cuγ (z0) and this central unstable manifold is dynamically defined, we conclude
that α(z0) is a periodic orbit, which is a contradiction to the fact that Λ is a
minimal set, which completes the proof of our claim.
Thus, as in Lemma 3.6.3, case 1, we can construct a well-adapted box
Bε′(J) such that Bε′(J) = S1 ∪Bε′′(J) ∪ S2 with Si ∩ Λ = ∅.
With the same reasoning, it can be proved that
Bε′(J) 6=
⋃
z∈Bε′ (J)∩Λ
(
W csγ (z) ∩Bε′(J)
)
.
Then, there exists x0 ∈ Bε′(J)∩Λ such that there is no point of Λ on one side
of W csε (x0).
Finally, every small adapted box to this point x0 satisfies the conclusion
of the lemma.
Lemma 3.7.6. Let Bε(J) be a well-adapted box such that Bε(J
+)∩Λ = ∅.
Then Bε(J
+) is an “adapted box”; i.e., for all y ∈ Bε(J) ∩ Λ,
f−n(J+(y)) ∩Bε(J
+) = ∅ or f−n(J+(y)) ⊂ Bε(J
+)
where J+(y) = J(y) ∩ Bε(J
+). Moreover, there exists K1 such that if y ∈
Bε(J) ∩ Λ and f
−j(J+(y)) ∩Bε(J
+) = ∅, 1 ≤ j < n, then
n∑
j=0
ℓ(f−j(J+(y))) < K1.
Proof. Assume that, for some y ∈ Bε(J) ∩ Λ and n > 0, f
−n(J+(y)) ∩
Bε(J
+) 6= ∅ holds. As Bε(J) is an adapted box we conclude that f
−n(J(y)) ⊂
Bε(J). Moreover, there is a finite sequence of returns ψi ∈ R(Bε(J),Λ),
i = 1, . . . , k, such that f−n(J(y)) = ψk ◦ · · · ◦ ψ1(J(y)). If f
−n(J+(y)) is not
contained in Bε(J
+), then f−n(J+(y)) ∩W csε (x) 6= ∅. In particular, W
cs
ε (x) ⊂
Image(ψk). Hence, f
n(W csε (x) ∩ J
+(y) 6= ∅ and fn(W csε (x)) ⊂ dom(ψ1) ⊂
Bε(J). Therefore f
n(W csε (x) ⊂ Bε(J
+) and so does fn(x). Since x ∈ Λ this is
a contradiction, and completes the proof of the first part.
The existence of K1 can be proved with the same arguments used in the
proof of Lemma 3.7.3.
Lemma 3.7.7. Let Bε(J) be a well-adapted box such that Bε(J
+)∩Λ = ∅.
Then there exists K such that for every y ∈ Bε(J) ∩ Λ,
∑
j≥0
ℓ(f−j(J+(y))) < K.
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In particular there exists J1(y), J
+(y) ⊂ J1(y) ⊂ J(y) such that the length of
J1(y)− J
+(y) is bounded away from zero (independently of y) and such that
∞∑
n=0
ℓ(f−n(J1(y))) <∞.
Proof. First, we shall define returns of Bε(J
+) as we did for adapted boxes.
Let S be a vertical strip and define S+ = S∩Bε(J
+). A map ψ : S+ → Bε(J
+)
is called a return of Bε(J
+) associated to Λ if:
• S ∩ Λ 6= ∅;
• there exists k > 0 such that ψ = f−k/S+;
• ψ(S+) = f−k(S+) is a connected component of f−k(Bε(J
+)) ∩Bε(J
+);
• f−i(S+) ∩Bε(J
+) = ∅ for 1 ≤ i < k.
If R(Bε(J
+)), the set of returns of Bε(J
+), is empty, by the preced-
ing lemma, we conclude the proof. Assume that R(Bε(J
+)) 6= ∅, and let
ψ : S+ → Bε(J
+) be a return, ψ/S+ = f
−k. Let Bψ = Image(ψ).
We claim that Cl(Bψ)∩W
cs
ε (x) = ∅. Otherwise, the image of the segment
s = S∩W csε (x) under f
−k is contained inW csε (x). This means in particular that
there exists a point y ∈ W csε (x) such that f
k(y) ∈ W csε (x). Since W
cs
ε (x) is in
fact a stable manifold, we conclude that ω(x) is a periodic point, contradicting
the fact that Λ is a minimal set. This completes the proof of our claim.
If the #R(Bε(J
+)) is finite, there exists N such that for every y ∈
Bε(J) ∩ Λ and n ≥ N
f−n(J(y)) ∩Bε(J
+) = ∅.
To prove this, observe that, by the claim, there exists r > 0 such that
dist(W csε (x), Image(ψ)) > r, for all ψ ∈ R(Bε(J
+)).
Since the central unstable manifolds are in fact unstable manifolds, there exists
N such that for every y ∈ Bε(J) ∩ Λ and n ≥ N we have
ℓ(f−n(J(y))) < r.
Thus, if f−n(J(y)) ∩ Bε(J
+) 6= ∅ for some n ≥ N then we get a contra-
diction. Indeed, if this happens, there exists a return ψ ∈ R(Bε(J
+)) such
that f−n(J(y)) ∩ Image(ψ) 6= ∅, and so, by our definition of r, we conclude
that f−n(J(y)) ⊂ Bε(J
+) implying that f−n(y) ∈ Bε(J
+) ∩ Λ = ∅, which is
impossible.
Let n0 = max{n ≥ 0 : f
−n(J(y)) ∩ Bε(J
+) 6= ∅}. Thus, n0 ≤ N and,
since f−n0(J+(y)) ⊂ J+(f−n0(y)), we conclude that
f−j(J+(f−n0(y))) ∩Bε(J
+) = ∅, for all j ≥ 1
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and so, by the previous lemma,∑
j≥0
ℓ(f−j(J+(f−n0(y)))) < K1.
Therefore ∑
j≥0
ℓ(f−j(J+(y))) < Ndiam(M) +K1 = K.
Finally, assuming that #R(Bε(J
+)) is infinite, take r > 0 such that
r
L
exp(K0K1) <
1
2
where L = min{ℓ(J+(y)) : y ∈ Bε(J) ∩ Λ}. Applying the same argument
as before, we can conclude that there exists only a finite number of returns
ψ1, ψ2, . . . , ψl such that Image(ψi) is not contained in a box Bε(J
′) of x with
“vertical size” at most r. In particular for every other return ψ, Image(ψ) ⊂
Bε(J
′),
|ψ′| ≤
r
L
exp(K0K1) <
1
2
.
Thus, as in the proof of Lemma 3.7.2, there exists K˜ such that if for some
z ∈ Bε(J) ∩ Λ we have that
f−n(J+(z)) ∩ dom(ψi) = ∅, i = 1, . . . , l,
then ∑
j≥0
ℓ(f−j(J+(z))) ≤ K˜.
On the other hand, as above, there exists N such that for every y ∈
Bε(J) ∩ Λ and n ≥ N
f−n(J+(y)) ∩ dom(ψi) = ∅, i = 1, . . . , l.
Take any y ∈ Bε(J)∩Λ. Consider, if it exists, m0 = min{n ≥ N : f
−n(J+(y))∩
Bε(J
+) 6= ∅} and let z = f−m0(y).
Hence,∑
j≥0
ℓ(f−j(J+(y))) ≤ Ndiam(M) +K1 + K˜ = K <∞.
In particular, as in Schwartz’s proof of the Denjoy theorem, we conclude
that for all y ∈ Bε(J) ∩ Λ there exist J1(y), J
+(y) ⊂ J1(y) ⊂ J(y) such that
the length of J1(y) − J
+(y) is bounded away from zero (independently of y)
and such that
∞∑
n=0
ℓ(f−n(J1(y))) <∞
and the proof of the lemma is finished.
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Now, we can prove the Main Lemma when Λ is a minimal set. We shall
proceed as in the proof of Lemma 3.5.2. Using the notation of the preceding
lemma, take
B =
⋃
y∈Bε(J)∩Λ
J1(y).
Notice that B is an open set of Λ, and for every y ∈ B ∩Λ (i.e. y ∈ J1(y)), we
have
∞∑
n=0
ℓ(f−n(J1(y))) <∞
and so
‖Df−n/F (y)‖ →n→∞ 0.
Let z be any point in Λ. Since Λ is a minimal set there exist m0 = m0(z)
such that f−m0(z) ∈ B and so
‖Df−n
/F (f−m0 (z))
‖ →n→∞ 0,
implying that
‖Df−n/F (z)‖ →n→∞ 0.
This completes the proof of the Main Lemma.
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