ABSTRACT In this paper, a new fault monitoring method based on adaptive partitioning non-negative matrix factorization (APNMF) is presented for non-Gaussian processes. Non-negative matrix factorization (NMF) is a new dimension reduction technique, which can effectively deal with Gaussian and non-Gaussian data. However, the NMF model of traditional fault monitoring method is time-invariant and cannot provide fault warning for the slowly changing industrial process. Therefore, this paper proposes an adaptive partition NMF algorithm with non-fixed sub-block NMF models. First, the process variables under different operating conditions of the system are divided into several sub-variable spaces adaptively by the complete linkage algorithm. Then, the global variables space and each sub-variable space are modeled by the NMF method. Finally, the kernel density estimation (KDE) method is adapted to calculate the control limits of the defined statistical metrics. The proposed method makes full use of intra-block local information and inter-block global information, which improves diagnostic performance. The experimental results of a numerical process and the Tennessee Eastman (TE) benchmark process show that the proposed method improves the accuracy of fault monitoring compared with the existing algorithms.
I. INTRODUCTION
With modern industrial processes become more and more complex, many industrial processes such as chemical processes usually consist of mass data that are random, nonlinear, uncertain, and dynamic. The increasing demands for safe operation of industrial plants continue to gain attention of research in process monitoring. Multivariate statistical process monitoring (MSPM) is a powerful data-driven technology to detect and identify changes and faults [1] . The nature of MSPM is to transform high-dimensional data into lower-dimensional data and obtain important information in low-dimensional data, especially in large systems.
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Typical MSPM techniques include principal component analysis (PCA), partial least squares (PLS), canonical variable analysis (CVA), independent component analysis (ICA) and so on [2] - [5] .
PCA is a widely used reduction technique that is implemented by projecting variables onto a smaller new set of uncorrelated variables. For the past years, several PCA based methods had been successfully applied to online monitoring of industrial processes, especially chemical processes [6] . In fact, PCA gradually presents some limitations in fault monitoring and isolation. One of the drawbacks of the PCA based fault diagnosis method is that the PCA model constructed by the global data ignores the local information of process data. However, the local information can monitor the local changes caused by fault and improve the performance of fault diagnosis. To solve these problems, it is common to divide the process variables into blocks, diagnose each block separately, and then further determine which sub-block failed. Lee and Vanrolleghem [7] proposed a new monitoring method for batch process based on adaptive multi-block MPCA algorithm. Liu et al. [8] proposed an adaptive partitioning principal component analysis (APPCA) method for fault diagnosis using local information within the block and the global information between the blocks. The above methods analyzed both global and local models, which greatly improved the efficiency of fault diagnosis.
Another limitation of PCA is that the process measurements being monitored must follow a Gaussian distribution. In actual industrial production, most process measurements not only contain Gaussian distribution, but also may contain non-Gaussian distribution owing to the frequent occurrence of special cause events. If the traditional PCA method is used for fault monitoring at this time, the statistical characteristics of the process will be weakened, resulting in inaccurate process performance analysis and a large number of process failures. In order to solve the non-Gaussian problem, some relevant scholars proposed ICA algorithm [9] , [10] . Different from the principal elements obtained by the PCA algorithm, the latent variables extracted by ICA, which are called the independent components (ICs), are assumed to be non-Gaussian and mutually independent. In fact, the ICA algorithm not only removes the correlation between variables, but also contains high-order statistics. Therefore, ICA can contain more useful information than PCA. In recent years, non-negative matrix (NMF), multi-label learning (MLL), semsupervised learning (SSL) have been widely used in feature extraction of images [11] - [13] .
The non-negative matrix (NMF) is a new dimension reduction method proposed by Lee and Seung [14] , [15] . Compared with the traditional MSPC monitoring methods, the NMF algorithm has no other limitations on the measurement data except for non-negative [16] . Measurement data in industrial processes may not meet non-negative conditions, such as temperature, pressure and other sensor readings may be negative. However, the measurements of these sensors can be adjusted so that they are not negative. Therefore, in general, industrial process data can basically meet the requirements of NMF. Therefore, NMF has a wider range of applications. In addition, the NMF algorithm can capture the local characteristics of the data from a large amount of data, and has better explanatory ability than the traditional MSPC methods.
In recent years, the NMF method has attracted more and more attention and shown the superiority in many successful applications, e.g., data mining, pattern recognition and clustering [11] , [17] , [18] . However, the application of NMF method in fault monitoring is relatively rare. Li et al. [19] proposed a fault diagnosis method for non-Gaussian process based on the NMF algorithm. Later, they proposed a generalized non-negative matrix projection (GNMP) based on the projection non-negative matrix factorization (PNMF) [20] . This method had no non-negative constraint on the original data, which greatly expanded the application range of NMF algorithm. Chen et al. [21] proposed a new method to separate the feature automatically using the supervised NMF. Zhu et al. [22] clustered the multimode process data by a traditional NMF and proposed a novel multi-mode process monitoring approach. However, the NMF model in the above fault monitoring methods is time-invariant. Since many industrial processes often change slowly, the application of fixed model based fault detection may reduce the accuracy of fault monitoring.
In order to improve the accuracy of fault monitoring, the paper proposes a fault monitoring method based on adaptive partition non-negative matrix factorization (APNMF). The main contributions of this paper are as follows.
(1) The proposed method is purely data-driven and can be used for fault monitoring of non-Gaussian processes. This is especially important when process knowledge is scarce. (2) Fault diagnosis models can be dynamically updated. Different operating conditions have different block results, which makes the fault detection results more interpretable. (3) The sub-block model can not only reflect the local behavior of process change, but also improve the accuracy of fault detection by combining local fault detection results. Compared with existing algorithms, the proposed method can obtain higher fault detection rate and lower delay time. The effectiveness of this method is demonstrated by simulation results of a numerical process and the TE process.
The rest of the paper is organized as follows: Section 2 introduces the related algorithms including PCA, NMF and KDE. Section 3 presents the APNMF algorithm. Section 4 describes the monitoring steps of fault monitoring method based on the APNMF algorithm. In Seciton 5, the experiment results of a numerical process and the TE process verify the effectiveness of the proposed algorithm. Finally, the conclusions and future work are discussed in Section 6.
II. RELATED MSPM TECHNIQUES A. PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA is a typical data statistical analysis method, which is widely used in process control, fault diagnosis and other fields [2] . Consider a measurement matrix
∈ R M ×d , for d process variables with M measurements for each variable. Before establishing the PCA model, it is needed to preprocess X T . Then the covariance matrix is calculated and the eigenvalues are decomposed. According to the descending order of eigenvalues, the number of principal elements k(k ≤ d) is selected by contribution method. Thus, X T can be decomposed by PCA as:
where T ∈ R M ×k is the score matrix and P ∈ R d×k is the load matrix.X T and E PCA ∈ R M ×d are the principal component subspace (PCS) and residual subspace (RS) of the measurement matrix X T respectively.
In case of fault monitoring, the monitoring indicators of PCS and RS are Hotelling's T 2 and SPE respectively, both of which can be calculated as follows:
where is the diagonal matrix associated with the PCS.
B. NON-NEGATIVE MATRIX FACTORIZATION(NMF)
The NMF algorithm was firstly proposed by Lee and Seung [14] . Given a non-negative data matrix
, the main idea of the NMF algorithm is to approximate X as the product of two non-negative matrices W ∈ R d×k and
which is of the form:
where W is the base matrix, and H is the coefficient matrix. The selection of lower dimensional order k satisfies
The standard NMF algorithm can be reduced to a nonlinear optimization problem with an objective function measuring the quality of the low rank approximation. Lee and Seung [15] defined two objective functions and formulated the iteration rules of W and H , as shown in equations (5) and (6):
The objective function (5) is relatively simple to implement and has been effectively applied in many literature, such as [16] , [19] , and [20] . Hence, the paper uses the target function shown in equation (5) .
The local optimal iteration method for the objective function (5) is shown as:
The objective function F 1 is invariant under these updates if and only if W and H are at a stationary point. The base matrix W retains the structure and space relation of the matrix X , and the coefficient matrix H expresses the low order approximate matrix of the matrix X . Therefore, the fault monitoring model of NMF algorithm is shown as:
whereĤ = (W T W ) −1 W T X is the low order approximate matrix and E is residual matrix.
To reflect the process status for industrial process data, N 2 and SPE are proposed as process monitoring indices, which are [19] :
whereĥ j ∈ R k and x j ∈ R d are the jth column vectors of the matrixĤ and X , respectively. In addition,x j can be obtained byx j = Wĥ j .
C. KERNEL DENSITY ESTIMATION (KDE)
In PCA monitoring, the control limits are based on a specified distribution by assuming that potential variables follow Gaussian distribution. However, for the non-Gaussian process discussed in this paper, the control limits of N 2 and SPE cannot be calculated directly from a particular approximate distribution. In this paper, the KDE method is applied to estimate the probability density function (PDF) of N 2 and SPE, and then calculate the corresponding control limit [23] . Let Q = {q i , i = 1, 2, . . . , n} represent a samples set and its PDF can be calculated as follows:
where q i is the value of the ith sample, n is the number of the observed samples, ω is the bandwidth or smooth parameter, and K (.) is a kernel function that satisfies the following conditions:
In fact, the selection of kernel function has little effect on the accuracy of the KDE, which has been indicated in [19] and [20] . Usually, Gaussian kernel is a popular choice. However, the selection of the bandwidth ω has a great influence on the accuracy of the results. If ω is too small, the density estimator will be under-smoothed, while if ω is too large, the density estimator will be over-smoothed. Therefore, the optimal value of bandwidth needs to be found as much as possible. By using the least square cross-validation and the contrast methods, Mugdadi and Ahmad [24] deduced that the bandwidth was:
where σ is the standard deviation.
After the PDF is calculated, the cumulative density function (CDF) can be expressed as:
Afterwards, the confidence degree is given by 99%. The corresponding confidence region can be obtained based on the CDF and confidence degree. 
III. ADAPTIVE PARTITION NON-NEGATIVE MATRIX FACTORIZATION (APNMF)
APNMF is a method of data partitioning using residual matrix. It can not only update the fault diagnosis model dynamically, but also deal with non-Gaussian data effectively.
All of the NMF based algorithms are sensitive to the initialization of two non-negative matrices W and H . A good initialization value will facilitate the fast convergence of NMF and obtain a better local optimal solution. There exist different NMF initialization schemes based on random values or singular value decomposition (SVD) [19] , [20] , [22] . It is noted that the measurement matrix X T can be decomposed by PCA as X T = TP T + E. In this paper, the absolute value of load matrix P and the transpose of score matrix T are used to initialize the basis matrix W and the coefficient matrix H . This initialization approach is very simple and could make NMF get a steady result and even faster. In order to show the effectiveness of the proposed initialization method, the following error function is defined:
Consider two data matrices X n ∈ R d×M n and X f ∈ R d×M f . X n is the normal data matrix and X f is the fault data matrix collected from one fault case. M n and M f are the number of sample. The fault monitoring model of NMF algorithm is as follows:
withĤ n is the low order approximate matrix and E n is residual matrix. For the faulty data matrix X f , residuals E f can be obtained as:
The residual subspace can usually describe the material energy balance [8] . Since the failure can cause material energy imbalance and change the correlation between variables, the residual are very sensitive to process failures. Therefore, the changes in the correlation between process variables can be described according to the residual matrix in the fault state [8] . The variable partitioning method is performed based on the NMF residuals of a fault state.
Assume matrix R f ∈ R d×d denote the correlation between process variables in the fault state. R f ,ij represents the degree of correlation between the variable i and j. Pearson's correlation coefficients was selected to measure the degree of correlation between variables, which is with E f ,i and E f ,j are the residuals of the ith and jth variables respectively, andĒ f ,i andĒ f ,j are the average of E f ,i and E f ,j respectively. Obtain significant horizontal matrix S f by t-test of R f . Each S f ,ij in the matrix S f represents the degree of correlation between the variable i and the variable j, ranging from 0 to 1. The smaller the value of S f ,ij , the stronger correlation between the two variables. Define the matrix S f as distance matrix and partition the variables into some sub-blocks 1, 2, . . . , b) by the complete linkage algorithm [25] . In summary, the APNMF algorithm proposed in this section is shown in Table 1 .
With the above APNMF method, each sub-block data
, H i and E i represent the basis matrix, coefficient matrix and residual matrix of the global model and ith sub-block model respectively. The global and local monitoring models of NMF can be constructed as follows: 
IV. NON-GAUSSIAN PROCESS MONITORING BASED ON APNMP
The proposed fault monitoring method mainly includes three stages: global fault monitoring, data adaptive partitioning and block fault monitoring. The schematic diagram of the proposed APNMF monitoring method is shown in Figure 1 , and the detailed steps are presented as follows:
A. GLOBAL FAULT MONITORING
(1) Collect the normal history data matrix X n ∈ R d×M n with non-negative elements. The initial value of NMF algorithm is obtained by PCA and the base matrix W n and coefficient matrix H n are calculated using (7) and (8) 
C. BLOCK FAULT MONITORING
(1) Construct the sub-block normal data matrix X n,i ∈ R d i ×M n (i = 1, 2, . . . , b) according to sub-block C i (i = 1, 2, . . . , b) and obtain the base matrix W n,i and coefficient matrix H n,i of each sub-block X n,i using (7) and (8). (2) Construct the monitoring statistic N 2 n,i and SPE n,i of each sub-block by (10) and (11 2 and SPE statistics exceeds the corresponding control limit, the fault will be detected.
V. SIMULATION
In this section, the effectiveness of the proposed method is verified by a numerical example and the TE process.
A. A NUMERICAL EXAMPLE
In this paper, a numerical example is used to verify the feasibility of the APNMF method. Consider a simple numerical example proposed by Jiang and Yan [26] , as shown below: N(3,1) . First, 400 samples are generated as training data under normal operating mode. To get the validation data set, the following cases are considered, with each case consisting of 400 samples: 1) a step change of 0.6 is introduced to source s1 at the 101th point. 2) an ramp change of 0.1(i−100) is introduced to source s2 from the 101th point to the 200th point.
In order to show the effectiveness of the proposed initialization method, the paper compares the convergence of different initialization value in Fig.2 . The red line is the convergence curve of the proposed method, the blue one is the convergence curve based on SVD, and the green one is the convergence curve based on the random method. As can be seen from Fig.2 , the proposed method has faster convergence performance.
With the APNMF method, the results of variable partitioning for each fault are determined by integrating the correlation coefficients and complete linkage algorithm, as shown in Table 2 .
The monitoring results of fault 1 based on the global NMF and APNMF methods are shown in Fig. 3 . The red line represents the control limit, and the blue line represents the statistical value N 2 or SPE.
Global 9 variables are divided into 2 sub-blocks by APNMF method with C 1 (12348) and C 2 (5679). The detection results of those 2 sub-blocks are shown in Fig.3 (b)-(c) . Both plots show that the variables in the first block contribute more to the fault than those in the second block, which is in accordance with the case that we have designed. As shown in Fig.3 , the fault detection rates of N 2 and SPE based on the NMF are 0.1733and 0.8933 respectively, while those based on the APNMF are 0.2766 and 1 respectively.
The monitoring results of fault 2 are illustrated in Fig. 4 . The red line represents the control limit, and the blue line represents the statistical value N 2 or SPE. As shown in Fig. 4(a) , the fault detection rate detected by global NMF is not so well, where N 2 statistic is 0.76 and SPE statistic is 0.69. However, the APNMF method can detect the fault with a higher fault detection rate, where N 2 statistic is 0.78 and SPE statistic is 0.75. With the above analysis, the APNMF method is superior to the global NMF and can provide some more correct information for operators.
B. TE BENCHMARK PROCESS
The proposed method is verified by the famous TE chemical process proposed by Downs and Vogel [27] of Eastman Chemical Company, as shown in Fig. 5 . The TE process is an effective tool for process fault diagnosis, mainly consisting of five operating units, i.e., reactor, product condenser, vapor liquid separator, recycle compressor and product stripper. The TE process has 22 continuous measurements, 19 composition measurements and 12 manipulated variables. In this paper, 22 continuous variables and 11 manipulated variables are used for process monitoring, which are listed in Table 3 . The plant-wide control structure recommended by Lyman and Georgakis [28] was used to generate simulated process data in this study. The data of TE process can be downloaded from this website: http://web.mit.edu/braatzgroup/links.html.21 faults that are often appeared in TE process are provided in Table 4 . The normal data with no process fault are used as training data set, which contains 500 samples. 21 test data sets are collected in 21 fault modes and each contains 960 samples. In addition, each fault test data set starts with normal data and the fault is introduced from 161th sample.
To test the APNMF method, the fault detection rate and delay time are chosen as two criterions to assess the monitoring performance, and the monitoring results of the PCA, NMF [11] , PNMF [16] and ALS-NMF [19] are given for comparison. If a monitoring technique has a higher detection rate and lower delay time, then this method is determined to have better performance. All the data in TE process need to be preprocessed before the application of the above algorithms. In the PCA-based monitoring method, the number of principal elements is selected to capture over 85% of data variation. The NMF-based method includes NMF, PNMF, ALS-NMF and APNMF select the same dimension reduction order k as PCA for comparison. The 99% control limits of all the statistic variables are determined by KDE.
With the APNMF method, a series of sub-block models for each fault are built. The results of variable partitioning for each fault are shown in Table 5 .
The fault detection results of PCA, NMF, PNMF, ALS-NMF and APNMF are listed in Table 6 . The detection results having striking contrast are marked with bold fonts. Noted that the overall effect of the NMF-based method is better than that of the PCA method, which is the same with the published papers [19] - [21] . Compared to PCA,NMF, PNMF, ALS-NMF, the APNMF method shows the highest fault detection rate and minimum delay time in most fault modes, especially in fault modes 3, 5, 9, 10, 16 and 19. It is easy for the above three methods to detect Fault 1, 2, 6, 7, 8, 12, 13, 14, 17 and 18 because they have an obviously effect on the variation and mean of the overall process. According to the above analysis on the TE process, the proposed APNMF method is demonstrated to perform better in fault monitoring than PCA, NMF, PNMF and ALS-NMF. Specifically, let's take Fault 5 as an example. Fault 5 is a step change in the condenser cooling water inlet temperature. The detection results based on the global NMF and APNMF methods are shown in Fig. 6 . The red line represents the control limit, and the blue line represents the statistical value N 2 or SPE. As shown in Fig. 6(a) , the fault is clearly detected between the 161th sample and 385th sample by the global NMF. However, the fault is hard to detect after 385th sample owing to the compensation of the control loop. Global 33 variables are divided into 7 sub-blocks by the APNMF method with C 1 (12, 15, 23, 29, 30) , C 2 (2, 9, 21, 32), C 3 (3, 5, 6, 8, 14) , C 4 (1, 4, 7, 13, 16, 20, 25, 27) , C 5 (18, 19, 26, 31) , C 6 (17, 33) and C 7 (10, 11, 22, 24, 28) . The detection results of those 7 sub-blocks are shown in Fig. 6(b)-(h) . The same low detection results as shown in Fig. 6(a) exist in the six subblocks (b, c, d, e, f, h). However, sub-block C 6 can detect the fault by the SPE statistic almost in the whole fault operation, as shown in Fig. 6(g) . The fault detection rates of N 2 and SPE based on the NMF are 0.3300 and 0.3612 respectively, while those based on the APNMF are 0.4762 and 0.9924 respectively. The SPE statistic of APNMF will continue to inform the operators that the fault still remains in the process and sub-block C 6 takes the most responsibility for fault detection.
Fault 10 is a random change in the C feed temperature. The detection results based on the global NMF and APNMF methods are shown in Fig. 7 . The red line represents the control limit, and the blue line represents the statistical value N 2 or SPE. As shown in Fig. 7(a) , the fault detection rate detected by global NMF is low, where N 2 statistic is 0.5538 and SPE statistic is 0.5737, and nearly half of the failure samples have not been detected. However, the APNMF method can detect the fault with a higher fault detection rate, where N 2 statistic SPE is 0.7063 and statistic is 0.8562. Global 33 variables are (4, 27, 16, 7, 13, 20, 17, 11, 22) and C 7 (18, 19, 31, 33) . Fig. 7 (h) shows that the sub-block C 7 model has a high sensitivity to Fault 10 where the fault detection rate for N 2 and SPE statistics are 0.4325 and 0.7712 respectively. On the other hand, the other 6 sub-block models have a lower sensitivity to Fault 10. With the above analysis, the APNMF method is superior to the global NMF and can provide some more correct information for operators.
VI. CONCLUSION
In this work, a new method has been developed to enhance fault monitoring for non-Gaussian processes based on APNMF method. The proposed fault monitoring method mainly includes three stages, which are global fault monitoring, data adaptive partitioning and block fault monitoring. In global fault monitoring, the residuals of online operating data are collected by performing NMF upon the whole variables. Then, the variables are partitioned into several blocks by integrating the residuals and complete linkage algorithm. Finally, a series of sub-block NMF models are constructed and used to realize block fault monitoring. The sub-block NMF model is dynamically updated under different operation conditions, which broadens the applicability of this method. Besides, the method improves monitoring performance by making full use of global information between the block and local information within the block. The study of a numerical example and the TE process show that this method can improve the accuracy in fault monitoring. However, this paper only discusses fault monitoring in non-Gaussian processes without considering the nonlinearity of industrial processes. The fault diagnosis in nonlinear processes will be the future research direction. XIAO-GUANG GU was born in Henan, China, in 1986. He received the B.S. degree in automation and the M.S. degree in applied mathematics from Henan University, Kaifeng, China, in 2008 and 2011, respectively, and the Ph.D. degree in control science and engineering from the Nanjing University of Science and Technology, Nanjing, China, in 2018. Since 2018, he has been a Faculty Member with the School of Business, Nanjing University. His research interests include parameter design, tolerance design, process capability analysis, six sigma management, and value chain management. BO-YI LI was born in Henan, China, in 1996. He is currently pursuing the bachelor's degree in automation with the Zhengzhou University of Light Industry. His main research interests include fault diagnosis and controller performance analysis. VOLUME 7, 2019 
