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ABSTRACT
We present radiation-hydrodynamic simulations of radiatively-driven gas shells
launched by bright active galactic nuclei (AGN) in isolated dark matter haloes. Our
goals are (1) to investigate the ability of AGN radiation pressure on dust to launch
galactic outflows and (2) to constrain the efficiency of infrared (IR) multi-scattering
in boosting outflow acceleration. Our simulations are performed with the radiation-
hydrodynamic code Ramses-RT and include both single- and multi-scattered radia-
tion pressure from an AGN, radiative cooling and self-gravity. Since outflowing shells
always eventually become transparent to the incident radiation field, outflows that
sweep up all intervening gas are likely to remain gravitationally bound to their halo
even at high AGN luminosities. The expansion of outflowing shells is well described by
simple analytic models as long as the shells are mildly optically thick to IR radiation.
In this case, an enhancement in the acceleration of shells through IR multi-scattering
occurs as predicted, i.e. a force P˙ ≈ τIRL/c is exerted on the gas. For high optical
depths τIR & 50, however, momentum transfer between outflowing optically thick gas
and IR radiation is rapidly suppressed, even if the radiation is efficiently confined.
At high τIR, the characteristic flow time becomes shorter than the required trapping
time of IR radiation such that the momentum flux P˙  τIRL/c. We argue that while
unlikely to unbind massive galactic gaseous haloes, AGN radiation pressure on dust
could play an important role in regulating star formation and black hole accretion in
the nuclei of massive compact galaxies at high redshift.
Key words: methods: numerical - radiative transfer - quasars: supermassive black
holes
1 INTRODUCTION
In order to grow a supermassive black hole (SMBH) with
mass MBH, an amount η/(1−η)MBHc2 of energy is released
via gravitational accretion. If the SMBH grows with a mean
radiative efficiency η = 0.1 at the centre of a galactic bulge
with mass M∗ = 500 ×MBH (Kormendy & Ho 2013) and
velocity dispersion σ250 = σ/(250 km s−1), the energy re-
leased exceeds the binding energy of the bulge by a factor
≈ 300σ−2250 (e.g. Fabian 2012). Hence, the coupling between
energy released through active galactic nucleus (AGN) ac-
tivity and the interstellar/intergalactic medium (‘AGN feed-
back’) clearly has the potential to profoundly affect galaxy
evolution.
Consequently, energy and momentum injection into the
interstellar medium (ISM) through AGN feedback is often
? E-mail: costa@strw.leidenuniv.nl
invoked to tackle a wide range of outstanding problems in
galaxy formation. AGN feedback is thought to result in the
suppression of star formation in massive galaxies and to
explain the origin of the observed population of quiescent
galaxies (Scannapieco & Oh 2004; Churazov et al. 2005;
Bower et al. 2006). In massive groups and galaxy clusters,
AGN feedback is thought to regulate cooling flows (Sijacki &
Springel 2006; Vernaleo & Reynolds 2006; McCarthy et al.
2010; Gaspari et al. 2011; Teyssier et al. 2011; Dubois et al.
2011; Martizzi et al. 2012; Li & Bryan 2014; Barai et al.
2016). Another potential role is to limit black hole growth
(Haehnelt et al. 1998; Wyithe & Loeb 2003; Di Matteo et al.
2005; Springel et al. 2005b), possibly establishing the scal-
ing relations that link MBH to galactic properties (Silk &
Rees 1998; King 2003; Murray et al. 2005). AGN feedback
is, hence, invoked in virtually every semi-analytical model
(e.g. Kauffmann & Haehnelt 2000; Croton et al. 2006; Hen-
riques et al. 2015) and large-scale cosmological simulation
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(e.g. Sijacki et al. 2007; Di Matteo et al. 2008; Booth &
Schaye 2009; Dubois et al. 2012a; Vogelsberger et al. 2013;
Sijacki et al. 2015; Schaye et al. 2015; Khandai et al. 2015;
Volonteri et al. 2016; Weinberger et al. 2017) to account for
the properties of massive galaxies and SMBHs in the local
and high redshift Universe.
In broad terms, AGN energy and momentum deposi-
tion into the vicinity of a rapidly accreting SMBH generates
steep pressure gradients that can accelerate large masses of
gas outwards. A large number of such outflows has now been
detected at a wide range of spatial scales. At the small-
est scales (. 1 − 100 pc), detections of blue-shifted X-ray
absorption lines indicate the existence of wide-angle winds
with speeds 100 − 1000 km s−1 (Kaastra et al. 2000; McK-
ernan et al. 2007; Gofford et al. 2011; Detmers et al. 2011;
Reeves et al. 2013) and, in more extreme cases, up to a
few tenths of the speed of light (Pounds et al. 2003; Reeves
et al. 2009; Cappi et al. 2009; Tombesi et al. 2012). At
larger scales, the detection of broad emission and absorp-
tion features in the spectra of systems with luminosities
dominated by AGN in ULIRGs/quasars (Sturm et al. 2011;
Aalto et al. 2012; Rupke & Veilleux 2013; Liu et al. 2013;
Genzel et al. 2014; Carniani et al. 2015; Tombesi et al. 2015;
Zakamska et al. 2016; Williams et al. 2017; Bischetti et al.
2017) as well as in radio-loud AGN (Tadhunter et al. 2014;
Morganti et al. 2015) reveals the existence of mass-loaded
(Mout & 108 M), fast (vout = 1000 − 3000 km s−1) AGN-
driven outflows extended over up to several kpc or even up
to tens of kpc (Cicone et al. 2015). According to these obser-
vations, AGN-driven outflows typically have a multi-phase
structure, comprising hot ionised, warm and cold molecu-
lar components. Importantly, the cold molecular phase of-
ten appears to contain momentum fluxes > L/c and kinetic
luminosities . 0.05L (see Fiore et al. 2017, for a recent com-
pilation of AGN-driven outflows), where L is the AGN lu-
minosity (though see Husemann et al. 2016).
Whether observed outflows couple to a sufficiently large
volume of the ISM to directly suppress star formation re-
mains an open question. Indirect support is provided by the
high inferred outflow rates in AGN hosts, which often ex-
ceed the star formation rates of host galaxies (e.g. Cicone
et al. 2014; Fiore et al. 2017). This scenario is also sup-
ported by the observed spatial overlap of gas in Hα emis-
sion with broad emission lines tracing outflows in circum-
nuclear regions of high redshift quasars (Cano-Dı´az et al.
2012). Though star formation might be suppressed, there
are also indications that it may not be reduced to negligible
levels and may even be enhanced in the outskirts of galactic
nuclei (Cresci et al. 2015; Carniani et al. 2016).
The efficiency at which AGN feedback operates is
largely unconstrained even from a theoretical point of view.
In the case of ‘radiative mode’ feedback, this is mainly due
to a poor understanding of the physical processes that gov-
ern the coupling between the AGN radiation field and the
ISM. Various theoretical models have been developed over
the last two decades. In one class of models, feedback re-
lies on the interaction between a fast nuclear wind launched
from accretion disc/dusty torus scales (. 10 pc) and the
ISM. Such winds decelerate violently through a strong re-
verse shock, while driving a blast wave through the inter-
stellar medium. In cases in which the resulting outflow is
energy-conserving (if the shocked wind preserves its thermal
energy), such models are able to account for observations of
momentum boosts ∼ 20L/c and high kinetic luminosities
. 0.05L (King 2003, 2005; Silk & Nusser 2010; Zubovas &
King 2012; Faucher-Gigue`re & Quataert 2012; Wagner et al.
2013; Costa et al. 2014a; Hopkins et al. 2016).
However, AGN feedback may also proceed via the cou-
pling of radiation to the ambient medium directly (i.e. with-
out an intermediary wind). Compton heating to super-virial
temperatures of ≈ 107 K (Ciotti & Ostriker 2001; Sazonov
et al. 2005) or even up to ≈ 109 K for a hard AGN spectrum
(Gan et al. 2014) has been shown to be effective at regulat-
ing accretion flows onto AGN and star formation in galactic
nuclei (Hambrick et al. 2011; Kim et al. 2011).
Another possibility is that radiation couples directly to
the ISM through radiation pressure on dust at even larger (∼
kpc) scales (Fabian 1999; Murray et al. 2005; Chattopadhyay
et al. 2012; Novak et al. 2012; Thompson et al. 2015). Indeed,
most of the radiation generated during the growth of SMBHs
is thought to be absorbed by a surrounding envelope of dusty
gas (Fabian & Iwasawa 1999). The optical and ultraviolet
(UV) radiation is absorbed and re-emitted at infrared (IR)
wavelengths before escaping the galactic nucleus. In cases in
which the gas configuration in the dusty nucleus has a very
high column density (N & 1023−24 cm−2), the gas becomes
optically thick also in the IR. Instead of streaming out, the
reprocessed IR photons undergo multiple scatterings. In this
scenario, the net momentum imparted by the AGN radiation
field may exceed L/c.
Radiation pressure on dust as an AGN feedback mecha-
nism has been investigated analytically (Murray et al. 2005;
Thompson et al. 2015; Ishibashi & Fabian 2015, 2016a) as
well as in radiative transfer calculations in the context of
dusty tori (e.g. Proga & Kallman 2004; Roth et al. 2012;
Namekata & Umemura 2016) and isolated galaxies (Chat-
topadhyay et al. 2012; Bieri et al. 2017). This mechanism
has also been explored in cosmological simulations (Debuhr
et al. 2011, 2012), though without radiative transfer and us-
ing crude sub-grid approximations for the radiation force.
In all cases, IR multi-scattering has been identified as essen-
tial to ensure enough momentum can be transferred to the
ambient gas.
However, some of the basic predictions of available an-
alytic models have not yet been tested in more realistic sim-
ulations. These predictions are often used to justify sub-
grid prescriptions of radiation pressure in hydrodynamic
simulations, particularly in the context of stellar feedback
(e.g. Hopkins et al. 2012a; Agertz et al. 2013; Aumer et al.
2013; Ceverino et al. 2014). This paper fills that gap. Our
strategy is to take analytic models in which IR trapping
is assumed to lead to a radiation force τIRL/c and com-
pare their predictions against radiation-hydrodynamic sim-
ulations using identical initial conditions and gas configu-
rations. We thus start by reviewing analytic models for the
expansion of radiatively-driven shells in galactic haloes (Sec-
tion 2). In Section 3, we compare the predictions of ana-
lytic models with those of idealised simulations of radia-
tion pressure-driven shells in Navarro-Frenk-White (NFW)
haloes (Navarro et al. 1997). We explore the origin of dif-
ferences identified between our simulations and the analytic
models, particularly when the optical depth to the IR is
high (τIR & 50). The implications of our findings to the reg-
ulation of star formation and black hole accretion in mas-
c© 0000 RAS, MNRAS 000, 000–000
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sive galaxies, additional possible consequences of IR-driven
winds as well as a discussion of the limitations in our mod-
elling are discussed in Section 4. Finally, our conclusions are
summarised in Section 5.
2 RADIATION PRESSURE-DRIVEN WINDS
In order for radiation pressure to generate a powerful out-
flow, the central regions of the galaxy hosting the accreting
black hole must, at the onset, be optically thick to incoming
UV/optical photons. High optical depths are easily achiev-
able in the presence of dust, thanks to its high absorption
cross section to UV/optical photons ≈ 500−1000κT (Fabian
et al. 2008) where κT is the Thomson opacity (cross-section
per unit mass).
The combination of high central gas concentrations and
high dust production rates expected in starbursting galactic
nuclei during rapid black hole growth means that the gas
layers surrounding the AGN at . 1 kpc scales can be opti-
cally thick even to reprocessed IR radiation. Interferometric
observations of the nuclei of local ULIRGs have unveiled
high IR optical depths (e.g. τ434µm & 5 and τ2.6 mm ≈ 1 in
Arp220, Wilson et al. 2014; Scoville et al. 2017)
Assuming spherical symmetry and an isotropic source
of radiation with flux F = L/(4piR2), where L and R denote
the source luminosity and radial distance, respectively, the
radiation force Frad from trapped IR photons is
Frad = 4pi
∫
κIRFρ
c
R2dR = L
c
∫
κIRρdR = τIR
L
c
, (1)
where ρ is the density of the gas medium through which the
radiation propagates, κIR is the dust opacity to IR radiation,
c is the speed of light in vacuum and we have assumed gas
to be optically thick at all wavelengths.
In other words, the force exerted on the optically thick
gas is boosted over the direct radiation force by a factor
equal to the IR optical depth. In Appendix A, we present 2D
Monte Carlo calculations of IR photons travelling through
optically thick gas shells and spheres and develop an intu-
ition of how IR multi-scattering is indeed expected to lead
to an enhancement of τIR Lc , in both cases.
The result shown in Eq. 1 has been used to justify radia-
tion forces in excess L/c in numerical simulations of galaxy
formation, resulting in strong stellar and AGN feedback.
For instance, Hopkins et al. (2012b) measure the local gas
column density in star forming clouds and impart a radial
momentum (1+τIR)Lc to the surrounding gas. In their simu-
lations, IR radiation pressure, which can exert a force as high
as ∼ (50− 100)L
c
(see Fig. 5 in Hopkins et al. 2011), consti-
tutes a crucial stellar feedback mechanism in giant molecular
cloud complexes, particularly in high-density regions of high-
redshift galaxies and starbursts (see also Agertz et al. 2013;
Aumer et al. 2013; Ceverino et al. 2014). Following similar
reasoning, Ishibashi & Fabian (2015, 2016b,a) explored, ana-
lytically, models of radiation pressure-driven shells in which
AGN radiation exerts a force, which in their most optimistic
estimates, can be as high as (40 − 50)L
c
. If taken at face
value, the corresponding outflows, which can propagate at
speeds well in excess of 1000 km s−1, have bulk properties
such as outflow rate M˙ and ‘momentum flux’ M˙vout in good
agreement with observations of cold AGN-driven winds (e.g.
Cicone et al. 2014).
2.1 Energy- or momentum-driven?
One of the main constraints on the nature of the physical
mechanisms that lead to AGN-driven outflows is whether
the flows are energy- or momentum-driven. The observation
of large-scale outflows with momentum fluxes P˙out  L/c
(e.g. Cicone et al. 2014) has led to the conclusion that
many AGN outflows are energy-driven. In the wind pic-
ture proposed by King (2003), energy-driving occurs when
the shocked wind fluid preserves its thermal energy. It does
‘PdV’ work on its surrounding medium, expanding adiabat-
ically as the gas accumulated around its rim is pushed out.
With energy conservation between the fast nuclear wind and
the large-scale outflow, the expression P˙out
P˙wind
≈
√
M˙out
M˙wind
& 1
is satisfied (see also Zubovas & King 2012; Faucher-Gigue`re
& Quataert 2012), where P˙wind and M˙wind are the momen-
tum flux and mass outflow rates of the inner wind, respec-
tively. If most of the thermal energy of the shocked wind
fluid is radiated away, the only way in which the outflow can
continue to accelerate is through the ram pressure of the in-
cident nuclear wind itself. For such a momentum-driven flow,
P˙out
P˙wind
≈ 1 holds instead. Clearly, energy-driving results in
more powerful large-scale outflows than momentum-driving
(see Costa et al. 2014a, for a detailed discussion).
The nomenclature ‘energy-’ and ‘momentum-driven’ is
often incorrectly equated with ‘energy-’ and ‘momentum in-
jection’ in the context of modelling AGN wind feedback in
numerical simulations. We here briefly clarify why this can
be a false equivalence. A wind may be initiated by impart-
ing momentum on gas elements, as performed by e.g. Choi
et al. (2012) or Angle´s-Alca´zar et al. (2017), only to be
thermalised at a high temperature. As long as the resulting
over-pressurised bubble does not cool efficiently, its expan-
sion leads to an energy-driven flow, despite it being achieved
through ‘momentum injection’. Thermal energy injection, on
the other hand, does not necessarily lead to a purely energy-
driven flow if the heated bubble cools rapidly. Whether the
flow is energy- or momentum-driven depends on the exis-
tence of an over-pressurised shocked wind component (as
opposed to a shocked ISM component, which may exist in
both cases), which retains at least part of its thermal energy.
Note also that the same outflow may undergo energy- and
momentum-driven phases at different stages throughout its
evolution.
How would radiation pressure-driven outflows compare
to momentum- and energy-driven wind-based feedback? In
the picture addressed in this study, work is done by radi-
ation; the hot bubble that leads to a momentum boost in
energy-driven models is replaced by a relativistic fluid. A
momentum flux larger than L/c is achieved through multi-
ple scatterings (see Fig. 11) and can only take place if the
gas is optically thick in the IR. Unlike energy-driven flows
of the type discussed in King (2005), where high momen-
tum boosts can, in principle, occur at arbitrarily high ra-
dial distances from an AGN, high momentum boosts due to
multi-scattered IR radiation are confined to the innermost
regions of galaxies. The likely spatial scales are of the order
. 1 kpc (Thompson et al. 2015). We should note that one
c© 0000 RAS, MNRAS 000, 000–000
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might expect both nuclear winds and AGN radiation pres-
sure, to some extent, to operate simultaneously, a scenario
we investigate in a future study.
2.2 Analytical background
2.2.1 Radiation pressure-driven wind equation
We follow the analytical treatment presented in detail in
Thompson et al. (2015) and Ishibashi & Fabian (2015). We
consider a spherically symmetric galactic halo with total
mass profile M(R), a fraction fgas of which is composed of
gas. The gas component is assumed to follow the dark mat-
ter distribution exactly. We further assume that the halo is
static and that an AGN is located at its origin, emitting
radiation at a constant luminosity L. AGN radiation is as-
sumed to couple to the ambient gas via radiation pressure
on dust grains and we implicitly assume that gas and dust
are coupled hydrodynamically (Murray et al. 2005). For sim-
plicity, dust is assumed to be evenly mixed with the gas at
a fixed dust-to-gas ratio such that every shell of thickness
dR has an optical depth dτ = κρ(R)dR, where κ is the
opacity to the incident radiation field. Supposing that ra-
diation pressure sweeps up all intervening gas into a thin
shell of radius R, mass Msh(R) and optical depth τ(R), the
momentum equation for the expanding shell is
d
[
Msh(R)R˙
]
dt
= f [τ(R)] L
c
− 4piR2Pext − GMsh(R)M(R)
R2
,
(2)
where Pext is the external pressure exerted by the ambient
medium. The factor f [τ(R)] encodes the fraction of momen-
tum in the incident radiation field (L/c) that can be trans-
ferred to the expanding gas shell. As in Thompson et al.
(2015), we take
f [τ(R)] = (1− e−τUV) + τIR , (3)
where the first term accounts for single-scattering (UV) mo-
mentum transfer (i.e. at most L/c is transferred if the shell
is optically thick) and the second term allows for momentum
exchange between trapped IR radiation and outflowing gas
(see Eq. 1).
The external pressure term can be dropped if f [τ ]L
c

4piR2Pext. If f [τ ]Lc ≈ 4piR2Pext, as eventually occurs when
the shell decelerates, the ‘thin shell’ assumption breaks
down. The shell’s outer boundary instead propagates as a
weak shock while its inner surface stalls1.
If the external pressure is assumed to be negligible, the
final equation of motion reads
d
[
fgasM(R)R˙
]
dt
= f [τ(R)]L
c
− fgasGM
2(R)
R2
, (4)
where we have made use of the relation Msh(R) =
fgasM(R) which holds for a halo in which gas follows the
dark matter distribution exactly.
In the following, we examine solutions to Eq. 4 for
isothermal and NFW profiles.
1 As a consequence, analytic solutions based on Eq. 2 cannot,
in general, be exactly reproduced in hydrodynamic simulations,
particularly when the halo is set up in hydrostatic equilibrium
and has a high sound speed.
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Figure 1. Physical values for the transparency radius (solid lines,
left-hand y-axis, Eq. 7) and the dynamical time measured at the
transparency radius (dashed lines, right-hand y-axis, Eq. 8) as a
function of velocity dispersion for an isothermal halo. Both quan-
tities are used to cast the equation of motion of radiation pressure-
driven shells into dimensionless form (Eq. 11). We show the trans-
parency radius for a high gas fraction fgas = 0.15 (black) and
low gas fraction fgas = 0.05 (blue). The red solid line shows the
value corresponding to 10% of the transparency radius, which
gives a more realistic measure of the spatial scale at which radi-
ation pressure-driven shells stall (see text). The extremely large
transparency radii (> 100 kpc) seen here result from the unre-
alistic assumption of constant (high) dust to gas ratio out to
arbitrarily large radii (see text).
2.2.2 Wind solutions for an isothermal profile
We start by examining wind solutions assuming an isother-
mal profile for both gas and dark matter. Isothermal profiles
are particularly instructive since they are simple to treat
mathematically, while providing a good match with observa-
tional constraints for the inner density profiles of early-type
galaxies (e.g. Treu 2010) and with the halo profiles that arise
in the rapid gas cooling regime in cosmological simulations
(e.g. Duffy et al. 2010). In the case of a singular isothermal
sphere, the total radial density profile is
ρ(R) = σ
2
2piGR2 , (5)
where σ is the velocity dispersion of the halo. The mass
enclosed at radius R is simply
M(< R) =
∫ R
0
4piR2ρ(R)dR = 2σ
2R
G
. (6)
For the gas and dark matter components, the above ex-
pressions gain extra factors fgas and (1− fgas), respectively.
We now non-dimensionalise the equation of motion.
Isothermal haloes lack a characteristic spatial scale. Thus,
we express the radius of the shell in units of the transparency
radius Rτ , i.e., the radius for which the UV optical depth
τUV = 1, such that we write the non-dimensional radius
as R′ = R/Rτ . Accordingly, we scale time to units of the
dynamical time at Rτ as tτ = Rτ/(
√
2σ), such that the
dimensionless time is t′ = t/tτ . For an isothermal profile,
c© 0000 RAS, MNRAS 000, 000–000
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we have
Rτ =
fgasκUVσ
2
2piG (7)
≈ 26.1
(
fgas
0.15
)(
κUV
103cm2 g−1
)(
σ
150km s−1
)2
kpc ,
tτ ≈ 120
(
fgas
0.15
)(
κUV
103cm2 g−1
)(
σ
150km s−1
)
Myr . (8)
Numerical values for the transparency radius and dynam-
ical time as a function of halo velocity dispersion are pro-
vided in Fig. 1. Taken at face value, the solid lines in Fig. 1
would imply extremely high transparency radii & 100 kpc,
though only because the models presented in Ishibashi &
Fabian (2015) and Thompson et al. (2015) assume, opti-
mistically, the gas to remain dusty to arbitrarily high radial
distances from the central galaxy. This assumption, which
should break down due to a drop of gas metallicity and dust
in the outer halo and likely due to in-shock dust destruction
and thermal sputtering, is favourable to the model because
it boosts the optical depths and, hence, the radiation force.
Note, in addition, that for parameters adequate for massive
galaxies (σ & 200 km s−1), the timescale tτ ∼ 60− 120 Myr
is much longer than the typical AGN lifetime . 1 Myr (see
e.g. Schawinski et al. 2015).
We now define a critical luminosity Lcrit given by
Lcrit =
4fgascσ4
G
≈ 4.1×1046
(
fgas
0.15
)(
σ
200 km s−1
)4
erg s−1 ,
(9)
which compares well with the Eddington luminosity for a
supermassive black hole lying on the MBH − σ relation pre-
sented in Eq. 7 in Kormendy & Ho (2013), which is
LEdd =
4piGMBHc
κT
≈ 4× 1046
(
σ
200 km s−1
)4.38
erg s−1 ,
(10)
though note the dependence of Eq. 9 on the gas fraction fgas.
Thus, the dimensionless form of Eq. 4 can be expressed as
d
dt′
[
R′
dR′
dt′
]
= f [τ ]ξ − 1 , (11)
where we have defined a luminosity ratio ξ = L/Lcrit.
In isothermal profiles, solutions depend only on the
two dimensionless numbers ξ and τ(R′). The significance
of Lcrit (and hence ξ) is clear; supposing f [τ ] = 1 and
ξ > 1, Eq. 11 admits expanding shell solutions with a ra-
dius given by R′ =
√
(ξ − 1) t′, 2 + 2R˙′0R′0t′ +R′,20 (see also
King 2005). Thus, in the absence of variations in the ra-
diation force f [τ(R)]L/c, the parameter ξ separates gravi-
tationally bound and unbound shell solutions. The critical
luminosity Lcrit is thus the luminosity required to launch an
unbound shell from an isothermal halo with velocity disper-
sion σ.
In Fig. 2, a family of solutions to Eq. 4 is shown for
representative values2 of the luminosity ratio ξ. In all cases,
an initial launch radius of R′0 = 10−3 and a zero initial
2 Note that solutions with ξ 6 1 are omitted. The corresponding
shells do not propagate outwards in the absence of a positive
initial velocity, which would be difficult to justify if we exclude
additional feedback processes.
velocity are assumed. The dashed dark blue curve shows
the time evolution of the shell radius for a solution with
f [τ ] = 1 and ξ = 1.1; the shell expands indefinitely, as
expected.
The drop in column density of expanding shells and
the corresponding decrease in optical depth, however, means
that even super-critical shells (with ξ > 1) will turn around.
Neglecting IR multi-scattering, f [τ ] falls off at large radii as
τ(R′) = κUVMsh(R)4piR2 =
1
R′
, (12)
where κUV is the dust opacity in the UV. Thus, the right-
hand side of Eq. 11 always drops below zero. This behaviour
is illustrated with solid lines in Fig. 2, where a family of
solutions to Eq. 4 is shown for a range of AGN luminosities in
the case of a spatially varying optical depth τ = (1−e−τUV).
In all cases, the shells reach a maximum radial distance (0.1-
− 1)Rτ from the AGN and stall.
It might appear counter-intuitive that shells driven by
higher luminosity AGN stall in a shorter time, e.g. the shell
driven in the case of ξ = 1.001 stalls only after a time
t & 8tτ , while in the case of ξ = 1.1 it does so already
at t ≈ (3 − 4)tτ . This behaviour can be understood by
inspecting the right-hand side of Eq. 11. The expression(
1− e−1/R′
)
ξ − 1 that governs the effective force exerted
on the shell always drops below zero, at which point the
shells decelerate. The stars shown in Fig. 2 mark the time3
at which the net force becomes attractive. At low AGN lu-
minosities, the shell propagates more slowly, but remains
in the optically thick regime for a longer time period. On
the other hand, at higher luminosities, the shell reaches the
transparency radius more rapidly such that it turns over
after a shorter time.
As shown on the right-hand panel of Fig. 2, the speeds
of the outflows for ξ ≈ 1 are generally lower or comparable
to the velocity dispersion σ of the isothermal potential if
only single-scattering radiation pressure is assumed. After a
phase of initial acceleration, these shells reach a constant ex-
pansion speed, which is maintained for as long as the optical
depth τUV  1, i.e. f [τ ] = 1. A closer look at Eq. 11 shows
that the associated speeds correspond to constant velocity
solutions, i.e. R˙ =
√
2(ξ − 1)σ. The respective solutions
are shown on the right-hand panel of Fig. 2 with thin dot-
ted lines.
We now consider solutions for the case in which the
momentum thrust onto the expanding shell is boosted by
multi-scattered IR radiation. In our calculations, we liber-
ally take κIR = κUV/50, i.e. the IR transparency radius
RIR = Rτ/50, in order to obtain an upper limit on the ef-
fect of multi-scattered IR emission. For a typical UV opacity
κUV = 1000 cm2 g−1, this would imply κIR = 20 cm2 g−1,
i.e., a factor 2−4 greater than typically assumed in numeri-
cal simulations that attempt to model IR radiation pressure
(e.g. Hopkins et al. 2012a; Agertz et al. 2013; Rosdahl et al.
2015). Introducing an IR radiation term means introducing
3 The time at which the outward radiation force and the inward
gravitational pull balance is, to good approximation, given by
− 1
log (1−1/ξ)
√
ξ−1 . This expression has a minimum at ξ ≈ 1.24,
which explains why the solutions with ξ = 1−1.5 collapse roughly
at the same time.
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Figure 2. Solutions to the equation of motion of radiation pressure-driven shells in an isothermal potential for AGN luminosities
L = ξLcrit (see text). On the left, we show the dimensionless radius of shells as a function of dimensionless time. On the right, we
show shell velocities (in units of
√
2σ) as a function of time. If a shell was always optically thick to UV radiation and IR radiation force
could be neglected, it would be accelerated with a fixed radiation force L/c. In this case, the equation admits strictly unbound solutions
if ξ > 1 ( dark blue dashed line). However, the optical depth of any expanding shell eventually drops below unity and the radiation
force declines. All radiation pressure-driven solutions (solid lines) accordingly remain bound to the galactic halo. The black dot-dashed
line shows a solution with ξ = 1.001 for which the radiation force is boosted due to multi-scattered IR radiation proportionally to the
IR optical depth. The shell expands far more quickly in the central regions, reaching its turn-over radius well before the corresponding
single-scattering solution. If the AGN lifetime is taken into account, shells turn around at an even smaller radius, as shown by the dotted
black curve, where we assume L ∝ e−t/tτ . The dashed black line shows a solution for which the shell sweeps up no mass beyond a radius
Rc = 0.05Rτ (shown by the black circle). Thin dotted lines on the right-hand panel show constant velocity solutions to the equation of
motion.
an additional dimensionless quantity that is given by the
ratio κIR/κUV such that, from Eqs. 3 and 12, we have
f [τ(R)] = (1− e−1/R′) + κIR
κUV
1
R′
, (13)
Given our choice of κIR = κUV/50, the IR optical depth of
the shell at the launch radius is κIR/(κUVR′0) = 20.
The resulting solution, shown in Fig. 2 with a dot-
dashed line for ξ = 1.001, illustrates that the shell reaches
larger radial distances from the AGN at an earlier time
than in the single-scattering case. As in other solutions, the
shell turns around after a few dynamical times as the col-
umn density drops and the shell becomes transparent to
the radiation. The peak shell velocity is higher by about
two orders of magnitude than for the single-scattering case
at matching ξ. For a gas rich halo with σ = 250 km s−1,
the dash-dotted line on the right-hand panel of Fig. 2 in-
dicates outflow speeds (750 − 1000) km s−1 within ≈ 1 kpc.
Clearly, if efficiently trapped, IR radiation has the ability to
generate very fast outflows in the velocity range that is typ-
ically observed (Thompson et al. 2015; Ishibashi & Fabian
2015). IR radiation pressure boosts the speed of the shell
during its entire evolution, as seen by comparing the dash-
dotted and the lowest solid black lines on the right-hand
panel of Fig. 2. In contrast to single-scattering solutions,
however, the shell starts decelerating at much smaller radii
(with dR′
dt′ ∝ t′,−1/3), since the outward radiation force drops
rapidly, while the shell still sweeps up mass at a high rate.
It is important to note that the typical time lapse until
the shells reach the turn-around radius is ∼ tτ ≈ 108 yr
(see Eq. 8), likely much longer than the typical AGN life-
time. In Fig. 2, the dotted black line shows a solution for a
ξ = 1.001 model including IR multi-scattering and using an
AGN light curve L = L0 exp−t/tτ . Eq. 8 shows that, for
typical values, tτ is higher than the typical Salpeter time
ts = 4.5 × 107yr by a factor of a few. In order to avoid
breaking the dimensionless character of Eq. 13, we use tτ as
an optimistic choice for the AGN lifetime and in the next
section investigate a number of solutions with more real-
istic AGN light-curves. As shown by the dotted black line
in Fig. 2, the shell stalls at a significantly smaller radius
≈ (0.1− 0.2)Rτ .
If the density profile in the inner regions of galaxies
hosting rapidly growing supermassive black holes is well de-
scribed by an isothermal profile, this analysis shows that ra-
diation pressure alone is expected to efficiently expel large
quantities of gas from the galactic nucleus. Radiation pres-
sure on dust can therefore play an important role in reg-
ulating the growth of the central black hole as well as the
star formation history of the galaxy (see Section 4) as long
as the AGN luminosity exceeds the critical value given in
Eq. 9. However, this analysis also shows that mass-loaded
outflows initially driven out by radiation pressure are un-
likely to clear the galactic halo or to displace large masses
beyond R ≈ Rτ (see also King & Pounds 2014), or arguably
R ≈ 0.1Rτ ≈ 2.6(σ/150km s−1)2 kpc. Instead, large quanti-
ties of gas might be left within the galactic halo or, possibly,
re-accreted onto the central galaxy at a later stage.
So far, we have focussed strictly on isothermal haloes
for which all the gas content is swept out in an outflow. It be-
comes easier to radiatively drive matter out to large radii if
the density distribution profile becomes steeper than ∝ R−2
or if it sweeps no mass after reaching a radial scale Rc. We
close this section by considering the case in which no mass is
c© 0000 RAS, MNRAS 000, 000–000
Driving gas shells with radiation pressure on dust 7
swept up beyond Rc. The dashed black line in Fig. 2 shows
the corresponding solution, including IR momentum trans-
fer and a duty cycle, and assuming that Rc/Rτ = 0.05 and
ξ = 1.001. The shell now accelerates beyond Rc because the
radiation force is constant at L/c (while the shell remains
optically thick to the UV), while the gravitational force de-
creases as R−2. The speed peaks at ≈ 10σ and falls slowly
thereafter, showing AGN radiation pressure is, at least in
principle, able to generate extremely fast outflows even at
large (∼ kpc) scales, though the velocity peak is sensitive to
the scale at which the outflow stops sweeping up mass.
2.2.3 Wind solutions for an NFW profile
We now examine solutions for a Navarro-Frenk-White halo
(Navarro et al. 1997). The gas component has a mass profile
M(< x′) = fgasMvir
[
ln (1 + Cx′)− Cx′/(1 + Cx′)
ln (1 + C)− C/(1 + C)
]
≡ fgasMvir
[
g(Cx′)
g(C)
]
,
(14)
where Mvir denotes the virial mass, C = Rvir/Rs the con-
centration parameter relating the scale radius of the halo
Rs to the virial radius Rvir, x′ ≡ R/Rvir the dimensionless
radius and g(x) ≡ log (1 + x) − x/(1 + x). The virial ra-
dius Rvir is here defined as the radius for which the mean
enclosed density is 200 times the critical density.
A characteristic timescale can be constructed from the
ratio of Rvir to the virial velocity Vvir =
√
GMvir/Rvir.
This is
tvir =
Rvir
Vvir
≈ 1.3
(
Rvir
200kpc
)(
Vvir
150km s−1
)−1
Gyr .
(15)
The optical depths now, however, depend on the halo
parameters. For a thin shell that has swept up all gas mass
up to a radius x′, we have
τ = κfgas
Mvir
4pig(C)R2vir
g(Cx′)
x′,2
= κfgas
M
1/3
vir
4pig(C)
g(Cx′)
x′,2
(
100H(z)2
G
)2/3 (16)
where we use the virial relation Mvir = 100H2(z)R3vir/G. In
order to mimic the case of a high-redshift, gas-rich, massive
galaxy, where gas column densities should be highest, we
assume Mvir = 1012 M, z = 2, fgas = 0.1. In line with
the previous section, we also take κUV = 103 cm2 g−1 and
κIR = 20 cm2 g−1
Using t′ = t/tvir, the equation of motion (Eq. 4) can
be written as
d
dt′
[
g(Cx′)dx
′
dt′
]
= f [τ ]g(C) GL
fgasc
V −4vir −
g2(Cx′)
g(C)x′,2 . (17)
As previously, we look for a critical luminosity; we set
f [τ ] = 1 and the left-hand side of Eq. 17 to zero. This gives
Lcrit =
fgasV
4
virc
G
[
g(Cx′)
g(C)x′
]2
. (18)
The bracketed expression on the right-hand side of the last
equation is simply the functional form of the circular velocity
for an NFW halo (to the fourth power). This has a maximum
at a radius of R ≈ 2.16Rs with a value of ≈ 0.047[C/g(C)]2.
A sufficient condition for escape is that the shell overcomes
the peak Vp of the circular velocity curve of its halo, i.e. that
the AGN luminosity exceeds
Lmaxcrit = 0.047
[
C
g(C)
]2
fgasV
4
virc
G
=
fgasV
4
p c
G
≈ 4.8× 1045
(
fgas
0.1
)(
Vvir
150km s−1
)4
erg s−1,
(19)
where C = 10 was assumed in the last step. The dependence
on the concentration parameter C = 10 in Eq. 19 is expected
since more centrally concentrated haloes are more tightly
bound, such that a higher AGN luminosity is required. Note
also that the critical luminosity derived for isothermal haloes
(Eq. 9) can be recovered by taking σ = Vp/
√
2 in Eq. 19.
The final dimensionless equation then reads
d
dt′
[
g(Cx′)dx
′
dt′
]
= 0.047f [τ ] C
2
g(C)ξ −
g2(Cx′)
x′,2g(C) , (20)
where ξ = L/Lmaxcrit , as in the case for an isothermal halo.
In Fig. 3, we plot solutions to Eq. 20 assuming a dimen-
sionless AGN luminosity ξ = 1. We show the evolution of
the shell radius in units of the virial radius on the left-hand
panel and the shell velocity in units of the virial velocity on
the right-hand side. In the absence of optical depth effects,
a shell with ξ = 1 is critical and, hence, completely ejected
from the halo, a scenario illustrated by a dotted black line
in Fig. 3. The right-hand panel shows that the correspond-
ing solution in fact accelerates after the shell overcomes the
peak of the circular velocity profile at R ≈ 0.1Rvir.
Even under the unrealistic assumption that the gaseous
halo remains dusty out to arbitrarily high radii, a critical
shell cannot escape the halo if the optical depth declines, as
is indeed shown by the dashed black line for which f [τ ] =
1−e−τUV . The solution diverges from that for which f [τ ] =
1 already within a virial time, decelerating for most of its
evolution.
As before, an additional limitation to the expansion of
shells through radiation pressure is the AGN lifetime. For
illustrative purposes, we employ the light-curve of a rapidly
growing supermassive black hole as extracted from a cosmo-
logical simulation of a z = 6 quasar (Costa et al. 2014b).
This is shown in terms of the Eddington ratio as a function of
time with a black line in Fig. 4. For light-curve ‘QSO1’, the
Eddington ratio is close to unity during the first ≈ 170 Myr.
In the simulations of Costa et al. (2014b), such a period
of Eddington-limited accretion is required in order to grow
the black hole to ≈ 109 M by z = 6. The Eddington ra-
tio then gradually drops to values as low as < 10−3 when
the black hole growth becomes regulated by AGN feedback.
Growth rates, however, are not required to be as extreme
for supermassive black holes assembling at lower redshift.
The orange line in Fig. 4, which is used to mimic the latter
scenario, shows the identical light-curve, but shifted in time
such that the initial Eddington-limited burst lasts only for
≈ 25 Myr (‘QSO2’).
Solutions using the cosmological light-curves are shown
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Figure 3. Solutions to the equation of motion of radiation pressure-driven shells in an NFW potential. The shell radius in units of the
virial radius is shown on the left, while the shell velocity in units of the virial velocity is shown on the right. In the single-scattering
regime, i.e. assuming a constant radiation force L/c, the shell accelerates after it overcomes the peak of the circular velocity profile and
escapes the halo (dotted black line). The drop in optical depth in the outer regions of the halo leads to shell deceleration and prevents
it from escaping the halo (dashed black line). AGN lifetime effects always lead to earlier shell deceleration (blue and red lines) and the
evolution is particularly sensitive to whether ξ = 1 while the shell is within the halo’s circular velocity peak. The green line shows an
example for which we impose the condition that no dust is swept up beyond a scale of 0.1Rvir. The orange line shows a case in which
we use light-curve QSO1, a zero dust fraction beyond 0.1Rvir, but a concentration parameter of C = 50 (instead of C = 10), while the
purple line shows how this solution changes if the dust-to-gas ratio drops to zero beyond 0.03Rvir. Since the peak of the circular velocity
profile occurs at much smaller scales for higher gas concentrations, the evolution of the radiatively-driven shell is less sensitive to the
declining dust-to-gas ratio and AGN duty cycle; by the time these two effects play a role in reducing the radiation force, the shell is
sufficiently far outside the region in which gravity has a chance of keeping them bound to the halo (orange line). The sharp kinks in the
shell velocity curves are due to sudden bursts of high AGN luminosity.
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Figure 4. AGN light-curves extracted from the cosmological sim-
ulations of Costa et al. (2014b). The black and orange lines show
the same light-curve, but shifted in time such that the duration
of the initial Eddington-limited burst is ≈ 170 Myr in the case
of the black line (QSO1), but only ≈ 25 Myr in the case of the
orange line (QSO2).
by the blue and red lines in Fig. 3. The outcome is clearly
sensitive to the adopted light curve and is particularly
dependent on whether the AGN goes through an initial
phase of prolonged Eddington-limited emission. This result
is linked to the shape of the NFW potential and should hold
in general for haloes with peaked circular velocity profiles;
the inward gravitational force on the shell increases with ra-
dius up until it reaches a radius ≈ Rs, i.e. x′ ≈ C−1. It is
crucial for the AGN luminosity to be close to ξ ≈ 1 for as
long as the shell remains within this region if it is to have
a chance of escaping the halo. While for light-curve QSO1
(blue line) the shell follows an evolution which is similar to
that without an AGN duty cycle, it collapses at scales of
0.1Rvir in the case of light-curve QSO2 (red line).
An additional limiting factor is the expected drop in
dust-to-gas ratio away from the central galaxy. The mod-
els presented in Thompson et al. (2015); Ishibashi & Fabian
(2015) do not account for such a spatially varying dust-to-
gas ratio. Given the choice of κUV = 103 cm2 g−1, which is
appropriate for a dust-to-gas ratio of about fd = 0.01, the
models would, at face value, predict total dust masses within
the virial radius on the order of Md = fdfgasMvir ≈ 109-
− 1010 M for haloes with mass Mvir = 1012− 1013 M, re-
spectively. Dust masses inferred by observations of high red-
shift starburst galaxies and quasars are, however, likely to be
much lower. Recent ALMA observations targeting the dust
continuum of a sample of z = 2.5 massive (M∗ ≈ 1011 M)
star forming galaxies, for instance, yield dust masses in the
range 108 − 109.3 M (Barro et al. 2016). The inferred dust
masses for the observed population of reddened quasars at
z = 2.5 are also in the range of 108 − 109 M (Banerji
et al. 2017) so that the high dust masses implicitly assumed
in Thompson et al. (2015); Ishibashi & Fabian (2015) are
difficult to justify.
We therefore assess wind solutions for which we limit
the total dust masses to values in the range 108−9 M.
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Specifically, we assume the additional swept up mass to be
dust-free after the shell reaches a radius x0, i.e. the optical
depth scales with M(< x′) or M(< x0) depending on the
shell location as
τ =
{
fgasMvirκ
g(Cx′)
4pig(C)x′ 2 , x
′ < x0 ,
fgasMvirκ
g(Cx0)
4pig(C)x′ 2 , x
′ > x0 ,
(21)
where the dependence on x′ in the denominator in the
second case is required to account for the geometric expan-
sion of the shell and the consequent drop in column den-
sity. In our models for an NFW halo with C = 10 and
Mvir = 1012 M, we assume no dust is swept up beyond
x0 = 0.1Rvir. This gives a total dust mass of ≈ 1.3×108 M
in line with observational constraints. For models with
C = 50 and Mvir = 1012 M, we take x0 = 0.03Rvir
and x0 = 0.1Rvir, giving dust masses of ≈ 108 M and
≈ 3× 108 M, respectively.
Despite the long initial period of Eddington-limited ac-
cretion (light-curve QSO1), the shell driven out in the case
of C = 10 (shown in green) now reaches a maximum ra-
dius of only ≈ 0.02Rvir. Increasing the concentration, which
could mimic the scenario in which the gas component accu-
mulates in the central regions due to very efficient cooling,
means that the peak of circular velocity profile occurs at
smaller radii. The dynamical time up to the circular veloc-
ity peak radius is shorter and the outflow is less sensitive to
both duty cycle and declining dust-to-gas ratio effects. Con-
sequently, the shell has a higher chance of reaching larger
radii. The orange line shown in Fig. 3 shows a solution for a
concentration parameter C = 50, representing a shell that
escapes the halo completely despite duty cycle and declining
dust-to-gas ratio effects. Reducing the dust mass (by a fac-
tor of 3) in the case of C = 50 even mildly, however, results
in a shell which remains trapped within the halo, as shown
by the purple line. The latter is possibly the most likely sce-
nario as a significant portion of dust should be expected to
be destroyed in the outflow both collisionally and through
thermal sputtering (e.g. Draine 1995).
The evolution of radiatively-driven shells in NFW pro-
files appears to be very sensitive to the choice of AGN lu-
minosity, light-curve, gas concentration as well as the dust-
to-gas ratio profile. Clearly, the number of parameters is
sufficiently high that they can be selected to result in very
different shell evolutions and we have only examined a few
possible combinations.
AGN radiation pressure on dust, however, seems un-
likely to eject a majority of baryons from the galactic halo
as a combination of very high AGN luminosities, long duty
cycles and high dust masses are required. We also expect
a fraction of gas in the halo to be flowing in towards the
central galaxy and not to be static, such that the radiation
force is required to revert the inflowing gas in addition to
ejecting it. Anisotropy in the gas distribution and the AGN
radiation field is likely to further limit the volume of gas
that is exposed to the AGN radiation field. In Costa et al.
(2017), we explore in detail these regimes with fully cos-
mological radiation-hydrodynamic simulations. Our current
analysis, however, allows us to identify the regime in which
radiation pressure on dust should be most efficient: (1) at
high redshift, when galaxies are more compact and gas col-
umn densities are higher, (2) in phases in which the AGN
luminosity is at ξ & 1 for several tens of Myr, (3) in compact
galaxies with high circular velocity peaks.
3 IDEALISED SIMULATIONS OF RADIATION
PRESSURE-DRIVEN OUTFLOWS
In this section, we make the same assumptions as made in
the analytic models described in the previous sections and
perform radiation-hydrodynamic simulations in order to test
their validity as well as to identify their main limitations.
3.1 The simulations
3.1.1 The code
Our simulations are performed with the radiation-
hydrodynamic code Ramses-RT4 (Rosdahl et al. 2013), an
extension of the hydrodynamic adaptive mesh refinement
(AMR) code Ramses (Teyssier 2002).
In Ramses, the flow is discretised onto a Cartesian grid
and the Euler equations are solved using a second-order Go-
dunov scheme. The grid can be dynamically refined in or-
der to obtain higher numerical resolution within sub-regions
of the simulation domain satisfying a specified refinement
criterion. Shock capturing relies on a Riemann solver and
does not require the addition of artificial viscosity, unlike
‘smoothed-particle hydrodynamics’ (SPH) methods.
In Ramses-RT, radiation transport is computed on-
the-fly using a first-order moment method. The set of ra-
diation transport equations are closed using the M1 relation
for the Eddington tensor. Radiation is allowed to couple
to gas through photoionisation, photoheating and radiation
pressure from ionising photons. Additionally, the code fol-
lows energy and momentum transfer between radiation and
dust grains (Rosdahl & Teyssier 2015) in both single- and
multi-scattering regimes. We note that the dynamics of dust
is not followed self-consistently in our simulations. Like in
the analytic models presented in Section 2.2, we here make
the assumption that dust and gas are coupled hydrodynam-
ically.
Since the radiative transfer is solved explicitly, the time-
step size is limited by the speed of light. In order to avoid
prohibitively small time-steps, the ‘reduced speed of light
approximation’ (Gnedin & Abel 2001) is used, though only
in a subset of our simulations. When this approximation
is employed, we verify that our results are converged with
respect to the speed of light.
3.1.2 The setup
The setup of the simulations is kept deliberately simple in
order to compare the numerical solutions with the analytic
models reviewed in Section 2.2. Our initial conditions consist
of an NFW profile with virial velocity Vvir = 150 km s−1,
concentration C = 10 and gas fraction fgas = 0.1 (see Ta-
ble 1 for all relevant parameters). Virial quantities are eval-
uated at the radius at which the enclosed mean density is
4 See https://bitbucket.org/rteyssie/ramses for the publicly
available code (including the RHD used here).
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a factor 200 times the critical density at z = 0. The sim-
ulation box width is chosen to be 30 times the halo scale
length, i.e. about 640 kpc, and the base grid is set at level
8 (i.e. 2563 cells). The grid is dynamically refined using a
Lagrangian strategy up to a maximum level 13 (i.e. 8, 1923
cells), with a cell refined, i.e. split into 8 equal size child cells,
when its gas mass exceeds 106 M. The minimum cell width
is thus ≈ 80 pc. We, however, also perform a higher resolu-
tion simulation in order to verify the convergence properties
of our main results. For this simulation (see halo-IR46-high-
res in Table 2), we use a maximum refinement level of 14,
such that the minimum cell size is ≈ 40 pc and a cell is re-
fined if its gas mass exceeds 1.25 × 105 M, such that the
resolution increases not only in the central regions but also
throughout the galactic halo as a whole. This simulation is
far more computationally expensive and is therefore run for
30 Myr only, i.e. sufficient to probe the early optically thick
stages, which are the most critical for the shell evolution.
Gas self-gravity is followed self-consistently, whereas the
gravitational potential of dark matter is treated as a static
source term in the momentum and energy equations. This
simplification enables a closer comparison with solutions to
Eq. 20, where a possible response of dark matter to the
outflow is neglected. As in the analytic model, no stellar
component is included.
The gas halo is initially set up in hydrostatic equilib-
rium and truncated at a radial distance of about 240 kpc
(i.e. 75 % of half a box side length). At this radial distance,
the gas density profile is artificially reduced to a value of
4.13 × 10−31 g cm−3. In order to minimise grid artefacts in
our simulations, we introduce isobaric perturbations in the
gas density distribution as
δρ
ρ
= 1 + χ (22)
where χ is a random number5 in the range [−1, 1]. We have
experimented performing simulations in which we employed
a random number range of [−0.5, 0.5], finding no difference
in their behaviour with respect to the simulations we present
here.
We verify that the halo remains relaxed for the en-
tire duration of our simulation runs. In particular, we com-
pare the density profile in the initial conditions and at
t = 100 Myr in a purely hydrodynamical simulation, i.e.
without a radiation source, finding a mean ratio between
initial and final densities of 1.02, indicating that the gas
halo remains stable for the entire duration. We adopt out-
flow boundary conditions for both gas and radiation.
In the analytic model presented in Section 2.2, two types
of radiation pressure are considered: single-scattering UV
radiation and multi-scattering IR radiation. In order to es-
tablish a close comparison, we consider only two frequency
bins. Thus, we have a UV bin with mean energy 18.85 eV
and an IR bin with mean energy 1 eV, though, since we dis-
able gas photoionisation, the values of the radiation band
frequency are immaterial in this study. We choose not to
5 Note that the gas density is never allowed to fall below a floor
value of 4.13 × 10−31 g cm−3, though, in practice, such low den-
sities only occur for gas beyond a radius greater than 75 % of the
box width.
adopt an AGN spectrum in order to maintain a close link
with the analytic models reviewed in Section 2.2.
Radiation is injected at every fine AMR step into the
cell closest to the centre of the halo. We have employed
photon rates corresponding to AGN bolometric luminosi-
ties of 1045, 1046 and 1047 erg s−1 in separate simulations.
Given the selected halo parameters (Table 1), the critical
luminosity required to launch unbound shells in the single-
scattering regime is about 5×1045 erg s−1 (see Eq. 19). Thus,
the selected AGN luminosities probe both the ‘sub-critical’
scenario, for which the full force of radiation pressure is
insufficient to overcome gravitational pull, as well as the
‘super-critical’ case6. We remind that even for high AGN
luminosities, the declining optical depth means that shells
propagate less quickly and even turn-over at large radii. In
order to ensure a close comparison with Section 2.2, we fix
the AGN luminosity to a constant value.
The ‘critical luminosity’ can always be expressed in
terms of a critical supermassive black hole mass. Assum-
ing the AGN cannot radiate at luminosities higher than its
Eddington limit, Eq. 19 yields a critical mass
McritBH > 4× 107
(
fgas
0.1
)(
Vvir
150km s−1
)4
M . (23)
This black hole mass is that which is expected to lead to
self-regulation of black hole accretion in our chosen NFW
halo and also that which would place the black hole and its
halo on the observed M − σ relation (Larkin & McLaughlin
2016).
In most of our simulations, radiation is injected entirely
in the UV band. We shall refer to those simulations as ‘halo-
UV’ if only UV radiation is considered and ‘halo-UVIR’, if
radiation is initially injected in the UV, but allowed to be
reprocessed in the IR. However, in cases in which we are
exclusively interested in the efficiency of IR trapping, we
actually inject all radiation already in the IR band, ignoring
the UV band completely, such that, at matching AGN lumi-
nosity, the total power injected is the same as in the ‘halo-
UV’ and ‘halo-UVIR’. We shall refer to those simulations
as ‘halo-IR’. For each simulation name, we include also the
selected AGN luminosity. Thus, for example, we shall have
‘halo-IR46’ for an IR only simulation with an AGN luminos-
ity of 1046 erg s−1. We list the main simulations investigated
in this study in Table 2 together with the assumed AGN
luminosity, the initial IR optical depth (when IR radiative
transfer is followed), the reduced speed of light factor and
the minimum cell size.
In this study, we focus exclusively on the role of ra-
diation pressure on dust and, accordingly, set the ionisa-
tion cross-sections to zero. There is therefore neither photo-
heating nor ionisation radiation pressure from photons in
any of our simulations. The effects of these processes are
also ignored in the analytic model reviewed in Section 2.2.
We also consider the effects of radiative cooling (includ-
ing primordial and metal-line radiative processes) in some
of our simulations. The non-equilibrium cooling of hydrogen
and helium, coupled to the local radiation field, is described
in Rosdahl et al. (2013). For the contribution of metals,
6 In practice, since we assume hydrostatic equilibrium, the main
reason why low luminosity shells fail to escape the halo is due to
the confining pressure of the ambient medium.
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Vvir [km s−1] Mvir [M] Rvir [kpc] C fgas
150 1.1× 1012 214.26 10 0.1
Table 1. Parameters describing the NFW halo modelled in our
simulations. From left to right, we show the virial velocity, the
virial mass, the virial radius, the concentration parameter and
the gas fraction. The virial radius is defined as the radial scale
enclosing a mean density a factor 200 the critical density at z = 0.
Name LAGN τIR c˜/c ∆x
[erg s−1] [pc]
halo-UV45 1045 − 0.1 80
halo-UV46 1046 − 0.1 80
halo-UV47 1047 − 0.1 80
halo-UVIR45 1045 11 0.1 80
halo-UVIR46 1046 11 0.1 80
halo-UVIR46-c 1046 11 1 80
halo-UVIR47 1047 11 0.1 80
halo-IR46 1046 11 1 80
halo-IR46-med 1046 110 1 80
halo-IR46-high 1046 1100 1 80
halo-IR47-med 1047 110 1 80
halo-IR46-high-res 1046 1100 1 40
Table 2. The main simulations presented in the paper shown with
the corresponding AGN luminosities, initial IR optical depths,
reduced speed of light factor c˜/c and the minimum cell size.
above temperatures of 104 K, which has been drawn from
Cloudy (Ferland et al. 1998), we assume photoionisation
equilibrium with a redshift zero UV background. For the
metal contribution at T < 104 K, we use the fine struc-
ture cooling from Rosen & Bregman (1995). The inclusion
of cooling only affects the hydrodynamical response of the
gas in terms of shocks and compression, but not the dust
opacity, which, for simplicity and ease of comparison with
analytic models, is kept constant in each simulation.
We adopt a reduced speed of light c˜ = 0.1c for our
halo-UV and halo-UVIR simulations, but use the full speed
of light in our halo-IR simulations. We also perform one
of our halo-UVIR simulations at full speed of light (halo-
UVIR46-c) in order to verify the convergence properties of
this suite of simulations with respect to the speed of light.
While results for single-scattering radiation pressure con-
verge rapidly with the reduced speed of light value, we find
that a high speed of light is required in order to avoid over-
estimating the diffusion time of IR radiation in the highly
optically thick regime (see Section 3.3.3).
3.1.3 Selecting dust opacities
For NFW haloes, the dynamics of radiation-pressure driven
shells is governed by the luminosity ratio ξ = L/Lmaxcrit , the
optical depth τ and the concentration parameter C. Due to
the shallower density profile (ρ ∝ R−1) of their inner regions,
it is far more difficult to achieve high IR optical depths in
NFW haloes than in isothermal spheres. The difference be-
tween the dotted black line (for which f [τ ] = 1 is assumed),
and the coloured lines in Fig. 3 shows that the IR boost is
modest even in the case for which C = 50.
In particular, the column density for a thin shell that
has swept up all gas up to a radius R in an NFW halo is
given by
Σshell =
Mgas(< R)
4piR2 = fgas
Mvir
4piR2vir
g(Cx′)
g(C)x′,2 , (24)
where x′ ≡ R/Rvir and g(x′) is given by
g(x′) = log(1 + x′)− x
′
1 + x′ . (25)
Unlike in isothermal haloes, where shells can have arbitrarily
high column densities (Σshell ∝ R−1), the column density of
shells in NFW haloes flattens out below the scale radius,
converging to a maximum value given by
Σmaxshell =
fgas
8pi
C2
g(C)
Mvir
R2vir
= fgas8pi
C2
g(C)M
1/3
vir
(
100H2(z)
G
)2/3
,
(26)
where the virial relation Mvir = 100H2(z)R3vir/G is used
in the last step. For convenience, we evaluate the expres-
sion C2/g(C) appearing in Eq. 26 for a range of concentra-
tion parameters and present them in Table 3. Note that the
concentration parameters shown in the table, which reach
C = 100, are not to be interpreted as realistic dark mat-
ter halo concentrations. Instead, they are chosen to indicate
how concentrated the baryonic component would have to be
in order to result in high IR optical depths.
Using H(z) = 70 km s−1 Mpc−1 and τmaxIR = κIRΣmaxshell
gives
τmaxIR ≈ 1
(
fgas
0.17
)(
κIR
10 cm2 g−1
)(
C2/g(C)
2758.60
)(
Mvir
1012 M
)1/3
,
(27)
where the value 2758.60 is used for C = 100. We see that
in order to obtain IR optical depths greater than unity for
thin shells in NFW haloes, a combination of high gas con-
centration, high redshift and high halo mass would have to
be assumed. Even for a gas concentration of 100 and a halo
with virial mass of 1012 M, the IR optical depth is still of
order unity for an IR opacity of κIR = 10 cm2 g−1 (which
is already on the high end of IR opacities adopted in the
literature).
One could instead opt for simulating an isothermal pro-
file. However, resolving regions of high IR optical depths
τIR & 10 even in massive isothermal haloes requires very
high numerical resolution. For instance, in order to capture
scales for which τIR = 50 in an isothermal halo, we would
have to resolve the spatial scale
R (τIR = 50) =
fgasσ
2
2piG κIR
≈ 16
(
fgas
0.17
)(
σ
250 km s−1
)2( κIR
10 cm2 g−1
)
pc.
(28)
Since we here focus on performing a large number of simu-
lations, each of which is fully radiation-hydrodynamic and,
in many cases, performed using the full speed of light, such
high resolution simulations are infeasible.
Various features of NFW haloes make them more de-
sirable to simulate than isothermal spheres. One of the dis-
advantages of exploring the problem of driving shells with
radiation pressure in isothermal haloes is that solutions to
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C 1 5 10 50 100
C2/g(C) 5.18 26.08 67.17 847.04 2758.60
Table 3. Function C2/g(C) from Eq. 26 evaluated for various
choices of NFW halo concentration parameters C. Concentrations
> 50 are unrealistic for the dark matter component, but could
mimic a scenario in which the gas component cools efficiently to
form a compact core. Such high concentrations are required to
render gas following an NFW density profile optically thick in
the IR.
the equation of motion (Eq. 11) are very sensitive to the
shell launch radius. In NFW haloes, thanks to flatness of
the shell column density (Eq. 26) below the scale radius,
solutions are much less dependent on uncertainties in the
launch radius and, hence, the resolution of the simulation.
Based on hydro-only test simulations of isothermal haloes,
we also find simulations of haloes following NFW profiles
to be more stable and to suffer less from relaxation effects,
mainly due to their shallower inner density profiles.
We thus adopt the following strategy: we retain the ad-
vantages of simulating NFW haloes by instead assuming
(unrealistically) high values for the IR dust opacity. This
procedure artificially increases the IR transparency radius
of the gaseous halo out to scales at which it can be resolved
with a large number of cells. Our choice of dust opacities is
thus motivated entirely by the aim of exploring the hydrody-
namical response of the gas to IR radiation in media of dif-
ferent optical depths and comparing the simulated solutions
with analytical expectations. Simulations performed with re-
alistic IR dust opacities and dark matter haloes will be pre-
sented in a joint paper using fully radiation-hydrodynamic
cosmological simulations (Costa et al., in prep.).
Thus, while for UV radiation we choose a realistic
κUV = 103 cm2 g−1, for the IR we take κIR = 103-
− 105 cm2 g−1, i.e. several orders of magnitude above realis-
tic IR opacities. Given this choice, the initial optical depths
measured out to the virial radius are, approximately, 11.3-
− 1130, for the lowest and highest choice of IR opacities, re-
spectively (see Table 2 for a list of the initial optical depths
in all simulations). Another relevant quantity, however, is
the time-varying optical depth measured out to the outer
edge of the radiatively-driven shells. In practice, these are
much lower, starting from typical values ≈ 5−500 and reach-
ing about 0.5− 50 at later times.
We now present the results of our suite of simulations.
We start by providing a qualitative discussion of the outflow
structure and then carry out a detailed comparison with so-
lutions to the equation of motion of radiatively-driven shells
in NFW potentials.
3.2 Expanding, radiation pressure-driven shells
As envisaged in analytic models, radiation pressure sweeps
up intervening material into outwardly expanding shells.
The outflow structure is illustrated on the left-hand panel of
Fig. 5, where projected (volume-weighted) UV- and IR en-
ergy densities as well as the gas density are shown for simula-
tion halo-UVIR46 at t = 40 Myr. Despite the Cartesian ge-
ometry of the Ramses grid cells, the shell retains a remark-
ably spherical geometry. Its inner boundary7 (shown as a
solid white line) separates the shock-heated ambient medium
from a radiation-filled cavity, while its outer boundary (seen
as a sharp contrast at the outer edge of the shell) constitutes
a shock front propagating into the ambient medium.
At the top of the right-hand panel of Fig. 5, gas density
profiles are shown for simulations halo-UVIR46 (thick lines)
at various times. For reference, we also show profiles for sim-
ulation halo-UVIR46-c, which is identical to halo-UVIR46
with the exception that it is performed using the full speed
of light (thin lines). The flow structure can be clearly di-
vided into different sections. Starting at large radii, these
include the mildly perturbed ambient medium (a portion
of which is, as will be shown, ‘pre-accelerated’), the shell
of shock-heated swept-up gas at intermediate radii and the
low density cavity at the centre. Dotted lines show the po-
sition of the maximum density gradient, which was found
by taking the gradient of the density profile, and traces the
approximate location at which the inner low density cavity
and the shell meet. This is also the location at which most
UV radiation is absorbed and, hence, where most of the ini-
tial acceleration takes place. The discontinuity is broadened
as a consequence of finite resolution, but also due to the fi-
nite mean free path of the impinging UV photons. This is
simply given by l = (ρκ)−1 and amounts to ≈ 0.3 kpc at
R ≈ 1.3 kpc and ≈ 3.2 kpc at R ≈ 6 kpc in good agreement
with the trend of an increasing discontinuity width seen in
Fig. 5 (note that the axes are logarithmic). The waves seen
at low radii (. 500 pc) in the profiles, particularly in the ra-
diation energy density curves shown in the central panel, are
caused by finite resolution; the bin size becomes comparable
to the cell sizes as the grid is de-refined in these low den-
sity regions. The results for simulation halo-UVIR46-c (thin
lines) show that the gas density profile is fully converged
with respect to the speed of light.
The middle panel shows UV (solid lines) and IR (dashed
lines) energy density profiles (calculated as cE, where E is
the radiation energy density) for the same simulation times
as in the top panel, normalised by the flux F0 that would be
expected for unobscured radiation emitted by a point source,
i.e. by F0 = L/(4piR2). The UV flux drops as R−2 at radii
R < Rin as expected, but falls more steeply beyond the inner
boundary of the shell, where the UV photons are absorbed
most efficiently. The decline in UV flux across the shell is
greater at early times, when the optical depth is highest. The
optical depth, however, drops as the shell expands to larger
radii (see Fig. 6). Thus, at later times, a higher proportion of
UV radiation leaks out of the shell into the ambient medium,
bringing the flux into better agreement with F0.
As the UV radiation is re-emitted in the IR, part of the
IR flux is directed towards the source, crossing the optically
thin region before it is re-absorbed at some other location
in the shell. Thus, while the UV band energy density falls
off with increasing radius (as R−2) within the central cav-
ity, IR radiation fills the same region homogeneously (as
illustrated Fig. 11 in the Appendix). IR radiation emitted
outwardly from the shell’s outer boundary can then couple
7 The boundary is computed by taking the gradient of the density
profile and locating the radius corresponding to the maximum
value.
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Figure 5. Left: The density and radiation energy density distribution in simulation halo-UVIR46 at t = 40 Myr. Volume-weighted
projected UV and IR energy densities are shown on the bottom and top left, respectively, and gas density on the right. All quantities
are projected along a slab of thickness ≈ 13 kpc. The solid line shows the location of the tangential discontinuity (Rin), which is slightly
broadened due to resolution and finite mean free path effects. The forward shock can be seen as a sharp density jump at R ≈ 20 kpc.
The dotted circle marks the radial scale Racc at which the gas radial velocity is 100 km s−1. This region, which lies beyond the shock
radius, contains gas that has been pre-accelerated by IR radiation emitted from the outer surface of the shell. Right: Profiles of various
important gas and radiation properties as a function of time in our halo-UVIR46 simulation (thick lines) and also for simulation halo-
UVIR46-c (thin lines).The top panel shows density profiles in simulation halo-UVIR46 at different times (as labeled). A shell of swept-up
material is driven outwards as expected. The middle panel shows radial profiles of UV and IR radiation energy densities divided by
F0 = L/(4piR2), at the corresponding times. UV radiation is efficiently absorbed at its inner boundary and its flux is, correspondingly,
low at large radii. As the shell expands, its optical depth drops and the UV radiation leaks out, raising the radiation energy density at
larger radii. Reprocessed IR photons are trapped in the shell, leading to a boost with respect to L/(4piR2). They are re-emitted inwards
towards the source as well as outwards away from the source. The bottom panel shows mass-weighted radial velocity profiles for gas with
density > 10−30 g cm−3. The shells slow down as they sweep up mass. The thin dotted lines show the location of Rin.
to gas ahead of the forward shock, pre-accelerating it to high
speeds . 100 km s−1 (see also Ishiki & Okamoto 2017), i.e.
about 3− 5 times lower than the speed of the shell itself, in
the case shown. For halo-UVIR46, the radius Racc at which
the outward radial velocity drops below 100 km s−1 is indi-
cated in Fig. 5 with a white dotted line. The size of the vol-
ume enclosed gives a visual impression of the region within
which pre-acceleration takes place. Radiation pressure thus
couples to gas both contained in the main outflow (the shell)
and in the ambient medium beyond. The main effect of the
reduced speed of light approximation, shown by compar-
ing thin and thick lines on the right-hand side of Fig. 5,
is the moderately less spatially extended pre-accelerated re-
gion at the beginning of the simulation, which is caused by
the somewhat shorter light-crossing times.
The IR energy density (shown in Fig. 5 with dashed
lines) is to good approximation constant up to a radius
≈ Rin and the ratio cE/F0 therefore rises as R2. This peaks
at a value a factor ≈ 4 greater than that for UV radiation,
because IR radiation is trapped within the expanding shell.
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Figure 6. The time evolution of the IR optical depth τIR, measured out to the virial radius of the halo, in the main simulations of our
suite. On the left, we show the optical depth evolution in our halo-UVIR set of simulations. In this case, τIR lies mostly within the range
(1− 10), though it can drop to ∼ 0.1 in our halo-UVIR47 simulation, where the shell reaches very high radii. On the right, we show the
evolution of τIR in our halo-IR suite of simulations, where we investigate the effect of very high IR optical depths. In the most extreme
case, halo-IR47-high, τIR is in the range (10− 1000).
IR radiation trapping is more efficient at earlier times when
the shell is closer to the source and occurs also beyond the
shock radius. The shell’s column density drops as the shell
moves to larger radii and more of the IR flux escapes8. As
long as the shell remains optically thick in the UV, the radi-
ation energy density is dominated by the IR at radii larger
than the shock radius.
The bottom panel of Fig. 5 shows mass-weighted radial
velocity profiles. For this panel, we take into account only
gas with density greater than 10−30 g cm−3 in order to ex-
clude the low density cavity at the centre, where most gas
has reached the density floor allowed by Ramses-RT. The
also high, though gradually declining, outflow speeds seen
at radii greater than the shell’s outer boundary are caused
by local interactions between the ambient medium and the
portion of IR radiation that leaks out of the shell. This ‘pre-
acceleration’ effect (Ishiki & Okamoto 2017) is most pro-
nounced at early times when the optical depth in the region
just outside the shell is still very high. Comparison with
simulation halo-UVIR46-c indicates that the velocity of the
pre-accelerated gas is moderately underestimated in simula-
tions performed with a reduced speed of light of 0.1c, though
only at early times. Note also that the peak velocity of the
outflows, which is . 1000 km s−1, decreases with time. This
is caused both by the declining optical depth, but also due
to momentum conservation; the shell becomes mass-loaded
as it expands and must decelerate. Already at t = 40 Myr,
the shell has slowed down to propagate at ≈ 200 km s−1,
which is about twice as high as the speed of the sound of
the gas in the halo. In this regime, the confining pressure of
the ambient gas medium also contributes to the deceleration
of the outflow.
8 Note that the steep drop in IR flux shown in Fig. 5 at t = 1 Myr
is caused by the finiteness of the speed of light rather than photon
absorption. This feature is, accordingly, absent in halo-UVIR46-c.
In the next section, we compare the propagation of the
radiation-driven shells with the analytic models presented
in Section 2.2 in detail.
3.3 Comparison with analytic models
In order to compare the time evolution of the shell to pre-
dictions based on Eq. 4, we must track the shell’s position.
For simulations in which the outward force is dominated by
single-scattering radiation pressure and/or mildly boosted
by IR radiation, our results are not very sensitive to this
definition and agree with each other regardless of whether
we define the location shell as the radius of steepest density
gradient or of maximum density. However, as we shall see,
shells driven out due to strong IR radiation pressure are not
thin and the results become more sensitive to our definition.
While the location of steepest density gradient is a more
suitable measure of the shell location, since it traces the re-
gion in which the radiation force is applied, tracking the
shell according to the location of steepest gradient is unre-
liable since there is a chance that waves propagating within
the low density cavity are selected instead. We therefore opt
for a straightforward definition that is more easily repro-
ducible. We first construct radial profiles of the density for
all our snapshots using 200 logarithmic bins in the radial
range [0.1 kpc, 200 kpc]. The uncertainty in the shell’s loca-
tion is then quantified by considering the region bounded by
the location of the density peak and of the radius at which
the density rises to 25% of its maximum value.
3.3.1 The case of τ . 10
We start by investigating simulations for which the initial
optical depth in the UV (and IR, if included), measured out
to the virial radius, is τ0 ≈ 11. The relevant simulations
c© 0000 RAS, MNRAS 000, 000–000
Driving gas shells with radiation pressure on dust 15
100 101 102
t [Myr]
10-3
10-2
10-1
100
R
in
/
R
v
ir
UV
analytic model
halo-UV47-cooling
L = 1045 erg s−1
L = 1046 erg s−1
L = 1047 erg s−1
100 101 102
t [Myr]
UV+IR
no IR
Figure 7. Comparison between numerical (coloured bands) and analytic (dashed lines) radiation pressure-driven shell solutions for
setups including only a UV band (left) and including reprocessing of UV photons to IR (right). We show the single scattering solutions
on the right-hand panel as dotted lines in order to highlight the effects of the IR boost. We compare the location of the tangential
discontinuity Rin with predictions based on the analytic model of Thompson et al. (2015) as a function of time. We investigate AGN
luminosities in the range 1045−1047 erg s−1, finding remarkably close agreement with the analytic solutions in all our simulations as long
as the AGN luminosity is high L & 1046 erg s−1. Radiative cooling affects the structure and compressibility of the outflowing shell but
does not affect its propagation history (orange line). For lower luminosities L = 1045 erg s−1, the simulations generate transsonic shells
that are efficiently confined by the thermal pressure of the ambient medium. This analysis indicates that as long as τ . 10, radiation
pressure indeed imparts a momentum flux of (τIR + (1− e−τUV ))L/c as expected.
are therefore the halo-UV and the halo-UVIR set (see Ta-
ble 2). For reference, we plot the evolution of the IR optical
depth for the halo-UVIR simulations on the left-hand panel
of Fig 6.
The shell radius as a function of time is shown for all
simulations with coloured bands in Fig. 7. The left-hand
panel shows results for simulations for which reprocessing
into IR radiation is disabled (halo-UV simulations), while
the right-hand panel shows results for simulations in which
re-emission in the IR and multi-scattering radiation pressure
are allowed (halo-UVIR simulations).
Solutions to Eq. 20 for an identical NFW profile and
matching AGN luminosities are shown with dashed lines in
all panels. When computing the solutions to the equation
of motion, we assumed an initial radius of 80 pc equal to
our spatial resolution. Overall, the agreement in shell radius
evolution between the analytic models and the simulations
is very close, although this is particularly the case when
AGN luminosities are high (L & 1046 erg s−1). For our lowest
luminosity simulation (L = 1045 erg s−1), the shell radius,
however, falls systematically below the analytic solution and
the shell reaches a turn-around radius just over a factor of
two below that predicted in the analytic models, at a time
about twice as early. Despite this mismatch, the behaviour
of shells is qualitatively similar, i.e. they either expand to
large radii or they stall early on if the AGN luminosity is
not sufficiently high.
At lower luminosities, the propagation of the shell is
resisted by the confining pressure of the gas halo, as was
also seen in the momentum-driven solutions of Costa et al.
(2014a). For completeness, we verify that the shell’s den-
sity contrast increases with AGN luminosity in line with the
expectation that a higher momentum input rate generates
stronger shocks. Notably, the density contrast falls off with
time for halo-UV46 and approximately satisfies ∆ρ/ρ = 1
at t & 50 Myr, a time when the shell in the simulations
starts to slow down with respect to the analytic solution.
For halo-UV45, the density contrast satisfies ∆ρ/ρ . 1 for
almost the entire duration of the simulation.
If radiative cooling is turned on, as is the case for halo-
UV47-cooling, then the material compressed in the strong
shock radiates away its thermal energy and collapses to form
an even thinner shell. The orange line on the left-hand panel
of Fig. 7 shows the evolution of Rin with time in simulation
halo-UV47-cooling. The match with the simulation without
cooling is very close. Radiative cooling merely modifies the
shell’s structure; the expansion of the shell as a whole is
driven by the pressure exerted by radiation when this is ab-
sorbed in its interior. A comparable situation arises in the
context of wind-based feedback models; even if an outflow-
ing shell is momentum-driven, there could be a hot compo-
nent of shocked ambient gas that does not affect its overall
dynamics.
The agreement between analytic models and simula-
tions is remarkably close also for simulations including scat-
tering of IR photons, as shown in the right-hand panel of
Fig. 7. Since the analytic models take into account an ad-
ditional pressure term τIRL/c for IR radiation pressure, the
close agreement in itself shows that IR radiation efficiently
boosts the outflow momentum in our simulations. In order
to ease comparison with the case in which multi-scattering
is not accounted for, we also show solutions without IR ra-
diation as dotted lines. All simulated shells propagate more
rapidly than would have been expected if IR multi-scattering
was neglected. The slight slow-down seen in simulation halo-
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Figure 8. Left: The time evolution of radiation pressure-driven shells in highly optically thick conditions. The dashed black lines provide
the solution to the equation of motion of radiatively-driven shells, while the coloured bands show the simulated results. While the optical
depths are low . 10 (as in the case of halo-IR46), the match between analytic and numerical solutions remains close. A good agreement
exists also in simulations halo-IR46-med, though not for halo-IR46-high, for which the simulated shell is always at lower radii than
predicted. The thick black line shows the result of a modified equation of motion in which we attempt to model the suppression of
momentum transfer between optically thick gas and IR radiation in the case of long diffusion times. Its predictions compare much better
with the numerical solution. The dark blue shaded region for simulation halo-IR46 shows the region bounded by the radii corresponding
to 10%ρmax and 25%ρmax. Right: The momentum flux in our simulations including multi-scattering radiation pressure (solid lines) and
optical depth measured out to the edge of the accelerated region (lower bound of shaded region) and to the virial radius (upper bound
of shaded regions). While the boost in the momentum flux closely follows the optical depth in our simulations with τIR . 50, it is
significantly lower in our simulations with τIR & 50. In particular, we never find momentum boosts greater than ≈ 60L/c despite initial
optical depths of & 500. We conclude that P˙ /(L/c) < τIR for high τIR. The black dashed line shows the result of a simulation identical
to halo-IR46-high, but performed without the ‘PdV’ term that governs transfer of energy between the trapped radiation fluid and the
gas. The purple line shows the result for simulation halo-IR47-med, showing that the maximum momentum boost drops with increasing
AGN luminosity.
UVIR46 at late times also occurs when the shell slows down
to about the gas sound speed through which it propagates.
We conclude that, as long as τIR . 10, trapped IR radi-
ation can build up a significant pressure gradient and boost
the momentum injection into the material surrounding the
AGN. In this case, the match with the predictions of the
analytic models reviewed in Section 2.2 appears to be excel-
lent, provided that we are in the strong shock regime.
This agreement, however, breaks down when we con-
sider optical depths that are much higher (τIR & 50), as we
show next.
3.3.2 The case of τ  10
We focus here on simulations in which the dust IR opac-
ity is increased by factors of 10 (halo-IR46-med) and 100
(halo-IR46-high) compared to the fiducial value (halo-IR46).
The right-hand panel of Fig. 6 provides the IR optical
depths probed in this section, which are all in the range
of . 0.8− 1000. Other properties of the simulations investi-
gated in this section are summarised in Table 2. Note that
for all simulations discussed in this section, we take a fixed
AGN luminosity of L = 1046 erg s−1 and use the full speed
of light.
We start by comparing the simulated results to solu-
tions to the equation of motion (Eq. 4). On the left-hand-
side of Fig. 8, we show the radius of the outflowing shell
as a function of time in our various simulations. Shells are
much thicker than they were in our simulations performed
with mild IR optical depths, as can be seen from the thicker
shaded regions. This is not surprising since a majority of the
AGN radiation is now trapped inside the shell, pressurising
it from within. As a consequence, predictions based on the
analytic models of Section 2.2, which assume the shell width
to be negligible, have to be compared only crudely with the
results of our simulations.
For simulation halo-IR46 (τIR < 10), the agreement
with the analytic solution is, as before, close. The numerical
solution is slightly above the analytic solution, though both
could be reconciled by changing the definition of shell radius,
which, as we have seen, is ill-defined in simulations with IR
radiation pressure. The dark blue band in Fig. 8, which en-
compasses the region for which the gas density is between
10%ρmax and 25%ρmax indeed shows a better match with
the analytic solution.
For the two simulations with enhanced optical depths,
the expanding shells initially go through a period during
which their inner radii are systematically lower than in the
analytic model. For halo-IR46-med, this period lasts only
less than 1 Myr, while for halo-IR46-high, it lasts about 30
Myr. At late times, and in both cases, the shells ‘catch-up’
with the analytic solution following it closely thereafter.
The slower propagation of the shells at early times oc-
curs because they fail to absorb a momentum τIRL/c as
assumed in Eq. 4. On the right-hand panel of Fig. 8, we
provide an estimate of the momentum flux between IR radi-
ation and outflowing gas. We first measure the total radial
momentum in the domain in our various snapshots and then
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take the time derivative, normalising the result to L/c. The
maximum momentum flux is ≈ 7L/c in our fiducial run9
with τ0 ≈ 11, & 30L/c in our simulation with τ0 ≈ 110
up to just above 60L/c for the run with τ0 ≈ 1100. The
scaling of momentum flux with optical depth is therefore
sub-linear, i.e. P˙ /(L/c) < τIR. Moreover, the momentum
boost achieved depends on the AGN luminosity. The purple
line on the right-hand panel of Fig. 8 shows the resulting
momentum flux for a simulation identical to halo-IR46-med
but with an AGN luminosity 10 times higher; the maximum
momentum flux is now ≈ 20L/c instead of ≈ 30L/c (see also
Bieri et al. 2017).
Since the expanding shells retain their geometry and
efficiently confine the radiation, the origin of this effect can-
not be attributed to radiation leakage through low den-
sity channels caused by instabilities (see e.g. Krumholz &
Matzner 2009; Krumholz & Thompson 2012; Rosdahl &
Teyssier 2015; Bieri et al. 2017). Nor is the apparent inef-
ficiency of momentum transfer in the highly optically thick
regime caused by the declining optical depth; this effect has
already been included in the analytic solutions.
We also rule out the additional limitation that arises
if radiatively-driven shells enter the ‘photon tiring’ regime
(Owocki et al. 2004). This occurs when the work done in
accelerating the shell out of its halo becomes comparable to
the energy available in the radiation field. We verified that
our results (particularly those with highest optical depth)
are not sensitive to this effect by (1) performing one sim-
ulation identical to halo-IR46-high, however excluding the
‘PdV’ work term that transfers energy between the radia-
tion field and the fluid (result shown as dashed black line on
the right-hand panel of Fig. 8) and (2) by verifying that the
kinetic and gravitational potential energy of shells with the
energy deposited by the AGN are always lower by a factor
of a few than the net energy injected by the AGN.
Instead, we argue that a momentum boost lower than
τIR occurs due to the too long diffusion times associated
with the radiation transport through the outflowing shell. If
the diffusion time becomes comparable or exceeds the shell’s
flow time, it becomes impossible for it to receive a momen-
tum boost of τIRL/c.
3.3.3 The momentum imparted by IR radiation and the
upper limit of the IR boost factor
Since it diffuses through the outflowing gas, the trapped IR
radiation front travels at an effective speed which is lower
than the speed of light c. In highly optically thick conditions,
the flux ~F of trapped radiation depends on the radiative
energy density gradient ~∇E as
~F ≈ −cl3
~∇E , (29)
where l is the mean free path of the IR photons (see Rosdahl
& Teyssier 2015). The expression cl3 ≡ D gives the diffusion
coefficient and can be used to obtain an approximate esti-
mate for the characteristic ‘diffusion’ or ‘trapping timescale’
9 For the fiducial simulation, the momentum flux is lower than
the optical depth at late times, because the shell decelerates as
it becomes confined by the pressure of the ambient medium. We
have checked that the actual radiation force is still τIRL/c.
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Figure 9. The time evolution of the ratio of trapping (diffusion)
time to flow time in our simulations of IR optically thick gaseous
haloes. Bands are colour-coded as in Fig. 8. The coloured shade
identifies the coupling efficiency, i.e. the fraction of τIRL/c that
can be used to impart outwardly radial momentum. Both high
velocity shells and very high IR optical depths lead to low cou-
pling efficiency. Even for simulation halo-IR46-med, which yields
realistic IR optical depths, the initial coupling efficiency ≈ 50%.
as ttrap = δ2/D, where δ is the width of the shell, as well
as an effective propagation speed veff . The latter is approx-
imately given by
veff ∼ D/δ = c3τIR ≈ 10
3
(
τIR
100
)−1
km s−1 , (30)
where we have used τIR = δ/l. For very high optical depths
& 100 the effective speed of the trapped radiation front
drops to ≈ 1000 km s−1 and becomes lower than the typical
propagation speed of AGN-driven outflows.
Efficient momentum coupling between trapped radia-
tion and the outflowing material is to be expected when the
outflow time tflow ≈ δvout  ttrap, such that a high enough
number of scatterings can take place. In other words, the
interaction is efficient as long as the trapped radiation fluid
has enough time to build up a high enough radiation pres-
sure. The maximum optical depth τmax at which efficient
coupling can take place at a given outflow velocity vout is
therefore
τmax .
c
3vout
= 100
(
vout
103km s−1
)−1
. (31)
For typical outflow speeds 1000− 3000 km s−1, efficient mo-
mentum transfer (high momentum boosts) can only take
place at optical depths lower than ≈ 100− 30, respectively.
In Fig. 9, we plot the ratio between diffusion and out-
flow times ttrap/tflow = 3(v/c)τ in our various simulations.
For the shell’s radial velocity, we have taken the mean mass-
weighted radial velocity of gas between radii of 25%ρmax
and ρmax. For simulation halo-IR46-high, momentum trans-
fer between radiation and gas is suppressed until a time
t ≈ 10Myr, roughly when the simulated and analytic so-
lutions converge and the momentum boost is close to its
peak value (see Fig. 8). The effect of AGN luminosity be-
comes clear by comparing the curves for simulations halo-
IR46-med and halo-IR47-med (red and purple bands, re-
spectively). The ratio ttrap/tflow is systematically higher for
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higher AGN luminosities since the shell is accelerated to
higher speeds. While the offset in (ttrap/tflow) for halo-IR47-
med and halo-IR46-med appears to be small, we note that
in the former, the shell is initially in the regime in which
ttrap & tflow, just over the boundary over which the coupling
efficiency is rapidly suppressed. As shown by the colour-
scale, the difference in coupling efficiency between these two
cases is about 20%.
We hence attempt to modify the equation of motion
(Eq. 4) to include the suppression of radiation-gas momen-
tum transfer in this regime. If we assume that the coupling
is exponentially suppressed as ttrap > tflow, i.e.
τIR
L
c
→ τIRL
c
(
1− e
−c/vout
3τIR
)
, (32)
we now find much better agreement between our halo-IR46-
high simulation and the analytic model (thick solid line on
the left-hand panel of Fig. 8). The colour scale in Fig. 9
gives the value of the suppression factor
(
1− e
−c/vout
3τIR
)
and
can therefore be used to read off the coupling efficiency. We
estimate this to drop to values as low as . 10% at early
times in simulation halo-IR46-high, which explains why the
momentum flux in this simulation is, in fact, comparable to
that of simulation halo-IR46-med.
One might argue that optical depths as high as τIR =
30 − 100 are unlikely to come about. Measurements of IR
optical depth in simulations of galaxy formation, however,
yield various individual lines-of-sight along which τIR = 30-
−100 is possible (e.g. Hopkins et al. 2011; Bieri et al. 2017),
suggesting that high IR optical depths may indeed occur
in a realistic setting. Various simulations show that radi-
ation leakage through low density channels in systems in
which there is substantial density inhomogeneity is a strin-
gent limitation to IR radiation pressure as a feedback mecha-
nism (Krumholz & Thompson 2012, 2013; Bieri et al. 2017),
though the extent to which trapping efficiencies are affected
remains highly debated (see e.g. Davis et al. 2014; Tsang
& Milosavljevic´ 2015; Zhang & Davis 2017). The main con-
clusion that can be drawn from our simulations is that in
the high optical depth regime τIR ∼ 100, in situations in
which the distribution of dense gas has a short response
time (the gas has a short flow time), the coupling between
trapped radiation and the outflowing column may already
be suppressed. The formation of low density channels, in this
scenario, would intensify the degree by which the coupling
is reduced, but could not be said to be the sole source of
inefficiency. Both processes likely play a role.
We also emphasise that, while the flow time is the nat-
ural timescale which to compare against the diffusion time
in the problem of an outflowing shell, different timescales
should be taken into account if relevant for the problem at
hand. For the question of the interaction between IR ra-
diation and optically thick interstellar clouds, for instance,
another relevant timescale is the cloud destruction time. If
this is shorter than the diffusion time, we, again, cannot
expect a high coupling efficiency between IR radiation and
interstellar gas.
We conclude this section with a brief discussion on how
sensitive our results are to changes in reduced speed of light
factor as well as numerical resolution. Perhaps the most wor-
rying consequence of Eq. 31 from the numerical standpoint
is that it implies that momentum transfer between trapped
IR radiation and optically thick gas can be artificially sup-
pressed by the use of a reduced speed of light approximation.
We performed simulations identical to our halo-IR46-high,
but this time with reduced speeds of light of 0.1c and 0.3c.
The resulting solutions are shown in Fig. 10. At all times,
the shell radius is lower than the simulation with full speed
of light by factors of 2 − 3. Momentum transfer between
gas and radiation is suppressed to a great degree purely due
to the overestimated diffusion times, as shown by the green
hatched region of Fig. 9 for a simulation with a reduced
speed of light of 0.1c. Accordingly, the match between sim-
ulations performed at low speed of light with the modified
analytic model is poor.
On the other hand, we find that our results are robust
to changes in numerical resolution. On the right-hand panel
of Fig. 10, we compare the shell radius evolution using our
halo-IR46-high setup between our fiducial simulation and
a higher resolution simulation in which the minimum cell
size is now ≈ 40 pc, as opposed to 80 pc (halo-IR46-high-
res). Both the radius and the width of the expanding shells
in our higher resolution simulation (shown with the yellow
shade) are in excellent agreement with our fiducial resolu-
tion simulation. This agreement is expected since (i) the IR
transparency radius is well resolved in our fiducial simula-
tions and (ii) because the initial optical depth of shells driven
in NFW haloes is roughly independent of launch radius for
very small radii (see Section 3.1.3).
4 DISCUSSION
4.1 Star formation and black hole growth
self-regulation
Assuming the main source of radiation to be a central AGN,
we have verified that high IR optical depths imply high out-
flow momentum fluxes provided that τIR . 50 and that op-
tically thick gas has a high covering fraction. The necessary
conditions might be met in starbursting galaxies in the af-
termath of a major merger or, alternatively, as the result of
direct cold gas inflow from the cosmic web. The latter has
been shown to generate extremely tightly bound gaseous and
stellar bulges (with circular velocities & 500 km s−1 at scales
. 1 kpc) in massive galaxies at high redshift (Dubois et al.
2012b; Costa et al. 2015).
During a high AGN luminosity event, we would expect a
radiation pressure-driven outflow to develop, efficiently ex-
pelling the bulk of cold gas from within, at least, the IR
transparency radius (≈ 1 kpc). The sudden removal of large
portions of cold gas, potentially aided by feedback from
stars, could efficiently reduce the star formation rate in these
systems. Based on analytical arguments, we also expect the
most extreme examples of AGN feedback through radiation
pressure on dust to take place at high redshift since AGN
luminosities are more likely to be high and also because
galaxies are more compact and have higher circular veloc-
ities and, hence, a higher critical AGN luminosity for self-
regulation. Once cleared off their gas reservoir, the galaxies
would become redder as they age, potentially giving rise to
the population of quenched compact ellipticals observed at
high redshift (Toft et al. 2007; Szomoru et al. 2012; Straat-
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Figure 10. Time evolution of highly optically thick radiatively-driven shells using different reduced speed of light values (left panel)
and for two different numerical resolutions (right panel). The dashed black line gives the prediction of the analytic model, while the solid
black line gives the prediction of the model modified to account for long radiation diffusion times. At full speed of light, the numerical
solution agrees with the modified model better, while simulations using reduced speed of light approximations fall below it at all times.
The solutions are robust to changes in numerical resolution.
man et al. 2014; van Dokkum et al. 2014; Glazebrook et al.
2017).
Due to the ram pressure confinement caused by cos-
mological infall, which we have neglected in this study, and
AGN duty cycle effects (see Section 2.2), we might, however,
expect a significant portion of outflowing material to stall
in the outskirts of the host galaxy. The gas resulting from
such a ‘failed outflow’ could be re-accreted onto the central
galaxy, where star formation would be revived. However, a
possible fate of, at least, part of the ejected nuclear gas is
its prolonged presence in the circumgalactic medium of the
AGN host halo (see also Ishibashi & Fabian 2016a). If the
ejecta remain cold, or if part of the shocked component cools
through a thermal instability (e.g. Zubovas & King 2014), it
might partially account for observations of large deposits of
cold gas and metals in the circumgalactic medium of quasar
host galaxies (e.g. Hennawi et al. 2006; Prochaska et al.
2014) as probed by quasar absorption lines. A rigorous esti-
mate of the fate of radiation pressure-driven outflows from
compact massive galaxies at high redshift, however, requires
detailed cosmological radiation-hydrodynamic simulations .
It seems plausible that the efficient removal of cold gas
from the nuclei of dense high redshift galaxies would ulti-
mately result in the suppression of black hole accretion. The
simultaneous regulation of star formation and black hole ac-
cretion could establish ‘scaling relations’ between the mass
of supermassive black holes and the properties of their host
galaxies (e.g. Tremaine et al. 2002; Gu¨ltekin et al. 2009; Mc-
Connell & Ma 2013; Kormendy & Ho 2013; Shankar et al.
2016; van den Bosch 2016) as proposed by Murray et al.
(2005). However, the dependence of the IR optical depth on
the halo’s velocity dispersion means, as we now show, that
a close fit to the observed MBH − σ relation can no longer
be straightforwardly achieved.
4.2 Implications for the MBH − σ relation
Consider the hypothetical case in which a radiatively-driven
dust shell in a isothermal halo remains optically thick to UV
emission throughout its propagation. We, for now, neglect
IR multi-scattering. The equation of motion (Eq. 11) gives
d
dt′
[
R′
dR′
dt′
]
= ξ − 1 , (33)
thus when the AGN luminosity is ‘critical’, i.e. L =
4fgascσ4/G, the dusty shell is ejected out of its dark matter
halo. Rewriting the AGN luminosity in terms of the ‘critical
mass’ MBH,crit for a supermassive black hole radiating at its
Eddington limit, i.e. setting
L = LEdd ≡ 4piGMBH,critc
κT
, (34)
where κT is the Thomson opacity, gives
MBH,crit =
fgasκT
piG2
σ4 ≈ 3.8×108
(
fgas
0.17
)(
σ
200km s−1
)4
M.
(35)
The resulting MBH − σ relation (see also King 2003;
Murray et al. 2005) has a scaling of MBH ∝ σ4 and a nor-
malisation close to that reported in observations (e.g. Kor-
mendy & Ho 2013). Note that a scaling with halo velocity
dispersion as ∝ σ4 is, in fact, quite general and remains even
for NFW profiles (Eq. 19) and, indeed, for any halo with a
peaked circular velocity profile (McQuillin & McLaughlin
2012).
However, the origin of an MBH−σ relation in line with
that observed becomes more complicated when including IR
multi-scattering. In this case, Eq. 11 becomes
d
dt′
[
R′
dR′
dt′
]
=
(
1 + 1
R′
RIR
Rτ
)
ξ − 1 , (36)
where RIR ≈ 0.5
(
fgas
0.17
)(
κIR
10 cm2 g−1
)(
σ
200 km s−1
)2 kpc is
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the IR transparency radius. The 1/R′ dependence of the
driving term on the right-hand side means that the scal-
ing of the resulting MBH − σ relation now depends on the
physical scale out to which gas has to be ejected in order for
both black hole accretion and star formation to be quenched.
In other words, in the presence of IR multi-scattering, the
precise scaling between black hole mass and halo velocity
dispersion depends on the spatial scale at which the feed-
back loop is closed. Using Eq. 36 and the definition of ξ, the
critical black hole mass required for a dusty shell to reach a
radius R is
MBH,crit ∝ Lcrit(R) = 4fgasσ
4c
G
(
1 + RIR
R
)−1
(37)
Since RIR ∝ σ2 in an isothermal halo, we have two limiting
cases: {
MBH ∝ σ2, R RIR
MBH ∝ σ4, R > RIR.
Intriguingly, RIR is of roughly the same spatial scale as that
of very compact massive galaxies at z & 2, suggesting that
a MBH ∝ σ4 scaling could potentially be achieved through
this mechanism.
However, we stress that effects such as the need to re-
vert gas inflows at small scales, density inhomogeneity, spa-
tially varying dust-to-gas ratio, the inclusion of additional
feedback effects, the shape of the potential well and the
cosmological evolution of galaxies should be expected to
greatly complicate the simple picture outlined here. Inves-
tigating the scaling relations between black hole mass and
galaxy properties clearly deserves to be investigated using
radiation-hydrodynamic simulations.
4.3 IR-driven nuclear winds?
Another potential consequence of efficient IR trapping is
the launching of a nuclear wind from scales just greater
than the dust sublimation radius (& 1 pc). Similarly to the
scenario proposed by King (2003), such a hypothetical IR-
driven small-scale wind might be expected to collide with the
ISM at larger scales, resulting in the formation of an over-
pressurised bubble and, possibly, an energy-driven (large-
scale) outflow phase. IR-driving of small-scale winds and
their possible consequences on AGN host galaxies have, re-
spectively, been explored with radiative transfer simulations
of a dusty torus in Roth et al. (2012) and, implicitly, in the
subset of models for slower (≈ 1000 km s−1) nuclear winds
presented in Faucher-Gigue`re & Quataert (2012).
The momentum flux carried by an IR-driven wind is,
at most, P˙w = M˙wvw = τIR(L/c). Thus, note that the
wind speed decreases with increasing mass outflow rates.
For a homogenous cone with opening angle Ω, we can use
the above expression for the momentum flux to obtain the
expected launch velocity at a given distance from the AGN
as
vw =
√
κIR
ΩR
L
c
(38)
≈ 3400
(Ω
pi
)−1/2( R
3 pc
)−1/2(
L
1046 erg s−1
)1/2
km s−1,
where we have assumed κIR = 10 cm2 g−1. Note here
that a lower covering fraction results in a higher IR opti-
cal depth (at fixed mass) and hence a higher launch veloc-
ity. We have additionally assumed that the optical depth
is sufficiently low that the IR radiation fluid and the opti-
cally thick gas are in equilibrium, an assumption that might
break down if τIR & (30− 100), in which case the hydrody-
namic response time of the gas (the ‘flow time’) may become
comparable to the diffusion time of the IR photons (Eq. 31).
We would expect such a wind to decelerate in a re-
verse shock as it collides against the ambient medium.
The post-shock wind temperature would be Tr ≈
107 (µ/0.59)
(
vwind/1000 km s−1
)2 K, i.e. much lower than
that obtained for an ultra-fast outflow (Tr & 1010 K). Conse-
quently, radiative cooling through thermal Bremsstrahlung
could progress rapidly over a flow time. In this case, an
energy-driven phase should be short-lived. A potentially ob-
servational consequence of such an event would be a spatially
extended X-ray corona tracing the shock-heated wind fluid.
4.4 Limitations of our modelling
In order to establish a close link between our simulations
and available analytic models, we had to exclude various
physical processes from our modelling. Notably, we excluded
photoionisation as well as thermal energy exchange between
the coupled dust and gas fluids, also neglected in most exist-
ing analytical treatments of radiative AGN feedback. Photo-
ionisation, in particular, may result in additional momentum
transfer as photo-heated gas expands, boosting the accel-
eration of an outflow, though we expect this effect to be
important mainly for a low dust-to-gas ratio (e.g. Ishiki &
Okamoto 2017; Bieri et al. 2017). The inclusion of X-ray ra-
diation, which accounts for as much as ∼ 20% of the AGN
bolometric luminosity, could result in vigorous heating in the
central regions of the galaxy, even if the AGN is accreting at
a low rate (e.g. Xie et al. 2017) and should be addressed in
future studies. Other potentially important physical ingredi-
ents are cosmic rays (e.g. Pfrommer et al. 2017) and thermal
conduction (e.g. Dubois & Commerc¸on 2016; Kannan et al.
2017). Modelling these processes in a realistic setting would
require the inclusion of a cold and dusty phase in radiation-
hydrodynamic simulations and should be revisited in the
future.
Additionally, we had to take the crude approximation
that all gas has a high dust opacity regardless of its temper-
ature. In reality, we expect dust grains in radiation pressure-
driven outflows to be destroyed through thermal sputtering
in shock-heated gas. Photoevaporation of dust should also
be important, though at much smaller spatial scales than
considered in this study since the equilibrium temperature,
given by
Tr =
(
L
4piσSBR2
)1/4
≈ 35
(
L
1046 erg s−1
)1/4(
R
1 kpc
)−1/2
K,
(39)
where σSB is the Stefan-Boltzmann constant, is much lower
than the typical dust sublimation temperature.
Dust destruction in outflowing gas should decrease the
ability of radiation pressure to continue to accelerate it.
However, the possibility that dust survives in unresolved,
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though resilient, clumps of cold gas potentially entrained
in the outflow (McCourt et al. 2015, 2016) cannot yet be
ruled out particularly if the outflowing gas cools rapidly.
Our simulations therefore implicitly assume that surviving
cold clumps of dusty gas pervade the outflow and continue
to feel the radiation force. Also in the context of the analytic
models reviewed in Section 2.2, assumptions such as a high
dust-to-gas ratio throughout the galactic halo are undoubt-
edly optimistic and play in favour of radiation pressure as
an AGN feedback model. We have attempted to relax this
assumption in this paper, but nevertheless stress that more
realistic simulations including a cold gas phase and dust
physics would be required for more definite statements.
Outflows in our simulations are remarkably spherical
and do not appear to develop an instability even in the
presence of radiative cooling. A serious concern is that more
realistic clumpy gas distributions could result in IR radia-
tion leakage (e.g. Krumholz & Thompson 2012; Rosdahl &
Teyssier 2015; Bieri et al. 2017) and, therefore, a decrease in
the coupling efficiency. While the fragmentation of gas into
a small number of clumps certainly leads to IR radiation
losses, we here point out that the extent to which the effi-
ciency of IR trapping drops in inhomogeneous media is very
sensitive to the details of the initial density distribution. In
particular, in media in which the typical distance between
cold clouds is smaller than the photon mean free path, a sce-
nario possibly in line with the ‘fog’ picture recently proposed
by McCourt et al. (2016), IR trapping could be efficient
(see Gronke et al. 2016, for an analogous argument, though
for Lyman-α radiation). Interestingly, the simulations per-
formed by McCourt et al. (2016) also suggest that highly
fragmented media may accelerate more efficiently. Perhaps
the action of radiation pressure on such media is the key
to both accelerating the gas rapidly and ensuring high IR
trapping efficiencies.
The ability to trap IR radiation in inhomogeneous me-
dia depends also on the adopted radiative transfer method,
with more accurate (less diffusive) strategies using the ‘vari-
able Eddington tensor’ (VET) method (e.g. Davis et al.
2014; Zhang & Davis 2017) or Monte Carlo methods (e.g.
Tsang & Milosavljevic´ 2015) typically resulting in higher IR
trapping efficiencies than both M1 (used here) or ‘flux lim-
ited diffusion’ methods.
There are various ways in which additional effects could
further reduce the ability of radiation pressure to regulate
star formation and black hole accretion. The setup investi-
gated in this paper consists of a gaseous halo in hydrostatic
equilibrium. Real massive galaxies at high redshift are, how-
ever, likely to be fed by rapid streams of cold gas. Thus, in
addition to overcoming the gravitational potential, radia-
tion pressure would have to be strong enough to revert the
inflows (Costa et al. 2014a).
5 CONCLUSIONS
By recasting the equation of motion of radiatively-driven
dusty shells in isothermal and NFW haloes into dimension-
less form, we have confirmed that there is a critical AGN
luminosity above which a galactic outflow can be launched.
Multi-scattered IR radiation pressure can significantly accel-
erate mass-loaded outflows to speeds well above 1000 km s−1
but only at small < 1 kpc scales where gas is optically thick
in the IR.
If the AGN lifetime is taken into account, however, we
estimate that radiation pressure-driven shells stall at a scale
of about 10%−20% of the transparency radius Rτ in isother-
mal haloes. For halo parameters specific to massive dark
matter haloes, i.e. σ = (250 − 300) km s−1, the stalling ra-
dius is < 10 kpc. Ejecting a majority of baryons from NFW
haloes is highly unlikely, though strictly not impossible, and
would require a combination of long AGN lifetimes, high
AGN luminosities and high baryonic concentrations. The ad-
ditional force that is required to revert cosmological inflows
in a more realistic setting is likely to reduce the efficiency
of radiation pressure-driving even further, however, so that
radiation pressure on dust is likely to play a role only in the
innermost regions of galactic haloes.
While unlikely to prevent catastrophic cooling in mas-
sive dark matter haloes, outflows driven by radiation pres-
sure on dust might be strong enough to quench star forma-
tion and black hole accretion in massive compact galaxies
at high redshift. The simultaneous suppression of star for-
mation and black hole accretion could in principle result in
a MBH ∝ σ4 scaling close to that which is observed, though
the inclusion of IR multi-scattering complicates the scaling.
If radiatively-driven outflows do indeed stall within their
parent halo, it is possible that current observations of ubiq-
uitous cold gas in the circumgalactic medium of quasar host
haloes, in fact, probe the former cold reservoir of a central
compact and gas-rich galaxy dispersed across its halo due
to AGN radiation pressure.
We have also carefully compared the predictions of these
widely used analytic models to those of numerical simu-
lations performed with the radiation-hydrodynamic code
Ramses-RT. Our strategy was to adopt the same assump-
tions as made in the analytic models, i.e. we followed the
hydrodynamic response of the gas component in static iso-
lated dark matter haloes to both single- and multi-scattering
AGN radiation pressure. We performed a large number of
simulations in which an AGN was placed at the centre of a
gaseous NFW halo, emitting at a constant luminosity. The
solutions to the analytic models were generally found to be
well reproduced in our idealised simulations, confirming that
the code Ramses-RT is able to tackle the problem of IR ra-
diation pressure on dust accurately.
Specifically, we confirm that P˙ ≈ τIRL/c as long as the
IR optical depth is mild (τIR . 10). Highly IR optically
thick (τIR & 50) shells, on the other hand, propagate at a
lower speed than predicted in the analytic models. In partic-
ular, the momentum flux P˙  τIRL/c despite the absence of
low density channels that can lead to radiation leakage. We
also find that the discrepancy between analytic and numeric
solutions is exacerbated by increasing the AGN luminosity.
The cause of this disagreement is the fundamental limitation
for momentum transfer between trapped IR radiation and
optically thick gas that occurs when the shell outflow time is
comparable or shorter than the radiation diffusion time. In
cases in which the diffusion times are too long, the trapped
radiation cannot keep up with the outflowing shell and the
feedback coupling efficiency is rapidly suppressed. We show
that when the analytic model provides a poor description
of the evolution of the simulated shells due to a high τIR,
a simple modification in the analytic model can recover the
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numerical solutions much more accurately. We suggest that
the term governing the momentum thrust τIRL/c should be
modified to τIRL/c(1 − e−tflow/ttrap) so that the diffusion
timescale and rapid suppression in coupling efficiency when
this is similar to the flow time are taken into account.
Despite its limitations, we find that the upper limit
to efficient momentum transfer through AGN IR radiation
pressure in our simulations is high (& 50L/c). Encourag-
ingly, the coupling efficiency below such extreme optical
depths can be sufficiently high to (1) explain existing obser-
vations that indicate high momentum boost factors (≈ 20)
and (2) quench star formation and black hole accretion in
massive galaxies. The greatest uncertainty in the feasibility
of this mechanism remains the demand for optically thick
gas with a high covering fraction around the AGN. A cru-
cial test to this model will be to apply it to fully radiation-
hydrodynamic cosmological simulations.
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APPENDIX A: IR RADIATION PRESSURE IN
MONTE CARLO SIMULATIONS
In this Appendix, we review the transport of IR photons
through optically thick gas and build an intuition of how
this process leads to a net outward force. Individual IR pho-
tons must scatter multiple times, undergoing a random walk,
before they can escape the optically thick region. The left-
hand panel of Fig. 11 provides a schematic illustration of
the paths traversed by IR photons as they diffuse through
a 2D optically thick (τIR = 5) sphere (left-hand side) and
shell (right-hand side). Both sphere and shell are assumed
to have an outer radius of 30% of the box width with the
shell having an inner radius equal to 0.75 times the outer
radius, i.e. 22.5% the box size. The problem is, otherwise,
scale-free.
In order to compute the paths of the IR photons, we
develop a simple Monte Carlo algorithm; the density field is
discretised on a 2048× 2048 Cartesian grid and, at a given
step, (1) the optical depth τIR travelled by the photon is
drawn from an exponential distribution function e−τIR , (2)
the photon is emitted into a random direction and advanced
by one grid cell. If the optical depth traversed by the photon
exceeds τIR, the photon is absorbed. Otherwise, the photon
is displaced to another cell along its original direction. The
process is repeated until the photon escapes the volume.
The black lines on panels in Fig. 11 show one possible
photon path realisation in both sphere and shell configu-
rations. In the case of the sphere, the photon undergoes
the classical random-walk; it scatters multiple times until
it reaches its outskirts and finally escapes. In the case of
the shell, IR photons may also free-stream within the op-
tically thin cavity. We then use a stack of 30,000 such IR
photon trajectories and compute the number of times each
given cell is visited by a photon. The coloured field shown in
both panels in Fig. 11 shows the resulting density field. The
photon density is highest at the centre of the sphere and
close to the inner boundary of the shell, where radiation is
most efficiently trapped. Note that in the latter, the pho-
ton density field is homogeneous within the central hollow
space, which contains IR photons that were absorbed inside
the shell but scattered in an inward (random) direction. A
similar result, though using simulations performed with the
moment method, is shown in Fig. 7.
In the case of the sphere, where IR photon transport is a
pure random walk up until the photon reaches the boundary,
we expect that the mean displacement is 〈d〉 ∝ √Nscalmfp,
where Nsca is the number of scattering events and lmfp is
the mean free path of the IR photon. Clearly a number of
scatterings 〈Nsca〉 ∼ (R/lmfp)2 ∼ τ2IR are required before
the photons escape the sphere. As the trapped IR radiation
diffuses through the optically thick medium, it transfers mo-
mentum to the gas. In the case of a spherical configuration,
the cumulative momentum P imparted by a single photon,
with momentum pph also follows a random walk. In partic-
ular we can write
P ≈ √Nscapph = τIRpph , (A1)
since ∼ τ2IR scatters are, on average, required for escape.
Since it propagates in a random direction, part of the im-
parted momentum ultimately cancels out and the net mo-
mentum transferred is certainly less than the number of scat-
ters times pph. This is a common point of confusion since it
is often incorrectly stated that IR photons scatter τIR times,
as opposed to τ2IR.
We verify these basic expectations using our Monte
Carlo code. In Fig. 12, we show the average cumulative mo-
mentum imparted to the optically thick sphere (solid line)
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Figure 11. Monte Carlo description of 2D transport of IR photons through a gas sphere (left-hand panel) and shell (right-hand panel).
Dashed circles indicate the outer boundary of the sphere (left-hand panel) and the inner and outer boundaries of the shell (right-hand
panel). The IR optical depth is τIR = 5 in both cases. Solid black lines indicate single Monte Carlo realisations and illustrate possible
photon trajectories. In the case of a spherical configuration, IR photons undergo a random walk until they escape. In the case of a shell,
the photons stream freely within the optically thin cavity bounded by the inner surface. When inside the shell, photons travel through
diffusion. In colour, we show the probability for a given cell to be visited by a photon, obtained by stacking 30,000 possible photon paths.
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Figure 12. Cumulative momentum imparted after a number of
scatterings Nsca for a sphere (solid black line) and shell (dashed
black line) with τIR = 5 averaged over 30,000 Monte Carlo re-
alisations. The momentum per photon converges to τIR, as ex-
pected. Each photon is assumed to have momentum of pph = 1.
The coloured lines illustrate net cumulative momenta imparted
by three individual photons in the case of a shell geometry. Lines
are truncated at the time at which photons escape the sphere.
and shell (dashed line) after a number of scatterings Nsca.
The average was taken over 30,000 Monte Carlo realisations.
The coloured lines show examples of the momentum im-
parted by individual photons in the case of a shell geome-
try. Despite strong fluctuations in the cumulative momen-
tum imparted, the net momentum transferred by a large
number of photons increases steadily with time (cf. Gayley
et al. 1995), as expected. In both shell and sphere cases, the
average momentum converges to τIR = 5. The main impact
of geometry appears to be the time-to-convergence, which is
somewhat slower in the case of a shell configuration, likely
due to the fact that the process of diffusion has to be started
from scratch every time a photon leaks into the inner opti-
cally thin cavity.
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