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Abstract
The possibilities for circuits of length 4 to appear together in a cubic bigraph are classi-ed.
That has consequences on the structure of minimally 1-factorable regular bigraphs, i.e. those in
which each 1-factor lies in precisely one 1-factorization. We characterize minimally 1-factorable
cubic bigraphs of girth 4. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Unless di8erently speci-ed our graphs will always be simple (without loops and
multiple edges), undirected and connected.
An r-factor of a graph G is an r-regular spanning subgraph. Hence, in a graph G,
any set of edges in which every vertex appears precisely once is said to be a 1-factor
or a perfect matching. A 1-factorization of G is a partition of the edge set of G into
1-factors.
The existence of a 1-factorization for a r-regular graph is equivalent to the existence
of a proper r-colouring of the edges of the graph.
A graph is said to be 1-factorable if it admits a 1-factorization and a 1-factorable
graph is said to be minimally 1-factorable if each 1-factor of the graph is contained
in precisely one 1-factorization of the graph.
One class of 1-factorable graphs is given by r-regular bipartite graphs. As a matter of
fact a corollary to the Marriage theorem of Hall [5] states that: every r-regular bigraph
G has a 1-factor and each 1-factor of G can be completed to a 1-factorization of G.
1 Supported by GNSAGA of the Italian CNR (project “Calcolo Simbolico”) and by the Italian Ministry
MURST.
E-mail address: ld487sci@unibas.it (D. Labbate).
0012-365X/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00189 -3
110 D. Labbate /Discrete Mathematics 248 (2002) 109–123
It is the main object of the present paper to approach the problem of classifying
r-regular bigraphs which are minimally 1-factorable.
2. Preliminary results
All 1-regular and 2-regular bigraphs are minimally 1-factorable, whereas this is no
longer true for r-regular bigraphs with r¿ 3, as we shall see later in Section 4. The
Heawood graph H (i.e. the Jag graph  of the Fano plane PG(2; 2)) is an instance of
a minimally 1-factorable cubic bigraph (cf. [4]). In [4] it has also been proved that:
Theorem 1. Minimally 1-factorable r-regular bigraphs exist only for r6 3.
Hence, we may restrict the study of minimally 1-factorable r-regular bigraphs to the
case r=3, i.e. to the cubic bigraphs.
Denition 2. The valency of a 1-factor F of an r-regular bigraph G is the number of
distinct 1-factorizations of G that contain F .
The following elementary Lemma will be needed in the sequel:
Lemma 3 (Labbate [8,9]). Let G be a cubic bigraph and F a 1-factor of G.
(i) The removal G\F is a 2-factor of G.
(ii) If F has valency 1; the removal G\F is a hamiltonian circuit of G.
(iii) If the removal G\F falls into at least two distinct circuits; then F has valency
¿ 2. In this case; G is not minimally 1-factorable.
Recall that, given an r-regular connected bigraph G with bipartition V (G)=V1∪V2,
a matching B consisting of s edges is an s-bridge of G if, and only if, the removal
G\B splits into two subgraphs not connected to each other, say G1 and G2, such that
for i=1; 2 one has V (Gi) ∩ V (B) ⊆ Vi.
Denition 4 (Twist Operation) (Fulkerson [3]; Labbate [10]). Let G be a cubic bi-
graph with bipartition V (G)=V1 ∪V2. Let {a; b; c; d} a set of vertices of cardinality 4
in G, with a; c∈V1 and b; d∈V2, such that ab and cd are edges of G, whereas {a; d}
and {b; c} are non-adjacent pairs. Then the following operation, said twist operation,
furnishes a new cubic bigraph Gtwist:
V (Gtwist) :=V (G); E(Gtwist) := (E(G)\{ab; cd}) ∪ {ad; bc}:
A helpful result for the characterization of minimally 1-factorable graphs having
quadrangles is the following:
Theorem 5 (Labbate [8,10]). Let G be a minimally 1-factorable cubic bigraph with
bipartition V (G)=V1 ∪ V2. Suppose that ab; cd are edges of G; with a; c∈V1 and
D. Labbate /Discrete Mathematics 248 (2002) 109–123 111
b; d∈V2; whereas {a; d} and {b; c} are non-adjacent pairs. Then ab; cd belong to
some 3-bridge B of G if; and only if; Gtwist is still minimally 1-factorable.
3. Clusters of neighboured quadrangles in cubic bipartite graphs
A cubic bigraph of girth 4 contains at least one non-degenerate circuit of length 4,
called quadrangle. In r-regular bigraphs, quadrangles can cluster to rather complicate
subgraphs, but in the case of cubic bigraphs these clusters can be classi-ed.
Denition 6. (i) Two quadrangles Q and Q′ in a graph G are called neighbours if
they have at least one edge in common.
(ii) Two quadrangles Q and Q′ are said to be neighbour connected if there exists
a sequence of quadrangles Q0 :=Q; Q1; : : : ; Qf :=Q′ in G such that Qi is a neighbour
of both Qi−1 and Qi+1 for i=1; : : : ; f − 1.
Denition 7. A cluster C is a (not necessarily regular) bigraph such that each vertex of
C is contained in a quadrangle and any two quadrangles of C are neighbour connected
in C.
With every cluster C we associate the parameters (q; v) where q and v are the
numbers of distinct quadrangles and vertices of C, respectively. A cluster has valency
6 k if all its vertices have valency 6 k.
Theorem 8 (Classi-cation of clusters). Up to isomorphisms; there exist two in<nite
series of clusters of valency 6 3; characterized by the parameters (n; 2n + 2) with
n¿ 1 and (n; 2n) with n¿ 5; as well as 6 sporadic clusters characterized by param-
eters (3; 5); (3; 7); (4; 8); (5; 6); (6; 8); and (9; 6). The clusters (6; 8) and (9; 6) are
the cube graph Q3 and the complete bipartite graph K3;3; respectively.
Proof. Two distinct quadrangles can have 4 or 3 edges in common only if they lie in
a proper multigraph.
(1) Thus the -rst case occuring in our context is that two distinct quadrangles
Q1; Q2 of a cluster C in a cubic bigraph G have two edges in common. These two
edges are adjacent; otherwise they would make up opposite edges in one and hence
both quadrangles, but two quadrangles with a pair of opposite edges in common can be
distinct only if they either make up the complete graph K4—which is not bipartite—or
a proper multigraph, again a contradiction.
Hence, the two quadrangles Q1; Q2 can be labelled in the following way:
Q1 : vertices : a0; a1; b0; b1; edges : aibj; i; j=0; 1;
Q2 : vertices : a0; a1; b1; b2; edges : aibk ; i=0; 1; k =1; 2:
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with edges a0b1; a1b1 in common. Further, C contains a third quadrangle
Q3 : vertices : a0; a1; b0; b2; edges : aibl; i=0; 1; l=0; 2:
Denote by S the subgraph of G generated by the vertices a0; a1; b0; b1; b2. Clearly,
b0; b1; b2 have valency 2 in S and they are adjacent to some vertices in G\S. We
distinguish three subcases according to the number s of distinct vertices in G\S having
distance 1 from S:
(1.1) s=1, i.e. there is one further vertex, say a2, adjacent to b0; b1; b2. In this case
the cluster C is already a cubic graph, i.e. C is all of G and it is isomorphic to the
complete bigraph K3;3. A simple counting yields the parameters (9; 6).
(1.2) s=2, i.e. there are two vertices in G\S, say a2; a3, such that a2 and a3
are adjacent with two vertices and one vertex out of {b0; b1; b2}, respectively. Us-
ing the fact that the structure of S is invariant under permutations of the indices in the
set {b0; b1; b2}, we may assume that the three adjacencies between G\S and S read
a2b0; a2b1; a3b2. Then the cluster C containing S is the subgraph of G generated by
the vertices a0; a1; a2; b0; b1; b2 which contains 5 quadrangles: Q1; Q2; Q3 as well as the
quadrangles with vertices a0; a2; b0; b1 and a1; a2; b0; b1. Thus, C has parameters (5; 6).
(1.3) s=3. In this subcase C coincides with S and has parameters (3; 5).
(2) So the further discussion can be restricted to the case that all neighbour relations
between quadrangles in a cluster C of a cubic bigraph G are based on having “one
edge in common”. Moreover, we may assume that C contains at least three distinct
quadrangles; in fact, the parameters (1; 4) and (2; 6) characterized the trivial cases
occuring when C consists of one and two neighboured quadrangles on 4 and 6 vertices,
respectively. We distinguish three major subcases:
(2.1) Each quadrangle Q of C has at most two neighbours and the edges of Q in
common, with two distinct neighboured quadrangles, are opposite edges in Q. Up to
isomorphisms, this condition generates clusters which are locally chains of quadrangles
: : : ; Qi−1; Qi; Qi+1; Qi+2; : : :
Each such quadrangle Qi has vertices ai; ai+1; bi; bi+1 and edges aibi; aibi+1; ai+1bi;
ai+1bi+1, the latter edge being the one in common between Qi and Qi+1. For the
global structure of C, we distinguish two subcases.
(2.1.1) There is an initial and -nal quadrangle in C, each with only one neighbour.
If C consists of n¿ 3 quadrangles, it has parameters (n; 2n+ 2).
(2.1.2) The chain is cyclically closed, i.e. there is some -xed integer p¿ 5 such that
Qi =Qi+p, for all i. Note that, for p even, the paths a1b2a3b4a5 : : : and b1a2b3a4b5 : : :
are disjoint and have both length p, whereas for p odd, the path a1b2a3b4a5 : : : also
passes through : : : b1a2b3a4b5 : : : and it is a hamiltonian circuit in C. Anyway, C is a
cubic bigraph, hence C is all of G. In particular, C has parameters (n; 2n), with n¿ 5.
Note that, the cases p=3 and p=4 yield the cubic bigraphs K3;3 and Q3, respectively,
which, however, do not fall into the major subcase 2.1.
(2.2) Each quadrangle of C has at most two neighbours, but there is a quadrangle Q0
in C such that the neighbours Q1 and Q2 of Q0 have the edges e1 and e2 in common
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with Q0, respectively, and e1 is adjacent to e2. Choose the following labelling:
Q0 : vertices : a0; a1; b0; b1; edges : aibj; i; j=0; 1;
Q1 : vertices : a0; a2; b0; b2; edges : albk ; l; k =0; 2:
Assume that a0b1 is the edge in common between Q0 and Q2 (the case a1b0 is analo-
gous). Since a0 has already the three distinct adjacent vertices b0; b1; b2 and the edge
a0b1 is already in Q2, either a0b0 or a0b2 have to belong to Q2. The choice a0b0 ∈Q2
yields case 1. So we have a0b2 ∈Q2 and there is one further vertex, say a3 such
that Q2 has vertices a0; a3; b1; b2 and edges a0b1; a0b2; a3b1; a3b2. Each quadrangle out
of Q1; Q2; Q3 has precisely two neighbours; then C is the subgraph generated by the
vertices a0; a1; a2; a3; b0; b1; b2 and has parameter (3; 7).
(2.3) There is a quadrangle Q0 in C which has at least three neighbours. Repeating
the same reasoning and labelling as in subcase 2.2, a third neighbour quadrangle Q3
of Q0 can be constructed by means of one additional vertex, say b3; then one has:
Q3 : vertices : a1; a2; b0; b3; edges : ajbk ; j=1; 2; k =0; 3:
Now, we distinguish two subcases:
(2.3.1) The vertices a3 and b3 are non-adjacent. Then, C is the subgraph generated
by the vertices a0; a1; a2; a3; b0; b1; b2; b3, and it has parameters (4; 8).
(2.3.2) The vertices a3 and b3 are adjacent. In this case, the cluster C is again the
subgraph generated by the vertices a0; a1; a2; a3; b0; b1; b2; b3, but, C is cubic, i.e. it is
all of G and it is isomorphic to Q3 having parameters (6; 8).
Clearly, the clusters with parameters (1; 4) and (2; 6) formally belong to the series
with parameters (n; 2n+ 2).
4. Clusters generating 1-factors having valency ¿ 2
In this section, for every isomorphism type C of clusters of valency 6 3, we decide
under which conditions C can “live” in some minimally 1-factorable cubic bigraph.
Remark 9. The complete cubic bigraph K3;3 has exactly six 1-factors that make up
exactly two 1-factorizations. Hence, K3;3 is minimally 1-factorable.
Lemma 10. Let G be a cubic bigraph containing a cluster C of type (5; 6) as subgraph
(cf. see the <gure below). Then G is not minimally 1-factorable.
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Proof. Denote the vertices of G in such a way that the edges of C read a0b1; a0b2; a1b0;
a1b1, a1b2; a2b0; a2b1; a2b2. Suppose that the third edges incident with a0 and b0 are
a0b′0 and a
′
0b0, respectively.
In any 1-factorization, a′0b0 and a0b
′
0 belong to the same 1-factor. Therefore
there is a separate cycle, alternating between the two other 1-factors, that uses only
vertices a0; a1; a2 and b0; b1; b2. Therefore G has a 1-factor not being in a unique
1-factorization.
Lemma 11. Let G be a cubic bigraph containing a cluster G0 of type (2; 6) (see the
<gure below). If G is not isomorphic to K3;3; then G is not minimally 1-factorable.
Proof. Denote the vertices of G in such a way that the cluster G0 is made up by
the quadrangles a1b1a2b2 and a0b0a2b2. Let a0b′1; a1b
′
0; a
′
0b1; a
′
1b0 be the third edges
incident with a0; a1; b1; b0, respectively.
First we consider the general case in which S := {a0; a1; a2; a′0; a′1; b0; b1; b2; b′0; b′1} are
10 distinct vertices. Remove the vertices of G0 and add to G\G0 two new edges e0 and
e1 joining a′0; b
′
0 and a
′
1; b
′
1, respectively. The resulting graph G
′ is cubic bipartite but
it might have multiple edges. G′ has a 1-factorization, say F1; F2; F3. We distinguish
two cases.
(1) If the edges e0 and e1 belong to the same 1-factor, say F1, then F :=F1\{e0; e1}∪
{a0b′1; a′0b1; a1b′0; a′1b0; a2b2} is a 1-factor of G. The remaining edges of G0 make up a
non-hamiltonian circuit of G\F . Apply Lemma 3(iii) and we are done.
(2) We assume that the edges e0 and e1 are in di8erent 1-factors, say e0 ∈F1 and
e1 ∈F2. Then
F ′1 :=F1\{e0} ∪ {a0b0; a′0b1; a1b′0; a2b2};
F ′2 :=F2\{e1} ∪ {a0b′1; a1b2; a′1b0; a2b1};
F ′3 :=F3 ∪ {a0b2; a1b1; a2b0}
is a 1-factorization of G. The vertices a0; b0; a2; b2 make up a non-hamiltonian circuit
of G\F ′2. Apply Lemma 3(iii) and we are done.
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Up to isomorphisms, there are four distinct cases in which the vertices in the set S
are not all distinct but G0 remains a cluster of type (2; 6):
(i) a′0 = a
′
1;
(ii) a′0 = a
′
1 and b
′
0 = b
′
1;
(iii) a′0 = a0 (which implies b1 = b
′
1);
(iv) a′0 = a0 (which implies b1 = b
′
1) and a
′
1 = a1 (which implies b
′
0 = b0).
In the cases (i) and (ii), the edges e0 and e1 necessarily belong to two di8erent
1-factors and, applying the reasoning of case (2), we are done.
In case (iii), it turns out that G0 is the cluster of type (5; 6) which has already been
treated in Lemma 10.
In case (iv), the set S has only six elements and generates a graph isomorphic to
K3;3 which is excluded by the hypothesis.
Corollary 12. Let G be a cubic bigraph containing a cluster of type (n; 2n); for n¿ 4;
(m; 2m+ 2) with m¿ 2; (3; 7); or (6; 8). Then G is not minimally 1-factorable.
Proof. For clusters of type (n; 2n), with n¿ 5, as well as (m; 2m + 2), with m¿ 2,
the statement follows immediately from Lemma 11.
For clusters (4; 8), (6; 8) we use the same argument as in case (ii) of Lemma 11.
The case of cluster (3; 7) is solved by using case (i) of Lemma 11.
Denition 13. Let G be a cubic bigraph with a 3-bridge B= {a′0b′0; a′1b′1; a′2b′2}. A quad-
rangle Q= {a0b0a1b1}, with E(Q)= {a0b0; a0b1; a1b1; a1b0}, is said to be “crossover”
inserted in B if two edges of B, say a′0b
′
0; a
′
1b
′
1 are dropped and substituted by eight
new edges a′0b0; a0b0; a0b
′
0, a
′
1b1; a1b1; a1b
′
1; a0b1 and a1b0.
Lemma 14. Let G be a cubic bigraph containing an isolated quadrangle Q as subgraph;
i.e. a cluster of type (1; 4) which is not contained in any bigger cluster of G. If G is
minimally 1-factorable; then Q is “crossover” inserted in a 3-bridge of G.
Proof. We denote the vertices of G in such a way that the edges of Q read a0b0; a0b1;
a1b0; a1b1. We denote the third edges incident with a0; a1; b0 and b1 with a0b′0; a1b
′
1; a
′
0b0
and a′1b1, respectively, cf. see the -gure below.
Remove a0; b0; a1; b1 and add either a′0b
′
0 and a
′
1b
′
1 or the edges a
′
1b
′
0 and a
′
0b
′
1,
we obtain two cubic bigraphs, say G′ and G′′, respectively. Both 1-factorizations of
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G′ and G′′ can be transformed to a 1-factorization of G. We distinguish two cases:
(1) If both edges a′0b
′
0 and a
′
1b
′
1 or the edges a
′
1b
′
0 and a
′
0b
′
1, are in the same 1-factor,
the quadrangle a0b0a1b1 in G would be a non-hamiltonian 2-factor, a contradiction (by
hypothesis G is minimally 1-factorable).
(2) The edges a′0b
′
0 and a
′
1b
′
1 or the edges a
′
1b
′
0 and a
′
0b
′
1, are in distinct 1-factors.
Claim. G′ and G′′ are minimally 1-factorable.
Suppose that G′ and G′′ are not minimally 1-factorable. Let F ′1; F
′
2; F
′
3 a 1-factorization
of G′ (resp. G′′). Then there exists a non-hamiltonian 2-factor in G′ (resp. G′′), say,
e.g. F ′1 ∪ F ′2 :=
⋃
i C
′
i , with C
′
i distinct circuits of G
′ (resp. G′′).
Now, we reconstruct G by inserting the quadrangle Q. We can extend the
1-factorization F ′1; F
′
2; F
′
3 of G
′ (resp. G′′) to a 1-factorization F1; F2; F3 of G; the
quadrangle Q is always 3-coloured with respect F1; F2; F3. Thus, we may extend the
non-hamiltonian 2-factor F ′1∪F ′2 in G′ (resp. G′′) to a non-hamiltonian 2-factor F1∪F2
of G by adding those edges in the quadrangle Q that belongs to F1 and F2. Hence, G
would be not minimally 1-factorable, a contradiction. The claim is proved.
Now, since G′ and G′′ are minimally 1-factorable, and they are the twist of each
other, we are in the hypothesis of Theorem 5. Then the edges a′0b
′
0 and a
′
1b
′
1 or the
edges a′1b
′
0 and a
′
0b
′
1 belong to a 3-bridge of G
′ or G′′, respectively. Hence, recon-
structing G from G′ (resp. G′′) by inserting the quadrangle Q as before, we are done.
Lemma 15. Let G be a cubic bigraph containing a subgraph isomorphic to K2;3 such
that the edges adjacent to the residual G\K2;3 do not yield to a 3-bridge of G. Then;
either K2;3 is contained in the cluster of type (5; 6) or G is isomorphic to K3;3. In the
former case G is not minimally 1-factorable.
Proof. Denote the vertices of G in such a way that the edges of the subgraph isomor-
phic to K2;3 are a0b0; a0b1; a0b2; a1b0; a1b1; a1b2.
By hypothesis, the third edges joining to b0; b1 and b2, do not yield to a 3-bridge
of G. We distinguish the following two cases up to isomorphisms:
(i) Two edges out of {b0; b1; b2} are incident; we may suppose that these are the
edges incident with b1 and b2. Denote the edges joining to the residual G\K2;3
with a′0b0; a
′
1b1 and a
′
1b2 (cf. see the -gure below).
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Then, the vertices a0; a1; a′1; b0; b1; b2 make up a cluster of type (5; 6), it was shown
in Lemma 10 that (5; 6) is not minimally 1-factorable.
(ii) Suppose that the third edges joining to b0; b1 and b2 are incident in only one
vertex, say a′0. Then G is isomorphic to the minimally 1-factorable cubic bigraph
K3;3 (cf. Remark 9).
Theorem 16. Let G be a minimally 1-factorable cubic bigraph containing a quadran-
gle Q. Then; one of the following conditions hold:
(i) Q is isolated and is inserted in a 3-bridge;
(ii) Q is contained in a subgraph isomorphic to K2;3 which is linked to the residual
graph by a 3-bridge;
(iii) G is isomorphic to K3;3.
Proof. Let C be a cluster of G containing Q. Since, by hypothesis, G is minimally
1-factorable, it follows by the previous lemmas that C cannot be of type (n; 2n) with
n¿ 2, (m; 2m) with m¿ 5, (3,5), (3,7), (4,8), and (6,8). Hence, Q could be contained
in one of the clusters of type (1,4), (5,6) and (9,6), i.e. those described in the point
(i), (ii) and (iii), respectively.
Remark 17. Disregarding the case G ∼= K3;3, conditions (i) and (ii) can be turned
into procedures for extending a cubic bigraph by adding four vertices; in fact, this
can be done either by inserting a quadrangle in a 3-bridge or by inJating a vertex
to a subgraph isomorphic to K2;3. In the next section we will prove that both these
expansion techniques, applied to minimally 1-factorable cubic bigraph, give rise to
cubic bigraphs which are still minimally 1-factorable.
5. Expanding minimally 1-factorable cubic bigraphs
Denition 18. (i) De-ne an operation on a cubic bigraph G, called inserting an iso-
lated quadrangle, IIQ for short, in the following way: let a1b1 and a2b2 be two
non-adjacent edges of G. Then IIQa1b1 ;a2b2 (G) is obtained from G by dropping the
edges a1b1 and a2b2, and introducing four new vertices a′1; a
′
2; b
′
1; b
′
2 and eight new
edges a1b′1; a
′
1b
′
1; a
′
1b1; a2b
′
2; a
′
2b
′
2; a
′
2b2; a
′
1b
′
2, and a
′
2b
′
1. (The graph IIQa1b1 ;a2b2 (G) is still
bipartite, since every edge is of type ab, and dashed vertices make up an isolated
quadrangle.)
(ii) A 1-factor F ′ of G′ := IIQa1b1 ;a2b2 (G) is said to extend a 1-factor F of G if
modulo IIQ they have the same edges, i.e. if one has
F ′\{a1b′1; a′1b1; a2b′2; a′2b2; a′1b′1; a′1b′2; a′2b′1; a′2b′2}=F\{a1b1; a2b2}:
All possible extensions of either 1-factors or 1-factorizations by IIQ will be discussed
in detail in the following statement:
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Proposition 19. Let G be a cubic bipartite graph and let a1b1 and a2b2 be two
non-adjacent edges of G. We de<ne G′ := IIQa1b1 ;a2b2 (G).
(i) If G has a 1-factor F containing both a1b1 and a2b2, then F can be extended
to a 1-factor F ′ of G′ in a unique way. In this case F ′ has valency ¿ 2.
(ii) If F1; F2; F3 make up a 1-factorization of G and if; say, F1 and F2 contain a1b1
and a2b2 respectively; then there is a unique extension of this 1-factorization to
a 1-factorization of G′.
(iii) If F is a 1-factor of G containing neither a1b1 nor a2b2, then F can be extended
to the 1-factors F ′3 and F
′′
3 of G
′ in two di?erent ways.
Proof. (i) Let F1; F2; F3 constitute a 1-factorization of G such that both a1b1 and a2b2
belong to, say, F1. Any extension F ′1 of F1 is obtained from F1 by dropping a1b1; a2b2
and adding four edges out of
X := {a1b′1; a′1b′1; a′1b1; a2b′2; a′2b′2; a′2b2; a′1b′2; a′2b′1}:
Since the vertices a1; a2; b1; b2 do not occur in any edge of F1\{a1b1; a2b2}, they have
to appear among the vertices of the four edges chosen in X ; it is easy to check that
the only feasible choice reads a1b′1; a
′
1b1; a2b
′
2; a
′
2b2. Thus, F
′
1 turns out to be unique.
But then the following two 1-factorizations contain F ′1:
F ′1; F2 ∪ {a′1b′1; a′2b′2}; F3 ∪ {a′1b′2; a′2b′1};
F ′1; F2 ∪ {a′1b′2; a′2b′1}; F3 ∪ {a′1b′1; a′2b′2}:
(ii) An analogous reasoning as in (i) shows that, for i=1; 2, any 1-factor F ′i of G
′
extending Fi does contain the edges aib′i and a
′
ibi. We consider the remaining edges and
discuss the possibilities how they can be used to complete the 1-factors F ′1; F
′
2; F
′
3 of G
′
extending F1; F2; F3. Since the edges a′1b
′
2 and a
′
2b
′
1 join vertices already incident with
edges belonging to F ′1 and F
′
2, they belong to F
′
3 in any case; at this point, the only
choice left is a′1b
′
1 ∈F ′2 and a′2b′2 ∈F ′1. Hence, F ′1; F ′2; F ′3 constitutes a 1-factorization of
G′, which is the unique extension of the 1-factorizations F1; F2; F3.
(iii) In this situation, both the following 1-factors of G′ extend F :
F ∪ {a′1b′1; a′2b′2} and F ∪ {a′1b′2; a′2b′1}:
Theorem 20. Let G be a cubic bipartite graph and let B= {a1b1; a2b2; a3b3} be a
3-bridge of G. Then the graph G′ := IIQa1b1 ;a2b2 (G) has twice the number of 1-factors
and 1-factorizations of G.
Proof. By hypothesis, we are in situation (ii) of Proposition 19, therefore, every
1-factorization of G uniquely extends to a 1-factorization F ′1; F
′
2; F
′
3 of G
′. On the
other hand, every 1-factorization F1; F2; F3 of G determines a second 1-factorization of
G′ in the following way: the residual G\B splits up in two subgraphs of G, say Gl
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Table 1
Subcase Edges in H1 Edges in H2 Pairs of 1-factors overlapping in X
(a1) a1b′1; a
′
2b
′
2; a
′
1b1 a
′
1b
′
1; a2b
′
2; a
′
2b2 (H1; F
′
1); (H2; F
′
2)
(a2) a1b′1; a
′
1b
′
2; a
′
2b2 a
′
1b1; a2b
′
1; a2b
′
2 (H1; F
∗
1 ); (H2; F
∗
2 )
(a3) a1b′1; a2b
′
2; a
′
1b1; a
′
2b2 a
′
1b
′
1; a
′
2b
′
2 —
(b1) a′1b
′
1; a2b
′
2; a
′
2b2 a1b
′
1; a
′
1b1; a
′
2b
′
2 (H1; F
′
2); (H2; F
′
1)
(b2.1) a′1b
′
1; a
′
2b
′
2 a1b
′
1; a
′
1b
′
2; a
′
2b2 (H1; F
∗
3 ); (H2; F
∗
1 )
(b2.2) a′1b
′
1; a
′
2b
′
2 a1b
′
1; a
′
1b1; a2b
′
2; a
′
2b2 —
(c1) a′2b
′
1; a2b
′
2; a
′
1b1 a1b
′
1; a
′
1b
′
2; a
′
2b2 (H1; F
∗
2 )(H2; F
∗
1 )
(c2.1) a′2b
′
1; a
′
1b
′
2 a1b
′
1; a
′
1b1; a
′
2b
′
2 (H1; F
′
3); (H2; F
∗
1 )
(c2.2) a′2b
′
1; a
′
1b
′
2 a1b
′
1; a
′
1b1; a2b
′
2; a
′
2b2 —
and Gr . We de-ne:
Fli :=E(G
l) ∩ Fi and Fri := E(Gr) ∩ Fi:
Then
F∗1 :=F
l
1 ∪ Fr2 ∪ {a1b′1; a′1b′2; a′2b2};
F∗2 :=F
l
2 ∪ Fr1 ∪ {a2b′2; a′2b′1; a′1b1};
F∗3 :=F
l
3 ∪ Fr3 ∪ {a′1b′1; a′2b′2; a3b3}
constitute 1-factors of G′ making up a 1-factorization.
Obviously, 1-factors and 1-factorizations of dashed and starred types are pairwise
distinct. In order to -nish up the proof, it is suQcient to show that G′ does not admit
any further type of 1-factors and 1-factorizations.
Suppose that H1 is a 1-factor of G′. At -rst we investigate the possibilities how H1
meets the set X of edges created by IIQ: consider the vertex b′1: precisely one of the
three edges containing b′1 belongs to H1. Thus we have to distinguish three cases.
(a) a1b′1 ∈H1 (b) a′1b′1 ∈H1 (c) a′2b′1 ∈H1:
In each of these cases we investigate the possibilities in which further edges created
by IIQ belong to H1: the cases (a), (b), (c) fall into 3, 2, and 2 subcases, respectively
(see Table below). Clearly H1 lies in some 1-factorization, say H1; H2; H3. Next, we
investigate the possibilities how H2 (and H3) meets the edges in X ; clearly, since the
choice of H2 and H3 is complementary, it is suQcient to discuss one of these two
1-factors (which may be referred to as H2).
Now, we list up the edges in X which possibly belong to H2: the case (a) does not
present further subcases, whereas, in both cases (b) and (c), precisely one subcase splits
up further (see Table 1). Clearly, the 1-factors F ′i and F
∗
j mentioned in the fourth
column of the table are by no means uniquely determined, whereas the distinction
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between the dashed and starred types is unique. Hence, they represent the way how
the 1-factorization H1; H2; H3 can be reduced to a 1-factorization Hˆ 1; Hˆ 2; Hˆ 3 of G such
that Hˆ i and Hi coincide modulo IIQ. This means that the 1-factorization H1; H2; H3 is
not new.
Denition 21. (i) We de-ne an operation that extends a cubic bigraph G with
bipartition V (G)=V1 ∪ V2 by in@ating a vertex, IV for short, as follows: let a0 ∈V1
be a vertex of G adjacent to the vertices b1; b2; b3 of G. Then, we perform IVa0 (G)
on G by deleting the vertex a0 and the edges a0b1; a0b2; a0b3 and by adding -ve
new vertices a′0; a
′
1; a
′
2; b
′
1; b
′
2 as well as nine new additional edges a
′
0b1; a
′
0b
′
1; a
′
0b
′
2,
a′1b2; a
′
1b
′
1; a
′
1b
′
2; a
′
2b3; a
′
2b
′
1 and a
′
2b
′
2. (The graph IVa0 (G) is still bipartite since every
edge is of type ab. The -ve new vertices give rise to a subgraph of IVa0 (G) isomorphic
to K2;3:)
(ii) Analogously, for a vertex b0 ∈V2, we de-ne IVb0 (G) by exchanging the roˆles
of a and b.
(iii) A 1-factor F ′ of G′= IVa0 (G) is an extension of a 1-factor F of G, if F and
F ′ have the same edges modulo IV, i.e. if we have
F ′\{a′0b1; a′0b′1; a′0b′2; a′1b2; a′1b′1; a′1b′2; a′2b3; a′2b′1; a′2b′2}= F\{a0b1; a0b2; a0b3}:
In the following Proposition we will analyse the possibilities in which a 1-factor can
be extended by IV.
Proposition 22. Let G be a cubic bigraph and a0 a vertex of G. We de<ne G′ :=
IVa0 (G), then every 1-factorization of G can be extended in exactly two ways to a
1-factorization of G′.
Proof. Denote the vertices adjacent to a0 with b1; b2; b3 and let F1; F2; F3 be a
1-factorization of G. We may choose the indices in such a way that: a0bi ∈Fi for
i=1; 2; 3.
For G′ := IVa0 (G) we choose the same notations as in De-nition 21(i). Then,
F1\{a0b1}, F2\{a0b2}; F3\{a0b3} can be extended to 1-factors of G′ in the follow-
ing two ways:
F ′1 :=F1\{a0b1} ∪ {a′0b1; a′1b′2; a′2b′1};
F ′2 :=F2\{a0b2} ∪ {a′1b2; a′0b′1; a′2b′2};
F ′3 :=F3\{a0b3} ∪ {a′2b3; a′0b′2; a′1b′1}
as well as
F ′′1 :=F1\{a0b1} ∪ {a′0b1; a′1b′1; a′2b′2};
F ′′2 :=F2\{a0b2} ∪ {a′1b2; a′0b′2; a′2b′1};
F ′′3 :=F3\{a0b3} ∪ {a′2b3; a′0b′1; a′1b′2}:
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Proposition 3:7 in [4] implies that the 3-bridge B := {a′0b1; a′1b2; a′2b3} of G′ is 3-coloured
with respect to any 1-factorization of the subgraph induced by {a′0; a′1; a′2; b′1; b′2} and
isomorphic to K3;2 of G′.
This implies that the two above 1-factorizations are the only possible extensions of
F1; F2; F3.
Theorem 23. Let G be a cubic bigraph and a0 a vertex of G. Then G′ := IVa0 (G)
has twice the number of 1-factors and 1-factorizations of G.
Proof. By Proposition 22 it is suQcient to prove that every 1-factor of G′ arises as
an extension of a 1-factor of G.
Let F ′1; F
′
2; F
′
3 be a 1-factorization of G
′. Using notations as in De-nition 21, we can
choose the indices in such a way that one has a′ibi+1 ∈F ′i+1 for i=0; 1; 2. The edges
of a 3-bridge are always in distinct 1-factors, so the 3-bridge B := {a′0b1; a′1b2; a′2b3} of
G′ is 3-coloured with respect to F1; F2; F3. This implies that this 1-factorization is the
extension of the following 1-factorization of G:
Fj :=F ′j\(F ′j\ ∩ E(G′0)) ∪ {a0bj};
with j=1; 2; 3. Therefore, F ′1; F
′
2; F
′
3 is an extended 1-factorization, as well.
The results proved in this section give rise to the following:
Theorem 24. Minimally 1-factorable cubic bigraphs are invariant under the operation
IIQ and IV. Both operations have the e?ect of doubling the value of the permanent
of G.
Proof. Immediate consequence of Theorems 20 and 23.
6. Minimally 1-factorable cubic bigraphs of girth ¿ 6
A cubic bigraph G with a 3-bridge B can be considered as a star product of two
graphs G1 and G2 (cf [7, p. 90]), we use the following notation:
G=G1 ∗ G2:
A 3-cut reduction is a graph obtained by a graph G by contracting a com-
ponent of G\B to a single vertex, where B is an edge cutset of size 3 (i.e. a
3-bridge). Corresponding to B there are two 3-cut reductions, say G1 and G2 (cf.
[7, pp. 84 and 238]). Clearly any 3-cut reduction of G is a simple graph which is
both cubic and connected, moreover if G is bipartite, then so are any of its 3-cut
reductions.
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In [10] the following result has been proved:
Theorem 25. Let G be a cubic bigraph and suppose that is G=G1 ∗ G2. Then, G is
minimally 1-factorable if; and only if; the 3-cut reductions G1 and G2 are minimally
1-factorable.
Remark 26. The previous theorem furnishes a further method for reducing the study
of minimally 1-factorable cubic bigraphs to subgraphs of the same type. Hence, the
classi-cation problem is reduced to the study of cubic bigraphs of girth 6, invariant
under IIQ−1 and IV−1, and 3-bridges-free. The classi-cation of clusters cannot be
generalized to the case of girth 6, since clusters of girth 6 would contain almost all
con-gurations of type n3 which have been classi-ed only recursively (cf. [12]).
Remark 27. The class C of poly-HB-R-R2-Graphs described in [4] is reduced, when
we restrict our study to the 3-bridge-free graphs of girth 6, to a unique example: the
Heawood Graph H . In fact, every graph in C splits up in smaller graphs belonging to
the same class, where 3-bridges are cancelled by the above described reduction, whereas
the inverse operations on graphs IIQ−1 and IV−1 completely erase all quadrangles. H
is the unique graph invariant under these operations.
By a computer evaluation, cubic bigraphs up to order 42 have been checked for being
minimally 1-factorable; the only instances were iterated star products of copies of H
and K3;3, possibly extended by IIQ and IV. It seems thus reasonable to conjecture that
the Heawood Graph H is the unique minimally 1-factorable cubic bigraph of girth
¿ 6 which is invariant under the above reduction techniques.
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