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ABSTRACT 
In this study we addressed the following questions over three studies. In 
Study 1 we addressed the questions, "What formal reasoning skills do CÉGEP 
science students have?" and What are the relationships arnong motivational 
factors, achievement, and formal reasoning? In Study 2 we addressed the 
question "Does an intervention designed to improve students ' forma1 reasoning 
and attributions enhance student performance?" In Study 3 we addressed the 
question "Can we measure changes in students ' conceptual structures?" 
In Study 1 we found that students in Technology Programs were 
less skilled than students in Pre-university Science Programs with oniy 48.5% 
attaining forma1 reasoning level compared to 76.8%. Moreover, less than 5% of 
the Technology Prograrn students had attained the high forma1 reasoning level 
compared to 28% of the Pre-university students. Female students were less 
skilled at forma1 reasoning than male students, with only 64.5% attaining the level 
of forma1 reasoning compared to 73% of the male students. Female students were 
significantly less skilled than male students at proportional reasoning. Students 
who had higher forma1 reasoning skills also had higher self-concept, believed that 
they controlled their academic success (rather than luck or others), and achieved 
higher grades in their CEGEP science courses. In Study 2 we found that an 
intervention incorporating explicit teaching of proportional and combinatorial 
reasoning and attributional retraining increased students' ski11 at reasoning about 
proportions and combinations butt did not influence students' self-concept, 
academic self-esteem, nor perceived academic control. The intervention 
increased students' performance on a lab test question but not on a test on 
evolution. In Study 3 we found that al1 three methods of inferring students 
conceptual structures (coded answers to multiple-choice questions assessing 
specific misconceptions in the chernical nature of water and osmosis; essays on 
the same two topics coded to measure the sarne misconceptions; and cognitive 
maps produced from similarity ratings on two sets of terms on the same two 
topics analyzed using a scaling technique (Pathfinder analysis) could provide 
information on students' conceptual structures. Similarity ratings are easy to 
administer and analyze, give readily interpretable representations (cognitive 
maps) of students' conceptual understanding, and as shown in a follow-up study 
on evolution sensitive to instructional interventions. 
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INTRODUCTION 
1.1. Problem Statement 
Science education in North America is in a crisis. The diminishing enrollment in 
science ( T o b i ~ ,  1990), high rate of attrition (Conseil des Colleges, 1988) and poor student 
performance (Culliton, 1989; Lewin, 1989; Grant, 1990) indicate serious problems with 
science education. Moreover, science appears to be more accessible to certain groups of the 
population, i.e., male students belonging to the dominant scientific culture, i.e., similar to 
science faculty (Tobias, 1990). These deficiencies need to be addressed, since a lack of basic 
science literacy has negative effects not only on the scientific community but also on 
economic development (Roger, 1983; Brooks, 1989; Walberg, 1991). 
Many researchers consider that the underlying problem in science education is that 
many students do not acquire a meaningful understanding of science (Eylon & Linn, 1988; 
Cavallo, 1 99 1 ; Alexander & Kulikowich, 1992). Students tend to rely on memorizing 
isolated facts and procedures rather than on relating ideas and constmcting a coherent body 
of scientific knowledge. They also have difficulty in abstracting key ideas, discerning 
relationships between ideas, and integrating these ideas to their prior knowledge to form a 
coherent fiarnework (Novak & Gowin, 1984; Dansereau, 1990). Thus, students have 
difficulty transfemng what they have learned in the classroom both to other courses in the 
same discipline and to "life" situations. The Ministry of Education has recognized this 
problem by introducing a number of projects intended to increase student success and to 
encourage science faculty to require their students to integrate their knowledge across 
disciplines and solve novel problems (MEQ, 1997). 
Meaningfûl learning, in contrast to rote learning, is a process whereby leamers 
actively wrestle with new ideas, evaluate their prior knowledge, and reconstmct their 
conceptual structures to include the new knowledge (Ausubel, 1963; 1968; Novak, 1988; 
Roth, 1990). Thus, meaningful learning requires that students change their conceptual 
structures. However, studies fkom a variety of perspectives (misconceptions, alternative 
conceptions, naive beliefs, etc.) have shown that college students often have great difficulty 
in doing this (Driver & Easley, 1978, Caramazza, McCloskey, & Green, 198 1, Pintrich, 
Marx, & Boyle, 1993; Chim & Brewer, 1993). In this research report we use the term 
misconceptions to refer to "any conceptual idea whose meaning deviates fiom the one 
commonly accepted by scientific consensus" (Cho, Kahle, & Nordland, 1985, p 709). 
1 
Ausubel (1963, 1968) proposed a theory of meaningful verbal learning in which he 
stated that meaningful learning occurs when learners acquire new information about a topic, 
evaluate the new information in relation to what they already know, and incorporate it into 
existing conceptual structures. Expertise in the domain occurs as learners perceive the 
general principles of the domain and revise their conceptual structures accordingly. Thus, 
since the concepts are linked to general principles, students can more easily transfer their 
expertise to novel problems. Many researchers (e.g., Ausubel, 1963; Novak, 1 988; Roth, 
1990; Pintrich, Marx, & Boyle, 1993) have suggested that at least three conditions are 
required for meaningN learning and conceptual change to take place. First the classroom 
instructional context must encourage meaningful learning and conceptual change. Second, 
the learner must have the appropriate motivational attitudes and behaviours. Third, the 
learner must have the appropriate prior knowledge and cognitive skills and strategies. That 
is, learners must believe that conceptual change is worth while, want to reconstruct their 
understanding, and have the necessary knowledge and skills to do so. When any one of these 
requirements is lacking, conceptual change and meaningful learning does not take place. 
Each of these conditions is briefly described below. However, the focus of the research 
reported here is on the third factor, namely the cognitive skills (forma1 reasoning) and 
conceptual structures of CÉGEP science students. 
Classroom instructional context. Researchers (Garner, 1990; Meece, Blumenfeld, & 
Hoyle, 1988) have proposed that classroom contextual factors, such as task, authority, and 
. evaluation structures, influence learning. Garner suggests that many classroom contexts are 
inappropriate for fostering conceptual change. Such factors as authentic and challenging task 
structures, authority structures that allow for student choice and challenge, evaluation 
structures that promote mastery, classroom management practices that promote effective 
task engagement, and teacher modeling of scientific beliefs and reasoning are believed to 
foster meaningful learning and conceptual change. 
Concems about fostering meaningful learning in sciences classes have lead to 
revisions in science curricula and the development of alternative pedagogies which 
incorporate some of the above conditions (Eylon & Linn, 1988; Wallberg, 199 1 ; d'Apollonia 
& Glashan, 1992; d'Apollonia, De Simone, Dedic, Rosenfield, and Glashan, 1993). These 
innovations are attempts to create learning environment in which students become 
meaningfully engaged in classroom tasks. Many innovative projects integrating technology 
(e.g., Learning by Design fiom Georgia Institute of Technology, BioWorld fiom McGill 
University, Quest Atlantis fiom Indiana University) have been developed to foster deeper 
learning. A complete list with contact information can be obtained fiom LESTER (2004). 
Motivation. Researchers have also studied the role of motivational and attitudinal 
factors in meaningfûl leaming (McKeachie, Pintrich, Lin, Smith, & Sharma, 1990; Pintrich, 
Brown, & Weinstein, 1994). For example, Pintrich, Marx, and Boyle (1 993) suggest that the 
appropriate epistemic beliefs, mastery goals, persona1 interest, utility value, importance, self- 
efficacy, and control beliefs are necessary for conceptual change. Moreover, students may 
not use the learning strategies they possess because they may make inappropriate causal 
attributions, or have inappropriate leaming goals (Garner, 1990). 
A number of interventions have been designed to change post-secondary students' 
motivational patterns. For example, attributional retraining programs, in which students view 
video tapes depicting that poor academic success is due to lack of effort and not necessarily 
to lack of ability, have significantly improved both motivation and academic performance 
(Forsterling, 1985). However, McKeachie et al., (1990) warn that such motivational 
interventions may be detrimental to students in the long run. Training students to attribute 
failure to lack of effort and to persist at difficult tasks "may not be helpfûl if the student does 
not actually possess the ski11 needed to complete the task" (McKeachie et al., 1990, p 75). 
The cognitive skills deficit mode1 (Tobias, 1985) suggests that certain students have 
poor microlevel (e.g., rehearsal) and macrolevel (e.g., metacognition) cognitive processes. 
Such students are often anxious when leaming new material. Their anxiety causes them to 
become fi-ustrated, disrupt the class, and withdraw from active learning. They subsequently 
perform poorly. Such students are ofien described as lacking motivation; however, the 
underlying problem may be a lack of the necessary cognitive skills. Thus, in this research, 
we concentrated on cognitive skills and measured motivation to statistically control for 
variations in motivational pattern. 
Comition. In this research we adopted a constructivist theoretical perspective on 
learning first proposed by Piaget and his colleagues (Piaget, 1954; Inhelder & Piaget, 1958). 
Piaget and his colleagues maintained that, as individuals interact physically and mentally 
with their environment, they construct mental models (conceptual structures) by which they 
"make sense" of the world. Meaningful learning occurs when learners alter these conceptual 
structures in order to resolve discrepancies between their mental models and new 
experience. Piaget maintained that individuals move through fixed developmental stages as a 
result of both biological maturation and interactions with conflicting aspects of the 
environment. Piaget (1 972) suggested that although al1 leamers are genetically programmed 
to develop formal reasoning, this cognitive development can only occur under the 
appropriate environmental conditions. 
1.2. Research Objectives 
Thus, we designed several studies to address the following research objectives: 
1) To measure the forma1 reasoning skills exhibited by CÉGEP students enrolled 
in a science course; 
2) To determine whether forma1 reasoning skills are associated with students' 
success in high-school and CÉGEP science courses; 
3) To determine whether an intervention designed to enhance CEGEP students' 
forma1 reasoning increases their forma1 reasoning and performance; and 
4) To explore different methodologies used to assess students' conceptual 
structures and to develop (or select) an efficient, reliable, and valid measure 
of students' conceptual structures. 
LITERATURE REVIEW 
2.1. Formal Reasoning 
Piaget's theory of cognitive development consists of two sets of ideas: a set of ideas 
concerning knowledge, and a set of ideas concerning reasoning (Lunzer, 1986). The central 
idea within the knowledge set is that of schemes. Piaget considered schemes to be a learner's 
mental representation of previous experiences which determine the learner's interpretation, 
perception, and response to new stimuli. The totality of schemes denotes the learnerts world 
view. In this research report, we have used the term conceptual structure rather than scheme. 
Piaget believed that schemes are dynamic structures that are constantly changing as a result 
of assimilation and accommodation. That is, when a stimulus evokes two conflicting 
schemes, equilibration occurs whereby the learner constructs a new more comprehensive 
scheme by the mutual accommodation of the two schemes "without actually destroying the 
original pair" (Lunzer, 1986, p 279). However, people prefer to assimilate new information 
rather than accommodate to new information, since the latter takes more effort. Only when 
the discrepancies are large enough, are learners aware (but often resistant to) the need for 
radical conceptual change. Thus, learners may simultaneously hold both naive and 
sophisticated concepts, and under the stress of being expected to function at a higher 
cognitive level than they are capable of, resort to the more familiar naive concept. These 
ideas are also expressed in the conceptual change literature by Vosniadou (1 994), Vosniadou 
and Brewer (1 944), and Jacobson and Archodidou (2000) who recorded the presence of 
these intermediate mental model, therein called synthetic models. 
The central idea within the reasoning set is that of structures, which Piaget adapted 
from mathematical set theory. For example, four operations, labelled 1 (identity), N 
(negation), R (reciprocity), and C (correlative), can be used to convert one hypothesis to 
another. Piaget theorized that the set of these four operations constituted a structure of 
reasoning which learners acquired between the ages of 1 1 and 15. In this research report, we 
use the term forma1 reasoning to describe the acquisition of this INRC structure. Although 
this structure is described in terms of logical operations, these mental operations are also 
used to manipulate ideas in psychology, French and English grammar, physics, and other 
domains. 
Inhelder and Piaget (1 958) held that the acquisition of the INRC structure was 
required for the following nine reasoning skills: 
hypothetical reasoning: reasoning about possible outcomes (predicting). 
deductive reasoning: reasoning from general rule to specific instance. 
proportional reasoning: reasoning about relationships in form x/y = a/b. 
combinatorial reasoning: generating a list of al1 possible combinations of three or 
more variables. 
holding one variable constant: establishing a trial procedure to isolate the effects of 
one factor, exclude irrelevant factors, etc. 
correlational analysis: determining whether two events covary 
probabilistic reasoning: estimating the probability that a given event will occur. 
propositional, verbal, or syrnbolic reasoning: reasoning about relationships. 
complex problem solving: generalizations to a new context. 
Characteristic errors are associated with the concrete level of functioning for each 
mental ski11 and are described by various authors (e-g., Inhelder & Piaget, 1958; Kurfiss, 
1983; Lawson, 1985). Five of the above forma1 reasoning skills have been identified as 
being essential for success in science and mathematics (Bitner, 199 1). These are proportional 
reasoning, controlling variables, probabilistic reasoning, correlational reasoning, and 
combinatorial reasoning. 
A nurnber of pencil-paper tests of forma1 reasoning have been developed . For 
exarnple, the Longeot test was constructed in French (Longeot, 1962) and consists of 28 
items assessing class inclusion, propositional reasoning, proportional reasoning, and 
combinatorial analysis. This test was used (at least in part) by Torkia-Lagacé (1 98 1) in a 
study of the formal reasoning level of more than 5000 students registered in French 
CEGEPS. The Test of Formal Reasoning (TOFR) constructed by Lawson (1978) contains 
fifteen items assessing identiwng and controlling variables, combinatorial reasoning, 
probabilistic reasoning, and proportional reasoning. The Test of Logical Thinking (TOLT) 
developed by Tobin and Capie (1 98 1) includes ten items assessing identieing and 
controlling variables, combinatorial reasoning, probabilistic reasoning, proportional 
reasoning, and correlational reasoning. Finally, the Arlin Test of Formal Reasoning (ATFR) 
used in this study was constmcted by Patricia Arlin (1 982, 1984), and includes 32-items 
measuring eight reasoning skills. It has been extensively used in both cognitive and 
educational and is published by Slosson Educational Publications, Inc. 
According to Inhelder and Piaget (1 958) the approximate age at which students 
develop forma1 reasoning is between 1 1 and 15 years of age. However, many studies 
indicate that the majority of college students may only be functioning at the concrete level. 
For example, in a study of 14,000 representative British adolescents, Shayer and Wylam 
(1978) showed that no more than 30% develop even low levels of forma1 reasoning by age 
16. Similar results were found in a replicate study carried out in Finland (Hautamaki, 1984). 
Research in the United States has also shown that university students are "transitional", i.e., 
they reason formally only in limited areas abilities (Berenson, Carter, & Nonvood, 1992; 
Lawson, 1992; McKimon & Renner, 1971 ; Reyes & Capsel, 1986). In one study, 50% of 
university freshrnan were still reasoning at the concrete level on questions involving density 
in physics (Kurfiss, 1983). 
Torkia-Laglacé (1 98 l), in a study involving more than 5000 students fiom ten 
French CÉGEPS, found that while 69.1% of Pure and Applied Science students and 55.3% 
of Health students were functioning at least at the low forma1 reasoning level, only 38.2% 
and 26.8% of the Physical and Health technology students, respectively, were functioning at 
the same reasoning level. This survey of forma1 reasoning levels should also be carried out at 
English CEGEPS. It has important implications for curriculum design and student support. If 
some students are "developmentally cognitively delayed" and colleges wish to reduce the 
failure or drop-out rate, the colleges must either change their admission practices, change the 
curriculum and/or pedagogy, or provide interventions accelerating students' cognitive 
development. 
Recently, a theoretical model of forma1 reasoning development has been formulated 
and validated (Eckstein & Shamesh, 1992). Using this model, the time that it takes for half 
the population to move from the concrete to the forma1 operational level was determined. 
Most of the forma1 operations could be fitted with the identical curve supporting the 
contention that the various skills in forma1 reasoning appear simultaneously. Shayer and 
Wylam (1978) demonstrated that it takes 2.5 years for half the population to move from low 
concrete to high concrete and 7.8 years to move from high concrete to forma1 reasoning 
levels. Research has also been carried out demonstrating differences in the rate of 
development in different groups. Eckstein and Shamesh (1 993) demonstrated that while it 
takes 6.36 years for half the boys to move from a concrete to a forma1 stage in their 
understanding of projectile motion on earth, it takes 10.7 years for half the girls. 
Many studies have shown differences in the levels of forma1 reasoning between male 
and female students (Flexer & Roberge, 1983; Torkia-Laglacé, 198 1 ; Lim, 1993), between 
students in different programs (Torkia-Laglacé, 198 1) and between students belonging to 
different socio-cultural groups (Lawson & Bealer, 1984; Logan & O'Heam, 1982). 
Researchers (Shayer & Adey ;Epstein 1974, 1977) have suggested that there are critical 
periods of brain growth. One such period is puberty during which the body is flooded with 
sex hormones and (maybe coincidently) the period of maximum rate of development of 
concrete and forma1 operational thinking. The brain growth that occurs at this time is 
primarily the production of more complex dendrite structures and is not associated to any 
specific hctions.  Epstein (200 1) suggests that experience and instruction are necessary to 
produce the changes in cognitive function described by Piaget. Thus, differences in 
hormonal environments may explain gender differences during puberty. Since girls begin 
puberty earlier, their rate of development and not their final attainment may differ from 
boys. 
One of the goals of the CÉGEP system is to give al1 Quebec students, regardless of 
their socio-cultural background equal opportunities for m e r  education. If success in 
science courses requires forma1 reasoning skills which are not promoted in some socio- 
cultural environments, the CÉGEP system can only fûlfill its mandate by providing some 
form of intervention. 
2.2. Conceptual Structures. 
Although most researchers agree on the active nature of learning, they differ on their 
underlying models of memory and leaming. Broadly speaking, there are two categories of 
models of memory and leaming: representational and social-neural. Although both postulate 
the active construction of conceptual structures, the two models differ fundamentally in the 
nature of conceptual structures, their assessment, and the implications to instructional 
design. 
2.2.1. Representational Models of Learning and Memory 
Traditional constructivist theorists (Ausubel, 1963; 1968; Novak, 1988; Piaget, 1954) 
hold a representational model of memory in which domain-specific declarative knowledge is 
stored as a network in long term memory (e.g., Anderson, 1983). These network models 
assume that concepts are stored as nodes interconnecting to form a vast associative network. 
Most researchers believe that the nodes are organized hierarchically such that more general 
concepts are supra-ordinate and more specific concepts are subordinate. In associative 
models, the links are unlabelled and therefore the same. On the other hand, propositional 
network models (Anderson & Bower, 1973; Anderson, 1983) hold that propositions rather 
than unitary concepts (e.g., water) form the nodes. The links are labelled and therefore are 
not the same.. 
However, understanding science involves not only knowing what (declarative ' 
knowledge) but also knowing how (procedural knowledge). Therefore, representational 
models propose that procedural rules on how to manipulate the nodes are also stored 
(Anderson, 1983). Procedural rules for general situations are stored as schemata (Rumelhart, 
1980) while procedural rules for specific subject matter domains are stored as mental models 
(Johnson-Laird, 1983; cf Gentner & Stevens, 1983). Mental models are mental analogies of 
the events along with procedural rules to mentally manipulate the event or situation. 
Individuals can use these models to predict future events, answer coinprehension questions, 
or solve problems. Initially individuals construct conceptual structures that include only 
declarative knowledge; however, under appropriate conditions, learners downplay these 
semantic features and construct mental models of the situation, by encoding procedures, 
goals, and relationships (McNamara, Miller, & Bransford, 199 1). Whether a learner opts to 
encode text propositionally or constmct a mental model appears to be a function of text 
features, task difficulty, expertise, and knowledge of subsequent testing procedures 
(McNamara, Miller, & Bransford, 1 99 1 ). 
Most researchers, in the area of meaningful learning, consider that the conceptual 
structures held by learners determine subsequent learning (Ausubel, 1963; Roth, 1990; 
Bransford, Vye, Kinzer, & Risko, 1990). Meaningful learning occurs both by assimilation 
(the incorporation of new concepts into existing networks) and accommodation (the 
. disassembly, re-exarnination, and rearrangement of the network to harmonize it with new 
concepts). Thus, when students are presented with new 
information, they must attend to the new information, construct some representation of the 
information in working memory, recall existing representations of prior knowledge 
(conceptual structures) from long-term memory, and consider the relational meaning of the 
new information relative to the existing conceptual structures. The y subsequently 
incorporate the new information into a new conceptual structure by subsurning it under more 
inclusive concepts andlor by reorganizing the conceptual structure and communicate their 
conceptual understanding in some verbal form (Ausubel, 1963; Roth, 1990). 
Most researchers also believe that learning or cognitive development is 
multidimensional (Anderson, 1982; deKleer & Brown, 1983; Glaser et al., 1987; Royer, 
Cisero, & Carlo, 1993). For example, Knowledge Acquisition describes the degree to which 
leamers acquire the declarative knowledge necessary to function within a specific domain. 
Although it is a prerequisite to meaningful learning, this dimension does not distinguish 
between novices and experts nor between meaningful leamers and rote leamers. 
Knowledge Acquisition can be (and usually is) assessed by traditional short-answer, true- 
false, multiple-choice tests. On the other hand, Knowledge Organization describes the 
manner in which knowledge is conceptualized, related, structured, and stored in long term 
memory. Novices, and presumably rote learners, store verbatim, unrelated and loosely 
structured information as opposed to experts, and presumably meaningful learners, who 
store highly interrelated and structured information. 
2.2.1.1. Assessment of Conceptual Structures 
Concepts are "cognitive devices for classifying objects in an economical way" 
Mashhadi, 1996,5). However, a concept only has meaning to the degree that it is linked to 
other concepts (Ausbel, 1963; Klausmeier, 1990). A concept (e.g., photosynthesis) includes 
the collection of memories (sensory, verbal, affective, etc.) that are associated with the label 
(e.g., word, sign, etc.) and the pattern of its links to other concepts. Therefore, concepts are 
idiosyncratic and learning becomes the process whereby the leamer expands, clarifies, 
organizes, and compares his or her associative network with that of an extemal standard 
(other leamers, instructor, or "canon"). 
Conceptual structures are organized clusters of information stored in long-term 
memory (Klauseimer, 1990). Many conceptual structures have a hierarchical structure in 
which general superordinate concepts subsume specific subordinate concepts (Klauseimer, 
1990). Since specific concepts are linked to general principles, learners can more easily 
apply their knowledge to novel problems. Thus, conceptual structures are derived 
representations of human memory based on associative or propositional networks specifying 
the set of concepts and the relationships among them. Research in conceptual structures 
began with Tulving (1962) who demonstrated that subjects order the items on a list 
according to the underlying relationships among the items. Many researchers have 
deinonstrated that there are individual differences in the way that individuals structure 
knowledge (Koubek & Mountjoy, 1991, Chase & Simon, 1973). 
Methods of inferring the way in which people organize domain-specific information 
is organized are very diverse (Egan & Schwartz, 1979; Adelson, 1 98 1 ; Shoenfeld & 
Herrmann, 1 982; Murphy & Wright, 1 984). However, al1 are introspective, beginning with 
individuals making metacognitive judgrnents of what they know. These methods can be 
categorized as verbal reports, clustering methodologies, and scaling techniques (Koubek & 
Mountjoy, 1991). Each method involves, collecting the declarative knowledge that has been 
acquired, generating a representation of the conceptual structure, and quant img the degree 
of conceptual organization. 
2.2.1.1.1. Verbal Reports 
Researchers elicit an individual's domain-specific knowledge by interviewing the 
subject, observing the individual completing a task (with or without interjections), analyzing 
written responses to an open-ended questionnaire, analyzing the subjects' explanations 
during task performance or subsequent to task performance (protocol analysis), or coding 
subjects' responses to multiple-choice questionnaires. 
There are several problems with these methods of eliciting declarative knowledge. 
Firstly, naïve learners can often be inarticulate and thus produce sparse, incomplete and 
inconsistent verbal data. Secondly, these methods are highly subjective, with the researcher 
necessarily introducing his or her mental mode1 of the domain either explicitly as the coding 
schema or implicitly in interpreting what the subjects know on the basis of their behaviour. 
Although, Ericsson and Simon (1 984) maintain that if guidelines are followed, verbal reports 
can generate valid descriptions of what an individual knows about a specific topic, others 
argue that the process of interviewing students necessarily changes their conceptual 
structures by becoming an "inadvertent teaching instrument" (Demastes, Good, & Peebles, 
1995, p 65 1). Finally, the elicited knowledge is static with procedural knowledge often 
being missed (Chi, Hutchinson, Robin, 1989). 
Cognitive psychologists have developed several methods of generating 
representations of the way in which declarative knowledge is stmctured (Olson & Biolsi, 
1991). For exarnple, the subjects' verbal protocols can be parsed into propositions and the 
knowledge structure is represented as a network of labeled intercomected nodes. 
(d'Apollonia, De Simone, Dedic, Rosenfield, & Glashan, 1993; Frederiksen & Breuleux, 
1990; Mosenthal & Kirsch, 1992). Other researchers have converted written or spoken text 
into concept maps. For example, Novak and Musonada (1991) interviewed students on their 
understanding of chemistry, converted their protocols into concept maps, and subsequently 
assessed the maps. Other researchers have coded subjects' performances on multiple cho-ice 
tests into historical or developmental stages in the theoretical development of the domain 
(Chi, Feltovitch, & Glaser, 198 1 ; Eckstein. & Shemesh, 1993; Vosniadou, & Brewer, 1994). 
2.2.1 .1.2. Clustering Methodologies 
These methodologies are based on the premise that domain-specific knowledge is 
stored as clusters in long-term memory. These clusters are the building blocks fiom which 
. more elaborate knowledge structures are constructed. Researchers generate the declarative 
knowledge in a domain by asking experts, teachers, or subjects to generate a list of concepts 
in the domain in question. Altematively, they select the concepts from the syllabus or fiom 
chapter headings. However, Cooke and Macdonald (1 986) found that different methods of 
obtaining lists elicited different types of information (general procedural rules versus 
declarative knowledge). Moreover, the selection of concepts at different levels of abstraction 
can cause problems in the subsequent representation of conceptual structures (Naveh- 
Benjamin, McKeachie, Lin, & Tucker, 1986). 
Unlike the previously described methods, the subject, rither than the researcher, 
produces the representation of conceptual knowledge. Researchers have given subjects 
several tasks (e.g., card sorting (Hauslein, Good & Cummings, 1992), constmcting an 
ordered list, and concept mapping) to generate their conceptual structures. For example, in 
the ordered-tree technique, an indirect measure of conceptual structure, subjects are 
presented with a list of researcher-generated key concepts and are asked to place them in an 
ordered list such that concepts having similar meanings are adjacent to each other. Subjects 
perform several trials @oth cued A d  uncued) with an interval between each trial. A 
cornputer program is used to generate an ordered tree for each subject. This ordered tree is 
an indirect measure of each subject's cognitive structure and fumishes four measures, the 
degree of organization, the depth of hierarchical organization, the logical sequence, and the 
similarity to any other ordered tree. 
Other researchers have asked subjects to construct concept maps in which they 
explicitly indicate tlie relationships among the concepts (Edmonson & Smith, 1995; Novak 
& Musonada, 199 1 ; Ruiz-Primo & Shavelson, 1996, Wilson, 1998). However, there are 
many different methods of eliciting students' concept maps (e.g., "construct a map fiom 
scratch", "fill-in-the-map")and different scoring systems (e.g., counting links, nodes, and 
clusters, evaluating the accuracy of propositions). Ruiz-Primo and Shavelson (1996) 
concluded that there are reliability and validity problems with using concept maps to assess 
students' conceptual structures different methods of knowledge elicitation, different task 
demands, and different scoring techniques produce different knowledge representations as 
well as scores, 
2.2.1.1.3. Scaling Methodologies 
The derivation of conceptual structures involves the elicitation of a list of concepts 
(as discussed above), the elicitation of the relationships among the concepts (usually degree 
of relatedness, and the submission of this data to a scaling algorithm to produce a pictorial 
representation and various scores (coherence, similarity to other maps, etc.). Concepts and 
relationships can be elicitated by pairwise similarity ratings such as Pathfïnder (Schaneveldt, 
1990), Reportory Grid (Olson & Reuter, 1987), Twenty-Questions (Garnmack, 1990), 
Sequential-Proximity Measures (Reitman & Reuter, 1980). In al1 cases the data can be 
converted to similarity matrices which are produce pictorial representations using graph 
theory to produce general weighted networks such as Pfnets by Pathfnder (Schaneveldt, 
1990) or by multidimensional scaling. For exarnple, researchers select terms within a given 
domain and ask subjects to rate the similarity between al1 pairs of items. Proxirnity matrices 
are generated and the Pathfinder algorithm generates networks in which the links may be 
either directed or non-directed. The algorithm also generates several measures of coherence 
and network similarity. General weighted networks are comparable to concept maps and 
although their equivalency has not been exarnined mathematically, it is possible to generate 
proximity matrices from ordered trees and concept maps and analyze them using these 
scaling algorithms (Wilson, 1998). Shavelson and his colleagues (Shavelson, Ruiz-Primo, 
& Wiley, 2004) have also used and written extensively on their use of a scaling technique to 
garner evidence of students' declarative knowledge. They use the term "cognitive maps" to 
describe the student's knowledge structure derived fiom similarity ratings (Wiley, 1998; 
Schau & Mattern, 1997) to distinguish theses indirect methods from concept maps. We will 
also use this term in this report. 
2.2.1.1.4. Surnmary of Assessment Methodologies 
Several methods of generating and analyzing conceptual structures have been 
developed and analyzed. They are al1 based on rrepresentational models of memory. They al1 
maintain that conceptual structures are syrnbolic intemal representations of external reality 
stored in long-term memory. They are based on strong assumptions that conceptual 
structures are relatively stable (once learned), are meaningful (have semantic properties), 
and can be inferred from an individual's overt behaviour. 
2.2.2. Socio-Neural (Non-Representational) Models of Learning and Memory 
However, there are several models of learning and memory that maintain that 
conceptual structures are Q- stored in long-term memory; rather they are created as needed 
in working-memory. For example, PDP or connectionist models propose that knowledge is 
stored in the strengths of the "neural pathways" that are active during thinking (processing). 
When learning occurs, the input activates some neural pathways while either having no 
effect on other pathways or weakening others. Thus, knowledge is stored as the pattern of 
connections that are activated in a neural pathway (Churchland & Sejnowski, 1990). 
According to other non-symbolic models, knowledge is created dynamically as a by-product 
of interaction with the social and physical environment (Clancy, 199 1 ; Smoliar, 1989). 
According to this view, memory is the ability to categorize sensory inputs (perceptions) and 
not the storage of features and attributes in a list. Representations of memory are then 
extemalized as needed by any expression such as physical gestures, writing, or talking to 
oneself or others. 
We have briefly (and inadequately) presented non-representational models of 
memory and cognition here because they make radically different assumptions about 
conceptual structures. For example, conceptual structures are not-symbolic representations, 
but rather patterns of neuronal activation. During social interactions (to oneself by self-talk 
or to others) these patterns of activation are externalized in short term memory. Conceptual 
structures are dynamic rather than stable. Conceptual structures have an abstract rather than 
literal meaning. Conceptual structures can only be inferred in social interactions. These two 
different models of memory and learning also have an impact on how we view the 
conceptual change literature, described below. 
2.3. Conceptual Change 
Many studies in science education, have shown that science concepts are difficult to 
understand at a deeper level. For example, students have persistent misconceptions about the 
processes of evolution (Ferrari & Chi, 1998; Jacobson & Archodidou, 2000), chemical 
equilibrium (Col1 & Treagust, 2002; Suits, 2000) and difision/osmosis (Odom, 1995; 
Sanger, Brecheisen, & Hynek, 2001). These and other misconceptions have been shown to 
be highly resistant to instruction (e.g., Pfundt & Duit, 2003; Ram, Nersessian & Keil, 1997). 
These results have lead to theories of how these misunderstood concepts develop and what 
the process of change may involve. 
Piaget (Inhelder & Piaget, 1958) proposed that the changes in children's conceptions 
of the world, fiom naive to scientific views arise as a result of developmental stages 
resulting from the acquisition of forma1 reasoning structures (INRC). Thus, as a result of 
biological maturation, learners acquire domain-independent skills that allow them to 
reconstruct their conceptual structures by a process of assimilation and accommodation. 
According to Piaget, this restructuring will happen when learners are confronted with 
anomalous information or experience. Rumelhart and Norman (1 98 1) suggested that as 
learners mature in their understanding of a topic, they progress through an initial accretion 
stage (the acquisition of new-information by its addition to pre-existing conceptual 
structures), an intermediate tuning stage (the slow modification of conceptual structures), to 
a final restructuring phase (the construction of new schemata by the subsumption of surface 
features by general principles. 
Posner, Strike, Hewson, and Gertzog (1982) proposed the first mode1 of conceptual 
change relevant to science education. They proposed that students change their conceptions 
when 
they become dissatisfied with their conception; 
they are confronted with an alternative intelligible conception; 
the new conception is plausible; and 
the new conception is fniitfùl. 
They (Strike & Posner, 1985; 1992) later extended their model and proposed that 
misconceptions are not the product of clearly articulated beliefs; but rather, artifacts of 
deeply entrenched problems in the conceptual 'ecology'. That is, misconceptions are weakly 
developed and incomplete conceptual structures that are unstable. Conceptual change then 
would involve the replacement or introduction of concepts to produce more stable structures. 
Strike and Posner (1992), Pintrich, M m ,  and Boyle (1993) and many other researchers have 
extended this model of conceptual change to include the influence of affective and 
motivational factors. 
Conceptual change models fa11 into two primary groups (Charles, 2003; Nersessian, 
1989), the more conventional view known as an accommodation model, posited by Piaget, 
and elaborated on by Strike and Posner (1985,1992) consider the conceptual ecology of the 
learner but assert that, through reason, the more fniitful explanation will be adopted. The 
other camp taises a more structural approach, positing that it is the very nature of the 
explanation, the underlying beliefs of causation that need to be addressed. Within these 
models are: (1) Vosniadou's "framework theories" (e.g., Vosniadou & Brewer, 1994), (2) 
disessa's "causal net" (disessa & Sherin, 1998), and (3) Chi's "ontological beliefs" (Chi et 
al. 1994). Although these researchers disagree on several fundamental points related to how 
coherent or fragmented these naïve "theories" or beliefs are, they agree that these beliefs 
need to be altered in order to repair and/or remove misconceptions. 
The former (accommodation models) implicitly hold a representational model of 
learning and memory since they define conceptual changes as the replacement or addition of 
declarative knowledge nodes. They differ from more recent (restructuring models) in which 
the emphasis has shifted to the restructuring of underlying "structures" or "mechanisms". 
There are fundamental differences between theorists who propose restructuring models of 
conceptual change. For instances, disessa and Sherin (1 998) propose that naïve learners 
possess impoverished causal models for understanding physics concepts, which are 
organized as fragmented phenomenological primitives @-prims) or "knowledge in pieces". 
On the other hand, Vosniadou and colleagues (Vosniadou and Brewer, 1994; Vosniadou and 
Ioannides, 1998) suggest that instructionally based conceptual change is difficult because 
existing naïve "fiamework theories" (derived fiom the learner's ontological and 
epistemological presuppositions) are coherent systems of explanations that are grounded in 
everyday experiences and years of confirmation. Then there are theorists such as Chi and her 
colleagues (Chi, 1993; Chi, 2000; Chi, in press; Chi & Roscoe, 2002; Chi et al., 1994; Slotta 
& Chi, 1999) who define conceptual change as ontological reassignment of preexisting 
conception. They hypothesize that novices, unlike experts, assign concepts to ontological 
categories that are unable to support explanations of the phenomena, thereby acquiring 
robust misconceptions and flawed knowledge acquisition. 
From the ccaccornmodation" perspective, students' conceptual structures can be 
collected by any of the methods described above. However, from the "restructuring" 
perspective, students' underlying explanatory frameworks must be collected. This is usually 
accomplished by coding student interviews or problem solutions. For exarnple, Eckstein and 
Shemesh (1 992, 1993) coded students' responses to four physics problems and identified 
their underlying forma1 reasoning stage. Vosniadou and Brewer (1 994) coded students' work 
and demonstrated that there are developmentally distinct stages in conceptual change: (a) 
initial mental model, (b) synthetic mental model - learner attempts to reconcile the science 
model with initial model, and (c) scientific mental model. Jacobson and Archodidou (2000) 
coded students' responses to questions on evolution on the basis of their treatment of four 
evolutionary concepts and identified three developmental stages (novice, synthetic, and 
expert). d'Apollonia, Charles, and Boyd (2004), using Jacobson and Archodidou's coding 
scheme, showed that students' cognitive maps and essays, reflected students' underlying 
understanding of complex systems. Thus, these studies illustrate that it is possible to 
demonstrate the restructuring of underlying explanatory frameworks as well as domain- 
specific conceptual structures. 
2.3. Motivational Factors 
Some researchers (Strike & Posner, 1992; Pintrich, Marx, & Boyle, 1993) have 
criticized conceptual change models that do not consider motivational and affective factors 
(cold conceptual models). Pintrich et al. noted that since 1962 there has been agreement that 
the process of scientific research is itself affected by psychological, sociological, and 
cultural influences. Researchers have shown that the nature of learning (Eylon & Linn, 
1988), motivation (Dweck & Leggett, 1988), affect (McCombs & Whisler, 1989), self- 
efficacy (Harter, 1986), and meta-cognition (Weinstein, Zimmermann, & Palmer, 1988) 
influence conceptual change. Researchers have also indicated that cognition does not occur 
independent of attributions ( Weiner, 1 98 5), perceptions of cornpetence and persona1 control. 
For exarnple, self-efficacy influences students ' choice of tasks, engagement, and persistence 
(Harter, 1986). Control beliefs guide students' use of strategies and guide their response to 
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new dissonant information. Self-efficacy, affect, and c o n h l  beliefs affect information 
processing in that they determine whether students attend to new information, whether they 
activate their general knowledge to evaluate this new information, and whether they engage 
in elaboration or restmcturing of their mental models. 
Attributional retraining is a therapeutic intervention that attempts to change students' 
explanations about their success and failure. Perry and his colleagues (Perry & Penner, 1990; 
Menec & Perry, 1995; Perry, Hall, & Ruthig, 2004) have shown that it can enhance student 
motivation and academic achievement, especially with students who are at high risk because 
of maladaptive attributions to ability. 
2.4. Main Research Questions 
Thus, we had several goals in conducting this research. 
Firstly, we wanted to know what were the forma1 reasoning skills O~CEGEP 
students taking science courses. Were there any systematic differences in 
their formai reasoning skills due to age, gender, and or Program of Study? 
Secondly, we wanted to know whether an intervention incorporating 
attributional retraining and exercises in forma1 reasoning would enhance 
student performance. 
Thirdly, we wanted to explore different methods of assessing students' 
conceptual structures and design a methodology to be used in subsequent 
research. 
METHODS 
3.1 Research Design 
We addressed the following questions over three studies conducted over four 
- semesters. In Study 1, employing a survey research design, we addressed two questions 
" What forma1 reasoning skills do CÉGEP science students have?" and What are'the 
relationships among motivationalfactors, achievement, and forma1 reasoning? In Study 2, 
employing a Posttest-Only Design with Nonequivalent Comparison Groups Design, we 
addressed the question "Does an intervention designed to Nnprove students ' forma2 
reasoning and attributions enhance student performance?". In Study 3, employing a mixed 
methods case study design, we addressed the question " Can we measure changes in 
students ' conceptual structures?". 
3.1.1. Participants 
In Study 1, the subjects were 525 college science students registered in pre- 
university and technology prograrns taking Chemistry NYA (formerly 20 1). However, only 
5 1 1 students signed the informed consent form. The students' average age was 19.4 years 
and the population included 252 males and 258 female. While 53.4% of the students spoke 
English as their mother tongue, 3 1.3 % and 1 5.3% spoke French and other languages, 
respectively. . 
In Study 2, the subjects were 124 college science students registered in the pre- 
university program taking Biology NYA (formerly 301). The students were in 4 classes, the 
average age was-20.1 years. Intact classes were selected as experimental and control groups. 
There were 67 (29 male and 38 female) students in the experimental group and 57 (24 male 
and 33 female) students in the control group. 
In Study 3, the subjects were 3 1 college science students who volunteered (for a 
token stipend) to participate in the study. They came fiom different science backgrounds. 
3.1.2 Instructional Intervention 
In Study 1, students were asked to complete a questionnaire consisting of 12 items 
measuring Academic Self-Efficacy, Self-Concept, and Perceived Academic Control, 3 items 
measuring demographic variables, and the 32 items from the Arlin Test of Forma1 Reasoning 
(ATFR) in their Chemistry classes. The questionnaire is presented in Appendix 1 and is 
described below. 
In Study 2,4 intact classes of 124 students were assigned to experimental and 
control conditions. The experimental classes viewed an attribution training tape provided by 
Dr. Ray Perry (Struthers & Perry, 1996) and then worked in small groups discussing the 
implications of the tape to their success in the course. They were asked to come up with 
concrete suggestions on "controlling their learning". The control group viewed a tape on 
"note taking" and then worked in small groups discussing the video. Two laboratory 
exercises were developed; the experimental intervention included materials from CASE 
(Adey, Shayer & Yates, 1989) explicitly teaching proportional reasoning, and combinatorial 
reasoning (See Appendix 2). The control group was given the same exercises'but excluding 
the training in forma1 reasoning. 
One week after the intervention, both groups of students completed the abbreviated 
questionnaire fiom Study 1 (consisting of the 16 questions assessing Correlations, 
Combinations, Proportionality, and Probability). Six weeks after the intervention, students 
took a lab test in which they were asked the same question on calculating the size of an 
object as seen under a microscope (See below). At the end of the course they were asked the 
sarne questions on evolution (See Appendix 3). 
In Study 3,3 1 students met with a research assistant for between one and a half and 
two hours and completed four tasks. Firstly, they completed a multiple-choice test which 
included 24 questions on the chernical properties of water and 24 questions on the biological 
characteristics of osmosis and diffusion derived fiom the literature on misconceptions 
(Griffith & Preston, 1992 and Odom & B M w ,  1995, respectively). The test is included in 
the Appendix 3. 
Secondly, they rated the degree of relatedness among al1 pairs of terms in each of the 
sets described below. 
Atoms, Covalent bonds, Electrons, Gaseous phase, Hydrogen, Hydrogen bonds, 
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Liquid phase, Molecular shape, Molecular size, Molecules, Negative charge, 
Oxygen, Polar bonds, Positive charge, Solid phase, Water. 
Concentration Gradient Energy, Hypo-Osmotic, Membrane, Osmosis, Particles, 
Water, Diffusion, Hyper-Osmotic, Iso-Osmotic, Molecules, Passive Transport, 
Solvent 
Thirdly, they wrote the following two essays: 
Describe the chemical properties of water. Include the following terms in your 
essay: atoms, covalent bonds, electrons, gaseous phase, hydrogen, hydrogen bonds, 
liquidphase, molecular shape, molecular size, molecules, 
negative charge, oxygen, polar bonds, positive charge, solidphase, water. 
Explain the process of osmosis and difision in living cells. Include the following 
terms in your essay: concentration gradient, energy, hypo-osmotic, membrane, osmosis, 
particles, water, difision, hyper-osmotic, iso-osmotic, molecules, passive transport, 
solvent 
3.1.3. Measures and Data Analysis 
3.1.3.1. Forma1 Reasoning (Used in Study 1 and Study 2) 
The Arlin Test of Forma1 Reading (ATFR) is a 32 item pencil and paper test 
developed by Patricia Arlin (Arlin, 198, 1984 ) to assess students' ability to complete the 
tasks employed by Inhelder and Piaget (1958). That is, they were designed to assess 
students' reasoning about the following eight concepts: 
Multiplicative compensations, 
Correlations, 
Probability, 
Combinations, 
Proportions, 
Forms of conservation beyond direct verification, 
Mechanical equilibriurn, and 
The coordination of multiple frames of reference. 
Thus, the test can be used to score students overall forma1 reasoning performance, 
their overall cognitive level or developmental stage (Low Concrete, High Concrete, 
Transitional, Low Formal, and High Formal). The reliability of the total test, as determined 
by Cronbach's Alphas, were between 0.60 and 0.73, depending on the age of the students. 
Test-retest reliabilities were found to be between 0.76 and 0.89, The definitions of each 
stage are presented in Table 1. 
Table 1. Definitions, and Descriptions of Stages of Forma1 Reasoning (Arlin, 1982, 1984). 
The ATFR can also be used to score students' performance on the eight sub-skills 
. described in Table 2. 
Description 
Students demonstrate no evidence for 
reasoning at the abstract level and demonstrate 
dificulties at problem solving. 
Students demonstrate some evidence for 
systematic problem solving, but no evidence of 
generalizing schemas or abstractions to other 
similar problems. Although students' provide 
evidence of ability to categorize, they 
demonstrate poor abilities at inference. 
Although these students demonstrate some 
evidence for both generalizations and 
inferences, they are inconsistent. Thus, it is 
difficult to determine whether these students 
are functioning at the high concrete or low 
forma1 without examining their subscores. 
Students provide evidence of both generating 
abstract schemas and making inferences. They 
demonstrate the consistent use of 3 to 5 of the 
eight subskills. However, they still require 
scaffolding to perform adequately for the 
remaining subskills. 
Students demonstrate that they have acquired 
al1 eight formal reasoning subskills although 
they may need some reinforcement. 
t 
Stage 
Low 
Concrete 
High 
Concrete 
Transitional 
Low 
Forma1 
High 
Forma1 
Definition 
Between O and 7 on 
total test 
Between 8 and 14 on 
total test 
Between 15 and 17 on 
total test 
Between 18 and 24 on 
total test 
Between 25 and 32 on 
total test . 
Table 2. Description of Formal Reasoning Sub-skills (Arlin, 1982, 1984). 
pressure, temperature, or volume 
or losses in one variable are analyzing closed systems in 
Probability 
Combinations 
Proportions 
Forrns of 
conservation 
beyond direct 
verificat ion, 
about the strengtli of the 
relationship. 
Reasoning about the likeliliood 
that one or more events will 
happen. 
Reasoning tliat generates al1 
possible combinations of a given 
number of variables. 
Reasoning about the equality of 
two ratios wliich are 
proportionally related. 
Reasoning about the influence of 
one variable on a second which is 
not directly observable but must 
be inferred. There are many 
phenomena which we caniiot 
observe directly. 
determining the influence of wars on 
. the world price of gas 
determining the chance that an 
observed difference in lieart rate is 
due to chance, 
determining that a specific political 
outcome will occur given several 
scenarios 
determining al1 possible color 
combinations s in art 
deterrnining al1 possible genotypes in 
genetics 
drawing maps or diagrams to scale in 
art and biology 
interpreting analogies and complex 
poetic examples 
questions about momentum which no 
one has seen 
questions about genes or alleles 
reading comprehension requiring the 
making of inferences 
Table 2 cont. Description of Forma1 Reasoning Sub-skills (Arlin, 1982, 1984). 
piston and similar types 
coordinated variables 
equilibrium processes. presupposing equili brium 
the interpretation of 
systems, each involving a systems across different 
direct and an inverse levels or time fiames 
voting patterns) on global 
3.1.3.2. Motivational Factors (Used in Study 1 and Study 2) 
A 12-item instrument was developed consisting of 12 questions rneasuring 
Academic Self-Efficacy, Academic Self-Concept, and Perceived Academic Control. The 
questions are presented in Table 3 along with a reliability estimated determined on 429 
student responses using SPSS Reliability Analysis. 
Table 3. Items used to assess Academic Self-Efficacy, Academic Self-Concept, and 
Perceived Academic Control. 
1 am able to do things relatively well cademic Self-Efficacy 
1 am satisfied with myself as student cademic Self-Efficacy 
1 have a number of good qualities 
1 do not have much to be proud of 
CA is Cronbach's Alpha 
3.1.3.3. Achievement tests (Used in Studies 2 and 3) 
The achievement tests used in this study are briefly described below and are given in 
Appendix 3.  
3.1.3.3.1. Chemistry of Water 
This test was constructed from the interviews conducted to determine the 
misconceptions held by grade 12 students in chemistry (Griffths & Preston, 1990). It 
consisted of 24 items assessing the following misconceptions about the water molecule: 
Structure (Reliability estimate this study Cronbach's a = 0.64) ; 
Composition (Reliability estimate this study Cronbach's a = 0.58 ); 
Size (Reliability estimate this study Cronbach's a = 0.67 ); 
Shape (Reliability estimate this study Cronbach's a = 0.09 ); 
Weight (Reliability estimate this study Cronbach's a = 0.78 ); and, 
Energy (Reliability estimate this study Cronbach's a = .46). 
Therefore, the test appears to have reliability characteristics for 4 misconceptions 
(Structure, Composition, Size, and Weight). Students' performance on each of the four 
reliable factors were computed and scored. If they scored between O and 25% they were 
considered to have no understanding of the concept; if they scored between 26 and 69% they 
were considered to be somewhat confused with the concept; if they scored above 70% they 
were considered to understand the concept. 
This test described by Odom and Barrow (1995) was used in this study. It consisted 
of 24 items assessing the following misconceptions about osmosis/difision: 
Solutions (Reliability estimate this study Cronbach's a = 0.64) ; 
Tonicity (Reliability estimate this study Cronbach's a = 0.40); 
Diffusion (Reliability estimate this study Cronbach's a = 0.74); . 
Osmosis (Reliability estimate this study Cronbach's a = 0.76). 
Therefore, the test appears to have reliability characteristics for 3 misconceptions 
(Solutions, Diffusion, and Osmosis). Students' performance on each of the three reliable 
factors were computed and scored. If they scored between O and 25% they were considered 
to have no understanding of the concept; if they scored between 26 and 69% they were 
considered to be somewhat confused with the concept; if they scored above 70% they were 
considered to understand the concept. 
3.1.3.3.3. Evolution 
A common set of questions was developed by the biology faculty of Dawson College 
to assess students' understanding of evolution. They were adapted fiom Bishop and 
Anderson (1 990). The test is included in Appendix 3. We subsequently also used the essay 
question fi-om this test in a study on students' mental models of evolution (d'Apollonia, 
Charles, & Boyd, 2004). 
3.1 -3.3.4. Lab Question 
A comrnon lab question was developed by the Biology faculty to determine whether 
students understood the relationships among magnification, field diameter, light intensity, 
and observed and true size of an object as seen under the microscope. Students went to a 
microscope that was set at a magnification of (40~ '  100x, or 400x). They viewed an 
organism under the microscope and had three minutes to answer the following question: 
Observe the object under the microscope and given that the field diameter at a total 
rnagnifcation of 100x is 2 millimeters, estimate the size of the structure indicated by the 
pointer in micrometers. Show al1 your calculations. 
The students' responses were graded on a scale of 5. 
3.1.3.4. Similarity Ratings (Used in Study 3) 
Students were asked to rate the similarity between al1 pairs of terms in the two lists of 
terms using the program "Rate" that is part of the PCKnot and MacKnot software from 
Interlinks, Inc. The ratings are converted into distances (or proximities) between al1 pairs of 
terms and translated mathernatically into triangular matrices. The Pathfinder algorithm 
translates the matrix into a network representation in which the nodes represent concepts and 
the lines represent relationships between concepts. The PCKnot and MacKnot software were 
used to aggregate the students' similarity ratings to produce composite cognitive maps. The 
cognitive maps were analyzed qualitatively. That is, the cognitive maps were scanned to 
determined whether the node to node relationships made "sense". 
3.1.3.5. Essays (Used in Study 3) 
The students' essays were segmented into propositions. We subsequently 
coded each proposition (if relevant) on the basis of the student's understanding of the 
concepts associated with the misconceptions on the chemistry of water and osmosis 
presented in Table 4. We computed a total score for each test and subscores for each 
concept. The interraret reliabilities on 20% of the essays were between 57 and 85%. 
Table 4. Coding Rubric Used for Essays on Chemistry of Water and Osmosis. 
One molecule of water is attracted to another because 
Oxygen portion of water has a negative charge. 
Hydrogen portion of water has a positive charge. 
1 That do not diffise through the membrane 
RESULTS AND DISCUSSION 
We addressed the following questions over three studies conducted over four 
semesters. In Study 1 we addressed two questions " What forma1 reasoning skills do CEGEP 
science students have?" and What are the relationships among motivational factors, 
achievement, and formal reasoning? In Study 2 we addressed the question "Does an 
intervention designed to improve students ' forma1 reasoning and attributions enhance 
student performance?". In study 3 we addressed the question " Can we rneasure changes in 
students ' conceptual structures?". We will address the results of each question in turn, 
including the discussion related to the specific question. 
4.1 Study 1 
4.1.1. Question 1 : What formal reasoning skills do CÉGEP science students have? 
The average total score on the ATFR for the 5 11 students in Chemistry NYA was 
19.8 with a standard deviation of 5.3. Male students (Mean = 20.8, SD = 5.3) scored 
significantly higher (t = 4.17, df = 508, p = .000) than did female students (Mean = 18.9, SD 
= 5.2). Figure 1 shows the distribution of total scores on the Arlin Test of Forma1 Reasoning 
(ATFR) for the 5 11 students in Chemistry NYA and indicates that the scores are normally 
distributed. 
Total Score 
Figure 1. Distribution of formal reasoning for CÉGEP students in Chemistry 
NYA. 
Table 5 shows the distribution of male and female students into the five levels of 
forma1 reasoning (low concrete, high concrete, transitional, low formal, Iiigh formal). 
Table 5. Percentage of Male (258) and Female (252) Students at each Stage of Forma1 
Reasoning Compared to the N o m  Group (41 1). 
The data for the n o m  group was taken from the test booklet (Arlin, P.(1992). Arlin tes1 offormal reasoning 
Slosson Educational Publications, Inc. New York) and was obtained fiom grade 12 students taken from 14 States 
in the United States of America and 3 provinces in Canada., 
CEGEP students are functioning at higher forma1 reasoning levels than the n o m  for 
their age group. There are fewer students functioning at concrete reasoning levels; however, 
significantly fewe; femalb students than dale.'students are functioning at the high forma1 
level. 
Although the total scores tell us a student7s level of forma1 reasoning, it does not 
provide us with an understanding of his or her strengths and weaknesses. Table 6 illustrates 
the students' scores for each of the eight specific reasoning skills. 
Table 6. Mean and Standard deviation for scores for male (258) and female (252) students 
on each sub. 
Forma1 Reasoning 
Skill 
Multiplicative 
Comriensation 
Probability 
Correlations 
Combinations 
Proportions 
Conservation 
Multiple Frames 
scale com~ared to those for the n o m  rrrour, (4 1 1 ). 
Male Students 1 Female Students 1 N o m  gr ou^ 1 
We carried out a multivariate analysis of variance to determine whether age and 
gender were significantly associated with forma1 reasoning. There was a significapt 
association between forma1 reasoning and age (F = 2.11, df = 8,49 1, p < .002), and between 
forma1 reasoning and gender (F = 2.56, df = 8,491, p < .001). Univariate tests indicated that 
older students are significantly less skilled at reasoning about combinations, probability, 
* al1 tests on multiple variables were carried out with the SPSS Multivariate General Linear Mode1 
3 1 
proportions and multiple fiames (See Figures 2% 2b, 2c, and 2d). combinations, proportions, 
and multiple fiames. 
Figure 2a. Influence of age on reasoning about probability. 
age 
Figure 2b. Influence of age on reasoning about combinations. 
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Figure 2c. Influence of age on reasoning about proportions 
&P 
Figure 2d. Influence of age on reasoning with multiple frames 
Univariate tests also indicated that gender was significantly associated with 
reasoning about combinations (F = 7.92, df = 2, p < .045) and proportions (F = 14.71, df = 2, 
p < 005). Table 7 shows that female students scored higlier than male students on reasoning 
about combinations; however, males scored higher than females on reasoning about 
proportions. 
Table 7. Scores of Male (258) and Female (252) Students on Reasoning about Combinations 
and Proportions. 
I I I 1 
Forma1 Reasoning Ski11 
The influence of age on forma1 reasoning was not only unexpected, it is contrary to the 
expected results. One possibility is that, students who have failed (and presumably less 
skilled) are older than other students. Also, students in some of the technological programs 
such as Nursing, may be older and possibly less skilled. To test this possibility, we 
reanalyzed the data set and tested the hypothesis that the forma1 reasoning skills of Pre- 
University Science students were significantly higher than those of Technology students. 
The results indicate that students in Pre-university Programs are significantly (F = 9.63, df = 
8,395, p < .001) more skilled at forma1 reasoning than are students in Technology Programs. 
Table 8 and Figure 3 show that more technology students are at concrete levels than science 
students. 
Univariate tests indicate that technology students are less able than science students to 
reason about probability, correlations, combinations, proportions, conservation, mechanical 
equilibrium, and multiple frames. 
Table 8. Percentage of Students in Pre-university (289)) and Technology (252) Programs 
Students at each Stage of Forma1 Reasoning. 
low concrete tmiisiional 
high concrete low forma l 
STAGE 
Figure 3. Distribution of forma1 reasoning for CÉGEP science students (filled 
bars) and technology students (clear bars). 
To determine whether age affected forma1 reasoning independent of prograin of 
study, we reran the Multivariate General Linear Mode1 analysis for the subset of students (N 
=205) wlio were in the Science Pre-university Program. Of these, 106 were female and 99 
were male. Ten students were less than 17 years old, 107 were 17, 50 were 18, 16 were 19, 
and 22 students were 20 years or older. However, now there is a significant interaction of 
age and gender on forma1 reasoning (F = 1.39, df = 32, 173, p < .05) but no main effect of 
age nor gender. Univariate tests indicate that the interaction is significant only for reasoning 
about proportions (F = 3.42, df = 4,201, p < .01) and multiple frames (F = 3.21, df = 4,201, 
p ' .02). 
Table 9 shows the scores of al1 pre-uiliversity students. It indicates that while the 
average scores of these students are very similar to those of the n o m  group, there is a large 
decrease in the standard deviation. That is, the pre-university science students are a much 
more homogeneous group. However, as Figures 4a and 4b indicate, 17 year old male 
students are significantly better at reasoning about proportions and multiple frames than are 
17 year old female students. However, there are no differences in the reasoning abilities on 
other forma1 reasoning tasks between male and female students at other ages. 
Table 9. Mean and Standard deviation for scores for students (N = 205) in science pre- 
university program. 
ieoale male 
G e n k  Gendn 
(a) (b) 
Figure 5a and 5b. Reasoning about proportions and multiple franies in 17 year old fernale and male 
students. 
4.1.2. Question 2: What are the relationships among motivational factors, achievement, and 
for mal reasoning? 
The correlations between forma1 reasoning (total score) and high school grades in 
math, the sciences, Englisli, and Quebec history are presented in Table 10. Al1 correlations 
are significant at an a level of .O 1. Furthemore, the students' English scores are highly 
correlated with their science grades (.54, .45, .55 and .57 for Biology, Chemistry, Physics, 
and Mathematics, respectively). 
Table 10. Correlation between Forma1 Reasoning (total scores) and high school grades 
(average of al1 grades in discipline). 
Table 1 1 indicates that there is a significant correlation between Formal Reasoning 
(total score) and both Self-Concept and Perceived Academic Control; but not with Academic 
Self-Esteem. Table 12 indicates that Forma1 Reasoning predicted success in al1 science 
courses. Perceived Academic Control, and Self-Concept predict success in CEGEP biology 
courses, but not in physics, chemistry, and math. 
Table 11. Correlation between Forma1 Reasoning (total scores) and motivational factors. 
Significant at p = .O0 1 
Table 12. Predictors of success in CÉGEP Biology, Chemistry, Math, and Physics 
(average of al1 grades in discipline). 
* Significant at p.= .O5 
4.1.3. Surnmary and Discussion of Study 1 
Our goal in Study 1 was to determine the formal reasoning skills of CÉGEP students 
taking a chemistry course (Chemistry NYA). As in previous studies (Torkia-Lagacé, 198 l), 
we found that students in Technology Programs were less skilled than students in Pre- 
university Science Programs. While 76.8% of the Pre-university students had attained the 
forma1 reasoning level, only 48.5% of the Technology students had attained the forma1 
reasoning level. Moreover, less than 5% of the Technology level had attained the high 
forma1 reasoning level compared to 28% of the ~re-university students. Since, formai 
reasoning skills are significantly correlated to high-school grades (especially science grades) 
this may reflect different selection criteria in the different programs. 
Similarly, we also found that female students were less skilled at formal reasoning 
than male students, with only 64.5% attaining the level of formai reasoning compared to 
73% of the male students. Female students were significantly less skilled than male students 
at proportional reasoning. However, when we looked only at the Pre-university science 
students, this difference in formal reasoning ability was only found in 17 year olds. That is, 
older female students "caught up" to male students. This confirms the findings of Eckstein 
and Shamesh (1 992) that female students develop forma1 reasoning skills more slowly, but 
attain the same level. 
Formal reasoning skills were correlated to self-concept and perceived academic 
control. They also were significant predictors of achievement in CÉGEP science and math 
courses (especially Physics and Biology). 
4.2 Study 2 
4.2.1. Question: Does an intervention designed to improve students 'formal reasoning and 
attributions enhance student achievement?". 
Table 13 shows the influence of the intervention on students' total scores and scores 
for reasoning about correlations, proportions, probability, and combinations as measured 
with the modified ATFR. Students in the experimental group significantly outperformed 
students in the control group (F = 2.36; df = 4, 1 19; p < .05) on Forma1 Reasoning. 
Subsequent univariate tests indicated that students in the experirnental group outperformed 
students in the control group on reasoning about proportions and combinations, but not 
about probability and correlations. 
Table 13. Influence of the Intervention on the Forma1 Reasoning of Students in the 
Experimental (N=67) and Control (N=57) Groups. 
* 
indicates the experimental means are statistically higher than the control means (a = .01) 
a* indicates the experimental mean is higher than the control mean (a = .002) 
Table 14 shows that there were no significant differences on Academic Self- 
Efficacy, Self-control, or Perceived Academic Control (F =1.02, d63 ,  1 19, p =.387) 
between students in the experimental and control groups. 
Table 14. Influence of the Intervention on Academic Self-Efficacy, Self-Concept, and 
Perceived Academic Control for Students in the Experimental (N=67) and Control 
(N=57) Groups. 
Table 15 shows the influence of the intervention on students' performance on a lab 
and a final question. Students in the experimental group significantly outperformed students 
in the control group ( F ~  = 17.44, df = 2, 1 18, p = < .001). Subsequent univariate tests 
indicated that students in the experimental group outperformed students in the control group 
on the lab question but not on the evolution question. 
Table 15. Influence of the Intervention on Performance on a Lab Test and on a Final Exam 
for Students in the Experimental (N=65) and Control (N=56) Groups. 
The Multivariate Analysis of Variance test indicated that the intervention did not 
have a significant effect on students' Academic Self-Efficacy, Self-control, or Perceived 
Academic Control (F= 1.02, df=3, 1 19, p=.3 87). 
Finally, Table 16 shows the significant correlations between Forma1 Reasoning and 
student performance on the achievement measures. Figures 6a and 6b show the association 
between forma1 reasoning stage and performance on the evolution and lab questions, 
respective1 y. 
Using SPSS, Multivariate General Linear Model 
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Table 16. Correlations between Forma1 Reasoning Measures and Achievement Measures for 
124 students. 
Forma1 Reasoning Measure 
Stage of Forma1 Reasoning .32 
4.2.2. Summary and Discussion of Study 2 
Our goal in study 2 was to determine whether an intervention which incorporated the 
explicit teaching of proportional reasoning and attributional retraining would enhance 
students' forma1 reasoning and academic achievement. The intervention increased students' 
ski11 at reasoning about proportions and combinations on the ATFR taken one week after the 
intervention. However, it did not influence students' self-concept, academic self-esteem, nor 
perceived academic control. Students told us that they did not relate to the students shown in 
the video and that they found the tape "boring". Furthermore, it is reasonable to expect that a 
longer (and more intense) intervention is needed to alter students' deep-seated feelings about 
themselves. 
The intervention increased students' performaiice on the lab question (taken 6 weeks 
after the intervention) but not on the questions on evolution (taken 14 weeks afier the 
intervention). The lab question was very similar to the intervention in that students were 
asked both times to calculate the real size of an object as seen under the microscope given 
information about the magnification and the field diameter at a second magnification. They 
thus had to take into consideration several variables and the relationship between the ratios 
of these variables. However, answering the question on evolution requires other forma1 
reasoning skills (reasoning about forms of conservation beyond direct verification and the 
coordination of multiple m e s  of reference). Thus, it is not surprising that the intervention 
did not have an effect on students' achievement on the evolution questions. 
STACE 
STAGE 
(b) 
Figures 6a and 6b. Association between Forma1 Reasoning Stage (1 = Low Concrete, 2 = 
High Concrete, 3 = Transitional, 4 = Low Formal, and 5 = High Formal) and 
Performance on the Evolution (a) and Lab (b) questions, respectively. 
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4.3. Study 3 
This study was quite different from the other two as the goal was to explore some of 
the techniques of assessing conceptual structures and to subsequently develop an efficient, 
reliable, and valid measure of students' conceptual structures. Therefore, it consisted of a 
cycle of activities in which the results of a first attempt were used to drive subsequent 
attempts. It also consisted of collecting both qualitative and quantitative data, and 
triangulating among the data collections. We subsequently used the data fiom this study to 
develop the method used in another study on students' mental models of evolution 
(d'Apollonia, Charles, and Boyd, 2004). We will therefore briefly describe what we leamed 
fiom this study and subsequently show how it was applied to the second study. 
4.3.1. Multiple Choice Tests 
The students' scores on the three tests on the properties of water (Chemistry) and 
osmosis (Biology) are presented in Table 17. The correlation (Pearson's r) between the two 
tests was 0.43. 
Table 17. Students' (N=3 1) Performance on Two Multiple-Choice Tests. 
Figure 7 shows the distribution of grades on the two multiple choice test. It indicates 
that the scores for the biology test was normally distributed but not those on the chemistry 
test. 
Biology Chcmshy 
Figure 7. Distribution of grades on the Biology and chemistry tests. 
 able 18. Degree of student understanding of concepts on chemistry of water and osmosis 
based on analysis of multiple-choice questions. 
Most students understood the structure and composition of water; however, more 
students had difficulties understanding the size and weight of water molecules. This may be 
because these questions were unfarniliar. On the other hand, most students (in the order of 
90%) had difficulties with questions about the nature of solutions. These results confirm 
anecdotal evidence fromthe biology teachers that many students have either not understood 
solutions in their chemistry courses or have not transferred their lcnowledge to biology. This 
lack of understanding leads to problems in understanding osmosis. 
4.3.2. Essays 
The quality of the essays was very poor, especially for the topics of osmosis. This 
may have been in part because the students were asked to write these short essays outside of 
class, and therefore did not take them seriously, or because of lack of knowledge (or 
forgetting) about the topic. Moreover, most students did not use many of the concepts they 
were asked to include. Thus, it is extremely difficult to decide whether students understood 
these concepts. The essays could be scored for accuracy and completeness, but this does not 
really tell us much about the conceptual structures for those students who did not write 
much. Tables 19,20, and 21 show the two essays on o'smosis and water written by three 
students: (Brian) who did well on both the multiple-choice tests and on the essays, (Claire) 
who was average on both, and (Paul) who did poorly on both. 
As can be seen in the essays on osmosis, Brian appears to confuse the definitions of 
hypo-osmotic and hyper-osmotic as does Claire. Claire, in addition, appears to have 
misconceptions about the process of osmosis. Paul, on the other hand does not appear to 
know enough to write an essay that could be coded. This pattern was present for al1 the 
essays on Osmosis. Similarly, although a11 students knew the structure of water and polarity; 
they did not include many of the terms. 
We computed the correlation coefficients between the scores on the multiple choice 
tests and the essays. Only the correlation between the essay on osmosis and the osmosis 
multiple-choice test was significant (r = .86). When we correlated the specific concepts in 
the essay with the scores for the misconceptions on the multiple choice tests, there were 
significant correlations on the Chemistry of Water essay for Structure, and on the Osmosis 
essay for Tonicity (.go) and the Process of Osmosis (.71). Thus, it does appear as if essays ' 
can be coded for students' conceptual structures; however there are problems with students 
writing skills that may lead to erroneous conclusions. Students ofien do not write about a 
specific topic and therefore their understanding of the topic remains "invisible". However, 
when they do write about specific concepts (e.g., structure of water or process of osmosis), 
their coded essay scores correlate to. other measures of conceptual understanding. 
Table 19. Brian's two essays on osmosis and water. 
Osmosis is a special case of diffusion using water. Diffusion occurs when a 
concentration gradient exists, implying tlzere a k t s  a lziglzer concentration of a 
particles in one solution tlzan anotlzer. When a concentration gradient exists, 
the particles move from a lzigh to low concentration, by passive transport 
meaning no external energy is required When considering osmosis, a 
chemically pure solution of water will contain very little to no foreign particles. 
So, a solution with a higher concentration of particles will be hypo-osmotic to 
pure water. Given a semi-permeable membrane, water wiü pass through until 
the concentration is of both solutions will be equaL Ifthe solution is hyper- 
osmotic, then there are fewer foreign particles in the solution. Iso-osmotic 
implies tlzat both solutions have the same concentration. 
Water has a chemical structure of HYDROGEN-OXYGENHYDROGEN, so 
the oxygen is SP2 hybridized, giving bond angles of 1209 Since there are 
oxygen attached to hydrogen, Hydrogen bonding occurs which gives rike to very 
unique properties. Due to the molecular geometry of a water molecule, the 
molecule is polar. The hydrogen are partially positive while the oxygen is 
partially negative. A [one pair of electrons on the oxygen makes it an easy 
nucleop Jzilic atom Compared to tlz e lzydrogen, oxygen is a ver y big atom 
therefore the water molecule has a large molecular size, relative to the 
hydrogen counterpart. At room temperature, water is liquid This is due to the 
h-bonding giving some unique properties, such as a very higlz boiling point, so 
water is able to stay liquid longer. 
Table 20. Claire's two essays on osmosis and water. 
Osmosis is the passage of n solvent's particles through a cell's membrane. If 
the ce11 swelh up, it is hypo-osmotic, w/zich means that it absorbs the solvent. If 
it shrinks, it k hyper-osmotic, which means that it loses liquid. If nothing 
occurs then it is ko-osmotic. For the ce11 to be Izypo-osmotic, the concentration 
of the solvent must be greater than that of the cell. If it is hyper-osmotic then 
the concentration inside the ce11 is greater than that o f  the solvent. The 
diffusion of the solvent's particles is a form of passive transport, which means it 
requires energy. 
Water k a combination of two Itydrogen and one oxygen atom It can be found 
in the solid, liquid, or gaseous phase. Polar bonds are when a more negative 
molecule is attracted to a more positive molecule and tlzey "stick" together. 
Covalent bonds are when two elements bond because of their valence electrons 
form an octet. 
Table 21. Paul's two essays on osmosis and water. 
Osmosk is when a solvent in an area of high concentration diffuses down its 
concentration gradient to war& an area of lower concentration by passive 
transport, and therefore coded as missing). 
Water k composed of one oxygen atom wltich is connected to two hydrogen 
atom by hydrogen bonding. Because of the strong hydrogen bonding, this 
relatively small molecule requires a lot of heat to make it go from liquidphase * 
to gaseous phase. 
4.3.3. Cognitive Maps 
Students' similarity ratings were analyzed using MacKnot. Al1 3 1 students produced 
similarity ratings that produced interpretable cognitive maps. Figures 8 and 9 are the 
aggregated maps on osmosis and on the chemistry of water for al1 students, respectively. 
When the similarity ratings are aggregated across al1 students, the map that is 
produced is more "interpretable" than many of the individual maps. This is in part because 
the common similarities are strengthened and idiosyncratic ones are diminished. For 
exarnple, in the composite cognitive map on osmosis in Figure 8, diffision is associated with 
concentration gradient and energy, osmosis is associated with water passive transport and 
membrane, solvent is associated with water. Sirnilarly, in the composite cognitive map on 
chemistry in water in Figure 9, a negative charge is associated with electrons, the three 
phases are associated with water, etc. 
1 
Iconcentration gradient 1 
Figure 8. Composite cognitive map on the osmosis for 3 1 students. 
molecular shape  
negative charge  
Figure 9. Composite cognitive map on the chemistry of water for 3 1 students. 
Figures 10, 1 1, and 12 are the individual maps on osmosis and water for Brian, Claire, 
and Paul respectively. While the individual cognitive maps of the higher performing students 
(e.g., Brian) are relatively simple and interpretable, the cognitive maps of weaker students 
(e.g., Paul) are complicated (with al1 terms linked to other terms and many cross- 
connections). Thus, they are less interpretable. It appears as if weaker students have not 
differentiated the specific meaning among the terms. This is easily seen in Paul's cognitive 
map on osmosis. 
The cognitive maps in this study were not correlated to the students' essays or 
performance on the multiple-choice tests since the cognitive maps indicate the presence of a 
concept and not whether the concept is understood. For example, we only chose the term 
passive-transport and did not include the term active transport. Therefore, we could not 
determine whether a student associated passive transport with diffusion and osmosis rather 
than with active transport. The terms were selected to indicate students' declarative 
knowledge of the topics, and not necessarily the underlying explanatory frameworks. Thus, 
we designed the follow-up study (d'Apollonia, Charles, & Boyd, 2004) described in Section 
Figure 10. Brian's cognitive map produced fiom similarity ratings of osmosis (a) and chemistry 
of water (b) terms. 
(b) 
Figure 11. Claire's cognitive maps produced from similarity ratings of osmosis (a) and 
chemistry of water (b) terms 
1 Figure 12. Paul's cognitive maps produced fiom similarity ratings of osinosis (a) and 1 
chemistry of water (b) terms 1 
4.4 to explore the utility of using similarity ratings and scaling techniques to investigate 
changes in students' conceptual structures. 
Similarity ratings and scaling techniques such as Pathfinder appear to give 
interpretable cognitive maps, especially if aggregated across a group. However, the choice of 
terms is a crucial decision and researchers may need to run several pilot tests to select the 
appropriate number and type of words. One technique that appears to be effective is to use 
the literature on misconceptions and contrast the conceptions of experts and naïve learners. 
Contrasting terms that capture the misconceptions of interest should then be included in the 
set of terms. We followed this procedure in the follow up-study on evolution, and found that 
the cognitive maps clearly portrayed the underlying explanatory frameworks of both 
teachers and their students. Thus, similarity ratings analyzed by MacKnot (or PCKnot) are 
an effective and valid method of capturing the conceptual structures of students. They are 
easy to administer and analyze, give readily interpretable representations (cognitive maps) of 
students' conceptual understanding, and as shown in the follow-up study on evolution 
4.3.4. Summary and Discussion of Study 3. 
Our goal in Study 3 was to explore various techniques of assessing students' 
conceptual structures. We investigated the utility of 
multiple-choice questionnaires in which the questions were selected (and 
subsequently coded) to measure specific misconceptions in two topics (the chemical 
nature of water and osmosis); 
essays on the same two topics coded to measure the same misconceptions; and 
cognitive maps produced fiom similarity ratings on two sets of terms on the two 
topics (chemistry of water and osmosis) analyzed using a scaling technique 
(Pathfinder analysis). 
The students' overall scores on the multiple choice tests indicate that they appeared 
to understand the two topics. However, a better method of assessing their understanding is 
to code the questions and investigate students' performance on specific concepts. The 
multiple-choice tests were found to reliably measure four concepts in the Chemistry of 
Water topic (Structure, Composition, Size, and Weight) and three in the Osmosis topic 
(Solutions, Diffusion, and Osmosis). The students who volunteered for this study appeared 
to understand the Chemistry of Water topic but had difficulty with the Osmosis topic. This 
appeared to be in part because of difficulties in relating properties of solutions to the 
movement of solvent and solute particles during diffusion and osmosis. This technique 
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appears to have promise; however, the specific wording of the q u d o n s  needs to be 
investigated since students may have not done well on some concepts (Size and Weight) in 
part because of damiliarity with some of the questions and in part because they were not 
used to thinking about the size and weight of molecules.. 
Many students àid not incorporate the requested words in essays. Thus, it is diffcult to 
use their essays to assess their conceptual structures. In general, the students who were high- 
d e v e r s  wrote more than the low-achievers. This rnay reflect their general language and 
writing skills, rather than their understanding of the topics. Thus, m e  of the problems of 
using essays to assess students' conceptual structures is eliciting sufncient Wfitten work to 
subsequently code into types of misconceptions. We did find signifiant correlations 
between students' scores on the multiple-choice tests and essays forthe total score on the 
Osmosis test, and for the Tonicity, Process of Osmosis, and Structure of Water sub-scores. 
Coding student essays is extremely time-consuming; however, if one is successfid in 
eliciting the concepts they do provide clear evidence of students' rnisconceptions. 
The students' similarity ratings produced readily interpretabk cognitive maps for 
those students that performed well on the essays and multiple choiœ questions.. In those 
cases in which students wmte about the relationships between p i t i c  terms, the same 
relationships could be seen in their essays. When students left concepts out of their essays, 
the relationships between the same concepts were "messy" on their cognitive maps. When 
-dents' cognitive maps were averaged to produce the composite cognitive maps, the 
cognitive map became much more interpretable. This suggests that similarity ratings may 
provide easily collected evidence of what is happening during classroom instruction. 
Thus, similarity ratine analyzed with MacKnot (or PCKnot) are an effective and 
valid method of capturing the concephial structures of students. They are easy to administer 
and analyze, give readily interpretable representations (cognitive q) of students' 
conceptual understanding, and as shown in the follow-up study on evolution are sensitive to 
hst~ctional interventions. 
4.4. Follow-up Study 
We subsequently carried out a study (d'Apollonia, Charles, & Boyd, 2004) in 
which we investigated the impact of introducing college students to complex adaptive 
systems on their subsequent mental models of evolution compared to those of students 
taught in the sarne manner but with no reference to complex systems. We derived the 
mental models by analyzing similarity ratings (of 12 evolutionary terms) by the methods 
described in this report. The cognitive maps of four domain experts were coherent and 
consistent with theories of evolution. Multidimensional scaling revealed two underlying 
dimensions (role of chance and emergent levels). Thus, it appears that the cognitive 
maps captured both the declarative knowledge of evolution and the underlying 
explanatory framework. 
The students' mental models were significantly similar to their teachers' mental 
models and were correlated to their performance on an essay on evolution. Furthermore, 
students' who had been introduced to complex systems had mental models significantly 
more similar to the teacher's mental mode1 tlian, did students not introduced to complex 
systems. The differences between the experts' composite cognitive map on evolution and 
that of students' is presented in Figure 13. 
Chance C- 
# 
Figure 13. Students' composite cognitive map of evolution compared to that of experts' . 
The dotted lines are the links missing relative to the experts' maps. The bold dashed 
lines are the links added by the students. 
GENERAL DISCUSSION AND CONCLUSIONS 
Students in Technology Programs, especially female students, have low forma1 reasoning 
skills. More than 50% of them are either still functioning at the concrete lwel or are transitional. 
'ïhus, they are inconsistent at applying these reasoning skills across problcm sets, especially in 
domains that they are learning for the first the.  They are especially low reasoning about 
proportions, a ski11 that is associated with success in learning science. Hwever, it appears that with 
tirne femde -dents (at least in the Science Propms), "catch-up" and athlln the same formal 
reasoning level as their male counterparts. Another explmation for the "catch-up" could be that 
unsuecessful students drop out. Interventions that expiicitty teach formal masoning skills and include 
attributional training do enhance both formal reasoning skills and achievement. nius, it would be 
nAatively easy to incorporate formai reamning exemises into c o m  taugbt to Science and 
Technology students in their first semester. This might enhance their achkvement and motivation to 
continue in science. 
It is relatively easy to assess students' conceptual structures by mllecting simüarity ratuigs 
and analyzing them with the Pathfinder aigorithm. Cognitive maps are teadily interpmtable and are 
sensitive to instructional interventions. However, the cognitive maps appear to portSay al1 
possible associations that a specific saident can make among concepts. When a student 
writes an essay, he or she d e s  a conscious choice of which concepts to highlight. 
Therefore, the two tasks are not really comparable. The cognitive maps portray the 
"reservoir" of concepts that a given student has avaiîable; while the ~essays demonstrate how 
a given saident processes his or her domain knowledge to pmduce the essay. 
Formal reasoning skills are necessary for the reorganization and restructuring of the 
conceptual network during both the knowledge acquisition phase a d  during the production 
of the essay. It would be interesting to carry out a longiaidllial study in which one observed 
the changes in students' cognitive maps and wmlated thern with the -dents' formal 
reasoning sküls. For example, low scores in proportional reasoning may make it more 
difficult for students to see that the new knowledge to be learned bas the same relationship to 
some aspects of prior knowledge. They would then add on the new knowledge, rather than 
restructure their pnor knowledge to include it, 
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APENDIX 1 
STLIDENT BACKGROLWD CHAR4CTERISTICS 
AND 
ARLIN TEST OF FORRIAL REASONING 
Please do not mark the questionnaire booklet. Answer each question directly on the answer sheet. 
Please work as quickly and as accurately as youcan. You will have fony-five minutes to complete the two 
questionnaires. If 'ou finish before time is called, you may go back and check your answers. If you do not 
finish in fony-five minutes. and you do not have another class, you may taie additional time to finish. 
You are to indicate the best answer in each case by makins a hea~y black mark in the proper place on the 
answer sheet. Be sure that you mark your answer in the space whose number corresponds to the question 
you are ans~verin_e. If 'ou are not sure of the best answer to an item, make the best guess that you can. If 
you wish to chanse an answer o u  may do so, but be sure to erase the mark completely. 
Please do not talk or share your answers with.other students. Furthemore? your responses will be treated 
confidentiall!.. Your teachers and your classrnates will not be s h o w  ybur individual responses. 
TH.4SK I'OV FOR T.4KING THE TIME TO COMPLETE THIS TEST 
COSTISLIED SUCCESS IN YOUR STUDIES. 
Before we begin. make sure that you have filled in your student number, group, and name on the answei 
sheet. Please use a lead pencil and a Pen. 
DIRECTIONS: You will find below a senes of statements that are more or less tnie (or more or less false, 
descriptions of you. Please use the following four-point response scale to indicate how true (or false) each 
item is as a description of you. rn 
- 
Response Scale: m 
a, false 
b. more false than true 
c. more true than false 
d. true m 
1 feel that, as a student, I'm a person of worth, at least equal to other students. 
1 feel that, as a student, 1 have a number of good qualities. 
Ail in dl, I'm inclined to feel that 1 am a failure academically. 
1 am able to do things as well as most of my classmates. 
1 feel that, as a student, 1 do not have much to be proud of 
1 take a positive attitude to myself as a student. 
On the whole, 1 am satisfied with myself as a student. 
1 have a great deal of control over my academic performance. 
There is little 1 can do about my academic performance. 
1 see myself as largely responsible for my academic performance in college. 
My srades are basically determined by things beyond my control and there is little 1 can do to 
change that . 
1 espect to do extremely well in my CEGEP science courses. 
13. What is your gender? 
a. femal e 
b. male 
14. What is your ase in years? 
a. less than 1 7 years. 
b. 17 
c. 18 
d. 19 
e. 20 and above 
15. How much time do you intend to spend on science assignments and review per week? 
a. less than 5 hours 
b. between 5 and 8 hours 
c. between 8 and 1 1 hours 
d. between 1 1 and 14 hours 
e. more than 14 hours. 
e 
m 
Please go on to the next section .... rn 
Three cups. (Cup Da Cup E. and Cup F) are partiallr filled tvith wnter. Beside the three cups 
are three balls of ciau. These thrce balls arc esactlv the same size as each othcr. The first 
ball is placed in Cup D as shown. The sater lerel in Cup D rises. Bcfore plncing the second 
bal1 into Cup E. it is flattened into a pancalie shnpe as shosn. The tliird ball of clay is 
broken into Bvc pieccs as shown and then plrced into Cup F. 
16 What do you thinli will happcn to the tvrter lelel in Cup E tvhen this pancrke shaped piece of 
clay is placed into it? 
A. The rater  level riIl  rise up higher than the lerel in cup D. 
B. The aater lcvel aill rise to hall the level of cup D. 
C. The rater  level siIl go up to the same height as thrt in cup D. 
D. The wnter level ri11 rise to onefifth the height of that in cup D. 
17 What is thc reason for your ansacr to the question just nbove? 
.A. Tlie pnncalie shnpc tnlies up more space. 
B. Tlic halls wcrc the s a n c  size at the start. 
C. The p:incnke shapc is flat and tlierefore i t  takes up lcss space. 
D. The bnll and pancnkc ttcigh the same. 
18 What do !ou tliink will happen to the m e r  level in Cup F whcn the fite sniall balls of clay 
are placed in it? 
A. Thc watcr lcvel si11 go up to tlic samc hcight as that in Cup D. 
B. The luter  lcvel ri11 'iOT rise up as Iiigh as that in Cup D. 
C. The itaier lcvel siIl rise up higher than the Ict.el in Cup D. 
D. The aater l e ~ e l  aill risc one-fifth the height as thrt in Cup D. 
l 9  Wh3t is the rcason for your ansaer to the question just nbote? 
A. Tlic fite halls of clau takc up niore spncc. 
B. Tlie h;~lls ucre tlie same sizc l~cfore tlic one bal1 ans broken iiiio picccs. 
'S rOOIT1. C. Tlic fite sni311 halls rnkc up Ic.: 
D. The fi~r sinail bails ivcigii ;Iic s;iiiic nc tlie oiic !nrgc b ~ l l .  
In a neR game of chance. sir plain tokens, six tokens and six dotted toliens are placed 
- in a box as pictured above. The box is held a l~oie  your head so thrt )ou cannofsec the tokens. 
You are asked to draw one token out of the box. 
-0 What do !ou tliinl; your chances are of drawing r striped token on Four rerj  first draw? 
A. One chance out-of-two. 
B. One chance out- of-eighteen. 
C. One chance out- of- twelve. 
D. One chance out- of- three. 
21 Why did !ou choose Tour ms\c.cr for thc question just above? 
. A. >IF chances are the same as those for flipping a coin and gening herds. 
B. .My chances are based on the fact thnt the numbcr of striped tokens has to bc compared to 
the total numbcr of tokens. 
C. M y  chances are good to draw it in tlie first two or tlirec draws bccnusc 1 am lucky. 
D. M y  cliances are bascd on the bc t  thnt thcrc arc twelvc tokcns that arc not striped and 1 
nced to eliminate thesc first. 
A small toy wind-up turtle is placed on a shaded strip of paper. The paper strip is lined up 
dong  the edge of a board as shosn in the picture. The turtle can be moved along the paper 
strip. The papcr ship can also be mored along the board. Both the toy and the paper strip can 
be moved fonvard or backaard. The toy, the end of the paper strip, and the smrting point on 
the board are al1 lined up as shosn. 
If the turtle moves for~vard nt the same speed tliat the papcr&moves backward, ho\i lar 
... will the turtle be from the starting point after a shon rime (as long as the 
turtle is still on the strip of paper)? 
A. It a.ould be at  the starting point. 
B. One-fourth the distance of the paper strip from tlie starting point. 
C. Double the distance of the paper strip from the starting point. 
D. It sould be behind the starting point. 
73 If the rurtle moves fomard at  1/3 the speed that tlie paper strip moves back\vard, shere 
would the turtle be afier a short period of rime (as long a s  the turtle is still on 
the ship of paper)? 
.\. Three rimes as  far fonvard as the paper strip is backnard from the starting point. 
B. One-third the distance in front of the starting point as  the pnper strip is hehind the 
starring point. 
C. It iiould be bchind thcstzrting point. 
D. .As iar in front of the stnrtinç point as thc end of the paper strip is in back of it. 
A group of children arc playing in the park on a see-saw. When TWO children, each weighing 
approïimately ?O kilograms each sit on the place marked 5 to the left of the balance point. the 
see-san tips downward to the left. To balance the see-saw once again, two children. -ch 
fveighing approximately 20 kilograms, have to sit on the right on the spot marked with a 5. The 
following questions refer to this see-san and to the numbered places along it. 
24 If THREE children each lveighing approximately 20 kilograms -ch now sit on the place marked 
5 to the left, tvhere will the two children on the right have to sit to .put the s e  
saw back into balance? (It is not nccessary for these Mo children to sit a t  the 
sanie mark.) 
A. Tlie nvo children on the right can SOT balance the three children on ihe left. 
B. 110th children on the right will have to sit on the place marked 10. 
C. One child should sit on the place marlicd 4 and the other child should sit on the place 
marked 6. 
D. One child should sit on the place marked 7 and the other child should sit on the place 
marked 8. 
25 If FOUR children each weigliing approximntcly 10 kilograms each how sit on the place marked 
5 to the left, wliere will the two childrcn on the right have to sit to put the se- 
saw back into balance? (It is not necessary for these two children to sit a t  the 
sanie mark.) 
A. The t ~ o  childrcn on the right should sit on the placc markcd 5. 
B. The nvo cfiildrcn on the right should sit on the place marked 10. 
C. One child should sir on thc place markcd G and the othcr cliild should sit on the place 
markcd Y. 
D. One child should sit on the phcc niarkcd 8 aiid rlic othcr child should sit on the place 
markcd 10. 
There is 3 new computer game in the storcs. The ohject of the game is to light up the triangle 
ar the top of the game board. The light goes on ahcn one or more of these buttons are  pressed 
down at  the same time. Thcse I~uttons are  markcd -4 to F. Pressing any nrong button \ri11 prevent 
the light from coming on. 
16 Hotr aould !ou find out irliich of thesc buttons when pushed down at  thc samc time si11 malie 
the light go on? 
A. Try 311 possiblc pairs of the buttons to mnke the Iight go on. 
B. Try thc buttons one-at-3- tinie and thcn two-at- s- time until thc triangle lights up. 
C. Try al1 sis 3t a timc rind then nll of the buttons takcn fivc-at-a-timc, four-nt-a-time, 
and so forth. until the light goes on. 
D. T r j  thc bottons, sis- at- a- tinic, fi\.e- 3t- 3- time. four-rit- a- tinie or three-at- a- time. 
What is the rcason for choosing your answcr? 
A. Thc problem rcquires that you test 311 combinations of the buttons from oncat-a-time to 
a11 sis-at-s-time. 
B. The word "combination" implies n pair, or two-at-3-tirne.. 
C. Thc inforniation given in the problcm rcquircs that you tcst 311 combinations of the 
button5 takcn tlircc, four. f i ~ e  and sis-at-a-tinie. 
D. Thc problcm cnn 3OT hc sol\cd with tlic information that is pro\.idcd evcn if !ou had the 
actual gnrtic ;ind could work with it, 
You are givcn a set of 16 cards. Each cnrd has a picture of a hound dog which is either black 
or white in color. and nho has either long or short legs. Card 1 rcpresents a black dog with 
long 1e:s. The folloaing questions are to be answercd on the basis of these 16 cards. 
I g  Can 'ou find a relationship betiveen body color and leg size for this vpe of dog, on the - 
basis of these 16 cards? 
A. So ,  because there is an even number of black and of white dogs with short legs. 
B. So, because 8 dogs have shon legs and 8 dogs have long legs and therefore there is no 
relationship. 
C. Yes, because al1 of the black dogs have shori legs. 
D. Yes. because most of thc blnck dogs have long legs and most of the white dogs have shon 
legs. 
29 N'bat are the chances of a black dog having long legs based un the 16 cards abore? 
A. Six-out-of-eight 
B. Four-out-of-eight 
C. One-out- of-four 
D. Sine-out-of-sixteen 
30 What are the chances of a white dog having long legs based on these 16 cards? 
A. One-out-of-six 
B. One-out-of-eight 
C. Tao-out-of-eight 
D. Onc-out-of sixtcen 
31 What are the chances of a black dog haring short legs hased on thcse 16 cards? 
A. T~vo-out-or-eight 
U.  Three-out-of-eight 
C. Thrcc-out-of-sixteen 
D. \'O chance 3t a11 
A local ice creani shop fcatures a Do-It-Soursclf-Sundae-Bar with five choices of toppings. The 
five toppings arc: chocotate. fudge. strarvberry, marshmallo\~ and pineapple. 
37 If you rnnted to make a sundae using 3 different topping. ho\\. min! diffcrcnt kinds of 
sundacs could !ou prepare? 
-4. 5 cpes of sundaes 
B. 8 types of sundaes 
C. 10 types of sundaes 
/ D. 15 types of sundaes 
33 H o r  man! diffcrent types of sundaes. mch sith a different combinition of toppings could 
you mrke using at least one ppping *on each sundae? 
-4. 31 different types 
B. 15 dinerent types 
C. 10 different types 
D. 50 different types 
There is a gnme on a well-knoivn TV quit show that contestants play to ain a new car. Seven 
tokcns are placed in a cloth bag. Three tokens contain an X. If these three tokens are dram 
from the bag before the four numhers in the price of the car, the contcstant loses. If, 
lionc\-cr, the contcstant draivs the four numbercd tokens before drnning the third tokcn marked 
aith :in S. the contestant wins a neiv car. h c h  timc 3 token is d r m n  it remains out of the bag. 
Thc follotving questions arc based on this game. 
34 If 3 contcstant d r w s  3 nunibercd tokens and 1 tokcn marked S, what are the chances of 
ti.iiining the car or1 the ncst dralv? 
A. Thrce- out- of-seven 
B. Three- out- of- four 
C. Two-out- of- thrce 
D. One-out- of- three 
35 What is the rea& Tor Four ansiver to this question? 
A. Therc are threc tokcns tvithout numbers that havé to be taken into account. 
B. Thrce of tlie numbcrcd tokcns haie alrcadu bccn drawn and thcrc are four numbered tokens 
in 911. 
C. Two of tlic rcmaiiiing tokcns coiitnin SS out of thc rliree possible tokcns from wliich !ou 
can drm.  
D. Tlicrc is only one numhercd tolicn thnt rcmnins out of the total. 
Two rolls of gift paper are to be used to ~ t a p  resenü. One has 3 star pattern and one has a 
triangle pattern. One  prcscnt will go into the large box pictured above and one will go into 
the small box. It @ k a  6 widths of the star pnper to cover the small box and 8 widths of the 
star paper to cover the large box. When the triangle pattern paper is used, it takes 9 widths 
of this paper to cover the smallcr box. 
36 Without first ivrnpping tlie largcr box. Iiorv many rvidtlis of 'the ninnglc paper are needed to 
cover the larger box? 
A. 12 widths 
B. 11 nidths 
C. 10 widths 
D. 18 widths 
37 Why would ?ou necd the number of ridths that !ou chose? 
A. The difference between 6 widths and 8 widths is 2 widths. You have to add tliese 2 
wid t hs. 
B. The star paper's width is 3/? the triangle paper's ridth. so !ou need 3/2 of 8 widths. 
C. The difference betsccn 6 widths and 8 widths is 2. Sou have to multiply the 9 ividths b~ 
this diffcrcnce. 
D. The star prper's r idth is 4/5 the triangle paper's rridth. so !ou need 4/5 as much. 
.S few years ago there were several games in department stores which were for business 
executives, to calm their nerves. One such game is pictured rbove. Six plastic balls are hung 
frorn a support bar. When the bal1 rnarked 6 is pulled back and then let go, it swings fornard 
and hits ball 5. When this happens, bal1 1 swings fo r~ard  and back rhife the balls numbered 2-6 
do not move. If balls 5 and 6 arc pulled back and then let go. balls 1 and 2-swing fonvsrd and 
back. Bnlls 3 and 4 do not move. 
/ 
38 If balls 3. 1. 5, and 6 are pulled brck and then Ict go. which brlis riIl swing out? 
A. Balls 1, 2 
B. Balls 1, 2, 3 
C. Balls 1, 2, 3, 4 
D. Balis 1, 2. 3, 4, 5, 6 
39 What is the reason for your answer to the question abore? 
A. Only the balls that were not pulled back would swing out. 
B. Balls 4, 5, 6 would transfer their energy to ball 3 nhich nould swing out and push out 
balls 1 and 2 in front of it. 
C. .A11 \vould swing out because more halls are pullcd back than arc left to be hit. 
D. Siilce onlv four balls wcre pullcd hack aiid thcn let go. o n l ~  tliat number aould swing 
out. 
M e n  weights are placed on the top of the water in jar A, the wcights push down on the water 
and force the warer up the thin glass pipe B. The greater the weight on A, the higher the 
column of watcr in B. 
40 If the weight on .A is douhled, what will happen to the height of the column of water in B? 
A. It si11 go up to a height 50 percent greater than before. 
B. It ni11 go up twice the height of before. 
C. It iviii stay the same. 
D. It aill be lower by one-half the height. 
41 The water is replaced by a liquid that is more dense than water. What will happen to the 
height of the column of liquid in B if the same weight is applied to -4 as in the 
question above? 
A. It will go up to a height 50 percent greater thrn in the prcvious question. 
B. It will go up higher than in the previous question. 
C. It ni11 be lower than the level it achieved in the prcvious question. 
D. It will go up to the samc hcight as in the prcvious question. 
43 What is the ruson for Four answer to the question just above (the second question)? 
-4. The liquid is denscr. so more weight riIl be required to push it up to the same level. 
B. The liquid aill alivays go to the top no mrtter how hard the reight pushes on the liquid. 
C. Thc typc of liquid does not affect hos far the column riIl rise. Only the weight affects 
this. 
D. The liquid is denser and so the column will rise higher. 
4; The weieight on the W liquid is no\\ four times what it ivns originally. What ai11 happen 
to flic colunin of liquid in B? 
-4. lt will go up to 3 hcight double tllat in the sccond question. 
B. I t  will go up four tiiiics 3s high as it did in thc second question. 
C. I t  \vil1 go to thc sanie hciglit as it did in the sccond qucstion. 
D. l'hc additional trcighr will SOT nffcct the hcight of tlic column in B. 
T~vo people are sitting on this nain as it passes through a long tunnel in the side 
of a mountain. >Ir. Red (R) is sitting at the front of the train and Mr. Blue (B) is Sitting at 
the back of the train. For the following Mo situations. decide whether Mr. R and %Ir. B vil1 
star in the tunnel for the same amount of time. 
44 SITU.4TIOS 1: .ifter tlie train enters the tunnel Mr. R gers up from his seat in the front, 
and ivalks back to sit with Mr. B. Ho11 much rime altogether will Mr. R spend in the 
tunnel? 
A. Less time in the tunnel than Mr. B. 
B. T~vice the time in the tunnel as Mr. B. 
C. Tlie same amount of time in the tunnel % Mr. B. 
D. .More tirne in the tunncl than Mr. B. 
45 SITUATIOS 2 After the nain has entered the tunnel. >Ir. B gets up from hi seat in the 
back. He aalks fonvard to sit ~vith Mr. R. Half\ray on hi trip forward, he decides 
to go back to his seat for his paper. He gets his paper and then goes fonvard again 
and joins l l r .  R. while the nain is still in the tunncl. How much tirne did Mr. B 
spcnd in the tunnel? 
:\. Lcss rime in the tunncl than kir. R. 
B. More timc in rhe tunnel than \lr. R. 
C. Onc-and-onc-liaIf s mucli timc in the tunncl as l l r .  R. 
D. Tlie snnic 3mount of rime in the tunnel as .Mr. R. 
A local toy manufacturer explained to  one of his friends that no matter what he charges. 
the quantity he sells always goes up and down in relation to  that price. The result is that 
the total revenue (money he takes in) is constant (remains the same). For example, if he 
taises his price, his sales decrease just enough so that the revenue is kept constant. Just the 
opposite happens if he lowers his price. His present cost per toy is constant no  matter how 
many toys he produces. He wants to  know how he shouid change the way he runs his toy 
business so that he can make the most profit. 
46 What can he do  to make the most profit? 
A. There is nothing he can do because the total revenue remains constant. 
B. Pick a price that is right in the middle so demand is high but he csn meet the 
demand. 
C. Increase the quantity of toys sold. 
D. Reduce the cost of producing the toys. 
47 If the toy manufacturer were to double the number  of toys that he made with no 
change in his cost per toy. what would happen to his profit? 
A. It would be cut in half. 
B. It would remain the same. 
C. It would double. 
n. It would be four times as great. 
Tlritiking Science APENDIX 2 
likercises on Proportionalily and Combinations 
Activity 7: Scaling: pictures and microscopes 
Introduction 
This lesson puts scaling into a biological context 
and reinforces the calculation of ratios. Diagrams 
of human embryos are used to illustrate 'scaling up' 
and 'scaling down'. Pupils use a microscope and see 
magnification as a scaling up process. 
For the second part, pupils need to have had 
experience with microscopes. If they have not, you 
wuld either put in a special lesson introducing 
microscopes before this activity or use the first part 
on scaling drawings, and extend it with examples 
from text books etc. Then construct a fuUer lesson 
which both introduces the use of microscopes, and 
deals with the scaling aspects outlined in the second 
part of this intervention lesson. This uses the idea of 
ratio, introduced in the last lesson, and the notion 
of 'scaled up' or 'scaled down' provides some 
cognitive wniüct. 
Per group 
Microscope, slides and wverslips, forceps 
I 
Proportionai 
- 
1 
Transparent ruler or graph paper sellotaped ti 
slide 1 
Per pupil 
Worksheet 
Workcard A 
Workcard B 
Procedure summary 
1 Discuss the need to reduce or enlarge drawing 
photographs etc. 1 
2 Pupils assess whetbcr dnwings of embryos h.? 
been scaled up or scaled down, and by how much, 
(first three columns of the first table on the 
Worksheet). Use the word ratio. - 
3 The magnifying power of the microscope: T o t  
power = power of eyepiece x power of objective. 
rl 
4 hipils 'guesstimate' the diameter of a hair, us, 
a transparent ruler (or a slide with graph paper) 
under the microscope. 
iI 
Procedure details 
1 (5 minutes) Scale drawings. Discuss the need to 
reduce or enlarge drawings, photographs, etc., to fit 
on a page or to show detail. This is particularly 
important for many biological drawings and 
photographs. 
2 (20 minutes) On the drawings of the human 
embryos, a and b are still in the womb and c is just 
born i.e. has had nine months development. Pupils 
are asked to assess if each drawing has been 'scaled 
up' or 'scaled down' i.e. are they larger or smaller 
than life? How wuld one calculate how much 
bigger or smaller the drawings are compared with 
the real embryos? Pupils measure the length of each 
drawing (lines a,b,c.) and fil1 in the first three 
columns of the first table on the Worksheet. 
Illustrate the first calculation using the word ratio. 
Pupils should then continue to complete the table 
on their own. 
Age of DrawinglReal 
embrvo s i x  Scale 
The last one is dificuit. I t  helps to ask 'is the - 
drawing bigger or smaller than a reai baby?', and* 
'what would you have to multiply the size of the 
r d  thing by to get the drawing?' A 
3 (IO minutes) The magnifying power of the - 
microscope. Explain that magnification is like 
scaliig up so that small things look big. The toiah 
magoi&iig power of a micr&pe is the 
1 
magnification of the eyepiece multiplied by that r 
the objective. This is really bndging the scaling i& 
to regular use of the microscope. 
- 
4 (15 minutes) Pupils use a transparent ruler (O, 
slide with graph paper) to measure the diameter 4 
the field of view (Workcard section 3). Then the 
width of a hair can be estimated from the 
proportion of the field of view occupied. The r 
exercise is intended to give the pupils a feel for 
magnification. i- 
5 (20 minutes or homework) Workcard B has ^ 
problems on scaling. I 
6 weeks 60112 x 5 a 
3 months 135145 x 3 
9 months 901360 x 114 1 
1 
Answen to numerical questions 1 
la Scaled up 
I b  Aboui rour limes 
Narne: ........................................................................... THINKING SClENCt 
Activity 7: Worksheet 
Scaling: pictures and microscopes 
' I Scale drawing I 
I a None of the human embryos is drawn 'life-size-' Why not? I 
b Each drawing is to =le. Compare the real life-size length of each embryo with the size 
of the drawing. 
I Which drawings have been scaied up (made larger than life)? 
Which drawings have been seded dom (made smaller than life)? 
I c Measure the lengths of each drawing (lines a, b, c). Write them in the table. Now write ' the real-life lengths in the table. I 
The scale is the ratio of the drawing size to the real size. Work it out and complete the 
I table. I 
Age of embryo Drawing size Real size Ratio 
(mm) (mm) drawindreal Scale 
6 weeks x 
3 months x 
9 months x 
2 and 3 Microscope mgnification 
Magnifying power of Total Width of 
eyepiece objective magnification field of view 
(1) (2) (1) x (2) 
Low power 
....................................................................................................................................................................... 
High power 
1 
1 Approximate width of hair: ............................ .. mm 
I 
\œ-----œ-œ--œ--- -œœ. I - - - - . I - - - -œ- - . I - *  
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Activity 7: Workcard A Pvopoutionality 
Scaling: picfures and microscopes 
111111111111111111111111111 
1 Scale dvawings 
Human embryos at different ages. 
Al1 drawings are to scale. 
O I O  20 30 40 50 60 70 80 90 100 110 120 130 140 15 
I l I l I I l I l l I l l I l . I 1 l ~ l l l l l  
mm ruler 
85 
Activity 9: Trunks and twigs Compensa f ior 
A qualitative introduction to the idea of 
compensation - one variable increasing in value as 
another decreases. The idea of compensation runs 
through much scientific work including the more 
difficult conservation problems (a clay block 
remains the same volume when its shape changes: 
increase in thickness compensated for by decrease 
in length, etc.). As a field exercise this is a genuine 
bit of research, sinœ the outcome is not known to 
pupils, teachers, nor to anyone else! 
Apparatus summary 
Groups of three are ideal for this. 
Per group 
A 'diameter measurer' (see Technician's Guide) 
One Workcard (covered in plastic if possible) per 
P U P  
Per pupil 
If it is impossible to take the pupils out to 
measure bushes, you could, as a last resort, use 
copies of drawings (which pupils can measure in 
mm instead of cm). 
Procedure summary 
1 Give out the Workcards, and go through the 
first couple of paragraphs. Introduœ the word 
compensation. There is no 'right' answer to this 
exercise, it is a genuine investigation into a 
relationship between branch thickness and distance 
from ground. 
2 Demonstrate how to use the card gauge. 
3 Check that al1 pupils know how to count up the 
number of joints. 
4 Take the class out and point out suitable bushez 
5 Pupils plot graphs. 
6 For pupils, the important thing is that with 
Worksheet (and something to press on) compen&on relationships the line slopes 
Identify in advance bushes near the school which backwards. 
are suitable. . 
1 (15 minutes for 1 ,2  and 3 )  Go through the first 
couple of paragraphs of the Workcards, 
emphasising the variables to be measured. Make it 
clear that as you go higher up a tree, the branches 
get thinner - as distance up increases, branch 
diameter decreases. 'One goes down as the other 
goes up.' This can be desaibed as compensation. 
Make the point that there is no 'right' answer to 
this exercise, it is a genuine investigation into a 
relationship between branch thickness and number 
of joints for the particular bushes around your 
school. 
2 Demonstrate how to use the card gauge. 
3 Go over the picture of the bush on the 
Workcard or OHP, ensuring that al1 pupils are clear 
how to count up the number of joints between the 
branch they are measuring and the ground, or the 
main branch or trunk. 
4 (15 minutes) Lead the class out to an area of 
bushes already identified, and point out one or two 
suitable ones as examples. You will probably be 
kept quite busy answering questions such as 'do we 
count this as a joint?', and 'whereabouts exactly 
should we measure?'. Frankly, your answers are not 
very important, as long as they are consistent. 
5 (15 minutes) When everyone has sets of 
measurements on at least two bushes, return to the 
class. By now, many pupils will have the idea that 
in order to investigate a relationship, it is a good 
idea to draw a graph. Maybe someone can predict 
what direction the graph will go for this 
compensation, one upone down, sort of 
relationship. 
They will have to make their own vertical scale, 
according to the thickest branch that they have 
measured. When measuring living things, there is a 
lot of random variation, so it is legitimate to draw 
'best fit' straight line along points nearly on a 
straight line. Points for the two or three different 
bushes can be plotted in the same space, using 
different colours. 
6 ( I O  minufes) Lead a discussion about the 
relationship that emerges: the important thing is 
that this is a case of compensation. As the number 
of joints goes up thickness goes down. The line, 
whether straight or not, slopes backwards. 
There may be other interesting observations, 
such as if a branch has been cut, it tends to thicken 
with the effect that the straight line curves to flat a 
the end. 
Any tirne available at the end can be used for 
bridging discussion of other situations where there 
are compensation relationships. 
Please do not write on this sheet THINKING SCIE1 
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Activi ty 9: Workcard (diameter gauge) Cornpensat, 
Trunks and twigs 
w m m m r m m m m m r m m m m m ~ = m m ~  
The higher up a tree you go, the thinner the branches become. 
But what exactly is the relationship between: 
the thickness of a branch, and 
the number of times it has branched from the ground? 
You can fmd out by measuring some bushes 
How tu measure the thickness 
of a branch 
Use the special gauge. 
Push the gauge gently around the 
branch. Read the diameter from the 
mark that touches the branch. 
If the branch is not reaîiy round, 
measure across the thinner direction. 
How to count joints 
Look at the picture of a bush. 
Where the O is written there are no 
joints between the branch and the 
ground. 
Where the number 1 is written, 
there is one joint between the 
branch and the ground, and so on. 
(If there is a tiny twig coming off a 
branch, do not count this as a 
joint.) 
Please do not write on this sheet THINKING SCIENCE 
ACTlVlTY 9 
WORKCARD p.2 
What to do 
1 Find a bush which has quite a lot of branching. Start with the trunk (or one of the trunks) 
coming from the ground. Measure its thickness, and write this next to the O in the table on 
the Worksheet. 
2 Now follow that branch up, just past the first joint. Choose the larger of the two branches 
after the joint. Measure its thickness and record it in the table next to the 1. 
If two branches come off at once, like 
this, you cannot get a measurement 
at '1 joint up'. 
Go straight to '2 joints up'. 
3 Carry on as far as you can go, until you cannot reach, or you reach the top of the bush, or 
you have gone beyond eight joints 
4 Do the same thing again with a different bush. If you have time, repeat with a third bush. 
APENDIX 3 
ACHIEVEMENT TESTS 
Part 6: ~&n~rehension of Evolution (15 marks) 
For questions 1 to 5, use the nurnbered statements listed below and cirde the number which most , 
dosely corresponds to what you understand. Explein your aiumrer wlth a few sentences. 
f l  
2. Both statements are correct but the statement on the left is more correct. 
3. Both statements are equally correct. 
4. Both statements are m d .  but the statement on the right is more correct. 1 5. The staternent to the right is the only correct statement. 1 
m 
1. In the hpics there is a small population of moths in which two types'coexist. The dominant alîeli. 
produces wings of a solid colour; while, the messive alfele produas striped wings. Blofogists 
f i  
show that thete is no seladive advantage in the tmpics 
1 1 2 3 4 5  
Explain yow answer. Fe 
2. Ducks are aquatic Mrds Their feet are webbed and this genetic trait m.akes them fast swimmers. " 
8ioIogists believe that ducb evohred fmrn land Mrds which a d  not have wbbed feet The trait in n 
of web feet in ducks 
because they lived in water and 1 1 2 3 4 5  because of a chance mutation 
Explain your answer. 
f l  
- 3. While ducks were evolving webbed feet 
Wa each generation, most ducks 
were similar to their parents and had 
about the same mount of webbing 
on their feet; a few ducks had more 
webbibg. 
Wm each genemtion, most duks 
1 1 2 3 4 5  had more webblng on their feet tham 
their parents. 
Explain your answer. rn 
4. If a population of ducks were foroed to live in an environment were water for swimming was no 
available 
feet were poorly adapted to this 1 1 2 3 4 5  1 
environment. 
Explain your answer. 
because these dudcs aiways 
remained in water hile the 
ancestral du& afways remaineci 
Expiain your answer. 
6. Wnte a short essay (1 or 2 paragraphs) on ONE of the following topics. 
k What is-the role and infiuenœ of meiosis on genetics and genetics on evolution. 
B. Compare (and give examples) of the influence of adaptive and non-adaptive selecüon on 
evolutlon. 
C. Desaibe the ways in Midi two species remain distinct 
Chemistry of Water and Osmosis 
3 1. Suppose there is a large beaker full of clear water and a drop of blue dye is added to the 
beaker of water. Eventually the water will tum a light blue color. The process responsible 
for blue dye becoming evenly distributed throughout the water is: 
1. osmosis 
2. diîfûsion 
3. a reaction between water and dye 
32. The reason for my answer is because: 
1. the lack of a membrane means that osmosis and diffusion cannot occur 
2. there is movement of particles between regions of different concentrations 
3. the dye separates into small particles and mixes with water 
4. the water moves f?om one region to another 
33. During the process of diision, particles will generally move fiom: 
1. high to low concentrations 
. 2. low to high concentrations 
- 34. The reasqn for my answer is because: 
. 1. there are too many particles crowded into one area; therefore, they move to an 
area with more room. 
2. particles in areas of greater concentration are more likely to bounce towad other 
areas. 
3. the particles tend to move until the two areas are isotonie, and then the particles 
stop moving. 
4. there is a greater chance of the particles repeiling each other. 
,. . 
. .  . 
... . 
. . 
.. . 
3 5.  As the difference in concentration between' two areas increases, the. rate of diffusion: 
1. decreases 
2. increases 
36. The reason for my answer is because: 
1. there is less room for the particles to move. 
2. if the concentration is high enough, the particles will spread less and the rate will 
be slowed. 
3. the molecules want to spread out. 
4. there is a greater likelihood of random motion into other regions. 
37. A glucose solution can be made more concentrated by: 
1. adding more water 
2. adding more glucose 
38. The reason for my answer is because: 
1. the more water there i s  the more glucose it will take to saturate the solution. 
2. concentration means the dissolving of something. 
3. it increases the number of dissolved particles. 
4. for a solution to be more concentrated one must add more liquid. 
39. If a small arnount of sugar is added to a container of water and allowed to set for a very 
long penod of time without stimng, the sugar molecules will: 
1. be more concentrated on the bottom of the container 
2. be evenly distributeci throughout the container 
40. The reason for my answer is because: 
1. .there is movement of particles fiom a high to low concentration. 
2. the sugar is heavier than water and will sink. 
3. sugar dissolves poorly or not at al1 in water. 
4. there will be more time for settling. 
Suppose you add a drop of blue dye to a container of clear water and after several hours 
the entire container turns light blue. At this time, the molecules of dye: 
1. have stopped moving 
2. continue to move around randomly 
42. The reason for my answer is because: 
1. the entire container is the same color; if they were still moving, the container 
would be different shades of blue. 
2. if the dye molecules stopped, they would settle to the bottom of the container. 
3. molecules are always moving. 
4. this is a liquid; if it were solid, the molecules would stop moving. 
43. Suppose there are two large beakers with equal amounts of clear water at two different 
temperatures; Beaker 1 is at 5 degrees centigrade while Beaker 2 is at 20 degrees. . Next, 
a drop of green dye is added to each beaker of water. Eventually the water tums light 
green. ~ h i c h  beaker became light green first? 
1. Beaker 1 
2. Beaker 2 
44. The reason for my answer is because: 
1. the lower temperature breaks down the dye. 
2. the dye molecules move faster at higher temperatures. 
3. the wld temperature speeds up the molecules. 
4. it helps the molecules to expand. 
45. Two columns of water are separated by a membrane through which only water can pass. 
Colurnn 1 contains dye and water; wlumn 2 wntains pure water. Afier 2 hours, the 
water level in column 1 will be: 
1. higher 
2. lower 
3. the sarne height 
46. The reason for my answer is because: 
1. water will move fiom the hypertonic to hypotonic solution. 
2. the concentration of water molecules is less on side 1. 
3. . water will becorne isotonie. 
4. water moves fiom low to high concentration. 
47. In question 45, column 1 is to column 2. 
1. hypotonic 
2. hypertonic 
3. isotonic 
- 48. The reason for my answer'is because: 
1. water is hypertonic to most things. 
2. isotonic means "the same". 
3. water moves fiom a high to a low concentration. 
4. there are fewer dissolved particles on side 1. 
49. If a plant ce11 that lives in fieshwater were placed in a beaker of 25% salwater solution, 
the central vacuole would: 
1. increase in size 
2. decrease in s-ize 
3. remain the same size 
50. The reason for my answer is because: 
1. salt absorbs the water fiom the central vacuole. 
2. water will move fiom the vacuole to the saltwater solution. 
3 .  the salt will enter the vacuole. 
4. salt solution outside the ce11 cannot affect the vacuole inside the cell. 
5 1 .  Suppose you killed the plant cell with poison and placed the dead cell in a 25% saltwater 
solution. 
1. Osmosis and difision would not occur 
2. Osmosis and diffusion would continue 
3. Only diffision would continue 
4. Only osmosis would continue 
52. The reason for my answer is because: 
1. the ceIl would stop fùnctioning. 
2. the ce11 does not have to be alive. 
3. osmosis is not random, whereas diision is a random process. 
4. osmosis and diffusion require ceIl energy. 
53. Al1 ce11 membranes are: 
54. The reason for my answer is because 
1. They allow some substances to pass. 
2. They allow some substances to enter, but they prevent any substances fiom 
leaving . 
3. The membrane requires nutrients to live. 
4. They allow ALL nutrients to pass. 
55. What would you see if you could take one molecule of a sample of tap water and look at it 
under a microscope that allowed you to see every detail of this single water molecule? 
1. A closed figure with no definite shape. 
2. ' Two or more solid spheres. 
3. A tnangular shapped cloud. 
4. A sphere with particles spread throughout. 
. 56. Water is dan 
1. molecule 
2. atom 
3. element 
4. neutron 
5. electron 
57. Would a sample of ice have the same structure under the microscope? 
1. It would look exactly the same. 
2. It would look exactly the same, except each "ice particle" would be closer. 
3.  It would look exactly the same, except each "ice particle" would be further apart. 
4. It would look different. 
58. Would a sample of steam have the same structure under the microscope? 
1. It would look exactly the same. 
2. It would look exactly the same, except each "steam particle" would be closer. 
3. It would look exactly the same, except each "steam particle" would be îùrther 
apart. 
4. It would look different . 
59. What element(s) make(s) up water molecules? 
1. Oxygen, hydrogen and sodium. 
2. Oxygen and hydrogen. 
3. Hydrogen alone 
4. Different foms of water are made up of different things (i.e., ice is not the same 
as stem or liquid water). 
60. Which of the foilowing statements is true? 
1. Al1 atoms contain the same number of molecules. 
2. Different atoms are made up of different number of molecules. 
3. DEerent molecules are made up of different number of atoms. 
4. Ail molecules contain the same number of atoms. 
61. Thereare atoms in a tap water molecule. 
1. one 
2. two 
. 
3. t hree 
4. tap water is not pure; therefore one cannot determine the number of atoms in the 
water molecule. 
62. Which of the following statements is true? 
1. Ail foms of water (liquid, ice, steam) are made up of the same number and type of 
of atoms. 
2 Dserent forms of water contain a different number of atoms. 
3. Different forms of water contain different types of atoms. 
4. Differtent forms of water contain the same elements but in a different proportion. 
63. What size is a molecule of water? 
1. Water molecules always take the size of the container holding the sample of water. 
2. About the size of a virus. 
3. Water molecules come in different sizes. 
4. Molecules are much smaller than even the smallest protein. 
64. Which of the following statements is tme? 
1. All water molecules (ice, steam, liquid ) are the same size. 
2. Water molecules are not a fixed size, the size depends on environmental 
conditions. 
3. The size of water molecules depends on the phase in question. Al1 ice water 
molecules are the same size but they differ from steam molecules. 
4. Molecules in the same forrn of water can have a different number of molecules.. 
65. Which statement is true? 
1. An atom is flat but a molecule is a three-dimensional structure. 
2. A molecule is flat but an atom is a three-dimensional structure. 
3. Molecules and atoms are three dimensional structures. 
4. Both molecules and atoms are flat. 
66. . Which statementis true? 
1. Ail water molecules (ice, steam, liquid ) have the same shape. 
2. ~ a t e r  molecules do not have a fixed shape, the shape depends on environmental 
conditions. 
3. The shape of water molecules depends on the phase in question. Al1 ice water 
molecules have the same shape but they diEer from stem molecules. 
4. Molecules in the same form of water can be different shapes. 
67. Which water mole6ules are the largest? 
1. Ice, stem and liquid water molecules are aii the same size. 
2. Ice molecules. 
3. Liquid water molecules. 
4. Steam mclecules. 
68. Why did you choose your answer in 67 above? 
1. Heat causes molecules to expand and get bigger. 
2. Cold causes molecules to expand and get bigger. 
3. Liquid water molecules are the most common so they must also be the biggest. 
4. Since al1 molecules of water are made up of the same elements they are always the 
same size. 
69. Which statement is true? 
1 .  Al1 water molecules weigh the same regardless of the form. 
2. Ice molecules are the lieaviest water molecules. 
3. Liquid water molecules are the heaviest water molecules. 
4. Steam molecules are tlie lieaviest water molecules. 
70. Wliicli statement is true? 
1 .  Al1 water molecules have space between the molecules. 
2. Only liquid water and steam have space between the molecules. 
3 .  When ice melts the molecules expand and take up more space. 
4. When ice melts the molecules shrink and space between the molecules is created . 
71. I n  wliicli forin of water do the molecules move fastest? 
1.  Ice. 
2. Liquid water. 
3. Steam. 
4. The molecules of water move at the saine speed regardless of forin. 
72. Wliy did you choose your answer to 23 above. 
1. Since al1 water molecules weigh the same they move with the same speed. 
2. Steam molecules have more kinetic energy so tliey move fastest. 
3. Cold molecules move fastest in an atteinpt to gain kinetic energy. 
4. Water flows wliereas ice and steam doii't so its molecules must move 
faster. 
73. Which statement is true? 
1. Bigger molecules move slower tlian smaller ones. 
2. A molecule in a large container will move faster tlian a molecule in a small 
container. 
3. The speed of a molecule depends on its kinetic eiiergy. 
4. Heat causes molecules to expand. This, in turn, causes molecules to move faster. 
74. Wliicli statement about atoms is correct? 
1.  Atoms are flat. 
2. Atoms are spheres with particles embedded in them. 
3 An atom consists of a central nucleus witli electrons moving in a fixed path around 
the nucleus. 
4. An atom consists of a central nucleus with electrons inoving in an undermined patli 
around tlie nucleus. 
75 The mass of an atoin 
1 .  1s always tlie saine regardless of the eleinent. 
2. 1s undeterininable. 
3. 1s different for different eleineiits. 
4. Clianges with temperature and pressure. 
76. Wliicl~ statement is true? 
1 .  Tlie atonls i i i  my body are alive but the atoms in iny pen are not. 
2. Al1 atoms are alive. 
3. Atoms are only alive if tliey move. 
4. No atorns are alive. 
77. Wliicli statemeiit is true? 
1. A compound always cqnsists of different elements bonded togetlier. 
2. A compound can be pure or impure, consisting of eitlier the same or different 
elements bonded together. 
3. A polluted river contains elements i i i  an impure form. 
4. An uilpolluted river contains inolecules consisting of identical atoms bonded 
together. 
