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EIGENVALUES OF MINIMAL CANTOR SYSTEMS
FABIEN DURAND, ALEXANDER FRANK, AND ALEJANDRO MAASS
Abstract. In this article we give necessary and sufficient conditions that
a complex number must satisfy to be a continuous eigenvalue of a minimal
Cantor system. Similarly, for minimal Cantor systems of finite rank, we pro-
vide necessary and sufficient conditions for having a measure theoretical eigen-
value. These conditions are established from the combinatorial information of
the Bratteli-Vershik representations of such systems. As an application, from
any minimal Cantor system, we construct a strong orbit equivalent system
without irrational eigenvalues which shares all measure theoretical eigenvalues
with the original system. In a second application a minimal Cantor system
is constructed satisfying the so-called maximal continuous eigenvalue group
property.
1. Introduction
The spectral theory of dynamical systems and, in particular, the study of eigen-
values of topological dynamical systems, either from a measure theoretical or a
topological perspective, is a fundamental topic in ergodic theory, which allows one
to understand mixing properties and the characterization of the Kronecker and
maximal equicontinuous factors. Particularly interesting and rich has been the
study of eigenvalues and weakly mixing properties of classical systems like inter-
val exchange transformations [NR97, AF07, FHZ04, FZ11] or other systems arising
from translations on surfaces [AD16]. From the symbolic dynamics point of view
most of these systems have representations as minimal Cantor systems of finite
topological rank, i.e., there is a symbolic extension that can be represented by a
Bratteli-Vershik system such that the number of Kakutani-Rohlin towers per level
is globally bounded. To characterize eigenvalues of the original systems it is enough
to consider this class of Cantor systems. Of course, a general approach like this as-
sumes that the particular nature and information carried by the original dynamics
can be effectively translated into concrete properties of a “good” Kakutani-Rohlin
representation, which is not evident. Nevertheless, good representations for interval
exchange transformations and, in particular, irrational rotations of the torus have
already been proposed (see [GJ02, DDM00]).
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With these examples in mind, our main motivation is to provide general necessary
and sufficient conditions for a complex number to be the eigenvalue, either contin-
uous or measure theoretical, of a minimal Cantor system of finite topological rank
and when possible to get the same kind of results for any minimal Cantor system.
In addition, we also want these conditions to be useful for studying the weakly
mixing property, i.e., the absence of eigenvalues, or any other question relating
eigenvalues with the dynamics of minimal Cantor systems.
Some problems addressed in this article for different subclasses of minimal Cantor
systems of finite topological rank has been considered since the pioneering work of
Dekking [Dek78] and Host [Hos86]. There, it was stated that measurable eigenval-
ues of primitive substitution dynamical systems are always associated to continuous
eigenfunctions, thus the maximal equicontinuous and measure theoretical Kronecker
factors coincide. Implicitly, both works give conditions to be a measurable eigen-
value; however, the complete characterization of eigenvalues for substitution dy-
namical systems was given in [FMN96]. Later, necessary and sufficient conditions
to characterize continuous and measurable eigenvalues of linearly recurrent minimal
Cantor systems were provided in [CDHM03] and [BDM05]. These conditions are
very effective and rely on the combinatorial data carried by the Bratteli-Vershik
representations. Even if linearly recurrent systems are natural from the symbolic
dynamics point of view (see [Dur00, Dur03]), this class could be considered “small”,
meaning that in many classical cases, like interval exchange transformations, only
a few maps have a symbolic representation of this kind. In fact, most of them are
of finite topological rank and not linearly recurrent. There are few general results
concerning eigenvalues of minimal Cantor systems of finite topological rank. Some
preliminary results are given in [BDM10] and a detailed study of eigenvalues of
Toeplitz systems of finite topological rank is given in [DFM15]. This last work
motivates the ideas of the current work.
In this article we provide necessary and sufficient conditions that a complex num-
ber should satisfy to be a measurable eigenvalue of a minimal Cantor system of
finite topological rank (Theorem 10 and Theorem 17). In addition, we give a nec-
essary and sufficient condition for a complex number to be a continuous eigenvalue
of a minimal Cantor system, that is, we succeeded in dropping the finite rank hy-
pothesis (Theorem 2). In its conception, the conditions are very similar to those
proposed for linearly recurrent systems. They are given in the form of the con-
vergence of some series or special sequences and only depend on the combinatorial
data provided by the Bratteli-Vershik representations. The main difference here
is that we need to include in an algebraic way the information of the local orders
carried by these representations. Thus, the drawback of these conditions is that
they depend on a non trivial computation.
To illustrate the use of the conditions provided in this article we consider different
examples and applications.
First we prove that our conditions extend the results in [DFM15] to character-
ize eigenvalues of finite rank Toeplitz minimal systems. This class, even if simple,
allows to see the amount of information needed to compute eigenvalues using the
proposed conditions. Then, a first application relates the notions of continuous
eigenvalues and strong orbit equivalence. We use our necessary and sufficient con-
dition in the continuous case to prove that, by doing controlled modifications of
the local orders of a Bratteli-Vershik system, one can alter the group of continuous
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eigenvalues. In particular, starting from a minimal Cantor system without roots
of unity as continuous eigenvalues we produce a strong orbit equivalent system
that is topologically weakly mixing and which shares the Kronecker factor with the
original system for any ergodic measure. In [GHH16] a similar result is obtained
but without the control on the non continuous eigenvalues and in [FS14] a similar
example is developed in the context of tiling systems. In a second example, the
conditions to be measurable eigenvalues and previous application are used to con-
struct a topologically weakly mixing minimal Cantor system of rank two admitting
all rational numbers as measure theoretical eigenvalues, showing that topological
rank is not an obstruction to have non continuous rational eigenvalues as in the
Toeplitz case. Finally, inspired by questions in [CDP16] and [GHH16], we use our
main theorems to produce an expansive minimal Cantor system whose group of
continuous eigenvalues coincides with the intersection of the images of the so-called
group of traces.
The article is organized as follows. In Section 2 we provide the main definitions
concerning eigenvalues of dynamical systems and Bratteli-Vershik representations.
Section 3 is devoted to the main result in the continuous case (Theorem 2). In this
section we do not use the finite rank hypothesis. Section 4 is focused on the main
results in the measurable case (Theorem 10 and Theorem 17). These results only
concern minimal Cantor systems of finite topological rank. Finally, in Section 5 we
develop examples and applications illustrating our main results.
2. Definitions and notation
2.1. Dynamical systems and eigenvalues. A topological dynamical system, or
just dynamical system, is a compact Hausdorff space X together with a homeomor-
phism T : X → X . We use the notation (X,T ). If X is a Cantor set (i.e., X has a
countable basis of closed and open sets and it has no isolated points) we say that
the system is Cantor. A dynamical system is minimal if all orbits are dense in X ,
or equivalently if the only non empty closed invariant set is X .
A complex number λ is a continuous eigenvalue of (X,T ) if there exists a contin-
uous function f : X → C, f 6= 0, such that f ◦ T = λf ; f is called a continuous
eigenfunction (associated to λ). The system (X,T ) is topologically weakly mixing if
it has no non constant continuous eigenfunctions. Let µ be a T -invariant probabil-
ity measure defined on the Borel σ-algebra of X , i.e., Tµ = µ. A complex number
λ is an eigenvalue of the dynamical system (X,T ) with respect to µ if there exists
f ∈ L2(X,µ), f 6= 0, such that f ◦ T = λf ; f is called an eigenfunction (associated
to λ). If µ is ergodic, then every eigenvalue for µ has modulus 1 and every eigen-
function has a constant modulus µ-almost surely. Of course, continuous eigenvalues
are eigenvalues for µ. The system is weakly mixing for µ if it has no non constant
eigenfunctions.
If λ = exp(2iπα) is either a continuous or measurable eigenvalue with α an irra-
tional number we say that λ is an irrational eigenvalue; in the case α is rational we
say that λ is a rational eigenvalue.
2.2. Bratteli-Vershik representations. Let (X,T ) be a minimal Cantor system.
It can be represented by an ordered Bratteli diagram together with the Vershik
transformation acting on it. This couple is called a Bratteli-Vershik representation
of the system. We give a brief outline of this construction emphasizing the notation
in this paper. For details on this theory see [HPS92] or [Dur10].
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2.2.1. Bratteli diagrams. A Bratteli diagram is an infinite graph (V,E) which con-
sists of a vertex set V and an edge set E, both of which are divided into levels
V = V0 ∪ V1 ∪ . . . and E = E1 ∪ E2 ∪ . . ., where all levels are pairwise disjoint.
The set V0 is a singleton {v0} and for all n ≥ 1 edges in En join vertices in Vn−1
to vertices in Vn. If e ∈ E connects u ∈ Vn−1 with v ∈ Vn we write s(e) = u and
r(e) = v, where s : En → Vn−1 and r : En → Vn are the source and range maps,
respectively. It is also required that s−1(v) 6= ∅ for all v ∈ V and that r−1(v) 6= ∅
for all v ∈ V \ V0. For all n ≥ 1 we set #Vn = dn and we write Vn = {1, . . . , dn} to
simplify notation.
Fix n ≥ 1. We call level n of the diagram the subgraph consisting of the vertices
in Vn−1 ∪ Vn and the edges En between these vertices. Level 1 is called the hat
of the Bratteli diagram. We describe the edge set En using a Vn−1 × Vn incidence
matrix Mn for which its (u, v) entry is the number of edges in En joining vertex
u ∈ Vn−1 with vertex v ∈ Vn. We also set Pn = M2 · · ·Mn, with the convention
that P1 = I, where I denotes the identity matrix. The number of paths joining
v0 ∈ V0 and a vertex v ∈ Vn is given by coordinate v of the height row vector
hn = (hn(u);u ∈ Vn) ∈ NVn . Notice that h1 =M1 and hn = h1Pn.
We also consider several levels at the same time. For integers 0 ≤ m < n we
denote by Em,n the set of all paths in the graph joining vertices of Vm with vertices
of Vn. We define matrices Pm,n =Mm+1 · · ·Mn, with the convention that Pn,n = I
for 1 ≤ m ≤ n. Clearly, entry Pm,n(u, v) of matrix Pm,n is the number of paths
in Em,n from vertex u ∈ Vm to vertex v ∈ Vn. It can be easily checked that
hn = hmPm,n.
A Bratteli diagram (V,E) is called simple if for any m ≥ 1 there exists n > m
such that each pair of vertices u ∈ Vm and v ∈ Vn is connected by a finite path,
i.e., Pm,n > 0.
The incidence matrices defined above correspond to the transpose of the matrices
defined at the classical reference in this theory [HPS92]. This choice, which in our
opinion is more mnemotechnical, is done to simplify the reading of the article.
2.2.2. Ordered Bratteli diagrams and Bratteli-Vershik representations. An ordered
Bratteli diagram is a triple B = (V,E,), where (V,E) is a Bratteli diagram and
 is a partial ordering on E such that: edges e and e′ in E are comparable if and
only if r(e) = r(e′). This partial ordering naturally defines maximal and minimal
edges. Also, the partial ordering of E induces another one on paths of Em,n for all
0 ≤ m < n: (em+1, . . . , en)  (fm+1, . . . , fn) if and only if there is m + 1 ≤ i ≤ n
such that ei  fi and ej = fj for i < j ≤ n.
Given a strictly increasing sequence of integers (nk)k≥0 with n0 = 0 one defines
the contraction or telescoping of B = (V,E,) with respect to (nk)k≥0 by(
(Vnk)k≥0 ,
(
Enk,nk+1
)
k≥0
,
)
,
where  is the order induced in each set of edges Enk,nk+1 . The converse operation
is called microscoping (see [HPS92] and [GPS95] for more details).
Given an ordered Bratteli diagram B = (V,E,) one defines XB as the set of
infinite paths (x1, x2, . . .) starting in v0 such that r(xn) = s(xn+1) for all n ≥ 1. We
topologize XB by postulating a basis of open sets, namely the family of cylinder
sets
[e1, e2, . . . , en] = {(x1, x2, . . .) ∈ XB ; xi = ei, for 1 ≤ i ≤ n } .
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Each [e1, e2, . . . , en] is also closed, as is easily seen, and so XB is a compact,
totally disconnected metrizable space. If (V,E) is simple then XB is Cantor.
When there is a unique point (x1, x2, . . .) ∈ XB such that xn is (locally) maximal
for any n ≥ 1 and a unique point (y1, y2, . . .) ∈ XB such that yn is (locally) minimal
for any n ≥ 1, one says that B = (V,E,) is a properly ordered Bratteli diagram.
We call these particular points xmax and xmin respectively. In this case, we define
the map VB on XB called the Vershik map as follows. Let x = (x1, x2, . . .) ∈
XB \{xmax} and let n ≥ 1 be the smallest integer so that xn is not a maximal edge.
Let yn be the successor of xn for the corresponding local order and (y1, . . . , yn−1)
be the unique minimal path in E0,n−1 connecting v0 with the initial vertex of yn.
We set VB (x) = (y1, . . . , yn−1, yn, xn+1, . . .) and VB (xmax) = xmin.
The system (XB, VB) is called the Bratteli-Vershik system generated by B =
(V,E,). The dynamical system induced by any telescoping of B is topologically
conjugate to (XB, VB).
In [HPS92] it is proved that the system (XB, VB) is minimal whenever the associ-
ated Bratteli diagram (V,E) is simple. Conversely, it is also proved that any min-
imal Cantor system (X,T ) is topologically conjugate to a Bratteli-Vershik system
(XB, VB) where (V,E) is simple. We say that B = (V,E,) is a Bratteli-Vershik
representation of the minimal Cantor system (X,T ) if B is properly ordered, (V,E)
is simple and (X,T ) and (XB, VB) are topologically conjugate. In what follows,
each time we consider a representation B = (V,E,) of (X,T ) we will say that
(X,T ) is given by the Bratteli-Vershik representation B and we will identify (X,T )
with (XB, VB).
To have a better understanding of the dynamics of a minimal Cantor system,
and in particular to understand its group of eigenvalues, one needs to work with a
“good” Bratteli-Vershik representation. So we consider representations such that:
(H1) The entries of h1 are all equal to 1.
(H2) For every n ≥ 2, Mn > 0.
(H3) For every n ≥ 2, all maximal edges of En start in the same vertex of Vn−1.
We assume this vertex is dn−1.
Classical arguments show that this reduction is possible, in particular (H2) follows
from the simplicity of the Bratteli-Vershik representation and (H3) can be deduced
from Proposition 2.8 in [HPS92]. A Bratteli-Vershik representation of a minimal
Cantor system (X,T ) satisfying (H1), (H2) and (H3) will be called proper.
2.2.3. Minimal Cantor systems of finite topological rank. A minimal Cantor system
is of finite (topological) rank if it admits a Bratteli-Vershik representation such
that the number of vertices per level is uniformly bounded by some integer d. The
minimum possible value of d is called the topological rank of the system. We observe
that topological and measure theoretical finite rank notions are different notions.
For instance, systems of topological rank one correspond to odometers, whereas
in the measure theoretical sense there are rank one systems that are expansive as
classical Chacon’s example.
If the minimal Cantor system has finite rank d, in the definition of proper repre-
sentation we will also assume:
(H4) For every n ≥ 1, dn is equal to d.
This condition can be assumed without loss of generality in the finite rank case.
Also, to simplify notation and avoid the excessive use of indices, in this last case
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we will identify Vn with {1, . . . , d} for all n ≥ 1. The level n will be clear from the
context. It is not difficult to prove that a minimal Cantor system of topological
finite rank d has a proper representation (see [DFM15] for an outline of the proof).
A minimal Cantor system is linearly recurrent if it admits a proper Bratteli-
Vershik representation such that the set {Mn;n ≥ 2} is finite. Clearly, linearly
recurrent minimal Cantor systems are of finite rank (see [DHS99], [Dur00], [Dur03]
and [CDHM03] for more details and properties of this class of systems).
2.2.4. Kakutani-Rohlin partitions. Let B = (V,E,) be a representation of the
minimal Cantor system (X,T ). This diagram defines for each n ≥ 0 a clopen
Kakutani-Rohlin partition of X : for n = 0, P0 = {B0(v0)}, where B0(v0) = X , and
for n ≥ 1
Pn = {T
−jBn(v); v ∈ Vn, 0 ≤ j < hn(v)},
where Bn(v) = [e1, . . . , en] and (e1, . . . , en) is the unique maximal path from v0 to
vertex v ∈ Vn. For each v ∈ Vn the set {T−jBn(v); 0 ≤ j < hn(v)} is called the
tower v of Pn. It corresponds to the set of all paths from v0 to v ∈ Vn (there are
exactly hn(v) of such paths). Denote by Tn the σ-algebra generated by the partition
Pn. The map τn : X → Vn is given by τn(x) = v if x belongs to tower v of Pn. The
entrance time of x to Bn(τn(x)) is given by rn(x) = min{j ≥ 0;T jx ∈ Bn(τn(x))}.
For each x = (x1, x2, . . .) ∈ X and 0 ≤ m < n define the row vector sm,n(x) ∈
NVm , called the suffix vector of x between levels m and n, by
sm,n(x, u) = #{e ∈ Em,n; (xm+1, . . . , xn) ≺ e, s(e) = u}
at each coordinate u ∈ Vm, where ≺ stands for  and 6= simultaneously, and
sm,n(x, u) stands for the u-th entry of the row vector sm,n(x). If y is another point
in X with τm(y) = τm(x) and τn(y) = τn(x), then it is clear that sm,n(x) = sm,n(y)
if and only if (xm+1, . . . , xn) = (ym+1, . . . , yn). This fact motivates the following
definition. For each 0 ≤ m < n, u ∈ Vm and v ∈ Vn, define the set
Sm,n(u, v) = {sm,n(x);x ∈ X, τm(x) = u and τn(x) = v} .
A direct verification shows that the cardinality of Sm,n(u, v) is equal to Pm,n(u, v),
i.e., the number of paths in Em,n joining u and v. If necessary, to simplify notation
we put sn(x) = sn,n+1(x) and Sn(u, v) = Sn,n+1(u, v).
A classical computation gives for all n ≥ 1 (see for example [BDM05]):
rn(x) = s0(x) +
n−1∑
i=1
〈si(x), h1Pi〉 = s0(x) +
n−1∑
i=1
〈si(x), hi〉 , (2.1)
where 〈·, ·〉 is the euclidean inner product. Observe that under hypothesis (H1),
i.e., h1 = (1, . . . , 1), we have s0(x) = 0. Similarly, one can obtain the following
general relation between entrance times and suffix vectors of x ∈ X :
rn(x) = rm(x) + 〈sm,n(x), hm〉, (2.2)
for 1 ≤ m < n. From this equality it follows that for 0 ≤ ℓ < m < n
〈sℓ,n(x), hℓ〉 = 〈sℓ,m(x), hℓ〉+ 〈sm,n(x), hm〉, (2.3)
and particularly
〈sm,n(x), hm〉 =
n−1∑
i=m
〈si(x), hi〉. (2.4)
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Equation (2.3) can also be obtained by noticing that for n ≥ 0 and x ∈ X
sn(x) + sn+1(x)M
T
n+1 = sn,n+2(x), (2.5)
and then, for 0 ≤ ℓ < m < n we have
sℓ,n(x) = sℓ,m(x) + sm,n(x)P
T
ℓ,m. (2.6)
2.2.5. Invariant measures. Let B = (V,E,) be a Bratteli-Vershik representation
of the minimal Cantor system (X,T ). Let µ be an invariant probability measure
for this system. The measure µ is determined by the values it gives to Bn(v)
for all n ≥ 0 and v ∈ Vn. Define the column vector µn = (µn(v); v ∈ Vn) with
µn(v) = µ(Bn(v)). A simple computation allows to prove the following useful
relation:
µm = Pm,nµn (2.7)
for all 0 ≤ m < n. Also, µ(τn = v) = µ{x ∈ X ; τn(x) = v} = hn(v)µn(v) for all
n ≥ 1 and v ∈ Vn.
2.2.6. Clean Bratteli-Vershik representations. Let B = (V,E,) be a proper rep-
resentation of finite rank d of the minimal Cantor system (X,T ). Recall that in
this case we identify Vn with {1, . . . , d} for all n ≥ 1. Then, by Theorem 3.3
in [BKMS13], there exist a telescoping of the diagram (which keeps the diagram
proper) and δ0 > 0 such that:
(1) For any ergodic measure µ there exists Iµ ⊆ {1, . . . , d} satisfying:
(a) µ(τn = v) ≥ δ0 for every v ∈ Iµ and n ≥ 1, and
(b) limn→+∞ µ(τn = v) = 0 for every v 6∈ Iµ.
(2) If µ and ν are different ergodic measures then Iµ ∩ Iν = ∅.
When a proper Bratteli-Vershik representation of finite rank d satisfies the previous
properties we say it is clean. We remark that this is a modified version of the
notion of clean Bratteli diagram given in [BDM10] that is inspired by the results
of [BKMS13]. This property will be relevant for formulating our main result in the
measurable case.
In [BKMS13], systems such that Iµ = {1, . . . , d} for some ergodic measure µ are
called of exact finite rank. Clearly, those systems are uniquely ergodic.
3. Continuous eigenvalues of minimal Cantor systems
In this section we show a necessary and sufficient condition for a complex number
to be a continuous eigenvalue of a minimal Cantor system. The condition is given
in terms of the combinatorial objects associated to a proper Bratteli-Vershik rep-
resentation of the system. The proof follows the lines and some ideas developed to
prove a general necessary condition in [BDM10].
3.1. The necessary and sufficient condition. Let (X,T ) be a minimal Cantor
system given by a proper Bratteli-Vershik representation B = (V,E,). The most
general necessary and sufficient condition for a complex number λ = exp(2iπα) to
be a continuous eigenvalue of (X,T ) states that the map λrn(·) converges uniformly
(see Proposition 12 in [BDM05]). In order to achieve the uniform convergence,
several simpler necessary conditions relying on the combinatorics of the Bratteli-
Vershik representation B have been proposed. We recall the necessary condition
proved in [BDM10] that serves as motivation to the main result of this section.
Denote by ||| · ||| the distance to the nearest integer vector.
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Theorem 1. Let (X,T ) be a minimal Cantor system given by a proper Bratteli-
Vershik representation B = (V,E,). If λ = exp(2iπα) is a continuous eigenvalue
of (X,T ) then ∑
n≥1
|||αh1Pn||| =
∑
n≥1
|||αhn||| < +∞ .
Let λ = exp(2iπα) be a continuous eigenvalue of (X,T ) as in Theorem 1. Then,
for all n ≥ 1 there exist a real vector ηn and an integer vector νn such that
αh1Pn = αhn = ηn + νn and ηn −−−−−→
n→+∞
0 . (3.1)
Moreover, Theorem 5 in [BDM10] states that such a decomposition satisfies that
for all large enough n
ηn+1 = ηnMn+1 and νn+1 = νnMn+1 . (3.2)
A classical computation allows us to deduce the possible values for α from these
two conditions. This is part (2) of Corollary 7 in [BDM10] but we give a proof for
completeness. Fix large integers 1 ≤ m < n such that (3.2) holds for such values
and multiply (the row vector) αhm by (the column vector) µm, where µ is any
invariant probability measure. From (3.1), (2.7) and (3.2) we get,
α = αhm · µm = ηm · µm + νm · µm = ηm · Pm,n · µn + νm · µm = ηn · µn + νm · µm,
where in the first equality we have used the fact that hm ·µm = 1. Taking n→ +∞
and using (3.1) we get that
α = νm · µm and ηm · µm = 0 for every large enough m ∈ N. (3.3)
We stress the fact that many values of λ = exp(2iπα) with α as in (3.3) could not
be continuous eigenvalues of (X,T ). This fact strongly relies on the local orders of
the Bratteli-Vershik representation B.
The general necessary and sufficient condition we present below refines the one
in Theorem 1 incorporating the local orders of the Bratteli-Vershik representation
of the minimal Cantor system. This is achieved by considering the suffix vectors
defined at each level of the diagram. While submitting this article we remarked the
similarity of this result with Theorem 4.1 in [FS14], where the authors provide a
necessary and sufficient condition to be a continuous eigenvalue for a special class
of fusion tilings.
Theorem 2. Let (X,T ) be a minimal Cantor system given by a proper Bratteli-
Vershik representation B = (V,E,). The following conditions are equivalent,
(1) λ = exp(2iπα) is a continuous eigenvalue of (X,T );
(2)
∑
n≥1
max
x∈X
|||α〈sn(x), hn〉||| < +∞;
(3)
∑
n≥1
max
s∈Sn(un,un+1)
|||α〈s, hn〉||| < +∞ for any sequence of vertices (un;n ≥ 1)
with un ∈ Vn.
Assume that (X,T ) is a minimal Cantor system given by a proper Bratteli-Vershik
representation B = (V,E,) as in Theorem 2. We will need two preliminary
lemmas to prove that (1) is equivalent with (2) and (3). The first one is almost
identical to Lemma 4 in [BDM10] so we omit its proof. We only remark that
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the proof is a simple use of properties (H2) and (H3) in the definition of proper
Bratteli-Vershik representation.
Lemma 3. Let (jn;n ≥ 1) be a sequence of positive integers such that jn+1−jn ≥ 3
and let (ejn+1;n ≥ 1) be a sequence of edges of the Bratteli diagram with ejn+1 ∈
Ejn+1. Then, there exist points x = (x1, x2, . . .) and y = (y1, y2, . . .) in X such that
for all n ≥ 1,
(1) xjn+1 = ejn+1, r(xjn+1) = r(yjn+1) and sjn(y) = (0, . . . , 0) ( i.e., yjn+1 is a
maximal edge);
(2) xj = yj for jn + 2 ≤ j ≤ jn+1 − 1;
(3) sjn+1−1(x) = sjn+1−1(y) = (0, . . . , 0) ( i.e., xjn+1 and yjn+1 are maximal
edges).
Lemma 4. Let λ = exp(2iπα) be a continuous eigenvalue of (X,T ). For every
n ≥ 1 let ηn and νn be the real and integer vectors satisfying properties (3.1) and
(3.2). Then, max
x∈X
|〈sn(x), ηn〉| →n→+∞ 0.
Proof. Since λ is a continuous eigenvalue we have that the sequence of maps
(|||αrn(·)|||;n ≥ 1) converges uniformly (Proposition 12 in [BDM05]).
Fix 0 < ε < 1/8. By property (3.1), equality (2.1) and the uniform convergence
of (|||αrn(·)|||;n ≥ 1), there exists n0 ≥ 1 such that for all n ≥ n0 and x ∈ X ,
‖ηn‖ < ε < 1/8 and
|||〈sn(x), ηn〉||| = |||〈sn(x), ηn + νn〉||| = |||〈sn(x), αhn〉||| = |||α(rn+1(x) − rn(x))||| < ε.
Write 〈sn(x), ηn〉 = εn(x) + En(x) with |εn(x)| < ε and En(x) an integer (the
closest one). Notice that the sequence of maps (εn(·);n ≥ 1) converges uniformly
to 0.
For n ≥ n0 consider the set An = {x ∈ X ;En(x) = 0}. Observe that this set
is not empty (consider a point with a maximal edge at level n + 1) and closed
(the map x 7→ 〈sn(x), ηn〉 is locally constant). Let us check that it is T -invariant.
Take x ∈ An. We have to consider three cases: sn(x) = sn(Tx), sn(x) = 0 with
sn(x) 6= sn(Tx), and sn(x) = sn(Tx)+e for some vector e from the canonical base.
In the first case it is obvious that Tx ∈ An when x ∈ An.
In the second one (x1, . . . , xn+1) is formed by maximal edges and thus (Tx)n+1
is a minimal edge. Therefore, sn(Tx) is the v-th column of Mn+1 minus the u-th
canonical vector, where u = s((Tx)n+1) and v = r((Tx)n+1). Then,
|〈sn(Tx), ηn〉| =
∣∣∣∣∣
∑
u′∈Vn
ηn(u
′)Mn+1(u
′, v)− ηn(u)
∣∣∣∣∣ = |ηn+1(v)− ηn(u)| ≤ 14 ,
where in the second equality we have used the relation in (3.2). Hence, En(Tx) =
En(x) = 0 and Tx ∈ An.
In the last case,
|En(Tx)− En(x)| =|εn(x)− εn(Tx) + 〈sn(Tx), ηn〉 − 〈sn(x), ηn〉|
≤
1
4
+ |〈e, ηn〉| ≤
1
4
+ ‖ηn‖ <
1
2
.
Therefore, En(Tx) = En(x) = 0 and Tx ∈ An.
By minimality, we obtain that An = X . This implies that for all n ≥ n0
|||〈sn(x), ηn〉||| = |〈sn(x), ηn〉| = |εn(x)| ,
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which achieves the proof. 
Proof of Theorem 2. First we prove that (2) and (3) are equivalent. Clearly, the
series in (2) is an upper bound of the series in (3), so (2) implies (3). Now, it is
not difficult to prove that there exist sequences (un;n ≥ 1) and (vn;n ≥ 1), with
un, vn ∈ Vn, such that: max
s∈Sn(un,un+1)
|||α〈s, hn〉||| = max
x∈X
|||α〈sn(x), hn〉||| if n is odd;
and max
s∈Sn(vn,vn+1)
|||α〈s, hn〉||| = max
x∈X
|||α〈sn(x), hn〉||| if n is even. The sum of the
series
∑
n≥1
max
s∈Sn(un,un+1)
|||α〈s, hn〉||| +
∑
n≥1
max
s∈Sn(vn,vn+1)
|||α〈s, hn〉||| is an upper bound
of series (2), thus (3) implies (2).
Now we prove that (1) implies (2) (and thus (3)). Let λ = exp(2iπα) be a
continuous eigenvalue of (X,T ). Then, there exist a real vector ηn and an integer
vector νn satisfying conditions (3.1) and (3.2). In particular,
αhn = ηn + νn and ηn −−−−−→
n→+∞
0,
for all n ≥ 1.
Thus, to get condition (2) of the theorem it is enough to prove that the series∑
n≥1
max
x∈X
|〈sn(x), ηn〉| converges.
For n ≥ 1 let z(n) = (z
(n)
1 , z
(n)
2 , . . .) ∈ X be such that
|〈sn(z
(n)), ηn〉| = max
x∈X
|〈sn(x), ηn〉| .
We set en+1 = z
(n)
n+1 and sn = sn(z
(n)). So, it suffices to prove the following
convergence, ∑
n≥1
|〈sn, ηn〉| < +∞. (3.4)
Let I+ = {n ≥ 1; 〈sn, ηn〉 ≥ 0}, I− = {n ≥ 1; 〈sn, ηn〉 < 0}. To prove (3.4) we only
need to show that∑
n∈I+
〈sn, ηn〉 < +∞ and −
∑
n∈I−
〈sn, ηn〉 < +∞.
Since the arguments in both cases are similar we only prove the first one. More-
over, to prove
∑
n∈I+〈sn, ηn〉 < +∞ we only show
∑
n∈I+∩3N〈sn, ηn〉 < +∞.
In a similar way one proves the convergence of series
∑
n∈I+∩(3N+1)〈sn, ηn〉 and∑
n∈I+∩(3N+2)〈sn, ηn〉.
Assume I+ ∩ 3N is infinite, if not the result follows directly. Order its elements:
1 < j1 < j2 < . . . < jn < . . .. From Lemma 3 there exist two points x = (x1, x2, . . .)
and y = (y1, y2, . . .) in X such that for all n ≥ 1,
(1) xjn+1 = ejn+1, sjn(y) = (0, . . . , 0) and r(xjn+1) = r(yjn+1);
(2) xj = yj for jn + 2 ≤ j ≤ jn+1 − 1;
(3) sjn+1−1(x) = sjn+1−1(y) = (0, . . . , 0).
We also set x1 = y1, . . . , xj1−1 = yj1−1 and s(yj1) = (0, . . . , 0). Hence, we have
(1) sjn(x) = sjn and sjn(y) = (0, . . . , 0);
(2) sj−1(x) − sj−1(y) = (0, . . . , 0) for jn + 2 ≤ j ≤ jn+1 − 1.
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Now, from the definition of the return function in (2.1) and properties of points
x and y just constructed we get for all m > 1,
α(rm(x) − rm(y)) = α
∑
n∈{1,...,m−1}
〈sn(x)− sn(y), hn〉
= α
∑
n∈{1,...,m−1}∩I+∩3N
〈sn(x)− sn(y), hn〉
= α
∑
n∈{1,...,m−1}∩I+∩3N
〈sn, hn〉
=
∑
n∈{1,...,m−1}∩I+∩3N
〈sn, ηn + νn〉 .
From Proposition 12 in [BDM05] we have α(rm(x) − rm(y)) converges mod Z
when m→ +∞. Then,
∑
n∈{1,...,m−1}∩I+∩3N〈sn, ηn〉 converges mod Z when m→
+∞ too. But, from Lemma 4, 〈sn, ηn〉 tends to 0 when n→ +∞, hence the series∑
n∈I+∩3N〈sn, ηn〉 converges. This proves that (1) implies (2).
Now we prove that (2) implies (1). Assume that
∑
n≥1maxx∈X |||α〈sn(x), hn〉|||
converges and let us prove that λ = exp(2iπα) is a continuous eigenvalue of (X,T ).
By Proposition 12 in [BDM05], it suffices to show that (αrn(x);n ∈ N) converges
mod Z uniformly in x. For 1 ≤ m < n and x ∈ X we have,
||||αrn(x)||| − |||αrm(x)|||| ≤|||α(rn(x)− rm(x))|||
=|||α
(
n−1∑
k=m
〈sk(x), hk〉
)
|||
≤
n−1∑
k=m
max
y∈X
|||〈sk(y), αhk〉||| .
Then, condition (2) implies that |||αrn||| is a Cauchy sequence for the uniform con-
vergence. This achieves the proof. 
In proving that (2) implies (1) we used Proposition 12 in [BDM05] and the defi-
nition of the map rn. It is worth pointing out that the implication of Proposition
12 that we used does not need the diagram to be proper, it is enough for it to be
only a representation, i.e., being properly ordered and simple. We state this fact
as a corollary due to its relevance in examples and applications where the incidence
matrices of the corresponding Bratteli-Vershik representation are not necessarily
strictly positive.
Corollary 5. Let (X,T ) be a minimal Cantor system given by a Bratteli-Vershik
representation B = (V,E,). If the real number α satisfies condition (2) of Theo-
rem 2, then λ = exp(2iπα) is a continuous eigenvalue of the system.
As stated before, conditions (3.1) and (3.2) allow us to compute all possible values
of α such that λ = exp(2iπα) is a candidate to be a continuous eigenvalue. The
main problem is to know whether they really correspond to continuous eigenvalues.
This is related to the local orders of the Bratteli-Vershik representations and this
is the point where Theorem 2 plays a role. The following corollary (that is in the
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folklore) shows that those candidates that are roots of unity are always continuous
eigenvalues.
Corollary 6. Let (X,T ) be a minimal Cantor system given by a proper Bratteli-
Vershik representation B = (V,E,). Then, λ = exp(2iπp/q) is a continuous
eigenvalue of (X,T ) if and only if the rational number p/q satisfies (3.1). Equiva-
lently, if and only if q divides the coordinates of the vector of heights hn for every
large enough n ≥ 2.
Proof. As discussed before all continuous eigenvalues satisfy (3.1). Conversely, if
α = p/q satisfies (3.1) then necessarily q divides the coordinates of the height vector
hn and ηn = 0 for all large enough n ∈ N. Hence, as |||α〈sn(x), hn〉||| = |||〈sn(x), ηn〉|||
for every n ≥ 1, the sum in condition (2) of Theorem 2 is finite and λ = exp(2iπp/q)
is a continuous eigenvalue of (X,T ). 
The case of irrational continuous eigenvalues (i.e., continuous eigenvalues that are
not roots of unity) is more involved. In Section 5 we make a slightly more in depth
analysis related to this kind of eigenvalues.
We also stress that computations related to the conditions of Theorem 2 can be
complicated as they might require a lot of information about the Bratteli-Vershik
representation of a system. However, in the case of linearly recurrent minimal
Cantor systems, since their suffix vectors are uniformly bounded, condition (2) of
Theorem 2 can be reduced to
∑
n≥1
|||αhn||| < +∞ as it was already shown in [BDM05].
Therefore, in this case, the unique significant combinatorial data is the collection
of incidence matrices of the Bratteli-Vershik representation. Unfortunately, many
relevant examples of Cantor minimal systems are not linearly recurrent, so the local
orders of their Bratteli-Vershik representation, or equivalently the suffix vectors at
each level, cannot be neglected.
4. Measurable eigenvalues of finite rank minimal Cantor systems
Let us recall an abstract necessary and sufficient condition for a complex number
to be a measurable eigenvalue of a minimal Cantor system.
Theorem 7 ([BDM05], Theorem 7). Let (X,T ) be a minimal Cantor system given
by a proper Bratteli-Vershik representation B = (V,E,). Let µ be an ergodic
probability measure. Then, λ = exp(2iπα) is an eigenvalue of (X,T ) for µ if and
only if there exists a sequence of functions (ρn : Vn → R;n ≥ 1) such that a
subsequence of (exp(2iπα(rn + ρn ◦ τn));n ≥ 1) converges µ-almost everywhere in
X.
A main issue in last theorem is the construction of functions ρn. In this section
we obtain a new necessary and sufficient condition for a complex number to be a
measurable eigenvalue of a finite rank minimal Cantor system that does not depend
on the existence of the functions ρn. In addition, this condition gives an idea of how
such maps can be constructed (Theorem 10). It is only based on the combinatorial
structure of Brattelli-Vershik representations of finite rank minimal Cantor systems.
Another necessary and sufficient condition valid for systems of exact rank (i.e.,
Iµ = {1, . . . , d}) is presented in Theorem 17. It is formulated as a convergence of
a series, but again its terms depend on the existence of auxiliary functions ρn that
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we do not control. We include this condition since it follows previous work on the
subject in the linearly recurrent case.
4.1. Necessary and sufficient condition controlled by the local orderings
of the Bratteli-Vershik representation. Let (X,T ) be a minimal Cantor sys-
tem given by a proper and clean Bratteli-Vershik representation B = (V,E,) of
finite rank d and let µ be an ergodic probability measure. We start with a clas-
sical analysis of an eigenfunction f ∈ L2(X,µ), with |f | = 1, associated to some
eigenvalue λ. Let n ≥ 1. Recall that Tn is the σ-algebra generated by the partition
Pn = {T−jBn(u);u ∈ Vn, 0 ≤ j < hn(u)}. We have
E(f |Tn) =
∑
u∈Vn
hn(u)−1∑
j=0
1T−jBn(u)
1
µn(u)
∫
T−jBn(u)
fdµ
=
∑
u∈Vn
hn(u)−1∑
j=0
1T−jBn(u)
1
µn(u)
∫
Bn(u)
f ◦ T−jdµ
=
∑
u∈Vn
hn(u)−1∑
j=0
1T−jBn(u)
1
µn(u)
∫
Bn(u)
λ−jfdµ.
We define for each n ≥ 1 and u ∈ Vn the real numbers cn(u) and ρn(u) in [0, 1)
by
cn(u)λ
−ρn(u) =
1
µn(u)
∫
Bn(u)
fdµ. (4.1)
Then we can write E(f |Tn)(x) = cn(τn(x))λ
−rn(x)−ρn(τn(x)), where we recall rn(x)
is the entrance time of x to Bn(τn(x)).
We have the following known property.
Lemma 8 ([BDM10], Lemma 17). For each vertex u ∈ {1, . . . , d}
µ(τn = u)(1− cn(u)) −−−−−→
n→+∞
0,
and therefore for each u ∈ Iµ, cn(u) −−−−−→
n→+∞
1.
Notice that we have identified Vn with {1, . . . , d} for each n ≥ 1.
The following lemma will be useful to better understand our main result.
We say that a sequence of real numbers (am,n;m,n ≥ 1) converges to a when
m → +∞ uniformly for n > m, if for any ε > 0 there exists m0 ≥ 1 such that for
any n > m ≥ m0 we have |am,n − a| ≤ ε.
Lemma 9. Let (X,T ) be a minimal Cantor system given by a proper and clean
Bratteli-Vershik representation B = (V,E,) of finite rank d and let µ be an ergodic
probability measure of the system. Then,
(1) For u 6∈ Iµ and v ∈ Iµ
hm(u)
hn(v)
Pm,n(u, v) −−−−−→
m→+∞
0
uniformly for n > m.
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(2) For each m ≥ 1, u ∈ Vm and v ∈ Iµ
hm(u)
hn(v)
Pm,n(u, v) −−−−−→
n→+∞
µ(τm = u).
Proof. (1) Recall δ0 > 0 is the constant appearing in the definition of clean diagram,
and take u 6∈ Iµ and v ∈ Iµ (so µ(τn = v) ≥ δ0 for every n ≥ 1). To prove the
statement it suffices to notice, using µm = Pm,nµn for every n > m ≥ 1, that the
following inequality holds
µ(τm = u) ≥
hm(u)
hn(v)
Pm,n(u, v)µ(τn = v) ≥ δ0
hm(u)
hn(v)
Pm,n(u, v),
and to make m→ +∞.
Statement (2) can be proved using the same ideas in [DFM15, Lemma 11]. Recall
that the measure of the set Bm(u) is denoted by µm(u). Set m ≥ 1, u ∈ Vm, v ∈ Iµ
and 0 < ε < δ0. For µ-almost every x ∈ X , the pointwise ergodic theorem and
Egorov’s theorem give us a set A with µ(A) > 1− ε and a positive integer N0 such
that for all x ∈ A and N ≥ N0∣∣∣∣∣ 1N
N−1∑
k=0
1Bm(u)(T
kx)− µm(u)
∣∣∣∣∣ < ε. (4.2)
Take n > m such that hn(v) > N0. We can find j, with 0 ≤ j ≤
⌊
εhn(v)
δ0
⌋
, such
that A ∩ T−hn(v)−j+1Bn(v) 6= ∅. Indeed, since µ is invariant and v ∈ Iµ we have
µ

⌊εhn(v)/δ0⌋⋃
j=0
T−hn(v)−j+1Bn(v)

 = (⌊εhn(v)
δ0
⌋
+ 1
)
µn(v) >
ε
δ0
µ(τn = v) ≥ ε.
Now, taking x(n) ∈ A ∩ T−hn(v)−j+1Bn(v), relation (4.2) implies that∣∣∣∣∣∣
1
hn(v) + j
hn(v)+j−1∑
k=0
1Bm(u)(T
kx(n))− µm(u)
∣∣∣∣∣∣ < ε. (4.3)
Let us write
1
hn(v) + j
hn(v)+j−1∑
k=0
1Bm(u)(T
kx(n))
=
1
hn(v) + j
j−1∑
k=0
1Bm(u)(T
kx(n)) +
1
hn(v)
hn(v)+j−1∑
k=j
1Bm(u)(T
kx(n))
−
j
hn(v)(hn(v) + j)
hn(v)+j−1∑
k=j
1Bm(u)(T
kx(n)).
Notice that the modulus of the first and third terms on the right side are each
bounded by
j
hn(v) + j
<
ε
δ0
.
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Combining this with (4.3) we obtain∣∣∣∣∣∣
1
hn(v)
hn(v)+j−1∑
k=j
1Bm(u)(T
kx(n))− µm(u)
∣∣∣∣∣∣ < ε
(
1 +
2
δ0
)
. (4.4)
If we define y(n) = T hn(v)+j−1x(n) ∈ Bn(v) (notice that y(n) depends on n and v),
relation (4.4) leads to
Pm,n(u, v)
hn(v)
=
1
hn(v)
hn(v)−1∑
k=0
1Bm(u)(T
−ky(n)) −−−−−→
n→+∞
µm(u). (4.5)
Multiplying both sides of (4.5) by hm(u) gives statement (2). 
We are ready to state the main result of the section.
Theorem 10. Let (X,T ) be a minimal Cantor system given by a proper and clean
Bratteli-Vershik representation B = (V,E,) of finite rank d. Let µ be an ergodic
probability measure. Then, λ = exp(2iπα) is an eigenvalue of (X,T ) for µ if and
only if one of the following two equivalent conditions hold:
(1) For all v ∈ Iµ,
∑
u∈Iµ
hm(u)
hn(v)
∣∣∣∣∣∣
∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣∣∣ −−−−−→m→+∞ 1
uniformly for n > m.
(2) For all u ∈ {1, . . . , d} and v ∈ Iµ,
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣∣∣
∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣∣∣

 −−−−−→
m→+∞
0
uniformly for n > m
The proof of the theorem has been divided into three parts.
4.1.1. Proof that (1) and (2) are equivalent. First, (2) implies (1) follows from∑
u∈Vm
hm(u)
hn(v)
Pm,n(u, v) = 1 and part (1) of Lemma 9.
To prove that (1) implies (2) we proceed by contradiction. Consider ε > 0 and
use (1) to get m0 ≥ 1 such that for all n > m ≥ m0 and all v ∈ Iµ
∑
u∈Iµ
hm(u)
hn(v)
∣∣∣∣∣∣
∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣∣∣ > 1− ε . (4.6)
Now, assume that for some large n > m and for some u0 ∈ Vm and v0 ∈ Iµ we have
hm(u0)
hn(v0)

Pm,n(u0, v0)−
∣∣∣∣∣∣
∑
s∈Sm,n(u0,v0)
λ〈s,hm〉
∣∣∣∣∣∣

 ≥ ε . (4.7)
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Then,
1 =
∑
u∈Vm
hm(u)
hn(v0)
Pm,n(u, v0)
=
∑
u∈Vm
hm(u)
hn(v0)

Pm,n(u, v0)−
∣∣∣∣∣∣
∑
s∈Sm,n(u,v0)
λ
〈s,hm〉
∣∣∣∣∣∣

+
∑
u∈Vm
hm(u)
hn(v0)
∣∣∣∣∣∣
∑
s∈Sm,n(u,v0)
λ
〈s,hm〉
∣∣∣∣∣∣
≥ ε+
∑
u∈Vm
hm(u)
hn(v0)
∣∣∣∣∣∣
∑
s∈Sm,n(u,v0)
λ
〈s,hm〉
∣∣∣∣∣∣
≥ ε+
∑
u∈Iµ
hm(u)
hn(v0)
∣∣∣∣∣∣
∑
s∈Sm,n(u,v0)
λ
〈s,hm〉
∣∣∣∣∣∣
> 1 ,
where in the first equality we have used (4.7) and the fact that for all u ∈ Vm∣∣∣∣∣∣
∑
s∈Sm,n(u,v0)
λ〈s,hm〉
∣∣∣∣∣∣ ≤ Pm,n(u, v0),
and in the last inequality we have used (4.6). This is a contradiction and (2) follows.
4.1.2. Proof of the necessity of the conditions. We start noticing that Bm(u) for
m ≥ 1 and u ∈ Vm can be written as a disjoint union of elements of Pn for n > m
in the following way
Bm(u) =
⋃
v∈Vn
⋃
s∈Sm,n(u,v)
T−〈s,hm〉Bn(v). (4.8)
Applying µ on both sides of (4.8) and introducing heights to get measures of
towers we have
µ(τm = u) =
∑
v∈Vn
hm(u)
hn(v)
Pm,n(u, v)µ(τn = v). (4.9)
On the other side, we integrate a fixed eigenfunction f of modulus 1 associated
to λ over Bm(u). We use equality (4.8) to obtain∫
Bm(u)
fdµ =
∑
v∈Vn
∑
s∈Sm,n(u,v)
∫
Bn(v)
f ◦ T−〈s,hm〉dµ
=
∑
v∈Vn

 ∑
s∈Sm,n(u,v)
λ−〈s,hm〉

∫
Bn(v)
fdµ , (4.10)
and then, applying (4.1) on (4.10) and multiplying both sides by hm(u) we get
µ(τm = u)cm(u)λ
−ρm(u)
=
∑
v∈Vn
hm(u)
hn(v)

 ∑
s∈Sm,n(u,v)
λ−〈s,hm〉

µ(τn = v)cn(v)λ−ρn(v). (4.11)
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With these two very similar equations, (4.9) and (4.11), we can conclude the
“necessity part” of the proof in the following way. First, we have the inequalities
|cn(v)| ≤ 1 and
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ−〈s,hm〉
∣∣∣∣ ≤ Pm,n(u, v), (4.12)
so we take the absolute value on both sides of (4.11) to obtain
µ(τm = u)cm(u) ≤
∑
v∈Vn
hm(u)
hn(v)
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ−〈s,hm〉
∣∣∣∣µ(τn = v)
≤
∑
v∈Vn
hm(u)
hn(v)
Pm,n(u, v)µ(τn = v)
= µ(τm = u).
Then, applying Lemma 8 we see that
∑
v∈Vn
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ−〈s,hm〉
∣∣∣∣

µ(τn = v) −−−−−→
m→+∞
0 (4.13)
uniformly for n > m.
Finally, for any v ∈ Iµ we get
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ−〈s,hm〉
∣∣∣∣

 −−−−−→
m→+∞
0
uniformly for n > m, which is condition (2) of Theorem 10 (recall that u is an
arbitrary vertex in Vm).
4.1.3. Proof of the sufficiency of the conditions. Now we assume
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣

 −−−−−→
m→+∞
0
uniformly in n > m ≥ 1 for u ∈ Vm and v ∈ Iµ.
We start with the following lemma, which will allow us to handle the sum of
powers of λ that appear in the (equivalent) conditions of Theorem 10.
Lemma 11 (Geometric Lemma). For N > 1 and k = 1, . . . , N consider complex
numbers zk = exp(2iπαk) with αk ∈ [0, 1). Let ε ≤ 1 and γ ≤ 1/2 be positive real
numbers. If
∣∣∣ N∑
k=1
zk
∣∣∣ > (1− ε)N , then there exists 1 ≤ ℓ ≤ N such that
# {αk; 1 ≤ k ≤ N and |||αk − αℓ||| ≥ γ} <
2Nε
1− cos(2πγ)
.
Proof. Set S =
∑N
k=1 zk. It is easy to check that S satisfies
|S|2 = N + 2
∑
1≤i<j≤N
cos(2π|||αi − αj |||).
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Then, from |S| > (1− ε)N one gets 1− |S|2/N2 < 2ε, and thus
2
∑
1≤i<j≤N
cos(2π|||αi − αj |||) > N(N − 1)− 2N
2ε. (4.14)
On the other hand, if we define
K = {(αi, αj); 1 ≤ i, j ≤ N and |||αi − αj ||| ≥ γ} ,
then
2
∑
1≤i<j≤N
cos(2π|||αi − αj |||)
=
∑
1≤i6=j≤N
cos(2π|||αi − αj |||)
=
∑
(αi,αj)∈K
1≤i,j≤N
cos(2π|||αi − αj |||) +
∑
(αi,αj) 6∈K
1≤i6=j≤N
cos(2π|||αi − αj |||)
≤#K cos(2πγ) +N(N − 1)−#K. (4.15)
Combining this last inequality with (4.14) we deduce that
#K <
2N2ε
1− cos(2πγ)
.
So there should exist 1 ≤ ℓ ≤ N such that
# {αk; 1 ≤ k ≤ N and |||αk − αℓ||| ≥ γ} <
2Nε
1− cos(2πγ)
.

Notice that the condition of Theorem 10 is invariant by telescoping. Then, without
loss of generality from now on we will make, by telescoping the associated Bratteli-
Vershik diagram if necessary, the following assumptions:
(1) For all u 6∈ Iµ, ∑
n≥1
µ(τn = u) < +∞ (4.16)
(not only µ(τn = u) −−−−−→
n→+∞
0 as in the definition of clean diagram).
(2) For all n > m ≥ 1 and u, v ∈ Iµ,
hm(u)
hn(v)
Pm,n(u, v) >
δ0
2
, (4.17)
where δ0 is the constant from the definition of clean diagram. It is clear
that part (2) of Lemma 9 allows us to assume this fact.
The proof of the “sufficiency part” of Theorem 10 consists in constructing func-
tions ρn : Vn → R, with n ≥ 1, as in the formulation of Theorem 7, and proving
the convergence associated with them. In order to accomplish this, we will break
the proof below into several steps.
The first step consists in constructing with the help of Lemma 11 some useful
sequences (Λm,n(u, v);n > m ≥ 1 and u, v ∈ Iµ) and (Dm,n;n > m ≥ 1) of integers
and measurable sets respectively, and show some relevant properties.
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For n > m ≥ 1 and u, v ∈ Iµ write
∆m,n(u, v) =
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣

 . (4.18)
Using (4.17) we can see that
∆m,n(u, v) >
δ0
2

1− 1
Pm,n(u, v)
∣∣∣∣ ∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣

 ,
and therefore ∣∣∣∣ ∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣ >
(
1−
2∆m,n(u, v)
δ0
)
Pm,n(u, v). (4.19)
Now, consider
γ = γm,n(u, v) =
1
2π
arccos
(
1−
√
∆m,n(u, v)
)
, ε = εm,n(u, v) =
2∆m,n(u, v)
δ0
.
(4.20)
Notice that with this choice of γ and ε, if we take large enough values of n > m ≥ 1
and we use inequality (4.19), then the hypotheses of Lemma 11 hold for the complex
numbers λ〈s,hm〉 (recall that we are assuming ∆m,n(u, v) −−−−−→
m→+∞
0 uniformly for
n > m ≥ 1, for all u, v ∈ Iµ). We deduce that there exists s∗m,n(u, v) ∈ Sm,n(u, v)
such that
#
{
s ∈ Sm,n(u, v); |||α〈s, hm〉 − α〈s
∗
m,n(u, v), hm〉||| ≥ γm,n(u, v)
}
<
4Pm,n(u, v)
δ0
√
∆m,n(u, v). (4.21)
It is important to remark that s∗m,n(u, v) is chosen arbitrarily for “not large
enough” values of n > m ≥ 1.
For n > m ≥ 1 and u, v ∈ Iµ, write Λm,n(u, v) = 〈s∗m,n(u, v), hm〉 and define Dm,n
as the set of points x ∈ X such that τm(x), τn(x) ∈ Iµ and
|||α〈sm,n(x), hm〉 − αΛm,n(τm(x), τn(x))||| ≥ γm,n(τm(x), τn(x)).
Lemma 12. µ(Dm,n) −−−−−→
m→+∞
0 uniformly for n > m ≥ 1.
Proof. For n > m ≥ 1 the measure of Dm,n can be written∑
u∈Iµ
∑
v∈Iµ
µ{x ∈ X ; |||α〈sm,n(x), hm〉−αΛm,n(u, v)||| ≥ γm,n(u, v), τm(x) = u, τn(x) = v}.
Assuming m is large enough, from inequality (4.21) we obtain
µ(Dm,n) <
∑
u∈Iµ
∑
v∈Iµ
4Pm,n(u, v)
δ0
√
∆m,n(u, v)µn(v)hm(u)
=
∑
u∈Iµ
∑
v∈Iµ
4hm(u)Pm,n(u, v)
δ0hn(v)
√
∆m,n(u, v)µ(τn = v)
≤
∑
u∈Iµ
∑
v∈Iµ
4
√
∆m,n(u, v)
δ0
µ(τn = v). (4.22)
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The lemma follows since, by hypothesis, the right hand side goes to zero as desired.

Lemma 13 (Quasi-Additivity of αΛm,n(u, v)). For n > m > ℓ ≥ 1 large enough
and u, v, w ∈ Iµ we have
|||αΛℓ,m(u, v) + αΛm,n(v, w) − αΛℓ,n(u,w)||| < γℓ,m(u, v) + γm,n(v, w) + γℓ,n(u,w).
Proof. Fix u, v, w ∈ Iµ. For 1 ≤ ℓ < m < n write
Vℓ,m,n = {x ∈ X ; τℓ(x) = u, τm(x) = v, τn(x) = w}
∩ {x ∈ X ; |||α〈sℓ,m(x), hℓ〉 − αΛℓ,m(u, v)||| < γℓ,m(u, v)}
∩ {x ∈ X ; |||α〈sm,n(x), hm〉 − αΛm,n(v, w)||| < γm,n(v, w)} .
First, we estimate the measure of this set. Since the maps sℓ,m(·) and sm,n(·) only
depend on levels from ℓ to m and m to n respectively, we can see from the structure
of the measure µ that µ(Vℓ,m,n) is equal to
# {s ∈ Sℓ,m(u, v); |||α〈s, hℓ〉 − αΛℓ,m(u, v)||| < γℓ,m(u, v)}
×# {s ∈ Sm,n(v, w); |||α〈s, hm〉 − αΛm,n(v, w)||| < γm,n(v, w)}
× µn(w)hℓ(u).
For 1 ≤ ℓ < m < n large enough, inequality (4.21) shows that the two set cardinal-
ities involved in the above expression can be bounded below by Pℓ,m(u, v)/2 and
Pm,n(v, w)/2 respectively. So, there exists n0 such that, for n > m > ℓ > n0,
µ(Vℓ,m,n) ≥
Pℓ,m(u, v)Pm,n(v, w)µn(w)hℓ(u)
4
=
µ(τn = w)
4
hℓ(u)
hm(v)
Pℓ,m(u, v)
hm(v)
hn(w)
Pm,n(v, w)
≥
δ30
16
,
where in the last inequality we have used (4.17) and the fact that the diagram
is clean. Also, n0 can be chosen such that µ(Dℓ,n) < δ30/16, as a consequence of
Lemma 12.
Now we proceed by contradiction. Suppose that the assertion of the lemma is
false for the fixed u, v, w ∈ Iµ. Then we can find positive integers n > m > ℓ > n0
such that
|||αΛℓ,m(u, v) + αΛm,n(v, w) − αΛℓ,n(u,w)||| ≥ γℓ,m(u, v) + γm,n(v, w) + γℓ,n(u,w).
We claim that for these positive integers we have Vℓ,m,n ⊆ Dℓ,n. Indeed, for any
x0 ∈ Vℓ,m,n, using (2.4) we get
|||α〈sℓ,n(x0), hℓ〉 − αΛℓ,n(τℓ(x0), τn(x0))|||
=|||α〈sℓ,n(x0), hℓ〉 − αΛℓ,n(u,w)|||
≥|||αΛℓ,m(u, v) + αΛm,n(v, w) − αΛℓ,n(u,w)|||
− |||αΛℓ,m(u, v)− α〈sℓ,m(x0), hℓ〉||| − |||αΛm,n(v, w) − α〈sm,n(x0), hm〉|||
>γℓ,n(u,w),
i.e., x0 ∈ Dℓ,n. The inclusion Vℓ,m,n ⊆ Dℓ,n contradicts the fact that µ(Dℓ,n) <
δ30/16 ≤ µ(Vℓ,m,n).
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This proves the lemma noticing that we have only a finite number of different
choices for u, v, w ∈ Iµ. 
Our next task consists in defining a suitable set of full measure (the complement
of a set C of null measure) such that we can handle the size of |||α〈sm,n(·), hm〉 −
αΛm,n(τm(·), τn(·))||| for any of their elements. To do this, fix a decreasing sequence
of positive real numbers (εn;n ≥ 1) such that
∑
n≥1 εn < ∞. By (4.20) and the
hypothesis, we get that for all u, v ∈ Iµ, γm,n(u, v) −−−−−→
m→+∞
0 uniformly for n > m.
Hence, we can fix an increasing sequence of positive integers (mk; k ≥ 1) such that
for every n > mk and u, v ∈ Iµ
γmk,n(u, v) ≤ εk . (4.23)
For n > m ≥ 1 set
Cm,n = Dm,n ∪ {x ∈ X ; τm(x) 6∈ Iµ} ∪ {x ∈ X ; τn(x) 6∈ Iµ} .
Lemma 14. Let (mk; k ≥ 1) be the above-mentioned sequence and set C =
lim sup
k→+∞
Cmk,mk+1. Then, µ(C) = 0.
Proof. Notice that for n > m large enough and every u, v ∈ Iµ we have
∆m,n(u, v) <
√
∆m,n(u, v) < γm,n(u, v).
Hence
√
∆mk,mk+1(u, v) < εk for every k ≥ 1 and u, v ∈ Iµ. Using the bound
(4.22), one can obtain the summability of (µ(Dmk,mk+1); k ≥ 1). Therefore∑
k≥1
µ(Cmk,mk+1) <∞
(recall (4.16)), and the lemma follows by Borel-Cantelli. 
Finally, we proceed to construct the sequence (ρm;m ≥ 1) of Theorem 7 which
is part of the main goal of this proof. To this end, fix v0 ∈ Iµ, and by means of
a standard diagonalization process we can find (ni; i ≥ 1) such that for all m ≥ 1
and u ∈ Iµ, the sequence (αΛm,ni(u, v0); i ≥ 1) is convergent mod Z. Considering
this, we define
ρm(u) =


1
α
lim
i→+∞
αΛm,ni(u, v0) (mod Z) for u ∈ Iµ
0 for u 6∈ Iµ.
By Theorem 7, we will establish the “sufficient part” of Theorem 10 if we prove
the following lemma.
Lemma 15. Let (mk; k ≥ 1) and C be as in the formulation of Lemma 14. Then,
for all x ∈ X \ C,
(α(rmk (x) + ρmk(τmk(x))); k ≥ 1)
converges mod Z.
Proof. Take ε > 0 and x 6∈ C. There exists a positive integer k0 such that x 6∈
Cmk,mk+1 for all k ≥ k0. Here and subsequently uk denotes the vertex τmk(x). By
definition of Cmk,mk+1 we have uk ∈ Iµ and for k ≥ k0
|||α〈smk ,mk+1(x), hmk〉 − αΛmk,mk+1(uk, uk+1)||| < γmk,mk+1(uk, uk+1). (4.24)
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The integer k0 will be chosen large enough such that
∑∞
k=k0
εk < ε/8 (recall the
sequence (εk; k ≥ 1) from the construction of sequence (mk; k ≥ 1) is summable).
Now fix ℓ > k ≥ k0. By definition of the ρm’s we can find an integer j ≥ 0 such
that simultaneously
|||αΛmk,j(uk, v0)− αρmk(uk)||| < ε/4 and
|||αΛmℓ,j(uℓ, v0)− αρmℓ(uℓ)||| < ε/4. (4.25)
For k ≤ i < ℓ define
Θi = αΛmi,mi+1(ui, ui+1) + αΛmi+1,j(ui+1, v0)− αΛmi,j(ui, v0),
Ωi = α〈smi,mi+1(x), hmi〉 − αΛmi,mi+1(ui, ui+1).
From the quasi additivity stated in Lemma 13 and (4.24) we have, for k ≤ i < ℓ,
|||Θi||| < γmi,mi+1(ui, ui+1) + γmi+1,j(ui+1, v0) + γmi,j(ui, v0)
< εi + εi+1 + εi < 3εi, (4.26)
|||Ωi||| < γmi,mi+1(ui, ui+1) < εi (4.27)
(notice that we could have chosen k0 large enough in order to apply Lemma 13),
and with the help of properties (2.2) and (2.3) of suffix vectors, we deduce the
identity
ℓ−1∑
i=k
Θi +Ωi = α (rmℓ(x)− rmk(x)) + αΛmℓ,j(uℓ, v0)− αΛmk,j(uk, v0). (4.28)
Combining (4.25), (4.26), (4.27) and (4.28) gives
|||α (rmℓ(x) + ρmℓ(τmℓ(x))) − α (rmk(x) + ρmk(τmk(x))) |||
<
ε
2
+
ℓ−1∑
i=k
|||Θi|||+ |||Ωi|||
<
ε
2
+
ℓ−1∑
i=k
4εi <
ε
2
+ 4
∞∑
i=k
εi < ε.
Therefore, (α (rmk(x) + ρmk(τmk(x))) ; k ≥ 1) is a Cauchy sequence. This proves
the lemma and consequently, Theorem 10. 
The criterion of Theorem 10 can be simplified as folows.
Corollary 16. Let (X,T ) be a minimal Cantor system given by a Bratteli-Vershik
representation as in Theorem 10 and let µ be one of its ergodic probability measures.
Let us take a complex number λ of modulus 1. If for all u, v ∈ Iµ∣∣∣∣∣∣
∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣∣∣
Pm,n(u, v)
−−−−−→
m→+∞
1 (4.29)
uniformly for n > m, then λ is an eigenvalue of (X,T ) for µ. The converse is also
true when the Bratteli-Vershik representation of (X,T ) satisfies condition (4.17).
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Proof. We will show that condition (2) of Theorem 10 holds.
For u ∈ {1, . . . , d} and v ∈ Iµ
hm(u)
hn(v)

Pm,n(u, v)−
∣∣∣∣∣∣
∑
s∈Sm,n(u,v)
λ〈s,hm〉
∣∣∣∣∣∣


=
hm(u)
hn(v)
Pm,n(u, v)

1−
∣∣∣∑s∈Sm,n(u,v) λ〈s,hm〉
∣∣∣
Pm,n(u, v)

 .
If u 6∈ Iµ the first factor of the right hand side converges to 0 in m, uniformly for
m > n, because of part (1) of Lemma 9, while the second factor remains bounded.
If u ∈ Iµ the convergence to 0 of the left hand is implied from the hypotheses of
this Corollary.
It is immediate that the converse is true when the Bratteli-Vershik representation
satisfies condition (4.17) 
4.2. A necessary and sufficient condition in the exact finite rank case.
Systems of exact finite rank were introduced in [BKMS13], they are uniquely ergodic
and are defined asserting that Iµ = {1, . . . , d} for the unique ergodic measure µ.
With respect to eigenvalues, the general necessary and sufficient condition for
linearly recurrent minimal Cantor systems proposed in [BDM05] is described in the
form of a convergence of a series. These systems are uniquely ergodic and even
further, from [CDHM03, Lemma 4] it follows that they are of exact finite rank.
In the case of finite rank minimal Cantor systems a similar condition was shown to
be necessary in Proposition 18 of [BDM10], making use of the existence of auxiliary
functions ρn : Vn → R as those in Theorem 7. One virtue of this condition is that
it does not need to handle a uniform convergences in two indices as in Theorem 10.
Nevertheless, the auxiliary functions could be difficult to compute as was observed
in the proof of previous section.
Here, for a convenient representation of the system, we prove that the necessary
condition to be an eigenvalue given in [BDM10] is actually sufficient in the exact
finite rank case.
We will say that a clean Bratteli-Vershik representation is stable if condition (4.17)
holds, i.e., for all 1 ≤ m < n and u, v ∈ Iµ, hm(u)Pm,n(u, v)/hn(v) > δ0/2, where
δ0 is the constant coming from the definition of clean property. We observe that it
is always possible to get a stable representation of a minimal Cantor system thanks
to Lemma 9. This condition, as was illustrated in the proof of previous theorem,
recovers in a better way the behaviour of invariant measures for the matrices Mn
of the Bratteli-Vershik representation.
Theorem 17. Let (X,T ) be a minimal Cantor system given by a proper and stable
Bratteli-Vershik representation B = (V,E,) of exact finite rank d for the ergodic
probability measure µ. Then, λ = exp(2iπα) is an eigenvalue of (X,T ) for µ if and
only if for every n ≥ 1 there exist functions ρn : Vn → R such that∑
n≥1
1
Mn+1(un, un+1)
∑
s∈Sn(un,un+1)
∣∣∣λ〈s,hn〉−ρn+1(un+1)+ρn(un) − 1∣∣∣2 < +∞ (4.30)
for any sequence (un;n ≥ 1) in Iµ.
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To prove condition (4.30) is sufficient for λ to be an eigenvalue of (X,T ) for µ we
follow the same strategy developed in [BDM05]. The proof will be a consequence
of several steps developed in the next subsections where we follow notations in
Theorem 17 and we assume (4.30) holds.
4.2.1. An alternative formulation. For n ≥ 1 let us define θn(s, un, un+1) to be
the fractional part in (−1/2, 1/2] of α(〈s, hn〉 − ρn+1(un+1) + ρn(un)). Clearly,
|||θn(s, un, un+1)||| = |θn(s, un, un+1)|. We have
|e2iπθn(s,un,un+1) − 1|2 = 2(1− cos(2πθn(s, un, un+1))).
The function defined by f(t) = t2/ (2 (1− cos(2πt))) for t ∈ [−1/2, 1/2] \ {0} is
even and strictly positive. Also, we can define f(0) = 1/(4π2) > 0 and then f is
continuous and strictly positive on [−1/2, 1/2]. By the compactness of [−1/2, 1/2]
there exist strictly positive constants C1 and C2 such that f ([−1/2, 1/2]) ⊆ [C1, C2]
(in fact f(0) = 1/(4π2) ≤ f(t) ≤ 1/16 = f(1/2) for t ∈ [−1/2, 1/2]). So, for every
s ∈ Sn,n+1(un, un+1) we have
0 < C1 ≤
|||θn(s, un, un+1)|||2
2(1− cos(2πθn(s, un, un+1)))
≤ C2.
Then condition (4.30) is equivalent with∑
n≥1
1
Mn+1(un, un+1)
∑
s∈Sn,n+1(un,un+1)
|||θn(s, un, un+1)|||
2 < +∞ . (4.31)
In the linearly recurrent case, one gets that condition (4.31) is equivalent to∑
n≥1
|||αhn|||
2 < +∞ ,
which is the necessary and sufficient condition for λ to be an eigenvalue for any
ergodic probability measure µ proved in [BDM05].
4.2.2. Markov process. In [BDM05] was observed that (τn;n ≥ 1) is a Markov chain
with respect to any invariant measure of (X,T ) (see also [APC11]). Its importance
is mainly due to the mixing condition given below (Lemma 19). First we set some
notations and assumptions.
(1) For integers 1 ≤ m < n define the following stochastic matrices: for u, v ∈
Iµ
qm,n(u, v) = µ(τn = v|τm = u)
=
µn(v)
µm(u)
Pm,n(u, v)
=
µ(τn = v)
µ(τm = u)
hm(u)
hn(v)
Pm,n(u, v).
(2) Since the representation is stable we have that for all u, v ∈ Iµ and integers
1 ≤ m < n
qm,n(u, v) ≥ δ
2
0/2, µ(τn = v) ≥ δ0.
(3) For n > 1 define ζ(qn−1,n) = 1 −minu,v∈Iµ(qn−1,n(u, v)). By (2) we have
ζ(qn−1,n) ≤ 1− δ20/2 < 1. Let ζ = supn>1 ζ(qn−1,n).
Using Lemma 5.3 in [APC11] we get,
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Lemma 18. For m,n ∈ N with m < n
max
u,u′,v∈Iµ
|qm,n(u, v)− qm,n(u
′, v)| ≤ ζn−m .
This lemma allows to deduce the following property.
Lemma 19. For m,n ∈ N with m < n and u, v ∈ Iµ we have
|µ(τn = v|τm = u)− µ(τn = v)| ≤ ζ
n−m.
Proof. Recall we are assuming that the system is of exact finite rank d. Let u, v ∈
Iµ. We have
|µ(τn = v|τm = u)− µ(τn = v)|
=|µ(τn = v|τm = u)−
∑
u′∈Iµ
µ(τn = v|τm = u
′)µ(τm = u
′)|
=|
∑
u′∈Iµ
(µ(τn = v|τm = u)− (τn = v|τm = u
′))µ(τm = u
′)|
≤
∑
u′∈Iµ
ζn−mµ(τm = u
′) = ζn−m,
where we have used that the system is of exact rank and thus
∑
u′∈Iµ
µ(τm = u
′) =
1. 
4.2.3. Fundamental random variable Xn. Recall we are assuming Iµ = {1, . . . , d}.
To make levels explicit, depending on the context we will write Vn instead of Iµ or
{1, . . . , d}.
Define for each n ≥ 1 and x ∈ X : θn(x) = θn(sn(x), τn(x), τn+1(x)). Consider
the random variable Xn = θn − Eµ(θn) and decompose it as Xn = Zn + Yn, where
Zn = θn − Eµ(θn|Tn) and Yn = Eµ(θn|Tn) − Eµ(θn) = Eµ(Xn|Tn). Recall that Tn
is the sigma algebra generated by the Kakutani-Rohlin partition Pn of level n.
We prove the convergence in L2(X,µ) of
∑
n≥1 Zn and
∑
n≥1 Yn, and thus of∑
n≥1Xn.
• Some preliminary bounds: notice that
θn =
∑
u∈Vn
∑
v∈Vn+1
∑
s∈Sn,n+1(u,v)
θn(s, u, v) 1{τn=u,τn+1=v,sn=s}.
Then,
Eµ(θn|Tn)
=
∑
u∈Vn
1{τn=u}
∑
v∈Vn+1
hn(u)µn+1(v)
µ(τn = u)
∑
s∈Sn,n+1(u,v)
θn(s, u, v)
=
∑
u∈Vn
1{τn=u}
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
hn(u)
hn+1(v)
∑
s∈Sn,n+1(u,v)
θn(s, u, v)
=
∑
u∈Vn
1{τn=u}
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
An+1(u, v)
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
θn(s, u, v),
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where An+1(u, v) =
hn(u)
hn+1(v)
·Mn+1(u, v). Thus,
Eµ(θn) = Eµ(Eµ(θn|Tn))
=
∑
u∈Vn
µ(τn = u)
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
An+1(u, v)
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
θn(s, u, v).
Similarly,
Eµ(θ
2
n|Tn)
=
∑
u∈Vn
1{τn=u}
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
An+1(u, v)
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
θ2n(s, u, v),
and
Eµ(θ
2
n) = Eµ(Eµ(θ
2
n|Tn))
=
∑
u∈Vn
µ(τn = u)
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
An+1(u, v)
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
θ2n(s, u, v).
Therefore,
|Yn| =|Eµ(Xn|Tn)|
≤
∑
u∈Vn
|1{τn=u} − µ(τn = u)|
∑
v∈Vn+1
µ(τn+1 = v)
µ(τn = u)
An+1(u, v)
×
∣∣∣∣∣∣
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
θn(s, u, v)
∣∣∣∣∣∣
≤
∑
u∈Vn
2
∑
v∈Vn+1
1
δ0
· 1 ·
1
Mn+1(u, v)
∑
s∈Sn,n+1(u,v)
|θn(s, u, v)| ,
where δ0 is the constant defining the cleanness property. But, from hypothesis
(4.31), the term in the second sum is bounded by some ξn, where
∑
n≥1 ξ
2
n < +∞.
We conclude that |Yn| ≤ Kξn, where K = 2d2/δ0.
Below we will manipulate a lot of constants depending neither on variables nor
on indices. We will call them universal constants and denote them also by K.
For Zn a classical computation gives,
Eµ(Z
2
n) = Eµ((θn − Eµ(θn|Tn))
2) = Eµ(θ
2
n)− Eµ(θnEµ(θn|Tn)).
Thus, using a similar argument as in the bound for |Yn|, we get
Eµ(Z
2
n) ≤ Eµ(θ
2
n) + |Eµ(θnEµ(θn|Tn))| ≤ Eµ(θ
2
n) + Eµ(|θn||Eµ(θn|Tn)|)
≤ K1ξ
2
n + Eµ(|θn|)K2ξn ≤ K1ξ
2
n +K3ξnK2ξn = K4ξ
2
n,
for some universal constants K1,K2,K3,K4. Therefore,∑
n≥1
Eµ(Z
2
n) ≤ K
∑
n≥1
ξ2n < +∞.
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• The series
∑
n≥1 Zn converges in L
2(X,µ). Let 1 ≤ m < n. We have Eµ(Zn|Tn) =
Eµ(θn − Eµ(θn|Tn)|Tn) = 0 and, by definition of Zm, Eµ(Zm|Tm+1) = Zm. Then,
since Tn is finer than Tm, we have that
Eµ(ZmZn) = Eµ(Eµ(ZmZn|Tn)) = Eµ(ZmEµ(Zn|Tn)) = 0.
This implies that
〈
n∑
i=m
Zi,
n∑
j=m
Zj〉 =
n∑
i=m
n∑
j=m
〈Zi, Zj〉 =
n∑
ℓ=m
‖Zℓ‖
2
L2(X,µ) ≤ K
n∑
ℓ=m
ξ2ℓ ,
and proves that
∑
n≥1 Zn converges in L
2(X,µ).
• The series
∑
n≥1 Yn converges in L
2(X,µ). We follow the scheme given in [BDM05].
We have Yn = Eµ(Xn|Tn) =
∑
v∈Vn
1{τn=v} yn(v), where yn(v) is a constant value.
Let 0 ≤ k ≤ n. Then,
Eµ(Yn|Tn−k) = Eµ
(∑
v∈Vn
1{τn=v} yn(v) | Tn−k
)
=
∑
v∈Vn
Eµ(1{τn=v}|Tn−k) yn(v)
=
∑
v∈Vn
∑
u∈Vn−k
1{τn−k=u}
∫
{τn−k=u}
1{τn=v}dµ
µ(τn−k = u)
yn(v)
=
∑
u∈Vn−k
1{τn−k=u}
∑
v∈Vn
µ(τn = v|τn−k = u)yn(v).
We have Eµ(Yn) = Eµ(Xn) = Eµ(θn −Eµ(θn)) = 0. So,
∑
v∈Vn
µ(τn = v)yn(v) =
0 and thus
Eµ(Yn|Tn−k) =
∑
u∈Vn−k
1{τn−k=u}
∑
v∈Vn
(µ(τn = v|τn−k = u)− µ(τn = v))yn(v).
From this expression and Lemma 19 we get
|Eµ(Yn|Tn−k)| ≤
∑
u∈Vn−k
∑
v∈Vn
|µ(τn = v|τn−k = u)− µ(τn = v)||yn(v)| ≤ K
′ζkξn,
where K is a universal constant and we have used that |Yn| ≤ Kξn. From here we
deduce that
|Eµ(YnYn−k)| =|Eµ(Eµ(YnYn−k|Tn−k))| = |Eµ(Yn−kEµ(Yn|Tn−k))|
≤KζkξnKξn−k = Kζ
kξnξn−k.
From previous discussions and formulas we get,
〈
n∑
i=m
Yi,
n∑
j=m
Yj〉 =
n∑
i=m
n∑
j=m
〈Yi, Yj〉 ≤ K
n∑
i=m
n∑
j=m
ζ|i−j|ξiξj ≤ K
n−m∑
k=0
ζk
n−k∑
l=m
ξlξl+k
≤ K
n−m∑
k=0
ζk
n∑
l=m
ξ2l ≤ K
ζn−m+1 − 1
ζ − 1
n∑
l=m
ξ2l .
This implies that Eµ((
∑n
l=m Yl)
2) ≤ K
∑n
l=m ξ
2
l . So
∑
n≥1 Yn converges in L
2(X,µ).
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Finally, the conclusion from the last two computations is that
∑
n≥1Xn converges
in L2(X,µ) too.
4.2.4. End of the proof of Theorem 17: construction of an eigenfunction for λ.
From previous discussion we get that fn = exp(2iπ
∑n−1
k=1 Xk) converges in L
2(X,µ)
to some function f . For n ≥ 1 and x ∈ X we have
fn(Tx)/fn(x)
= exp
(
2iπ
n−1∑
k=1
θk(sk(Tx), τk(Tx), τk+1(Tx))− θk(sk(x), τk(x), τk+1(x))
)
=exp
(
2iπα
n−1∑
k=1
(〈sk(Tx), hk〉 − 〈sk(x), hk〉
−2iπα
n−1∑
k=1
(ρk+1(τk+1(Tx))− ρk+1(τk+1(x))− ρk(τk(Tx)) + ρk(τk(x)))
)
=exp(2iπα
n−1∑
k=1
(〈sk(Tx), hk〉 − 〈sk(x), hk〉
− 2iπα(ρn(τn(Tx))− ρn(τn(x)) − ρ1(τ1(Tx)) + ρ1(τ1(x))))
= exp(2iπα(rn(Tx)− rn(x)− ρn(τn(Tx)) + ρn(τn(x)))),
where in the last equality we have assumed without loss of generality that ρ1 is a
constant function.
Now, if x is not in the base
⋃
v∈Vn
Bn(v) of level n, then rn(Tx) − rn(x) = −1
and τn(Tx) = τn(x). Thus, in this case, fn(Tx)/fn(x) = λ
−1. Since limn→+∞
µ(
⋃
v∈Vn
Bn(v)) = 0 we conclude that f ◦ T = λ−1f in L2(X,µ). This proves that
condition (4.30) is a sufficient condition for λ to be an eigenvalue for µ. 
5. Examples and Applications
In this section we illustrate the use of the main theorems of this article presenting
two examples and two applications. These examples and applications show firstly
how we can handle the combinatorial objects that appear in the formulation of the
main theorems, and secondly they show how these theorems can solve some precise
questions in the theory of minimal Cantor systems concerning eigenvalues. In par-
ticular, questions that relate the study of eigenvalues with strong orbit equivalence
and dimension groups theory.
5.1. Eigenvalues of minimal Cantor systems of Toeplitz-type. A minimal
Cantor system (X,T ) is said to be of Toeplitz-type if it has a Bratteli-Vershik
representation B = (V,E,) satisfying the equal path number property. That is,
the number of edges ending at some fixed vertex is constant within the respective
level: for any n ≥ 1, # {e ∈ En; r(e) = u} is a positive integer independent of
u ∈ Vn. This integer will be denoted by qn and (qn;n ≥ 1) is called the characteristic
sequence of the system. We also define the quantities pn = q1q2 · · · qn for n ≥ 1 and
qm,n = qm+1qm+2 · · · qn for 1 ≤ m < n. We notice that for 1 ≤ m < n,
hm(u)/hn(v) = 1/qm,n for all u ∈ Vm and v ∈ Vn.
Eigenvalues of finite rank minimal Cantor systems 29
It is easy to show that odometers (i.e, equicontinuous minimal Cantor systems)
have a Bratteli-Vershik representation of Toeplitz-type. Also, every Toeplitz sub-
shift can be represented by a Bratteli-Vershik system of Toeplitz-type [GJ00].
Let (X,T ) be a minimal Cantor system of Toeplitz-type and finite rank d given by
the Bratteli-Vershik representation B = (V,E,) satisfying the equal path num-
ber property. As in [BDM10] and [DFM15], in this case we let sm,n(x) stand for
〈sm,n(x), h1〉 for x ∈ X and 1 ≤ m < n. We have 〈sm,n(x), hn〉 = pnsm,n(x), and
that for each n ≥ 1 the function sn = sn,n+1 takes all the values between 0 and
(qn+1−1). We also define the set Sm,n(u, v) = {sm,n(x);x ∈ X, τm(x) = u, τn(x) = v}.
5.1.1. Continuous eigenvalues of (X,T ). The following characterization for contin-
uous eigenvalues of a Toeplitz subshift is well-known (see [JK69, Wil84] or Theorem
25 in [BDM10]). Here we provide a proof in the context of minimal Cantor systems
of Toeplitz-type to emphasize the use of Theorem 2.
Theorem 20. The complex number exp(2iπα) is a continuous eigenvalue of (X,T )
if and only if α = a/pN , for some a ∈ Z and N ≥ 1.
Proof. Let exp(2iπα) be a continuous eigenvalue of (X,T ) with α ∈ [0, 1). Then,
by (3.1), for any n ≥ 1, αhn = αpn(1, . . . , 1) = ηn + νn with ηn → 0 as n → +∞
and νn an integer vector. As remarked before, from (3.2) we deduce that ηn ·µn = 0
for any large integer n.
Now, since for all large integer n we have hn = pn(1, . . . , 1), then ηn = η¯n(1, . . . , 1)
and νn = ν¯n(1, . . . , 1) for some real numbers η¯n and ν¯n. Hence, ηn·µn = η¯n(1, . . . , 1)·
µn = 0. This implies that η¯n = 0 and thus α = ν¯n/pn for all large enough integer
n. So α has the desired form.
On the other hand, if α = a/pN for some a ∈ Z and N ≥ 1, then |||αpnsn(x)||| = 0
for all n > N and x ∈ X , and therefore condition (2) of Theorem 2 holds. 
5.1.2. Non continuous eigenvalues of (X,T ). Let µ be an ergodic measure of (X,T ).
Using the notation established for minimal Cantor systems of Toeplitz-type, from
Theorem 10 we get the following result proved in [DFM15, Corollary 5].
Theorem 21. The complex number λ = exp(2iπα) is an eigenvalue of (X,T ) for
µ if and only if
∑
u∈Iµ
1
qm,n
∣∣∣∣∣
∑
s∈Sm,n(u,v)
λpms
∣∣∣∣∣ −−−−−→m→+∞ 1, for all v ∈ Iµ, (5.1)
uniformly for n > m. If in addition α = a/b, with (a, b) = 1 and b/(b, pn) > 1 for
all large enough n, then λ is a non continuous eigenvalue.
From [BDM10, §7] we know that an eigenvalue λ = exp(2iπα) of (X,T ) for µ is
necessarily rational, i.e., α = a/b with (a, b) = 1. So the condition of last theorem
only needs to be verified for rational angles. Also, it is interesting to notice that
the same condition implies that b/(b, pn) ≤ d for all large enough n (this follows
from the proof of Lemma 13(1) of [DFM15]), which limits the possibility of having
non continuos eigenvalues.
5.2. Continuous eigenvalues and strong orbit equivalence. As can be seen in
[CDHM03] and [BDM05], in the linearly recurrent case the local orders of Bratteli-
Vershik representations do not play any role in the existence of continuous and
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measurable eigenvalues. In other words, if we take two Cantor minimal systems
and their respective linearly recurrent Bratteli-Vershik representations only differ in
their local orders, then both systems have the same continuous and non continuous
eigenvalues. This is also the case for continuous eigenvalues that are roots of unity
in any minimal Cantor system (see Corollary 6), i.e., the group of them do not
change if we modify the local orders of a given Bratteli-Vershik representation.
The case of irrational continuous eigenvalues (i.e., continuous eigenvalues that are
not roots of unity) is more complicated and here we use Theorem 2 to show how
some modifications of local orders can either leave invariant or modify significantly
the group of continuous (irrational) eigenvalues. First we propose a type of con-
trolled modifications of the local orders which do not alter the group of continuous
eigenvalues. Then we show that it is possible to change the local orders of a proper
Bratteli-Vershik representation of a minimal Cantor system to produce a strong
orbit equivalent system without irrational continuous eigenvalues which keeps all
measure theoretical eigenvalues for any ergodic measure of the system.
Let (ωn;n ≥ 2) be a sequence of positive integers. A (ωn;n ≥ 2)-order modifi-
cation of a Bratteli-Vershik representation B = (V,E,) is a new Bratteli-Vershik
representation B′ = (V,E,′) (only local orders are modified) such that for all
n ≥ 2 and u ∈ Vn the local orders  and ′ at edges with range u differ at most
wn times. We say this modification is proper if B
′ is proper.
Corollary 22. Let (X,T ) be a minimal Cantor system given by a proper Bratteli-
Vershik representation B = (V,E,) and let λ = exp(2iπα) be a continuous
eigenvalue of (X,T ). Let (ωn;n ≥ 2) be a sequence of positive integers such that∑
n≥2 ωn+1|||αhn||| < +∞. Then, λ is a continuous eigenvalue of any minimal
Cantor system represented by a proper (ωn;n ≥ 2)-order modification of B.
Proof. Let B′ be a proper (ωn;n ≥ 2)-order modification of B. For each n ≥ 1
and x ∈ X , let sn(x), s′n(x) ∈ N
Vn be the suffix vectors of x ∈ X associated to
diagrams B and B′ respectively. Then, sn(x) = s
′
n(x) + ∆n+1(x), where the error
term satisfies |∆n+1(x)| ≤ ωn+1. Moreover,
|||〈s′n(x), αhn〉||| ≤ |||〈sn(x), αhn〉|||+ |||〈∆n+1, αhn〉||| ≤ |||〈sn(x), αhn〉||| + ωn+1|||αhn|||.
By Theorem 2 one has that
∑
n≥1maxx∈X |||〈sn(x), αhn〉||| < +∞ and by hy-
pothesis
∑
n≥2 ωn+1|||αhn||| < +∞, then
∑
n≥1maxx∈X |||〈s
′
n(x), αhn〉||| < +∞. The
result follows from condition (2) of Theorem 2. 
Before continuing the discussion let us recall the notions of orbit and strong orbit
equivalence. Two dynamical systems (X,T ) and (X˜, T˜ ) are orbit equivalent if there
exists a homeomorphism φ : X → X˜ sending orbits to orbits: for all x ∈ X ,
φ ({T nx;n ∈ Z}) = {T˜ nφ(x);n ∈ Z}.
This induces the existence of maps ϑ : X → Z and κ : X → Z satisfying for all
x ∈ X , φ ◦ T (x) = T˜ ϑ(x) ◦ φ(x) and φ ◦ T κ(x)(x) = T˜ ◦ φ(x).
If there exists φ as above such that its associated maps ϑ and κ have both at
most one point of discontinuity we say that (X,T ) and (X˜, T˜ ) are strong orbit
equivalent. If (X,T ) and (X˜, T˜ ) are orbit equivalent (and in particular strong
orbit equivalent), there exists an affine isomorphism between their sets of invariant
probability measures (see [GPS95, Theorem 2.2]). If µ is an invariant probability
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measure of (X,T ) we call µ˜ the corresponding invariant probability measure of
(X˜, T˜ ) given by this isomorphism.
From the viewpoint of Bratteli-Vershik representations, two Cantor minimal sys-
tems (X,T ) and (X˜, T˜ ) are strong orbit equivalent if and only if they have corre-
sponding Bratteli-Vershik representations B = (V,E,) and B˜ = (V˜ , E˜, ˜) each
of them differing only in its local orders with some (maybe different in each case)
telescoping of a third Bratteli-Vershik representation Bˆ = (Vˆ , Eˆ, ˆ) (see [GW95,
Theorem 1.1]). In particular two proper Bratteli-Vershik representations differing
only in their local orders are strong orbit equivalent.
In the context of our discussion, it is known (see for example [Orm97, Theo-
rem 2.2]) that continuous eigenvalues that are roots of unity are preserved by strong
orbit equivalence (an alternative proof of this is obtained by a direct application
of Corollary 6). This is not the case for irrational continuous eigenvalues. In the
next result we use Theorem 2 to prove that the local orders of a proper Bratteli-
Vershik representation of a minimal Cantor system can be modified in order to lose
all their irrational continuous eigenvalues. At the same time, the resulting strong
orbit equivalent system preserves the measure theoretical eigenvalues of the orig-
inal one. This result complements the representation result of N. Ormes [Orm97,
Theorem 6.1] that is used to prove that strong orbit equivalence of minimal Cantor
systems is compatible with any group of eigenvalues as long as they have the same
continuous eigenvalues that are roots of unity. For some deeper discussions and
recent results on the relation of continuous eigenvalues with orbit equivalence see
[CDP16, GHH16].
Corollary 23. Let (X,T ) be a minimal Cantor system given by a proper Bratteli-
Vershik representation B = (V,E,). There exists a minimal Cantor system (X˜, T˜ )
obtained by contractions and modifications of the local orders of B (so it is strong
orbit equivalent with (X,T )) such that
(1) it has not irrational continuous eigenvalues,
(2) for every ergodic probability measure µ of (X,T ), the systems (X,T, µ) and
(X˜, T˜ , µ˜) have the same measure theoretical eigenvalues.
In particular, if the original system has no roots of unity (except the trivial one) as
continuous eigenvalues, then the resulting system is topologically weakly mixing.
The last statement involving systems with no (non trivial) roots of unity as eigen-
values is also a consequence of [GHH16, Theorem 4.4] whose proof also consists in
making precise contractions and choices for the local orders of a Bratteli diagram.
From [Orm97, Theorem 6.1] it can be obtained a similar result: a Cantor minimal
system with no non trivial roots of unity as eigenvalues has a strong orbit equiv-
alent system which is weak mixing in the measure theoretical way (with respect
to to some given measure). As we will see below in the proof of Corollary 23, the
contractions and modifications on the local orders presented here allow us to start
with any group of continuous eigenvalues and keep control over all the measure
theoretical ones.
Proof. We identify (X,T ) with the system given by a proper Bratteli-Vershik rep-
resentation B = (V,E,). Recall that for all n ≥ 1 we write Vn = {1, . . . , dn} and
we assume that all maximal edges for the local orders start at vertex dn.
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1. Defining a strong orbit equivalent system: This kind of construction appears in
the context of tiling systems in [FS14].
Assume we have a strictly increasing sequence of non negative integers (ℓn;n ≥ 0)
with l0 = 0 and l1 = 1. We use it to define the minimal Cantor system (X˜, T˜ ) by
telescoping B at levels (ℓ2n−1;n ≥ 1) and then by changing the local orders of
the derived system as described in the next paragraph. We call B˜ = (V˜ , E˜, ˜)
the resulting diagram. The first level of B˜ coincides with the one of B and for all
n ≥ 2 we have V˜n = Vℓ2n−1 and E˜n = Eℓ2n−3,ℓ2n−1. To make the difference with the
diagram B all combinatorial objects associated to the diagram B˜ will be marked
with a tilde. For instance: M˜n, h˜n, d˜n, r˜n(·), s˜m,n(·), S˜m,n(·, ·), etc.
For all n ≥ 2 we modify the local orders induced on E˜n = Eℓ2n−3,ℓ2n−1 after
telescoping as follows. For all v ∈ V˜n let ev ∈ Eℓ2n−2,ℓ2n−1 be the maximal path in
B going from dℓ2n−2 to v. We reorder only those edges in E˜n finishing in vertex
v that come from a path in B having ev as a sub-path. We do this from left to
right: the new order puts first the paths starting in vertex 1 ∈ V˜n−1 and then
those starting in vertex 2 ∈ V˜n−1, etc., until arriving to edges starting in vertex
d˜n−1 = dℓ2n−3 . We keep the local orders induced by the telescoping in the remaining
edges of E˜n.
Call (X˜, T˜ ) the minimal Cantor system associated to B˜. By construction, (X˜, T˜ )
is strong orbit equivalent with (X,T ).
2. Candidates to be irrational continuous eigenvalues: Fix an ergodic probability
measure µ(0) of (X,T ). Consider the countable set A of irrational real numbers α
such that there exist an integer N ≥ 1 and an integer (row) vector ν ∈ ZVN such
that α = ν ·µ
(0)
N and that for allm ≥ 1 they have the decomposition αhm = ηm+νm,
with ηm a real vector and νm an integer vector such that the sequence (ηm;m ≥ 1)
converges to 0 on a subsequence (but it is never equal to 0 due to the irrationality
of α). By (3.1) and (3.3), A contains all real numbers α such that λ = exp(2iπα)
is an irrational continuous eigenvalue of (X,T ). Moreover, since the definition of
the set A is independent of the local orders of the Bratteli-Vershik representation
B, then A also contains all the real numbers α such that λ = exp(2iπα) is an
irrational continuous eigenvalue of any minimal Cantor system derived from B by
a telescoping followed by a modification of the derived local orders.
Let (αn;n ≥ 1) be a sequence in A such that each element of A appears infinitely
many times. Put λn = exp(2iπαn). By definition of A, for every m ≥ 1 we can
write αnhm = η
(n)
m + ν
(n)
m with η
(n)
m a real vector and ν
(n)
m an integer vector such
that the sequence (η
(n)
m ;m ≥ 1) converges to 0 on a subsequence and is never equal
to 0.
3. Fixing the sequence (ℓn;n ≥ 0): We define recursively the sequence (ℓn;n ≥ 0)
satisfying the following conditions:
(a) ℓ0 = 0 and ℓ1 = 1;
(b) hℓ2n−1(v) ≥ n for all n ≥ 2 and v ∈ Vℓ2n−1 ;
(c) Pℓ2n−2,ℓ2n−1(dℓ2n−2 , v) > n
2 for all n ≥ 2 and v ∈ Vℓ2n−1 ;
(d) |η
(n+1)
ℓ2n−1
| < 1/4 for all n ≥ 2;
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(e) for all n ≥ 2,
1∣∣∣η(n)ℓ2n−3(dℓ2n−3)
∣∣∣ < Pℓ2n−3,ℓ2n−2(dℓ2n−3 , dℓ2n−2)− 1.
Notice that condition (e) is possible since we do not allow A to have rational
numbers.
Let n ≥ 2 and assume that ℓ0, . . . , ℓ2n−3 are already defined and satisfies condi-
tions (a)-(e). First we take ℓ2n−2 enough large such that (e) holds. Now that we
have defined ℓ2n−2 it is enough to take ℓ2n−1 enough large to satisfy conditions (b),
(c) and (d). This last property can be achieved by the choice of αn+1.
4. (X˜, T˜ ) satisfies condition (2):
Let us consider an ergodic probability measure µ of (X,T ). For n ≥ 2 let Dn be
the set of points in X˜ passing through edges of E˜n which were derived from paths
in Eℓ2n−3,ℓ2n−1 containing a maximal sub-path ev for some v ∈ Vℓ2n−1 . We have
µ˜(Dn) =
∑
v∈Vℓ2n−1
µℓ2n−1(v) hℓ2n−2(dℓ2n−2).
Then, by (2.7) and condition (c) above, we get
1 ≥ hℓ2n−2(dℓ2n−2)µℓ2n−2(dℓ2n−2)
= hℓ2n−2(dℓ2n−2)
∑
v∈Vℓ2n−1
Pℓ2n−2,ℓ2n−1(dℓ2n−2 , v)µℓ2n−1(v) > µ˜ (Dn)n
2.
Therefore, µ˜ (Dn) < 1/n
2 and by Borel-Cantelli µ˜(lim sup
n→+∞
Dn) = 0.
Let x˜ 6∈ lim sup
n→+∞
Dn. Then, from a level n(x˜) ≥ 2, x˜ does not pass by any edge
of E˜n which comes from a path in Eℓ2n−3,ℓ2n−1 containing a maximal sub-path
ev ∈ Eℓ2n−2,2n−1 . This implies that, if we identify B with its telescoping with
respect to levels (ℓ2n−1;n ≥ 1), the suffix vectors associated to x˜ in B˜ differ in
finitely many levels with those associated to x˜ when seen as a point in B. Thus,
keeping this identification for B, we get that for all large enough values of m we
have r˜m(x˜) = rm(x˜) + c(x˜), where c(x˜) is a constant depending only on x˜. By
Theorem 7 we conclude that eigenvalues of (X,T ) for µ coincide with eigenvalues
of (X˜, T˜ ) for µ˜.
5. The λn’s are not continuous eigenvalues of (X˜, T˜ ): We will use Theorem 2 part
(3).
Let n ≥ 3. A careful inspection of the diagram B˜ shows that for any v ∈ V˜n =
Vℓ2n−1 we have{
(0, 0, . . . , 0, t) ∈ NV˜n−1 ; t < Pℓ2n−3,ℓ2n−2(dℓ2n−3 , dℓ2n−2)
}
⊆ S˜n−1(d˜n−1, v).
By property (e) above we can take t =
 1
2
∣∣∣η(n)ℓ2n−3(dℓ2n−3)
∣∣∣
+1 in the previous set.
Thus, using the fact that |η
(n)
ℓ2n−3
| < 1/4 we get
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|||αn
〈
(0, . . . , 0, t), h˜n−1
〉
||| = |||αn
〈
(0, . . . , 0, t), hℓ2n−3
〉
|||
= |||t · η
(n)
ℓ2n−3
(dℓ2n−3)||| ∈ ]1/4, 1/2] .
Since each value α in the sequence (αn;n ≥ 1) appears infinitely many times, then
the series ∑
n≥1
max
s∈S˜n(d˜n,d˜n+1)
|||α〈s, h˜n〉|||
in Theorem 2 part (3) cannot converge. Thus λn is not a continuous eigenvalue of
(X˜, T˜ ) for all n ≥ 1. 
A natural question arising from last corollary is the following. Given a minimal
Cantor system (X,T ), is it possible to realise any subgroup of its group of contin-
uous eigenvalues as the group of continuous eigenvalues of some minimal Cantor
system (X˜, T˜ ) which is strong orbit equivalent with (X,T ) ?
Proposition 25 in [CDP16] (see also [IO07]) asserts in specific cases that it is
possible to realise some subgroups, but it is not clear which ones. Moreover, there
are strong obstructions for this kind of realisations. For example, it is well-known
that G = {exp(2iπβ);β ∈ Z + αZ} is the group of continuous eigenvalues of a
Sturmian subshift, where α is the angle of the rotation associated to the Sturmian
system. The main result in [CDP16] shows that the only other subgroup of G that
can be realised within the strong orbit equivalence class of the Sturmian system is
the other trivial subgroup.
We have discussed the relations between the group of continuous eigenvalues and
the notion of strong orbit equivalence. In the case of non continuous eigenval-
ues the situation is completely different. Counterexamples can be obtained using
[Orm97, Corollary 6.2], a remarkable generalization of Dye’s theorem [Dye59] in-
volving strong orbit equivalence. From Orme’s result it can be proved the existence
of strong orbit equivalent minimal Cantor systems, each one of them with any pre-
scribed group of eigenvalues for a given ergodic probability measure. Thus non
continuous eigenvalues not need to be preserved under strong orbit equivalence,
even in the case of rational non continuous ones. For concrete counterexamples in
the case of rational non continuous eigenvalues we can use the Toeplitz systems
of finite rank in [DFM15, §6]. Various modifications on the local orders of each
example there lead to a strong orbit equivalent system keeping its topological rank
but losing either some or all rational non continuous eigenvalues. The main reason
of this comes from the strict restrictions imposed by rational eigenvalues on local
orders in the finite rank Toeplitz case (see for example Theorem 21 and [DFM15,
Corollary 4]).
5.3. A topologically weakly mixing minimal Cantor system of rank two
admitting all rational numbers as non continuous eigenvalues. We have
proved that in minimal Cantor systems of Toeplitz-type the finite rank condition
strongly restricts the existence of non continuous rational eigenvalues. In this sec-
tion we prove that for general minimal Cantor systems this is not longer true by
constructing a topologically weakly mixing minimal Cantor system of rank two
admitting all rational numbers as non continuous eigenvalues.
Eigenvalues of finite rank minimal Cantor systems 35
Set a sequence of positive integers (bn;n > 1) such that
∑
n>1 1/bn <∞. Consider
the minimal Cantor system (X,T ) given by the proper Bratteli-Vershik representa-
tion of rank 2, where Vn = {1, 2} for all n ≥ 1, h1 = (1, 1) and the rest of its edges
and local orders are described as follows. For each n ≥ 1 consider the function
θn+1 : Vn+1 → V ∗n such that for each u ∈ Vn+1 its image θn+1(u) is the word in Vn
which lists, following the local order, the sources of all edges in En+1 ending at u:
θ2(1) = 2(1)
52
θ2(2) = 2(1)
32
and
θn+1(1) = 211(21)
bn+112
θn+1(2) = (21)
bn2
for n > 1,
Proposition 24. The minimal Cantor system (X,T ) is uniquely ergodic.
Proof. Let µ be an ergodic measure for (X,T ). The following matrix relations hold
in the diagram defining (X,T ). For all n > 1,
(hn+1(1), hn+1(2)) = (hn(1), hn(2))
(
bn + 4 bn
bn + 3 bn + 1
)
, (5.2)(
µn(1)
µn(2)
)
=
(
bn + 4 bn
bn + 3 bn + 1
)(
µn+1(1)
µn+1(2)
)
. (5.3)
Using these relations one has that for all n > 2
hn(1)
hn(1) + hn(2)
=
hn−1(1)(bn−1 + 4) + hn−1(2)(bn−1 + 3)
(hn−1(1) + hn−1(2))(2bn−1 + 4)
,
and thus
bn−1 + 3
2bn−1 + 4
<
hn(1)
hn(1) + hn(2)
<
bn−1 + 4
2bn−1 + 4
.
Also,
µn(1) =
(bn + 4)µ(τn+1 = 1)
hn+1(1)
+
bnµ(τn+1 = 2)
hn+1(2)
,
=
(bn + 4)µ(τn+1 = 1)
(bn + 4)hn(1) + (bn + 3)hn(2)
+
bnµ(τn+1 = 2)
bnhn(1) + (bn + 1)hn(2)
.
Since µ(τn+1 = 1) + µ(τn+1 = 2) = 1 we get
bn
bn + 4
[
1
hn(1) + hn(2)
]
< µn(1) <
bn + 4
bn
[
1
hn(1) + hn(2)
]
.
This implies that µ(τn = 1) = hn(1)µn(1) −−−−−→
n→+∞
1/2 and µ(τn = 2) −−−−−→
n→+∞
1/2.
Therefore the system is of exact finite rank, which implies its unique ergodicity (see
last paragraph of Section 2.2.6). 
To compute eigenvalues of (X,T ) for its unique invariant measure µ we will use
Theorem 10. Notice from the last proof that the diagram defining (X,T ) is clean,
so all the requirements of the theorem hold. Moreover, Iµ = {1, 2}.
Remark 1. All matrices Mn, for n > 2, are of the form
(
a+1 b
a b+1
)
with a, b ∈ Z.
Then recursively we conclude that matrices Pm,n, with 2 ≤ m < n, are of the same
form.
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Before applying Theorem 10 we need to understand the suffix sets Sm,n(u, v) for
1 ≤ m < n and u, v ∈ {1, 2}. We will use some relations of suffix vectors contained
in Section 2.2.4, particularly we recall the equality (2.6),
sℓ,n(x) = sℓ,m(x) + sm,n(x)P
T
ℓ,m, for 0 ≤ ℓ < m < n and x ∈ X.
Also recall that sn(x) stands for sn,n+1(x), with n ≥ 0 and x ∈ X .
Lemma 25. Let L1, L2 and L3 be the following subsets of row vectors of Z
2:
L1 = {(a, a) ; a ∈ Z} , L2 = {(a+ 1, a) ; a ∈ Z} and
L3 = {(a, a+ 1) ; a ∈ Z} .
Then, for all large enough integers 2 < m < n, the following quotients
|Sm,n(1, 1) \ L1|
Pm,n(1, 1)
,
|Sm,n(2, 1) \ L2|
Pm,n(2, 1)
,
|Sm,n(1, 2) \ L3|
Pm,n(1, 2)
and
|Sm,n(2, 2) \ L1|
Pm,n(2, 2)
,
are bounded from above by
n−1∑
k=m
2/bk.
Proof. Take integers m > 2 and k > 0. First we estimate the cardinality of
Sm,m+k+1(1, 1) \ L1.
Let us take x ∈ X such that τm(x) = 1 and τm+k+1(x) = 1, then sm,m+k+1(x) ∈
Sm,m+k+1(1, 1). Using (2.6) and Remark 1 we see that
sm+k(x) ∈ L1 and sm,m+k(x) ∈ L1
or
sm+k(x) ∈ L2 and sm,m+k(x) ∈ L3

 =⇒ sm,m+k+1(x) ∈ L1.
From this property, if sm,m+k+1(x) 6∈ L1 then we get that one of the following
excluding properties holds:
(a) τm+k(x) = 1, sm+k(x) ∈ L1 and sm,m+k(x) 6∈ L1.
(b) τm+k(x) = 1 and sm+k(x) 6∈ L1.
(c) τm+k(x) = 2, sm+k(x) ∈ L2 and sm,m+k(x) 6∈ L3.
(d) τm+k(x) = 2 and sm+k(x) 6∈ L2.
Also, looking at θm+k+1(1), we have |Sm+k(1, 1) ∩ L1| = bm+k+2, |Sm+k(1, 1) \ L1| =
2, |Sm+k(2, 1) ∩ L2| = bm+k+1 and |Sm+k(2, 1) \ L2| = 2. Then, counting following
conditions (a) to (d) gives the upper bound
|Sm,m+k+1(1, 1) \ L1| ≤ (bm+k + 2) |Sm,m+k(1, 1) \ L1|+ 2Pm,m+k(1, 1)
+ (bm+k + 1) |Sm,m+k(1, 2) \ L3|+ 2Pm,m+k(1, 2).
Now, cardinalities of Sm,m+k+1(2, 1)\L2, Sm,m+k+1(1, 2)\L3 and Sm,m+k+1(2, 2)\
L1 can be estimated in a similar way, getting
|Sm,m+k+1(2, 1) \ L2| ≤ (bm+k + 2) |Sm,m+k(2, 1) \ L2|+ 2Pm,m+k(2, 1)
+ (bm+k + 1) |Sm,m+k(2, 2) \ L1|+ 2Pm,m+k(2, 2),
|Sm,m+k+1(1, 2) \ L3| ≤ (bm+k + 1) |Sm,m+k(1, 2) \ L3|+ bm+k |Sm,m+k(1, 1) \ L1| ,
|Sm,m+k+1(2, 2) \ L1| ≤ (bm+k + 1) |Sm,m+k(2, 2) \ L1|+ bm+k |Sm,m+k(2, 1) \ L2| .
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Let Qm,n, for 2 < m < n, denote the maximum of the four quotients in the
formulation of the Lemma. We have,
|Sm,m+k+1(1, 1) \ L1|
Pm,m+k+1(1, 1)
≤
(bm+k + 2) |Sm,m+k(1, 1) \ L1|∑2
u=1 Pm,m+k(1, u)Mm+k+1(u, 1)
+
(bm+k + 1) |Sm,m+k(1, 2) \ L3|∑2
u=1 Pm,m+k(1, u)Mm+k+1(u, 1)
+
2
∑2
u=1 Pm,m+k(1, u)∑2
u=1 Pm,m+k(1, u)Mm+k+1(u, 1)
≤
(bm+k + 2) |Sm,m+k(1, 1) \ L1|
(bm+k + 3)
∑2
u=1 Pm,m+k(1, u)
+
(bm+k + 1) |Sm,m+k(1, 2) \ L3|
(bm+k + 3)
∑2
u=1 Pm,m+k(1, u)
+
2
∑2
u=1 Pm,m+k(1, u)
(bm+k + 3)
∑2
u=1 Pm,m+k(1, u)
≤
Pm,m+k(1, 1)∑2
u=1 Pm,m+k(1, u)
·
|Sm,m+k(1, 1) \ L1|
Pm,m+k(1, 1)
+
Pm,m+k(1, 2)∑2
u=1 Pm,m+k(1, u)
·
|Sm,m+k(1, 2) \ L3|
Pm,m+k(1, 2)
+
2
bm+k + 3
≤ Qm,m+k +
2
bm+k
.
It can be seen that this bound works for the other three remaining quotients. So,
we get the recurrence formula
Qm,m+k+1 ≤ Qm,m+k +
2
bm+k
.
We conclude by noticing that a direct computation gives Qm,m+1 ≤ 2/bm. 
Proposition 26. For every ℓ ≥ 2, λ = exp (2iπ/ (hℓ(1) + hℓ(2))) is a non contin-
uous eigenvalue of (X,T ) for the unique invariant measure µ.
Proof. Let us take ℓ ≥ 2. By (5.2), it can be seen by induction that for all m ≥ ℓ
hm(1) = hℓ(1) (mod hℓ(1) + hℓ(2)) and hm(2) = hℓ(2) (mod hℓ(1) + hℓ(2)).
Then, by Corollary 6, if λ = exp (2iπ/ (hℓ(1) + hℓ(2))) is an eigenvalue then it
cannot be continuous.
In order to show that λ is actually an eigenvalue, we are going to use Corollary
16 for vertices u = 1 and v = 2, the other cases can be done analogously. Recall
that Iµ = {1, 2}.
Let L3 be as in the formulation of Lemma 25 and consider large enough positive
integers n > m ≥ ℓ. If we take s ∈ Sm,n(1, 2)∩L3 then there exists a ∈ Z such that
〈s, hm〉 = 〈(a, a+ 1) , (hm(1), hm(2))〉 = a (hm(1) + hm(2)) + hm(2)
= hℓ(2) (mod hℓ(1) + hℓ(2)).
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Then, for all s ∈ Sm,n(1, 2) ∩ L3, λ〈s,hm〉 = exp (2iπhℓ(2)/(hℓ(1) + hℓ(2))) and∣∣∣∣∣∣
∑
s∈Sm,n(1,2)
λ〈s,hm〉
∣∣∣∣∣∣ ≥
∣∣∣∣∣∣
∑
s∈Sm,n(1,2)∩L3
λ〈s,hm〉
∣∣∣∣∣∣−
∣∣∣∣∣∣
∑
s∈Sm,n(1,2)\L3
λ〈s,hm〉
∣∣∣∣∣∣
≥ |Sm,n(1, 2) ∩ L3| − |Sm,n(1, 2) \ L3|
= Pm,n(1, 2)− 2 |Sm,n(1, 2) \ L3| .
Applying Lemma 25 we obtain
1−
∑
k≥m
4
bk
≤
∣∣∣∑s∈Sm,n(1,2) λ〈s,hm〉
∣∣∣
Pm,n(1, 2)
≤ 1,
and we get the condition of Corollary 16. This shows that exp (2iπ/(hℓ(1) + hℓ(2)))
is a non continuous eigenvalue of (X,T ) for µ. 
Remark 2. If we take ℓ ≥ 2 and an integer p dividing hℓ(1)+ hℓ(2), then obviously
exp(2iπ/p) is an eigenvalue of (X,T ) with respect to µ, but it could be a continuous
one.
Corollary 27. The complex number exp(2iπ/12) is a non continuous eigenvalue of
(X,T ) for the unique invariant measure µ. Moreover, exp(2iπ/2) and exp(2iπ/3)
are both non continuous eigenvalues for that measure.
Proof. As h2(1) + h2(2) = 12 we get from Proposition 26 that exp(2iπ/12) is a
non continuous eigenvalue. Then exp(2iπ/2) and exp(2iπ/3) are eigenvalues of
(X,T, µ), at least one of them non continuous.
But as in the proof of Proposition 26, for m ≥ 2
hm(1) = 7 (mod 12) and hm(2) = 5 (mod 12),
and from Corollary 6 it follows that neither exp(2iπ/2) nor exp(2iπ/3) can be
continuous eigenvalues. 
The example above is indeed a family of systems indexed by the different sequences
(bn;n > 1) satisfying
∑
n>1 1/bn < ∞. Choosing some of these sequences we get
the following result.
Proposition 28. There exists a uniquely ergodic minimal Cantor system (X,T )
of topological rank 2 such that for every α ∈ Q, exp(2iπα) is a non continuous
eigenvalue of (X,T ) for the unique invariant measure µ.
Before proving Proposition 28, a particular sequence (bn;n > 1) will be defined
recursively.
For n ≥ 1, let us denote by pn the n-th odd prime number and set b2 = 13. Notice
that h2(1) + h2(2) = 12 and h3(1) + h3(2) = 360, none of them being a multiple of
pn for n ≥ 4.
Now, let us fix n ≥ 3 and suppose that we know the elements of (bn;n > 1) up
to the (n − 1)-th one. For k = 2, . . . , n, using (5.2) we also know the values of
hk(1) and hk(2) and we will assume that hn(1) + hn(2) is not a multiple of pm for
m ≥ n+ 1.
Eigenvalues of finite rank minimal Cantor systems 39
We choose the element bn such that
bn + 2 ∈ {p
α1
1 · · · p
αn
n ∈ Z;αi > 0 for i = 1, . . . , n} and (5.4)
(3bn + 8) (hn(1) + hn(2)) 6= hn(2) (mod pn+1) . (5.5)
This last equation can be solved because 3 (hn(1) + hn(2)) 6= 0 (mod pn+1).
There are infinitely many possibilities for choosing a positive integer bn satisfy-
ing both conditions. This is so because the different possibles bn’s not satisfying
condition (5.5) are distant from each other by a multiple of pn+1.
Even though bn−1 does not appear explicitly in the conditions defining bn, there
is a recursion because the heights of level n, namely hn(1) and hn(2), appear in
(5.5) and they depend on bn−1.
In order to complete the recursive step, it only remains to verify that hn+1(1) +
hn+1(2) is not a multiple of pm for any m ≥ n + 2. This can be seen from (5.2)
noticing that
hn+1(1) + hn+1(2) = 2(bn + 2) (hn(1) + hn(2)) . (5.6)
Notice that conditions (5.4) and (5.5) are also satisfied for n = 2.
According to the definition of (bn;n > 1),
∑
n>1 1/bn <∞ because bn ≥ Π
n
i=1pi−
2 for all n ≥ 2.
Proof of Proposition 28. We consider the system (X,T ) of topological rank 2 de-
fined at the beginning of this section along with the sequence (bn;n > 1) defined
above.
Let us take a positive integer p. From (5.4) and applying recursively (5.6),
there exists a sufficiently large integer m such that p divides hk(1) + hk(2) for
all k ≥ m. By Remark 2, we have that exp(2iπ/p) is an eigenvalue of (X,T ) for
its unique invariant measure. Then exp(2iπα) is an eigenvalue of (X,T ) for every
α ∈ Q. In order to show that they are all non continuous it suffices to prove that
g. c. d.(hn(1), hn(2)) = 1 for all n ≥ 2 (see Corollary 6).
From the proof of Corollary 27, neither 2 nor 3 divide g. c. d.(hn(1), hn(2)) for
all n ≥ 2. Now take m ≥ 2 and consider the m-th odd prime pm. From (5.4)
and (5.6) we can see that pm divides hn(1) + hn(2) for all n ≥ m + 1 and it does
not do so for n < m + 1. Then, for n < m + 1 it is not possible that pm divides
g. c. d.(hn(1), hn(2)).
Using (5.2) we have
hm+1(2)
= bm (hm(1) + hm(2)) + hm(2)
= 2bm (bm−1 + 2) (hm−1(1) + hm−1(2)) + bm−1 (hm−1(1) + hm−1(2)) + hm−1(2)
and by (5.4) and (5.5) we get
hm+1(2) = (−3bm−1 − 8) (hm−1(1) + hm−1(2)) + hm−1(2) (mod pm)
6= 0 (mod pm).
Then pm does not divide hm+1(2). So pm cannot divide g. c. d.(hm+1(1), hm+1(2)).
A simple induction using (5.2) implies that hn = hm+1 (mod pm) for n > m+ 1.
So pm cannot divide g. c. d.(hn(1), hn(2)) for n > m+ 1 either.
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We conclude that there is no prime integer dividing the g. c. d.(hn(1), hn(2)) for
all n ≥ 2. This fact completes the proof. 
Corollary 29. There exists a topologically weakly mixing uniquely ergodic minimal
Cantor system (X,T ) of finite topological rank whose group of eigenvalues for the
unique invariant measure contains an isomorphic copy of Q.
Proof. We consider the uniquely ergodic minimal Cantor system (X,T ) (of topo-
logical rank 2) constructed in Proposition 28. It has no roots of unity as continuous
eigenvalues and its group of eigenvalues for the unique invariant measure contains
an isomorphic copy of Q.
Using Corollary 23 we have an strong orbit equivalent minimal Cantor system
(X˜, T˜ ) also of topological rank 2 and uniquely ergodic which is topologically weakly
mixing and have the same measurable eigenvalues as (X,T ). 
Remark 3. An example with similar characteristics can be obtained as follows.
First we take any topological weakly mixing Cantor minimal system of finite rank.
Using [Orm97, Theorem 6.1] we can prove that there exists a strong orbit equivalent
system with all possible roots of unity as eigenvalues. Then this last system could
have continuous eigenvalues but, by strong orbit equivalence, all of them need to be
irrational. So, by applying Corollary 23, we can obtain a topological weakly mixing
Cantor minimal system having all rational eigenvalues as non continuous ones.
However, this process cannot guarantee that the resulting system is of topological
finite rank or even expansive.
5.4. Minimal Cantor systems with the maximal continuous eigenvalue
group property. Let (X,T ) be a minimal Cantor system. We set
E(X,T ) = {α ∈ R| exp(2iπα) is a continuous eigenvalue of (X,T )}.
We call it the group of additive continuous eigenvalues. It is well-known that
E(X,T ) is countable and contains Z. Let
I(X,T ) =
⋂
µ∈M(X,T )
{∫
X
fdµ; f ∈ C(X,Z)
}
,
where C(X,Z) is the set of continuous functions from X to Z and M(X,T ) is the
set of T -invariant probability measures. It is known that I(X,T ) is an invariant of
strong orbit equivalence [GPS95] and that E(X,T ) ⊆ I(X,T ) [CDP16, GHH16].
From Corollary 23, given a minimal Cantor system (X,T ) without rational con-
tinuous eigenvalues, there exists a strong orbit equivalent minimal Cantor system
(Y, S), so in particular I(Y, S) = I(X,T ), such that E(Y, S) = Z (this also can
be deduced from [Orm97, GHH16]). On the other extreme, for (X,T ) such that
E(X,T ) ( I(X,T ), it is not known whether one has a strong orbit equivalent sys-
tem (Y, S) such that E(Y, S) = I(Y, S) = I(X,T ) (for a deeper discussion and to
motivate this question we refer the reader to [CDP16, GHH16]). If the equality
E(Y, S) = I(Y, S) holds we say that (Y, S) has the maximal continuous eigenvalue
group property.
Below we provide a family of examples having this property using a result about
the Brun algorithm for continued fractions and our criteria to be a continuous
eigenvalue of a minimal Cantor system.
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5.4.1. Brun matrices and its properties. In this section we present a version of
a result due to A. Avila and V. Delecroix [AD15] that will help us to construct
minimal Cantor systems having the maximal continuous eigenvalue group property.
We will use and recall their notation.
We will make use of the following matrices coming from the so called Brun algo-
rithm for multidimensional continued fractions (see [Sch00]):
B(1) =

1 1 00 1 0
0 0 1

 , B(2) =

1 1 01 0 0
0 0 1

 , B(3) =

1 0 11 0 0
0 1 0

 .
We call them Brun matrices and for a word w = w1 . . . wn on the alphabet {1, 2, 3}
we set B(w) = B(w1) · · ·B(wn).
We say a non negative integer square matrix is Pisot if its dominant eigenvalue
is simple and all the other eigenvalues have absolute values strictly less than one.
Proposition 30. [Bru58, AD15] Let w be a word on the alphabet {1, 2, 3}. Then,
B(w) is primitive (some power of B(w) is strictly positive) if and only if 3 appears
as a symbol of w. Moreover, if B(w) is primitive then B(w) is Pisot.
Let C(c)(0, 1) (C(r)(0, 1)) denote the set of column (row) vectors x ∈ R3 with
‖x‖ = 1, where ‖·‖ is the supremum norm. For a real square matrixM of dimension
three and a subset of column vectors R ⊆ R3 define ‖M‖R = supx∈R ‖M‖x, where
‖M‖x = sup{z∈C(r)(0,1); z·x=0} ‖zM‖. We are forced to distinguish between row
and column vectors in order to be consistent with the notation used before. In
particular, height and suffix vectors, hn, sn, sm,n, etc., are row vectors and measure
vectors, µn, are column vectors.
Consider the matrices A(1) = B(1), A(2) = B(2) and A(3) = (B(3))6. It is direct to
verify that A(3) > 0. As before, for a word w = w1 . . . wn on the alphabet {1, 2, 3}
we define A(w) = A(w1) · · ·A(wn). By Proposition 30, if w contains a 3 then A(w) is
Pisot (indeed, it is strictly positive).
Let D = {x = (x1, x2, x3)
T ∈ R3;x1 > x2 > x3 > 0} and for a word w on
the alphabet {1, 2, 3} set D(w) = A(w)D. It is clear that A(i)D ⊆ D for all i ∈
{1, 2, 3} and thus D(w) ⊆ D. Moreover, it is a direct computation to verify that
A(w)(R3+ \{0}) ⊆ D if w contains at least one 3, where R+ is the set of nonnegative
reals.
We will need the following three lemmas that give a finer structure of the products
of Brun’s matrices. The first one is an adaptation from [AD15] to matrices A(w).
Lemma 31. Let w and w′ be two words on the alphabet {1, 2, 3}. Then,
‖A(w)‖D(w) ≤ 1 and ‖A
(ww′)‖D(ww′) ≤ ‖A
(w)‖D(w)‖A
(w′)‖D(w′) .
Lemma 32. Let w be a word on the alphabet {1, 2, 3} containing at least one 3.
Then, there exists an integer n ≥ 1 such that ||A(w
n)||D(wn) < 1, where w
n is the
concatenation of the word w, n times.
Proof. From Proposition 30 and the structure of the Brun matrices, A(w) is a Pisot
matrix of determinant 1 or −1. Since its characteristic polynomial is monic with
integer coefficients, then it has three different roots α1, α2 and α3 that we can take
satisfying α1 > 1 > |α2| ≥ |α3| > 0. Let y(1), y(2) and y(3) be a base of R3 formed
by the corresponding right eigenvectors of A(w) and consider the matrix P whose
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columns are y(1), y(2) and y(3). Similarly, let z(1), z(2) and z(3) be left eigenvectors
of A(w) associated to α1, α2 and α3 and consider the matrix Q whose rows are
z(1), z(2) and z(3). Clearly, P and Q are invertible and z(i) · y(j) = 0 if i 6= j. We
can also take previous eigenvectors satisfying z(i) · y(i) = 1 and ‖z(i)‖ = 1 for all
i ∈ {1, 2, 3}. By continuity, there exist δ1 > 0 and δ2 > 0 such that
sup
x∈P−1C(c)(0,1)
‖x‖ ≤ δ2, sup
z∈Q−1C(r)(0,1)
‖z‖ ≤ δ2 and inf
x∈P−1(D∩C(c)(0,1))
|x1| ≥ δ1.
(5.7)
Let n ≥ 1 and y = A(w
n)y′ ∈ D(w
n) with y′ ∈ D ∩ C(c)(0, 1). By definition
of ‖A(w
n)‖D(wn) it is enough to consider normalized vectors like y
′. Since y′ =
a1y
(1) + a2y
(2) + a3y
(3) = P (a1, a2, a3)
T we have that (a1, a2, a3)
T ∈ P−1(D ∩
C(c)(0, 1)). Now, take z ∈ C(r)(0, 1) such that z · y = 0. As before, we have that
z = b1z
(1) + b2z
(2) + b3z
(3) with (b1, b2, b3) in Q
−1C(r)(0, 1). From (5.7) we obtain
|a1| ≥ δ1, |ai| ≤ δ2 and |bi| ≤ δ2 for i ∈ {1, 2, 3}. Also,
0 = z · y = zA(w
n)y′ = a1b1α
n
1 + a2b2α
n
2 + a3b3α
n
3 .
Hence,
‖zA(w
n)‖ = ‖b1α
n
1 z
(1) + b2α
n
2 z
(2) + b3α
n
3 z
(3)‖
=
∥∥∥∥
(
−
a2
a1
b2α
n
2 −
a3
a1
b3α
n
3
)
z(1) + b2α
n
2 z
(2) + b3α
n
3 z
(3)
∥∥∥∥
≤
(∣∣∣∣a2a1 b2
∣∣∣∣+
∣∣∣∣a3a1 b3
∣∣∣∣ + |b2|+ |b3|
)
|α2|
n ≤ 2
(
δ2
δ1
+ 1
)
δ2|α2|
n.
Taking n large enough we conclude. 
Lemma 33. Let w = (wn)n≥0 be a sequence in {1, 2, 3}N where 3 appears infinitely
many times. Assume there is an increasing sequence of positive integers (nj)j≥0
such that lim
j→+∞
‖A(w[0,nj))‖
D
(w[0,nj)
) = 0, where w[0,nj) = w0 . . .wnj−1. Then, any
ν ∈
⋂
n≥1A
(w[0,n))D has rationally independent entries.
Proof. On the contrary, take a nonzero integer row vector z such that z · ν = 0.
Since A(w[0,n)) is invertible, then zA(w[0,n)) is a nonzero integer vector for all n ≥ 1
and
0 <
1
‖z‖
≤ ‖
z
‖z‖
A(w[0,n))‖ ≤ ‖A(w[0,n))‖ν ≤ ‖A
(w[0,n))‖
D
(w[0,n)) ,
where in the last inequality we have used that ν ∈
⋂
n≥1A
(w[0,n))D =
⋂
n≥1D
(w[0,n)).
Taking liminf in last expression leads to a contradiction. 
5.4.2. Constructing a minimal Cantor system having the maximal continuous eigen-
value group property. In this section we apply previous results to define a family of
minimal Cantor systems (X,T ) such that I(X,T ) = E(X,T ), i.e., satisfying the
maximal continuous eigenvalue group property.
Proposition 34. Let w = (wn)n≥0 be a sequence in {1, 2, 3}N where 3 appears
infinitely many times and let (nj)j≥0 be an increasing sequence of positive integers
Eigenvalues of finite rank minimal Cantor systems 43
such that ∑
j≥0
(nj+1 − nj)‖A
(w[0,nj))‖
D
(w[0,nj)
) < +∞. (5.8)
Let (X,T ) be a finite rank minimal Cantor system given by a Bratteli-Vershik rep-
resentation whose incidence matrices are M1 = h1 = (1, 1, 1) and Mn = A
(wn−2)
for n ≥ 2. Then, (X,T ) is uniquely ergodic and there exists a real vector ν =
(ν(1), ν(2), ν(3))T ∈ D with rationally independent entries such that
E(X,T ) = I(X,T ) = ν(1)Z+ ν(2)Z+ Z.
We notice that, by the choice of the incidence matrices, a Bratteli diagram as the
one described in this proposition is always simple (this is just the fact that matrix
A(3) is strictly positive) and it always admits a local order which makes it properly
order. It is enough to consider the so called left-right order infinitely many times.
Proof. Under our assumptions the incidence matrices of the Bratteli diagram are
given by Mn = A
(wn−2), Pn = A
(w[0,n−1)) and Pm,n = A
(w[m−1,n−1)) for all 1 ≤ m <
n.
Let µ be an ergodic measure of (X,T ). For all 1 ≤ m < n we have that
µ1 = Pmµm and µm = Pm,nµn. Since A
(w)(R3+ \ {0}) ⊆ D for any word on
the alphabet {1, 2, 3} having a 3, we deduce that µn ∈ D for all n ≥ 2 and thus
µ1 ∈
⋂
n≥2A
(w[0,n−1))D.
For i ∈ {1, 2, 3} define the row vector ηi = µ1(i)h1 − ei, where ei is the i-th
canonical row vector of R3. From µ1(1) + µ1(2) + µ1(3) = 1 we get ηi · µ1 = 0.
Thus, by definition, for all i ∈ {1, 2, 3} and n ≥ 2 we have
‖
ηi
‖ηi‖
A(w[0,n−1))‖ ≤ ‖A(w[0,n−1))‖µ1 ≤ ‖A
(w[0,n−1))‖
D
(w[0,n−1)) ,
where in the last inequality we have used that µ1 ∈ A(w[0,n−1))D. Hence, for any
n ∈ [nj + 1, nj+1 + 1) and s ∈ Sn(u, v) with u ∈ Vn and v ∈ Vn+1 we have
|||µ1(i)〈s, hn〉||| =|||µ1(i)〈s, h1Pn〉||| = |||µ1(i)〈s, h1A
(w[0,n−1))〉||| = |||〈s, ηiA
(w[0,n−1))〉|||
≤‖ηiA
(w[0,n−1))‖ ‖s‖ ≤ ‖A(w[0,n−1))‖
D
(w[0,n−1)) ‖ηi‖ ‖s‖
≤‖A(w[0,nj))‖
D
(w[0,nj)
) ‖s‖,
where in the last inequality we have used Lemma 31 and the fact that ‖ηi‖ ≤ 1. But
the set of incidence matrices we are using is bounded, so max{‖s‖; s ∈ Sn(u, v), u ∈
Vn, v ∈ Vn+1} ≤ L, where L is a universal constant. This inequality implies that
the series ∑
n≥1
max
s ∈ Sn(un, un+1)
un ∈ Vn, un+1 ∈ Vn+1
|||µ1(i)〈s, hn〉|||
is bounded by L ·
∑
j≥0(nj+1−nj)‖A
(w[0,nj)])‖
D(w[0,nj)])
and thus, by hypothesis, it
converges. Then, by Corollary 5, µ1(1), µ1(2) and µ1(3) are continuous eigenvalues
of (X,T ).
By hypothesis and since µ1 ∈
⋂
n≥2A
(w[0,n−1))D for all n ≥ 2, from Lemma
33 we conclude that µ1(1), µ1(2) and µ1(3) are rationally independent continuous
eigenvalues of (X,T ). Consequently, 1, µ1(1) and µ1(2) are rationally independent
too. This shows that µ1(1)Z+ µ1(2)Z+ Z ⊆ E(X,T ).
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By Theorem 9 in [BDM10], the number of ergodic measures of (X,T ) is bounded
by above by min
n≥1
|Vn| − η(X,T ) + 1 = 4 − η(X,T ), where η(X,T ) is the maximal
number of rationally independent additive continuous eigenvalues. But, since 1,
µ1(1) and µ1(2) are rationally independent, this bound is lower than 1. We conclude
that (X,T ) is uniquely ergodic.
Finally, by unique ergodicity and the fact that µn = P
−1
n µ1 for all n ≥ 2, we have
that I(X,T ) ⊆ µ1(1)Z+µ1(2)Z+Z ⊆ E(X,T ). As E(X,T ) ⊆ I(X,T ) we get that
E(X,T ) = I(X,T ) = µ1(1)Z+ µ1(2)Z+ Z as desired. 
Let us explain how to construct sequences satisfying previous proposition. Let w
be a word in {1, 2, 3} having at least one occurrence of 3. From Proposition 30,
A(w) is Pisot and Lemma 32 implies that δ = ||A(w
n)||D(wn) < 1 for some n ≥ 1.
Let w ∈ {1, 2, 3}N and (nj)j≥0 be an increasing sequence of positive integers with
n0 = 1 and
(1) w[nj ,nj+n|w|) = w
n and nj+1 − nj > n|w| for all j ≥ 0;
(2)
∑
j≥0 δ
j(nj+1 − nj) < +∞.
Then w satisfies hypothesis of Proposition 34 and any minimal Cantor system
(X,T ) satisfying the conditions of this proposition has the maximal continuous
eigenvalue group property. In addition, making some modifications in previous
construction we can get that the set of sequences like w can be taken to have full
measure for many shift invariant measures of {1, 2, 3}N.
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