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Abstract
We give the affirmative solution of the invariant subspace problem for bounded
linear operators on Hilbert and Hamilton space and some applications. This pa-
per is a revision of my earlier version in RIMS, kokyuroku 2113, 72-85, May 2019
ed. Masatoshi Ito, published as the proceeding of the conference, Research on
Structure of Operators in Using Operator Means and Related Topics, Oct. 24-26,
2018.
This paper is dedicated to my Ph.D thesis advisor Prof. John A. Ernest and
my wife Soon Hee Kim.
1 Introduction
Throughout the paper, H denotes a separable infinite dimensional Hilbert space
over R or C, or a separable infinite dimensional Hamilton space over the quaternion
skew-field H, as defined in Definition 1.1 below.
Definition 1.1. Let H be a vector space over H, equipped with the inner product
(·, ·] : H ×H →H of the following sense: ∀x, y, z ∈H , α ∈H,
(x, z]+ (y, z]= (x+ y, z]
(αx, z]=α(x, z]
(x, y]= (y, x]
(x, x]≥ 0
(x, x]= 0⇐⇒ x = 0
(1.1)
By considering the norm ‖·‖ on H defined by
‖x‖ = (x, x] 12 , ∀x ∈H , (1.2)
we obtain the normed space H . If (H ,‖·‖) is a complete normed space, i.e. a Banach
space, we call H a Hamilton space.
A useful example of Hamilton space will be as follows.
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Example 1.2. Let Ω be a nonempty Lebesgue measurable subset of H, equipped
with the Lebesgue measure µ, transplanted from R4 in the canonical way. We put :
H = L2(Ω,H) (1.3)
, the Banach space of all square µ -integrable functions x :Ω→H equipped with the
inner product (·, ·] given by
(x, y]=
∫
ω∈Ω
x(ω)y(ω)dµ(ω) (1.4)
By the term invariant subspace problem, it will mean the following question to be
answered, extending the case when H is only a Hilbert space ([1] pp.95-96, [2] p.18,
[4] p.3) : If H is a separable infinite dimensional, Hilbert or Hamilton space and T
is an arbitrarily given bounded linear operator on H , does there exist a nontrivial
projection E on H such that
T E = ET E (1.5)
, where by projection E means a bounded linear operator on H such that E = E∗ = E 2
and by ’nontrivial’ means that 0 E  I where 0 and I are the zero operator and the
identity operator on H , respectively. Here E might depend on the way of choosing
T . Such a projection E satisfying (1.5) will be called an invariant projection for T and
the closed subspace E(H) of H , an invariant subspace of H for T .
Notation and Definition 1.3. We put :
B = the ∗-ring of bounded linear operators on H . (1.6)
We equipB with the operator norm ‖ ·‖ defined by, ∀A ∈B
‖A‖ = sup
‖x‖≤1
‖Ax‖ (1.7)
We also put :
B1 = {A ∈B : ‖A‖ ≤ 1} (1.8)
B+1 = {A ∈B1 : A ≥ 0} (1.9)
Throughout the paper, we fix :
T ∈B (1.10)
Let M be a nonzero closed subspace of H . By a cyclic vector e of M for T , we
mean a unit vector e ∈M (i.e. ‖e‖ = 1) such that the closed linear span
[e,Te,T 2e,T 3e, · · · ]= [T n−1e : 1≤ n <∞]
of the sequence (T n−1 : 1≤ n <∞) is M itself. Thus
M = [T n−1e : 1≤ n <∞] if dimM =ℵ0 (1.11)
in which case ( T n−1e : 1≤ n <∞ ) is a linearly independent set, as an infinite subset
of M , or
M = [e,Te,T 2e, · · ·,T N−1e] if dimM =N ∈N (1.11)
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in which case (T n−1e : 1 ≤ n ≤ N is a linearly independent subset of M , consisting
of N elements. At any case in (1.11), M is called a cyclic subspace of H for T (with
the cyclic vector e) ([4] p.3). As far as the invariant subspace problem goes, we may
and shall assume that H itself is a cyclic subspace of H for T . We thus fix the cyclic
vector e of H for T and temporarily put
e1 = e (1.12)
Hence, (e,Te,T 2e,T 3e, · · ·) is a linearly independent set closedly spanning H . By
the Gram-Schmidt orthonormalization process, we can find an orthonormal basis
(en : 1≤ n <∞) of H such that,
∀n ∈N, [e,Te,T 2e, · · ·,T n−1e]= [e1,e2,e3, · · ·,en] (1.13)
where [· · · ] denotes the closed linear span of (· · · ). (Remark : The existence of an
orthonormal basis and the Gram-Schmidt type orthonormalization in a Hamilton
space can be obtained by mimicking the case of Hilbert space ([5] p.85)).
For A ∈B, we employ the notations :
R(A)= the range of A (1.14)
K (A)= the kernel of A (1.15)
For every n ∈N, we put
En = the projection ∈B, onto [e1,e2, · · · ,en] (1.16)
i.e.,
R(En)= [e1,e2, · · · ,en] (1.17)
S = the unilateral shift on H such that Sen = en+1 ∀n ∈N (1.18)
We put ∀n ∈N
Ên = SnEn(S∗)n (1.19)
i.e.,
Ên = E2n −En (1.20)
For every N ∈N, the N -rainbowσN is defined as the permutation onN that sends
(1,2,3, · · ·N , N+1, N+2, · · · ) to (N , N−1, N−2, · · · ,1, N+1, N+2, · · · ), respectively, i.e.
σN (k)=N − (k−1) (≤N ), 1≤ ∀k ≤N ,
σN (k)= k, N +1≤ ∀k <∞. (1.21)
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As a graphical illustration,
(1.22)
Let N ∈N. OnB, the N -rainbow norm ‖·‖N and the quantum norm ‖·‖e are defined
as follows: ∀A ∈B,
‖A‖N =
∑
1≤k<∞
(
1
2
)k
‖EσN (k) AEσN (k)‖, (1.23)
‖A‖e =
∑
1≤N<∞
(
1
2
)N
‖A‖N (1.24)
Recall ÊN = E2N −EN (cf. (1.20)). Then, for every N ∈ N, we define ØEN ∈B+1 by
setting
ØEN = ∑
1≤k<∞
(
1
2
)k
EσN (k)ÊN (1.25)
where the summation in the right hand side is done in terms of the operator
norm ‖ ·‖ onB, guaranteed by the Weierstrass M-test. Remark : ∀N ∈N
∑
1≤k<∞
(
1
2
)k
EσN (k) ≤
∑
1≤k<∞
(
1
2
)k
EσN+1(k) (1.26)
2 The main results
We omit the easy proof of the following lemma 2.1.
Lemma 2.1. Let A ∈B1, and (An : n ∈N) be a sequence inB1. Then
A = ‖·‖e − limn→∞ An
⇐⇒
A = ‖·‖k − limn→∞ An , for every k ∈N
(2.1)
Keeping the notation ØEN in (1.25), we have:
Lemma 2.2. (ØEN : N ∈N) converges inB+1 with respect to the operator norm ‖ ·‖.
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Proof. Since (B,‖ ·‖) is a Banach space andB+1 is a ‖ ·‖-closed subset ofB, we only
need to show:
(ØEN : N ∈N) is ‖ ·‖-Cauchy inB (2.2)
So, let ε ∈ (0,∞) be given arbitrarily. Find kε ∈N such that
2
(
1
2
)kε
< ε
2
(2.3)
Then ∀M , N ≥ kε (2.4)
such that
N <M (2.5)
we can estimate:
‖ÙEM − ØEN‖
= ‖ ∑
1≤k<∞
(
1
2
)k (
EσM (k)ÊM −EσN (k)ÊN
)‖
≤ ∑
1≤k≤N
(
1
2
)k
‖EσM (k)ÊM −EσN (k)ÊN‖+
∑
N+1≤k≤M
(
1
2
)k
‖EσM (k)ÊM −Ek ÊN‖
+ ∑
M+1≤k<∞
(
1
2
)k
‖Ek ÊM −Ek ÊN‖ (cf. (1.21))
< ∑
N+1≤k≤M
(
1
2
)k
‖EσM (k)ÊM −Ek ÊN‖+
ε
2
(cf. (2.5), (1.21), (1.20), (2.3))
< 2
(
1
2
)N
+ ε
2
< ε
2
+ ε
2
(cf. (2.4), (2.3))
= ε (2.6)
By (2.4), (2.5) and (2.6), we see that (ØEN : N ∈N) is ‖ · ‖-Cauchy inB, as desired.
Based on Lemma 2.2 above we now can conceive the element
ØE = lim
n→∞
ØEn (2.7)
ofB+1 , where the limit is carried out in terms of the operator norm ‖ ·‖ onB.
the next Lemma 2.3 tells us that thisØE can be recaptured as the ‖ · ‖e -limit of
(Ên : n ∈N), compared with (2.7)
Lemma 2.3. ØE = ‖·‖e − lim
n→∞ Ên (2.8)
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Proof. By (⇐) of Lemma 2.1, we only need to show: ∀K ∈N,ØE = ‖·‖K − lim
n→∞ Ên (2.9)
, instead of (2.8)
So, let ε ∈ (0,∞) be given arbitrarily. ∃ integer Nε ∈N such that
2
(
1
2
)Nε
< ε (2.10)
Then ∀n ≥Nε (2.11)
‖ØE − Ên‖K
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(ØE − Ên)‖ (cf. (1.23))
< ∑
1≤k≤Nε
(
1
2
)k
‖EσK (k)(ØE − Ên)‖+ε (cf. (2.10), (2.11))
= ∑
1≤k≤Nε
(
1
2
)k
‖ lim
N→∞
( ∑
1≤l<∞
(
1
2
)l
EσK (k)EσN (l )ÊN
)
−EσK (k)Ên‖+ε (cf. (2.7), (1.25))
≤ ∑
1≤k≤Nε
(
1
2
)k
lim
N→∞
‖EσK (k)ÊN‖+
∑
1≤k≤Nε
(
1
2
)k
‖EσK (k)Ên‖+ε
(, noticing that
∑
1≤l<∞
(
1
2
)l
= 1)
= ε (cf. (2.11), (1.21), (1.20))
This proves (2.9) as desired.
Lemma 2.4. Keeping the notationØE of (2.8) in Lemma 2.3 above, and the notation
Ên in (1.20), we have: as n →∞,
(a) ‖TØE −T Ên‖e → 0
(b) ‖T Ên − ÊnT Ên‖e → 0
(c) ‖ÊnT Ên − ÊnTØE‖e → 0
(d) ‖ÊnTØE −ØETØE‖e → 0
(e) TØE =ØETØE
Proof. (e) will follow from (a)-(d), where (a)-(d) come from (a’)-(d’) below.
For every K ∈N we have: as n →∞
(a’) ‖TØE −T Ên‖K → 0
(b’) ‖T Ên − ÊnT Ên‖K → 0
(c’) ‖ÊnT Ên − ÊnTØE‖K → 0
(d’) ‖ÊnTØE −ØETØE‖K → 0
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(a’):
‖TØE −T Ên‖K
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(TØE −T Ên)EσK (k)‖ (cf. (1.23))
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)T EσK (k)(ØE − Ên)‖
≤ ‖T ‖ ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(ØE − Ên)‖
= ‖T ‖‖ØE − Ên‖K (cf. (1.23))
→ 0 (n →∞) (cf. (2.9))
(b’): Let ε ∈ (0,∞) be given arbitrarily. Then,
‖T Ên − ÊnT Ên‖K
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(T Ên − ÊnT Ên)EσK (k)‖ (cf. (1.23))
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(I − Ên)T ÊnEσK (k)‖ (2.12)
Now let Nε(∈N) be chosen such that(
1
2
)Nε
‖T ‖ < ε (2.13)
For any given K (∈N), note that
Mε :=max{σK (k) : 1≤ k ≤Nε}<∞ (2.14)
Then ∀n ≥Mε, 1≤ ∀k ≤Nε, we have:
EˆnEσK (k) = 0 (cf. (1.20)) (2.15)
Thus, by (2.12) and (2.15),
‖T Ên − ÊnT Ên‖K
= ∑
Nε+1≤k<∞
(
1
2
)k
‖EσK (k)(I − Ên)T ÊnEσK (k)‖
≤
(
1
2
)Nε
‖T ‖, ∀n ≥Mε, 1≤ ∀K ≤Nε
< ε
by (2.13). This shows that (b’) does hold.
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(c’):
‖ÊnT Ên − ÊnTØE‖K
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(ÊnT Ên − ÊnTØE)EσK (k)‖ (cf. (1.23))
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)ÊnT (Ên −ØE)EσK (k)‖
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)ÊnT EσK (k)(Ên −ØE)EσK (k)‖
≤ ‖T ‖ ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(Ên −ØE)EσK (k)‖
= ‖T ‖‖Ên −ØE‖K (cf. (1.23))
→ 0 (n →∞), (cf. (2.9))
as desired.
(d’):
‖ÊnTØE −ØETØE‖K
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(ÊnTØE −ØETØE)EσK (k)‖
= ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(Ên −ØE)T ÊEσK (k)‖
≤ ‖T ‖ ∑
1≤k<∞
(
1
2
)k
‖EσK (k)(Ên −ØE)EσK (k)‖
= ‖T ‖‖Ên −ØE‖K (cf. (1.23))
→ 0 (n →∞), (cf. (2.9))
as desired.
Thus we have proven (a’)-(d’)
Notation 2.5. LetØE be the element of B+1 given by (2.7) or equivalently by (2.8) in
Lemma 2.3. We now put
E = the range projection ofØE (2.16)
In other words,
E = the projection where range isR(ØE) (2.17)
Lemma 2.6. Keeping E of (2.17) above, we have:
0  E   I (2.18)
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Proof. Since
ØEne1 = ∑
1≤k<∞
(
1
2
)k
Eσn (k)Êne1 (cf. (1.25))
= ∑
1≤k<∞
(
1
2
)k
Eσn (k)(E2n −En)e1 (cf. (1.20))
= 0, ∀n ∈N (2.19)
we have ØEe1 = lim
n→∞(
ØEne1)= 0 (cf. (2.7)) (2.20)
Hence
0 6= e1 ∈K (ØE)= [R(ØE)]⊥ (2.21)
sinceØE ≥ 0.
Thus E   I as desired. (2.22)
To verify 0  E . (2.23)
Let N ∈N be given arbitrarily but fixed from now on up to the end of the proof.
Let n ∈N We estimate:
‖Ên −0‖N
= ∑
1≤k<∞
(
1
2
)k
‖EσN (k)(Ên −0)‖
= ∑
1≤k<∞
(
1
2
)k
‖EσN (k)Ên‖
= ∑
1≤k<∞
(
1
2
)k
‖ÊnEσN (k)‖
≥ ∑
1≤k<∞
(
1
2
)k
‖ÊnEσN (k)eσN (k)‖ (, since eσN (k) ∈R(EσN (k))) )
= ∑
1≤k<∞
(
1
2
)k
‖ÊneσN (k)‖
= ∑
1≤k<∞
(
1
2
)k
‖SnEn(S∗)neσN (k)‖
= ∑
1≤k<∞
(
1
2
)k
‖En(S∗)neσN (k)‖ (, since Sn as well as S is an isometry.) (2.24)
Now, ∀n ≥N +1, 1≤ ∀k ≤N ,
(S∗)neσN (k) = 0 (2.25)
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while ∀n ≥N +1, N +1≤ ∀k <∞,
(S∗)neσN (k) = (S∗)nek (2.26)
Hence, ∀n ≥N +1,
‖Ên −0‖N
≥ ∑
N+1≤k<∞
(
1
2
)k
‖En(S∗)nek‖ (by(2.24), (2.25), (2.26))
= ∑
N+1≤k<∞
k≥n+1
(
1
2
)k
‖Enek−n‖ (, since (S∗)nek = 0 if k ≤ n)
= ∑
N+1≤k<∞
n+1≤k≤2n
(
1
2
)k
‖ek−n‖ (, since Enek−n = 0, if k ≥ 2n+1)
= ∑
N+1≤k<∞
n+1≤k≤2n
(
1
2
)k
(, since 1≤ k−n ≤ n if n+1≤ k ≤ 2n) (2.27)
We now observe:
{k ∈N : N +1≤ n and n+1≤ k ≤ 2n}⊂ {k ∈N : N +1≤ k <∞ and n+1≤ k ≤ 2n}
(2.28)
Thus by (2.27) and (2.28); ∀n ≥N +1,
‖Ên −0‖N ≥
∑
N+1≤n
n+1≤k≤2n
(
1
2
)k
≥
(
1
2
)N+2
.
i.e. ∀n ≥N +1,
‖Ên −0‖N ≥
(
1
2
)N+2
(2.29)
Thus
‖Ên −0‖N 9 0 (n →∞) (2.30)
By Lemma 2.1 and (2.30) above,
0 6= ‖ · ‖e − lim
n→∞ Ên (2.31)
But, recall that
‖ ·‖e − lim
n→∞ Ên =ØE
in Lemma 2.3 (2.8).
HenceØE 6= 0.
Thus, E being the range projection ofØE (cf. 2.16), we see that E 6= 0, proving
(2.23), as desired.
We now state the first main result:
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Theorem 2.7. For any given bounded linear operator T on a separable infinite di-
mensional Hilbert or Hamilton space H, there exists a closed nontrivial invariant
projection E for T (, where E might be dependent on the way of how we choose T
out ofB ).
Proof. By (e) of Lemma 2.4 and Lemma 2.6, by keeping the relevant notationsØE and
E there, we immediately see that
T E = ET E with
0  E   I (2.32)
as desired (cf. (1.5)).
Corollary 2.8. Let e be an arbitrarily given unit vector of H . Let M be the cyclic
subspace of H for T with the cyclic vector e (cf. (1.11)). If dimM =N (∈N), Then, M
is a nontrivial finite dimensional invariant subspace of H for T . If dimM =ℵ0, then
there exists a nontrivial closed invariant subspace, say, N of H for T such that
{0}(N (M (2.33)
Proof. We only need to verify the case when dimM =ℵ0. We can apply Theorem 2.7
to the case where our present M takes the role of H there, and can obtain the desired
result for (2.33).
Corollary 2.9. Let H be an infinite dimensional separable Hilbert space over C or
Hamilton space, and let K be a closed invariant subspace of H for T such that
2≤ codimK (= dimH ªK ) (2.34)
Then there exists a nontrivial closed invariant subspace y of H for T such that
K ( Y (H (2.35)
Proof. Consider the quotient Banach space
H/K (2.36)
equipped with the quotient norm
‖[z]‖ = inf
w∈K
‖z−w‖ (2.37)
∀z ∈H , where
[z]= z+K (2.38)
([6] pp. 29-30, p.91).
Thus if P,Q are the complementary projections such that
R(P )=K
R(Q)=K⊥ (2.39)
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Then ∀z ∈H ,
z = P z+Qz (2.40)
It is well known that
‖[z]‖ = ‖Qz‖, ∀z ∈H (2.41)
Consider the map
θ : H/K →K⊥ (2.42)
defined by
θ([z])=Qz, ∀z ∈H (2.43)
Then θ is clearly a linear surjection (cf. (2.43)) and isometric (cf. (2.41)). Thus,
θ : H/K →K⊥ (2.43)
is an isometric linear surjection.
Now, if, for z ∈H ,
[z]= 0 (2.44)
then z ∈K (2.45)
Thus,
Tz ∈ T (K )⊂K (2.46)
since we have assumed that K is invariant under T . It follows that, for z ∈H ,
[z]= 0 ⇒ [Tz]= 0 (2.47)
By (2.47), we are able to conceive the linear map
T̂ : H/K →H/K
by setting: ∀z ∈H ,
T̂ ([z])= Tz+K ∈H/K . (2.48)
Moreover, ∀z ∈H ,
‖T̂ ([z])‖ = ‖Tz+K ‖
= inf
y∈K
‖Tz− y‖
≤ inf
y∈K
‖Tz−T y‖ (, since T y ∈K whenever y ∈K )
≤ ‖T ‖ inf
y∈K
‖z− y‖
= ‖T ‖‖[z]‖ (2.49)
It follows that T̂ is a bounded linear operator on the Banach space H/K such
that
‖T̂ ‖ ≤ ‖T ‖ (2.50)
By setting
T⊥ = θ ◦ T̂ ◦θ−1 (2.51)
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, we thus can conceive a bounded linear operator T⊥ on K such that
‖T⊥‖ = ‖T̂ ‖ ≤ ‖T ‖ (2.52)
; the following diagram commutes:
K⊥ K⊥
H/K H/K
T⊥
θ
T̂
θ
(2.53)
By (2.34), we have the alternative:
Either 2≤ dimK⊥ <∞ (2.54)
or
dimK⊥ =ℵ0 (2.55)
For the trivial case of (2.54), the bounded linear operator T⊥ on K⊥, the eigenspace
of an eigenvalue of T⊥ will easily provide a nontrivial closed invariant subspace of
K⊥ for T⊥. For the latter case of (2.55), we apply Theorem 2.7 in terms of T⊥ and
obtain a nontrivial closed invariant subspace of K⊥ for T⊥.
In both cases, we have obtained a nontrivial closed invariant subspace, say, M of
K⊥ for T⊥.
By (2.51), we have:
T̂ = θ−1 ◦T⊥ ◦θ (2.56)
By putting:
N = θ−1(M) (2.57)
we then see that N is a nontrivial closed invariant subspace of H/K for T̂ (cf. (2.56))
Consider the quotient map
pi : H →H/K (2.58)
defined by
pi(z)= [z], ∀z ∈H (2.59)
([5] pp 363-364), noticing that pi is a contraction (cf. (2.37)).
It is now immediate to verify that the linear subspace y of H defined by
Y =pi−1(N ) (2.60)
is a nontrivial closed invariant subspace of H for T satisfying (2.35), as desired.
The next Theorem 2.10 which we call the sandwich theorem for invariant sub-
spaces, can be proven by following therecipe for proof of Corollary 2.9; we omit the
proof of Theorem 2.10.
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Theorem 2.10. Let H be an infinite dimensional separable Hilbert space over C or
Hamilton space, and T be a bounded linear operator on H. Assume that there are two
closed invariant subspaces K and Z of H for T such that
K ( Z
dim(Z ªK )≥ 2 (2.61)
Then there exists a closed invariant subspace Y of H for T , properly sandwiched be-
tween K and Z in the sense that
K ( Y ( Z (2.62)
Definition 2.11. Let M be the cyclic subspace of H for T with the cyclic vector e (cf.
(1.11)). If dimM =ℵ0 as the second case in Corollary 2.8, we put
E = the projection whose range is N , in (2.33) (2.63)
, and call E as the canonical projection associated with e, which agrees with that E
in Theorem 2.7 when M happens to be H itself.
Theorem 2.12. Let e and f be two unit vectors each of which generates infinite di-
mensional cyclic subspaces of H for T , say,
Ne = [T ne : 1≤ n <∞]
N f = [T n f : 1≤ n <∞] (2.64)
Let (en : n ∈N) and ( fn : n ∈N) be the orthonormal sequences of vectors such that,
∀n ∈N,
[e1,e2, · · · ,en]= [e,Te, · · · ,T n−1e]
[ f1, f2, · · · , fn]= [ f ,T f , · · · ,T n−1 f ] (2.65)
Let E be the canonical projection associated with e, and F be the canonical pro-
jection associated with f (cf. Definition 2.11). Let U be the unique partial isometry
(∈B) such that
the initial space of U = [en : 1≤ n <∞]
the final space of U = [ fn : 1≤ n <∞]
and ∀n ∈N, U en = fn .
(2.66)
Then U EU∗ = F
Proof. We omit the routine verification
Remark 2.13. The term quantum metric in [3] must be renamed as the weak quan-
tum norm, which is weaker than our quantum norm in the present paper. Notice
that the topology onB1 given by the weak quantum norm is just the weak operator
topology onB1 and hence independent of various way of choosing T ’s.
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