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EFFECTS OF SPATIAL SEPARATION ON




Understanding how we perceive speech in the face of competing sound sources
coming from a variety of directions is an important goal in psychoacoustics. In ev-
eryday situations, noisy interference can obscure the content of a conversation and
require listeners to integrate speech information across different frequency regions.
Two studies will be explained that investigate the effects of spatial separation
on the grouping of two spectrally separated, narrow bands of target speech with
a variety of filler stimuli centered in between these bands. Target sentences taken
from the IEEE corpus were broken into two 3
4
-octave bands with the lowest centered
around 370 Hz and the highest centered around 6 kHz. The first study explored the
spatial influences of spectral restoration. The primary experiment measured speech
intelligibility of the speech bands (presented diotically) with a single band of noise
between 700 Hz and 3 kHz used as the filler and then with the same noise band
modulated by the target speech envelope as the filler. These fillers were presented
diotically as well as with an ITD of 600 s leading to the left ear. Performance was
worse for the unmodulated noise condition when the filler was separated spatially from
the speech bands. Across-frequency grouping was not observed with the modulated
noise conditions. The second study explored the effect of attention on intelligibility of
speech bands presented from the left with related fillers. The filler objects used in this
study were dual bands of vocoded or narrowband speech presented either from left
or right. The fillers were derived from either the same target speech token (matched)
vi
or an independent sentence (conflicting). In a key experimental block, listeners were
instructed to attend to the target speech on the left while either conflicting bands or,
infrequently, matched bands were presented on the right. The infrequently presented
matching trials were physically identical to trials in another block where listeners
were instructed to attend to both ears. Results showed that splitting the target and
filler across the ears degraded intelligibility, however, directed spatial attention had
no effect on performance. These results demonstrate that speech elements group
together strongly, overcoming spatial attention, even for degraded speech.
vii
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In everyday settings, speech communication often occurs mixed with multiple con-
current sound sources, such as other talkers and events (Cherry, 1953). Even with
such interference, the sound of interest (i.e., the target speech signal) can nonetheless
be understood by normal hearing listeners, reflecting the auditory systems ability to
often properly segregate the target from the mixture of sounds entering the ears and
focus selective attention on the desired source (Bregman, 1990; Shinn-Cunningham
and Best, 2008). Such a scenario of analyzing an auditory scene becomes increasingly
cumbersome when the target speech is masked either by other sounds that are similar
in spectrotemporal structure and content (e.g., ongoing conversations occurring si-
multaneously) or by other sounds that are dissimilar yet potentially distracting (e.g.,
laughter, clapping, or the clinking of wine glasses). In either case, distortions of the
attended speech may arise as portions of the signal are “energetically masked” (Bun-
gart, 2001; Ihlefeld and Shinn-Cunningham, 2008). Thankfully, speech is inherently
rich and represents a redundant encoding of information allowing us to perceptually
fill in many of the masked or missing portions of the target speech using the audible,
unmasked portions of the attended speech signal (Cooke, 2006).
Simulating this occurrence artificially, studies have measured the effects on intel-
ligibility when intermittent silent gaps interrupt the target speech (Miller and Lick-
lider, 1950; Huggins, 1975). Results showed that the intelligibility of the speech was
2partially retained. Moreover, in many conditions, listeners perceived the speech as
continuous despite the physical disruption of the signal caused by the silences, an ef-
fect referred to as perceived continuity (Warren, 1970). Listening environments with
sounds that are temporally extended and uniform throughout such as a humming AC
vent or a flowing river may also energetically mask target speech, in particular time-
frequency “voxels” where the speech has low energy. The auditory system must then
infer the spectrally masked portions of the target using the intact portions of the tar-
gets spectrum (McDermott and Oxenham, 2008). Similar studies have examined the
intelligibility of speech when the frequency range of target sentences was restricted to
narrow spectral regions through filtering (Warren et al., 1995; Lippmann, 1996; Stick-
ney and Assmann, 2001; Warren et al., 2005). The results show that speech is robust.
Even small fragments of the spectrotemporal content of narrowband speech (e.g., am-
plitude envelope cues, fundamental frequency, and partial formant information) can
be sufficient to support speech understanding (Stickney and Assmann, 2001).
The temporal modulation structure in narrowband speech may provide some time-
varying information in frequency regions containing formants (Drullman et al., 1996).
These variations in amplitude provide prosodic information related to stress patterns
of the sentences as well as timing of vowel and consonant alternation (Grant and
Walden, 1996). Linguistic context also plays an important role in contributing to the
high intelligibility of narrowband speech (Miller et al., 1951). The sentences used in
the aforementioned studies used meaningful sentences with highly predictable, low
entropy semantic context. This linguistic structure contributes to intelligibility by
allowing listeners to choose from a restricted set of plausible lexical candidates when
determining target words (Stickney and Assmann, 2001). Intelligibility scores of
more than 95% were reported by Warren et al. (1995) for everyday English sentences
bandpassed through one-third octave filters with center frequencies of 1100 Hz, 1500
3Hz, and 2100 Hz. In a later study, Warren and Bashford (1999) found that the upper
and lower transition bands with slopes of 100 dBA/octave for the one-third octave
band centered at 1500 Hz provided a greater contribution to intelligibility. Based on
these results, here, a filter slope of approximately 1000 dBA/octave using 2000-order
FIR filtering was used to eliminate these transition bands.
Speech intelligibility of narrowband speech is even better when complimentary
filtered noise fills in the stop bands for single speech bands (Shriberg, 1992; Bashford
and Warren, 1997; Lenz, Bashford, and Warren, 2001) as well as for separated pairs
of bands (Warren et al., 1997; Healy and Warren, 2003; McDermott and Oxenham,
2008). The latter type of perceptual synthesis due to the enhancement of intelligibility
induced by noise has been referred to as spectral restoration (Warren et al., 1997).
Two widely separated narrow bands of “everyday” speech centered at 370 Hz and 6
kHz—having produced a synergistic integration of information in a prior study—were
presented and their intelligibility was measured as the noise bands added between
the spectral gap were varied in level and bandwidth. Findings suggested that speech
intelligibility was the greatest when the spectral gap was filled with the widest band
of noise. The use of the noise to perceptually fill in the missing spectral regions
represents an automatic process informed by our expectation of the spectral content
of meaningful speech. This is aided by a gestalt-like closure of the speech gap which
the noise provides (Bregman, 1990; Warren et al., 1997). Semantic predictability also
contributes to comprehension in these conditions (Stickney and Assmann, 2001).
A temporal analog to spectral restoration is phonemic restoration, which occurs
when brief temporal gaps in speech are filled with broadband noise resulting in per-
ceived continuity and an increase in intelligibility of the interrupted target speech
(Warren, 1970; Powers and Wilcox, 1977; Warren, 1999). One such study investi-
gated how the spatial characteristics of the intervening noise affected intelligibility
4when the noise was flat and unmodulated as well as when the noise was speech-
modulated, amplitude modulated by the broadband envelope of the missing speech
(Shinn-Cunningham and Wang, 2008). Results showed that perceived spatial sep-
aration did not have an effect on performance for the unmodulated noise but did
disrupt performance for the speech-modulated noise. Specifically, when the speech-
modulated noise and the interrupted speech were collocated, the noise modulation
enhanced performance, presumably because the speech-based modulated added miss-
ing information to the interrupted target speech. When the speech-modulated noise
and the interrupted speech were spatially distinct, thereby enhancing their perceptual
segregation, the modulation was only allocated to the noise and speech intelligibility
was lower. This suggests that object formation influences how information in the
temporal gaps of speech is perceptually allocated and that manipulating acoustic
grouping cues to increase the perceptual segregation between the speech and noise
objects affects speech intelligibility.
Although the influence of spatial separation on object formation has been studied
for phonemic restoration, it is unclear as to what sort of effects would be observed
when a noise object is used to fill in gaps in frequency rather than in time, as in
spectral restoration. The aim of this study is to investigate whether strengthening
the perceptual segregation between two narrow bands of speech and a “filler” noise
(inserted between the spectral gap separating the dual bands) in the spectral restora-
tion paradigm affects speech intelligibility as well as the allocation of a speech-like
attribute of the noise. The stimuli and conditions designed for the experiments of this
study were drawn directly from Warren et al. (1997) and from Shinn-Cunningham
and Wang (2008).
51.2 Experimental Methods
Two experiments were conducted in order to investigate the modulation and spatial
characteristics as well as the intensity level of the noise in the spectral restoration
paradigm, respectively. The equipment and stimuli used for each of the two experi-
ments are explained in the following subsections. Finally, the experimental procedure
and the aim of each experiment are provided.
1.2.1 Subjects
A total of fourteen normal-hearing subjects (8 for the first experiment and 6 for the
second experiment) participated in the experiments. Subjects were paid for their
participation and were screened by an audiologist to ensure that their hearing was
within normal limits (pure tone thresholds within 15 dB HL) for frequencies between
250 Hz and 8 kHz. All subjects gave informed consent to participate in the study,
as overseen by the Boston University Charles River Campus International Review
Board.
1.2.2 Equipment
For each experiment, subjects were seated in a sound-attenuating booth fitted with
the monitor and keyboard of an externally located PC. The stimuli were generated
and processed using Matlab software with a sampling rate of 25 kHz, modified using
a Tucker-Davis Technologies RP2 D/A converter, and then presented to the listener
using Etymotic ER-1 insert ear headphones. A custom graphical user interface was
used to control the presentation of the stimuli to the subjects and to record their
responses.
61.2.3 Stimuli
The target stimuli used in both experiments consisted of two 3
4
-octave wide speech
bands centered at 370 Hz and 6 kHz (target is used to refer to the speech content con-
tained in these bands that subjects are instructed to identify). The speech sentences
were taken from the IEEE speech corpus consisting of 718 sensible sentences with low
predictability, e.g. “The birch canoe slid on the smooth planks”, spoken by 2 male
talkers. Band-pass noise between the frequency range of 700 Hz and 3 kHz and in
different configurations was added in between the spectral gap in both experiments.
Using an order of 2000 on the filters generating these bands provided a steep cutoff
for their high-pass and low-pass slopes.
1.2.4 Experiment 1: Modulation and Spatial Separation of Noise
Experiment 1 was developed in part as a reproduction of some of the experiments
conducted by Warren et al (1997). Using similar stimuli and parameters we first
verified the effect of band additivity of the target speech bands—higher intelligibil-
ity scores for bands presented together than the sum of scores for bands presented
individually. The spectral restoration effect—higher intelligibilty scores when diotic
noise is inserted in between the two bandswas also verified. Novel stimuli were then
generated in order to investigate the effects that the modulation characteristics and
spatial parameters of this noise had on subject intelligibility. A total of six differ-
ent stimuli configurations were used in this experiment. The first three were control
conditions to confirm band additivity using combinations of only the target stimuli
bands. The fourth condition replicated the spectral restoration stimuli adopted from
Warren et al (1997) including the inserted noise band whose bandwidth produced
maximum intelligibility from a group of several bandwidths. The final three condi-
tions were created to explore the influence of modulation and spatial separation on




-octave narrowband target speech stimulus centered at 370 Hz was




-octave narrowband target speech stimulus centered at 6 kHz was
presented to the subject diotically.
• Low + High Band
Both 3
4
-octave narrowband target speech stimuli centered at 370 Hz and 6 kHz
were presented to the subject diotically.
• Noise
To generate the noise, all speech tokens from the IEEE corpus were first averaged
together and the result was then convolved with random, Gaussian-distributed
noise, creating speech-shaped noise with the same broadband spectrum as the
averaged IEEE sentences. The noise level was set to equal the narrowband
speech signal level (with respect to its root mean square or RMS value). This
noise was band-limited between 700 Hz and 3 kHz and presented with the low
and high target speech stimuli. The presentation was diotic.
• Noise + ITD
The low and high target speech simuli were presented to the subject diotically,
while the band-limited noise was spatially separated from the target with an
ITD of 600 s leading to the left ear.
• Modulated Noise
The noise from the previous condition was modulated by first extracting the
8amplitude envelope of the individual speech tokens used in each trial. This
was done by half-wave rectifying the speech and then low-pass filtering it with
a cutoff frequency of 160 Hz, a process similar to that used in Shannon et al
(1997). The envelope of the speech token was then used to modulate the noise,
which was then spectrally limited between 700 Hz and 3 kHz, using the same
bandpass filter as in the Noise condition. The presentation of the speech and
the modulated noise was diotic.
• Modulated Noise + ITD
The low and high target speech simuli were presented to the subject diotically,
while the band-limited, modulated noise was spatially separated from the target
with an ITD of 600 µs leading to the left ear.
 
 Low  
f  High  
f   Low+High  
f 
    Noise  
f     Noise - ITD  
f 
   Mod  Noise  
f    Mod Noise - ITD  
f 
Figure 1·1: Graphical depictions of the stimuli presented to subjects
in Experiment 1 of the spectral restoration study. Blue figures represent
target speech bands. Red figures represent restorative noise bands or
“fillers”.
9A total of eight subjects ran two sessions of 140 trials (7 conditions × 20 repe-
titions of each condition), each using a unique, randomly selected sentence from the
IEEE speech corpus (280 sentences total) From trial to trial, the condition was varied
randomly in each experimental session.
The subjects task in each trial was to first listen to the stimulus (one of the seven
conditions) and then transcribe the presented sentence in the custom GUIs text box.
Upon selecting Enter in the GUI, the subject was presented with both the correct
response text in red and the subjects transcribed response text in black. Subjects
then scored themselves by entering how many (a number between 0 - 5) out of five
capitalized keywords of the sentence they correctly identified. The GUI in which the
subjects interacted with is shown in Figure 1·2.
Figure 1·2: Graphical user interface used in all experiments of both
studies. In each trial, subjects were asked to transcribe a sentence
presented to them aurally and score themselves (number 0-5) based on
how many keywords were correctly identified.
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1.2.5 Experiment 2: Noise Intensity Variation
Experiment 2 was also a modified reproduction of an experiment carried out by
Warren et al (1997) in which they examined the effects of graded levels of noise in the
spectral gap upon intelligibility using their spectral restoration paradigm. Using the
stimuli from Experiment 1s Low + High Band and Noise conditions, the intensity of
the band-passed noise was varied in level in order to obtain a psychometric function
to determine how the target speech intelligibility varies with the level of the filler.
Four different conditions were generated for this experiment. Each condition was
comprised of the two 3
4
-octave narrowband target speech stimuli from Experiment
1’s Low + High Band condition. In addition to a no noise control condition, three
noise conditions (-12 dB, 0 dB, 12 dB) were implemented. (Note: Prior attempts
were made with more fine grain changes in noise level; however, the psychometric
function was so shallow, we selected these levels to try to find more consistent results
across subjects). All conditions were presented to the subject diotically. The four
experimental conditions are explained below:
• No Noise
This control condition was the same as the Low + High Band condition in
Experiment 1 with two 3
4
-octave narrowband target speech stimuli centered at
370 Hz and 6 kHz, respectively.
• -12 dB Noise
The noise from Experiment 1’s Noise condition (band limited between 700 Hz
and 3 kHz) was reduced by -12dB with respect to its original level (noise×10−1220 ).
• 0 dB Noise
This condition was identical to Experiment 1’s Noise condition with the noise in
between the low and high target speech bands equal in energy to the unaltered
11
speech signal.
• 12 dB Noise





  No Noise  
f    -12dB  
f    0dB  
f    +12dB  
f 
Figure 1·3: Graphical depictions of the stimuli presented to subjects
in Experiment 2 of the spectral restoration study. Blue figures repre-
sent target speech bands. Red figures represent restorative noise bands
where height corresponds to noise level relative to target.
In this experiment, six subjects ran two sessions of 160 trials (4 conditions ×
40 repetitions of each condition), using 320 unique sentences from the IEEE speech
corpus. The order of trials within each session was random, but with equal numbers
of trials of each condition.
As in Experiment 1, the subjects’ task in each trial was to listen to a stimulus
and then transcribe the target sentence in the custom GUI’s text box. Upon selecting
‘Enter’ in the GUI, the subject was presented with both the correct response text in
red and his or her transcribed response in black. The subject then entered a number
(0-5) corresponding to how many of five capitalized keywords from the sentence he




1.3.1 Effects of Modulation and Spatial Separation on Spectral Restora-
tion
Figure 1·4 shows percent correct performance for each subject (bar) in Experiment
1 along with across-subject means with ± Standard Error Mean (SEM, triangles).
Spectral band additivity is shown as mean performance was greater in the Low +
High Band condition (25%) than in either the Low Band condition (12.06%) or the
High Band condition (12.5%). Spectral restoration was demonstrated by the fact that
the introduction of flat, unmodulated noise in the spectral gap between the low and
high speech bands improved mean performance by 16.31%. This improvement was
reduced by the spatial separation using an ITD of the noise by 7.31%, as shown by
the Noise + ITD condition results. Performance for the modulated noise was similar
whether the modulated noise was diotic or perceived to the side, and slightly worse
than performance for the diotic, unmodulated noise.

















Figure 1·4: Results obtained from Experiment 1 in percent correct
performance for each subject (bars). Triangles show the across-subject
mean (± SEM).Unmodulated noise improved performance, but im-
provement was reduced by spatial separation.
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Both the spectral restoration effect and the reduced improvement due to the spa-
tial separation of the flat, unmodulated noise were proven to have statistical signif-
icance. The Low + High Band condition and theNoise condition were statistically
significantly different (p<0.0001; paired t-tests with repeated-measures ANOVA).
The Noise condition was also statistically significantly different from the Noise +
ITD condition (p=0.01). Using the same test, no statistical significant difference
was found when comparing the Noise condition and the Modulated Noise condition
(p=0.2).
1.3.2 Effect of Noise Intensity on Spectral Restoration
Results from Experiment 2 are shown in Figure 1·5 for each subject (bar). Statisti-
cally, the No Noise and 0 dB condition differed (p<0.05; paired t-tests). The -12 dB
and +12 dB conditions were not statistically different than the No Noise condition.

















Figure 1·5: Results obtained from Experiment 2 in percent correct
performance for each subject (bars). Triangles show the across-subject
mean (± SEM).Performance depends on noise intensity.
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1.4 Discussion
In phonemic restoration, modulating a filler by the broadband envelope improves
speech understanding when the modulation is from the target speech (Shinn Cun-
ningham, 2008). However, when the target speech and filler are well segregated
(perceived as coming from distinct locations), this benefit disappears. This finding
suggests that when segregation is incomplete, modulation can be simultaneously at-
tributed to both of two competing sound objects (Treisman and Gelade, 1980; Dyson
and Quinlan, 2003).
In the current study we looked for similar effects of object formation on spectral
restoration. We first showed that a spectral filler improved intelligibility, consistent
with previous work (Warren et al., 1995; Warren et al., 1997). However, unlike in
the phonemic restoration study, here, spatial separation between target speech and
a spectral filler that contained no explicit speech information nonetheless degraded
speech understanding.
When the filler was modulated by the target speech, performance was enhanced
compared to when there was no filler. However, this improvement was smaller than
the improvement caused by an unmodulated filler, suggesting that the modulations of
the filler noise by the broadband speech envelope does not assist speech understand-
ing. Moreover, when the modulated filler is perceptually segregated from the target
speech, it has no significant effect on intelligibility.
Together, these results suggest that the modulations in the filler, while derived
from the target speech, do not provide new speech information that aids understand-
ing; therefore there is no direct effect of perceptual organization on performance.
Although the modulated filler contains information derived from the target speech,
the gross modulation in the target speech may be well represented in the target speech
bands already. This helps explain why the modulation does not improve intelligibil-
15
ity as much as the unmodulated noise, which provides a more “complete” filler than
the modulated noise. In short, rather than providing novel speech information, the
modulated noise is a less effective filler than the steady state noise.
One way we started to examine why this decrease in performance arose with
separation was to try to map out how performance changes with the filler intensity.
We wondered whether even small changes in the effective filler level reduced the benefit
of the unmodulated filler. If so, then spatial separation might decrease the effective
level of the filler, explaining the decrease in intelligibility with spatial separation.
Instead, we found that the intensity of the filler could vary over a very large range
(24dB) without there being any large or consistent effects on intelligibility.
The fact that the unmodulated filler is less effective at imposing speech under-
standing when it is segregated rather than collocated with the target speech is some-
what unexpected, since it is unlikely to be grouped perceptually with the speech and
therefore might not be influenced by perceptual segregation. The decrease in the
effectiveness of the spatially separated unmodulated filler deserves additional study.
16
1.5 Conclusions
Collocated speech with spectral gaps and noise objects that interleave in frequency
help enhance intelligibility, particularly when noise energy fills in missing speech.
However, when perceptual segregation between speech and noise is strengthened with
the use of ITDs, this enhancement is reduced when the noise is flat and unmodulated.
In contrast, intelligibility is not affected when the noise is amplitude modulated by
the speech envelope.
The results of this study demonstrate that the way in which an auditory scene is
organized, through the formation of auditory objects, influences auditory perception.
In addition to the low-level, acoustic grouping cues affecting our interpretation of
speech, linguistics and expectation also play a crucial role. The intelligibility of
auditory signals in complex settings therefore depends on the interplay between these





In everyday speech communication, normal-hearing listeners are often faced with the
challenge of understanding speech among a mixture of competing sounds from other
sources coming from a variety of directions. Although we are quite adept at perceiving
sound-producing events, noisy intrusions in the backdrop of a conversation can over-
lap with the target speech both in time and in frequency. In such instances, segments
of the entire spectrum of a signal may be occluded, and listeners must rely on their
ability to integrate speech information across disparate frequency regions (Miller and
Licklider, 1950; Howard-Jones and Rosen, 1993; Assmann and Summerfield, 2004;
Cooke, 2006; Hall et al., 2008). Studies have shown that in normal-hearing listeners,
narrow bands of speech separated by a wide gap in frequency may be intelligible de-
spite the degradation of spectral information (Lippmann 1996; Warren et al., 2005).
Moreover, when listeners are presented with information from disjoint frequency re-
gions, intelligibility is often greater than the sum of the performance attributed to
each band alone (Kryter, 1962; Grant and Braida, 1991; Warren et al., 1995; Kasturi
et al., 2002).
Speech contains many low-level features or cues which influence the way in that
its spectrotemporal segments form the percept of an auditory object. These include
harmonicity, common onset and offset times, correlation in envelope modulations,
and spatial location (e.g., interaural time differences or ITDs). Even in the case of
18
degraded speech, listeners can extract the potential cues that possess similar values
and group these parts of the acoustic mixture together, a process known as bottom-
up processing (Bregman, 1990; Darwin and Carlyon, 1995). Perceptual grouping also
occurs during instances in which spectral fragments of speech are split across both
ears, particularly when containing complementary cues such as common fundamental
frequencies in the formants (Broadbent and Ladefoged, 1957). Steiger and Bregman
(1982) have shown, through the use of streams of complex tones as stimuli rather
than speech, that sound events presented in separate ears fuse strongly when spec-
trally similar. More specifically, the grouping of target and masking tones that did
not overlap and contained different fundamental frequencies was stronger for diotic
presentation than dichotic presentation.
According to Broadbents Filter Theory of Attention, once auditory objects are
formed and extracted by these preattentive grouping mechanisms, auditory attention
selectively filters these representations of relevant physical features (such as frequency)
to be processed further (Broadbent, 1958). Attention can then be directed spatially
to enhance the identification of an individual source (Spence and Driver, 1994; Mon-
dor and Zatorre, 1995; Quinlan and Bailey, 1995). This “spotlight” model of spatial
attention has been extensively studied in the vision literature and is thought to mod-
ulate the competition from simultaneous auditory objects (Desimone and Duncan,
1995; Best et al., 2006). Further development of this model for auditory spatial at-
tention is needed. The biased-competition model in vision, for example, suggests
that visual perception can be biased by the competition of cognitive processes such
as bottom-up, top-down, and memory systems. The same is thought to be true in
audition as listeners attend to one of a number of voices or auditory objects at a
time (Best et al., 2006). Can top-down auditory spatial attention allow listeners to
overcome bottom-up grouping cues?
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This study investigates how across-frequency grouping and spatial attention play
a role in the perception of narrowband speech by pitting each against the other to see
which is stronger. Here, we explored the intelligibility of speech (sentences) comprised
of two narrow bands of speech, one centered at 370 Hz and one at 6 kHz. These
target bands chosen from previous studies have shown a relatively high performance
in intelligibility (Warren et al., 1995; Warren et al., 1997). We added additional
mid-frequencies bands derived from either the same sentence as the target speech, or
from a different sentence. Two types of intermediate bands were used: one was noise
vocoded narrowband speech which sounded qualitatively different from the target
speech (lacking pitch cues), and the other was narrowband speech (which had more
salient bottom-up grouping cues). To generate the noise vocoded speech, a “vocoder”
paradigm was used in which speech from a token is subdivided into two frequency
bands and the envelope of each band modulates a noise carrier in the same frequency
regions (Shannon et al., 1995; Turner et al., 1995; Dorman et al., 1997; Turner et al.,
1999; Hall et al., 2008).
The mid-frequency bands were varied in spatial location relative to the target
bands promoting both diotic and dichotic grouping. With the pairs of speech bands
split across ears spatial attention was directed to the target and compared to a con-
dition in which attention was directed to all bands. This key experimental block
would determine whether the across-frequency grouping between the speech bands
showed any influence from volitional, spatially directed attention. Results show that
for structure-rich speech, spatial attention does not overcome automatic grouping
processes: across-frequency grouping is obligatory.
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2.2 Experimental Methods
Three separate experiments were conducted in order to investigate the effects of spa-
tial separation as well as spatial attention on across-frequency grouping of narrowband
target and filler speech.
2.2.1 Subjects
A total of forty-five normal hearing subjects participated in the study, fifteen in each
of the three experiments. Subjects were paid for their participation and were screened
by an audiologist to ensure that their hearing was within normal limits (pure tone
thresholds within 15 dB HL) for frequencies between 250 Hz and 8 kHz. All subjects
gave informed consent to participate in the study as overseen by the Boston University
Charles River Campus Institutional Review Board.
2.2.2 Equipment
For each experiment, subjects were seated in a sound-attenuating booth fitted with
the monitor and keyboard of an externally located PC. The stimuli were generated and
processed using Matlab software with a sampling rate of 25 kHz, presented through a
Tucker-Davis Technologies RP2 D/A converter, and played out over Etymotic ER-1
insert ear headphones. A custom graphical user interface (GUI) was used to control
the presentation of the stimuli to the subjects and to record their responses.
2.2.3 Stimuli
The target stimuli (T) used in all three experiments were the same two 3
4
-octave
wide speech bands centered at 370 Hz and at 6 kHz, adopted from the Warren et al
(1997) spectral restoration paradigm. As in the previous spectral restoration study,
the speech sentences were taken from the IEEE speech corpus consisting of sensible
sentences with low predictability, e.g. “The birch canoe slid on the smooth planks”,
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spoken by 2 male talkers. “Target”, as in the spectral restoration study, here refers
to the speech content within these bands in which subjects are instructed to identify.
These target speech bands are fixed in their frequency ranges across all conditions in
all experiments and are more perceptually salient than other stimuli used throughout.
Two additional mid-frequency speech bands were placed in between the target
bands, each 2
3
-octave wide, centered at 700 Hz and 3 kHz, respectively. All bands
were generated using FIR filtering techniques in Matlab with a filter order of 2000.
The mid-frequency bands were either matching (M), from the same speech token as
the target bands, or conflicting (C), from a different speech token. In Experiment 1
and Experiment 3, the filler bands were vocoded speech. In Experiment 2 the mid-
frequency bands were narrowband speech produced similarly to the target bands. The
mid-frequency bands in the experiments varied in the strength of the grouping cues
they contained as well as in amount of speech information (see summary in Table 2·1).
Experiments
Filler Spatial Cue Attention
Type Grouping Strength Type
Grouping 
Strength
1 VocodedSpeech - Dichotic - Cued
2 NarrowbandSpeech + Dichotic - Cued
3 VocodedSpeech - ITD + Cued
Figure 2·1: Table outlining fillers and spatial cues used in three ex-
periments
Two widely used methods for estimating passband intelligibilities either heard
alone or together, are the American National Standard Institutes Articulation Index
(AI) (ANSI S3.5, 1969) and its successor the Speech Intelligibility Index (SII) (ANSI
S3.5, 1997). A prediction model developed by Zurek (1993) based on the former,
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the Articulation Index, predicts an index value for a weighted sum of signal-to-noise
ratios (SNRs) across third-octave frequency bands. These articulation indices can
then be equated to percent words correct assuming high-context broadband speech
(Hawley, 2000). For narrowband speech, intelligibility can be calculated using this
model by eliminating contributions from outside frequency bands (set to 0 SNRs)
while preserving the SNR for the frequency band(s) of interest.
In the current study, the Zurek intelligibility model was applied to the target and
mid-frequency speech bands in order to predict their intelligibilities, alone as well as
together. These predictions were then compared against the experimental results in
which narrowband speech was used for the mid-frequency bands to either support or
oppose the findings. For the lower target speech band (at 370 Hz), an intelligibility
score of 5.9% was predicted. An intelligibility score of 14.4% was predicted for the
higher target speech band (at 6 kHz). The bands together gave a prediction of 25.7%.
As for the mid-frequency speech bands, the lower of the two bands (at 700 Hz) gave
a score of 15.1%, whereas the higher band (at 3 kHz) gave 30.8%. Together the
two mid-frequency bands were predicted to produce an intelligibility score of 59.9%.
All four bands, target and mid-frequency, were predicted to produce an intelligibility
score of 88.2%. (See Section 2.4 for table comparing predictions to results)
In all six stimulus conditions, the target speech bands were perceived as from the
left side of the head. The side of presentation for the mid-frequency speech bands
varied across conditions affecting relative grouping strength. As shown in Figure 2·2,
stimuli were either presented diotically (Experiments 1 and 2), or with single ITDs
to lateralize the sources (Experiment 3; -600 µs for the target speech and +600 µs
for the mid-frequency bands).
Figure 2·2 depicts the six conditions in cartoon form. In the first condition,
the target speech bands were presented alone to the left side (T). In the second
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5. Target + MatchedT-MU  Filler, Separated
6.Target + ConflictingTC  Filler, Left
7. Target + Conflicting
T-C  Filler, Separated
1. Target, LeftT
M
3. Target + MatchedTM  Filler, Left
2. Matched Filler, Left
 











Figure 2·2: Graphical depictions of the stimuli presented to subjects
in Experiment 1, 2, and 3 of the spatial attention study. Blue spec-
tra represent target speech bands. Red spectra represent filler speech
bands. Solid red lines signify matching filler speech tokens and broken
red lines signify conflicting filler speech tokens. Green star indicates the
direction subjects were asked to attend to (left or everywhere, denoted
by a centered star). The red X indicates the direction subjects were
asked to ignore (right).
condition, the mid-frequency speech bands were presented alone to the left side (M).
In the third condition, the target speech bands were presented in conjunction with
the matching mid-frequency speech bands on the same side (TM). Because nothing
was presented on the right side in these conditions, subjects were instructed to attend
to the left side only. The third and fourth conditions presented the same physical
stimuli, consisting of target speech bands on the left and fillers from the target speech
on the right. However, in condition 3, listeners were instructed to attend to both
left and right signals to identify the speech (T-MA). In condition 4, listeners were
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instructed to attend to just the target on the left (T-MU). The next two conditions had
mid-frequency bands that was generated from a separate, conflicting speech token.
Condition 5 presented the listener with the target and the conflicting mid-frequency
speech bands on the left side (TC). Condition 6 consisted of the target speech bands
on the left and the conflicting mid-frequency speech bands on the right (T-C).
Conditions 1, 2, 3, 4 and 6 were each used in separate blocks of trials. Trials with
condition 5, T-MA, were randomly intermingled (20% of the time) and presented
within a block containing mostly trials of condition 7, T-C (80% of the time). Five of
these blocks were presented per experimental session. In each, listeners were told to
attend only to the left and to ignore the right signals. They were primed to disregard
the signals coming from the right since more often than not were presented with
conflicting speech.
2.2.4 Experiment1: Vocoded Filler, Dichotic
Experiment 1 investigates the effects of dichotic spatial separation and spatial atten-
tion on the grouping between narrowband speech target stimuli and vocoded speech
mid-frequency band stimuli. Noise vocoded speech was used for the mid-frequency
bands in all conditions, produced by first filtering the original speech signal along with
the noise signal at 700 Hz and at 3 kHz with a bandwidth of 2
3
-octave. Depending
on the condition, this mid-frequency speech token was either the same as the target
speech token (matching) or different (conflicting; see Figure 2·2). The Hilbert enve-
lope of the dual band speech signal was then extracted and applied to the dual band
noise. Target and mid-frequency speech bands were spatially separated via dichotic
presentation with the target bands presented to the left ear and the mid-frequency
bands presented to the right ear.
Each subject completed nine experimental blocks. Each block was comprised of
ten trial sentences. The first four blocks corresponded to conditions 1, 2, 3, and 6,
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respectively. Each of the remaining five blocks consisted of a randomly intermingled
presentation of condition 5 (20% of trials) and condition 7 (80% of trials). This block
was repeated five times in order to acquire ten trials for the infrequent condition 5.
2.2.5 Experiment 2: Narrowband Filler, Dichotic
Experiment 2 used narrowband speech for the mid-frequency bands, rather than
vocoded speech, to test whether the effects of spatially separating the mid-frequency
and target speech bands would be reduced if a narrowband filler was used in all six
conditions (Figure 2·2). It was filtered, either from the same target speech token
(matching) or from a different speech token (conflicting), to two 2
3
-octave wide bands
centered at 700 Hz and 3 kHz.
The same conditions and blocking used in Experiment 1 were also used here (see
Figure 2·2). Similarly, the presentation/response GUI and scoring mechanisms used
here are the same as in Experiment 1.
2.2.6 Experiment 3: Vocoded Filler, ITD
Dichotic presentation provides listeners with signals that are unnaturally distinct.
Experiment 3 was designed to test whether the effects of spatial separation of match-
ing filler bands is smaller when both ears receive the target speech and mid-frequency
bands, and spatial separation is achieved by providing simple ITD cues. Vocoded
speech was used for the mid-frequency bands in all conditions, just as in Experiment
1, with the dual 2
3
-octave speech bands centered at 700 Hz and at 3 kHz. The target
speech bands were presented with an ITD of -600 µs and the vocoded mid-frequency
speech bands and ITD of +600 µs, giving a more natural blend of both in each ear.
Conditions tested, blocking, presentation scheme, and scoring mechanism were
the same as used in the first two experiments.
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2.3 Results
2.3.1 Effect of Vocoded Filler with Dichotic Spatial Separation


















Figure 2·3: Performance in Percent Correct for Experiment 1
(Vocoded Filler, Dichotic); Experiment 1 Percent Change in Perfor-
mance: Benefit of filler / Cost of Separation / Effect of Attention
Experiment 1 tested the six different conditions (Figure 2·2) using vocoded mid-
frequency bands that were perceptually distinct from their counterpart target speech
bands. Stimuli were presented diotically. The across-subject average of raw per-
cent correct scores for each condition is plotted in Figure 2·3 (top) with error bars
showing 95% confidence intervals. Figure 2·3 (bottom) compares relevant conditions
to key baseline conditions (T, T-MA, T-MU) in terms of a change in percentage
points. A single-sided t-test was used to determine statistically significant differences
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among these comparisons. Figure 2·3 (bottom) groups these to show the benefit of
adding bands, the cost of spatial separation, and the effect of attending to the target
speech bands only, as opposed to both band groups. These results show that adding
matching vocoded bands to the target speech bands in the left ear improved intelli-
gibility despite their lack of intelligibility on their own (TM: t(14)=10.5, p<0.0001),
whereas adding conflicting vocoded bands did not have an effect (TC: t(14)=0.05,
p=0.48; T-C: t(14)=-0.2, p=0.41). The dichotic separation of the target and the mid-
frequency speech band groups reduced intelligibility (T-MA: t(14)=-5.5, p<0.0001;
T-MU: t(14)=-6.6, p<0.0001). No effect of attention was observed when subjects
were presented with the same stimulus and asked to focus attention on the target
speech bands (p=0.2).
2.3.2 Effect of Narrowband Filler with Dichotic Spatial Separation
Experiment 2 used mid-frequency bands that were narrowband speech, more similar
to the target bands. Dichotic presentation was again used to separate the different
speech band groups. The across-subject average of raw percent correct scores for each
condition is plotted in Figure 2·4 (top) with error bars showing 95% confidence inter-
vals. Figure 2·4 (bottom) compares the same baseline conditions as shown for Exper-
iment 1 (T, T-MA, T-MU) in terms of a change in percentage points. A single-sided
t-test was used to determine statistically significant differences among these compar-
isons. The benefit of adding bands, the cost of separation, and the effect attention are
also shown. As the shown in Figure 2·4 (top), the mid-frequency bands alone were
intelligible, though less than the target speech bands. These results show that adding
matching narrow bands to the target speech bands in the left ear improved intelligibil-
ity to a greater extent than the vocoded bands in Experiment 1, consistent with strong
grouping cues (TM: t(14)=23.9, p<0.0001). Conversely, adding the conflicting nar-


















T TM TC T-CT-MA T-MU M
Narrowband, Dichotic
Figure 2·4: Performance in Percent Correct for Experiment 2 (Nar-
rowband Filler, Dichotic); Experiment 3 Percent Change in Perfor-
mance: Benefit of Filler / Cost of Separation / Effect of Attention
case causing interference (TC: t(14)=-4.97, p=0.0001; T-C: t(14)=-4.96, p=0.0001).
Also as in Experiment 1, the dichotic separation of the target and mid-frequency
speech band groups again reduced intelligibility (T-MA: t(14)=-6.8, p<0.0001; T-
MU: t(14)=-5.7, p<0.0001). No effect of attention was observed when subjects were
asked to focus attention on the target speech bands (p=0.07).
2.3.3 Effect of Vocoded Filler with Spatial Separation Using ITD
Using the same vocoded mid-frequency bands as in Experiment 1, the different speech
band groups were spatially separated using an ITD in Experiment 3. The across-


















T TM TC T-CT-MA T-MU M
Vocoded, ITD
Figure 2·5: Performance in Percent Correct for Experiment 3
(Vocoded Filler, ITD); Experiment 3 Percent Change in Performance;
Benefit of filler / Cost of Separation / Effect of Attention
ure 2·5 (top) with error bars showing 95% confidence intervals. Figure 2·5 (bottom)
illustrates the key comparisons in terms of a change in percentage points (T, T-MA,
T-MU). Once again, a single-sided t-test was used to determine statistically signif-
icant differences among these comparisons. The benefit of adding bands, the cost
of separation, and the effect of attention are delineated. These results show that
adding matching vocoded bands to the target speech bands in the left ear improved
speech intelligibility despite their lack of intelligibility on their own (TM: t(14)=5.2,
p=0.0002). Also, adding the conflicting narrow bands did not have an effect (TC:
t(14)=-0.95, p=0.18; T-C: t(14)=0.5, p=0.31). These results were consistent with
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those found in Experiment 1. Separation via an ITD of the target and mid-frequency
speech band groups extinguished the cost of separation seen with the dichotic separa-
tion in Experiments 1 and 2 (T-MA: t(14)=1.5, p=0.08; T-MU: t(14)=1.3, p=0.11).
Once again, no effect of attention was observed when subjects were asked to focus
attention on the target speech bands (p=0.38).
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2.4 Discussion
2.4.1 Effect of Adding Matching Speech Bands
The narrow target speech bands, consisting of fixed-frequency patterns of amplitude
fluctuation, and lacking a lot of information concerning formant structure and fre-
quency transitions, provided very impoverished speech information (Warren et al.,
1997). Despite this, the target speech bands were somewhat intelligible on their
own. However, results from all three experiments confirmed that the intelligibility
of the target speech sentences was enhanced when matching mid-frequency speech
bands (either vocoded or narrowband) from the same speech token were presented
in the same ear. Alone, the vocoded mid-frequency bands were completely unintelli-
gible, as shown by the intelligibility of these bands alone in results. However, when
presented in conjunction with the target bands it enhanced intelligibility by nearly
doubling performance with respect to scores for the target bands alone. Interestingly,
the vocoded mid-frequency speech produced similar improvements to the spectral






370 Hz 5.9% 12.06%
6 kHz 14.4% 12.5%
370 Hz + 6 kHz (target) 25.7% 25%
700 Hz 15.1% N/A
3 kHz 30.8% N/A
700 Hz + 3 kHz (mid-freq.) 59.9% 14.53%
All Four Bands (target + mid-freq.) 88.2% 71.2%
Figure 2·6: Articulatin Index analysis for Narrowband Filler, Dichotic
Experiment
The narrowband mid-frequency bands, with considerably more partial speech in-
formation than the vocoded mid-frequency bands (but which were intelligible on their
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own), produced a larger enhancement. Table 2·6 compares the Zurek model Articula-
tion Index intelligibility predictions with the experimental results for when the mid-
frequency bands were narrowband speech. As shown, the predicted scores closely
approximate the mean percent correct scores across subjects for the target speech
bands (center frequencies are indicated) presented alone and together. When both
band groups are combined, predicted scores and actual scores are again close. The
modeled intelligibility for the narrowband mid-frequency bands together predicted
a much higher score than the actual data suggests presumably due to the enriched
speech information (i.e., formant structure and frequency contours) normally con-
tained within these frequency regions.
It is likely that the across-frequency co-variation of the modulation between the
target and mid-frequency speech elements ensured grouping of the two during same-
ear presentation. This is due in part to the considerable redundancy of information
across narrow spectral bands (Warren et al., 1995). The matching mid-frequency
bands also contained crude prosodic voicing information which co-varies with the
speech amplitudes in the frequency-limited regions complementary to those of the
target bands. This amplitude modulation contributes to the enhancement of speech
intelligibility by partially matching or filling in expected frequency specific modula-
tions of the speech.
When the matching mid-frequency bands were presented in the opposite ear, a
drop in performance was observed exhibiting a cost of separation (Experiments 1
and 2). The across-frequency grouping cues operating for same-ear presentation were
apparently weakened upon separation as the cohesive components were distributed
between both ears. The Zurek AI model predictions do not account for this case
in which the narrowband mid-frequency speech bands are spatially separated from
the target speech bands. It is interesting to note that the reduction in intelligibility
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caused by dichotic separation was approximately equal for the vocoded and nar-
rowband mid-frequency bands (by approximately 20%) despite higher scores overall
for the narrowband mid-frequency bands. Stronger grouping cues provided for by
the narrowband mid-frequency bands in Experiment 2 promote higher intelligibility
scores overall whereas the weaker grouping cues of the vocoded mid-frequency bands
in Experiment 1 contribute to lower performance. The consistency in the cost of sep-
aration between the two experiments can be attributed to the splitting of the stimuli
across both ears as the difference in speech information between the vocoded and
narrowband mid-frequency bands does not play a role.
When an ITD of 600 µs was used to spatially separate the matching target and
mid-frequency bands (Experiment 3), the perceived spatial separation was not as
strong. One contribution to this may be that the synchronous pieces of the target
and mid-frequency streams fused together to produce a more emergent collocated
presentation of the two. The cost of separation previously observed in Experiments
1 and 2 was extinguished here under these conditions, suggesting that the binaural
presentation preserved the operation of across-frequency grouping.
2.4.2 Effect of Adding Conflicting Speech Bands
When conflicting mid-frequency bands from a different speech token were presented in
the same ear as the target, intelligibility was unaffected when the mid-frequency bands
were vocoded (Experiments 1 and 3) but worse if the mid-frequency bands were nar-
rowband speech (Experiment 2). Because the conflicting mid-frequency bands did not
contain amplitude modulations that concomitantly change with respect to the target,
they could not group together. To process the target, subjects were thus required to
perceptually segregate the filler from the target and attend to the more salient target
bands. It appears subjects were able to ignore the vocoded mid-frequency bands en-
tirely and maintain full intelligibility of the target. However, when the mid-frequency
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bands were narrowband speech, the addition of speech information that was dissim-
ilar to the target (and more intelligible than when vocoded) served as a distraction
and subjects were unable to effectively ignore the mid-frequency bandsthese bands
were less intelligible alone than the target. Because the speech in the mid-frequency
bands were from a different token, the Zurek AI model predictions do not account
for this as the model assumes the same speech is present across all frequency bands.
The result was a decline in speech intelligibility with respect to the target alone. This
drop in performance is suggestive of a misgrouping of target and mid-frequency bands
due to their perceptual or linguistic similarities. This effect is one of several kinds
of interference commonly associated with “informational masking” (Pollack, 1975;
Brungart, 2001; Hawley et al., 2004). This is further emphasized by the target and
mid-frequency bands being interleaved spectrally (Arbogast et al., 2005).
Interestingly, spatially separating conflicting mid-frequency bands (vocoded and
narrowband) from the target bands did not affect intelligibility as it did in the match-
ing mid-frequency band case. This is contrary to what may be expected from previous
work demonstrating that in the spatial separation of a target and a competitor both
spatial location and level differences can be used to provide a release from informa-
tional masking (Ihlefeld and Shinn-Cunningham, 2008; Freyman, 2001; Kidd et al.,
1994). It is worth noting that the amplitudes of the current stimuli were not equalized
across bands. Therefore, the target bands tended to be louder in level as compared
to the mid-frequency bands due to the lower 370 Hz band of the target containing
more energy. The lack of a spatial influence observed may result from this difference
in level being sufficient enough of a cue to perceptually disassociate the filler from the
target regardless of its spatial location. This is further supported by the fact that this
effect persists even as the level cues (increased in narrowband mid-frequency bands)
and spatial cues (less separated with the ITD) are adjusted between Experiments 2
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and 3.
2.4.3 Effect of Spatially Directed Selective Attention
In all experiments, the spatially separated matched configuration was tested under
two attentional conditions, one in which subjects were given instructions to attend
to both sides, and one in which they were instructed to attend only to the target
bands (i.e. the left side). This manipulation had no significant effect on performance.
According to the idea of the attentional “spotlight” model based on the Broadbents
Filter Theory of Attention, certain stimuli within the spatial orientation of directed
attention are selectively filtered from other representations of sound found in short-
term memory (Broadbent, 1958). Broadbent also argued that unattended items may
also receive processing, however, limited to the extraction of basic physical features
(e.g., pitch, harmonicity, spatial location). This unintentional allocation of attention
to unfocused items has been referred to as slippage (Lachter et al., 2004). The re-
sults here suggest that due to the preattentive across-frequency grouping mechanisms
between the spatially separated target and mid-frequency bands, spatial auditory
attention encompasses the stream or channel of speech information rather than its
disparate frequency components. Bottom-up influences such as harmonicity, common
onset and offset, and common modulation drive the automatic grouping of related
speech bands which is not overcome by directed spatial attention.
36
2.5 Conclusions
When spectrally degraded speech and related speech-like noise objects are interleaved
in frequency, intelligibility improves as compared to the degraded speech alone. How-
ever, the spatial separation of these speech elements interferes with intelligibility
when the separation is dichotic. In contrast, binaural spatial separation of the ob-
jects, through the manipulation of ITD cues, does not affect understanding. Spatially
directing attention to the degraded speech has no further influence on intelligibility.
The results from this study explore the interactions between varied across-frequency
grouping and spatial attention in speech perception. They suggest that speech group-
ing cues play a crucial role in understanding speech and are sufficiently strong enough
to override spatially directed selective auditory attention.
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