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xABSTRACT
Chung, Haejun MSECE, Purdue University, December 2013. Time Domain Simula-
tion With Novel Photovoltaic Materials. Major Professor: Peter Bermel.
Thin-film silicon-based solar cells have operated far from the Shockley-Queisser
limit in all experiments to date. Novel light-trapping structures, however, may help
address this limitation. Finite-difference time domain simulation methods offer the
potential to accurately determine the light-trapping potential of arbitrary dielectric
structures, but suffer from materials modeling problems. In this thesis, existing dis-
persion models for novel photovoltaic materials will be reviewed, and a novel dis-
persion model, known as the quadratic complex rational function (QCRF), will be
proposed. It has the advantage of accurately fitting experimental semiconductor di-
electric values over a wide bandwidth in a numerically stable fashion. Applying the
proposed dispersion model, a statistically correlated surface texturing method will be
suggested, and light absorption rates of it will be explained. In future work, these
designs will be combined with other structures and optimized to help guide future
experiments.
11. INTRODUCTION
Sunlight is one of the most promising sources of energy. It has been predicted that
sunlight will be used to supply the world’s energy requirements within the next 20
years [1]. The amount of solar power incident to the Earth is 10,000 times larger
than the commercial energy used by every human on the planet [1]. However, the
enormous potential of this resource cannot be realized by the current techniques of
converting sunlight into electricity. In this thesis, a novel light trapping method is
proposed to enhance the efficiency of current photovoltaic systems.
Recently, the solar cell industry has been growing at a very rapid pace. In the
near future, the solar cell market, including modules and systems is expected to
expanded to as much as 50 billion USD [1]. The majority of the solar cell market
depends on by silicon-based technology [2]. However, the lack of an adequate supply
of wafers has had a detrimental economic effect on the industry due to the fluctuating
prices of the scarce wafers. This fact provides clear evidence of the importance of the
development and utilization of thin film solar cells (TFSCs). The TFSCs have two
major advantages over ordinary, wafer-based solar cell technology, i.e., they provide
the same amount of energy for only 15 − 20% of the cost. However, TFSCs have
relatively lower maximum efficiencies. For example, one of the best CIGS-based solar
cell operates at 20.3% efficiency, whereas a double-junction TFSC only has 12.5%
stabilized efficiency [2].
1.1 Thin-Film Solar Cell
There are two major types of TFSC technologies, i.e., silicon thin-film solar cells
and chemical-compound, thin-film solar cell(CIGS, CdTe). Between these two types,
the silicon TFSC is more commonly used in the industry due to the availability of the
2Fig. 1.1. Categorization of thin film type of silicon. [3]
mass-production technology referred to as TFT-LCD. Also, it has been proven that
silicon does not have any harmful effect on the human body. As a result, the use of
TFSCs is expected increase rapidly in the coming years [3].
The history of silicon TFSC began in 1969 when a manufacturing process called
‘sputtering’ was developed for amorphous silicon [3]. However, this process was con-
sidered to be an imperfect way to produce a TFSC, because the amorphous silicon-
based thin films produced by the sputtering process had defects that are frequently
observed in amorphous materials. At the 1969, the ‘glow discharge’ manufacturing
process was developed and it significantly reduced the amount of defects produced
in the amorphous silicon manufacturing process. The Sanyo Company developed an
electronic calculator that contained a silicon TFSC, and this was the first commercial
application of such a cell [3].
The deposition of a thin film of silicon is done with SiH4 and H2 using the plasma
enhanced chemical vapor deposition(PECVD) method. Depending on the amount of
H2 gas, the thin film of silicon is categorized as poly silicon, micro(or nano) silicon and
amorphous silicon. The amorphous silicon does not contain any crystal structure, and
the arrangement of the atoms is totally random. Both the amorphous and crystalline
3Fig. 1.2. Tandem cell structures and their mass production stage [3]
structures exist in the micro and nano crystalline silicon. In the latter type, the width
of the crystal structure is around 20 nm. In other words, the poly-crystalline silicon
does not have an amorphous structure, and the width of crystal is greater than 20
nm.
There have been three different generations of silicon-based TFSCs, and the first
generation is called single-junction TFSCs. These solar cells have active materials
consist of amorphous silicon or mirco silicon. This is the simplest structure, so man-
ufacturing costs are relatively low. However, the efficiencies of such cells are only
about 6 to 7% [4].
The second generation of silicon-based TFSCs is referred to as tandem cells or
double-junction cells. These cells have about 9 to 11% efficiency, which is much
better than that of the single-junction TFSCs. However, the increased manufacturing
cost, caused by the complicated structure, is the main disadvantage. If one could
make higher efficiency solar cells with low manufacturing cost using the tandem-cell
structure, it would be a good business model. The third generation of TFSCs is called
triple-junction cells. These cells have three layers, i.e., an amorphous silicon layer,
an amorphous silicon-germanium layer, and a layer of micro crystalline silicon. The
4Fig. 1.3. Operation of a tandem cell with different band-gap materials [3]
5Fig. 1.4. Shockley and Queisser’s limit in terms of band-gap [7]
triple junction cells provide a cell efficiency than can exceed 15%, but the original cost
asks for the additional amorphous silicon germanium manufacturing process [5, 6].
1.2 Shockley and Queisser’s limit
If we focus on the efficiency of a photovoltaic system, it is common to ask: “For the
given TFSC material, what is the best design that can provide the most efficient con-
version of solar energy?” The well-known theory developed by Shockley and Queisser
provided the ultimate limit to a solar cell’s energy conversion efficiency for a given
material and given structure [7]. As shown in Fig. 1.4, the line drawn just above the
grey region is Shockley and Queisser’s limit in terms of the band gap of the materials.
Fig. 1.4 also shows that the low band-gap material is dominated by thermalization
losses and radiative losses as denoted by the blue and yellow regions, respectively.
For high band-gap materials, sub-band-gap losses are dominant. Compared to other
PV materials, such as GaAs and CdTe drawn in this figure, single-junction solar cells
for a-Si operated far from the Shockley-Queisser limit. This means the green dot has
additional room to shift upward. The concept that an a-Si, single-junction solar cell
6can potentially achieve much greater efficiency than it does now is very important.
Thus , it is believed that novel light-trapping structures may help address this limita-
tion and allow the cells to achieve much greater efficiency. Thus, in this thesis, such
a novel, light-trapping method is proposed in Chapter 4.
1.3 Dispersion modeling and time domain simulation
Among the various of optical simulation tools, the finite-difference time-domain
(FDTD) method [8, 9], due to its accuracy, robustness, and matrix-free calculations,
has been a powerful technique for simulating wave propagation in dispersive media,
such as magnetic media [10, 11], polymers [12], nanostructures [13, 14], and metama-
terials [15]. In this thesis, the FDTD method was utilized to investigate the optical
design of TFSCs.
Recently, many researchers have been attempting to simulate novel photovoltaic
materials presented the light-trapping structures they have proposed. However, none
of them suggested a simulation result that included wide frequency response, because
a proper dispersion model has yet to be developed for certain materials. Two dis-
persion models have been reported, and they represent the dispersion characteristics
of a-Si very well. The first one was the Tauc-Lorentz (TL) model, which is a com-
bination of the Tauc model and the Lorentz model. Fig. 1.5 shows that this model
represents the relative permittivity of a-Si very well. However, the model uses a very
complicate form of 1, as shown in eq. 1.1.
7Fig. 1.5. Real and imaginary part of refractive index of amorphous
silicon using Tauc-Lorentz model [16]
8Fig. 1.6. Reltive permittivity of amorphous silicon using Double-Lorentz model [17]











































|E − Eg|(E + Eg)√
E20 − E2g )2 + E2gC2
].
(1.1)
Even though the TL model represents the dispersion of a-Si very well, it is not
applicable to time-domain simulation due to its extremely complicated form of 1.
Another research group suggested a new dispersion model for a-Si, which is called
the two-pole Lorentz model [17]. Fig. 1.6 shows that this model, represents the relative
permittivity of a-Si very well, but, as mentioned in [17], one of the two Lorentz poles
has a negative value, and this eventually causes instability in 2-D and 3-D simulations.
As discussed in this section, most time-domain simulations have been conducted
with single-frequency or narrowed-frequency systems [18, 19]. In Chapter 2 of this
thesis, a new dispersion model is proposed for novel photovoltaic materials. Chapter
3 demonstrates the FDTD implementation of the proposed dispersion model with 1-
D, 2-D and 3-D dispersive FDTD simulations. They are validated by comparison to
9analytical solutions. Chapter 4 applies the proposed model to a novel and physically
realistic light-trapping structure, using the statistically-correlated, random surface-
texturing method. In Chapter 5, a new, solar-cell design is proposed in the sub-
wavelength regime with the multi-variable optimization method. Finally, Chapter 6
summerizes the results of this thesis and suggests several follow up problems that are
new and worthy of further investigation.
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2. DISPERSIVE MODELING OF NOVEL
PHOTOVOLTAIC MATERIALS
In the time domain simulation, it is very important to know the approaches that allow
the FDTD method to model dielectric property like linear dispersion, nonlinearity
nonlinear dispersion, and gain [8].
For many types of dispersive media, several modeling methods have been proposed
such as Debye, Lorentz and Drude models [8, 20]. However, those models are insuffi-
cient for dispersive modeling of some novel photovoltaic materials such as amorphous
silicon, CIGS, CZTS etc, because in the semiconductor materials, both the conduct-
ing term and non-conducting term must be taken into account in their wave equation.
The wave equation considering both terms is a rather complicated and the solutions
are somewhat difficult to interpret [21]. Nevertheless, a qualitative description of
many of the optical properties of semiconductors is furnished by classical theory. As
a result, there is promising modeling method called Tauc-Lorentz model [16] which
shows very good agreement with measurement data of amorphous silicon. However,
the Tauc-Lorentz model has exponential term in its equation and it eventually makes
the FDTD implementation very difficult [22].
Recently, a quadratic complex rational function (QCRF) model was suggested for
FDTD dispersive modeling for biological tissues [26, 27] in the frequency range from
400 MHz to 3 GHz [25]. It was shown that QCRF is simple and accurate, and thus
suitable for dispersive media. Moreover, this dispersion model does not need an initial
guess, different from extended Debye models. In this paper, the QCRF model will
be applied to novel photovoltaic material with improved accuracy and stability using
Particle Swarm Optimization(PSO). Toward this end, I introduce a weighting function
to a QCRF matrix-solving equation and then apply a particle swarm optimization
(PSO) [28] to attain accurate coefficients of QCRF. Note that the PSO is simple and
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easy to determine the optimal solution in multi-domain problems for a wide range
of applications. Eventually, the proposed QCRF/PSO method can yield an accurate
polynomial function of complex permittivity along the measured data. Numerical
examples are used to illustrate the validity of the proposed QCRF/PSO method at
the next chapter.
2.1 QCRF model
Assume that there is discrete data representing the relative permittivity of a dis-
persive medium and it is expressed by
εr,DATA(ω) = ε
′(ω) + jε′′(ω) (2.1)
where ε′ and ε′′ indicate the real part and the imaginary part of the relative complex
permittivity of the dispersive material, respectively. They are usually obtained by
measurement data or empirical models. The main goal for this work is to find a
simple and accurate FDTD modeling for dispersive media. In this section, I employ a
complex rational function model to represent the frequency responses of the dispersive
medium. Although the proposed method can be expended to higher-order (cubic,
quartic, etc) polynomials, it is constrained to a 2nd-order (quadratic) polynomial
in this thesis, because the form of quadratic polynomial consumes the least amount
of memory when it is applied to FDTD method and the higher order polynomial is
also computationally inefficient. [25] The general form of the 2nd-order polynomial










Before proceeding with the development of QCRF/PSO model, it is worthwhile
to briefly describe the analytic procedure of QCRF model [25]. By comparing QCRF
with measurement data, the error is given by e(ω) = εr,DATA(ω)− εr,QCRF (ω). From
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the complex-curve fitting technique suggested in [31,32] we multiply e(ω) by D(ω) to
analytically obtain coefficients of QCRF:
D(ω)e(ω) = [(1− ω2B2)R(ω)− ωB1I(ω)− A0 + ω2A2]
+ j[ωB1R(ω) + (1− ω2B2)I(ω)− ωA1].
(2.3)








[(1− ω2kB2)R(ωk)− ωkB1I(ωk)− A0 + ω2kA2]2
+ [ωkB1R(ωk) + (1− ω2kB2)I(ωk)− ωkA1]2
(2.4)
where ωk and M represent the sampling frequency and the maximum sampling index,
respectively. To find the minimum relative error, the E function is differentiated with











= 0. After arranging five simultaneous equations, it becomes the following matrix
equation: 
λ0 0 −λ2 T1 S2
0 λ2 0 −S2 T3
λ2 0 −λ4 T3 S4
T1 −S2 −T3 U2 0







































Finally, the unknown QCRF coefficients are simply determined by solving this 5×5
matrix equation. Note that the work that minimizing the relative error leads to reduce
the real error, since the former is nearly proportional to the latter, as mentioned
in [32]. However, it should be emphasized that the roots, found by this method, will
not be the optimum value, due to the fact that the this analytic method defines the
relative error as real error multiplied by denominator of QCRF equation. As it will be
discussed in the PSO/QCRF section, the conventional QCRF method has limitation
when the dispersive material has sharp variation in its relative permittivity. Also, the
analytic result obtained by the conventional QCRF method sometimes shows slightly
negative value on its ε′′ when the measurement data for ε′′ is very close to zero. The
optimization method minimizing the real error will be discussed in the PSO/QCRF
section.
2.1.2 Stability
It should be mentioned that the QCRF dispersion model has its own condition
satisfying Kramers-Kronig relation. As explained in [8], the pole of the (2.2) should
be located in the upper half plane of real and imaginary axis [8]. The pole of (2.2) is







In fact, the most of curves obtained by QCRF method have positive (B1, B2) ex-
cept for the gain media. The materials, which have negative coefficients for (B1, B2)
in the QCRF method, will be explained at QCRF/PSO section. It should be men-
tioned that there is another stability issue called ’numerical stability’ which we also
have to consider about. The numerical stability issue is tested in the chapter 3 and
eventually it suggested to us that setting all five QCRF coefficients positive allows us
to avoid numerical stability issue in FDTD simulation.
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Fig. 2.1. Relative permittivity of a-Si. The solid lines and symbols
indicates the QCRF model and a-Si measurement data respectively.
2.1.3 Complex curve fitting
Crystalline silicon(c-Si) has been a dominant material in solar cell industry for
many years. However, because of certain drawbacks found in silicon solar cells which
include indirect bandgap, weaker absorption and higher Auger-recombination, now
many researchers are looking at the another promising candidate material which can
substitute c-Si. Amorphous silicon(a-Si), CdTe, CIGS, GaAs are chosen in this work
and their dispersive characteristic is modeled by proposed method. Also, the the
relative permittivity of silver and silicon substrate which are considered as dispersive
materials in solar cell structure, modeled by this method. The measurement data for
the novel photovoltaic materials are extracted from the following references [33,34](a-
Si), [35](CdTe), [36](CIGS), [35](GaAs), [37](Si substrate), [36](silver).
As shown in Fig. 2.1, the QCRF model fits fairly well with measurement data.
The quantified root mean square error is 3.763(%) for a-Si curve fitting. This curve
fitting might be considered as large deviation from the initial measurement data,
so, it should be emphasized that the complex curve fitting for a-Si is one of the
most difficult work among the various dispersive modelings, because the imaginary
15




























Fig. 2.2. Relative permittivity of CdTe. The solid lines and symbols
indicates the QCRF model and CdTe measurement data respectively.
Corresponding QCRF coefficients are given in Table. 2.1
part of epsilon is varying very sharply between relatively wide frequency range. For
example, the imaginary part of epsilon at the frequency of 242THz and 786THz are
0.002857194 and 14.99634269, respectively. The relative variation between those two
frequencies is around fifty thousand. On the other hand, the relative variation for
common dispersive material (e.g concrete, human tissue, etc) [25, 38] is much less
than a-Si at the frequency range that we are interested in.
As shown in Fig. 2.2 - 2.5 and Table. 2.1, the QCRF model application for the
novel photovoltaic materials seems very promising except the fact that stability of
this application has not been tested. Also, in Fig. 2.1, the imaginary part of relative
permittivity of QCRF curve fitting shows slightly less than zero. Although the quan-
tified error caused by imaginary part of epsilon might be very trivial, negative value
of imaginary part of relative permittivity can potentially cause unexpected physical
effect like electric field gain in FDTD simulation. In Table. 2.1, the QCRF coefficients
for silver and CdTe have negative numbers in (B1, B2). As mentioned in the previous
section, negative numbers in (B1, B2) can cause stability issue.
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Fig. 2.3. Relative permittivity of CIGS. The solid lines and symbols
indicates the QCRF model and CIGS measurement data respectively.
Corresponding QCRF coefficients are given in Table. 2.1


























Fig. 2.4. Relative permittivity of GaAs. The solid lines and symbols
indicates the QCRF model and GaAs measurement data respectively.
Corresponding QCRF coefficients are given in Table. 2.1
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Fig. 2.5. Relative permittivity of silicon substrate. The solid lines and
symbols indicates the QCRF model and silicon substrate measure-
ment data respectively. Corresponding QCRF coefficients are given
in Table. 2.1



























Fig. 2.6. Relative permittivity of silver. The solid lines and symbols
indicates the QCRF model and silver measurement data respectively.
Corresponding QCRF coefficients are given in Table. 2.1
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In order to solve stability issue and negative value of imaginary part of relative
permittivity, the optimization technique will be applied at following section. Also,
ass mentioned in section 2.1.1 the optimization technique that minimizing the real
error will be discussed at the next section.
2.2 PSO/QCRF model
Despite simplicity and accuracy of the previous analytic approach, the conven-
tional QCRF model cannot always be fitted to measurement data, especially when
they vary rapidly over the frequency of interest as shown in Fig. 2.1 [25]. This is
because the analytic approach does not consider the frequency range in which the
most errors occur. In other words, it does not emphasize the places where significant
variations occur. Also, the negative QCRF coefficients as shown in Table. 2.1 poten-
tially cause stability issue when it is tested in the FDTD simulation [25]. In order to
solve these problems, the constrained Particle Swarm Optimization(PSO) method is
applied finding the coefficients of the conventional QCRF method. Separate solutions
will be suggested for two different issues.
Table 2.1
QCRF Coefficients and Error for novel photovoltaic materials
a-Si CdTe CIGS GaAs Si substrate silver
A0 11.180 8.020 8.587 11.073 11.901 −558.192
A1 2.305× 10−15 −3.048× 10−16 −6.342× 10−17 5.377× 10−16 1.509× 10−16 −6.855× 10−15
A2 −2.867× 10−31 2.731× 10−31 2.510× 10−31 1.011× 10−31 1.614× 10−31 −1.460× 10−29
B1 1.516× 10−16 −2.098× 10−18 4.285× 10−17 5.422× 10−17 1.079× 10−17 −2.137× 10−16
B2 3.017× 10−32 3.693× 10−32 3.361× 10−32 3.749× 10−32 3.366× 10−32 −2.842× 10−30
E 3.763(%) 1.602(%) 2.915(%) 3.129(%) 1.784(%) 2.221(%)
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2.2.1 Improvement of accuracy
One possible approach to tackle the first problem, rapidly changing data, is to use
more sampling data in the frequency range where more errors occur [25] than to use
evenly-spaced sampling data. However, this approach is somewhat ambiguous and
user-dependent. To improve the accuracy of QCRF in a systematic way, in this work,
I consider a weighting function in (2.4). The weighting function is defined as ζ(ωk)
which is a discrete function whose domain is the number of maximum sampling index





With some manipulations, the 5×5 matrix equation is obtained same as (2.5) with




















Now, proper ζ(ωk) should be found in order to enhance the accuracy of QCRF
curve fitting along the measurement data. Toward this purpose, the PSO algorithm
is applied here. In the PSO algorithm [28], the particles (initially located in random
position) “visit” to the weighted QCRF curve-fitting function and return with carry-












Then the fitness of each particle is compared with its previous best fitness carried
by itself (pBest) and the previous best fitness carried by entire particles (gBest).
Through these comparisons, the next position of each particle is determined as the
following equation [28]:
vi+1n = ν · vin + c1 · rand() · (pBestin − xin)
+ c2 · rand() · (gBestin − xin)
(2.11)
where vi+1n is the velocity of i+ 1-th iteration in the n-th dimension, ν is a weighting
of previous velocity, xin is the current position of i-th iteration in the n-th dimension,
and rand() is a function generating a random number between from 0 to 1. Note that
c1 and c2 are the cognitive parameter and the social parameter respectively and these
parameters determine the tendency of particles that pursuing the local best position
(c1) or the global best position (c2) [28].
Many researchers working on PSO suggested the standard initial parameter set-
ting as c1 = c2 = 2, ν = 1 and the number of particle N = 30 [28–30]. The optimum
initial parameters of PSO algorithm are different for each application. Properly cho-
sen parameters may increase the probability of converging to the true solution and
also may lead to converge slightly faster. In this work, I add run-concept to the orig-
inal PSO algorithm rather than researching on optimum initial parameters for each
application. In other words, the QCRF/PSO generates a number of sub-solutions
corresponding to the number of runs. And then the best solution is sorted among
them. In this QCRF/PSO simulation, as will be performed by next section, the 50
runs has been performed for each application. The entire algorithm used in this pro-
posed simulation is shown in Fig. 2.7. As alluded to previously, the PSO algorithm
contributes to the improvement in the accuracy of the QCRF dispersion model. It
is worthwhile to note that the QCRF/PSO algorithm is performed only once before
FDTD time marching and thus the computational costs of updating electromagnetic
fields in the resulting FDTD is not increased.
One may try to apply the PSO algorithm to determine the QCRF coefficients
directly, rather than determine the weighting function of QCRF (as in this approach).
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Fig. 2.7. Flowchart of QCRF/PSO method.
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However, as explained in the paper [31], this trial will not success since the solution
space is too large to be determined only by the PSO algorithm. It is usually formed
in the range of more than 20 orders of magnitude for many types of dispersive media.
2.2.2 Solving stability issues
The PSO method also can be applied to enforce the QCRF coefficients as positive.
It can be simply achieved by adding following statement
if((B1 < 0)or(B2 < 0))
fitness = fitness+ α
(2.12)
, where α is the enforcing factor. This factor modifies the fitness of each particle,
obtained by QCRF curve fitting, when the QCRF coefficients are less than zero. The
enforcing factor should be relatively larger than the usual fitness of the QCRF curve
fitting, because the PSO algorithm will ignore the relatively small amount of error
added by eq. 2.12, when α is relatively smaller than the fitness. In this problem, the
enforcing factor is set to 100 which is more than 15 times greater than the common
fitness. The fitness means R.M.S error calculated at the QCRF curve fitting in this
problem. The rest of algorithm is same as described in previous section.
certain photovoltaic materials like a-Si show sharply converging shape in their
relative permittivity curves. When the relative permittivity curve converges to zero,
it is important to check that the dispersive modeling method does have negative
value in its imaginary part of relative permittiviy. The negative value in it can be
thought as gain medium which is not intended in a photovoltaic system. As shown
in Fig. 2.1, there is negative value at the low frequency range around 300THz. Even
though the amount of error caused by this negative value does not affect to the total
error significantly, the FDTD simulation result using Fig. 2.1 generates unintended
physical effect(gain media)). In order to solve this issue, another statement is added
in the PSO/QCRF method.
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if(Im() < 0)
fitness = fitness+ α,
(2.13)
where α is the enforcing factor as described in the eq. 2.12. As mentioned before, the
enforcing factor is set to 100 which is much greater than the common fitness value
obtained by R.M.S error calculation.
2.2.3 PSO/QCRF curve fitting
By applying proposed PSO/QCRF algorithm, new curve fitting for the disper-
sive material is obtained. This PSO/QCRF curve fitting has advantages over the
conventional QCRF curve fitting as mentioned in the previous section. To show the
advantage of it, two samples are selected among the 6 novel photovoltaic materials
mentioned in the previous section. The first sample is silver which shows negative
QCRF coefficients and 2.221(%) R.M.S error in its conventional QCRF curve fitting.
The second sample is amorphous silicon which shows negative QCRF coefficient, neg-
ative value on its imaginary part of relative permittivity and 3.763(%) R.M.S error.
It should be emphasized that another novel photovoltaic materials can be applied to
the proposed PSO/QCRF algorithm, but I focused on these two materials, in order
to show the proposed algorithm works properly.
As shown in Table. 2.2, the proposed method enhanced the accuracy of dispersive
modeling for silver and it also successfully enforced its coefficients as positive values.
The R.M.S error reduced from 2.221(%) to 0.663(%). The PSO/QCRF curve fitting,
as shown in Fig. 2.8, matches better than the curve fitting shown in Fig. 2.6. However,
the error of amorphous silicon sample is increased when it is applied to PSO/QCRF
method. The main reason is that the PSO/QCRF algorithm ensures that the QCRF
coefficients are positive as well as the imaginary part of relative permittivity. It sac-
rifices slight amount of fidelity in order to satisfy the important physical constraints.
Even though the accuracy decreased slightly as shown in Fig. 2.9, it still represents
24



























Fig. 2.8. Relative permittivity of silver. The solid lines and sym-
bols indicates the PSO/QCRF model and silver measurement data
respectively. Corresponding QCRF coefficients are given in Table. 2.2


























Fig. 2.9. Relative permittivity of amorphous silicon. The solid lines
and symbols indicates the PSO/QCRF model and amorphous silicon
measurement data respectively. Corresponding QCRF coefficients are
given in Table. 2.2
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the physical property of amorphous silicon fairly well. Especially, the exponential in-
crease of the imaginary part of relative permittivity around the frequency of 400THz
is successfully modeled by proposed method with attaining stability as well. The
accuracy of the proposed modeling method will be tested in the next chapter.
Table 2.2
PSO/QCRF Coefficients and Error for novel photovoltaic materials
a-Si CdTe CIGS GaAs Si substrate silver
A0 13.203 8.020 8.587 11.073 11.901 7.431× 105
A1 1.758× 10−15 −3.048× 10−16 −6.342× 10−17 5.377× 10−16 1.509× 10−16 7.744× 10−12
A2 3.846× 10−32 2.731× 10−31 2.510× 10−31 1.011× 10−31 1.614× 10−31 1.598× 10−26
B1 1.140× 10−16 −2.098× 10−18 4.285× 10−17 5.422× 10−17 1.079× 10−17 3.462× 10−13
B2 3.568× 10−32 3.693× 10−32 3.361× 10−32 3.749× 10−32 3.366× 10−32 4.236× 10−27
E 6.550(%) 1.602(%) 2.915(%) 3.129(%) 1.784(%) 0.663(%)
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3. TIME DOMAIN SIMULATION : A-SI
In this chapter, the proposed dispersive FDTD simulation with a QCRF model will
be validated against theory and also against non-dispersive FDTD. FDTD implemen-
tation of the QCRF dispersion model is first discussed prior to showing the simulation
results. Then, in the 1-D space, the proposed QCRF dispersive FDTD simulation
results will be compared with theory which is called Snell’s law. After the 1-D sim-
ulation results are confirmed against theoretical calculation, 2-D and 3-D QCRF
dispersive FDTD simulation results will be compared with a non-dispersive FDTD
simulation. The procedure of comparing the dispersive FDTD with non-dispersive
FDTD ensures the accuracy of the proposed dispersive FDTD method and its ability
to model and simulate the novel photovoltaic materials listed in Chapter 2.
3.1 FDTD implementation of QCRF dispersion model
FDTD update equations for the QCRF model can be easily obtained by the stan-
dard difference scheme. For example, applying the standard difference scheme to the
temporal derivatives in the constitutive relation results in, the final update equation
for ~En+1 as follows [25]
~En+1 = Ca ~E
n + Cb ~E
n−1 + Cc ~Dn+1 + Cd ~Dn + Ce ~Dn−1 (3.1)
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Ca = −2(α0 − α2)/(α1 + α2)
Cb = (α1 − α2)/(α1 + α2)
Cc = (β1 + β2)/(α1 + α2)
Cd = 2(β0 − β2)(α1 + α2)











The update equations for ~Dn+1 and ~Hn+1/2 can be simply obtained by applying
the standard difference scheme to the spatial derivatives in Maxwell’s curl equa-
tions. Also, by employing complex stretching variables in spatial derivatives, one
can straightforwardly implement perfectly matched layer (PML) boundary condi-
tions [39–42].
3.2 1D FDTD simulation against theory
First, the accuracy of QCRF-based dispersive FDTD was verified against the-
ory. In a 1-D simulation, an uniform plane wave is incident from air to the QCRF
material region at z=0 as shown in Fig 3.1. In this work, the QCRF material was
selected only as a-Si/QCRF model, because simulating every material listed in the
last chapter would not be meaningful since the QCRF model just requires users to
put different QCRF coefficients for different materials. Anything except for the five
QCRF coefficients is the same when the QCRF model is applied to other materials.
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Fig. 3.1. Geometry setting for 1-D FDTD simulation and theoretical
calculation. d0 and d1 will be noted for each simulation result.
The simulation domain is constructed with an entire set of 202 cells which include
110 cells of the QCRF material region, 110 cells of the air region and 10 cells of the
PML region overlapped with air and the QCRF material as shown in Fig 3.1. The
source point is located at the 110th cell.
As shown in Fig. 3.2, the FDTD simulation was performed twice, first at the free-
space and second at the QCRF materials as shown in Fig. 3.1. The simulation results
obtained from free-space simulation were applied when we calculated the reflection
coefficient and the transmission coefficient. Basically, in order to calculate the amount
of wave reflected from the material boundary, I subtracted the intensity of the wave
obtained by dispersive simulation from the intensity of incident wave obtained by
free-space simulation. In other words, the blue dotted line was subtracted by the red
solid line as shown in Fig. 3.2.
The intensity of the transmitted wave was measured at the observation point
denoted as ‘O1’ as shown in Fig. 3.1. As described in the [43], the reflection coefficient
and transmission coefficient are defined as
29

















Fig. 3.2. 1D FDTD results in time domain with two different geometry
settings. The red curve indicates simulation in the freespace and the
blue dotted line indicates simulation with QCRF material.
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Γ = Eref/Einc, (3.4)
τ = Etran/Einc, (3.5)
where Eref , Einc and Etrans are the intensity of the reflected electric field, incident
electric field and transmitted electric field respectively. As mentioned previously, the
intensity of the reflected wave is defined as
Eref = Edispersive − Efreespace. (3.6)
Where Edispersive is the intensity of the electric field at the dispersive FDTD sim-
ulation and Efreespace is the intensity of the electric field at the free-space simulation.
The propagation constant β and the attenuation constant α are also calculated with
measurement data and eventually they are compared to those of the simulation re-
sults. The equations used in calculation β and α are described in Fig. 3.1. In this
simulation, I limited the distance(d1) between observation point 1 and the material
boundary as one cell, in order to prevent the attenuation constant that dominates
entire wave propagating equation. In the FDTD simulation, the distance(d1) between
the material boundary and observation point 1 is also selected to be the same as the
theoretical calculation, so there is no error from mismatched geometry.
The frequency domain data was obtained by performing a Discrete Time Fourier
Transform(DTFT). The DTFT procedure basically follows by the eq. 3.7
X(ω) = Σ∞n=0x[n]e
−iwn (3.7)
where ω is limited in the frequency range that we are interested in. As shown in
Fig. 3.3, the time domain simulation results are converted to frequency domain. The
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Fig. 3.3. 1D FDTD result in the frequency domain. The red curve
indicates the simulation result in freespace and the blue dotted line
indicates the simulation with QCRF materials. ’Obs’ means the ob-
servation point as explained in Fig. 3.1
frequency domain result shows that the intensity of the field is gradually decreasing
when the frequency is increased. This means the active material(a-Si) has a better
absorption at the higher frequency. Also, it is possible to check that observation
point 4 shows the lowest intensity among the four observation points. This means
the incident wave attenuates in the active material.
As shown in Fig. 3.4, the reflection coefficient and transmission coefficient, cal-
culated with the dispersive FDTD simulation results, agree well with those of the
theoretical approach. It should be mentioned the frequency range applied in this
result was limited from 240THz to 780THz which is roughly from 385nm to 1250nm
in terms of free-space wavelength, because the internal quantum efficiency(IQE) of
most a-Si solar cell shows a meaningful value at this frequency range.
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Fig. 3.4. The red dot represents the reflection coefficient which is
analytically calculated. The red line represents the reflection coef-
ficient calculated by FDTD simulation. The blue dot represents the
transmission coefficient which is analytically calculated. The blue line
represents the transmission coefficient calculated by FDTD simulation
In conclusion, the QCRF dispersion model was successfully implemented in the
1D FDTD scheme. In the 1D dielectric slab geometry, the simulation result and
theoretical calculation result shows very good agreement as shown in Fig. 3.4.
3.3 2D
In the previous section, the accuracy of the proposed dispersive FDTD method
was proven with the theoretical approach. In this section, QCRF-based dispersive
FDTD is compared with non-dispersive FDTD in 2D geometry. As shown in Fig. 3.5,
the simulation is performed on the 2-D space (120x60 cells) and a square-shaped
QCRF/a-Si material (30x60 cells) is implemented at the center of the simulation
region. The source point is located 30 cells away from the center of the QCRF/a-
Si region. Also, the first observation point called ‘absorption 1’ is measured at the
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Fig. 3.5. Geometry setting for 2-D dispersive FDTD and non-
disperisve FDTD simulation.
center of the QCRF/a-Si region and the second observation point called ‘absorption
2’ is measured at the outside of the QCRF/a-Si region, 30 cells away from the center
of QCRF/a-Si region. In a non-dispersive FDTD simulation, a DC off-set sinewave
is excited and many simulations are performed over the frequency of interests. For
the non-dispersive FDTD simulation, the update equation is derived from the basic
Maxwell equation [8].
The conventional FDTD update equations for lossy dielectrics [8] are applied to
the non-dispersive FDTD simulation and the values of relative permittivity and con-
ductivity are collected from the experimentally measured data [33]. The conventional
FDTD update equation is
∇×H = J + ∂D
∂t
. (3.8)









can be divided in to E
n+1−En
∆t
by employing a standard finite difference scheme.
Then Maxwell’s curl equation can be written as a FDTD update equation in the form
below:




(En+1 + En)]. (3.10)


















From eq. 3.9 eq. to 3.13, the constant dispersion model is investigated in order
to make a comparison with the proposed QCRF dispersion model. I should also
mentioned here that the constant dispersion model, derived in the above equations,
is also used in the Chapter 4 and 5, because some important photovoltaic materials
like SiO2 and ITO show an almost constant dispersion characteristic in the frequency
range that we are interested in.
The update equation for the proposed QCRF dispersion FDTD is denoted in the
FDTD implementation section. Note that, for a QCRF-based dispersive FDTD, a
differential-Gaussian-modulated sinewave is used for wide-band excitation and thus
the frequency response can be obtained by discrete Fourier transform.
As shown in Fig. 3.6, the intensity of the input pulse is attenuated in the QCRF
material region so that the intensity of the electric field at observation point 1 is
35



















Fig. 3.6. 2D FDTD result in the time domain with a gaussian mod-
ulated sinewave. The red curve indicates the intensity of wave at
the position that an input pulse is applied. The ’Obs’ indicates an
observation point as explained in Fig. 3.5.
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Fig. 3.7. 2D FDTD results in the time domain with a single fre-
quency sinewave. The upper figure indicates the intensity of the wave
observed at observation point 1 and the bottom figure indicates the
intensity of the wave observed at observation point 2.
almost 50% less than the initial pulse. The field intensity measured at observation
point 2 is much less than the field intensity measured at observation point 1, which
means the wave is decayed further along the propagation and it is also reflected at the
boundary of the QCRF material and air. As shown in Fig. 3.7, the single frequency
simulation also shows that the intensity of the input pulse is decreased by almost 50%
from observation point 1 to observation point 2. After the time domain simulation
data is obtained, it is transformed to frequency domain data by applying DTFT. As
shown in Fig. 3.8, the peak of the normalized input pulse in the frequency domain is
set to 1 and the peaks of the pulse measured at observation point 1 and 2 should be
relatively less than the intensity of the input pulse.
After transformed to frequency domain, the ‘Absorption’ term is defined like be-
low:
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Fig. 3.8. 2D FDTD results in the frequency domain with gaussian
modulated sinewave. The red curve indicates the intensity of wave
at the position that input pulse is applied. The ’Obs’ indicates an
observation point as explained in Fig. 3.5.
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Fig. 3.9. Wave propagation absorption defined in eq. 3.14. The
symbol indicates the absorption calculated from the single-frequency
FDTD simulation and the line indicates the absorption calculated
from the wide frequency FDTD simulation.
Absorption = 20 ∗ log[|Hz,material|/|Hz,free|] (3.14)
where Hz,material is the field intensity at the simulation with the proposed structure
and Hz,free is the field intensity at the free space simulation. As shown in Fig. 3.9, the
single frequency simulation result, which is denoted as a symbol in the figure, matches
very well with the QCRF dispersive FDTD simulation result which is denoted as a
line. According to Fig. 3.9, amorphous silicon shows strong absorption over the
frequency range from 240THz to 780THz. Especially, it shows a stronger absorption
at the relatively high frequency region as expected in the 1-D simulation and the
theory. Since a 2-D time domain simulation does not diverge over the frequency range
from 240THz to 780THz, it is proven that the proposed QCRF dispersive FDTD does
not suffer any numerical stability issues in the 2-D simulation over a certain frequency
range. It should also be mentioned that if the QCRF dispersive FDTD simulation is
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performed at an unintended frequency, the stability can not be guaranteed and the
simulation may diverge.
3.4 3D
In this section, QCRF-based dispersive FDTD will be compared with non-dispersive
FDTD on a 3D geometry. As shown in Fig. 3.10, the simulation is performed on the
3-D space (40x40x120 cells) and a cubic-shaped QCRF/a-Si material (40x40x40 cells)
is implemented at the center of the simulation region. The x and y boundary has a
periodic boundary condition and the z boundary has 10 cells of a perfectly matched
layer at the end of the z axis. If the structure does not have an x and y dependent
in it, we can assume that the simulation result will be the same as the simulation
done in an infinite x-y plane and with a z thickness. It should be mentioned that
the input pulse is a plane wave source without phase, which can propagate along the
+z and -z direction without any distortion in the x,y PBC structure. Further, the
3-D simulation result should be identical with the 1-D simulation which has the same
thickness and geometry setting along the z axis of the 3-D geometry setting. At the
end of this chapter, the 3-D dispersive simulation results will be compared with the
1-D dispersive simulation.
In the 3-D simulation, the source plane is located 30 cells away from the center
of the QCRF/a-Si region. The first observation plane called ‘Obs 1’ is located at
the upper region from the source plane and the second observation plane called ‘Obs
2’ is located at the center of the QCRF/a-Si region. In the non-dispersive FDTD
simulation, a DC-offset sinewave is excited and many simulations are performed over
the frequencies of interests. For the dispersive FDTD, two entire simulations have
been performed in order to calculate the propagation loss. The first simulation was
done in the free space and the second simulation was done with QCRF materials.
As shown in Fig. 3.11, dispersive FDTD simulation results, which are represented
as a line, have good agreement with non-dispersive FDTD simulation results, which
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Fig. 3.10. Geometry setting for 3-D dispersive FDTD and non-
disperisve FDTD simulation. The x and y edges are periodic bound-
ary condition and the z edges have a perfectly matched layer. ‘Obs1’
means observation plane 1 which is located at the upper side of the
source plane and ‘Obs2’ means observation point 2 which is located
inside the QCRF material.
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Fig. 3.11. 3D FDTD simulation result with dispersive FDTD and
non-disperisve FDTD. The line represents dispersive FDTD and a
dot represents a non dispersive FDTD. The color red represents ob-
servation plane 1 and color blue represents observation plane 2.
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Fig. 3.12. 1D FDTD simulation result with dispersive FDTD. The
red line represents observation plane 1 and the blue line represents
observation plane 2. The geometry of this simulation is identical with
the 3D geometry setting.
are represented as a dot. The y axis of Fig. 3.11 is the same as that of Fig. 3.9.
Since the plane wave source propagates along the +z, -z direction simultaneously, the
propagation loss can be positive at the air region as shown in observation plane 1
of Fig. 3.11. To be specific, the free space simulation initially generates a certain
amount of field intensity observed at ‘Obs1’ and ‘Obs2’. These field intensities in
both observation plane 1 and 2 should be identical in free space simulation. For the
simulation with the proposed QCRF material, the same amount of input pulse will
first be observed at the ‘Obs1’ and then a reflected field will be observed next, which
means the propagation loss can be positive only at ‘Obs1’. As shown in Fig. 3.11,
the non-dispersive FDTD simulation also shows a positive propagation loss at ‘Obs1’.
At ‘Obs2’, field intensity is substantially decayed, which means the QCRF material
has strong light absorption.
As mentioned earlier, 3-D FDTD simulation, which has a x-y periodic boundary
condition, should generates the same results as with the 1-D simulation. In order to
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confirm this identity, 1-D simulation was performed with a simulation domain of 120
cells . As shown in Fig. 3.12, the 1-D simulation results are very similar to the 3-D
simulation results. The trend and shape of the 3-D propagation loss curve agrees well
with those of the 1-D absorption curve.
In conclusion, the proposed QCRF based dispersive FDTD shows very good agree-
ment with dielectric slab theory and non-dispersive FDTD, which are already proven
thru much past researches. The QCRF dispersion model, however, covers the fre-
quency range that is denoted in this simulation, so if we want to extend the frequency
range of a QCRF based FDTD simulation, the QCRF coefficients should be adjusted
with measurement data that has a wider data set.
3.5 Comparison simulation results to analytic absorption
In the presence of single dielectric slab, the 3-D FDTD simulation results will be






where ρ1 is the reflection coefficient at the left boundary, ρ2 is the reflection
coefficient at the right boundary as denoted in the Fig. 3.13. The eq. 3.15 represents
analytic reflection using power series of z−1. Since we can calculate easily the reflection
coefficient from the right of the first interface by the fact that τ1 = 1 + ρ1 and
τ
′
1 = 1 +ρ
′
1, the above power series can be represented as a function of frequency [44]:










Basically, an incident light reflected at the surface between air and dielectric slab
at t= 0. At the surface, certain amount(ρ1) of light reflected and rest(τ1) of light
transmitted at the boundary. By the eq. 3.16, we can predict the frequency domain
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Fig. 3.13. Multiple reflections building up the reflection and trans-
mission responses [44].
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Fig. 3.14. Analytic absorption and simulation results in the presence
of 300 nm dielectric slab of a-Si.
response by using power series. As a result of power series, the total transmitted
wave can be obtained by the equation [44]:








In a similar way, we can derive the overall reflected response. As a result, the
absorption of 300 nm dielectric slab of a-Si is derived. Also, the 3-D QCRF based
FDTD simulation is performed with 300 nm thickness of a-Si material. As shown in
Fig. 3.14, the simulation result predicts absorption of a-Si material very well. The
simulation result also captured the Fabre-Perot oscillation occured in the dielectric
slab.
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3.6 Comparison simulation results to an experimental data
In this section, the 3-D FDTD simulation will be performed at the c-Si single
junction solar cell structure, which is explained in the article [45]. Unlike amorphous
silicon, crystalline silicon absorbs light between 400 and 1100 nm wavelength.
In the reference article, the authors mentioned that the thickness of c-Si layer
was 1500 nm. In the presence of the anti-reflecting coating and the front glass, we
performed a simulation with the same geometry setting which is explained in the
experiment [45].
As shown in Fig. 3.15, the absorption rate of a red curve which is denoted as flat
structure, is similar with our simulation result shown in Fig. 3.16. There is slightly
different Fabry Perot oscillations are observed inside the thin film. This is because the
size of front glass is much thinner in the simulation, compared to the experiment. The
comparison result indicates that our simulation is not far from the real experiment
as well as theory.
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Fig. 3.15. Experimental absorption data with 1500 nm thickness of
c-Si from the reference article [45].














Absorption in the flat structure
Fig. 3.16. Simulation absorption data with 1500 nm thickness of c-Si.
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4. LIGHT TRAPPING METHOD IN AMORPHOUS
SILICON BASED THIN FILM SOLAR CELL
Understanding the flow of light is very important in a photovoltaic (PV) cell. Be-
cause of incomplete light absorption, many PV cells have lower performance than the
theoretical Shockley-Queisser limit [46]. This is particularly a challenge for thin-film
materials with low mobilities. Identifying the best light-trapping structures possible
is very important to help maximize the performance and reduce the costs of PV cells.
Light trapping can be achieved by changing the angle of the light as it travels in the
solar cell, i.e., by elongating the length of the optical path, and this can be done by
having a surface that has a rough texture. Theoretically, a rough-textured surface re-
duces reflection by increasing the probability that the reflected light will bounce back
onto the surface, minimizing it from reflecting out of the cell. From early theoretical
work on PV cells [47], [48], it is known that a perfectly random structure can scatter
light at all possible angles inside the active layer, which can enhance the absorption
(effective path length) up to 4n2. However, thin-film solar cells, in particular, rarely
achieve such high performance. Analytical approaches do not adequately describe
real structures that can be built experimentally. In particular, the feature size of a
randomly-textured surface seems to have an important role for light absorption. Al-
though experiments are the ultimate guide, examining and optimizing a wide range of
structures is extremely expensive and time-consuming. Thus an extremely accurate,
simulation-based approach is needed to help guide experimentalists.
4.1 Efficiency of a Solar Cell
The efficiency with which a solar cell converts incoming photons into electricity is
given in terms of the parameters of its electrical circuit [49]:
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where Jsc is the short-circuit current density, Voc is the open circuit voltage, FF
is the fill factor, and Pin is input power. The short-circuit current density depends









where A(λ) is the absorption rate of solar cell, IQE(λ) is the internal quantum
efficiency (as depicted in Fig. 5.1), dI
dλ
refers to the light intensity to which the
solar cell is exposed per unit wavelength (given by the ASTM AM1.5 solar spectrum
as shown in Fig. 4.2 [51]), where e is the elementary charge of an electron, h is
the Planck constant, and c is the speed of light. In this study, we assumed that
each absorbed photon with energy greater than the band gap energy generates an
electron-hole pair with a probability of reaching the electrical contacts given by the
internal quantum efficiency at that wavelength IQE(λ) [52]
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Fig. 4.2. ASTM AM1.5 solar spectrum
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4.2 Definition of light absorption in time domain simulation
As explained in eqs. 4.1 and 4.2, overall efficiency of a PV cell depends on the
absorption and the IQE of a certain structure. Since IQE does not change significantly
with different surface roughnesses, in this section, the focus is on investigating the
rate of absorption of incident light.
The most common task of FDTD simulation is computing the transmission and
scattering spectra from some finite structure. The procedure of computing reflected
and transmitted power will be explained with by a well known FDTD tool, called
MEEP reference page [54]. One could try to compute the fields and transmitted flux
for each frequency separately. However, since we have a broad-spectrum dispersion
model called QCRF for the novel photovoltaic materials as suggested in the previous
chapter, it is possible to obtain the broadband spectrum of the reflected flux and the
transmitted flux with a single computation.
For example, one may want to calculate the power transmitted through a certain
structure. For a given frequency, this can be done by integrating the Poynting vector
over a plane that is defined as the flux plane.
P (ω) = <[−→n ∫˙ [E∗ω ×Hω(x)d2x] (4.3)
Now, after an input pulse is exited into the structure, one may try to integrate
the Poynting vector in the time domain, and then use a Fourier transform to con-
vert the time domain Poynting vector P (t) to the frequency domain Poynting vector
P (ω). However, this approach does not produce the desired result because the cal-
culation produces the Fourier transform of the flux instead of the flux of the Fourier-
transformed field E and H. In order to obtain the flux of the Fourier-transformed field
E and H, one should accumulate the Fourier transforms of the E and H field over the










Fig. 4.3. Time domain signal observed at the top flux plane. The
yellow curve indicates the pulse observed in the free-space simulation,
the blue curve indicates the pulse observed at the simulation with the
structure and the red curve represents the subtracted field.
After the time domain simulation has been completed, P (ω) must be computed
by acquiring the cross product of the fluxes of the Fourier-transformed fields. The
transmitted power and reflected power that are obtained are not very useful until they
are normalized. As a normalization procedure, the reflected power and transmitted
power are divided by the incident power at each frequency. Commonly, this procedure
is done by running the simulation twice. The first simulation is done only with the
incident pulse so that the incident power is calculated via the flux plane. The second
simulation is done with the proposed structure with the same incident pulse.
Computing the reflected spectrum is more complicated. At the flux plane that
calculates the reflected power, the incident pulse must be added in the reflected
pulse. In order to avoid interference effects, the time-domain data of the incident
field must be stored in memory at the first free space simulation, and then the stored
time domain input pulse should be subtracted from the second simulation to get the
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correct reflected power. The subtracted time-domain signal is illustrated in Fig. 4.3.
The yellow curve is the time-domain pulse observed at the flux plane in the free space
simulation and the blue curve is the time-domain pulse observed at the same flux
plane in the simulation with the structure. Basically, the blue curve includes the
yellow curve in it at the initial time steps and then the reflected time domain signal
is observed after. After subtracting the yellow curve from the blue curve, the red
curve is left, which represents reflected pulse observed at the upper flux plane. This
procedure can be written as:
Pr(ω) = <[−→n
∫˙





ω are the intensity of the incident fields observed at the flux plane.
Finally, the absorption rate is defined as:





where A is the absorption rate, Pt(ω) is the transmitted power, Pr(ω) is the
reflected power and P0(ω) is the incident power. In Fig. 4.4, the blue curve indicates
the incident power, the red curve indicates the reflected power and the green curve
represents the transmitted power. The above equation can be written more simply
as:
A = 1− T −R (4.7)
where T is the normalized transmitted power and R is the normalized reflected
power. Once the absorption rate of a certain structure is obtained with FDTD sim-
ulation, Jsc and η can be calculated by following the procedure mentioned earlier.
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Fig. 4.4. Simulation of the reflected, transmitted and incident fluxes
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4.3 Statistical random surface texturing
Thin-film amorphous silicon-based solar cells have operated far from the Shockley-
Queisser limit in all experiments to date. However, the novel light-trapping structures
suggested in this section, may help address this limitation. Recently, broad ways
of texturing methods have been applied to the thin film solar cell [56]. Also, the
characteristic of amorphous silicon has been researched aggressively [57, 58] .In this
section, a statistical correlated random surface-texturing model is suggested as a novel
light trapping method.
Basically, the proposed model has both periodicity and randomness. The idea of
randomness with some correlation factor starts from the following equation:
Zn+1 = f ∗ Zn +
√
1− f 2 ∗ rn (4.8)
where Z1 = r1, rn is an independent sampling from a random distribution of
Gaussian variables with zero mean and unit variance and f is correlation factor which
has a value from 0 to 1. When f is equal to 0, a flat surface is generated. Since we
are going to use this randomly generated surface in the 3-D FDTD simulation, which
has a periodic boundary condition at the x-y edges, the periodicity at the left edge
and right edge should be considered in this correlation function.
Zn+1 = f ∗ Zn + fN−n−1 ∗ ZN +
√
1− f 2 − f 2(N−n−1) ∗ rn (4.9)
where N is the maximum index of the 1-D structure. Now, eq. 4.8 is expanded to a
double-sided correlation function as shown in eq. 4.9. The application of the double-
sided correlation function ensures that the textured surface will not have abrupt
changes of a height at its edges. As a result, a random surface with a double corre-
lation is generated in 1-D space. As shown in Figs. 4.5 and 4.6, the curves in the
figures have periodicity at the edges and randomness along the grids. These two 1-D
random texturing curves are used as the boundaries of the 2-D random surface.
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Left and Right boundary
Fig. 4.5. Left and right boundaries of a 2-D random surface. x-axis
denotes position of x-direction.
















Top and Bottom boundary
Fig. 4.6. Top and bottom boundaries of a 2-D random surface. y-axis
denotes position of y-direction.
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The double-sided correlation equation is now expanded in the 2-D surface. Ini-
tially, the heights of the four corners were fixed as zero in order to make sure the
surface had periodicity at the x-y plane. Also, the left boundary has the same fea-
tures as the right boundary as shown in Fig. 4.5, the upper boundary has same
features as the lower boundary, as shown in Fig. 4.6. The internal architecture of the
random surface is generated by following equation:
Zi+1,j+1 = w(i, Ni) ∗ Zi,j+1
+ (f/2− w(i, Ni)) ∗ ZN+2−i,j+1
+ w(j,Nj) ∗ Zi+1,j
+ (f/2− w(j,Nj) ∗ Zi+1,N+2−j
+
√
1− f 2 ∗ rn
(4.10)
where i represents the x index, j represents the y index, Ni is the maximum index
of i and Nj is the maximum index of j and w() denotes a weighting function:
w(i, N) = f/2− (f/4) ∗ exp(−(N − 2 ∗ i+ 2)). (4.11)
Using eq. 4.10, we can create the internal architecture with an alternating or-
der. Simply speaking, the randomly-textured surface is generated by the following
algorithm:
1. Fixing Z(0, 0), Z(0, N), Z(N, 0), Z(N,N).
2. Generating its boundary with eq. 4.9.
3. while(n < N/2) 3a. Generating from Z(n, n) to Z(n,N −2n+ 1) with eq. 4.10
3b. Generating from Z(N − 2n+ 1, n) to Z(N − 2n,N − 2n+ 1) with eq. 4.10
3c. Generating from Z(n, n) to Z(N − 2n+ 1, n) with eq. 4.10
3d. Generating from Z(n,N − 2n+ 1) to Z(N − 2n+ 1, N − 2n+ 1) with eq. 4.10
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Fig. 4.7. Plan view SEM image of porous silica AR layer formed by
vapour-etch method [56].
As a result of this algorithm, a randomly-textured surface having the desired
correlation factor was generated, as shown in Figs from 4.8 to 4.11. Our texturing
method is compared with the recent studies from reference paper [56]. As shown in
the Fig. 4.7, their texturing method shows many local peaks having 50 to 100 nm
width. Among the variety of our random surface texturing samples, the sample with
f = 0.99 matches well with the texture method introduced in the reference paper [56],
in terms of the width of local peaks. Basically, it was found that the randomness
was dominant when the correlation factor(f) was less than 0.75, as shown in Fig. 4.9.
Looking at these surfaces, one hardly distinguishes which one will be the best light
trapping structure among a variety of randomly-textured surface. It will become
more apparent when these randomly-textured surfaces are applied to the 3-D FDTD

































































































































































Fig. 4.11. Random surface texturing with the correlation number f = 0.99
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Fig. 4.12. A structure of single junction solar cell with a-Si
4.4 3-D FDTD simulation with variety of randomly textured structure
It is believed that the optimum light-trapping structure has a combination of
randomness and periodicity. In this section, the optimum light trapping structure
will be investigated via the randomly-textured surface obtained from the previous
section. The 3-D QCRF-based dispersive FDTD will be performed with randomly-
textured surfaces.
As shown in Fig. 4.12, the simulation was performed on the 3-D space (100 x 100
x 700 cells), and a QCRF/a-Si material (100x100x155 cells) was used inside. At the
top of simulation region, glass(SiO2) that was 617nm thick, was used, and the bottom
of the glass was a textured surface. For an anti-reflection coating, a 62nm-thickness
of ITO layer was used under the glass region with the same shape as the textured
surface. Following the ITO-textured surface, a QCRF/a-Si layer was used, which
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Fig. 4.13. Absorption of the proposed, randomly-textured structure
with a correlation number of 0
had an average thickness of 600nm. A 69-nm-thick silver layer was used for back
reflection. The a-Si layer and the silver layer were modeled by the QCRF dispersion
model, and the other materials were modelled by a constant dispersion model, as
explained in reference [8]. The grid spacing was fixed at 3.86nm per cell, because
that ensures 20 Pixel Per one Wave(PPW) in the simulation. When the PPW of the
simulation was significantly less than 20, numerical error became dominant, because
the simulation was not able to discretize the waveform properly. Also, the x and the
y boundaries had a periodic boundary conditions, and the z boundary had 10 cells of
a perfectly-matched layer at the end of the z axis. The incident pulse was excited at
the upper region of the glass layer, which was a vacuum in this simulation.
It can be assumed that this simulation was identical to an infinite x-y plane with
a periodicity of 386nm (3.86nm x 100 cells)along the x and y axes. The simulations
were performed and the absorption rate was obtained via the procedure mentioned
in the Efficiency of a Solar Cell section.
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Fig. 4.14. Absorption of the proposed randomly-textured structure
with a correlation number 0.75
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Fig. 4.15. Absorption of the proposed randomly-textured structure
with a correlation number 0.90
As shown in Fig. 4.13, a totally random structure with a zero correlation factor
had a relatively good absorption rate at the high frequency range. Among the four
samples, the flat surface structure had the worst light absorption rate. It is not clear
that Fig. 4.16 had better absorption rate compared to Fig. 4.15. However, if the
absorption curves are quantized by multiplying the IQE data and the AM1.5 data,
it will be confirmed that the correlation factor 0.99 is the optimum structure for a
600-nm thickness, a-Si single junction solar cell. Details of quantizing the absorption
rate will be followed at the next chapter.
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Fig. 4.16. Absorption of the proposed randomly-textured structure
with a correlation number 0.99



















Fig. 4.17. Absorption of the proposed structure with a correlation
number of 1 (flat surface)
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5. DESIGN OPTIMIZATION: TANDEM CELL
Recently, an initial efficiency of 12.3% was achieved for a double-junction solar cell (a-
Si/microcrystalline-Si) [59]. Also, many works have been done on silicon photovoltaic
area, which are closely related to this study [60]. In this thesis, a front-texturing
method was studied with a statistically-correlated model combined with full-wave,
optical simulation. In order to obtain the optimum design, several design parameters
were fixed as constants, i.e., internal quantum efficiency(IQE), dark current (J dark)
and ideality factor (IF). As mentioned in chapter 4, the efficiency of a solar cell is de-
fined as an integration of IQE, absorption and AM1.5 data [61]. AM1.5 stands for air
mass 1.5 which is general reference of solar irradiation defined by the american society
for testing and materials (ASTM). It is an open-source and anyone can download it.
Also, IQE data for the a-Si layer and the c-Si layer were obtained in using ADEPT
simulation [53]. ADEPT is drift-diffusion simulator developed in Purdue university.
For the dark current, we used an approximation method that is represented by the
following equation:




where, Jsc is a short-circuit current [59], Voc is the open-circuit voltage [59], n
is the ideality factor [62], k is the Boltzmann constant and T is temperature in
kenvin. The resulting dark currents for a-Si and c-Si were 8.0716 ∗ 10−10[mA/cm2],
and 3.3748∗10−7[mA/cm2], respectively. Once the short circuit current was obtained









where Jdark is the dark current obtained from eq. 5.1. Now, we introduce Zoc







where, Voc1 is the open-circuit voltage of a-Si layer, Voc2 is the open-circuit voltage
of c-Si layer, n1 is the ideality factor of a-Si and n2 is the ideality factor of c-Si. Now,





where FF0 is the initial fill factor, Zoc is the open-circuit impedance calculated
from eq. 5.3. Now, we introduce a series resistance in order to obtain the proper fill
factor [64].
FFs = FF0(1− 1.1rs) + r2s/5.4 (5.5)
which is valid for rs < 0.4, Voc < 10. After optimizing for several values of series
resistance, rs = 0.2075 was selected, which shows the closest correlation with the
experimental data. The final equation used to calculate the efficiency of the cell was
exactly the same as eq.4.1.
Fig. 5.1 was obtained from the ADEPT simulation. The IQE data start at 300nm
and go to 1100nm, which corresponds the wavelength range of the FDTD simulation.
In order to obtain reasonable data, a filter layer of glass, which absorbs light at very
low wavelength ranges, was implemented at the front, and it eventually resulted in a
decrease of the IQE ratio at the intended frequency range. It should be mentioned here
that the IQE curve showed very little variation when the difference in the thickness of
the material was a few nanometers, i.e., about 30nm. This means that it is possible
to assume that the IQE of each layer is constant in the optimization process that is
performed in the next section.
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Fig. 5.1. Internal quantum efficiency of each layer obtained from
ADEPT simulator [53]
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5.1 Optimization in a flat surface structure
In this section, optimum thicknesses of the cells for each layer are investigated
without using the light-trapping method. In this simulation, the efficiency of a cell




where Jscmin is the minimum short-circuit current density between the two lay-
ers. In order to achieve the highest efficiency without using light-trapping techniques,
current matching is very important. In this work, the thicknesses of the active ma-
terials were fixed to be a total of 2000 nm, which is summation of thicknesses of an
a-Si layer and a c-Si layer. A range of different thickness for a-Si were considered. An
a-Si acts like direct band-gap material with Eg= 1.73eV and a c-Si is indirect band-
gap material where Eg= 1.12eV. Because of type of band-gap and filtering by a-Si
in front, much greater c-Si thicknesses are needed for a proper light trapping design.
The simulations were performed using flat surfaces, and there was no back-grating at
the silver layer.
Fig. 5.2 shows the 3-D FDTD simulation that was performed, the rate of light
absorption was calculated in the flux planes defined at the top, bottom, and internal-
layers of the c-Si and a-Si. As expected, the front a-Si layer absorbed most of light
at low frequency and the c-Si layer started receiving a non-vanishing amount of light
starting from 450nm and dominated overall absorption for the wavelength higher than
600 nm. The short-circuit currents were obtained by multiplying the IQE curve and
the absorption curves for each materials. Following the procedure mentioned earlier
in this chapter, the open-circuit voltage, fill factor, and the efficiency of the cell were
calculated. In other words, the optical simulation (FDTD) generates the normalized
absorption rate and the semiconductor simulation (ADEPT) predicts IQE of each
material.
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Fig. 5.2. Rate of light absorption for each layer in the 3-D FDTD simulation
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Before optimizing the flat structure, we compared our procedure with the refer-
ence cell which is the highest efficiency tandem cell in the world [62, 63]. Since the
reference paper didn’t mention about the detail of their texturing method, we as-
sumed a constant absorption rate which is 80% in this work. The Table 5.1 shows
that our procedure is close to the realistic tandem cell operation in terms of the short
circuit current density, the open circuit voltage and the fill factor.
As shown in Fig. 5.3 - 5.8, the optimum thickness of the a-Si layer was investigated.
Basically, the short circuit current density of the a-Si layer increased as its thickness
increased until it reached 220 nm. For thicknesses greater than 220 nm , the short-
circuit current density decreased even though the thckness of the a-Si increased. Also,
the short-circuit current density of the c-Si layer had its lowest peak at 220 nm. The
overall efficiency had two peaks in the frequency range that was simulated in this
chapter. The 250 nm/a-Si and the 1750 nm/c-Si structure had cell efficiencies of
9.83% were the best results among the simulations. The detailed simulation results
are listed in Table 5.2.
Table 5.1
Comparison of our simulation model with the reference cell [62, 63]
Classification Jsc(a-Si)[mA/cm2] Jsc(c-Si)[mA/cm2] Voc [V] FF η
Reference cell [62, 63] 12.93 12.93 1.365 0.6940 12.3 ± 0.3 %
Our simulation 12.9306 12.9300 1.3964 0.6927 12.5078%
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Fig. 5.3. Short circuit current density of a-Si layer with varying thick-
ness of a-Si layer



















Fig. 5.4. Short circuit current density of c-Si layer with varying thick-
ness of a-Si layer. Fabry-Perot oscillations account for higher Jsc even
when a-Si thickness increases
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Fig. 5.5. Open circuit voltage of a-Si layer with varying thickness of a-Si layer



















Fig. 5.6. Open circuit voltage of c-Si layer with varying thickness of
a-Si layer. Fabry-Perot oscillations account for higher Voc even when
a-Si thickness increases
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Fig. 5.7. Fill factor with varying thickness of a-Si layer

















Fig. 5.8. Cell efficiency with varying thickness of a-Si layer
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Table 5.2
3-D FDTD Simulation results. For a flat structure, it was found that
250 nm of a-Si and 1750 nm of c-Si gave the highest overall power
conversion efficiency of 9.83 %
d1(a-Si)[nm] d2(c-Si)[nm] Jsc(a-Si)[mA/cm2] Jsc(c-Si)[mA/cm2] Voc(a-Si) [V ] Voc(c-Si) [V] FF η
150 1850 9.0303 11.3618 0.8630 0.5162 0.6919 8.6175 %
200 1800 10.1109 10.5195 0.8672 0.5139 0.6920 9.6630%
210 1790 10.3528 10.2236 0.8681 0.5131 0.6920 9.7708%
220 1780 10.5701 9.9957 0.8688 0.5124 0.6920 9.5537%
250 1750 10.2826 10.5748 0.8678 0.5141 0.6920 9.8332%
300 1700 10.2046 10.9994 0.8675 0.5153 0.6921 9.7656%
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5.2 Optimization with light trapping method
In this section, the textured surface that, was studied in the Chapter 4, is applied
at the front of the tandem cell. A double-correlated, textured surface is used at the
ITO and at the front of the amorphous silicon layer. Any other layers, as denoted in
the Fig. 3.10, are assumed to be flat.
We investigated an optimum, tandem-cell design with several parameters, e.g.,
thicknesses of the layers, height of the random structure, and a correlation number(f).
Computational time for this problem consisting of a million picels over 40000 time
steps on a single processor was approximately 36 hours. As such, optimization was
effected manually in the interests of rapid convergence to the optimal values.
As a result, the rate of light absorption was obtained for the optimum structure,
which had an a-Si layer that was 200 nm thickness, a c-Si layer that was 1800 nm
thickness, a correlation number f = 0.99, and a height of randomness of 300 nm. As
shown in Fig. 5.9, the 3-D FDTD simulation indicated that the rate of light absorption
and the overall curves were enhanced over that of the flat surface simulation shown
in Fig. 5.2.
An pre-optimized, tandem-cell structure had 11.6% efficiency, as denoted in Ta-
ble. 5.3. At the future, global optimization algorithm will be applied to optimize
further with variety of design variables including thickness of each layer, maximum
height of surface texturing and surface roughness. It also showed well-matched current
density between the amorphous and crystalline silicon layers.
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Fig. 5.9. Light absorption of an optimized tandem cell.
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Table 5.3
3-D FDTD Simulation results. For a textured structure, it was found
that 200 nm of a-Si, 1800 nm of c-Si and a single correlated surface
gave the highest overall power conversion efficiency of 11.65 %
Texturing type Correlation number Jsc(a-Si)[mA/cm2] Jsc(c-Si)[mA/cm2] FF η
Single correlation 0.800 11.0486 11.0268 0.6922 10.5783 %
Single correlation 0.900 11.2833 11.1150 0.6922 10.6714 %
Single correlation 0.950 11.4070 11.0839 0.6923 10.6437 %
Single correlation 0.990 11.4635 11.2904 0.6923 10.8483 %
Single correlation 0.995 12.5700 12.0701 0.6926 11.6473 %
Single correlation 0.999 11.4069 11.0839 0.6923 10.6437 %
Double correlation 0.800 11.1173 11.0255 0.6922 10.5784 %
Double correlation 0.900 11.2506 11.1425 0.6923 10.6971 %
Double correlation 0.950 11.2244 10.9962 0.6922 10.5526 %
Double correlation 0.990 11.3978 11.6308 0.6923 10.9577 %
Double correlation 0.995 11.1443 11.5444 0.6923 10.7049 %
Double correlation 0.999 10.3303 10.6784 0.6920 9.8824 %
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6. CONCLUSION
Since silicon is the most abundant material in the world, it is commonly used in an
inexpensive photovoltaic application. Compared to other PV materials, like GaAs,
single junction a-Si solar cells have operated far from the Shockley-Queisser limit. In
this thesis, we have suggested a novel light trapping structure utilizing a-Si material
through time domain simulation of photovoltaic materials.
In order to properly capture the dispersion of real materials like silicon in the time
domain, the QCRF dispersion model was suggested and parameters were optimized
using the particle swarm optimization method. Its accuracy was verified by compari-
son to analytical data and it was applied to well known photovoltaic materials. Also,
the QCRF method was enhanced by particle swarm optimization, which resulted in
better accuracy and stability. The RMS error of PSO/QCRF curve fitting was 6.6(%),
satisfying the Kramers-Kronig relationship. Using the proposed dispersion model, a
full-wave optical simulation was performed in 1-D through 3-D. The simulation results
showed that the proposed model (PSO/QCRF) predicts the absorption of light very
well in the solar cell structure. It was also guaranteed stability in the 3-D dispersive
FDTD simulation both theoretically and in simulations up to 40,000 time steps.
In this thesis, a statistically-correlated random surface-texturing model was sug-
gested as a novel light-trapping method. The random-texturing model was applied
to the front surface of a tandem cell structure and optimized with several design pa-
rameters. The proposed dispersion model was utilized to simulate the light trapping
structure of the tandem cell, and it showed 11.6% cell efficiency, which was greater
than that of the flat-surface simulation, which had an efficiency of 9.83%. This rep-
resents relative improvement of 18%.
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In the future, a much broader range of light-trapping structures can be tested by
the simulation method, researched and developed in this thesis. Also, the particle
swarm optimization method will be applied to a design of tandem cell which has mul-
tiple continuous parameters to consider. Also, since this work as well as previous work
verified that the QCRF model shows very good accuracy on modeling of a broad range
of materials, it should be suitable to consider other well known photovoltaic materials
e.g., CIGS, CZTS amd GaAs, which will be simulated with suggested method.
In the future, the stability issue involved in the QCRF based FDTD method
will be studied more deeply for further developments of this model. Basically, an
analytic stability achieved with the Kramers-Kronig consistent dispersion model such
the QCRF model was recently studied in the paper [25], however numerical stability of
the QCRF model has not been fully studied. Fortunately initial results indicate good
performance in this thesis, however some of results caused numerical instability issues.
Also, the complex rational function can be extended to quartic form and further.
More poles allow for greater accuracy but it also consumes more computational cost.
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