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I. INTRODUCTION
The ATLAS detector [1] is designed to search for signs of New Physics at the energy frontier, by examining the products of proton-proton collisions taking place at the Large Hadron Collider. Since the proton is a composite object, the actual colliding objects are partons, either valence quarks, sea quarks, or gluons. An enormous variety of possible states can therefore be produced. However, almost all will give rise to numerous charged particles (pions, muons, electrons, kaons, or protons) and detection of these particles and measurement of their momenta is a key requirement of the experiment. The ATLAS Inner Detector is designed for this purpose; it consists of a silicon Pixel detector very close to the Interaction Point (IP), a silicon strip detector (SemiConductor Tracker, or SCT) outside this, and finally a straw tube tracker (Transition Radiation Tracker, or TRT) at still larger distances from the IP. All are immersed in a 2T solenoidal B-field in the direction parallel to the beam axis, which bends charged particle trajectories into helical paths, and thus facilitates the measurement of the transverse component of their momenta. The SCT is the subject of this note, and its design will be described in the next section.
Construction and installation of the ATLAS detector was completed in 2008, and much of the latter part of that year was devoted to running the whole detector in "cosmics" runs (i.e. measuring muons from cosmic rays), as a vital check that all subdetectors could work together, and that everything was synchronised with the central Data Acquisition (DAQ) system. A further commissioning test was performed with the very first LHC beam, in the form of "beam splash" events, where the beam was collided with a collimator upstream of ATLAS, sending a shower of particles through the detector. The commissioning of the SCT will be described in Section IV.
Since the first collisions in late 2009, the LHC has delivered over 25fb −1 integrated luminosity, mostly at a centre-of-mass energy √ s = 8TeV. This superb performance of the accelerator has been matched by an equally impressive showing from the ATLAS detector in recording these data for use in physics analysis, allowing numerous searches and measurements to be performed, including the discovery of a new Higgs-like scalar boson [2] . Sections V and VI will describe the operation of the SCT over this period.
Finally, Section VII will briefly mention some of the upgrades that are currently being undertaken in order to prepare the SCT for LHC Run 2, starting in 2015, where the centreof-mass energy will be almost doubled, and the instantaneous luminosity (and hence number of proton-proton interactions in every bunch-crossing) will be significantly higher.
II. DESIGN AND LAYOUT OF THE SCT
The SCT comprises four concentric cylindrical barrel layers, and nine circular endcap disks on each side, as shown in Figure 1 .
The basic unit for construction and readout is a module [3] . There are 2112 modules in the barrels, all manufactured by Hamamatsu [4] , and 968 modules in each endcap, of which altogether 496 were manufactured by CiS [5] , while the remainder are from Hamamatsu. Each module is composed of two pairs of single-sided p-in-n silicon strip sensors, approximately 280μm thick. The two sides of a module are glued back-to-back with one another, with a 40 mrad stereo angle between the strip directions on each side, so as to provide a two-dimensional position measurement. Each side is a pair of sensors attached end-to-end, and has 768 aluminium strips, with 80μm pitch, wire-bonded across the join. Barrel modules are rectangular (modulo this stereo angle), and are all identical in shape, while there are four different, wedge-shaped designs of endcap modules, in order to fit together efficiently in the endcap disks. Photographs of barrel and endcap modules can be seen in Figure 2 . Each module is wrapped with an electronic hybrid which houses the readout ASICs. There are twelve of these customdesigned ABCD3TA chips [6] (henceforth referred to as "ABCD") per module, each of which reads out 128 strips. During operation, a bias voltage is applied across the silicon, such that ionization charge from a charged particle traversing the sensor will be accumulated at one or more of the strips. The resulting signal pulse is amplified and shaped by circuits on the ABCD chip before being compared to a configurable threshold. The output is binary -for each strip and each 25ns time period, a "1" or "0" is stored in a pipeline in the ABCD according to whether or not this threshold was exceeded.
A. Data Acquisition (DAQ)
Since it would be impossible to store the data from all collisions taking place in the LHC, a "trigger" system is employed to select events of interest. The first step of this filtering is performed by a hardware-based "Level-1" trigger, which selects events at a rate of approximately 70 kHz, on the basis of information from the ATLAS calorimeters and muon spectrometer. A "Level-1 Accept" signal is the cue for all ATLAS subdetectors, including the SCT, to read out the data corresponding to that event such that it can be accessed by the software-based "Level-2" trigger for further filtering.
A simplified diagram of the SCT Data Acquisition (DAQ) hardware is shown in Figure 3 . The off-detector electronics are contained in eight VME crates, which are located in a service cavern adjacent to the main ATLAS cavern. Each of these crates contains a TTC Interface Module (TIM), which receives Level-1 Accept signals via an optical fibre connection to the central trigger, and transmits them to the other cards in the crate via the VME backplane. Each crate also contains 11 or 12 "ReadOut Drivers" (RODs), each of which has an associated "Back-Of-Crate" (BOC) card. The RODs are responsible for routing and formatting the data, while the BOCs handle the communication between the modules and the off-detector electronics. Clock and command signals (including Level-1 Accepts) are sent from the BOCs to the modules via a "TX" optical fibre connection [7] . The laser pulses are produced by a VCSEL array which is mounted on a "TX plugin" (shown in Figure 4 ) which also houses a chip that performs "bi-phase mark" encoding on the clock and command signals.
When a Level-1 Accept signal arrives at a module via the TX link, each module side (6 ABCD chips) will return data on an "RX" optical link, corresponding to the last three 25 ns time bins of the pipeline on the ABCD chips. The ABCD chip can be specified to use one of several readout modes; if the detector is correctly "timed-in" (see Section IV-A), an in-time hit from the event that fired the Level-1 trigger should correspond to a "1" in the middle one of the three time bins at the end of the pipeline. Large signals (and therefore longer pulses) could then also result in a "1" in the time bin immediately after. For the LHC running mode where proton bunches are separated by 25 ns, the chips will therefore normally be set to "01X" mode, where a "0" in the first of the three timebins followed by a "1" in the second, will count as a "hit". However, when the LHC is running with filled bunches separated by 50 ns (as was the case up until the end of 2012), a small efficiency gain can be obtained by specifying "X1X" mode, where no requirement is made on the first or third time bins, but a "1" is required in the central bin.
For each Level-1 Accept, any "hits" detected by the ABCD chips are sent along the RX optical link to the BOC, and the ROD formats and assembles these into an event fragment, including a header and trailer that contain some status words for error checking. Each ROD handles the data from 48 modules. These event fragments are then sent along another optical fibre connection, called an "S-link", to a machine in the central ATLAS DAQ system called a "ReadOut Subsystem" (ROS), where they can be retrieved by the software-based Level-2 trigger.
1) Redundancy: Due to the inaccessibility of the modules after having been installed, some redundancy schemes were considered vital in order to mitigate against the risk of failures in the readout chain. Therefore, the following measures were implemented:
• "TX redundancy": in the event of a failure of an optical transmitter on a TX plugin, or damage to the optical fibre between the BOC and the module, a module would no longer receive Level-1 Accept signals and would therefore not return any data along the RX links. To avoid this, a module can be configured such that it receives the clock and command signal via an electrical connection from a neighbouring module.
• "RX redundancy": while there is only one TX link per module, there is one RX link per side (i.e. two per module). However, in the event of one of these transmitters or connections failing, the module can be configured to send the hit data from both sides through one RX link.
B. Power Supplies
Several racks of power supply crates, located in two service caverns either side of the main ATLAS cavern, are used to power the SCT. These include low voltage supplies, to power the on-detector electronics, and high voltage, to provide the bias voltage across the silicon sensors. The value of the bias voltage is configurable, and the power supplies are capable of providing up to 500V, though 150V was the nominal setting for data-taking in LHC Run 1. The power supplies can be controlled and monitored via PVSS software, and also provide a measurement of the "leakage current" for each module.
C. Cooling
In order to minimise the effects of radiation damage, it is desirable to operate the SCT at a low temperature. An evaporative cooling system is used, with C 3 F 8 as the coolant. A set of compressors in a cooling plant situated in a service cavern adjacent to the main detector cavern is used to condense the coolant and pressurise it such that it travels through a set of pipes and capillaries around the modules, where it evaporates and thus removes heat from its surroundings, before the gas/liquid mixture returns to the compressor. This cycle is performed in approximately 200 "cooling loops", each of which services between 10 and 48 modules, and which can be operated independently.
III. CALIBRATION Section II-A described how the RODs and BOCs are used to read out data from the modules during normal running. However, the same hardware is also used to perform calibration of the SCT. Three classes of calibration test can be performed:
• "Optical calibration": a suite of tests can be performed to ensure that the communication between the BOCs and the modules is working correctly, e.g. that the light level of a laser pulse received at the BOC from the RX link, that is intended to be a "1", is indeed interpreted as such, and that the light is being measured at the correct phase with respect to the clock signal.
• "Digital calibration": these calibration tests ascertain whether various functions of the ABCD chips are working correctly, for example in masking off specific strips, and ensuring that events proceed through the pipeline without any corruption.
• "Analogue calibration": as stated in Section II-A, the SCT uses binary readout, where a "hit" is registered if the charge on a strip exceeds a configurable threshold (nominally 1fC for LHC Run 1). It is therefore necessary to calibrate the response of the detector to ensure that this threshold is correctly set, in terms of the voltage pulse that is actually measured. Various calibration tests can therefore be performed where different charges are injected onto the front-end, and for each one, an occupancyvs-threshold scan determines the voltage threshold V 50 at which the occupancy falls to 50%. Plotting V 50 against the injected charge yields a response curve, which can then be used to calibrate the detector for any desired threshold.
IV. COMMISSIONING
Despite extensive testing of individual components both prior to and after assembly of the whole detector, it was crucial to gain experience of running the SCT both standalone and integrated with the rest of the ATLAS detector, in order to ensure that all parts of the system worked well together, and to improve the long-term stability of the system. This process was largely carried out in 2008 and 2009, using muons from cosmic rays to verify that information from all parts of the Inner Detector could be combined to reconstruct wellmeasured tracks.
A. Timing
One important step in the commissioning process is the timing-in of the detector. Section II-A describes how data from the final three 25ns time bins are sent along the RX link upon receipt of a Level-1 Accept, but clearly, it is non-trivial to ensure that this time period corresponds to the same event that fired the Level-1 trigger. The Level-1 trigger latency is around 2.5μs, i.e. with a 50ns bunch spacing, around 50 more pairs of proton bunches will have undergone collisions by the time the Level 1 Accept is issued. Furthermore, the propagation time of light signals down the fibre optic connections is not negligible, and neither is the time taken for particles to travel Fig. 5 . Example of a scan used to "time in" the detector, as described in Section IV-A. The variable on the y-axis is the fraction of "01X" hits as described in the text.
from the IP to the modules. The latter two factors will vary from module to module according to their position, and that of the corresponding ROD/BOC pair.
To facilitate the timing-in of the detector, various provisions exist in the SCT DAQ hardware to apply delays to the trigger signal before sending it to the modules along the TX optical link. The TIM can apply a delay to the incoming trigger signal before transmitting it to the RODs/BOCs, while the BOC can apply individually tuned "coarse" (increments of 25ns) and "fine" (1ns increments) delays to the signal for each module. Although cosmic ray runs allowed a reasonable validation of the applied delays for barrel modules, and the beam splash events in late 2008 and 2009 performed a similar role for endcap modules, the final, detailed timing-in procedure was first performed using colliding beam events. The procedure is as follows:
• The TIM or BOC delay for all modules is varied from its nominal (initial guess) starting position, from −20ns to +20ns in steps of 5ns (around 100k events recorded at each step).
• Offline analysis then reconstructs tracks, and calculates the fraction of hits-on-track for each module that exhibits the expected "01X" hit pattern.
• A simple "top hat"-like function is fitted to the plot of "01X fraction" vs relative time delay, and the centre of the plateau is taken to be the optimal value.
• The difference between the initial value and this newly optained optimum is then added to the BOC delay.
An example of one of these timing plots is shown in Figure 5 . This procedure was also performed towards the start of running in 2011 and 2012. In both cases, only very small corrections (O(1 − 5ns)) were necessary for the overwhelming majority of modules.
V. OPERATION OF THE SCT

A. Normal Operations Procedure
The first proton-proton collisions were achieved in the LHC in November 2009, and since then, from March to December in 2010, 2011, and 2012, the LHC has been mostly in physics production mode. An LHC fill generally proceeds through the following steps:
• "Injection"; bunches of protons, with each proton having an energy of 450 GeV, are injected into the LHC beams via transfer lines from the Super Proton Synchotron (SPS), the previous machine in the CERN accelerator chain.
• "Ramp"; once all the desired bunches in the LHC are filled with protons, they are accelerated up to an energy of 3.5 TeV (2010-11) or 4 TeV (2012) per proton, with a corresponding slight increase in clock frequency as the speed of the bunches approaches the speed of light. This step typically takes of order 30 minutes.
• "Squeeze"; once the protons are circulating at full energy, the parameter β * , which is related to the longitudinal bunch size, is gradually reduced in order to increase the density of protons (which will increase the probability of interactions occuring when the bunches cross each other, and therefore the luminosity). This typically takes around 20 minutes.
• "Adjust"; various collimators, designed to protect both the LHC and the detectors are moved into place, and then the beams are brought into collision.
• "Stable Beams"; this is the "safe" state, intended for physics data-taking -the machine operators do not touch any collimator settings or other parameters that could cause accidental beam dumps. A good stable beams fill can last up to 20 hours, before the decrease in instantaneous luminosity due to the reduction in the numbers of protons in each beam (mainly from collisions) makes it worth dumping the beam and re-filling.
For each of these steps, apart from "Stable Beams", the SCT is kept in a "Standby" state, with the High Voltage set to a safe level (typically 50V). This is to protect against possible damage if the LHC beam were to stray accidentally through the detector, or hit something that would cause a large spray of particles similar to a "beam splash" event. When "Stable Beams" are declared, the High Voltage is ramped up to the nominal value of 150V. For 2010 and the first part of 2011, this was a manual operation, performed by a shifter in the control room. In late 2011 this procedure was automated, using a routine that also performs checks on collimator positions and beam background levels. Data-taking continues throughout the Stable Beams period, with the shifter continuously monitoring the status of the detector and the integrity of the data. After a beam dump, there is typically a gap of 1-2 hours while the LHC prepares for a new fill, and this time is often used by on-call detector experts to perform calibrations, such as those described in Section III.
B. Operational Efficiency of the SCT
For almost all of the 2010, 2011, and 2012 running, between 27 and 31 SCT modules were non-operational (0.7% of the total), as were 49 single chips (0.10%), and 112,131 (0.2%) single strips. Thirteen of the non-operational modules are in a single cooling loop in the outermost disk of one endcap, which leaks too badly to be operated. In terms of data quality, the fraction of ATLAS data that were marked "good" for offline analysis with regard to the SCT was 99.6% in 2011 and 99.3% in 2012. The causes of these small losses of data are described below.
C. Operational Issues
Data-taking became more challenging in the latter half of 2011 and in 2012, due to the increase in instantaneous luminosity. While the bunch spacing remained at 50ns, the mean number of proton-proton interactions per bunch crossing (denoted "μ") rose to about 20 towards the end of 2011, and was over 30 for most of 2012 (the original design of the LHC was for 25ns bunch spacing and μ = 23). This had several consequenses for data-taking:
• As the luminosity increases, the number of interesting events per second increases, and there is therefore pressure for the Level-1 Trigger rate (i.e. the rate at which all subsystems need to read out their data) to increase.
• The larger number of collisions at a given time results in higher occupancy, and therefore a larger data volume that needs to be read out upon receipt of a Level-1 Accept.
• With higher luminosity, the number of "Single Event Upsets" (SEUs), where a charged particle passes through the on-detector electronics, and changes a register value, increases. This can have harmful effects on data-taking. For the most part, despite these challenges, the SCT has proven to be extremely reliable over the course of Run 1 of the LHC, with over 99% of the detector operational. There were only occasional, small contributions to ATLAS losing Stable Beams data, either through interruptions to data-taking, or data being marked "bad" for physics analysis by the offline data quality group. The principal causes of these small data losses are detailed below.
1) ROD issues:
If, for any reason, a ROD is unable to receive data from the modules and send them on to the ROS, it can assert a BUSY signal, which is transmitted back to the central trigger processor, and will prevent any further triggers. This interruption to data-taking is clearly undesirable, and procedures are in place to remove automatically the ROD in question from the readout, such that triggers are resumed. However, for the SCT, removal of more than one ROD from the readout leads to significant holes in the tracking acceptance, such that the data are marked "bad" for offline analysis. Unfortunately, due to some vulnerabilities in the SCT ROD firmware, the SCT would occasionaly exhibit a "ROD Busy", which necessitated a recovery action by the shifter to restore the ROD to the data-taking. The very small fraction (< 0.7%) of ATLAS data that is marked "bad" due to SCT, corresponds to situations where more than one ROD was removed at the same time. Despite extensive efforts to debug and fix this firmware vulnerability, the problem remained until the end of data-taking in 2012, and is a high priority for study during the current shutdown.
2) TX plugins: In 2009 it was noticed that the TX optical transmitters (as shown in Figure 4 ) were failing at an unacceptable rate. Analysis of the failed units indicated that Electrostatic Discharge (ESD) during the manufacturing process seemed to be the cause. A second batch was ordered, with improved ESD precautions in manufacturing, and all units were replaced. However, these units also began failing after a few months in operation. Various studies both in situ and in test stands indicated that the VCSEL arrays were vulnerably to humidity. A third batch was therefore procured, from a different vendor, with improved resistance to humidity, and these were installed in 2011. However, there were a small number of failures in 2012. Fortunately, the provision of TX redundancy, as described in Section II-A, the responsiveness of SCT shifters and on-call experts, and the fact that the DAQ crates housing the BOCs were in an easily accessible service cavern, meant that there was essentially no loss in data attributable to this problem. Before the start of LHC Run 2 in 2015, all the TX plugins will be replaced again, this time with a new design featuring a commercial VCSEL package, which is expected to be much more reliable.
3) CiS modules: In May 2012, anomalous behaviour was observed on a small number of endcap modules, whereby around two hours after the start of high luminosity physics runs, the leakage current would increase dramatically, often exceeding the "trip" threshold and thus prompting the power supply to cut the HV to that module. These high leakage currents were also correlated with a large increase in noise for one side of the affected module. Over the following weeks, more modules exhibited this behaviour, and it became apparent that all the affected modules were those manufactured by CiS. The CiS modules have a slightly different design to the Hamamatsu endcap modules, in that the metal strip is narrower than the 'p-type' implant below it. This could potentially lead to high electric fields localised at the edges of the strips. Although investigation into the cause of this problem is still ongoing, the effects were mitigated by reducing the bias voltage for the CiS modules to 5V in between fills, rather than the usual 50V Standby setting.
VI. PERFORMANCE A. Efficiency
A high intrinsic hit efficiency is crucial for the operation of the SCT, particularly in high-luminosity (and therefore high detector occupancy) running conditions, when stringent selection requirements are placed on track candidates by the reconstruction software, in order to reduce the number of fake tracks. This efficiency can be succinctly defined as "hits-per-possible-hit". Modules, or module sides, or chips that are known to have either transient or longer-term issues with the readout, are excluded from both the numerator and denominator in this calculation. To measure the efficiency, the tracking algorithm is run, but ignoring each module side along the track path in turn. The efficiency for the ignored module side is then given by the fraction of occasions when an expected hit was indeed seen on those tracks. Figure 6 shows this measurement for the barrel and endcap layers. Although these plots are for 2011 data, the intrinsic hit efficiency has remained essentially unchanged throughout 2012.
B. Noise
The design parameters of the SCT were to have a noise occupancy lower than 5 × 10 −4 in order to avoid producing fake hits that would make pattern recognition for tracking more difficult. The noise can be measured in several ways:
• The analogue calibrations described in Section III provide a measure of the noise via a fit to the shape of the occupancy-vs-threshold scans. The wider the "S-curve", the greater the noise.
• A separate standalone "noise occupancy" calibration can be performed where a large number of events are Fig. 7 . The top plot shows the occupancies for different types of module obtained from a noise occupancy calibration scan. The bottom plot shows the correlation between the noise obtained from noise occupancy and response curve calibrations. The outermost barrel is at a higher temperature than other parts of the SCT in order to help protect the TRT against becoming too cold, and this higher temperature can be afforded since the radiation dose received here is lower than in the inner layers.
recorded at different thresholds, and again, an occupancyvs-threshold scan is performed.
• During data-taking, events recorded while empty bunches pass through ATLAS can be used to measure the noise, once corrections due to beam background have been applied. Figure 7 shows the noise occupancy measured in different types of module (e.g. for the "inner" endcap modules, the strips are shorter, and so the expected and measured values for noise are smaller. Overall, the SCT modules are operating well within the design values.
C. Lorentz Angle
In the absence of a magnetic field, charge carriers produced along the ionization trail of a particle traversing the silicon sensor would be expected to move towards the strips in the direction of the E-field (i.e. perpendicular to the plane of the sensor). However, with the 2 T solenoidal B-field of the ATLAS Inner Detector, these charge carriers will be deflected by an angle known as the "Lorentz" angle.
This angle can be measured by performing an offline analysis, where track incident angle at the module is used as the x-axis, and the mean number of strips contained in hits on those tracks in that module is on the y-axis. The angle at which the mean of the n-strips distribution is a minimum, will be the Lorentz angle (this corresponds to the situation where the charge carriers in the silicon drift along the track trajectory). An example of this is shown in Figure 8 . The value of the Lorentz angle measured here is consistent within uncertainties between the four barrel layers, at 4.2 deg. Overall, there is good agreement between the measured values of the Lorentz angle in data and Monte Carlo simulation, though the average cluster size is slightly smaller in the simulation. As expected, the Lorentz angle is measured to be zero in events where the B-field is switched off.
D. Alignment
The alignment of the SCT is performed by an iterative algorithm that aims to minimise the residuals of hits-ontrack, i.e. the distance between the position of the hit and the point where the track intersected the sensor (with the track fit ignoring the hit in question). In a first step, the whole SCT is aligned with respect to the other components of the Inner Detector, and in subsequent steps, individual layes, and finally individual modules are aligned relative to one another. Figure 9 shows that the alignment in the barrel is already approaching the ideal situation.
E. Radiation Damage
With a large surface area of silicon so close to the interaction point, radiation damage was inevitably a key consideration during the design phase of the SCT. Assuming 10 years of running at the LHC design luminosity of 10 34 cm −2 s −1 , the innermost SCT barrel layer needs to be able to withstand a dose of ≈ 2 × 10 14 n 1MeVeq /cm 2 . The depletion voltage and leakage currents will vary according to received dose, and after approximately 2 × 10 13 n 1MeVeq /cm 2 the sensors will undergo "type inversion", where the material changes from being 'ntype' to behaving as if it were 'p-type' [8] .
These considerations necessitate careful monitoring of the SCT modules as they are exposed to radiation. One straightforward way of doing this is to use the leakage current measurements supplied by the power supplies, as described in SectionII-B. Figure10 shows these measurements as a function of time, along with the integrated luminosity delivered by the LHC on the same time scale. The plot also shows a model prediction of the leakage current behaviour, based on FLUKA [9] simulations of how the luminosity delivered at the IP translates into fluence at the sensors, and the Hamburg/Dortmund model [10] [11] for the effects of the radiation damage. The agreement between the model prediction and the data is superb, over several orders of magnitude. This plot is for the SCT barrel -in the endcap the agreement is somewhat worse, but still within ±20%. The total radiation dose received by the SCT is still small enough that it is not necessary to keep the detector at low temperature during the current shutdown.
VII. 2015 AND BEYOND
LHC beam operations are currently shut down, while the machine undergoes maintenance and upgrades in preparation for Run 2, which is expected to begin in 2015. The centre-ofmass energy for Run 2 is expected to be close to the design value of 14 TeV. It is not yet decided whether the bunch spacing will be 25ns (design value) or 50ns (as it was in Run 1), but in either case, it is safe to assume that the average number of interactions per bunch-crossing (denoted μ) will be higher than in Run 1. These two factors imply that the occupancy of the SCT will be considerably higher in Run 2. Furthermore, it is anticipated that ATLAS will run with a much higher Level-1 trigger rate, up to 100 kHz, meaning that the DAQ system needs to read out all the detector information faster than in Run 1.
For the SCT, when considering this challenge of reading out a large volume of data at a higher frequency, two potential bottlenecks were identified:
• Maximum rate of data transfer from the ABCD chip to the BOC.
• Maximum rate of data transfer from the ROD to the next component downstream in the DAQ system (known as a "ReadOut Subsystem", or ROS). The first of these is a hard limit, as we have no means to replace the ABCD chips or the fibre-optic links in this shutdown period. Fortunately though, studies indicate that this ceiling is well above the operational requirements for Run 2. However, the required data transfer rate between RODs and ROSs for 100 kHz Level-1 trigger rate, and occupancy corresponding to √ s = 14 TeV, μ = 80, is higher than can be achieved with the current system. After investigation into various alternatives, the following solution was arrived at:
• More ROD/BOC pairs will be manufactured, and installed in the currently unused slots in the existing DAQ crates (there are currently 11 ROD/BOC pairs per crate, but enough space for 16). This increased number of RODs means that each ROD handles the data from fewer modules.
• A new compression scheme will be used, whereby clusters of up to 16 contiguous strips can be represented in a single 16-bit word in the data stream sent from the ROD to the ROS. This scheme has already been tested and validated with collision data during a special test run in December 2012. In addition to the upgrade to the DAQ system, the existing cooling plant will be replaced by a thermosiphon-based system, where the gravitational potential between the surface and the ATLAS cavern is used to provide pressure. Since this system has no moving parts, it is expected to be more reliable than the compressor-based system. Finally, as mentioned in Section V-C2, the TX plugins will be replaced again with a new design using an off-the-shelf commercial VCSEL package, which is expected to be more reliable than the existing solution.
VIII. CONCLUSIONS
To date, the ATLAS SCT has performed extremely well, in highly challenging conditions. An excellent initial design (incorporating redundancy in the readout), robust construction, and the responsiveness and adaptability of the operations and management teams, have together ensured that ATLAS has a reliable and precise charged-particle tracking system. Hit efficiency and Noise values have been measured to be well within design values, and unforeseen problems, such as the failures of optical transmitters, have been mitigated such that their impact on the quantity and quality of ATLAS data is negligible. Looking forward, there is no reason to doubt that this excellent performance will continue in LHC Run 2, despite the additional challenges of increased occupancy, readout rate, and radiation damage that will be encountered.
