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ABSTRACT 
Parametric forms for multicondition generalized inverses of I - P, where P is the 
transition matrix of a finite irreducible discrete time Markov chain, are derived. These 
are utilized in techniques for obtaining moments of first passage time distributions. 
1. INTRODUCTION 
In [2] it was shown that generalized inverses (g-inverses) can be applied 
to a wide variety of applied probability problems where a Markov chain is 
present either directly or indirectly through some form of embedding. In the 
aforementioned paper, a characterization of all one condition g-inverses of 
I - P, where P is the transition matrix of a finite irreducible discrete time 
Markov chain, was given. This study was extended in [4], where a systematic 
study of the various multicondition g-inverses of the Markovian kernel, I - P, 
was carried out. 
Although [4] gives characterizations of the various multicondition 
g-inverses, no attempt was made to show how to take a given g-inverse, or 
some software program that generates a g-inverse, and determine, in a few 
steps, which conditions hold. This problem is tackled in Section 2, where it is 
shown that every g-inverse of I - P can be expressed in a parametric form, 
with a minimum number of parameters. Furthermore, it is shown that these 
parameters determine which g-inverse conditions are satisfied. 
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In the earlier paper [2], no use was made of the knowledge of the 
structure of the particular g-inverse of I - P that was being employed. In this 
current exposition the consequences of using particular multicondition 
g-inverses are examined. Section 3 focuses attention on the derivation of the 
moments of first passage time distributions of discrete Markov chains, utiliz- 
ing the parametric forms of g-inverses of Z - P. 
2. PARAMETRIZATION OF GENERALIZED INVERSES OF I - P 
In [2] it was shown that, if G is any g-inverse of Z - P, where P is the 
transition matrix of an m-state irreducible Markov chain, then there exist 
vectorsf,g,tanduwithu’e#Oand?r’t#O,wheree’=(l,l,...,l)isarow 
vector of ones and n’ = (.n,, ~a,. . . , rm) is the stationary probability vector of 
the Markov chain, such that 
G=(Z-P+tu’)-l+ef’+ga’. (2.1) 
The form given by (2.1) indicates that there is considerable flexibility in 
the possible choices of the vectors f, g, t and u. In Theorem 3.2 of [4] it was 
shown that if t and u are specified and satisfy the conditions a’t f 0 and 
u’e # 0, then a fully efficient characterization of G can be given involving 
only 2m - 1 elements, and not 2m as indicated by f and g. However, it is 
possible to vary the elements of t and u, subject to the given constraints, and 
still characterize the g-inverse with a form having the same structure as (2.1) 
but with different f and g. This is a consequence of Theorem 3.3 and its 
corollaries of [4]. In particular, if v and w are chosen so that n’v f 0 and 
w’e # 0, then G, as given by (2.1) can be reexpressed as 
G=(Z-P+vw’) -i+eh’+kn’+ ceT’, (2.2) 
where 
h’=f’-;(I-P+vw’)-l; 
k=g-(Z-P+\?v’)-i-nt;j, 
c= (T,tI(u,e) [l+u’(z-P+W’)-It]. 
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A consequence of the above observations is that given a particular 
g-inverse G of Z - P, it is not possible to retrieve from G any information as 
to what particular t and u were used, either directly or indirectly, in the 
construction of G. Of course, it is possible that G was generated through 
some matrix inversion routine with preselected t and u, but there are 
software routines, e.g. the “sweep out” method, where there is no such initial 
predetermination of the t and u. 
The earlier studies indicated that it is possible to characterize any 
g-inverse G of Z - P in terms of 2m - 1 parameters. The following theorem 
shows that we can in fact reparametrize any G so that it is characterized in 
terms of 2m - 1 independent parameters. 
THEOREM 2.1. Zf G is any g-inverse of I - P, where P is the transition 
matrix of a finite irreducible Markov chain with stationary probability vector 
T’, let 
A=Z-(Z-P)G, 
B=Z-G(Z-P). 
Then 
G=(Z-P+ap’)-‘+yeT’, (2.5) 
where 
a=Ae, 
p’= a’B 
y + 1 = a’Gc~ = p’Ge = P’Ga, 
and 
71’a= 1, f3’e = 1. 
Proof. Suppose G has the form given by (2.1). Define 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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and 
Since (see Equations (3.14) and (3.18) of [2]) 
(2.11) 
(2.12) 
(2.13) 
it is easily seen that (2.14) and (2.15) follow respectively 
A = Z - (I - P)G = (Y’II’, 
B=Z-G(Z-P)=eJ3’. 
(2.14) 
(2.15) 
Observe that OL and p can be recovered from A and B simply as 
and 
ol=Ae 
J!I’ = T’B. 
(2.16) 
(2.17) 
Note also that ‘~l’a = 1 and J3’e = 1, establishing (2.9), so that 
Aa=ci, 7’A = P’, BIB = p’, and Be=e. (2.18) 
From our earlier observations we note that there is considerable flexibility 
in how we choose t and u. It would be advantageous if we could choose t and 
u so that we can easily determine explicit expressions for the vector f and g 
used in the representation. 
Let us set 
t=Ae=cu and u’=dB=p’. (2.19) 
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Then Equation (2.10) implies that 
cd-(I-P)g 
Tr’a 
which, since IT’(Y = 1, yields (I - P)g = 0 and thus g = ge for some g. 
Similarly, Equation (2.11) implies that 
P, implies f’ = for some 
Thus, with particular choice t and given by G takes 
form given (2.5) where = f g. 
To y observe, Equations (3.10) (3.11) of that 
B’(Z - ZJ + a@‘) -I= 2 = q-r’ 
and 
(2.20) 
(2.21) 
so, from (2.5) and (2.9), 
P’G = ( y + ~)IT’ (2.22) 
and 
Ga=(y+l)e, (2.23) 
leading to the expressions for y given by (2.8). n 
The procedure used in Theorem 2.1 uniquely determines the parameters 
OL, p, and y. Suppose we have another representation 
G = (I - P +vw’) -‘t xe4, 
with IT’V = 1 and w’e = 1. Then, from (2.10) and (2.11), IX= v and j3’= w’ 
and, from (2.8) using either Equation (3.10) or (3.11) of [4], y = X. 
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DEFINITION 2.1. If G is a generalized inverse of Z - P and G has the 
form G = (I - P + cup’) ’ + ye.n’, where ~‘a = 1 and P’e = 1, then G is said 
to have parameters PI, j3, and y and parametric form G(a, fi, y). The 
procedure outlined by Theorem 2.1 is called the (a, l3, y) parametrization 
of G. 
Observe that the parametric form G( CX, l3, y) has precisely 2m - 1 inde- 
pendent parameters (m - 1 from each of CY. and l3 with their separate 
restrictions, together with y), which, from Theorem 3.2 of [4], is the mini- 
mum number of arbitrary elements required to give a fully efficient charac- 
terization of G. 
Given any g-inverse of Z - P, Theorem 2.1 gives a procedure for deter- 
mining the parameters. It appears that n’ has to be determined in advance to 
find l3, in accordance with (2.7). However, (2.15) implies that B = ep’, and 
l3’ can be recovered from B simply as 
p’ = e;B forany i=1,2 ,..., m, (2.24) 
where e; is the i th elementary vector with one in position i and zeros 
elsewhere. 
If G is expressed in the form (2.5), with restrictions (2.9), then G can be 
reexpressed in a form utilizing the matrix inverse (I - P + t’u)- ‘. 
THEOREM 2.2. Suppose G has the parametrization ((w, p, y), and t and 
u are any vectors such that T’t # 0 and u’e f 0. Then 
=(Z-P+tu’)-l+eh’+ka’+dea’, (2.26) 
where 
h’= -~‘(Z-P+~U’)-~, 
k’= -(I-P+t~‘)-~a, 
Proof. The transformation of G from its parametrized form to the 
expression given by (2.25) follows from Equation (3.8) of [4] upon utilizing 
(2.9). Equation (2.26) follows from (2.25). n 
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Conversely, if G is given in the form (2.1) with specified vectors u, t, f, 
and g, then the parameters LX, p, and y of G can be determined in terms of 
the vectors u, t, f, and g. 
THEOREM 2.3. If G has the form given by (2.1) with specified vectors t, 
u, f, and g such that n’t # 0 and u’e # 0, then G has parameters (Y, p, and 
y given by 
(2.27) 
(2.28) 
1 
’ + ’ = (u’e)( Ir’t) 
+ g + g - f’(Z - P)g. (2.29) 
Proof. The expressions (2.27) and (2.28) for OL and 0 follow from 
Equations (2.10) through (2.17) of the proof of Theorem 2.1. 
The expression (2.29) for y follows from any of the equivalent definitions 
given by (2.8) and simplification using (2.12), (2.13), and the results (cf. 
Equations (3.13) and (3.17) of [2]) 
and 
(I-P+td-‘t=$ 
COROLLARY 2.3.1. With the notation of Theorem 2.3, 
1 
‘+l= (u’e)(a’t) 
+f’u+ P’g+f’(Z - P)g. 
n (2.31) 
One of the major advantages of the parametrization of such g-inverses is 
that the procedure leads to an immediate classification of the g-inverses. We 
use the terminology introduced in [4]. Let A = Z - P, where P is the 
transition matrix of a finite irreducible Markov chain. We consider matrices 
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X which condition (1) and one more conditions through 
(5): 
AXA=A, 
(2) = X, 
(AX)’ = 
(4) ( XA )’ = XA, 
(5) AX= XA. 
Let A(‘~j~ ..,I) be any matrix X which satisfies conditions (i)(j), . . . ,( I) 
from among (l),(2), . . . ,(5). Then A(‘,j,.-.xr) is called an (i, j,. . . , Z)-inverse of 
A, and A{i, j ,..., 1) = {X:X = A(‘~j,~.~~‘)}, the class of all (i, j ,..., Z)- 
inverses of A = I - P. 
THEOREM 2.4. Let G(a, fi, y) be the parametric form of any (l)- 
inverse of I - P, where P is the transition matrix of a finite irreducible 
Markov chain. Then 
~{1,2) = {G:G=G((Y,~, -l)}, (2.32) 
~{1,3} = {G:G=G(+‘T,~J)}, (2.33) 
A{1,4} = {G:G=G(cu,e/e’e,y)}, (2.34) 
A{1,5} = {G:G=G(e,n,y)}. (2.35) 
Proof. The expressions (2.32) through (2.35) follow in turn from Theo- 
rems 4.1, 4.3, 4.4, and 4.5 of [4], utilizing the representations of (Y, p, and y 
of Theorem 2.3. H 
Observe that the characterizations of the various classes of g-inverses are 
all fully efficient, with A{1,2} having 2m - 2 arbitrary elements, A{1,3} 
and A{ 1,4} having m arbitrary elements, and A{ 1,5} having only one 
arbitrary element. This is in accordance with the results given in [4]. 
COROLLARY 2.4.1. Let G(cx, p, y) be the parametric form of any (1) 
inverse of I - P, where P is the transition matrix of a finite irreducible 
Markov chain. Then 
(i) A{ 1,2,3} = {G: G = G(lr/~‘n, p, - l}, 
(ii) A{1,2,4} = {G:G=G(a,e/e’e, -l)}, 
(iii) A{ 1,3,4} = {G: G = G(lr/a’a,e/e’e, y)}, 
(iv) A{1,2,5} = {G:G=G(e,a, -l)}, 
(v) A{1,2,3,4} = {G: G = G(n/n’?r,e/e’e, - 1)). 
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Observe that A { 1,2,5} and A { 1,2,3,4} each consist of a unique matrix 
corresponding, respectively, to the group inverse and the Moore-Penrose 
g-inverse of Z - P, originally derived by Meyer [7] and Paige, Styan, and 
Wachter [8], respectively. 
The parametric forms characterizing the various classes of g-inverses of 
Z - P are much easier to handle than those given in [4]. In any application 
the equivalent forms given by (2.25) or (2.26) can be used. 
3. GENERALIZED INVERSE TECHNIQUES FOR FINDING 
MOMENTS OF FIRST PASSAGE TIMES 
In [2] the following results (Theorem 5.1 and Corollary 5.1.1) were 
derived. 
THEOREM 3.1. Zf M is the mean first passage time matrix for an 
irreducible Markov chain with transition matrix P and stationary probability 
vector IT’, and G is any g-inverse of Z - P, then 
M= [GTI-E(GII),+Z-G+EG,]D, (3.0 
where D = (II,,) l, II = ea’. 
Furthermore, if G = H + ef’+ g?r’, where H = (I - P + tu’)-1 for some t 
and u such that ?r’t f 0 and u’e # 0, then 
M=[HII-E(HII),+Z-H+EH,]D. (34 
Of interest is the possible simplification of (3.1) and (3.2) when G is a 
particular multicondition g-inverse of Z - P. First observe that simplification 
of (3.2) can be effected when H has a special structure. 
THEOREM 3.2. Hn=E(HII), if and only if H=(Z-P+eu’)-’ for 
some u such that u’e # 0. 
Proof Suppose H is chosen to have the form (I - P + tu’)- ’ where t 
and u are such that a't + 0 and u’e f 0. 
Let He=h, where h’=(h,,h,,...,h,). Then [HH]ij=[Hea’]ij= 
[ha’lij= hiTji; [E(HrI),]ij=[ee’(h~‘),]ij=hj~j’i. 
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Thus NIJ - E( Hll), = 0 
iff hi=hjforalli,j 
iffh=heforsome h 
iff (I-P+tu’)-‘e=he 
iff e = h( I - P + tu’)e = ht(u’e) 
iff t = te for some t [ = l/h(u’e)] 
iff H=(Z-P+teu’)~l,orsimply(Z-P+eu’)-’, 
where t is incorporated in the specification of u. W 
COROLLARY 3.1.1. Let G=H+ef’+g?r’. Then 
M=(Z-H$EH,)D (3.3) 
if and only if H = (I - P +eu’)-’ for some u such that u’e # 0. 
Further simplification of the term EH, - H is unlikely to occur. If 
H = [hii], then EH, - H = 0 iff hij = hjj for all i, j. 
Obviously any generalized inverse G can be expressed in the form given 
by Corollary 3.1.1, but given any G, a procedure is required to determine H 
from G. The following theorem provides such a procedure for determining 
any matrix inverse of the form (I - P + tu’)- ’ from any g-inverse of I - P. 
THEOREM 3.3. Suppose G is any g-inverse of I - P, and t and u are 
given such that n’t + 0 and u’e f 0. Then 
(Z-P+tu’)-‘=(Z-;jG(Z-gj+ C,,;;u,e,. (3.4) 
Proof. Suppose G = (I - P + VW’) -’ + eh’ + kn’. Then first observe that 
(Z-$jeh’/Z-gj= (eh’-eh’)(Z-$j=O, 
(Z-;jkT’(Z-gj= (Z-;j(k+kT’)=O. 
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Furthermore, from Equation (3.8) of [4], 
(I-P+tu’)-‘= z-2 (I-P+*y(z-sj+ (T,;;;,e), ( i 
and (3.4) follows. n 
COROLLARY 3.3.1. Suppose G is any g-inverse of Z - P, and u is given 
such that u’e # 0. Then 
H=(Z- P+eu’)-’ 
G(Z-en’)+:. (3.5) 
A consequence of the above results is that effective simplification of the 
expression for M, without having to effect manipulations of the form (3.5) 
requires taking a g-inverse of the form given in Corollary 3.1.1. In effect, this 
suggests taking any (1,5)-inverse, the only g-inverse in general parametric 
form with OL = e. No other g-inverse gives such intermediate simplification 
apart from a very specific (1,3)-inverse with q’ = e’/m. Expressions for M of 
the form given by (3.3) have appeared in the literature with H taken as 2, 
the “fundamental matrix” of the irreducible Markov chain, due to Kemeny 
and Sell [6], and with H taken as T, the “group inverse” of I - P, due to 
Meyer [7]. Kemeny [5] also used a matrix of the form given by H with 
u’e = 1. All these matrices are (1,5)-inverses of Z - P, consistent with our 
observations above. 
The determination of higher order moments of the first passage times is 
also of interest. Let MC’) = [m!,;)], w h ere rn$>) is the rth moment of the first 
passage time from state i to state j in an irreducible Markov chain. From 
Theorem 2.3 of [l], for r > 2, 
(I - P) M”’ = F(‘) + E - PMf’, (3.6) 
where 
r-1 
F”’ = c (;)P [ MC”) - My’]. 
s=l 
(3.7) 
Expressions for M (2) have been obtained by Kemeny and SnelI [6], Meyer 
[7], and Hunter [l-3]. The derivations in [l], [Sj, and [7] utilized either Z, 
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the fundamental matrix, or T, the group inverse. The only presentations 
using arbitrary g-inverses are those of Hunter [2, 31. In [2] an expression for 
M$“, in the more general semi-Markov setting, was derived, which for 
Markov chains yields 
Mj;‘= [2{(Z-H)G(Z-Il)},D+Z]D. (3.6) 
However, (3.8) simplifies into the expression derived by Meyer [7], since 
(cf. Theorem 6.3 of [2]), (I - II)G(Z - Il) = T, the group inverse, for all 
generalized inverses G of I - P. 
A general solution to (3.6) can be derived in stages. First obtain succes- 
sively Fc2), Fc3’, . . . , F(“, using Theorem 3.4 to follow. Next determine My), 
and finally solve for MC’), using Theorem 3.4 once again. We use generalized 
inverse techniques for solving systems of linear equations to construct the 
required recursive procedure. 
THEOREM 3.4. Zf MC” is the matrix of r th order moments of the first 
passage times in a finite irreducible Markov chain with transition matrix P, 
and G is any generalized inverse of Z - P, then, for r >, 2, 
M”’ = GF”’ - E(GF”‘), + [Gn - E(GII),] D + (I - G + EG,)M$“, 
(3.9) 
where 
My’= (IIF(‘) 1. (3.10) 
Proof. First observe that premultiplication of (3.6) yields 
ITMY’ = UF”’ + E. (3.11) 
Since II = En,, = ED-‘, taking diagonal elements of (3.11) yields (3.10). 
Using Corollary 3.1.1 of [2], the solution to (3.6) can be expressed as 
M”’ = GF(” + GE - GPMI;’ + EB, (3.12) 
where B is an arbitrary diagonal matrix (cf. the proof of Theorem 5.1 in [2]). 
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Taking diagonal elements of (3.12) 
so that 
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B= [Z+(GP),]Mf’-(GF”‘),-(GIl),D. 
Substituting in (3.12) for B, using the observation that E = llZI, yields 
M"'=GF"'- E(GF”‘), + [GIL E(GII),]Zl 
+ [E + E( GP), - GP] My’. (3.13) 
As in the proof of Theorem 5.1 of [2], Equation (3.13) simplifies to yield (3.9). 
n 
From the form of (3.9) it is apparent that the term involving D will 
vanish if G = (I - P + eu’)- ’ + ef’. Also, if such a matrix is used, then by 
(3.3) simplification of the term involving My) occurs. 
COROLLARY 3.4.1. Zf G=(Z-P+eu')-'fef' for some u’ such that 
u’e # 0, then 
M”’ = GF"' - E( GF’*‘) d + MD- ‘M6’). (3.14) 
SinceZ=(Z-P+elr’)-‘andT=Z-en’arebothoftheformrequired 
for Corollary 3.4.1, and because of the simplicity of results achieved using 
such generalized inverses, it is recommended that these g-inverses be used in 
determining MC*) (r >, 2). This recommendation is consistent with the simple 
forms of Zt4i2) given in the literature by Meyer [7] and Kemeny and Snell [6], 
respectively, which follow from (3.8): 
Mji2’ = (2T,D + Z)D = (22,D - Z)D. 
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