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algorithmAbstract In this paper, a novel algorithm is presented for direction of arrival (DOA) estimation
and array self-calibration in the presence of unknown mutual coupling. In order to highlight the
relationship between the array output and mutual coupling coefﬁcients, we present a novel model
of the array output with the unknown mutual coupling coefﬁcients. Based on this model, we use the
space alternating generalized expectation-maximization (SAGE) algorithm to jointly estimate the
DOA parameters and the mutual coupling coefﬁcients. Unlike many existing counterparts, our
method requires neither calibration sources nor initial calibration information. At the same time,
our proposed method inherits the characteristics of good convergence and high estimation precision
of the SAGE algorithm. By numerical experiments we demonstrate that our proposed method
outperforms the existing method for DOA estimation and mutual coupling calibration.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
The problem of estimating the direction of arrival (DOA) of
multiple narrowband signals plays an important role in many
ﬁelds, including radar, wireless communications, seismology,
sonar and so on. Most of the existing DOA estimation meth-
ods rely heavily on perfect knowledge of the array manifold.
However, the array manifold is often affected by array imper-
fections in practice, such as mutual coupling, gain/phase
uncertainty and sensor location error. The performance ofthe DOA estimation methods may deteriorate signiﬁcantly
without array manifold calibration.1–6
In this paper, we focus on the mutual coupling calibration
andDOA estimation problem for deterministic signals. Various
array calibration methods have been proposed with respect to
the mutual coupling effect.7–14 In Ref. 7, an iterative least-
mean-square algorithm is proposed to estimate the calibration
matrix, but it requires preliminary calibration. In Ref. 8,
Fabrizio and Alberto present an online mutual coupling com-
pensation algorithm for uniform and linear arrays, which could
estimate the coupling coefﬁcients through an alternating mini-
mization technique, but the convergence is not well guaranteed.
The iterative algorithm in Ref. 9 compensates the mutual cou-
pling effect and the gain/phase perturbation simultaneously.
However, the convergence rate is low, and the computational
cost is very expensive. In Ref. 10, a maximum-likelihood
algorithm is presented for array calibration, which takes into
consideration the array imperfections of mutual coupling,
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However, the method requires a set of calibration sources with
known locations, which is hardly available in practice.
Compared with the methods that require calibration sources
or initial calibration information, self-calibration methods are
more attractive under some circumstances. Liu et al.11 present
a novel DOA estimation algorithm with uniform linear arrays
in the presence of mutual coupling via blind calibration. Weiss
and Friedlander12 present a self-calibration algorithm that
compensates for mutual coupling and gain/phase perturbation.
However, they require multi-dimensional parameter searching,
and the convergence is not well guaranteed. In Ref. 13, an array
self-calibration method to compensate for sensor position per-
turbation is presented by the SAGE algorithm. It remains
robust in critical scenarios including large sensor position
errors and closely located signals. But it only focuses on sensor
position perturbations. In Ref. 14, a uniﬁed framework is pro-
posed for DOA estimation and array self-calibration to all
kinds of array perturbations, which can achieve good perfor-
mance in scenarios with low SNR, limited snapshots and
spatially adjacent signals, but it only aims at stochastic signals.
On the other hand, among the existing DOA estimation
methods, the maximum-likelihood (ML) ones achieve the best
asymptotic performance. The main drawback of the ML
approach is the high computational complexity caused by
maximization of the likelihood function. To overcome this
drawback, the expectation maximization (EM) algorithm has
been derived for both deterministic and stochastic signal mod-
els.15–18 The SAGE algorithm is a variation of the widely used
EM algorithm, which updates subsets of parameters sequen-
tially in one iteration. Through the augmentation scheme spec-
iﬁed by the EM or SAGE algorithm, the complicated multi-
dimensional searching involved in maximizing the likelihood
functions can be simpliﬁed to one-dimensional searching. It
has been proved in Ref. 19 that SAGE converges faster than
EM while retaining the advantages in numerical simplicity
and stability.
This paper develops a novel calibration method to compen-
sate for unknown mutual coupling in uniform linear arrays.
The method jointly estimates the DOA parameters and the
coupling coefﬁcients by using the SAGE algorithm. First, an
array output model with unknown mutual coupling is pre-
sented to highlight the relationship between the array output
and the mutual coupling coefﬁcients. Then we derive a
SAGE-based calibration algorithm that updates the DOA
parameters and the coupling coefﬁcients sequentially based
on this model. Compared to the existing methods, our
algorithm requires neither calibration sources nor initial
calibration information. At the same time, simulation results
demonstrate that it can achieve higher parameter estimation
precision.
2. Perturbed array output formulation
Suppose thatK unknown and deterministic narrowband signals
impinge onto an M element uniform linear array (ULA) from
directions of #= [#1, #2, . . .,#K]
T, N snapshots are collected,
and the output of the accurately calibrated array at time t is
xpfðtÞ ¼
XK
k¼1
að#kÞskðtÞ þ vðtÞ ¼ Að#ÞsðtÞ þ vðtÞ ð1Þwhere A(#) = [a(#1), a(#2), . . .,a(#K)] and að#kÞ ¼ ½ejuk;1 ;
ejuk;2 ;    ; ejuk;M T are the array responding matrix and vector,
respectively, uk;m ¼ ð2pdm sin#kÞ=k, where k represents the sig-
nal wavelength and d1, d2,. . ., dM are the distances of the M
array sensors from the reference located on the array axes.
sk(t) is the waveform of the kth signal at time t, s(t) = [s1(t),
s2(t), . . ., sK(t)]
T, v(t) = [v1(t), v2(t), . . .,vM(t)]
T is the noise vec-
tor with variance r2I, xpfðtÞ ¼ xpf1 ðtÞ; xpf2 ðtÞ;    ; xpfMðtÞ
 T
and
the superscript ‘‘pf’’ is the short of ‘‘perturbation-free’’.
When mutual coupling effects are taken into consideration,
the array output is given as follows:
xðtÞ ¼
XK
k¼1
a0ð#kÞskðtÞ þ vðtÞ ¼ A0ð#ÞsðtÞ þ vðtÞ ð2Þ
where A0(#) = [a0(#1), a0(#2), . . .,a0(#K)], and a0(#) is the
perturbed array responding vector, a0(#) = Ca(#) with
C denoting the mutual coupling matrix. The mutual
coupling matrix can be written more explicitly as
C ¼ toeplitz 1; c1; c2;    ; cP; 0TðMP1Þ1
h iT 
in ULA,10 where
cp is the coupling coefﬁcient of the two sensors displaced by
(p  1) times the inter-element spacing of the ULA, and cp is
very small when p> P and cp is thus neglected.
Although the directional information of the incident signals
is still reserved in the perturbed array outputs, it can hardly be
extracted directly based on the array output formulation in Eq.
(2). In order to highlight the perturbation-free signal compo-
nents, and also make clearer the relationship between the array
output and the perturbation parameters, the following model
can be established for the perturbed array output.
xðtÞ ¼ A0ð#ÞsðtÞ þ vðtÞ ¼ Að#ÞsðtÞ þQðtÞcþ vðtÞ ð3Þ
where c= [c1, c2,   , cP]T stands for the coupling coefﬁcient
vector. And the following equation holds for Q(t) and c.
QðtÞc ¼ ½A0ð#Þ  Að#ÞsðtÞ ¼ ðC IMÞAð#ÞsðtÞ ð4Þ
where IM stands for M dimension unitary matrix. The matrix
of Q(t) can be expressed explicitly according to [Q(t)]:,p =
GpA(#)s(t) and Gp = oC/ocp contains nonzero elements of 1
only on the ±p diagonals. Such an expression of Q(t) is con-
cluded by taking the differentiations of both sides of Eq. (4)
with respect to cp.
The perturbed array output formulation given in Eq. (3)
reveals the relationship between the array output and the cou-
pling coefﬁcients, and such a relationship can be exploited to
estimate the coupling coefﬁcients by maximizing the log-likeli-
hood of the array output x(t). Meanwhile, for a particular cou-
pling coefﬁcients estimate, the log-likelihood can be maximized
to determine the signal directions. In the next section, we fol-
low this guideline to calibrate the array imperfection and esti-
mate the signal directions iteratively.
3. SAGE-based algorithm for DOA estimation and array
calibration
Both the EM and SAGE algorithms have been applied to the
problem of DOA estimation without array imperfections, and
they show good convergence properties. The EM algorithm is
a general numerical method for ﬁnding the maximum-
likelihood estimates which is characterized with simple imple-
mentation and stable convergence. The SAGE algorithm is a
1540 K. Xiong et al.variation of the EM algorithm, which follows a more ﬂexible
optimization scheme and converges faster than the EM algo-
rithm. Instead of estimating all the parameters at once in
EM, SAGE breaks up the problem into several smaller ones
and uses EM to update the parameter subsets associated with
each decomposed problem. In order to solve the DOA estima-
tion problem in the presence of mutual coupling, this section
extends the existing research to calibrate the mutual coupling
effect together with estimating the source directions by the
SAGE algorithm.
Similar to the DOA estimation problem in calibrated
arrays, we construct an augmented data vector as follows to
separate different signal components contained in the array
output based on the model of the perturbed array output in
Eq. (3).
ykðtÞ ¼ a0ð#kÞskðtÞ þ vðtÞ
¼ að#kÞskðtÞ þQkðtÞcþ vðtÞ k ¼ 1; 2;    ;K ð5Þ
where Qk(t)c= [a
0(#k)  a(#k)]sk(t), ½QkðtÞ:;p ¼
@
@cp
½a0ð#kÞ
að#kÞskðtÞ ¼ Gk;pað#kÞskðtÞ, Gk,p is a variation of Gp corre-
sponding to the kth signal component, and the noise vector
v(t)  N(0, r2IM).
In the framework of the SAGE algorithm, the likelihood of
y1(t), y2(t),   ,yK(t) is given by
pðykðtÞ XkðtÞj Þ ¼ jpr2IMj1 exp 
1
r2
jjykðtÞ  a0ð#kÞskðtÞjj22
 
ð6Þ
where Xk(t) is the unknown parameter set associated with
yk(t), and it is a subset of X ¼ f#; fsðtnÞgNn¼1; c; r2g. Obviously,
y1(t), y2(t),   ,yK(t) are normally distributed with the same
variances and different means. The log-likelihood of
fy1ðtnÞ; y2ðtnÞ;    ; yKðtnÞgNn¼1 can be obtained by calculating
the mean of the log-likelihoods of fykðtnÞgNn¼1 for different k.
Lðfy1ðtnÞ; y2ðtnÞ;    ; yKðtnÞgNn¼1Þ ¼
1
K
XK
k¼1
LðfykðtnÞgNn¼1Þ
¼ MN ln r2 þ 1
Kr2
XN
n¼1
XK
k¼1
jjykðtnÞ  a0ð#kÞskðtnÞjj22 ð7Þ
According to Eq. (7), the log-likelihood of
fy1ðtnÞ; y2ðtnÞ;    ; yKðtnÞgNn¼1 can be written as
Lðfy1ðtnÞ; y2ðtnÞ;    ; yKðtnÞgNn¼1Þ
¼ KMN ln r2 þ 1
r2
XN
n¼1
XK
k¼1
jjykðtnÞ  a0ð#kÞskðtnÞjj22
¼ KMN ln r2 þ 1
r2
XN
n¼1
XK
k¼1
jjykðtnÞ  að#kÞskðtnÞ QkðtnÞcjj22
ð8Þ
The second expression of Lðfy1ðtnÞ; y2ðtnÞ;    ; yKðtnÞgNn¼1Þ in
Eq. (8) will be used for optimizing c.
The SAGE algorithm updates the unknown parameters
with an iterative guideline. Each iteration of the SAGE algo-
rithm consists of an E-step and an M-step. Given the estimate
of the (q  1)th iteration Xq1, the qth iteration consists of the
following steps.Step 1. E-step
Calculate
FðXq;Xq1Þ¼E Lðfy1ðtnÞ;y2ðtnÞ;    ;yKðtnÞgNn¼1Þ fxðtnÞgNn¼1;Xq1
  ð9Þ
where the superscript q stands for the iteration index, and Eq.
(9) is equivalent to computing the following conditional
expectations,
yqkðtÞ ¼ E½ykðtÞ xðtÞ;Xq1
 
¼ a0ð#q1k Þsq1k ðtÞ þ xðtÞ  A0ðcq1;#q1Þsq1ðtÞ ð10Þ
Rqyk ¼ E
1
N
XN
n¼1
ykðtnÞyHk ðtnÞ fxðtnÞgNn¼1;Xq1
" #
¼ 1
N
XN
n¼1
yqkðtnÞðyqkðtnÞÞH ð11Þ
In order to emphasize the dependence on the array pertur-
bation parameters, we use A0(cq1,#q1) to denote the per-
turbed responding matrix in Eq. (10), what relies on the
current estimates of the mutual coupling coefﬁcients.
Step 2. M-step
The unknown parameters contained in X can be updated by
maximizing F(Xq; Xq1), and the updating schemes, which are
derived by setting the differentiations of F(Xq; Xq1) to those
parameters to zero, are given as follows:
#qk ¼ argmax
#
ða0ðcq1; #ÞÞHRqyka0ðcq1; #Þ
jja0ðcq1; #Þjj22
ð12Þ
sqkðtnÞ ¼
ða0ðcq1; #qkÞÞHyqkðtnÞ
jja0ðcq1; #qkÞjj22
ð13Þ
ðr2Þq ¼ 1
KMN
E
XN
n¼1
XK
k¼1
jjykðtnÞ  a0ð#kÞskðtnÞjj22
" #
ð14Þ
cq ¼ E
XN
n¼1
XK
k¼1
QHk ðtnÞQkðtnÞ
" #( )1
 E
XN
n¼1
XK
k¼1
QHk ðtnÞðykðtnÞ  að#kÞskðtnÞÞ
" #
ð15Þ
As can be seen from Eq. (12) to Eq. (15), the update pro-
cesses of #k and fskðtnÞgNn¼1 mainly depend on the correspond-
ing augmented data fykðtnÞgNn¼1, and they do not matter
with fy1ðtnÞ; y2ðtnÞ;    ; yk1ðtnÞ; ykþ1ðtnÞ;    ; yKðtnÞgNn¼1. As
the parameters of c and r2 exist in the models of all the signal
components, their update processes rely on fy1ðtnÞ; y2ðtnÞ;    ;
yKðtnÞgNn¼1. The iteration process can be divided into two parts,
the ﬁrst one contains the sequential updating of #k and
fskðtnÞgNn¼1 for different k, and the second one updates c and
r2 by using all the augmented data. Straightforward formula-
tion of Qk(t) in the iterations is very complicated, thus we carry
out some deeper analysis in the Appendix A on the update
processes associated with this matrix to simplify the implemen-
tation of the iteration.
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The simulations in this section will be carried out to demon-
strate the performance of the proposed algorithms. The exist-
ing methods of the S-S method8 and the Y-L method,20 as well
as the Cramer-Rao lower bound (CRLB),21 are also imple-
mented for performance comparison.
We consider a uniform linear array of 5 sensors with inter-
element spacing of half a wavelength of the incident signals.
Suppose that two equal-power independent signals impinge
onto the array from directions of 9 and 25. The coupling
coefﬁcient vector is c= [0.4 + 0.3j, 0.3 + 0.1j]T. The required
initial DOA estimate #0 can be initialized by subspace methods
such as MUSIC or the standard ML approach. The initial cou-
pling coefﬁcient vector estimate is chosen to be c0 = [0, 0]T.
And s0(t) is obtained by computing the least squares estima-
tion for #= #0 and c= c0. The algorithm is terminated if
the relative increase in the data likelihood function is smaller
than 104 or the number of iterations achieves 50.
The average root-mean-square error (RMSE) of the DOA
estimates of the two signals is considered for statistical
direction estimation precision evaluation, which is deﬁned as
RMSE# ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXW
w¼1
jjb#w  #wjj=ðKWÞ
vuut ð16ÞFig. 1 RMSE of DOA estim
Fig. 2 RMSE of coupling coefﬁcienwhere W denotes the number of Monte Carlo experiments.b#w and 0w are the estimated and true directions in the wth
simulation.
Fig. 1(a) shows the RMSE of the DOA estimates of differ-
ent methods against SNR computed via 500 Monte Carlo runs
for each SNR (the number of snapshots is ﬁx to 50). Fig. 1(b)
shows the RMSE of the DOA estimates of different methods
versus the number of snapshots (with SNR= 5 dB) computed
via 500 Monte Carlo runs for each number of snapshots. We
can observe that the proposed SAGE-based method can
achieve higher estimation accuracy than S-S method and
Y-L Method, and it improves with a similar speed as that of
the CRLB.
The RMSE of the mutual coupling coefﬁcients is used for
array calibration precision evaluation, which is deﬁned as
RMSEc ¼ 1jjcjj2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXW
w¼1
jjc^w  cjj22=W
vuut ð17Þ
where c keeps constant in each scenario, and c^w is the esti-
mated coupling coefﬁcient vector in the wth simulation.
Fig. 2(a) shows the RMSE of the mutual coupling coefﬁ-
cients versus SNR in the same simulations (the number of
snapshots is ﬁx to 50). Fig. 2(b) shows the RMSE of the
mutual coupling coefﬁcients estimates of different methods
versus the number of snapshots (with SNR= 5 dB) computedates of different methods.
t estimates of different methods.
1542 K. Xiong et al.via 500 Monte Carlo runs for each number of snapshots. The
results illustrate that SAGE-based Method achieves the best
performance among the three methods, and its RMSE is very
close to the CRLB in the considered scenarios.
5. Conclusion
In this letter, we propose a SAGE-based algorithm for DOA
estimation and mutual coupling calibration in the case of uni-
form linear arrays and unknown determined signals. The
implementation of the proposed method follows the standard
SAGE iterations and thus has guaranteed convergence. The
simulation results show that compared with the existing meth-
ods, the proposed one performs much better in both DOA esti-
mation and array calibration precisions, especially when the
SNR is low. The guideline that the new method follows can
also be extended to the calibration of other kinds of array
imperfections, such as gain/phase perturbation and sensor
location error, but the straightforward extensions are excluded
in this letter due to space limitation.
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Appendix A
According to Eqs. (10), (11) and (13), one can obtain that
Rqsk ¼ E
1
N
XN
n¼1
skðtnÞsHk ðtnÞ fxðtnÞgNn¼1;Xq1
" #
¼ ða
0ðcq1; #q1k ÞÞ
H
Rqyka
0ðcq1; #qkÞ
jja0ðcq1; #qkÞjj42
ðA1Þ
Rqyk ;sk ¼E
1
N
XN
n¼1
ykðtnÞsHk ðtnÞ fxðtnÞgNn¼1;Xq1
" #¼Rqyka0ðcq1;#qkÞjja0ðcq1;#qkÞjj22
ðA2Þ
Moreover, according to Eqs. (12), (13), (A1) and (A2), one
can get that
1
N
E
XN
n¼1
jjykðtnÞ  a0ð#kÞskðtnÞjj22
" #
¼ tr Rqyk  a0ðcq1; #
q
kÞðRqyk;skÞ
H  Rqyk ;skða0ðcq1; #
q
kÞÞ
H
h
þRqska0ðcq1; #
q
kÞða0ðcq1; #qkÞÞ
H
i
¼ tr IM  a
0ðcq1; #qkÞða0ðcq1; #qkÞÞH
jja0ðcq1; #qkÞjj22
" #
Rqyk
( )
ðA3Þ
Denote hk ¼ 1
N
E
XN
n¼1Q
H
k ðtnÞðykðtnÞ  að#kÞskðtnÞÞ
h i
and
Rk ¼ 1
N
E
XN
n¼1Q
H
k ðtnÞQkðtnÞ
h i
, then the elements of the vector
and the matrix can be computed according to [Qk(t)]:,p =
Gk,pa(#k)sk(t) as follows:ðhkÞp ¼ aHð#kÞGHk;p
1
N
E
XN
n¼1
ðykðtnÞsHk ðtÞ  að#kÞskðtnÞsHk ðtÞÞ
" #
¼ aHð#kÞGHk;p
XN
n¼1
ðRqyk ;sk  að#kÞRqskÞ
¼ aHð#kÞGHk;p IM 
að#qkÞða0ðcq1; #qkÞÞH
jja0ðcq1; #qkÞjj22
" #
Rqyka
0ðcq1; #qkÞ
jja0ðcq1; #qkÞjj22
ðA4Þ
X
k
 !
p1 ;p2
¼ 1
N
E
XN
n¼1
skðtÞaHð#kÞGHk;p1Gk;p2að#kÞskðtÞ
" #
¼ 1
N
E
XN
n¼1
skðtÞskðtÞ
" #
aHð#kÞGHk;p1Gk;p2að#kÞ
¼ða
0ðcq1;#qkÞÞHRqyka0ðcq1;#
q
kÞ
jja0ðcðq1Þ;#qkÞjj42
aHð#kÞGHk;p1Gk;p2að#kÞ
ðA5Þ
where (hk)p represents the pth element of hk and ðRkÞp1 ;p2 stands
for the (p1, p2) th element of Rk.
Finally, Eqs. (10), (11) and Eqs. (A3)–(A5) can be substi-
tuted into Eqs. (12)–(15) to yield more convenient steps for
updating the unknown parameters and implementing the
iterations.
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