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1. Introduction
Our aim is to show that the q-skew Ore extension R[X; S,D] possesses a q-skew higher S−1-derivation of infinite length.
We then apply this to characterize semi-invariant polynomials and cv-polynomials of R[X; S,D]. Ore extensions, since their
discovery in [26], have become one of the most basic and useful constructions in ring theory. They have provided many
important (counter)examples and have also formed a powerful tool for investigating skew derivations (see [2] and [8]
for example). (Semi-)invariant polynomials were introduced by Lam, Leung, Leroy and Matczuk in a 1989 paper [21]. The
following year, Lam and Leroy introduced themore general concept of cv-polynomials in [20]. Set T def.= Q [X; S,D], where Q
is the symmetric Martindale quotient ring of R. We explain these as follows. A polynomial f ∈ T with an invertible leading
coefficient is called semi-invariant if fQ ⊆ Qf , invariant if fT ⊆ Tf and a change-of-variable polynomial (abbreviated as
cv-polynomial for short) if fQ ⊆ Qf+Q . Firstly, the semi-invariant polynomial ofminimal degree determines theQ -algebraic
dependence of the skew derivation D (Theorem 1 [6]). Secondly, invariant polynomials determine substantially the ideal
structure of T . For example, if R is simple then all ideals of T are principal ideals generated by invariant polynomials. Finally,
cv-polynomials determine R-stable homomorphisms from other Ore extensions of R into T (p. 86 [20] or Theorem 12 [9]). So
(semi-)invariant polynomials and cv-polynomials are of crucial importance to the study of the Ore extension R[X; S,D]. The
q-skew situation is of importance because many of the Ore extensions appearing in quantum groups are of that type (see
[11,17,24,30] for example). Our results are useful for understanding (semi-)invariant and cv-polynomials in the q-skew case.
Throughout the paper, R is a prime ring. A map δ : R → R is called a derivation if δ(a + b) = δ(a) + δ(b) and
δ(ab) = δ(a)b+ aδ(b) for a, b ∈ R. For n ≥ 0, we have
δn(ab) =
n∑
i=0
(
n
i
)
δi(a)δn−i(b),
where we have postulated δ0 def.= 1, the identity map. If n! is invertible in R then δ(n) def.= δn/n! is called the nth divided power
of δ. Note that δ(0) def.= δ0/0! = 1 and δ(1) = δ. The sequence δ(i), 0 ≤ i ≤ n, satisfies
δ(n)(ab) =
n∑
i=0
δ(i)(a)δ(n−i)(b).
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This leads to the following generalization: By a Hasse–Schmidt higher derivation of a ring R, we mean a finite or infinite
sequence of maps {δn}n≥0 from R into Rwith δ0 def.= 1 (the identity map) such that for a, b ∈ R and n ≥ 0,
δn(a+ b) = δn(a)+ δn(b) and δn(ab) =
n∑
i=0
δi(a)δn−i(b).
Note that δ1 is a derivation. As we have seen, if n! is invertible in R then the sequence {δi/i! : 0 ≤ i ≤ n} of divided powers of
a given derivation δ defines a higher derivation of length n+ 1. But a higher derivation {δi}i≥0 with δ1 = δ of length≥ n+ 1
can still exist even if n! is not invertible and in this case it is particularly useful (see [8] for example). We want to extend this
to a more general context to be explained below.
By a σ -derivation of R, where σ is an automorphism of R, we mean a map δ : R→ R such that for a, b ∈ R,
δ(a+ b) = δ(a)+ δ(b) and δ(ab) = δ(a)b+ σ(a)δ(b).
If σ = 1 then the σ -derivation δ reduces to a derivation. For σ 6= 1, a σ -derivation δ is generally very complicated due to the
non-commutativity of δ and σ . We hence study an interesting special case: Let Q be the symmetric Martindale quotient ring
of R and C , called the extended centroid of R, the center of Q . It is well known that σ , δ can be uniquely extended to Q (see
Lemma 1 of [18]). A σ -derivation δ is said to be q-skew, where 0 6= q ∈ C satisfies σ(q) = q, and δ(q) = 0, if σ−1δσ = qδ.
This subclass of σ -derivations is most extensively investigated (see for example [4,6,7,11–14,18]).
To study q-skew derivations, we need Gaussian binomial coefficients [1,4,11,12,15,16,19,27,31]: Given an indeterminate
t and integers n ≥ m ≥ 0, we define the following polynomials
(m)t
def.= tm−1 + tm−2 + · · · + t + 1,
(m)!t def.= (m)t(m− 1)t · · · (1)t form > 0 and (0)!t = 1.
The expression(
n
m
)
t
def.= (n)!t(
(m)!t
)(
(n−m)!t
)
is actually a polynomial in t [12,19,31] (see also the comment after Lemma 1 below). This is called the t-binomial coefficient
or a Gaussian polynomial [15, Definition 2.1]. Set t = q. We obtain
(n)!q def.= (1)(1+ q)(1+ q+ q2) · · · (1+ q+ q2 + · · · + qn−1) for n ≥ 1
and the Gaussian binomial coefficient(
n
i
)
q
def.= (n)!q(
(i)!q
)(
(n− i)!q
) for n ≥ i ≥ 0,
if (i)!q(n − i)!q 6= 0. However,
(n
i
)
q is always defined, no matter the denominator (i)!q(n − i)!q above vanishes or not.
If q = 1 then the Gaussian binomial coefficient (ni)q is just the ordinary binomial coefficient (ni). If q 6= 1 then 1−qi1−q =
1+ q+ q2 + · · · + qi−1. So we have
(n)!q def.=
(
1− q
1− q
)(
1− q2
1− q
)
· · ·
(
1− qn
1− q
)
(
n
i
)
q
= (1− q
n)(1− qn−1) · · · (1− qn−i+1)
(1− qi)(1− qi−1) · · · (1− q) .
Given a q-skew σ -derivation δ, we have the following nice expansion formula [11, 6.2]: For a, b ∈ R,
δn(ab) =
n∑
i=0
(
n
i
)
q
σ iδn−i(a)δi(b).
If (n)!q is invertible in Q then we define the skew nth divided power of δ, also denoted by δ(n) to be δn/(n)!q. Clearly, the
sequence of divided powers satisfies
δ(n)(ab) =
n∑
i=0
σ iδ(n−i)(a)δ(i)(b).
Note that σ−1δ(n)σ = qnδ(n). We hence define the following analog of the Hasse–Schmidt higher derivations:
Definition ([15, Definition 2.2]). Let σ be an automorphism of R. By a q-skew higher σ -derivation of R, we mean a finite or
infinite sequence of maps {δn}n≥0 from R into Rwith δ0 def.= 1, satisfying σ−1δnσ = qnδn, such that for a, b ∈ R and n ≥ 0,
δn(a+ b) = δn(a)+ δn(b) and δn(ab) =
n∑
k=0
σ kδn−k(a)δk(b).
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Throughout the rest of the paper, S is an automorphism of R and D is a q-skew S-derivation of R with q ∈ C . The Ore
extension of R by D, denoted by R[X; S,D], is the ring freely generated by the ring R adjoined by an indeterminate X subject
to the commuting rule
Xr = S(r)X + D(r) for r ∈ R.
Inductively, we have
X ir =
i∑
j=0
(
i
j
)
q
S jDi−j(r)X j.
Elements of R[X; S,D] are called skew polynomials or polynomials for brevity. This topic has been extensively studied in
various directions for a few decades (see for example [9,11–14,18,20–23,25,28,29,32–35]). Any skew polynomial f = f (X)
can be written uniquely in the form f =∑i aiX i, where ai ∈ R vanish for all but finitely many i. We call ai the coefficient of
X i in f . By the degree of f , denoted by deg f , we mean the largest integerm ≥ 0 with am 6= 0 and we call the corresponding
am the leading coefficient of f . We call f monic if the leading coefficient am is equal to 1. For convenience, we also assign deg
(0) def.= −∞.
2. Gaussian binomial coefficients
We collect some properties of Gaussian binomial coefficients that we will need later. The main reference is [12]
(pp. 11–12). We include proofs here for easy reference. The following symmetry property follows immediately from the
definition:(
n
k
)
t
=
(
n
n− k
)
t
for 0 ≤ k ≤ n.
With this, each assertion below has a symmetric version. For example, the third equality below is the symmetric version of
the second equality.
Lemma 1 ([19,31]).(
n
k
)
t
= tk
(
n− 1
k
)
t
+
(
n− 1
k− 1
)
t
=
(
n− 1
k
)
t
+ tn−k
(
n− 1
k− 1
)
t
.
From these equations, it follows by induction that
(n
k
)
t is a polynomial in t with nonnegative integer coefficients [31, p. 26].
The ordinary binomial coefficient
(n
k
)
is the coefficient of Xn−kY k in the expansion of (X+Y )n, where X, Y are commuting
indeterminates. This interpretation is useful in proving many identities of
(n
k
)
. There is a similar interpretation of Gaussian
binomial coefficient
(n
k
)
q.
Lemma 2 ([10, Eq. (1)], [12, 2.5(iii)]). Let X and Y be indeterminates such that YX = qXY and such that qX = Xq, qY = Yq.
Then
(X + Y )n =
n∑
k=0
(
n
k
)
q
Xn−kY k.
Lemma 3 ([3, Eq. (18)], [17, Proposition IV. 2.3]).(
i+ j
n
)
q
=
n∑
k=0
(
i
n− k
)
q
(
j
k
)
q
qk(i+k−n).
Proof. Consider (X + Y )i+j = (X + Y )j(X + Y )i, where YX = qXY . The coefficient of X i+j−nY n in (X + Y )i+j is (i+jn )q by
Lemma 2. In (X + Y )j(X + Y )i, the term X i+j−nY n comes from products of a term X j−kY k in (X + Y )j and another term
X i−n+kY n−k in (X + Y )i for some k. So we have(
i+ j
n
)
q
X i+j−nY n =
n∑
k=0
(
j
k
)
q
X j−kY k
(
i
n− k
)
q
X i−n+kY n−k
=
n∑
k=0
(
i
n− k
)
q
(
j
k
)
q
qk(i+k−n)X i+j−nY n.
Comparing coefficients of two sides gives the asserted equality. 
Lemma 4. For any integer n ≥ 1, we have(
n
1
)
q
= 0 ⇔
{
qn = 1 if q 6= 1,
char Q = p > 0 and p|n if q = 1.
If there exists the least integer ν ≥ 1 with qν = 1 then (νi)q = 0 for 0 < i < ν .
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Proof. We have(
n
1
)
q
= (n)!q
(n− 1)!q = 1+ q+ · · · + q
n−1 =
{
qn−1
q−1 if q 6= 1,
n if q = 1.
So
(n
1
)
q = 0 iff qn = 1 for q 6= 1 and n = 0 for q = 1. The latter holds iff char Q = p > 0 and p|n. So the first assertion
follows. For the last assertion, let ν be the least integer≥ 1 such that qν = 1. If q = 1 then ν = 1 and (νi) = 0 for 0 < i < ν
holds vacuously. So assume q 6= 1 and hence ν > 1. Since 1+ q+ · · · + qν−1 = (qν − 1)/(q− 1) = 0, we have
(ν)!q = 1(1+ q)(1+ q+ q2) · · · (1+ q+ · · · + qν−1) = 0.
On the other hand, for 0 < i < ν, 1 + q + · · · + qi−1 = (qi − 1)/(q − 1) 6= 0 by the minimality of ν. So (i)!q 6= 0 and
(ν − i)!q 6= 0 for 0 < i < ν. Hence(
ν
i
)
q
def.= (ν)!q
(i)!q(ν − i)!q = 0. 
Lemma 5 ([12, 2.6(iii)]). Assume the existence of the least integer ν ≥ 1 such that qν = 1. Then (kν
`
)
q = 0 if ν - `. If ν | `, write
` = jν and we have(
kν
`
)
q
=
(
kν
jν
)
q
=
(
k
j
)
.
Proof. If q = 1 then ν = 1 and there is nothing to prove. So assume q 6= 1. Let X, Y be indeterminates such that YX = qXY .
By the last assertion of Lemma 4,
(X + Y )ν =
ν∑
i=0
(
ν
i
)
q
Xν−iY ν = Xν + Y ν .
Observe that YXν = qνXνY = XνY and hence Y νXν = XνY ν . So
(X + Y )kν = ((X + Y )ν)k = (Xν + Y ν)k = k∑
j=0
(
k
j
)
(Xν)k−j(Y ν)j.
On other hand, by Lemma 2,
(X + Y )kν =
kν∑
`=0
(
kν
`
)
q
Xkν−`Y `.
Compare the two expansions of (X+Y )kν . If ν - ` then (kν
`
)
q = 0. If ν|` thenwrite ` = jν andwe see that
(kν
`
)
q =
(kν
jν
)
q
= (kj),
as asserted. 
Lemma 6. Let ν be the least integer ≥ 1 such that qν = 1. Given an integer n ≥ 2, (ni)q = 0 for 0 < i < n if and only if n = ν
in the case of char R = 0 and n = νpk for some k ≥ 0 in the case of char R = p ≥ 2.
Proof. For the implication⇒, (ni)q = 0 for 0 < i < n implies particularly (n1)q = 0 and hence qn = 1 by Lemma 4. So ν|n.
If char R = 0 write n = kν. By Lemma 5, (n
ν
)
q =
(kν
ν
)
q =
(k
1
) 6= 0. This implies ν ≥ n since (ni)q = 0 for 0 < i < n. But
n = kν ≥ ν. So ν = n. If char R = p ≥ 2 write n = νpkl, where p - l. By Lemma 5, (νpk l
νpk
)
q
= (pk lpk ) ≡p l 6= 0 by Lucas’ Lemma
[4, Lemma 2] or [5, Lemma 2.6]. This implies νpk ≥ n since (ni)q = 0 for 0 < i < n. But n = νpkl ≥ νpk. So n = νpk. For
the reverse implication⇐, if n = ν then (νi)q = 0 for 0 < i < ν by Lemma 4. So assume char R = p and n = νpk for some
k ≥ 0. Given 0 < i < n = νpk, if ν - i then (ni)q = (νpki )q = 0 by Lemma 5. If ν|i write i = jν, where 0 < j < pk, and by
Lemma 5 again,
(n
i
)
q =
(pkν
jν
)
q
= (pkj ) = 0. 
3. Higher derivations
We start with extending the automorphism S of R to Q [X; S,D].
Lemma 7 ([12, 2.4(ii)]). The map X 7→ X/q and r 7→ S(r) for r ∈ Q defines an automorphism of Q [X; S,D], which we also
denote by S.
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Proof. It is well known that S,D can be uniquely extended to Q . The Ore extension Q [X; S,D] is freely generated by the
indeterminate X and the ring Q subjected to the defining condition Xr − S(r)X − D(r) = 0 for r ∈ Q . It thus suffices to see
that the map preserves this defining condition. That is, we have to show (X/q)S(r)− S2(r)(X/q)− SD(r) = 0. Multiply this
by q and replace r by S−1(r). The expected equality is equivalent to Xr − S(r)X − qSDS−1(r) = 0. The latter is the same as
the defining condition, since qSDS−1 = D by the q-skewness of D. 
Definition. For integer n ≥ 0, we define δn : Q [X; S,D] → Q [X; S,D] by
δn
(∑
i≥0
aiX i
)
=
∑
i≥n
(
i
n
)
q
S−n(ai)X i−n.
The aim of this section is the following:
Theorem 8. The sequence ofmaps {δn}n≥0 defined above forms a q-skewhigher S−1-derivation of Q [X; S,D] such that δn(Q ) = 0
for n > 0.
Our proof follows pretty much that of [8]. We start with verifying the (twisted) R-linearity of δn.
Lemma 9. For f ∈ Q [X; S,D] and r ∈ Q , δn(rf ) = S−n(r)δn(f ) and δn(fr) = δn(f )r.
Proof. The first equality is obvious from the definition of δn. For the second equality, write f =∑i aiX i, where ai ∈ Q . For
convenience, we postulate
(n
i
)
q
def.= 0 if i > n. We compute
δn(fr) = δn
(∑
i
aiX ir
)
= δn
(∑
i
∑
j
(
i
j
)
q
aiS jDi−j(r)X j
)
= δn
(∑
j
∑
i≥j
(
i
j
)
q
aiS jDi−j(r)X j
)
=
∑
j≥n
∑
i≥j
(
i
j
)
q
(
j
n
)
q
S−n(ai)S j−nDi−j(r)X j−n
=
∑
j≥0
∑
i≥j+n
(
i
j+ n
)
q
(
j+ n
n
)
q
S−n(ai)S jDi−j−n(r)X j,
where the last equality follows from the previous one by replacing j by j+ n. We also compute
δn(f )r =
∑
i≥n
(
i
n
)
q
S−n(ai)X i−nr
=
∑
i≥n
(
i
n
)
q
S−n(ai)
∑
j≥0
(
i− n
j
)
q
S jDi−n−j(r)X j
=
∑
j≥0
∑
i≥j+n
(
i
n
)
q
(
i− n
j
)
q
S−n(ai)S jDi−n−j(r)X j.
It thus suffices to verify
( i
j+n
)
t
(j+n
n
)
t =
( i
n
)
t
(i−n
j
)
t
. We compute(
i
j+ n
)
t
(
j+ n
n
)
t
= (i)!t
(j+ n)!t(i− j− n)!t
(j+ n)!t
(n)!t(j)!t
= (i)!t
(i− j− n)!t(n)!t(j)!t ,(
i
n
)
t
(
i− n
j
)
t
= (i)!t
(n)!t(i− n)!t
(i− n)!t
(j)!t(i− n− j)!t
= (i)!t
(n)!t(j)!t(i− n− j)!t .
So δn(fr) = δn(f )r follows as asserted. 
The following two lemmas verify respectively the two defining properties of a q-skew higher S−1-derivation.
Lemma 10. SδnS−1 = qnδn.
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Proof. In view of Lemma 9, it suffices to verify that SδnS−1(X i) = qnδn(X i). If i < n then both sides of the equality are 0 and
there is nothing to prove. So assume i ≥ n. We compute
SδnS−1(X i) = Sδn(qiX i) = qiSδn(X i) = qiS
((
n
i
)
q
X i−n
)
= qiqn−i
(
n
i
)
q
X i−n = qn
(
n
i
)
q
X i−n = qnδn(X i). 
Our proof of Theorem 8 is finished by the following.
Lemma 11. For n ≥ 1 and f , g ∈ Q [X; S,D], we have
δn(fg) =
n∑
k=0
S−kδn−k(f )δk(g).
Proof. Clearly, if the asserted equality holds for f1g and f2g then it holds for (f1 + f2)g . Also clearly, if the asserted equality
holds for fg then, by Lemma 9, it holds for (af )g , where a ∈ Q . Similar statements can be made for the right factor g . Write
f =∑i aiX i and g =∑j X jbj, where ai, bj ∈ Q . It suffices to prove the equality for the case f = X i and g = X j. We compute
δn(fg) = δn(X i+j) =
(
i+ j
n
)
q
X i+j−n.
We also compute
n∑
k=0
S−kδn−k(f )δk(g) =
n∑
k=0
S−kδn−k(X i)δk(X j)
=
n∑
k=0
S−k
((
i
n− k
)
q
X i−n+k
)(
j
k
)
q
X j−k
=
n∑
k=0
(
i
n− k
)
q
(
j
k
)
q
qk(i+k−n)X i+j−n.
The equality follows by Lemma 3. 
Finally, if (n)!q is invertible then δn is the nth divided power δn1/(n)!q of δ1. This follows immediately from the definition
of δn. However, the value of δn lies in the fact that it is always well defined no matter whether n!q is invertible or not.
4. Semi-invariant polynomials and cv-polynomials
Following [20, Definition 2.4], we call g ∈ Q [X; S,D] a cv-polynomial if there exist an automorphism Sˆ of Q and a
Sˆ-derivation Dˆ of Q such that
gr = Sˆ(r)g + Dˆ(r) for any r ∈ Q
More precisely, we call g a cv-polynomial with respect to (Sˆ, Dˆ). We also call Sˆ the associated automorphism of g and Dˆ the
associated skew derivation of g . If deg g ≥ 1, the associated automorphism Sˆ (and hence the associated Sˆ-derivation Dˆ also)
is uniquely determined by the cv-polynomial g as shown below.
Lemma 12. If g ∈ Q [X; S,D] is a cv-polynomial of degree m ≥ 1 with respect to (Sˆ, Dˆ) then the leading coefficient u of g
is a unit in Q such that Sˆ(r) = uSm(r)u−1 for r ∈ Q and u−1g is also a cv-polynomial with respect to (Sm, u−1Dˆ), where
u−1Dˆ : r 7→ u−1Dˆ(r) for r ∈ Q .
Proof. By definition, gr − Sˆ(r)g = Dˆ(r) for all r ∈ Q . Write g = uXm + · · · . We have for r ∈ Q ,
gr − Sˆ(r)g = (uSm(r)− Sˆ(r)u)Xm + · · · .
Comparing the leading coefficients gives uSm(r) = Sˆ(r)u for all r ∈ Q . Hence u is a unit such that Sˆ(r) = uSm(r)u−1 for all
r ∈ Q . So gr − uSm(r)u−1g = Dˆ(r). It follows that
u−1gr − Sm(r)u−1g = u−1Dˆ(r).
Hence u−1g is also a cv-polynomial with respect to (Sm, u−1Dˆ). 
Clearly, if g is a cv-polynomial then so is g + b for any b ∈ Q . Trivially, X is a cv-polynomial with respect to (S,D). For
any unit u ∈ Q , uX is a cv-polynomial and hence so is uX + b for any b ∈ Q . Conversely, any cv-polynomial of degree one
must be of this form also by Lemma 12. It thus suffices to consider monic cv-polynomials of degree> 1.
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A cv-polynomial g is called semi-invariant if its associated skew derivation is 0 or equivalently, if gQ ⊆ Qg [22]. Our
main tool for analyzing cv-polynomials is the following generalization of [20, Theorem 3.8]:
Lemma 13. If g is a cv-polynomial then δn(g) is semi-invariant for n > 0.
Proof. Suppose that g is a cv-polynomial with respect to (Sˆ, Dˆ). So gr = Sˆ(r)g+ Dˆ(r) for any r ∈ Q . Applying δn and noting
δn(Q ) = 0 for n > 0, we have δn(g)r = S−nSˆ(r)δn(g). So δn(g) is semi-invariant. 
Although [20] is mainly concerning division rings, results there along with their proofs are easily carried over to the
context of prime rings. We cite the following, reformulated for prime rings, without proof for brevity.
Theorem 14 ([20, Proposition 3.1]). Assume the existence of nonconstant semi-invariant polynomials. Let n be the minimal
degree of nonconstant semi-invariant polynomials. Then any cv-polynomial g can be written as a sum of a semi-invariant
polynomial f and a cv-polynomial h of degree< n, where both f and h have the same associated automorphism as g.
Conversely, any such sum clearly gives a cv-polynomial. In view of Theorem 14, it suffices to consider monic
cv-polynomials g whose degree is < the minimal degree of nonconstant semi-invariant polynomials. In other words, we
will consider monic cv-polynomials g such that no nonconstant semi-invariant polynomials of degree < deg (g) exist.
Set Φ(n) def.= {u ∈ Q | ur = Sn(r)u∀r ∈ Q }. Note that the non-zero elements in Φ(n) are units in Q . Our analysis of
cv-polynomials is the following.
Theorem 15. If g is a monic cv-polynomial of degree m > 1 such that no nonconstant semi-invariant polynomials of degree< m
exist, then there exists the least ν ≥ 1 with qν = 1 and for some b ∈ Q , we have
g =
{
Xν + b, if char Q = 0,
Xνp
` +∑`−1i=0 uiXνpi + b, where ui ∈ Φ(ν(p` − pi)), if char Q = p ≥ 2.
Conversely, any g of this form is a cv-polynomial.
We shall need the following consequence of [18, Theorem 1] (or [6, Theorem 1]): Let D be an X-outer S-derivation. Given
a, b ∈ Q and any automorphism σ of Q , if aD(r)+ br − σ(r)b = 0 for all r ∈ R then a = 0.
Proof. The last converse statement is easy: Let ν be the least integer≥ 1 with qν = 1. Set
n def.=
{
ν if char Q = 0,
νp` if char Q = p ≥ 2.
By Lemma 6,
(n
j
)
q
= 0 for 0 < j < n. So we have
Xnr = Sn(r)Xn + Dn(r) for r ∈ Q .
So Xn is a cv-polynomial with respect to (Sn,Dn). If char Q = 0, this proves that Xν + b, where b ∈ Q , is a cv-polynomial.
So assume char Q = p ≥ 2. We have seen that Xνpi is a cv-polynomial with respect to the automorphism Sνpi . For
ui ∈ Φ(ν(p` − pi)), uiXνpi is hence a cv-polynomial with respect to the automorphism Sνp` . So Xνp` +∑`−1i=0 uiXνpi + b,
where b ∈ Q , is a cv-polynomial.
For the first statement, we note that D is X-outer. For if Dwere X-inner, that is, if for some c ∈ Q , D(r) = cr−S(r)c for all
r ∈ Q , then X−c is a nonconstant semi-invariant polynomial, contradicting the nonexistence of nonconstant semi-invariant
polynomials of degree < m. Write g = amXm + am−1Xm−1 + · · · , where m = deg(g), aj ∈ Q and am = 1. By Lemma 13,
δn(g), n ≥ 1, are all semi-invariant polynomials of degree< m and hence must be constants by our assumption. So if aj 6= 0
then (
j
n
)
q
= 0 for all nwith j > n > 0. (∗)
Setting j = m, we have (mn)q = 0 for all n with m > n > 0. This implies the existence of the least ν ≥ 1 with qν = 1 by
Lemma 4.
Case 1. char Q = 0. For j ≥ 2 with aj 6= 0, (∗) implies j = ν by Lemma 6. So g = Xν + aX + b for some a, b ∈ Q . We have
seen that Xν is a cv-polynomial with respect to (Sν,Dν). For r ∈ Q , we thus have
gr − Sν(r)g = (aS(r)− Sν(r)a)X + a constant.
Since g is a cv-polynomial, we have aS(r) = Sν(r)a for r ∈ Q . If a 6= 0 then a is a unit such that Sν−1(r) = ara−1. So
DSν−1(r) = D(a)ra−1 + S(a)D(r)a−1 + S(ar)D(a−1).
On the other hand,
DSν−1(r) = qν−1Sν−1D(r) = qν−1aD(r)a−1.
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So (
S(a)− qν−1a)D(r)+ D(a)r − S(ara−1)D(a) = 0 for all r ∈ Q .
That is,(
S(a)− qν−1a)D(r)+ D(a)r − SIa(r)D(a) = 0 for all r ∈ Q ,
where the inner automorphism Ia(r) = ara−1 for all r ∈ Q . Since D is X-outer, we have S(a) = qν−1a = q−1a by
[18, Theorem 1]. So Sν−1(a) = q−(ν−1)a = qa. On the other hand, Sν−1(a) = aaa−1 = a. So a = qa and hence q = 1,
implying ν = 1. But thenm def.= deg(g) = ν = 1, a contradiction. Hence a = 0 and g = Xν + b.
Case 2. char Q = p > 0. By Lemma 6, (∗) impliesm = νp` and j = νpk for j > 1 with aj 6= 0. We may thus write
g = Xνp` +
`−1∑
i=0
uiXνp
i + aX + b for some ui, a, b ∈ Q .
If ν = 1 then Xνp0 = X and we may hence postulate a = 0. We have seen that Xνpi is a cv-polynomial with respect to
(Sνp
i
,Dνp
i
) for i = 0, . . . , `. So
gr − Sνp`(r)g =
`−1∑
i=0
(
uiSνp
i
(r)− Sνp`(r)ui
)
Xνp
i + (aS(r)− Sνp`(r)a)X + a constant.
Since g is a cv-polynomial, it follows that uiSνp
i
(r) = Sνp`(r)ui and aS(r) = Sνp`(r)a for r ∈ Q . The former implies
ui ∈ Φ(ν(p` − pi)) for 0 ≤ i < `, as asserted. For the latter, if a 6= 0 then a is a unit such that Sνp`−1(r) = ara−1. So
we have
DSνp
`−1(r) = D(a)ra−1 + S(a)D(r)a−1 + S(ar)D(a−1).
On the other hand,
DSνp
`−1(r) = qνp`−1Sνp`−1D(r) = qνp`−1aD(r)a−1.
So (
S(a)− qνp`−1a)D(r)+ D(a)r − S(ara−1)D(a) = 0 for all r ∈ Q .
That is,(
S(a)− qνp`−1a)D(r)+ D(a)r − SIa(r)D(a) = 0 for all r ∈ Q .
Since D is X-outer, we have S(a) = qνp`−1a = q−1a by [18, Theorem 1]. So Sνp`−1(a) = q−(νp`−1)a = qa. We also have
Sνp
`−1(a) = aaa−1 = a. So a = qa. This implies q = 1 and ν = 1. But we have postulated a = 0 in the case of ν = 1. So
g = Xνp` +∑`−1i=0 uiXνpi + b, as asserted. 
Let us consider some special cases of Theorem 15. For brevity, we call a cv-polynomial good if it is a monic polynomial of
degree≥ 2 and there exist no nonconstant semi-invariant polynomials of degree< deg (g). IfD is X-outer then the existence
of cv-polynomial of degree≥ 2 is equivalent to that of good cv-polynomials by Lemma 12 and Theorem 14.
Corollary 16. Assume that D is X-outer. Then there exist cv-polynomials of degree ≥ 2 if and only if qn = 1 for some n > 1 in
the case of q 6= 1 and char R = p > 0 in the case of q = 1.
Proof. For the implication⇒, since D is X-outer, there is no semi-invariant polynomial of degree 1. So good cv-polynomials
of degree≥ 2 exist, let g be a good cv-polynomial of degree≥ 2. By Theorem 15, there exists the least ν ≥ 1 with qν = 1. If
q 6= 1 we are done. So assume q = 1. If char R = 0 then g = Xν + b = X + b for some b ∈ Q . But then deg (g) = 1, absurd.
So char R = p > 0. For the reverse implication⇐, if q = 1 and char R = p > 0 then Xp is a cv-polynomial of degree ≥ 2.
So assume q 6= 1. Since qn = 1 for some n, there exists the least ν > 1 with qν = 1. Clearly, Xν is a cv-polynomial of degree
≥ 2. 
Let D be X-outer. Then monic semi-invariant polynomials of minimal degrees > 0 are good cv-polynomials and hence
assume the form asserted in Theorem 15. Finally, consider the special case q = 1 and also assume that D is X-outer. Then
good cv-polynomials exist only if char R = p > 0. In this case, they are of the form g = Xp` +∑`−1i=0 uiXpi + b, where
ui ∈ Φ(p` − pi) and b ∈ Q . This is the content of [20, Corollary 3.12].
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