NaV1.7 is a key target related to pain. This study focused on predicting and optimizing inhibitors of NaV1.7 using machine learning methods, and using patch-clamp methods to validate them at the cellular level.
We get the model RF-CDK that performs best in the imbalanced data set. Of the three compounds that may have inhibitory effects, Nortriptyline has been experimentally verified.
In the molecular optimization method, the best result of the optimization results of CHEMBL2325245 is MS = 1.052, PROB = 0.527, SA = 2.587, QED = 0.462. 40 molecules located in the applicability domain of RF-CDK were used for optimization, among which 34 molecules gave larger MS values. The prediction model and optimization method we obtained for NaV1.7 inhibitors have certain practical application value.
INTRUDUCTION
Chronic pain is a common disease that affects about 1/3 adults in the world, with a higher morbidity than heart disease, cancer and diabetes combined 1 . Though great effort has been paid to develop new pharmacological ways to treat pain over the last decades, about half of patients with chronic pain show little response to existed analgesic drugs 2 . Therefore, it has become an urgent need to develop new drugs for pain management.
Voltage-gated sodium channel subtype 1.7 (NaV1.7) is one of the NaV channel isoforms that almost exclusively distributes in peripheral nervous system, highly expressed in olfactory epithelium, sympathetic ganglion, and dorsal root ganglion sensory neurons 3 . Studies on animal models indicated the expression level of NaV1.7 related to pain 4, 5 , and similarly, gainof-function 6, 7 and loss-of-function 8, 9 mutations in human caused extreme pain disorder and insensitivity to pain respectively. These evidences suggest NaV1.7 to play an important role in pain generation and make it a hot target to treat pain disease in recent years. Subsequently, a lot of progress has been made to find NaV1.7 inhibitors, including sulfonamides, cystine knot peptides and guanidium compounds 10 . However, traditional screening strategies carried out by experiments tend to cost years of time and be largely dependent on luck.
Computer-aided drug design methods can significantly speed up drug development, save on research and development costs, and find better-structured compounds. The machine learning method also has a wide range of applications in this field and demonstrates a strong practical potential 11, 12 .With the accumulation of experimental data and the development of computer technology, the methods for characterizing molecules based on molecular fingerprints are now mature 13 . Based on the structure and properties of the ligands, classification models for specific targets can often achieve good results 14 , such as herg protein ligand binding ability prediction 15 , liver toxicity prediction 16 , prediction of the blood-brain barrier penetration ability of molecules 17 and so on. For proteins, the feature extraction of proteins has not yet emerged as an optimal characterization method due to its structural complexity. To construct an affinity prediction model for the Nav1.7, we collected relevant data, characterized the molecules using a variety of molecular fingerprints, established multiple classification models, and compared the models with an unbalanced data set.
Researchers have developed a number of molecular de novo design methods. Segler et al. 18 established the RNN generation model and combined with migration learning to achieve the design of molecules with certain molecular activities. Popova M et al. 19 used the RNN generation model with Reinforcement Learning (RL) to achieve molecular de novo design.
They take Synthetic Scoring (SAS) 20 into account during the design process, making the resulting molecular structure more reasonable. In addition to de novo synthesis, researchers often use quantitative structure-activity analysis (QSAR) methods to modify molecular groups, such as comparative molecular field analysis 21 . In the process of modification of molecular groups, researchers with specialized chemical knowledge are often involved. Suqing Z et al. 22 used genetic algorithms to optimize molecular fingerprints and found molecular fingerprints with the highest classification probability, named optimal virtual fingerprints (OVFs). However, the optimization results obtained in this way cannot reversely generate effective molecules.
Inspired by the above, we have developed a method to automatically modify molecular groups to improve the specific activity of molecules, which will accelerate the development of drugs.
METHOD

Data collection and preparation
We collected small molecule data from the Chembl and BindingDB databases that bind to the Nav1.7. Data for those experimental methods that were not patch clamped or subjects that were not HEK293 cells were excluded. Considering that the IC50 of currently marketed drugs is less than 10µm 23 , we consider molecules with IC50 less than 10µm as positive molecules. The source of the negative molecules is divided into two parts. The first part of the negative molecules was randomly selected from the Chembl database implemented in python by the "chembl_webresource_client" package. This negative molecule was used to train the models so that the models could distinguish between positive and general negative molecules.
The second part of the negative molecules is the molecules with IC50 greater than 10µm
reported in the Chembl database. We call it "boundary molecules". The addition of these molecules enables the models to have the professional ability to distinguish chemical activity.
To simulate the real drug screening process, we constructed an unbalanced dataset test2. The test2 data set is able to assess the ability of the model to detect positive molecules from a large number of negative molecules.
In general, Nav1.7 inhibitors reported in the same paper often have very similar structures. If these molecules appear in the training set and test set, we will have a "data leakage" problem.
In order to avoid this problem and make the positive molecules involved in the training model have a broad chemical space, we perform hierarchical clustering on the selected positive molecules according to the intermolecular Tanimoto correlation coefficient 24 (using the ECFP4 fingerprint to obtain the correlation coefficient). We intercepted the clustering results at a height of 0.4, and selected up to 3 molecules in each class to obtain a total of 354 positive molecules. These positive molecules were assigned to the training set, validation set, test set, and test2 set. The correlation coefficients between the molecules were plotted as heat maps to evaluate the chemical space size.
Feature extraction and classification model establishment
We extracted the molecular features using Grammer Variational Autoencoder(GVAE) 25 hidden vectors and seven molecular fingerprints. Molecular fingerprints include CDK fingerprints, hidden vectors with the characteristics of other seven molecular fingerprints. The MCC values of the same classification method were tested by paired t-test.
Models evaluation and selection
We use the following statistical indicators to evaluate the models, including prediction accuracy (Q), sensitivity (SE), specicity (SP), Matthew's correlation coefficient (MCC) and positive accuracy(PA). In addition, we also plotted the receiver operating curves (ROC) for different classification models and calculated the area under the curve (AUC) for evaluation of the models. In the formula (1) (2) (3) (4) (5) , TP, TN, FP, and FN represent the number of true positives, the number of true negatives, the number of false positives, and the number of false negatives, respectively.
Q =
In the test dataset, we selected 10 models with the highest MCC ranking and used these models to predict the test2 dataset. According to the results of the test2 dataset, we used the model with the highest PA to filter the external dataset in order to minimize the cost of the next experimental work. the Netherlands) containing 15% fetal bovine serum (Gibco). One to two days prior to electrophysiological recordings, the cells were plated on glass coverslips.
Whole-cell voltage-clamp recordings
NaV currents were obtained in whole-cell voltage-clamp mode at room temperature using a HEKA EPC10 amplifier with PatchMaster software (HEKA, Instrument Inc, Lambrecht/Pfalz, Germany). The extracellular solution contained (in mM): 140 NaCl, 3 KCl, 1 CaCl2, 1 MgCl2, 10 HEPES, 10 glucose, adjusted to pH 7.3 with NaOH. Recording pipettes were filled with intracellular solution containing (in mM): 140 CsF, 10 NaCl, 10 HEPES, 1 EGTA, adjusted to pH 7.3 with CsOH. The osmolarity of both extracellular and intracellular solution was adjusted with sucrose to 320 mOsm and 310 mOsm, separately. Currents were recorded at 20 kHz sampling rate and filtered at 2.9 kHz. Pipette resistance was ranging from 4 to 5 MOhm. Series resistance compensation was applied at least 65%. Holding potential was -90 mV.
Peak currents were measured with a single 50 ms pulse to -20 mV from a hyperpolarizing (-150 mV) or depolarizing (-40 mV) holding potential. To enable current measurements at depolarizing holding potential, a short 20 ms pulse to -150 mV was used to recover channels from inactivation. The peak currents were measured and the leak currents were subtracted.
Percentage inhibition was calculated as (peakcontrol-peakdrug) / peakcontrol ×100 for each cell.
To measure use-dependent inhibition, Na + current was activated for 50 times at 10 Hz depolarization steps from -90 mV to -20 mV. The percentage of use-dependent inhibition was calculated between the 1st and 50th peak current.
Substructural alerts
We use the "bioalerts" package 37 in Python to find substructures that are closely related to Nav1.7 protein binding activity. This method counts the number of molecular substructures present in positive and negative molecules by setting a certain search radius and considers this process to be in a hypergeometric distribution 38 . The molecular fingerprint used is ECFP4.
When a substructure is significantly more frequently present in positive molecules than negative molecules or vice versa, then the substructure is considered to be an alert structure.
Molecular optimization method
We used the selected classifier as a predictive model, used the classification probability to evaluate the molecular activity, used the SA score to assess the molecular synthesis difficulty, and used the QED score 39 to evaluate the molecular Drug-like property. The molecular score is as shown in formula (6), where a, b, and c are three coefficients that can be set according to needs. In addition, we use GVAE as a molecular generator, and by adjusting the hidden vectors, the newly generated molecules have higher molecular scores.
We use the simulated annealing(SA) algorithm 40, 41 to optimize the hidden vector and use MS as the optimization function. The sampling method is to change the one-dimension in the 56-dimensional hidden vector each time, and to cool down if a new molecule can be generated 42 . The sampling function, cooling function and the probability function of accepting suboptimal solutions as shown in equation (7), (8) and (9). v * = v + rand(d)
T * = Cooling function(T) = ( )
Where v is the k-th hidden vector value; rand(d) represents a randomly generated uniformly distributed random number with 0 being the mean, d and -d as the upper and lower bounds; j is the current number of new samples of the molecules. In order to generate more new molecules around the chemical space of the molecule to be optimized, we reuse all the generated effective molecules as the starting point for the operation of the SA algorithm, and set certain termination conditions to terminate the optimization process. See the pseudo code(Supplymentry Method) for related procedures.
We use the "rcdk" package to calculate the molecular fingerprint in R. We write the process of encoding and decoding in GVAE and the scoring process into corresponding functions, and call it in R using the "reticulate" package.
RESULT AND DISCUSSION
Molecular activity prediction results
We finally obtained 388 positive molecules through hierarchical clustering(Supplymentry Fig.   1 ). The data division is shown in Table 1 . Before and after clustering, we randomly selected 100 positive molecules to draw heat maps of Tanimoto correlation coefficient. The average correlation coefficient before clustering is 0.259 (Fig.1A) , and the average correlation coefficient after clustering is 0.168 ( Fig.1B ). We will map the molecules in the training set, validation set, test set to the radar chart according to the Lipinski rule( Fig.1C ). Whether it is a continuous variable or a discrete variable, the molecular diversity is rich and the chemical space occupied is broad enough. We paired the molecular weight(Mw), the lipid-water partition coefficient (ALogP), topological polar surface area (TopoPSA), and Van der Waals volume (VABC) into a scatter plot in different data sets ( Fig.2 ). It can be seen that the data of the three data sets are basically consistent in the distribution of these four properties, and the division of the data sets is reasonable. The flow chart of our entire work is shown in Figure 3 .
The 48 models we built are represented on the test dataset and the validation dataset as shown in Table2 and Supplyment Table1. The results of the 10 models we selected in the unbalanced data set test2 are shown in Table 3 . It can be seen that although the MCC values of the ten models in the test data set are not much different, when these models are used in the unbalanced data set test2, the PA and MCC values of these models show a large difference.
The RF-CDK model has the highest MCC (0.761) and PA (0.870) in the test2 data set. In the paired t-test of MCC values of GVAE and molecular fingerprints, the six fingerprints of PubChem, MACCS, CDK, CDK_extended, Graph, and Estate were significantly better than GVAR (P<0.05), and Substructure fingerprints were not significantly better than GVAE (Supplymentry Fig.2 ). It can be seen that GVAE is not suitable for characterizing the structure and properties of molecules. Therefore, we do not directly use GVAE as a molecular classifier, but use the RF_CDK model as a classifier and GVAE as a molecular generator.
In external datasets, we got a total of three molecules with positive predictions (Fig.4 ,K1-K3).
The maximum similarity between the three molecules and the positive molecules in the training samples were 0.406, 0.411, and 0.478 respectively. In addition, we selected 2 molecules with a maximum similarity greater than 0.5 of positive molecules in the training samples(K4-K5). According to the experimental results, the inhibition rate of K1 at 10um was 56.74+4.45 (%), while the inhibition rate of other molecules did not exceed 50%.
Effect of K1 on hNaV1.7 channel properties in HEK293 stable cell line Firstly, we examined the inhibition of Na + peak currents induced from hyperpolarizing (-150mV) and depolarizing(-40mV) holding potential by 10 μM K1. The percentage inhibition of Na + peak currents induced from -40 mV (73.02±4.621%) was significantly higher than -150mV (53.01 ± 1.750%) ( Fig. 5A ), which indicated an increased inhibition effect of K1 when the membrane is depolarized. Furthermore, we tested the effect of K1 on use-dependent inhibition of Na + current. A series of depolarizing pulses at 10Hz was applied to accumulate channels in inactivation state, so that the normalized current was decreased during repeated activation under control condition. However, in the presence of 10 μM K1, the 50 th peak current was significantly decreased 63.50±0.02% more than that under control condition ( Fig.   5B ), showing the use-dependent inhibition effect of K1 on hNaV1.7. Altogether, the increased inhibition of peak current by K1 under depolarizing holding potential and the use-dependent inhibition effect of K1 suggested its preferential binding to the inactivated state of hNaV1.7 channel 43 .
Molecular optimization result
We use the boundary molecule CHEMBL2325245 as an example to optimize. This molecule is located inside the RF-CDK model applicability domain. First, in order to explain that the SA score and the QED score are reasonable, we set a=1; b=0; c=0; d=0.1. The MS1 value obtained at this time is the classification probability. Optimized with current parameters, after optimization is complete, we will get new molecules with significantly improved MS1 values.
Because we have not limited the optimization process, there are many unreasonable structures in the resulting molecules ( Fig. 6A ). There are many unstable multi-ring structures and three-membered ring and four-membered ring structures in the molecules, and the structure of these molecules is too far from CHEMBL2325245, which does not play a role in optimizing the target molecule. At this point, if we use these molecules as the starting point of the SA algorithm, we will inevitably get more structural errors. If we set the parameters a = 0.5; b = 0.1; c = 0.1; d = 0.1, the resulting MS values are shown in MS2 in Figure 6A , and we will exclude these molecules.
We set the parameters a=0.5; b=0.1; c=0.1; d=0.1 and optimize the molecule CHEMBL2325245( Fig. 6A ,ID is 0). The table of molecular optimization results is shown in Table   5 . We only show the first 50 rows of the table, where "root ID" "is the source of this molecule in the SA algorithm. Complete table is the Supplementary Table2. The first 10 molecules with the largest MS value are shown in Figure 6B . It can be seen that during the optimization process, the overall parent nucleus of the molecule has not changed significantly, but some groups have changed, which may change the electrostatic field and van der Waals force field when the molecule interacts with the protein, and thus the molecular activity changes. Figure   7 shows the changes in all generated molecules on PROB, SA, QED. Since the coefficient of QED we set is small, it can be seen that the QED value of the newly generated molecule is not greatly improved, but the increase of SA and PROB values is more obvious. To figure out what the path is in the molecular optimization process, we plot the generation path of molecule 505 ( Fig.6C ). In addition, in order to verify that our molecular optimization method is universally applicable to most molecules, we selected 40 molecules located in the applicability domain of the RF-CDK model for optimization (a=0.5; b=0.1; c=0.1; d= 0.08). 34 of these molecules were successfully optimized, and the MS value was improved ( Table 6) . The optimization success rate was 85.0%.
Molecular structural alerts
We set a search radius of 3 and use the ECFP4 fingerprint method to find the chemical structure associated with biological activity. The molecules involved in the operation are the training data set and the validation data set. We obtained a total of 7 chemical substructures with significantly different frequencies in the two classes of compounds (P < 0.05) in Table 4 .
Previous studies have shown that current inhibitors of NaV1.7 protein fall into two categories.
The first type is the pore blocker, which inhibits the flow of sodium ions by plugging the pores of ion channels 44 , including tetrodotoxin (TTX) and saxitoxin (STX) 45 . Substructures S3 and S5 have large steric hindrance, which is consistent with the characteristics of the first type of inhibitors. The second class of inhibitors are gating modifier toxins (GMTs) that immobilize the conformation of the ion channel in a state through complex allosteric effects to achieve the effect of inhibiting or activating the ion channel. Sulfonamides belong to the second class of inhibitors 46 , and the substructures S1-S2 are representative groups of sulfonamides.
Advantages and disadvantages of the classification model and optimization method used
It can be seen from the experimental results that our model can effectively distinguish the negative molecules (K4-K5) with higher similarity with the positive molecules in the training data set. In the results of three predicted positive molecules (K1-K3), the K1 molecule was experimentally verified, and the maximum similarity of K1 was 0.406. This indicates that the classification model based on RDK fingerprint is not completely based on molecular similarity.
This model may focus on the existence of key active structures in the molecule. And the 7 substructural alerts we found can give a good reference for the molecular optimization process. Among the top ten molecules in the optimization results( Fig. 6B ), the five-membered ring containing two N atoms and one S atom is more likely to be converted into a ring containing one N atom and one S atom, which leads to the appearance of the substructure S2. This phenomenon has appeared in molecules 505, 726, 767, 583, 509, 724, and 725. The S4 substructure exists in CHEMBL2325245, but S4 is no longer present in the top ten molecules, which also shows that our optimization process has this certain rationality. Since our optimization process is based on the SA algorithm to generate new molecules one by one, we can see how the 505 molecule evolves step by step from the target molecule, which can provide some reference for us to understand the mechanism of compound and protein action. However, it can be seen that the number of rotatable keys has gradually increased during the optimization process, and this problem may be solved by increasing the weight of QED.
Much of the current research has focused on the specificity of drugs for sodium ion channels.
Thilo Focken et al 47 . changed the polar surface area of the molecule by changing the group of the existing inhibitor, thereby achieving high selectivity of the inhibitor to the NaV1.6
channel. Justin K et al 48 . isolated the peptide compound (GpTx-1) from the venom of the tarantula Grammostola porteri. It is highly selective for the NaV1.7 channel and does not inhibit the NaV1.4 channel and the NaV1.5 channel. In addition, there are many references to the specific effects of drugs on the NaV1.7 channel [49] [50] [51] [52] . Although we only considered the classification probability for NaV1.7 in the molecular optimization process, we can also consider the prediction results of NaV1.5 or NaV1.4 in the MS value. This makes it more likely to generate drugs with ion channel selectivity during molecular optimization. We can change the weight by adjusting the coefficients to achieve the specific drug selectivity needed.
Another advantage of our optimization method is that building a simple classifier often does not require a lot of data 53 , and for ion channels, many channels do not accumulate a large amount of data, or the quality of the data is uneven. This optimization method can be used to optimize the molecular structure as long as an effective classifier can be established. There are also aspects of our approach that need improvement. First, different molecules have different molecular densities around the GVAE hidden vectors, which also leads to different optimization speeds of different molecules. Even some molecules cannot be optimized, and it may be necessary to find an autoencoder that more constantly represents molecules than GVAE. In addition, our classification model only considers molecular fingerprints, and we can add some molecular descriptors related to pharmacophores 54 to improve the performance of the classifier, which will also greatly help the molecular optimization process. The external data set we used was small, so only 3 possible positive molecules were screened out. Next we plan to predict NaV1.7 inhibitors in a larger database in anticipation of finding more inhibitors.
CONCLUSION
In this work, we established classification models for NaV1.7 inhibitors and tested them on the test dataset and the unbalanced test2 dataset. We obtained the classification model RF-CDK which is most suitable for reducing the cost of experiments. The Q, SE, SP, AUC, and MCC values on the test data set are 0.885, 0.691, 0.952, 0.935, and 0.680, respectively. The PA in the test2 data set is 0.870. In the external data set we predicted three potential positive molecules, one of which was validated by experiments. At the same time, we propose an automatic optimization method for molecular structure for specific biological activities.
Combining GVAE, SA algorithm and classifier can improve the activity of specific molecules, and take into account SA score and QED score in this process. We optimized the 40 molecules in the applicability domain of the RF-CDK model, and 85% of the molecules obtained better results, indicating that our optimization method is applicable. Table 5 Molecular optimization result(CHEMBL2325245，ID is 0) 
SUPPLYMENTRAY FIGURE
Supplymentry Figure 1 In the middle is the heat map (ECFP4) with the Tanimoto correlation coefficient, on the left is the hierarchical clustering tree of molecules. 
