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1
Introduc¸a˜o
Nos u´ltimos anos, a matriz de Pascal, cujas entradas sa˜o os coeficientes binomiais, vem
sendo muito estudada e va´rios artigos teˆm sido publicados a seu respeito. Isto se deve a
algumas aplicac¸o˜es desta matriz que teˆm surgido e a` sua riqueza teo´rica.
Neste trabalho, propomo-nos a discutir alguns destes aspectos da matriz de Pascal.
O primeiro cap´ıtulo apresenta a conexa˜o entre a matriz de Pascal (P ) e a matriz de
criac¸a˜o (H), mostrando que P = eH . Ale´m disso, algumas identidades de combinato´ria
sa˜o mostradas.
O segundo cap´ıtulo estabelece relac¸o˜es entre P e outras matrizes conhecidas, como
matrizes de Vandermonde, Companheira e de Stirling. Propriedades destas matrizes
tambe´m sa˜o abordadas.
O terceiro cap´ıtulo e´ dedicado a apresentar relac¸o˜es da matriz P com as sequ¨eˆncias
de polinoˆmios de Hermite, Bernoulli e Bernstein. Essas conexo˜es nos permitira˜o obter
propriedades interessantes de tais famı´lias de polinoˆmios.
Estes treˆs primeiros cap´ıtulos foram desenvolvidos a partir de uma leitura cr´ıtica dos
artigos [1] e [6].
No quarto cap´ıtulo, dedicamo-nos a analisar os artigos [10] e [11]. Estes artigos
propo˜em um procedimento para resolver sistemas lineares envolvendo a matriz de Pas-
cal sime´trica em O(n logn) operac¸o˜es, usando uma fatorac¸a˜o de P que envolve matrizes
de Toeplitz e matrizes diagonais. Me´todos de A´lgebra Linear Computacional para efe-
tuac¸a˜o de produtos matriz-vetor envolvendo matrizes de Toeplitz sa˜o discutidos. Falamos
tambe´m sobre a aplicac¸a˜o destas ide´ias a outras situac¸o˜es, que envolvem produto matriz-
vetor.
No quinto cap´ıtulo propomos um algoritmo para computac¸a˜o ra´pida de curvas de
Be´zier. Este algoritmo usa as relac¸o˜es obtidas entre a matriz de Pascal e os polinoˆmios de
Bernstein, vistas no cap´ıtulo 3, juntamente com as ferramentas desenvolvidas no cap´ıtulo
4.
No final da monografia, apresentamos quatro apeˆndices que visam complementar o
conteu´do do trabalho: sistemas de E.D.O.’s e exponenciais de matrizes, teoremas cla´ssicos,
fo´rmula de somato´rio de Euler-Maclaurin e Transformada Ra´pida de Fourier de ordem
qualquer.
2
Cap´ıtulo 1
Matriz de Pascal
A Matriz de Pascal n×n que sera´ abordada durante todo este trabalho possui as
seguintes entradas:
[P ]ij =

(
i
j
)
, para i > j.
0 , para as demais.
i, j = 0, 1, 2, . . . , n− 1.
A seguir, introduziremos alguns conceitos preliminares que fara˜o a Matriz de Pascal
surgir de uma forma diferente da que muitos conhecem, que e´ atrave´s de fo´rmulas de
ana´lise combinato´ria.
1.1 Matriz de Criac¸a˜o
Definic¸a˜o 1.1 Seja H =

0
1
. . .
2
. . .
. . .
. . .
n− 1 0

. H e´ chamada de Matriz de Criac¸a˜o.
Observac¸a˜o: Nossa convenc¸a˜o para os vetores da base canoˆnica de Rn sera´
e0 =
(
1 0 . . . 0
)T
, e1 =
(
0 1 . . . 0
)T
, . . ., en−1 =
(
0 0 . . . 1
)T
. Ale´m disso,
definimos ei ≡ 0, ∀i > n.
Das definic¸o˜es acima, segue diretamente que Hei = (i + 1)ei+1, i = 0, 1, . . . , n− 1.
Definic¸a˜o 1.2 Sejam i, j ∈ N∗. A poteˆncia fatorial, (i + j)(j), e´ o produto (i + j)(i + j−
1) . . . (i + 2)(i + 1).
Afirmac¸a˜o 1.1 Seja j ∈ N tal que 0 6 j 6 n− 1. Enta˜o H jei = (i + j)(j)ei+j.
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Demonstrac¸a˜o: Hjei = H
j−1Hei = (i + 1)H
j−1ei+1 = (i + 1)H
j−2Hei+1 = (i + 1)(i +
2)Hj−2ei+2 = . . . = (i + 1)(i + 2) . . . (i + j)ei+j = (i + j)
(j)ei+j.

Afirmac¸a˜o 1.2 Hn = 0, ou seja, a Matriz de Criac¸a˜o e´ nilpotente.
Demonstrac¸a˜o: Como Hei = (i + 1)ei+1,
He0 = e1, H
2e0 = He1 = 2e2, H
3e0 = 2He2 = 2 · 3e3, . . ., Hne0 = 1 · 2 · . . . · nen = 0.
Hne1 = H
n(He0) = H
n+1e0 = 0.
Hne2 = H
n
(
He1
2
)
= Hn
(
H2e0
2
)
=
Hn+2e0
2
= 0.
...
Hnen−1 = H
n
(
Hn−1e0
1 · 2 . . . (n− 1)
)
=
1
(n− 1)!H
2n−1e0 = 0.
Ou seja, o produto de Hn por todos os vetores da base canoˆnica resulta no vetor nulo.
Logo, Hn e´ a matriz nula.
Corola´rio 1.1 ∀j > n, Hj = 0.
A Matriz de Criac¸a˜o tambe´m pode ser vista como uma matriz de derivac¸a˜o de polinoˆmios.
Seja p(t) = a0 + a1t + . . . + an−1t
n−1 um polinoˆmio de grau n − 1 com coeficientes
reais. Se representarmos p(t) como
(
a0 a1 . . . an−1
)
, o vetor de coeficientes de p(t),
teremos que
(
a0 a1 . . . an−1
)
H =
(
a1 2a2 3a3 . . . (n− 1)an−1 0
)
.
Tal resultado e´ exatamente a representac¸a˜o vetorial dos coeficientes do polinoˆmio
a1 + 2a2t + 3a3t
2 + . . . + (n− 1)an−1tn−2 = dp
dt
.
Da mesma forma, temos que
d2p
dt2
e´ representado exatamente pelo vetor(
a0 a1 . . . an−1
)
H2 e, assim, sucessivamente.
Note que Hj = 0, ∀j > n, o que significa que as derivadas de ordem maior ou igual a
n de p(t) sa˜o o polinoˆmio nulo.
1.2 Matriz de Pascal, via Matriz de Criac¸a˜o
Considere a seguinte equac¸a˜o diferencial:
d
dt
y(t) = Hy(t), y0 = y(0), t ∈ R,
em que H e´ a matriz de criac¸a˜o n× n definida na sec¸a˜o 1.1.
Conforme a teoria desenvolvida no Apeˆndice A, tal equac¸a˜o possui uma u´nica soluc¸a˜o
para o vetor inicial y0, que e´ y(t) = e
Hty0. A matriz exponencial e
Ht denotaremos por
P (t). Portanto,
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P (t) =
∞∑
k=0
tk
k!
Hk.
Mas note que tal se´rie corresponde a um somato´rio finito, pois H j = 0, para todo j > n,
conforme o Corola´rio 1.1. Logo,
P (t) =
n−1∑
k=0
tk
k!
Hk.
Algumas propriedades de P (t):
(1) P (1) =
n−1∑
k=0
Hk
k!
= eH .
(2) P (m) = eHm = (eH)m = P m, ∀m ∈ R.
(3) P (s + t) = P s+t = P sP t = P (s)P (t), ∀s, t ∈ R.
(4) P (0) = eH·0 = I ⇒ P (−1 + 1) = P (−1)P (1) = P (−1)P = I ⇒ P (−1) = P−1.
Teorema 1.1 P (1) e´ a matriz de Pascal.
Demonstrac¸a˜o: P (1) = eH =
n−1∑
k=0
Hk
k!
.
Vejamos o que acontece a cada termo deste somato´rio. Seja k tal que 0 6 k 6 n− 1:
Hk
k!
=
1
k!
Hk−1H =
1
k!
Hk−1
 (0 + 1)e0+1 (1 + 1)e1+1 · · · (n− 2 + 1)en−2+1 0

.
Utilizando o resultado da Afirmac¸a˜o 1.1 para cada coluna da matriz, chegamos a:
Hk
k!
=
1
k!
 (0 + 1)(0 + 1 + k − 1)
(k−1)e0+k · · · (n− 2 + 1)(n− 2 + 1 + k − 1)(k−1)en−2+k 0

.
De forma geral, temos que a coluna j de
Hk
k!
, 0 6 j 6 n− 1, e´
1
k!
(j+1)(j+1+k−1)(k−1)ej+k = 1
k!
(j+1)
(j + k)!
(j + 1)!
ej+k =
(j + k)!
j!k!
ej+k =
(
j + k
j
)
ej+k.
Portanto, a coluna j de
n∑
k=0
Hk
k!
e´(
j
j
)
ej + . . . +
(
j + (n− 1)− j
j
)
ej+(n−1)−j +
(
j + n− j
j
)
ej+n−j + . . . +
(
j + n
j
)
ej+n︸ ︷︷ ︸
0
=
(
j
j
)
ej + . . . +
(
j + (n− 1)− j
j
)
en−1 =
(
0 . . . 0
(
j
j
)
. . .
(
n− 1
j
) )T
= P (:, j)
(coluna j da matriz de Pascal).
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Teorema 1.2 As entradas de P (t) sa˜o [P (t)]ij =

ti−j
(
i
j
)
, para i > j.
0 , para os demais.
i, j = 0, 1, 2, . . . , n− 1., para t 6= 0.
Demonstrac¸a˜o: Sabemos que P (t) =
n−1∑
k=0
tk
k!
Hk = I + tH +
t2H2
2!
+ . . . +
tn−1Hn−1
(n− 1)! .
Note que as frac¸o˜es
Hk
k!
determinam, cada uma, as entradas de cada subdiagonal de P :
H0 = I =

(
0
0
) (
1
1
)
. . . (
n−1
n−1
)
,
H1
1!
=

0(
1
0
)
0
. . .
. . .(
n−2
n−1
)
0

e assim sucessivamente.
Logo, [P (t)]ij =

ti−j
(
i
j
)
, para i > j.
0 , caso contra´rio.

Corola´rio 1.2
i∑
k=j
(
i
k
)(
k
j
)
= 2i−j
(
i
j
)
, i > j.
Demonstrac¸a˜o: Usando o teorema acima, junto com a propriedade P (2) = P 2, obte´m-se
a identidade desejada.

Definic¸a˜o 1.3 Sejam A, B ∈ Rn×n. A e B sa˜o matrizes similares quando A = MBM−1,
para alguma matriz invers´ıvel M .
Afirmac¸a˜o 1.3 Matrizes similares possuem os mesmos autovalores.
Demonstrac¸a˜o: Sejam A e B duas matrizes similares e x um autovetor de A associado
a λ. Enta˜o, Ax = λx ⇒ MBM−1x = λx ⇒ B(M−1x) = λ(M−1x). Como x 6= 0
enta˜o M−1x 6= 0 enta˜o M−1x 6= 0 e, portanto, λ tambe´m e´ autovalor de B, associado ao
autovetor M−1x.

A pro´xima afirmac¸a˜o mostra que P (t) e´ similar a P , ∀t 6= 0. Consequ¨entemente, P (t)
e P possuira˜o os mesmos autovalores.
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Afirmac¸a˜o 1.4 P (t) = D(t)PD(t)−1, ∀t 6= 0, em que [D(t)]ij =
{
ti , para i = j.
0 , caso contra´rio.
i, j = 0, 1, 2, . . . , n− 1.
Demonstrac¸a˜o: t 6= 0⇒ D(t)PD(t)−1 =
=

t0
t1
. . .
tn−1


(
0
0
)
0 · · · 0(
1
0
) (
1
1
) . . . ...
...
...
. . . 0(
n−1
0
) (
n−1
1
) · · · (n−1
n−1
)


t0
t−1
. . .
t−(n−1)
 =
=

t0
t1
. . .
tn−1


t0
(
0
0
)
0 · · · 0
t0
(
1
0
)
t−1
(
1
1
) . . . ...
...
...
. . . 0
t0
(
n−1
0
)
t−1
(
n−1
1
) · · · t−(n−1)(n−1
n−1
)
 =
=

t0
(
0
0
)
0 · · · 0
t1
(
1
0
)
t0
(
1
1
) . . . ...
...
...
. . . 0
tn−1
(
n−1
0
)
tn−2
(
n−1
1
) · · · t0(n−1
n−1
)
 = P (t).

Note que P (t) e´ na˜o singular, ∀t 6= 0, pois P (t) possui determinante 1, por se tratar
de uma matriz triangular inferior com todas as entradas da diagonal principal iguais a 1.
Observe tambe´m segue que P (t)H = HP (t), pois P (t) e´ um polinoˆmio em H.
Definic¸a˜o 1.4 A matriz PP T e´ dita matriz de Pascal sime´trica.
Afirmac¸a˜o 1.5 As entradas da matriz de Pascal sime´trica sa˜o: (PP T )ij =
(
i + j
j
)
.
Demonstrac¸a˜o: (PP T )ij =
n−1∑
k=0
Pik(P
T )kj =
n−1∑
k=0
PikPjk.
Suponha j = min{i, j}. Como P e´ triangular inferior, se k > j, PikPjk = 0. Logo,
(PP T )ij =
j∑
k=0
PikPjk =
(
i
0
)(
j
0
)
+
(
i
1
)(
j
1
)
+. . .+
(
i
j
)(
j
j
)
=
(
i
0
)(
j
j
)
+
(
i
1
)(
j
j − 1
)
+
. . .+
(
i
j
)(
j
0
)
=
j∑
k=0
(
i
k
)(
j
j − k
)
. Mas,
j∑
k=0
(
i
k
)(
j
j − k
)
=
(
i + j
j
)
(veja em [7], p.125,
a identidade (5.27), conhecida como convoluc¸a˜o de Vandermonde).
Como, PP T e´ sime´trica, se i < j, (PP T )ij = (PP
T )ji =
(
i + j
i
)
=
(
i + j
j
)
.

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Observac¸a˜o: A afirmac¸a˜o acima analisada nos elementos da diagonal de PP T , mostra
que:
i∑
k=0
(
i
k
)2
=
(
2i
i
)
:= (i + 1)ci,
em que ci =
1
i + 1
(
2i
i
)
. Nu´meros desta forma sa˜o chamados de nu´meros de Catalan.
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Cap´ıtulo 2
Matrizes Relacionadas a` Matriz de
Pascal
Neste cap´ıtulo, abordamos algumas importantes relac¸o˜es envolvendo a matriz de Pas-
cal com alguns outros tipos de matrizes como matrizes de Vandermonde, matrizes com-
panheiras e matrizes de Stirling.
2.1 Matrizes Fundamentais para y’(t) = Ay(t)
Definic¸a˜o 2.1 Uma matriz Ψ(t) ∈ Rn×n e´ fundamental para o problema dy
dt
= Ay(t),
y : R −→ Rn, A ∈ Rn×n se d
dt
Ψ(t) = AΨ(t), t ∈ R, Ψ(0) = Ψ0 na˜o singular.
Observac¸a˜o: Em outras palavras, cada coluna de Ψ(t) e´ soluc¸a˜o para
dy
dt
= Ay(t). O
fato de Ψ0 ser na˜o singular implica que as n colunas de Ψ(t) = e
AtΨ0 (u´nica soluc¸a˜o
do sistema para alguma matriz inicial Ψ0) sa˜o linearmente independentes e, conforme
teorema do Apeˆndice A, geram todo espac¸o das soluc¸o˜es de
dy
dt
= Ay(t).
Fac¸amos algumas considerac¸o˜es sobre matrizes fundamentais para
dy
dt
= Hy(t), no
caso que H e´ a matriz de criac¸a˜o.
Afirmac¸a˜o 2.1 Seja Φ(t) uma matriz fundamental para
dy
dt
= Hy(t). Enta˜o, se Ψ0 e´
na˜o singular, Ψ(t) = Φ(t)Φ−10 Ψ0, definida para t ∈ R, e´ fundamental.
Demonstrac¸a˜o: Φ(t) fundamental ⇒ d
dt
Ψ(t) =
d
dt
Φ(t)Φ−10 Ψ0 = HΦ(t)Φ
−1
0 Ψ0 = HΨ(t).

Corola´rio 2.1 P (t) = eHt e´ uma matriz fundamental para
dy
dt
= Hy(t).
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Demonstrac¸a˜o: Seja Ψ(t) uma matriz fundamental qualquer. Enta˜o, Ψ(t) = P (t)Ψ0.
Como P0 = I, P (t) = Ψ(t)Ψ
−1
0 P0. Logo, P (t) e´ fundamental.

Afirmac¸a˜o 2.2 Se a func¸a˜o vetorial y(t) e´ soluc¸a˜o para
dy
dt
= Hy(t), enta˜o
Ψ(t) = (y(t) Py(t) . . . P n−1y(t)) e´ uma matriz fundamental, se Ψ(0) for na˜o singular.
Demonstrac¸a˜o: Como y(t) e´ soluc¸a˜o do sistema, enta˜o y(t) = eHty0, para algum y0 ∈ Rn.
Enta˜o P ky(t) = P keHty0 = e
HkeHty0 = e
H(k+t)y0 = y(t + k). Portanto,
d
dt
P ky(t) =
d
dt
(y(t + k)) = y′(t + k) = Hy(t + k) = HP ky(t).

2.2 Matriz de Vandermonde
Definic¸a˜o 2.2 Uma matriz W ∈ Rn×n e´ chamada matriz de Vandermonde 1 se ela possui
a seguinte estrutura:
W =

1 1 . . . 1
x1 x2 . . . xn
x21 x
2
2 . . . x
2
n
...
...
. . .
...
xn−11 x
n−1
2 . . . x
n−1
n

, x1, . . . , xn ∈ R.
Observac¸a˜o: A matriz de Vandermonde e´ muito utilizada para o problema de inter-
polac¸a˜o polinomial, ou seja, dados n pares (xi, yi), 1 6 i 6 n, queremos um polinoˆmio de
grau menor ou igual a n − 1, p(x) = a0 + a1x + . . . + an−1xn−1, tal que p(xi) = yi. Os
coeficientes sa˜o encontrados resolvendo o sistema:

a0 + a1x1 + . . . + an−1x
n−1
1 = y1
...
...
a0 + a1xn + . . . + an−1x
n−1
n = yn
⇔ [a0 a1 . . . an−1] W = [y1 y2 . . . yn]
No apeˆndice sobre teoremas cla´ssicos, mostraremos que W e´ na˜o singular, se xi 6= xj,
para i 6= j, o que garante a unicidade do polinoˆmio interpolador, neste caso.
1Nascido em Paris, Alexandre-The´ophile Vandermonde (1735-1796) era mu´sico e qu´ımico e trabal-
hou com Be´zout e Lavoisier. Sua principal contribuic¸a˜o para a Matema´tica foi o estudo da teoria de
determinantes.
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Considere a func¸a˜o vetorial ξ(t) =
(
1 t t2 . . . tn−1
)T
. Note que ξ(t) satisfaz a
equac¸a˜o diferencial
dy
dt
= Hy(t), com ξ0 = e0, pois:
Hξ(t) =

0
1
. . .
2
. . .
. . .
. . .
n− 1 0


1
t
t2
...
tn−1

=

0
1
2t
...
(n− 1)tn−2

=
d
dt
ξ(t).
Definamos agora a seguinte matriz de Vandermonde:
W (t) =
(
ξ(t) Pξ(t) P 2ξ(t) . . . P n−1ξ(t)
)
=
(
eHte0 e
H(t+1)e0 e
H(t+2)e0 . . . e
H(t+n−1)e0
)
=
=
(
ξ(t) ξ(t + 1) ξ(t + 2) . . . ξ(t + n− 1)
)
=

1 1 . . . 1
t t + 1 . . . t + n− 1
...
...
. . .
...
tn−1 (t + 1)n−1 . . . (t + n− 1)n−1

Como ξ(t) e´ soluc¸a˜o para
dy
dt
= Hy(t), pela Afirmac¸a˜o 2.2, W (t) sera´ matriz funda-
mental para tal equac¸a˜o diferencial, visto que W (0) e´ na˜o singular.
Sabemos que W (t) = P (t)W (0). Logo, PW (t) = PP (t)W (0) = P (t + 1)W (0) =
W (t + 1) e, portanto, P = W (t + 1)W (t)−1. Note que obtemos uma matriz constante
como produto de duas matrizes que dependem de t.
Analisemos, agora, as matrizes fundamentais para o problema
d
dt
z(t) = −HT z(t).
Podemos checar que, se Φ(t) e´ fundamental, enta˜o, para todo inteiro j, Φ(t)T P jW (t)
e´ uma matriz constante, pois
d
dt
(Φ(t)T P jW (t)) =
dΦ(t)T
dt
P jW (t) + Φ(t)T P j
dW (t)
dt
=
−Φ(t)T HP jW (t) + Φ(t)T P jHW (t)
Como P jH = HP j (pois P e´ um polinoˆmio em H), segue que
d
dt
(Φ(t)T P jW (t)) = 0.
Reciprocamente, podemos demonstrar a seguinte afirmac¸a˜o:
Afirmac¸a˜o 2.3 Se [Φ(t)]T P jW (t) e´ constante para algum j ∈ Z, enta˜o Φ(t) e´ funda-
mental para o problema acima.
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Demonstrac¸a˜o:
d
dt
[Φ(t)T P jW (t)] = 0 ⇔ dΦ(t)
T
dt
P jW (t) + Φ(t)T P j
dW (t)
dt
= 0 ⇔
dΦ(t)T
dt
P jW (t) = −Φ(t)T P jHW (t)⇔W (t)T (P j)T dΦ(t)
dt
= −W (t)T HT (P j)T Φ(t).
Como P jH = HP j, ou seja, HT (P j)T = (P j)T HT , e W (t) e P j sa˜o invers´ıveis, segue que
dΦ(t)
dt
= −HT Φ(t).

Se tomarmos j = 0 e Φ(t) = W (t)−T , teremos o produto Φ(t)T P jW (t) constante
(a matriz identidade) e, portanto, W (t)−T e´ uma matriz fundamental para
d
dt
Φ(t) =
−HT Φ(t).
Para j = 1, obtemos a matriz constante F := W (t)−1PW (t). Como F e´ a mesma para
todo t, podemos tomar t = 0. Como vimos anteriormente, a igualdade P = W (1)W (0)−1
e´ va´lida. Portanto,
F = W (t)−1PW (t) = W (0)−1W (1)W (0)−1W (0) = W (0)−1W (1)
Note que, pela construc¸a˜o da matriz de Vandermonde, as colunas de W (1), exceto a
u´ltima, sa˜o as mesmas de W (0) deslocadas uma posic¸a˜o para a esquerda. Segue enta˜o
que as n− 1 colunas de F sa˜o ei, i = 1, 2, . . . , n− 1, os vetores da base canoˆnica de Rn.
Temos enta˜o que
F =

0 . . . . . . 0 a0
1 0
... a1
...
. . .
. . .
...
...
0 1 0 an−2
0 . . . . . . 1 an−1

Por ter esta estrutura, F e´ chamada de matriz companheira (ou matriz de Frobenius).
No apeˆndice sobre teoremos cla´ssicos, teremos demonstrado que det(F−λI) = (−1)n(λn−
an−1λ
n−1 − an−2λn−2 − . . .− a1λ− a0).
Com isto, podemos determinar as entradas da u´ltima coluna de F . Como F =
= W (t)−1PW (t), enta˜o det(F − λI) = det(W (t)−1PW (t)−W (t)−1(λI)W (t)) =
= det(W (t)−1(P − λI)W (t)) = det(W (t)−1)det(P − λI)det(W (t)) = det(W (t)−1)
det(W (t))det(P − λI) = det(W (t)−1W (t))det(P − λI) = det(P − λI). Mas P e´ uma
matriz triangular inferior com 1’s na diagonal e, logo, seu polinoˆmio caracter´ıstico e´
det(P − λI) = (1− λ)n
Agora, pelo binoˆmio de Newton,
(1− λ)n =
n∑
i=0
(
n
i
)
1n−i(−λ)i =
12
=(
n
0
)
(−λ)0 +
(
n
1
)
(−λ)1 +
(
n
2
)
(−λ)2 + . . . +
(
n
n− 1
)
(−λ)n−1 +
(
n
n
)
(−λ)n =
= (−1)0λ0
(
n
0
)
+(−1)1λ1
(
n
1
)
+(−1)2λ2
(
n
2
)
+. . .+(−1)n−1λn−1
(
n
n− 1
)
+(−1)nλn
(
n
n
)
=
= (−1)n+1a0 + (−1)n+1a1λ + . . . + (−1)n+1an−2λn−2 + (−1)n+1an−1λn−1 + (−1)nλn
Logo,
(−1)n+1an−1 = (−1)n−1
(
n
n− 1
)
⇔ an−1 = (−1)−2
(
n
n− 1
)
= (−1)0
(
n
n− 1
)
(−1)n+1an−2 = (−1)n−2
(
n
n− 2
)
⇔ an−2 = (−1)−3
(
n
n− 2
)
= (−1)1
(
n
n− 2
)
...
(−1)n+1a1 = (−1)1
(
n
1
)
⇔ a1 = (−1)−n
(
n
1
)
= (−1)n−2
(
n
1
)
(−1)n+1a0 = (−1)0λ0
(
n
0
)
⇔ a0 = (−1)−n−1
(
n
0
)
= (−1)n−1
(
n
0
)
.
Ou seja, F =

0 . . . . . . 0 (−1)n−1(n
0
)
1 0
... (−1)n−2(n
1
)
...
. . .
. . .
...
...
0 1 0 (−1)1( n
n−2
)
0 . . . . . . 1 (−1)0( n
n−1
)

.
Ale´m de determinar todas as entradas da matriz companheira F , podemos tambe´m
encontrar a sua inversa. Consideremos, primeiramente, a matriz de permutac¸a˜o
J =
(
en−1 en−2 . . . e1 e0
)
=

0 0 . . . 0 1
0 0 . . . 1 0
...
...
...
...
0 1 . . . 0 0
1 0 . . . 0 0

Lema 2.1 W (j)J = D(−1)W (1 − n − j), para todo j ∈ Z, em que D(−1) e´ a matriz
diagonal citada na Afirmac¸a˜o 1.4.
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Demonstrac¸a˜o: W (j)J =

1 1 . . . 1
j j + 1 . . . j + n− 1
...
...
. . .
...
jn−1 (j + 1)n−1 . . . (j + n− 1)n−1


0 . . . . . . 1
0
. . . 1 0
...
. . .
...
1 . . . . . . 0
 =

1 . . . 1 1
j + n− 1 . . . j + 1 j
...
. . .
...
...
(j + n− 1)n−1 . . . (j + 1)n−1 jn−1
 =

(−1)0
(−1)1
. . .
(−1)n−1


1 1 . . . 1
1− n− j 2− n− j . . . −j
...
...
. . .
...
(1− n− j)n−1 (2− n− j)n−1 . . . (−j)n−1
 = D(−1)W (1− n− j).

Afirmac¸a˜o 2.4 F−1 = JFJ .
Demonstrac¸a˜o: Sabemos que F = W (0)−1PW (0). Portanto, F−1 = W (0)−1P−1W (0).
Tambe´m temos que P−1 = P (−1) = D(−1)PD(−1)−1 (Afirmac¸a˜o 1.4). Mas note que
D(−1)−1 = D(−1). Logo, F−1 = W (0)−1P−1W (0) = W (0)−1D(−1)PD(−1)W (0) =
JW (1− n)−1PW (1− n)J = JFJ .

Outra matriz constante que e´ produto de matrizes varia´veis e´ log(F ). Considere a
matriz M := W (t)−1HW (t).
Afirmac¸a˜o 2.5 M = log(F ).
Demonstrac¸a˜o: eM = eW (t)
−1HW (t) =
∞∑
k=0
(W (t)−1HW (t))k
k!
.
Para cada k ∈ N, temos:
(W (t)−1HW (t))k
k!
=
(W (t)−1HW (t))(W (t)−1HW (t)) . . . (W (t)−1HW (t))
k!
= W (t)−1
Hk
k!
W (t).
Logo, eW (t)
−1HW (t) = W (t)−1
[
∞∑
k=0
Hk
k!
]
W (t) = W (t)−1PW (t) ⇒ eM = W (t)−1PW (t) =
F ⇒M = log(F ).

Afirmac¸a˜o 2.6 M = −JMJ
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Demonstrac¸a˜o: Pelo Lema 2.1, W (0)J = D(−1)W (1 − n) e, como J−1 = J , W (0) =
D(−1)W (1− n)J .
Logo, M = W (0)−1HW (0) = JW (1− n)−1[D(−1)HD(−1)]W (1− n)J . Mas,
D(−1)HD(−1) =

1
−1
. . .
(−1)n−1


0
1
. . .
. . .
. . .
n− 1 0


1
−1
. . .
(−1)n−1
 =

0
−1 . . .
. . .
. . .
(−1)n−1(n− 1) 0


1
−1
. . .
(−1)n−1
 =

0
−1 . . .
. . .
. . .
−(n− 1) 0
 = −H.
Portanto, M = −J [W (1− n)−1HW (1− n)]J = −JMJ .

2.3 Matriz de Stirling
2.3.1 Nu´meros de Stirling da Segunda Espe´cie
Representados pelo s´ımbolo
{
i
j
}
, eles denotam o nu´mero de maneiras de particionar
i coisas em j subconjuntos na˜o-vazios.
Exemplo:
{
4
2
}
= 7, pois
{1, 2, 3, 4} = {1, 2, 3}⋃{4} = {1, 3, 4}⋃{2} = {1, 2, 4}⋃{3} = {2, 3, 4}⋃{1} =
{1, 2}⋃{3, 4} = {1, 3}⋃{2, 4} = {1, 4}⋃{2, 3}.
Vejamos o que acontece para valores pequenos de j. Quando j = 0, convencionamos
que existe uma u´nica forma de particionar um conjunto vazio em zero conjuntos na˜o-
vazios, ou seja,
{
0
0
}
= 1; e que um conjunto na˜o-vazio na˜o pode ser particionado em
zero subconjuntos na˜o-vazios, ou seja,
{
i
0
}
= 0, para i > 0.
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Ha´ apenas uma forma de colocar i elementos em um u´nico conjunto na˜o-vazio. Logo,{
i
1
}
= 1. Por outro lado,
{
0
1
}
= 0, pois um conjunto com zero elementos e´ vazio.
Para j = 2, claro que
{
0
2
}
= 0. Se um conjunto de i > 0 elementos for dividido em 2
subconjuntos na˜o-vazios, um deles conte´m o u´ltimo elemento e algum subconjunto dos i−1
primeiros elementos (inclusive pode ser o conjunto vazio). Ha´ 2i−1 formas de escolher esse
subconjunto, ja´ que cada elemento esta´ ou na˜o (2 possibilidades) no subconjunto. Mas
na˜o podemos colocar os i− 1 elementos restantes, pois queremos dividir em duas partes
na˜o-vazias. Portanto, subtra´ımos 1 e, assim, obtemos
{
i
2
}
= 2i−1 − 1, para i > 0.
Uma modificac¸a˜o neste argumento nos levara´ a uma relac¸a˜o de recorreˆncia para
{
i
j
}
,
para todo j > 1: dado um conjunto de i > 0 objetos, a serem divididos em j partes na˜o-
vazias, ou o u´ltimo fica em um conjunto sozinho
({
i− 1
j − 1
}
maneiras poss´ıveis
)
, ou o
colocamos em algum subconjunto na˜o-vazio dos i− 1 primeiros objetos. No u´ltimo caso,
ha´ j
{
i− 1
j
}
possibilidades pois cada uma das
{
i− 1
j
}
maneiras de distribuir os
i− 1 primeiros objetos em j partes na˜o-vazias fornece j subconjuntos aos quais o i-e´simo
objeto pode se agregar. Logo, obtemos uma fo´rmula recursiva para os nu´meros de Stirling
da segunda espe´cie: {
i
j
}
= j
{
i− 1
j
}
+
{
i− 1
j − 1
}
, i, j > 0.
A seguir, provaremos uma identidade dos nu´meros de Stirling da segunda espe´cie
que mostra que eles sa˜o os coeficientes da expansa˜o de poteˆncias comuns em poteˆncias
fatoriais.
Teorema 2.1 ti =
i∑
j=0
{
i
j
}
t(j), para todo i > 0, em que t(j) = t(t−1)(t−2) . . . (t−j+1)
denota a poteˆncia fatorial.
Demonstrac¸a˜o: Primeiramente, convencionemos que
{
i
j
}
= 0, se i > 0 e j < 0 e
t(0) = 1.
Para i = 0, a identidade vale:
t0 = 1 = 1 · t(0) =
{
0
0
}
t0 =
0∑
j=0
{
0
j
}
t(0).
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Suponha que para i− 1 temos ti−1 =
i−1∑
j=0
{
i− 1
j
}
t(j). Logo, ti = t · ti−1 =
t ·
i−1∑
j=0
{
i− 1
j
}
t(j).
Note que t · t(j) = t(j+1) + j · t(j), pois t(j+1) = t(j)(t− j).
Enta˜o, ti = t ·
i−1∑
j=0
{
i− 1
j
}
t(j) =
i−1∑
j=0
{
i− 1
j
}
t(j+1) +
i−1∑
j=0
{
i− 1
j
}
j · t(j) =
i∑
j=1
{
i− 1
j − 1
}
t(j) +
i−1∑
j=0
{
i− 1
j
}
jt(j) =
[(
i∑
j=0
{
j − 1
i− 1
}
t(j)
)
−
{
i− 1
−1
}
t(−1)
]
+[(
i∑
j=0
{
i− 1
j
}
jt(j)
)
−
{
i− 1
i
}
jt(i)
]
.
Como
{
i− 1
−1
}
=
{
i− 1
i
}
= 0, segue que
ti =
[(
i∑
j=0
{
i− 1
j − 1
}
t(j)
)
−
{
i− 1
−1
}
t(−1)
]
+
[(
i∑
j=0
{
i− 1
j
}
jt(j)
)
−
{
i− 1
i
}
jt(i)
]
=
i∑
j=0
{
i− 1
j − 1
}
t(j)+
i∑
j=0
{
i− 1
j
}
jt(j) =
i∑
j=0
(
j
{
i− 1
j
}
+
{
i− 1
j − 1
})
t(j) =
i∑
j=0
{
i
j
}
t(j).
Logo, ti =
i∑
j=0
{
i
j
}
t(j), para todo i ∈ N.

Considere a matriz S com as entradas descritas abaixo:
Sij =
{
i
j
}
, i, j = 0, 1, . . . , n− 1.
Ela e´ chamada matriz de Stirling2. Nosso objetivo aqui e´ estabeler conexo˜es desta
matriz com outras matrizes ja´ discutidas anteriormente.
Vamos construir a matriz de Stirling 4× 4 (ate´ i, j = 3).
Da definic¸a˜o dos nu´meros de Stirling da segunda espe´cie, segue direto que
{
i
j
}
= 0,
para j > i, pois cada um dos j subconjuntos deve ter pelo menos 1 elemento, o que
excederia os i elementos dispon´ıveis. Portanto, a matriz de Stirling sera´ triangular inferior,
qualquer que seja sua dimensa˜o.
Podemos concluir rapidamente tambe´m que
{
i
i
}
= 1, pois a u´nica forma de parti-
cionar i elementos em i subconjuntos na˜o-vazios e´ dividir-los em conjuntos unita´rios.
2James Stirling (1692-1770) foi um importante matema´tico escoceˆs do se´culo XVIII. Seus principais
legados foram a conhecida fo´rmula de Stirling (n! ≈ √2pin (n
e
)
n
) e os nu´meros de Stirling de primeira e
segunda espe´cies.
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Conforme foi convencionado anteriormente,
{
0
0
}
= 1 e
{
i
0
}
= 0, para i > 0.
As outras entradas podem ser calculadas pela fo´rmula de recorreˆncia:
•
{
2
1
}
= 1
{
1
1
}
+
{
1
0
}
= 1.
•
{
3
1
}
= 1
{
2
1
}
+
{
2
0
}
= 1.
•
{
3
2
}
= 2
{
2
2
}
+
{
2
1
}
= 3.
Portanto,
S4 =

{
0
0
} {
0
1
} {
0
2
} {
0
3
}
{
1
0
} {
1
1
} {
1
2
} {
1
3
}
{
2
0
} {
2
1
} {
2
2
} {
2
3
}
{
3
0
} {
3
1
} {
3
2
} {
3
3
}

=

1 0 0 0
0 1 0 0
0 1 1 0
0 1 3 1
 .
Devido a` identidade obtida no Teorema 2.3, segue que:
ξ(t) =

1
t
t2
...
tn−1

=

{
0
0
}
0 0 . . . 0
0
{
1
1
}
. . .
...
0
{
2
1
} {
2
2
}
. . .
...
...
...
. . . 0
0
{
n− 1
1
}
. . . . . .
{
n− 1
n− 1
}

︸ ︷︷ ︸
S

t(0)
t(1)
t(2)
...
t(n−1)

.
Logo, a matriz de Vandermonde W (t), definida neste cap´ıtulo, satisfaz:
W (t) = S

t(0) . . . (t + n− 1)(0)
t(1) (t + n− 1)(1)
...
...
t(n−1) . . . (t + n− 1)(n−1)

︸ ︷︷ ︸
V (t)
:= SV (t).
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Uma matriz como V (t) chamaremos de matriz tipo-Vandermonde. Note que, como S
e´ triangular superior com todas as entradas da diagonal iguais a 1, det(S) = 1 e, portanto,
detW (t) = detV (t), ∀t ∈ R.
Como detW (t) 6= 0, a matriz tipo-Vandermonde e´ na˜o-singular.
As entradas de V (t) sa˜o [V (t)]ij = (t + j)
(i). Quando t = 0, [V (0)]ij = j
(i) =
j(j − 1) . . . (j − i + 1). Logo, para i > j, [V (0)]ij = 0 e conclu´ımos que V (0) e´ triangular
superior.
Afirmac¸a˜o 2.7 i(j) = j!
(
i
j
)
, j > 0, i > j.
Demonstrac¸a˜o: j!
(
i
j
)
= j!
i!
(i− j)!j! =
i!
(i− j)! =
i(i− 1) . . . (i− j + 1)(i− j)!
(i− j)! = i
(j).

Definindo a matriz Df := diag(0!, 1!, 2!, . . . , (n − 1)!) e utilizando a afirmac¸a˜o acima,
obtemos que:
V (0) =

0(0) . . . (n− 1)(0)
. . .
...
(n− 1)(n−1)
 =

0!
. . .
(n− 1)!


(
0
0
)
. . .
(
n−1
0
)
. . .
...(
n−1
n−1
)
 = DfP T
Como W (0) = SV (0), segue que W (0) = SDfP
T e, assim, obtemos uma fatorac¸a˜o
LDU para a matriz de Vandermonde W (0).
2.4 Forma de Jordan da Matriz de Pascal
Nesta sec¸a˜o, estabeleceremos uma relac¸a˜o mais profunda entre as matrizes de Pascal
e de Stirling, que envolve a forma de Jordan da matriz de Pascal.
Note que o u´nico autovalor de P e´ 1, pois e´ uma matriz triangular inferior com todas
as entradas da diagonal iguais a 1.
Os autovetores de P podem ser determinados pela resoluc¸a˜o do sistema abaixo:
Px = x⇔

(
0
0
)
...
. . .(
n−1
0
)
. . .
(
n−1
n−1
)


x0
...
xn−1
 =

x0
...
xn−1

⇔

(
0
0
)
x0 = x0(
1
0
)
x0 +
(
1
1
)
x1 = x1(
2
0
)
x0 +
(
2
1
)
x1 +
(
2
2
)
x2 = x2
...(
n−1
0
)
x0 +
(
n−1
1
)
x1 + . . . +
(
n−1
n−1
)
xn−1 = xn−1
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Da´ı podemos concluir que x0 = x1 = . . . = xn−2 = 0 e xn−1 pode assumir qualquer
valor. Logo, todos autovetores de P possuem a mesma direc¸a˜o, que e´ a do vetor da base
canoˆnica en−1 =
(
0 . . . 0 1
)T
.
Portanto, P e´ similar a` matriz de Jordan
JP =

1 0 . . . 0
1
. . .
. . .
...
...
. . .
. . . 0
0 . . . 1 1
 .
Voltemos um pouco a` matriz tipo-Vandermonde V (t). Suas entradas sa˜o poteˆncias
fatoriais e, considerando a identidade abaixo,
(t + 1)(j) − t(j) = (t + 1) · t . . . (t− j + 2)− t(t− 1) . . . (t− j + 1) =
[t(t− 1) . . . (t− j + 2)] · [(t + 1)− (t− j + 1)] = j[(t− 1) . . . (t− j + 2)] = jt(j−1)
⇒ (t + 1)(j) − t(j) = jt(j−1),
obtemos a equac¸a˜o matricial V (t + 1)− V (t) = HV (t).
Em particular, para t = 0, V (1) = V (0) + HV (0) e, enta˜o, V (1)V (0)−1 = I + H.
Ja´ vimos anteriormente que SV (t) = W (t). Derivando ambos os lados, obtemos
d
dt
V (t) = S−1
d
dt
W (t).
Mas sabemos que a matriz de Vandermonde W (t) e´ uma matriz que respeita a relac¸a˜o
fundamental
d
dt
W (t) = HW (t). Logo,
d
dt
V (t) = S−1HW (t) = S−1HSV (t).
Esta u´ltima equac¸a˜o diferencial possui soluc¸a˜o V (t) = S−1P tSV (0), pois
d
dt
(S−1P tSV (0)) = S−1
d
dt
(P t)SV (0) = S−1
d
dt
(eHt)SV (0) =
S−1HeHtSV (0) = S−1HP tSV (0) = S−1HP tW (0) = S−1HW (t) = S−1HSV (t).
Para t = 1, segue que V (1)V (0)−1 = S−1PS. Logo, I + H = S−1PS e, portanto,
D−1f S
−1PSDf = I + D
−1
f HDf .
As entradas da matriz D−1f HDf := H˜ esta˜o calculadas abaixo:
H˜ =

1
0!
1
1!
. . .
1
(n−1)!


0
1 0
. . .
. . .
n− 1 0


0!
1!
. . .
(n− 1)!
 =
20
=
1
0!
1
1!
. . .
1
(n−1)!


0
1! 0
. . .
. . .
(n− 1)! 0
 =

0
1 0
. . .
. . .
1 0
.
Logo, (SDf)
−1PSDf = I + H˜ =

1 0 . . . 0
1
. . .
. . .
...
...
. . .
. . . 0
0 . . . 1 1
 = JP , ou seja, a matriz de
Stirling normalizada SDf e´ uma matriz de mudanc¸a de base que transforma similarmente
a matriz de Pascal P na matriz de Jordan JP .
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Cap´ıtulo 3
Sequ¨eˆncias de Polinoˆmios
Uma sequ¨eˆncia de polinoˆmios consiste em um conjunto de func¸o˜es polinomiais inde-
xadas pelos nu´meros naturais, em que os ı´ndices correspondem ao grau de cada polinoˆmio.
Nas pro´ximas sec¸o˜es, falaremos sobre algumas famosas sequ¨eˆncias (Hermite, Bernoulli
e Bernstein), colocando propriedades importantes de cada uma delas e tentando relaciona´-
las com a matriz de Pascal, que e´ o nosso principal objetivo.
3.1 Polinoˆmios de Hermite
A seguir, definimos os polinoˆmios de Hermite 1, demonstramos algumas de suas pro-
priedades e depois buscamos relac¸o˜es que nos permitam fazer uma associac¸a˜o com a matriz
de criac¸a˜o e a matriz de Pascal.
Definic¸a˜o 3.1 Os polinoˆmios definidos pela fo´rmula
Hk(t) := (−1)ke t
2
2
dk
dtk
e−
t2
2 , k = 0, 1, 2, . . . ,
sa˜o denominados polinoˆmios de Hermite. Para k = −1, definimos H−1 ≡ 0, o qual sera´
u´til para uma relac¸a˜o de recorreˆncia que mostraremos posteriormente.
Na˜o ha´ so´ esta definic¸a˜o para polinoˆmios de Hermite. Por exemplo, uma definic¸a˜o
usada pelos f´ısicos, que e´ aplicada a` mecaˆnica quaˆntican na qual a fo´rmula dos polinoˆmios
de Hermite muda para:
Hk(t) := (−1)ket2 d
k
dtk
e−t
2
, k = 0, 1, 2, . . .
1Charles Hermite (1822-1901) foi um matema´tico franceˆs que desenvolveu pesquisa em va´rias a´reas
como teoria de nu´meros, formas quadra´ticas, polinoˆmios ortogonais, func¸o˜es el´ıpticas e a´lgebra. Um de
seus principais feitos foi provar que e, a base natural dos logaritmos, e´ um nu´mero transcendente.
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A primeira definic¸a˜o (com a qual trabalharemos, pois traz propriedades mais inter-
essantes para nosso estudo) e´ mais utilizada por quem trabalha com probabilidade pois
1√
2pi
e−
t2
2 e´ func¸a˜o de densidade de probabilidade para a distribuic¸a˜o normal com valor
esperado 0 e variaˆncia 1.
Exemplos: Pelo ca´lculo direto, obtemos:
H0(t) = 1, H1(t) = t, H2(t) = t
2 − 1, H3(t) = t3 − 3t, H4(t) = t4 − 6t2 + 3, H5(t) =
t5 − 10t3 + 15t.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−2
−1.5
−1
−0.5
0
0.5
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3
H1(t)
H2(t)
H3(t)
H4(t)
Figura 3.1: Gra´fico dos 4 primeiros polinoˆmios de Hermite na˜o constantes no intervalo
[−1, 1].
De maneira geral (e como pode ser visto nos 6 primeiros exemplos), o coeficiente l´ıder
dos polinoˆmios de Hermite e´ sempre 1, H2k e´ sempre func¸a˜o par e H2k+1 e´ sempre func¸a˜o
ı´mpar, para todo k ∈ N.
Observac¸a˜o: No apeˆndice de teoremas cla´ssicos demonstramos que os polinoˆmios de Her-
mite sa˜o ortogonais em relac¸a˜o ao produto interno definido por < f, g >=
∫ ∞
−∞
e−
t2
2 f(t)g(t)dt.
A seguir, demonstramos importantes identidades envolvendo os polinoˆmios de Her-
mite.
Teorema 3.1 Os polinoˆmios de Hermite satisfazem as identidades:
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(i) Hk+1(t) = tHk(t)− kHk−1(t), k > 0.
(ii) Hk+1(t) = tHk(t)−H ′k(t), k > 0.
Demonstrac¸a˜o: (i) Esta demonstrac¸a˜o envolve alguns conceitos de Ana´lise Linear que
esta˜o fora do nosso contexto. Para o leitor interessado, recomendamos [8], pp. 518, 519.
(ii) Comecemos com a fo´rmula de definic¸a˜o dos polinoˆmios de Hermite:
Hk(t) := (−1)ke t
2
2
dk
dtk
e−
t2
2 .
Ela pode ser reescrita como
dk
dtk
e−
t2
2 = (−1)ke− t22 Hk(t). Derivando, temos:
dk+1
dtk+1
e−
t2
2 = (−1)k[−tHk(t) + H ′k(t)]e−
t2
2 .
Por outro lado, usando a definic¸a˜o para Hk+1(t):
dk+1
dtk+1
e−
t2
2 = (−1)k+1e− t
2
2 Hk+1(t)⇒ Hk+1(t) = tHk(t)−H ′k(t).

Corola´rio 3.1
d
dt
Hk(t) = kHk−1(t)
Demonstrac¸a˜o: Do Teorema 3.1, segue que tHk(t) − kHk−1(t) = Hk+1(t) = tHk(t) −
d
dt
Hk(t). Logo,
d
dt
Hk(t) = kHk−1(t).

A identidade do Corola´rio 3.1 nos permite fazer uma conexa˜o entre os polinoˆmios de
Hermite e o estudo de matrizes feito ate´ aqui.
Seja h(t) =
(
H0(t) H1(t) . . . Hn−1(t)
)
o vetor dos polinoˆmios de Hermite. Pelo
corola´rio, segue a identidade matricial:
d
dt
h(t) = Hh(t).
Ou seja, h(t) satisfaz a relac¸a˜o fundamental
d
dt
y(t) = Hy(t) e, enta˜o, h(t) = P (t)h(0).
O que tambe´m podemos afirmar por essa relac¸a˜o e´ que h(t+1) = Ph(t) e h(t+n) = P nh(t),
para todo n ∈ N.
24
3.2 Polinoˆmios de Bernoulli
Definic¸a˜o 3.2 Os polinoˆmios que satisfazem as seguintes relac¸o˜es:
d
dt
Bk(t) = kBk−1(t),
∫ 1
0
Bk(t)dt =
{
1 , se k = 0
0 , se k > 0
, k ∈ N,
sa˜o chamados polinoˆmios de Bernoulli.
Exemplos: A seguir calculamos, pela definic¸a˜o, os treˆs primeiros polinoˆmios de Bernoulli:
(0) B0(t) = c0, c0 ∈ R;
1 =
∫ 1
0
B0(t)dt =
∫ 1
0
c0dt = c0t
∣∣∣1
0
= c0 ⇒ c0 = B0(t) = 1.
(1)
d
dt
B1(t) = B0(t)⇒ B1(t) =
∫
B0(t)dt⇒ B1(t) = t + c1.
Mas, 0 =
∫ 1
0
B1(t)dt =
∫ 1
0
(t + c1)dt =
t2
2
∣∣∣1
0
+ c1t
∣∣∣1
0
=
1
2
+ c1 ⇒ c1 = −1
2
.
Portanto, B1(t) = t− 1
2
;
(2)
d
dt
B2(t) = 2B1(t) = 2t− 1⇒ B2(t) =
∫
(2t− 1)dt⇒ B2(t) = t2 − t + c2.
Mas, 0 =
∫ 1
0
B2(t)dt =
∫ 1
0
(t2 − t− +c2)dt =
[
t3
3
− t
2
2
+ c2t
]1
0
⇒ c2 = 1
6
.
Logo, B2(t) = t
2 − t + 1
6
.
Os 4 polinoˆmios seguintes sa˜o:
(3) B3(t) = t
3 − 3
2
t2 +
1
2
t;
(4) B4(t) = t
4 − 2t3 + t2 − 1
30
;
(5) B5(t) = t
5 − 5
2
t4 +
5
3
t3 − 1
6
t;
(6) B6(t) = t
6 − 3t5 + 5
2
t4 − 1
2
t2 +
1
42
.
25
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−3
−2
−1
0
1
2
3
4
B1(t)
B2(t)
B3(t)
B4(t)
Figura 3.2: Gra´fico dos 4 primeiros polinoˆmios de Bernoulli na˜o constantes no intervalo
[−1, 1].
Teorema 3.2 O polinoˆmio de Bernoulli de grau k e´ u´nico.
Demonstrac¸a˜o: Sera´ feita por induc¸a˜o:
Para k = 0, sabemos que B0(t) ≡ 1 e´ o u´nico polinoˆmio de Bernoulli de grau zero.
Agora suponha que o u´nico polinoˆmio de Bernoulli de grau k seja
Bk(t) = akt
k + ak−1t
k−1 + . . . + a1t + a0. Temos que
d
dt
Bk+1(t) = (k + 1)Bk(t). Portanto,
Bk+1(t) = (k+1)
∫
(akt
k+ak−1t
k−1+. . .+a1t+a0)dt = (k+1)
(
ak
k + 1
tk+1 + . . . +
a1
2
t2 + a0t + C
)
=
akt
k+1 +
(k + 1)ak−1
k
tk + . . . +
(k + 1)a1
2
t2 + (k + 1)a0t + (k + 1)C.
Seja ck+1 = (k + 1)C. Para mostrar que Bk+1(t) e´ u´nico, basta mostrar que ck+1 e´ u´nico.
Como 0 =
∫ 1
0
Bk+1(t)dt =
∫ 1
0
[
akt
k+1 +
(k + 1)ak−1
k
tk + . . . +
(k + 1)a1
2
t2 + (k + 1)a0t
]
dt+∫ 1
0
ck+1dt, segue que ck+1 = −
∫ 1
0
[akt
k+1 + . . . + (k + 1)a0t]dt, que representa um u´nico
valor real. Logo, Bk+1(t) e´ u´nico.

Observac¸a˜o: Na demonstrac¸a˜o acima, chegamos a uma fo´rmula recursiva para os polinoˆmios
de Bernoulli. Dado Bk(t) = akt
k + ak−1t
k−1 + . . . + a1t + a0, obtemos
Bk+1(t) = akt
k+1+
(k + 1)ak−1
k
tk+. . .+
(k + 1)a1
2
t2+(k+1)a0t−
∫ 1
0
[akt
k+1+. . .+(k+1)a0t]dt.
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Olhando para a fo´rmula, nota-se tambe´m que que o polinoˆmio de grau k sempre tera´
coeficiente l´ıder ak = 1, pois B0(t) = 1.
Definic¸a˜o 3.3 Os nu´meros de Bernoulli sa˜o os polinoˆmios de Bernoulli avaliados em
t=0: Bk(0) := Bk.
Observac¸o˜es: • De maneira geral, assim como nos exemplos vistos, B2n+1(0) = 0, para
n > 1.
• Uma aplicac¸a˜o importante dos nu´meros de Bernoulli a` Ana´lise Nume´rica sera´ apresen-
tada no Apeˆndice C: a fo´rmula de somato´rio de Euler-Maclaurin.
Os n primeiros nu´meros de Bernoulli sa˜o as entradas do vetor de polinoˆmios de
Bernoulli definido por b(t) :=
(
B0(t) B1(t) . . . Bn−1(t)
)T
, em t=0. Em relac¸a˜o
a este vetor, segue direto da Definic¸a˜o 3.2 as identidades:
d
dt
b(t) = Hb(t),
∫ 1
0
b(t)dt = e0.
As duas igualdades acima garantem dois fatos:
(1) b(t) satisfaz a relac¸a˜o
d
dt
y(t) = Hy(t) e, portanto, b(t) = P (t)b(0).
(2) e0 =
∫ 1
0
b(t)dt =
∫ 1
0
P (t)b(0)dt =
∫ 1
0
P (t)dt · b(0).
Definindo L =
∫ 1
0
P (t)dt, segue que e0 = Lb(0).
Calculemos agora a matriz L:
L :=
∫ 1
0
P (t)dt =
∫ 1
0
n−1∑
k=0
(tH)k
k!
dt =
n−1∑
k=0
∫ 1
0
tk
Hk
k!
dt =
n−1∑
k=0
Hk
k!
∫ 1
0
tkdt =
n−1∑
k=0
Hk
(k + 1)!
.
Veja que, por L ser soma da matriz identidade com poteˆncias de H, ela e´ triangular
inferior com as entradas da diagonal principal iguais a 1 e, portanto, na˜o-singular.
Outra conclusa˜o que podemos tirar a respeito de L e´ que HL = LH, pois L e´ um
polinoˆmio em H.
Abaixo, definimos outra matriz:
L˜ := D(−1)LD(−1)−1 = D(−1)LD(−1) =
n−1∑
k=0
D(−1)HkD(−1)
(k + 1)!
=
=
n−1∑
k=0
D(−1)H
I︷ ︸︸ ︷
D(−1)D(−1)HD(−1) . . .D(−1)HD(−1)
(k + 1)!
=
n−1∑
k=0
[D(−1)HD(−1)]k
(k + 1)!
,
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em que D(−1) = diag((−1)0, (−1)1, . . . , (−1)n−1). Observando que D(−1)HD(−1) =
−H, temos
L˜ =
n−1∑
k=0
(−H)k
(k + 1)!
Tambe´m podemos checar, sem muita dificuldade, que I −HL˜ = P−1:
I −HL˜ = I +
n−1∑
k=0
(−H)k+1
(k + 1)!
= I −H + H
2
2!
− H
3
3!
+ . . . +
(−H)n−1
(n− 1)! +
(−H)n
n!
.
Mas, como (−H)n = 0, temos I −HL˜ =
n−1∑
k=0
(−H)k
k!
= P (−1) = P−1.
Agora estabeleceremos uma relac¸a˜o entre as matrizes L, L˜ e P mostrando que L = P L˜.
Mas, para isto, sa˜o necessa´rios alguns resultados preliminares.
Afirmac¸a˜o 3.1 P − LH = I.
Demonstrac¸a˜o: P =
n−1∑
k=0
Hk
k!
, L =
n−1∑
k=0
Hk
(k + 1)!
⇒ LH =
n−1∑
k=0
Hk+1
(k + 1)!
= H +
H2
2!
+ . . .+
Hn−1
(n− 1)! +
Hn
n!
. Como Hn = 0, segue que P − LH = I.

Afirmac¸a˜o 3.2 (L− P L˜)H = 0.
Demonstrac¸a˜o: Sabemos que I−HL˜ = P−1. Logo, P −PHL˜ = I. Pela Afirmac¸a˜o 3.1,
temos que P − LH = P − PHL˜ e, portanto, LH = PHL˜ = PL˜H ⇒ (L− PL˜)H = 0.

Lema 3.1 (i) Se n e´ ı´mpar enta˜o
(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−3(n
2
)
+ (−1)n−2(n
1
)
= 0.
(ii) Se n e´ par enta˜o
(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−3(n
2
)
+ (−1)n−2(n
1
)
= 2.
Demonstrac¸a˜o: (i) Basta notar que
(
n
n−k
)
=
n!
k!(n− k)! =
(
n
k
)
e, como n e´ ı´mpar,(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−3(n
2
)
+ (−1)n−2(n
1
)
=
(
n
n−1
)− ( n
n−2
)
+ . . . +
(
n
2
)− (n
1
)
= 0.
(ii) Usaremos o binoˆmio de Newton:
(x + a)n =
(
n
0
)
xn +
(
n
1
)
xn−1a +
(
n
2
)
xn−2a2 + . . . +
(
n
n−1
)
xan−1 +
(
n
n
)
an.
Se x = 1 e a = −1, segue que:
0 = (1 − 1)n = (n
0
) · 1 + (n
1
) · 1n−1 · (−1) + . . . + ( n
n−1
) · 1 · (−1)n−1 + (n
n
)
(−1)n =(
n
n
)− ( n
n−1
)
+
(
n
n−2
)− . . . + (n
2
)− (n
1
)
+
(
n
0
)
, pois n e´ par. Como
(
n
n
)
+
(
n
0
)
= 2, temos que(
n
n−1
)− ( n
n−2
)
+ . . .− (n
2
)
+
(
n
1
)
=
(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−3(n
2
)
+ (−1)n−2(n
1
)
= 2.

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Afirmac¸a˜o 3.3 L− P L˜ e´ um polinoˆmio em H de grau menor ou igual a n− 2.
Demonstrac¸a˜o: P L˜ =
(
n−1∑
k=0
Hk
k!
)(
n−1∑
k=0
(−H)k
(k + 1)!
)
= pn−1H
n−1+pn−2H
n−2 + . . .+p0H
0,
em que pn−1 =
1
(n− 1)! −
1
2!(n− 2)! + . . . +
(−1)n−2
(n− 1)! +
(−1)n−1
n!
=
1
n!
[
n!
(n− 1)! −
n!
2!(n− 2)! + . . . +
(−1)n−2n!
(n− 1)! + (−1)
n−1
]
=
1
n!
[(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−2(n
1
)
+ (−1)n−1].
Usando a identidade do Lema 3.1, segue que, independente da paridade de n,[(
n
n−1
)− ( n
n−2
)
+ . . . + (−1)n−2(n
1
)
+ (−1)n−1] = 1⇒ pn−1 = 1
n!
.
Portanto, L − P L˜ =
(
n−2∑
k=0
Hk
(k + 1)!
+
1
n!
Hn−1
)
−
(
1
n!
Hn−1 + pn−2H
n−2 + . . . + p0I
)
=
n−2∑
k=0
Hk
(k + 1)!
+ pn−2H
n−2 + . . . + p0I.

Agora podemos estabelecer a seguinte relac¸a˜o:
Teorema 3.3 L = P L˜.
Demonstrac¸a˜o: Sabemos que (L − P L˜)H = 0 e L − P L˜ e´ polinoˆmio em H de grau
menor ou igual a n − 2. Logo, (L − P L˜)H possui grau menor que n. Mas o polinoˆmio
mı´nimo de H e´ Hn. Portanto L− P L˜ = 0.

Como L˜ = D(−1)LD(−1)−1, segue que L = P L˜ = PD(−1)LD(−1) e obte´m-se a
identidade
LD(−1) = PD(−1)L.
Analisaremos agora a inversa da matriz L (ja´ vimos que L e´ na˜o-singular). Para tanto,
usaremos um corola´rio do teorema de Cayley-Hamilton (ambos demonstrados no apeˆdice
sobre teoremas cla´ssicos):
Afirmac¸a˜o 3.4 L−1 =
n−1∑
k=0
Bk
k!
Hk.
Demonstrac¸a˜o: Pelo Corola´rio B.1, a matriz L−1 deve ser um polinoˆmio em L que,
por sua vez, e´ um polinoˆmio em H. Portanto, L−1 e´ um polinoˆmio em H. Seja L−1 =
29
n−1∑
k=0
αkH
k. Das relac¸o˜es Lb(0) = e0 e H
jei = (i + j)
(j)ei+j (esta u´ltima nos mostra que
Hke0 = k!ek), obtemos:
n−1∑
k=0
Bkek = b(0) = L
−1e0 =
n−1∑
k=0
αkH
ke0 =
n−1∑
k=0
αkk!ek.
Da´ı segue que Bk = αkk! e, enta˜o, αk =
Bk
k!
. Poratanto, L−1 =
n−1∑
k=0
Bk
k!
Hk.

Afirmac¸a˜o 3.5 b(t) = L−1ξ(t), ou seja, a matriz L−1 transforma a base das poteˆncias
monomiais na base dos polinoˆmios de Bernoulli.
Demonstrac¸a˜o: Das relac¸o˜es utilizadas para demonstrar a afirmac¸a˜o anterior e mais
b(t) = P tb(0), segue que:
b(t) = P tb(0) = P tL−1e0 = L
−1P te0 = L
−1
n−1∑
k=0
tk
k!
Hke0 = L
−1
n−1∑
k=0
tkek = L
−1ξ(t).

A seguir, demonstramos algumas propriedades bem conhecidas dos polinoˆmios de
Bernoulli. Tais demonstrac¸o˜es faremos apenas lanc¸ando ma˜o da teoria matricial desen-
volvida ate´ aqui.
Afirmac¸a˜o 3.6 Bk(1− t) = (−1)kBk(t).
Demonstrac¸a˜o: Multiplicando a igualdade b(t) = L−1ξ(t) por D(−1), nos dois lados,
obtemos:
D(−1)b(t) = D(−1)L−1ξ(t).
Mas, LD(−1) = PD(−1)L⇒ D(−1) = L−1PD(−1)L. Logo,
D(−1)b(t) = L−1PD(−1)ξ(t).
Agora, usando as igualdades D(−1)ξ(t) = ξ(−t), Pξ(−t) = ξ(1− t) e, novamente, b(t) =
L−1ξ(t), segue que:
D(−1)b(t) = L−1Pξ(−t) = L−1ξ(1− t) = b(1− t).
Tomando a igualdade em cada coordenada, obtemos a relac¸a˜o desejada.

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Observac¸a˜o: Em particular, se tomarmos t = 0, temos D(−1)b(0) = b(1) e, como
D(−1)−1 = D(−1), b(0) = D(−1)b(1). Usando o fato que b(1) = Pb(0), obtemos
D(−1)Pb(0) = b(0), o que mostra que b(0), o vetor dos nu´meros de Bernoulli, e´ autovetor
da matriz D(−1)P , associado ao autovalor 1.
Afirmac¸a˜o 3.7 Bk(j + 1)− Bk = k ·
j∑
t=0
tk−1, j ∈ N.
Demonstrac¸a˜o: Antes de provar esta igualdade, precisamos mostrar que I + HL = P
(H = PL−1 − L−1):
Sabemos que L˜ = P−1L e I−HL˜ = P−1. Logo, I−HP−1L = P−1. Como P−1 e´ polinoˆmio
em H, HP−1 = P−1H. Segue enta˜o que I−P−1HL = P−1 ⇒ P−HL = I ⇒ P = I+HL.
Agora, usando tambe´m que b(t) = L−1ξ(t) e b(t + 1) = Pb(t), obtemos:
b(t+1)−b(t) = Pb(t)−b(t) = (P −I)b(t) = (P −I)L−1ξ(t) = (PL−1−L−1)ξ(t) = Hξ(t).
A igualdade b(t + 1) − b(t) = Hξ(t), tomando t = 0, 1, . . . , j, remete-nos ao seguinte
sistema: 
b(j + 1) − b(j) = Hξ(j)
b(j) − b(j − 1) = Hξ(j − 1)
...
b(2) − b(1) = Hξ(1)
b(1) − b(0) = Hξ(0)
E, somando as equac¸o˜es, obtemos:
b(j+1)−b(0) = H(ξ(0)+ξ(1)+. . .+ξ(j−1)+ξ(j)) = H


0
0
...
0
+ . . . +

1
j
...
jn−1

 =
H

j∑
t=0
t0
j∑
t=0
t
...
j∑
t=0
tn−1

=

0
1 ·
j∑
t=0
t0
2 ·
j∑
t=0
t1
...
(n− 1)
j∑
t=0
tn−2

.
Tomando a igualdade em cada coordenada, obte´m-se a relac¸a˜o desejada.
3.2.1 Matriz de Bernoulli
Definic¸a˜o 3.4 A matriz B(t) :=
(
b(t) Pb(t) . . . P n−1b(t)
)
=
=
(
b(t) b(t + 1) . . . b(t + n− 1)
)
e´ a matriz de Bernoulli.
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Podemos relacionar a matriz de Bernoulli com a Matriz de Vandermonde W (t) ja´
definida anteriormente.
Por termos b(t) = L−1ξ(t) (ξ(t) = Lb(t)), conclu´ımos que W (t) pode ser reescrita
como
W (t) = LB(t).
As matrizes F (matriz companheira) e M do Cap´ıtulo 3 tambe´m podem ser reescritas
em termos de B(t):
(1) F := W (t)−1PW (t) = B(t)−1L−1PLB(t) = B(t)−1PL−1LB(t) = B(t)−1PB(t);
(2) M := W (t)−1HW (t) = B(t)−1L−1HLB(t) = B(t)−1HL−1LB(t) = B(t)−1HB(t).
Nas igualdades acima foi usado o fato que P e L−1 comutam, pois ambas sa˜o polinoˆmios
em H.
Se definirmos Q := W (t)−1LW (t), fazendo um racioc´ınio ana´logo, obtemos Q =
B(t)−1LB(t) e podemos observar tambe´m que
QM = B(t)−1LB(t)B(t)−1HB(t) = B(t)−1LHB(t) = B(t)−1(P−I)B(t) = B(t)−1PB(t)−
B(t)−1B(t) = F − I.
3.3 Polinoˆmios de Bernstein
Definic¸a˜o 3.5 A matriz tal que
[Be(t)]ij =
{ (
i
j
)
tj(1− t)i−j , para i > j.
0 , para as demais.
i, j = 0, . . . , n− 1
e´ a matriz de Bernstein 2.
Afirmac¸a˜o 3.8 Be(t) = PD(t)P
−1.
Demonstrac¸a˜o: PD(t)P−1 = P 1−tP tD(t)P−1.
Pela Afirmac¸a˜o 1.4, P 1−t = P (1−t) = D(1−t)PD(1−t)−1 e P tD(t)P−1 = P (t)D(t)P−1 =
D(t)PD(t)−1D(t)P−1 = D(t). Portanto,
2Sergei Natanovich Bernstein nasceu em 1880, na Ucraˆnia, e morreu em 1968, na antiga Unia˜o
Sovie´tica. Suas principais a´reas de atuac¸a˜o foram ana´lise nume´rica, na qual trabalhou com a teoria
de melhor aproximac¸a˜o de func¸o˜es e interpolac¸a˜o, e probabilidade, a qual tentou axiomatizar, estudou
a lei dos grandes nu´meros e os processos de Markov. Tambe´m buscou aplicac¸o˜es da probabilidade a`
gene´tica
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[D(1− t)]P [D(1− t)]−1D(t) =

(1− t)0
1− t
. . .
(1− t)n−1
×
×

(
0
0
)
0 . . . 0(
1
0
) (
1
1
) . . . ...
...
...
. . . 0(
n−1
0
) (
n−1
1
)
. . .
(
n−1
n−1
)


1
(1−t)0
1
1−t
. . .
1
(1−t)n−1


10
t
. . .
tn−1
 =
=

(
0
0
)
(1− t)0 0 . . . 0(
1
0
)
(1− t)1 (1
1
)
(1− t)1 . . . ...
...
...
. . . 0(
n−1
0
)
(1− t)n−1 (n−1
1
)
(1− t)n−1 . . . (n−1
n−1
)
(1− t)n−1


t0
t1
(1−t)1
. . .
tn−1
(1− t)n−1
 =
=

(
0
0
)
(1− t)0t0 0 . . . 0(
1
0
)
(1− t)t0 (1
1
)
(1− t)0t1 . . . ...
...
...
. . . 0(
n−1
0
)
(1− t)n−1t0 (n−1
1
)
(1− t)n−1−1t1 . . . (n−1
n−1
)
(1− t)n−1−(n−1)tn−1
 = Be(t).

Definic¸a˜o 3.6 As entradas [Be(t)]ij := B
i
j(t) sa˜o os polinoˆmios de Bernstein.
Exemplo: Matriz de Bernstein 3× 3:
Be(t) =

1 0 0
1− t t 0
(1− t)2 2t(1− t) t2
 .
Segue enta˜o que os polinoˆmios de Bernstein ate´ o segundo grau sa˜o:
B00(t) = 1;
B10(t) = 1− t, B11(t) = t;
B20(t) = (1− t)2, B21(t) = 2t(1− t), B22(t) = t2.
Tais polinoˆmios sa˜o muito u´teis no estudo das curvas de Be´zier. Uma curva de Be´zier
qualquer de grau n (Bn(t)) tem sua trajeto´ria descrita por
Bn(t) =
n∑
i=0
Bni (t)Pi,
em que Pi sa˜o os chamados pontos de controle.
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Figura 3.3: Gra´fico dos polinoˆmios de Bernstein de primeiro e segundo graus no intervalo
[0, 1].
As curvas de Be´zier foram, a princ´ıpio, desenvolvidas para modelar as formas aerodinaˆ-
micas de automo´veis modernos mas, hoje em dia, teˆm inu´meras aplicac¸o˜es, principalmente
nos softwares de computac¸a˜o gra´fica.
No cap´ıtulo 5, proporemos um algoritmo para computar curvas de Be´zier usando a
identidade da Afirmac¸a˜o 3.8. Este algoritmo usara´ tambe´m o que desenvolveremos no
cap´ıtulo 4, para acelerar o ca´lculo das curvas.
Voltando aos polinoˆmios de Bernstein, veremos que a definic¸a˜o matricial dada a eles
nos permitira´ demonstrar algumas interessantes propriedades.
Uma delas e´ a fo´rmula que os expressa como combinac¸a˜o linear das poteˆncias mono-
miais.
Afirmac¸a˜o 3.9 Bij(t) =
i∑
k=j
(−1)k−j
(
i
k
)(
k
j
)
tk.
Demonstrac¸a˜o: Das definic¸o˜es 3.5 e 3.6, segue que:
Bij(t) = e
T
i Be(t)ej = e
T
i PD(t)P
−1ej =
= eTi PD(t)

(−1)0−0(0
0
)
0 . . . 0
(−1)1−0(1
0
)
(−1)1−1(1
1
) . . . ...
...
...
. . . 0
(−1)n−1(n−1
0
)
(−1)n−1−1(n−1
1
) ... (−1)n−1−(n−1)(n−1
n−1
)
 ej =
34
= eTi PD(t)

0
...
0
(−1)j−j(j
j
)
...
(−1)n−1−j(n−1
j
)

= eTi P

0
...
0
tj(−1)j−j(j
j
)
...
tn−1(−1)n−1−j(n−1
j
)

=
= eTi

0∑
k=j
tk(−1)k−j
(
0
k
)(
k
j
)
...
n−1∑
k=j
tk(−1)k−j
(
n− 1
k
)(
k
j
)

=
i∑
k=j
tk(−1)k−j
(
i
k
)(
k
j
)
.

Introduzimos agora o vetor e :=
(
1 1 . . . 1
)T
. Veˆ-se claramente que D(t)e =
ξ(t).
Uma relac¸a˜o que da´ os vetores ξ(t) em termos de Be(t) pode ser conseguida da seguinte
forma:
Be(t)Pe = PD(t)P
−1Pe = PD(t)e = Pξ(t) = ξ(t + 1).
Como ξ(1) = e, segue que:
Be(t)Pe = Be(t)Pξ(1) = Be(t)ξ(2)⇒ ξ(t + 1) = Be(t)ξ(2).
A seguir, colocamos mais algumas propriedades dos polinoˆmios de Bernstein.
Afirmac¸a˜o 3.10
i∑
j=0
Bij(t) = 1, ou seja, os polinoˆmios de Bernstein de grau i constituem
uma partic¸a˜o da unidade.
Demonstrac¸a˜o: Note que Be(t)Pej = t
jPej, pois
Be(t)Pej = PD(t)ej =

t0
(
0
0
)
0 . . . 0
t0
(
1
0
)
t1
(
1
1
) . . . ...
...
...
. . . 0
t0
(
n−1
0
)
t1
(
n−1
1
)
. . . tn−1
(
n−1
n−1
)
 ej =

0
...
0
tj
(
j
j
)
...
tj
(
n−1
j
)

= tjPej.
Esta relac¸a˜o nos conta que Pej (a j-e´sima coluna da matriz de Pascal) e´ autovetor de
Be(t) associado ao autovalor t
j. Em particular, para j = 0:
Be(t)Pe0 = t
0Pe0 ⇒ Be(t)

1
...
1
 =

1
...
1
 .
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Tomando a igualdade em cada coordena, obte´m-se a relac¸a˜o desejada.

Afirmac¸a˜o 3.11 Bij(ct) =
i∑
k=0
Bik(c)B
k
j (t) (propriedade de subdivisa˜o).
Demonstrac¸a˜o: Be(c)Be(t) = PD(c)P
−1PD(t)P−1 = PD(c)D(t)P−1 = PD(ct)P−1 =
Be(ct)⇒ Be(ct) = Be(c)Be(t)⇒ Bij(ct) =
i∑
k=0
Bik(c)B
k
j (t).

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Cap´ıtulo 4
Algoritmo de complexidade O(n log n)
para resoluc¸a˜o de sistemas do tipo
Pascal sime´trico
Nesta sec¸a˜o exploraremos os artigos de Xiang, Linzhang e Jituan ([10] e [11]) que
propo˜e um algoritmo ra´pido (O(nlogn)) para resoluc¸a˜o de sistemas do tipo Pˆ x = b, em
que Pˆ e´ a matriz de Pascal sime´trica que possui as seguintes entradas:
[Pˆ ]ij =
(
i + j
i
)
, i, j = 0, . . . , n− 1.
4.1 Sistema Pˆ x = b
Sabemos, pela Afirmac¸a˜o 1.4, que
P−1 = P (−1) = diag((−1)0, (−1)1, . . . , (−1)n−1)︸ ︷︷ ︸
D(−1)
P · diag((−1)0, (−1)1, . . . , (−1)n−1).
Assim,
Pˆ x = b⇔ PP Tx = b⇔ x = (PP T )−1b⇔ x = P−T P−1b⇔
⇔ x = [D(−1)PD(−1)]T [D(−1)PD(−1)]b⇔ x = D(−1)P T [D(−1)]2︸ ︷︷ ︸
I
PD(−1)b⇔
x = D(−1)P T PD(−1)b.
Pela fo´rmula acima, notamos que se acharmos uma maneira ra´pida de avaliar o produto
D(−1)P T PD(−1)b, obteremos um algoritmo ra´pido para o sistema Pˆ x = b.
O primeiro passo nesta direc¸a˜o sera´ provar o seguinte teorema:
37
Teorema 4.1 P = diag(d1)Tdiag(d2), em que d1 =
(
0! 1! . . . (n− 1)!
)T
, d2 =
(
1
0!
1
1!
. . .
1
(n− 1)!
)T
e T =

1 0 0 . . . 0
1 1 0 . . . 0
1
2!
1
1!
1 . . . 0
...
...
...
. . .
...
1
(n−1)!
1
(n−2)!
1
(n−3)!
. . . 1

.
Demonstrac¸a˜o: diag(d1)Tdiag(d2) =
=

0!
1!
. . .
(n− 1)!


1
0!
1
1!
1
0!
...
...
. . .
1
(n−1)!
1
(n−2)!
. . . 1
0!


1
0!
1
1!
. . .
1
(n−1)!
 =
=

0!
1!
. . .
(n− 1)!


1
0!0!
1
1!0!
1
0!1!
...
...
. . .
1
(n−1)!0!
1
(n−2)!1!
. . . 1
0!(n−1)!
 =
=

0!
0!0!
1!
1!0!
1!
0!1!
...
...
. . .
(n−1)!
(n−1)!0!
(n−1)!
(n−2)!1!
. . . (n−1)!
0!(n−1)!
 =

(
0
0
)(
1
0
) (
1
1
)
...
...
. . .(
n−1
0
) (
n−1
1
)
. . .
(
n−1
n−1
)
 = P .

Com esta nova relac¸a˜o envolvendo a matriz de Pascal podemos reescrever a soluc¸a˜o
do sistema Pˆ x = b como
x = D(−1)P TPD(−1)b = D(−1)(diad(d1)Tdiag(d2))T (diag(d1)Tdiag(d2))D(−1)b =
= D(−1)(diag(d2))T T T (diag(d1))T diag(d1)Tdiag(d2)D(−1)b
⇒ x = D(−1)diag(d2)T T (diag(d1))2Tdiag(d2)D(−1)b.
Como produto matriz-vetor envolvendo matriz-diagonal pode ser rapidamente com-
putado (em n operac¸o˜es) basta acharmos uma estrate´gia para computar o produto matriz-
vetor envolvendo T e T T . E´ disto que trata a pro´xima sec¸a˜o.
4.2 Produtos envolvendo matrizes de Toeplitz
Para chegarmos a um algoritmo ra´pido para avaliar produtos matriz-vetor envolvendo
matrizes de Toeplitz, que sera˜o definidas mais adiante, precisaremos estudar primeira-
mente as matrizes denominadas circulantes.
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Definic¸a˜o 4.1 Uma matriz Hn(h) ∈ Rn×n e´ dita circulante se possui a seguinte estrutura:
Hn(h) =
(
h Rnh R
2
nh . . . R
n−1
n h
)
,
em que
Rn =
(
e1 e2 . . . en−1 e0
)
=

0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0

(matriz de permutac¸a˜o).
Exemplo: h =
(
1 2 3
)T
⇒ H3(h) =

1 2 3
2 1 3
3 2 1
.
No que segue, mostraremos que toda matriz circulante e´ similar a uma matriz diagonal
por uma mudanc¸a de base determinada por
Fn =

1 1 1 . . . 1
1 ωn ω
2
n . . . ω
n−1
n
...
...
...
...
1 ωn−1n ω
2(n−1)
n . . . ω
(n−1)2
n

(denominada matriz de Fourier), em que ωn = cos
2pi
n
+ isen
2pi
n
.
Lema 4.1 Seja h =
(
h0 h1 . . . hn−1
)T
∈ Rn. Enta˜o Hn(h) = h0I + h1Rn + . . . +
hn−1R
n−1
n .
Demonstrac¸a˜o: Primeiramente, introduzimos a seguinte notac¸a˜o: se j ≡ k(modn), enta˜o
k = 〈j〉n. Note que Rn =
(
e〈1〉n e〈2〉n . . . e〈n〉n
)
e, para j tal que 0 6 j 6 n−1, Rjn =(
e〈j〉n e〈j+1〉n . . . e〈j+n−1〉n
)
. Enta˜o, (h0I+h1Rn+. . .+hn−1R
n−1
n )ej = h0ej+h1Rnej+
. . .+hn−1R
n−1
n ej = h0e〈j〉n+h1e〈j+1〉n+. . .+hn−1e〈j+n−1〉n =
(
e〈j〉n . . . e〈j+n−1〉n
)
h0
...
hn−1
 =
Rjnh = Hn(h)ej. Logo, a j-e´sima coluna de h0I + . . . + hn−1R
n−1
n e´ igual a` j-e´sima coluna
de Hn(h), 0 6 j 6 n− 1, ou seja, h0I + . . . + hn−1Rn−1n = Hn(h).

Lema 4.2 FnRn = DnFn, em que Dn = diag(1, ωn, . . . , ω
n−1
n ).
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Demonstrac¸a˜o: [FnRn]kj = [Fn(k, :)]
T [rn(:, j)] =
(
1 ωkn ω
2k
n . . . ω
(n−1)k
n
)
ej+1 =
ω
k(j+1)
n = ωknω
kj
n = ω
k
ne
T
k

1
ωjn
...
ω
(n−1)j
n
 = (ωknek)T

1
ωjn
...
ω
(n−1)j
n
 = [Dn(k, :)]T [Fn(:, j)] =
[DnFn]kj.

Teorema 4.2 Hn(h) = F
−1
n diag(Fnh)Fn.
Demonstrac¸a˜o: Seja Dn = diag(1, ω, . . . , ω
n−1). Pelo Lema 4.2, temos que FnRnF
−1
n =
Dn. Enta˜o, pelo lema 4.1, FnHn(h)F
−1
n = Fn
(
n−1∑
k=0
hkR
k
n
)
F−1n =
n−1∑
k=0
hkFnR
k
nF
−1
n =
n−1∑
k=0
hk(FnRnF
−1
n )k =
n−1∑
k=0
hkD
k
n = p(Dn), em que p(z) = h0 + h1z + . . . + hn−1z
n−1. E´
claro que p(Dn) e´ diagonal, pois e´ soma e produto de matrizes diagonais. Ale´m disso,
[p(Dn)]kk = p(ω
k) = h0 + h1ω
k + . . . + hn−1ω
k(n−1) = [Fnh]k. Portanto, FnHn(h)F
−1
n =
diag(Fnh) e, enta˜o, Hn(h) = F
−1
n diag(Fnh)Fn.

A igualdade que acabamos de demonstrar e´ u´til para efetuar o produto matriz-vetor
envolvendo matrizes circulantes, devido a` rapidez do algoritmo de Cooley-Tukey para
efetuar produtos envolvendo matrizes de Fourier.
Tal algoritmo e´ conhecido como transformada ra´pida de Fourier (FFT - fast Fourier
transfrom) e permite efetuar Fnx, x ∈ Rn, em O(n log n) operac¸o˜es. A riqueza deste
algoritmo e´ ta˜o grande que separamos um apeˆndice (Apeˆndice D) para melhor explora´-la.
Dado x ∈ Rn e Hn(h) ∈ Rn×n uma matriz circulante, calculamos Hn(h)x da seguinte
forma
x← Fnx via FFT, O(nlogn) operac¸o˜es
b← Fnh via FFT, O(nlogn) operac¸o˜es
x← diag(b)x, O(n) operac¸o˜es
x← F−1n x via IFFT, O(nlogn) operac¸o˜es
Observac¸a˜o: IFFT e´ a transformada ra´pida de Fourier inversa, que tambe´m tem custo
O(nlogn) para ser efetuada.
Definic¸a˜o 4.2 Uma matriz n × n T (a) = (tkj) e´ dita de Toeplitz se existe um vetor
a =
(
a−n+1 . . . a−1 a0 a1 . . . an−1
)T
tal que [T ]jk = ak−j, ∀k, j = 0, . . . , n− 1.
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Observac¸a˜o: Em outras palavras, a definic¸a˜o acima quer dizer que T e´ constante ao
longo de suas diagonais.
Por exemplo, se a =
(
a−2 a−1 a0 a1 a2
)
teremos a matriz de Toeplitz 3 × 3
associada
T (a) =

a0 a1 a2
a−1 a0 a1
a−2 a−1 a0
 .
Para avaliar produtos de matrizes de Toeplitz por vetores, e´ comum o uso da te´cnica
que descreveremos a seguir.
Dada uma matriz de Toeplitz T ∈ Rn×n, constru´ımos uma matriz circulante CT ∈
R(2n−1)×(2n−1) tal que T = CT (0 : n − 1, 0 : n − 1). Por exemplo, se T e´ como acima,
obtemos
CT =

a0 a1 a2 a−2 a−1
a−1 a0 a1 a2 a−2
a−2 a−1 a0 a1 a2
a2 a−2 a−1 a0 a1
a1 a2 a−2 a−1 a0

.
De maneira geral, dada uma matriz de Toeplitz T (a), constru´ımos a matriz circulante
CT =
(
c Rmc . . . R
m−1
m c
)
= Hn(c), em que c =
(
a(0 : −n + 1)
a(n− 1 : 1)
)
e Rme´ a matriz
de permutac¸a˜o definida na sec¸a˜o anterior. E´ claro que CT (0 : n− 1, 0 : n− 1) = T (a).
Agora, para efetuarmos o produto matriz-vetor Tx, em que T ∈ Rn×n e´ de Toeplitz e
x =
(
x0 x1 . . . xn−1
)T
, definimos CT como acabamos de fazer e xˆ =
(
x0 . . . xn−1 0 . . . 0
)T
e efetuamos z = CT xˆ pelo algoritmo apresentado anteriormente (efetuando duas FFT’s,
uma IFFT e um produto diagonal-vetor).
Uma vez calculado z e´ fa´cil ver que
Tx = z(0 : n− 1).
4.2.1 Algoritmo
No que se segue, apresentamos um algoritmo em MATLAB que efetua o produto Tx
em que T e´ de Toeplitz, conforme apresentado na sec¸a˜o anterior.
function y = FastToep(T,v)
n = length(T);
v = [v’,zeros(n-1,1)’]’;
d = T(:,1)’;
d1 = T(1,n:-1:2);
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d = [d,d1]’;
z=ifft(fft(d).*fft(v));
y = z(1:n);
4.3 Aplicac¸a˜o ao sistema Pascal sime´trico
Conforme mostramos na sec¸a˜o 4.1, o problema Pˆ x = b e´ solucionado por
x = D(−1)diag(d2)T Tdiag(d1)2Tdiag(d2)D(−1)b,
em que T e´ a matriz de Toeplitz obtida no Teorema 4.1.
A seguir, apresentamos um algoritmo que calcula x aproveitando as estruturas das
matrizes diagonais e de Toeplitz e utilizando o algoritmo que acabamos de expor:
function x = FastalgPascal(b)
n = length(b);
x=b;
for i=2:2:n
x(i) = -x(i);
end
d(1) = 1;
for i=1:n-1
d(i+1) = d(i)*i;
end
d=d’;
x = x./d;
t1 = 1./d;
t2 = [1,zeros(1,n-1)]’;
T = toeplitz(t1,t2);
x = FastToep(T,x);
x= (d.^2).*x;
T=T’;
x=FastToep(T,x);
x=x./d;
for i=2:2:n
x(i) = -x(i);
end
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4.4 Aplicac¸o˜es a outras situac¸o˜es
Nas sec¸o˜es anteriores, estudamos va´rias te´cnicas de A´lgebra Linear com o objetivo de
resolver sistemas lineares envolvendo a matriz de Pascal sime´trica. Mas e´ fa´cil ver que
pequenas modificac¸o˜es no algoritmo que acabamos de apresentar podem resolver outros
problemas com a mesma complexidade:
• Sistemas envolvendo a matriz de Pascal triangular inferior: Pelas decom-
posic¸o˜es anteriores da matriz de Pascal P, sabemos que a soluc¸a˜o do sistema Px = b
e´
x = D(−1)diag(d1)Tdiag(d2)D(−1)b,
em que D(−1) = diag((−1)0, (−1)1, . . . , (−1)n−1) e diag(d1), diag(d2) e T sa˜o as matrizes
descritas no Teorema 4.1.
Como podemos efetuar o produto matriz de Toeplitz-vetor em O(nlogn) operac¸o˜es, con-
forme descrito na sec¸a˜o 4.2, podemos resolver o sistema acima em O(nlogn) operac¸o˜es.
• Produtos matriz-vetor com matrizes de Pascal: Para efetuarmos os produtos
Px e Pˆ x em O(nlogn) operac¸o˜es basta, novamente usarmos as decomposic¸o˜es anteriores:
Px = diag(d1)Tdiag(d2)x, Pˆx = PP
Tx = diag(d1)Tdiag(d2)
2T T diag(d1)x.
4.5 Ana´lise de condicionamento
Atrave´s de uma decomposic¸a˜o da matriz de Pascal triangular inferior envolvendo ma-
trizes de Toeplitz e diagonais (veja Teorema 4.1) conseguimos, nas sec¸o˜es passadas, de-
senvolver algoritmos que resolvam problemas envolvendo matrizes de Pascal em O(nlogn)
operac¸o˜es.
Estes algoritmos, pore´m, sa˜o muito imprecisos. Considere, por exemplo, o problema
de resolver o sistema linear Pˆ x = b em que
Pˆ =

1 1 1 1
1 2 3 4
1 3 6 10
1 4 10 20
 , b =

4
10
20
35
 .
A soluc¸a˜o exata para o problema e´ x∗ =
(
1 1 1 1
)T
, enquanto a obtida pelo algo-
ritmo apresentado na sec¸a˜o 4.3 foi(
1.00000000000001 0.99999999999998 1.00000000000002 0.99999999999999
)T
,
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o que e´ inaceita´vel para um sistema ta˜o pequeno.
Isso se deve ao fato dos vetores d1, d2 e da matriz T do Teorema 4.1 possu´ırem entradas
de magnitudes muito diferentes.
Em termos de nu´mero de condicionamento temos, por exemplo, que
κ2(diag(d1)) = ‖diag(d1)‖2‖diag(d1)−1‖2 =
√
λmax(diag(d1)2)
√
λmax((diag(d1)−1)2) =
=
√
(n− 1)!2
√
12 = (n− 1)!,
pois os autovalores de diag(d1)
2 sa˜o (1!)2, (2!)2, . . . , (n−1)!2 e os autovalores de (diag(d1)−1)2
sa˜o 1
(n−1)!2
, 1
(n−2)!2
, . . . , 1
1!
.
Observamos que na˜o e´ necessa´rio n ser um nu´mero grande para termos κ2(diag(d1)) =
(n− 1)! ser grande.
Ale´m disso, as entradas do tipo 1
k!
, 1 6 k 6 n − 1, sa˜o interpretadas como zero pelo
computador, conforme n cresce, o que acarreta em impreciso˜es nas operac¸o˜es feitas.
Visando corrigir este problema, apresentaremos, na pro´xima sec¸a˜o, uma decomposic¸a˜o
da matriz de Pascal muito similar a` do Teorema 4.1, diferindo apenas por um escalamento
nas entradas das matrizes envolvidas.
4.6 Pre´-Condicionamento de P
Teorema 4.3 ∀t 6= 0 P = diag(d1(t))T (t)diag(d2(t)), em que
d1(t) =
(
0!
1!
t
. . .
(n− 1)!
tn−1
)T
,
d2(t) =
(
1
0!
t
1!
. . .
tn−1
(n− 1)!
)T
e
T (t) =

1 0 0 . . . 0
t
1!
1 0 . . . 0
t2
2!
t
1!
1 . . . 0
...
...
...
. . .
...
tn−1
(n−1)!
tn−2
(n−2)!
tn−3
(n−3)!
. . . 1

.
Demonstrac¸a˜o:
diag(d1(t))T (t)diag(d2(t)) =
0!
1!
t
. . .
(n−1)!
tn−1


1
0!
t
1!
1
0!
...
...
. . .
tn−1
(n−1)!
tn−2
(n−2)!
. . . 1
0!


1
0!
t
1!
. . .
tn−1
(n−1)!
 =
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=
0!
1!
t
. . .
(n−1)!
tn−1


1
0!0!
t
1!0!
t
0!1!
...
...
. . .
1
(n−1)!0!
tn−1
(n−2)!1!
. . . t
n−1
0!(n−1)!
 =
=

0!
0!0!
1!
1!0!
1!
0!1!
...
...
. . .
(n−1)!
(n−1)!0!
(n−1)!
(n−2)!1!
. . . (n−1)!
0!(n−1)!
 =

(
0
0
)(
1
0
) (
1
1
)
...
...
. . .(
n−1
0
) (
n−1
1
)
. . .
(
n−1
n−1
)
 = P.

No que segue, buscaremos o paraˆmetro t > 1 de modo que as entradas das matrizes
d2(t) e T (t), que sa˜o da forma
f(m) =
tm
m!
, m = 0, 1, . . . , n− 1,
sejam as mais pro´ximas poss´ıveis, em grandeza. Ou seja, queremos t tal que o quociente
do ma´ximo de f(m) pelo mı´nimo de f(m) seja o menor poss´ıvel.
Observe que uma escolha de t tal que 0 6 t < 1 agravaria o fato das entradas das
matrizes serem muito pro´ximas de zero. Por isso, buscamos t > 1.
Definic¸a˜o 4.3 Dado α ∈ R,
(i) o cha˜o de α e´ dado por bαc = max{n ∈ Z : n 6 α},
(ii) o teto de α e´ dado por dαe = min{n ∈ Z : n > α}.
Lema 4.3 (i) f(m) =
tm
m!
e´ na˜o decrescente para m tal que m 6 btc 6 t.
(ii) f(m) e´ na˜o crescente para m tal que t 6 dte 6 m.
Demonstrac¸a˜o:
(i) f(m− 1) = t
m−1
(m− 1)! =
m
m
tm−1
(m− 1)! 6
tm
m!
= f(m), pois m 6 t.
(ii) f(m) =
tm
m!
=
m + 1
m + 1
tm
m!
>
tm+1
(m + 1)!
= f(m + 1), pois m + 1 > t.

Baseado neste lema e separando o problema em casos, buscaremos o melhor valor para
t.
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Caso 1: t > n− 1.
Pelo Lema 4.3, temos que f(m) e´ na˜o decrescente e, portanto,
fmin = f(0) = 1, fmax = f(n− 1) = t
n−1
(n− 1)! ⇒
fmax
fmin
=
tn−1
(n− 1)! .
Logo, neste caso, devemos selecionar t = n− 1.
Caso 2: 1 6 t < n− 1.
Se m e´ tal que 0 6 m 6 t, enta˜o, pelo lema,
fmin = f(1) = 1, fmax = f(btc) = t
btc
(btc)! ⇒
fmax
fmin
=
tbtc
(btc)! .
E no caso em que t 6 m 6 n− 1, temos
fmin = f(n− 1) = t
n−1
(n− 1)! , fmax = f(dte) =
tdte
(dte)! ⇒
fmax
fmin
=
=
tdte(n− 1)!
tn−1(dte)! .
No que segue, denotaremos f1(t) =
tbtc
(btc)! e f2(t) =
tdte(n− 1)!
tn−1(dte)! . O pro´ximo teorema
nos fornece um resultado importante que fara´ com que procuremos o paraˆmetro t apenas
no intervalo [1, n− 1].
Teorema 4.4 (i) f1(t) =
tbtc
btc! e´ crescente, para t > 0;
(ii) f2(t) =
tdte(n− 1)!
dte! tn−1 e´ na˜o crescente, para t > 0.
Ale´m disso, f1(t) e´ cont´ınua e f2(t) e´ descont´ınua apenas nos inteiros.
Demonstrac¸a˜o:
(i) Observamos que para t ∈ (k, k+1), k = 1, . . . , n−2, a func¸a˜o e´ diferencia´vel, pois se
trata do polinoˆmio
tk
k!
. Ale´m disto,
d
dt
(
tk
k!
)
=
tk−1
(k − 1)! > 0, pois t > 0. Portanto,
f1(t) e´ crescente em cada intervalo do tipo acima.
Um ra´pido ca´lculo nos mostra que essa func¸a˜o e´ cont´ınua nos pontos inteiros do
domı´nio:
lim
t→k−
tbtc
btc! = limt→k−
tk−1
(k − 1)! =
kk−1
(k − 1)! =
kk
k(k − 1)! =
=
kk
k!
= lim
t→k+
tk
k!
= lim
t→k+
tbtc
btc! .
Logo,
lim
t→k
f1(t) = lim
t→k
tbtc
btc! =
kk
k!
= f1(k).
Isto termina a demonstrac¸a˜o de (i).
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(ii) Se t ∈ (n− 2, n− 1], afirmamos que t
dte(n− 1)!
dte!tn−1 ≡ 1. De fato,
tdte(n− 1)!
dte!tn−1 =
tn−1(n− 1)!
(n− 1)!tn−1 ≡ 1.
Agora, se t ∈ (k, k + 1), k = 1, . . . , n− 3, temos que
tdte(n− 1)!
dte!tn−1 =
tk+1(n− 1)!
(k + 1)!tn−1
=
(n− 1)!
(k + 1)!tn−k−2
,
que e´ diferencia´vel, pois e´ uma func¸a˜o racional com denominador diferente de zero.
Ale´m disto,
d
dt
(
(n− 1)!
(k + 1)!tn−k−2
)
=
(n− 1)!
(k + 1)!
d
dt
t−(n−k−2) =
=
(n− 1)!
(k + 1)!︸ ︷︷ ︸
>0
−(n− k − 2)︸ ︷︷ ︸
<0
1
tn−k−1︸ ︷︷ ︸
>0
< 0.
Portanto, f2(t) e´ decrescente em cada sub-intervalo da forma acima.
Agora vamos provar que f2(t) e´ descont´ınua nos inteiros, mas que os pulos de de-
scontinuidade sa˜o decrescentes:
 lim
t→k−
tdte(n− 1)!
dte!tn−1 = limt→k−
tk(n− 1)!
k!tn−1
=
kk(n− 1)!
k!kn−1
;
 lim
t→k+
tdte(n− 1)!
dte!tn−1 = limt→k+
tk+1(n− 1)!
(k + 1)!tn−1
=
=
kk+1(n− 1)!
(k + 1)!kn−1
=
k
k + 1︸ ︷︷ ︸
<1
kk(n− 1)!
k!kn−1
<
kk(n− 1)!
k!kn−1
=
= lim
t→k−
tdte(n− 1)!
dte!tn−1 .
Portanto,
lim
t→k−
f2(t) > lim
t→k+
f2(t),
ou seja, os pulos de descontinuidade sa˜o decrescentes.

Lema 4.4 nn > (n!)2, para n ∈ N tal que n > 1.
Demonstrac¸a˜o: Sera´ feita por induc¸a˜o em n.
Para n=1 e´ obviamente va´lido pois
11 = (1!)2.
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Suponha va´lido para n− 1, ou seja,
(n− 1)n−1 > ((n− 1)!)2.
Enta˜o nn = nnn−1 > n(n − 1)n−1 > n((n − 1)!)2 = n
(
n!
n
)2
=
1
n
(n!)2 > (n!)2 ⇒ nn >
(n!)2.

Corola´rio 4.1 O paraˆmetro t procurado esta´ no intervalo [1, n− 1].
Demonstrac¸a˜o: Para t > n− 1, sabemos que min
(
fmax
fmin
)
=
(n− 1)n−1
(n− 1)! .
Mas
(n− 1)n−1
(n− 1)! = f1(n− 1) > f1(t), ∀t ∈ [1, n− 1], pelo Teorema 4.4.
Ale´m disso,
(n− 1)n−1
(n− 1)! > (n− 1)! = f2(1) > f2(t), ∀t ∈ [1, n− 1], em que a primeira
desigualdade decorre do Lema 4.4 e a segunda decorre do Teorema 4.4.

Conforme vimos, dependendo do valor de t em [1, n−1], os inteiros m (0 6 m 6 n−1)
podem cair em qualquer um dos dois sub-casos analisados no caso 2 e o quociente
fmax
fmin
pode ser tanto f1(t) quanto f2(t).
Portanto, procuraremos t tal que o ı´nfimo do ma´ximo entre f1(t) e f2(t) seja atingido,
ou seja
t = argt∈[1,n−1]
(
inf
(
max
(
tbtc
(btc)! ,
tdte(n− 1)!
(dte)!tn−1
)))
.
Por causa do Teorema 4.4, e´ fa´cil ver que, caso exista t˜ ∈ [1, n−1] tal que f1(t˜) = f2(t˜),
este e´ o t procurado.
De fato,
 t ∈ [1, t˜]⇒ f1(t) < f1(t˜) = f2(t˜) 6 f2(t)⇒ max(f1(t), f2(t)) = f2(t) > f2(t˜);
 t ∈ [t˜, n− 1]⇒ f2(t) 6 f2(t˜) = f1(t˜) < f2(t)⇒ max(f1(t), f2(t)) = f1(t) > f1(t˜).
A figura 4.1 ilustra o que acabamos de analisar:
Analisemos algumas propriedades envolvendo f1 e f2:
1. f1(1) = 1, f2(1) = (n− 1)!⇒ f1(1) < f2(1);
2. f1(n− 1) = (n− 1)
n−1
(n− 1)! , f2(n− 1) = 1⇒ f1(n− 1) > f2(n− 1).
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1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Figura 4.1: Gra´fico das func¸o˜es f1 e f2 para n = 4 com o ponto de intersec¸a˜o destacado
(onde o ı´nfimo do ma´ximo entre as func¸o˜es e´ atingido).
Observamos que, caso ambas as func¸o˜es fossem cont´ınuas, a intersec¸a˜o entre os gra´ficos
procurada existiria em decorreˆncia do teorema do valor intermedia´rio do ca´lculo elementar.
Mas, conforme vimos no Teorema 4.4, f2 e´ descont´ınua nos inteiros.
Este problema nos inteiros fara´ com que busquemos t˜ em intervalos da forma (k, k+1).
Lema 4.5 t˜ ∈ (k, k + 1)⇒ t˜ = n−2
√
(n− 1)!
k + 1
.
Demonstrac¸a˜o: t˜ e´ tal que f1(t˜) = f2(t˜). Como t˜ ∈ (k, k + 1), temos que
t˜k
k!
=
t˜k+1(n− 1)!
(k + 1)!t˜n−1
⇒ k + 1
(n− 1)! =
1
t˜n−2
⇒ t˜ = n−2
√
(n− 1)!
k + 1
.

Teorema 4.5 t˜ ∈ (k, k + 1)⇒ k = b n−1√(n− 1)!c.
Pelo lema anterior, se t˜ e´ tal que k < t˜ < k + 1 enta˜o t˜n−2 =
(n− 1)!
k + 1
. Logo, como tn−2 e´
crescente
kn−2 <
(n− 1)!
k + 1
< (k + 1)n−2.
Mas isto implica que
(n− 1)! < (k + 1)n−1 e (n− 1)! > (k + 1)kn−2 > kn−1.
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Portanto,
k = max{m ∈ N|mn−1 < (n− 1)!} = max{m ∈ N|m < n−1
√
(n− 1)!}
= b n−1
√
(n− 1)!c.

Vamos calcular o t o´timo para alguns valores de n. Quando n = 2, o valor de t
procurado e´ 1. Quando n = 3, f1(1) = 1, f2(1) = 2, f2(1
+) = 1. Logo, o valor o´timo e´
1. Observe que, neste caso, f2(1) > f1(1) ≥ f2(1+). Quando n = 4, f1(1) = 1, f2(1) = 6,
f2(1
+) = 3; f1(2) = 2, f2(2) = 1.5, f2(2
+) = 1. Logo, o valor o´timo de t satisfaz
t =
4−2
√
(4− 1)!
1 + 1
,
isto e´, t =
√
3.
Sera´ que existem outros inteiros n, n > 4, tais que, para algum 1 ≤ k ≤ n − 2,
f2(k) ≥ f1(k) ≥ f2(k+)? Note que isso acontece se, e somente se,
kk+1(n− 1)!
(k + 1)! kn−1
≤ k
k
k!
≤ k
k(n− 1)!
k! kn−1
,
ou seja,
kn−1 ≤ (n− 1)! e kn−1 + kn−2 ≥ (n− 1)!.
Observe que, se k ≥ (n− 1)/2, enta˜o
kn−1 ≥ (n− 1
2
)n−1 =
(n− 1)n−1
2n−1
.
Mas, pelo Lema 4.4,
(n− 1)n−1
2n−1
≥ ((n− 1)!)
2
2n−1
.
Como, para n > 3, 2n−1 < (n− 1)!, conclui-se que kn−1 > (n− 1)!.
Logo, se k satisfizer a desigualdade acima, k ≤ (n− 1)/2.
Por outro lado, k deve ser maior que (n− 1)/e, porque
k ≤ n− 1
e
=⇒ kn−1 + kn−2 ≤ (n− 1
e
)n−1[1 +
e
n− 1] <
<
√
2pi(n− 1)(n− 1
e
)n−1 < (n− 1)!,
pela desigualdade de Stirling.
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Assim, se existe inteiro n, n > 4, tal que kn−1 ≤ (n − 1)! e kn−1 + kn−2 ≥ (n − 1)!, para
algum inteiro k, 1 ≤ k ≤ n− 2, enta˜o
n− 1
e
< k <
n− 1
2
.
Calculamos em MATLAB os valores de n entre 5 e 10000 para os quais existia algum
k tal que f2(k) ≥ f1(k) ≥ f2(k+). Os valores encontrados esta˜o na Tabela 4.1.
n k
14 6
38 15
73 28
526 195
3170 1168
5907 2175
7035 2590
7533 3194
7536 3401
Tabela 4.1: kn−1 ≤ (n− 1)! e kn−1 + kn−2 ≥ (n− 1)!
Para cada valor de n na tabela, o valor o´timo para t e´ o valor respectivo de k.
Para os outros valores de n, 5 ≤ n ≤ 10000, o valor o´timo e´ dado por
t˜ =
n−2
√
(n− 1)!
k + 1
em que k = b n−1√(n− 1)!c.
Segue abaixo o co´digo em MATLAB que foi usado para fazer tais testes:
pares=[];
x=1:4;
for n=5:10000
x=[x n];
k0=floor(n/exp(1));
k1=floor(n/2);
for k=k0:k1
y=k./x;
w=prod(y);
z=(1+1/k)*w;
if w<=1& z>=1
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pares=[pares;n k];
end
end
end
Vamos ilustrar a melhora alcanc¸ada com o scaling proposto fazendo o produto P ∗x (em
que P e´ a matriz de Pascal triangular inferior) atrave´s de dois algoritmos: um efetuando
o produto atrave´s da decomposic¸a˜o simples apresentada no Teorema 4.1 e o outro com a
decomposic¸a˜o escalada com o paraˆmetro α = n−2
√
(n− 1)!
k + 1
. Os co´digos de cada um destes
algoritmos seguem abaixo:
function f = produto_direto_pascal(x)
n= length(x);
d(1)=1;
for i= 1:n-1
d(i+1) = d(i)*i;
end
d=d’;
x=x./d;
t1 = 1./d;
t2 = [1,zeros(1,n-1)]’;
T =toeplitz(t1,t2);
x = FastToep(T,x);
f = d.*x;
function f = produto_direto_pascal_escalado(x)
n= length(x);
s=1:n-1;
r=s.^(1/(n-1));
alpha=prod(r);
k=floor(alpha);
alpha=alpha*(alpha/(k+1))^(1/(n-2));
d(1) = 1;
beta=1/alpha;
for i= 1:n-1
d(i+1) = d(i)*i*beta;
end
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d=d’;
x=x./d;
t1 = 1./d;
t2 = [1,zeros(1,n-1)]’;
T =toeplitz(t1,t2);
x = FastToep(T,x);
f = d.*x;
Os vetores-teste foram x = ones(n, 1). Chamamos de y1 o vetor calculado pelo
primeiro algoritmo (sem escalamento) e y2 o vetor calculado pelo segundo. A seguir
apresentamos uma tabela com os erros ||Px− y1||2 e ||Px− y2||2.
n ||Px− y1||2 ||Px− y2||2
10 9.6800e-011 2.4315e-013
20 2.3635 2.3850e-010
30 1.5544e+015 1.3202e-007
40 2.7212e+030 2.1982e-004
50 6.3665e+045 0.3190
Tabela 4.2: Comparac¸a˜o dos erros entre os dois algoritmos.
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Cap´ıtulo 5
Curvas de Be´zier: aplicac¸a˜o da
matriz de Pascal
As curvas de Be´zier sa˜o ferramentas muito usadas por quem trabalha na a´rea de CAD
(computer aided design). Atrave´s delas podem ser projetadas, com bastante versatilidade,
formas aerodinaˆmicas de carros e navios, por exemplo.
Estas curvas foram desenvolvidas, no in´ıcio da de´cada de 60, por dois franceses: Pierre
Be´zier (engenheiro, trabalhava para a Renault) e Paul de Casteljau (matema´tico e f´ısico,
trabalhava para a Citroe¨n). Na˜o houve colaborac¸a˜o entre os dois, pois as companhias
mantinham sigilo sobre os trabalhos desenvolvidos.
Tratam-se de curvas definidas a partir de pontos P0, P1, . . . , Pn ∈ R2 (ou R3) chamados
de pontos de controle. A poligonal P0P1 . . . Pn e´ chamada de pol´ıgono de controle.
Be´zier definiu a curva Bn(t), que futuramente levaria seu nome, pela equac¸a˜o parame´trica
Bn(t) =
n∑
i=0
PiB
n
i (t), t ∈ [0, 1],
em que Bni (t) =
(
n
i
)
ti(1− t)n−i sa˜o os polinoˆmios de Bernstein, ja´ estudados no Cap´ıtulo
3. Em [4], de autoria do pro´prio Be´zier, pode ser visto como ele chegou a tal formulac¸a˜o.
Apesar de levarem o nome de Be´zier, o processo mais utilizado para construir as curvas
Bn(t) e´ o algoritmo de Casteljau, que sera´ discutido na pro´xima sec¸a˜o.
5.1 Algoritmo de Casteljau
Explicaremos o processo de construc¸a˜o de curvas de Be´zier, atrave´s do algoritmo de
Casteljau, com 4 pontos, para facilitar o entendimento. Observamos que o caso geral e´
totalmente ana´logo.
Dados P0, P1, P2, P3 ∈ R2 (ou R3), para cada t, defina os pontos
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P
(1)
0 = (1− t)P0 + tP1,
P
(1)
1 = (1− t)P1 + tP2,
P
(1)
2 = (1− t)P2 + tP3,
que esta˜o sobre os segmentos P0P1, P1P2 e P2P3, respectivamente:
P0
P1 P2
P3
P0
(1)
P1
(1)
P2
(1)
Figura 5.1: Construc¸a˜o dos pontos P
(1)
0 , P
(1)
1 e P
(1)
2 .
Da mesma forma, defina
P
(2)
0 = (1− t)P (1)0 + tP (1)1 ,
P
(2)
1 = (1− t)P (1)1 + tP (1)2 .
P0
P1 P2
P3
P0
(1)
P0
(2)
P1
(1)
P1
(2)
P2
(1)
Figura 5.2: Construc¸a˜o dos pontos P
(2)
0 e P
(2)
1 .
Por fim, defina
Bn(t) := P
(3)
0 = (1− t)P (2)0 + tP (2)1 .
P0
P1 P2
P3
P0
(1)
P0
(2)
P1
(1)
B (t)n
P1
(2)
P2
(1)
Figura 5.3: Construc¸a˜o do ponto P
(3)
0 .
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5.1.1 Custo Computacional
Baseado no processo que acabamos de descrever, podemos generalizar a construc¸a˜o
para n + 1 pontos P0, P1, . . . , Pn, dividindo-a em etapas e calculando o custo computa-
cional, em nu´mero de operac¸o˜es:
• Etapa 1: Ca´lculo dos pontos P (1)0 , . . . , P (1)n−1: 1 subtrac¸a˜o, 1 adic¸a˜o e 2 produtos por
escalar para cada coordenada de cada ponto ⇒ 4 operac¸o˜es elementares para cada coor-
denada de cada ponto⇒ 8 operac¸o˜es para cada ponto⇒ 8(n−1) operac¸o˜es para obtenc¸a˜o
dos pontos.
...
• Etapa k, 1 6 k 6 n: ca´lculo dos pontos P (k)0 , . . . , P (k)n−k: 8(n− k) operac¸o˜es.
Somando o custo computacional em cada etapa, temos que o custo total e´
8(n− 1) + 8(n− 2) + . . . + 8 · 2 + 8 · 1 = 8((n− 1) + (n− 2) + . . . + 2 + 1) = 8n(n− 1)
2
=
4n2 − 4n ≈ O(n2) operac¸o˜es elementares.
5.1.2 Algoritmo
Abaixo, exibimos um co´digo em MATLAB que computa curvas de Be´zier. O dado
de entrada e´ uma matriz cuja primeira coluna sa˜o as abcissas dos pontos de controle e a
segunda coluna sa˜o as ordenadas.
function f=cast(A)
[a,b]=size(A);
t=linspace(0,1,50);
n=length(t);
for i = 1:a
b1(i,1)=A(i,1);
end
for j=1:n
for r = 2:a
for i = 1:a-r+1
b1(i,r) = (1-t(j))*b1(i,r-1) + t(j)*b1(i+1,r-1);
end
end
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x(j)=b1(1,a);
end
for i=1:a
b2(i,1)=A(i,2);
end
for j=1:n
for r=2:a
for i = 1:a-r+1
b2(i,r) = (1-t(j))*b2(i,r-1) + t(j)*b2(i+1,r-1);
end
end
y(j)=b2(1,a);
end
5.2 Algoritmo envolvendo a matriz de Pascal
Pelo que acabamos de descrever, o custo do algoritmo de Casteljau para computar uma
curva de Be´zier definida a partir dos pontos de controle P0, P1, . . . , Pn e´ O(n
2) operac¸o˜es,
para cada t. Atrave´s da teoria que desenvolvemos neste trabalho podemos reduzir a
complexidade do ca´lculo das curvas para O(nlogn), como segue.
Sabemos que as equac¸o˜es parame´tricas para a curva de Be´zier definida por Pi = (xi, yi),
0 6 i 6 n sa˜o
x(t) =
n∑
i=0
Bni (t)xi, y(t) =
n∑
i=0
Bni (t)yi.
Usando a matriz de Bernstein Be(t) definida na Sec¸a˜o 3.3, obtemos
x(t) = eTnBe(t)
−→x , y(t) = eTnBe(t)−→y ,
em que −→x =
(
x0 x1 . . . xn
)T
e −→y =
(
y0 y1 . . . yn
)T
.
Pela Afirmac¸a˜o 3.8
x(t) = eTnPD(t)P
−1−→x , y(t) = eTnPD(t)P−1−→y
e, pela Afirmac¸a˜o 1.4,
x(t) = eTnPD(t)D(−1)PD(−1)−→x , y(t) = eTnPD(t)D(−1)PD(−1)−→y .
Portanto, para cada t ∈ [0, 1], x(t) e y(t) podem ser computadas atrave´s de 3 produtos
matriz-vetor por matrizes diagonais e 2 produtos matriz-vetor pela matriz de Pascal, que
podem ser feitos em O(nlogn) operac¸o˜es.
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5.2.1 Algoritmos
Abaixo, colocamos os co´digos para computar curvas de Be´zier usando o que descreve-
mos na u´ltima sec¸a˜o.
function f = curva_bezier(A)
[a,b] = size(A);
ma=50;
t =linspace(0,1,ma);
n = a;
x = calculo_bezier(t,A(:,1),n);
y =calculo_bezier(t,A(:,2),n);
r=1:n-1;
s=wrev(r);
q=s./r;
q=[1 q];
pa=cumprod(q);
p=pa’;
x=x*p;
y=y*p;
function f = calculo_bezier(t,x,n)
for i=2:2:n
x(i) = -x(i);
end
x = produto_direto_pascal_escalado(x);
for i=2:2:n
x(i) = -x(i);
end
ma=length(t);
s=0:n-1;
v=zeros(ma,n);
for i=1:ma
v(i,:)=t(i).^s;
v(i,:) = v(i,:).*x’;
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end
f=v;
Observac¸o˜es: • As linhas de 9 a 14 do primeiro co´digo constroem, de maneira ra´pida,
a u´ltima linha da matriz de Pascal (eTnP ), que depois sera´ multiplicada pelo produto
D(t)D(−1)PD(−1), que programamos separadamente, chamando-o de “calculo-bezier”.
• O programa “calculo-bezier”efetua, para todo t, o produto D(t)D(−1)PD(−1) de uma
vez so´, tornando a computac¸a˜o destes dados mais eficiente.
5.3 Exemplos e comparac¸o˜es
Nesta sec¸a˜o, colocaremos exemplos bem simples de curvas de Be´zier e discutiremos
como cada um dos algoritmos listados nas sec¸o˜es anteriores (de Casteljau e o que envolve
a matriz de Pascal) se comportaram.
Em cada exemplo, calcularemos os valores de Bn(t) na malha uniforme de 51 pontos
do intervalo [0, 1] (em MATLAB, t = linspace(0, 1, 50)). Os pontos de controle sera˜o
geradas por uma matriz randoˆmica n × 2 (em MATLAB, A = rand(n, 2)). t1 e t2 sa˜o
vetores que mostram o tempo de computac¸a˜o (dado pela func¸a˜o etime do MATLAB) em
10 testes de cada um dos algoritmos, Casteljau e com matriz de Pascal, respectivamente.
Apo´s todos estes dados em cada teste, exibiremos a plotagem dos resultados dados por
cada algoritmo.
5.3.1 n=10
A =
0.4966 0.7271
0.8998 0.3093
0.8216 0.8385
0.6449 0.5681
0.8180 0.3704
0.6602 0.7027
0.3420 0.5466
0.2897 0.4449
0.3412 0.6946
0.5341 0.6213
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t1 =
0.0026
0.0015
0.0014
0.0014
0.0020
0.0014
0.0014
0.0014
0.0017
0.0014
t2 =
0.0189
0.0055
0.0056
0.0057
0.0057
0.0060
0.0061
0.0058
0.0055
0.0055
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
0.54
0.56
0.58
0.6
0.62
0.64
0.66
0.68
0.7
0.72
0.74
Figura 5.4: Curva gerada pelo algoritmo
de Casteljau
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
0.54
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0.66
0.68
0.7
0.72
0.74
Figura 5.5: Curva gerada pelo algoritmo
com a matriz de Pascal
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5.3.2 n=20
A =
0.7948 0.5828
0.9568 0.4235
0.5226 0.5155
0.8801 0.3340
0.1730 0.4329
0.9797 0.2259
0.2714 0.5798
0.2523 0.7604
0.8757 0.5298
0.7373 0.6405
0.1365 0.2091
0.0118 0.3798
0.8939 0.7833
0.1991 0.6808
0.2987 0.4611
0.6614 0.5678
0.2844 0.7942
0.4692 0.0592
0.0648 0.6029
0.9883 0.0503
t1 =
0.0055
0.0045
0.0045
0.0045
0.0045
0.0045
0.0045
0.0046
0.0045
0.0045
t2 =
0.0114
0.0064
0.0068
0.0066
0.0074
0.0069
0.0066
0.0065
0.0065
0.0065
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0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
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0.5
0.6
0.7
Figura 5.6: Curva gerada pelo algoritmo
de Casteljau
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Figura 5.7: Curva gerada pelo algoritmo
com a matriz de Pascal
5.3.3 n=30
A =
0.9501 0.0153
0.2311 0.7468
0.6068 0.4451
0.4860 0.9318
0.8913 0.4660
0.7621 0.4186
0.4565 0.8462
0.0185 0.5252
0.8214 0.2026
0.4447 0.6721
0.6154 0.8381
0.7919 0.0196
0.9218 0.6813
0.7382 0.3795
0.1763 0.8318
0.4057 0.5028
0.9355 0.7095
0.9169 0.4289
0.4103 0.3046
0.8936 0.1897
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0.0579 0.1934
0.3529 0.6822
0.8132 0.3028
0.0099 0.5417
0.1389 0.1509
0.2028 0.6979
0.1987 0.3784
0.6038 0.8600
0.2722 0.8537
0.1988 0.5936
t1 =
0.0185
0.0097
0.0091
0.0091
0.0091
0.0093
0.0092
0.0090
0.0092
0.0090
t2 =
0.0184
0.0083
0.0082
0.0080
0.0077
0.0077
0.0077
0.0080
0.0078
0.0077
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Figura 5.8: Curva gerada pelo algoritmo
de Casteljau
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Figura 5.9: Curva gerada pelo algoritmo
com a matriz de Pascal
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5.3.4 n=40
A =
0.4154 0.6085
0.3050 0.0158
0.8744 0.0164
0.0150 0.1901
0.7680 0.5869
0.9708 0.0576
0.9901 0.3676
0.7889 0.6315
0.4387 0.7176
0.4983 0.6927
0.2140 0.0841
0.6435 0.4544
0.3200 0.4418
0.9601 0.3533
0.7266 0.1536
0.4120 0.6756
0.7446 0.6992
0.2679 0.7275
0.4399 0.4784
0.9334 0.5548
0.6833 0.1210
0.2126 0.4508
0.8392 0.7159
0.6288 0.8928
0.1338 0.2731
0.2071 0.2548
0.6072 0.8656
0.6299 0.2324
0.3705 0.8049
0.5751 0.9084
0.4514 0.2319
0.0439 0.2393
0.0272 0.0498
0.3127 0.0784
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0.0129 0.6408
0.3840 0.1909
0.6831 0.8439
0.0928 0.1739
0.0353 0.1708
0.6124 0.9943
t1 =
0.0165
0.0155
0.0154
0.0156
0.0159
0.0156
0.0154
0.0154
0.0155
0.0155
t2 =
0.0188
0.0090
0.0088
0.0086
0.0089
0.0094
0.0089
0.0089
0.0095
0.0092
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figura 5.10: Curva gerada pelo algo-
ritmo de Casteljau
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Figura 5.11: Curva gerada pelo algo-
ritmo com a matriz de Pascal
5.3.5 Comparac¸o˜es
Pelo que podemos perceber nos testes feitos acima, o algoritmo envolvendo a matriz
de Pascal se torna mais ra´pido conforme o nu´mero de pontos de controle cresce. Isso se
deve ao fato do custo computacional dele ser de O(n log n) operac¸o˜es, contra O(n2) do
algoritmo de Casteljau.
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Pore´m, conforme a quantidade de pontos aumenta, o algoritmo com a matriz de Pascal
se torna insta´vel, conforme pode ser visto no exemplo n = 40. Isto se deve ao fato de,
apesar de ter sido feito o melhor escalamento poss´ıvel no cap´ıtulo passado, as matrizes
envolvidas na decomposic¸a˜o de P ainda sa˜o mal condicionadas.
Fica enta˜o aberta a possibilidade de melhorar ainda mais este algoritmo para melhor
computac¸a˜o de sistemas envolvendo as matrizes de Pascal. Se isso for feito, sem aumentar
a complexidade do algoritmo que usamos anteriormente, poderemos ter um algoritmo
ra´pido e esta´vel para computac¸a˜o de curvas de Be´zier de ordem n, com n qualquer.
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Apeˆndice A
Equac¸o˜es Diferenciais Ordina´rias e
Exponenciais de Matrizes
A.1 Sistemas de E.D.O.’s
Nesta sec¸a˜o, propomo-nos a discutir alguns resultados importantes sobre a teoria
ba´sica das equac¸o˜es diferenciais ordina´rias. Tais resultados complementam a discussa˜o
sobre o surgimento da matriz de Pascal, atrave´s da Matriz de Criac¸a˜o, tema abordado no
Cap´ıtulo 1.
Teorema A.1 = = {y: R −→ Cn | y e´ func¸a˜o diferencia´vel}, com as operac¸o˜es de soma
e produto por escalar usuais, e´ espac¸o vetorial sobre C.
Demonstrac¸a˜o: Procederemos da seguinte forma: primeiro, mostraremos que F (R, Cn)
= {y: R −→ Cn | y e´ func¸a˜o} e´ espac¸o vetorial sobre C, com as operac¸o˜es de soma e
produto por escalar usuais, e, depois, que = ⊂ F (R, Cn) e´ subespac¸o vetorial de F (R, Cn).
(1) F (R, Cn) e´ espac¸o vetorial sobre C:
Dados y1, y2 ∈ F (R, Cn) a soma usual e´ definida por:
(y1 + y2)(t) := y1(t) + y2(t).
Note que (F (R, Cn), +) e´ grupo abeliano, pois:
(a) (y1 + y2)(y) = y1(t) + y2(t) = y2(t) + y1(t) = (y2 + y1)(t) (comutatividade).
(b) (y1 +y2)(t)+y3(t) = (y1(t)+y2(t))+y3(t) = y1(t)+(y2(t)+y3(t)) = y1(t)+(y2 +y3)(t)
(associatividade).
(c) A func¸a˜o f(t) =

0
...
0
 e´ o elemento neutro.
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(d) A func¸a˜o (−1) · y e´ o sime´trico de y, ∀y ∈ F (R, Cn).
Dado c ∈ C e y ∈ F (R, Cn), o produto por escalar usual e´ definido por:
(c · y)(t) := c · y(t).
Seguem as seguintes propriedades:
(a) 1 · y(t) = y(t).
(b) (c1 · c2) · y(t) = c1 · (c2 · y(t)).
(c) c · [(y1 + y2)(t)] = c · (y1(t) + y2(t)) = c · y1(t) + c · y2(t).
(d) (c1 + c2) · y(t) = c1 · y(t) + c2 · y(t).
Portanto, F (R, Cn) e´ espac¸o vetorial sobre R.
(2) = e´ subespac¸o vetorial de F (R, Cn):
(a) = e´ na˜o vazio. A func¸a˜o nula, por exemplo, esta´ em =.
(b) y1(t), y2(t) ∈ = ⇒ (y1 + y2)(t) = y1(t) + y2(t) ∈ =, pois a soma de duas func¸o˜es
diferencia´veis tambe´m e´ diferencia´vel.
(c) y(t) ∈ =, k ∈ C⇒ k · d
dt
y(t) =
d
dt
(k · y(t))⇒ k · y e´ diferencia´vel ⇒ k · y ∈ =.

Lema A.1 Se f e´ uma func¸a˜o cont´ınua em (a, b) e, para algum c ∈ (a, b), f(c) 6= 0,
enta˜o existe δ > 0 tal que f(t) 6= 0 para t ∈ (c− δ, c + δ).
Demonstrac¸a˜o: Seja ε = |f(c)|, que e´ maior que zero. Como f e´ cont´ınua, existe δ > 0
tal que |t − c| < δ ⇒ |f(t) − f(c)| < |f(c)|. Como |f(c)| − |f(t)| 6 |f(t) − f(c)| <
|f(c)|, |f(c)| − |f(t)| < |f(c)| ⇒ |f(t)| > 0. Logo, f(t) 6= 0, para t ∈ (c− δ, c + δ).

Teorema A.2 Se x ∈ F (R, C) e´ soluc¸a˜o da equac¸a˜o diferencial

dy
dt
(t) = ky(t)
y(0) = 0
, k
nu´mero complexo fixo, enta˜o x(t) ≡ 0, ∀t ∈ R.
Demonstrac¸a˜o: Suponha que x(t0) 6= 0, para algum t0 ∈ (0,∞). x(t) e´ diferencia´vel e,
portanto, e´ cont´ınua. Pelo Lema A.1, (∃δ > 0) x(t) 6= 0, para t ∈ (t0 − δ, t0 + δ).
Seja (m, M) ⊆ (0,∞) o intervalo maximal que conte´m t0 tal que x(t) 6= 0, para t ∈
(m, M).
Note que (m, M) e´ intervalo aberto pois, caso contra´rio, se x(m) 6= 0 (ou x(M) 6= 0), pelo
Lema A.1, existiria δ′ > 0 tal que t ∈ (m − δ′, m + δ′) ⇒ x(t) 6= 0. Isso contradiz o fato
de (m, M) ser maximal. Assim, x(m) = 0 (e x(M) = 0). Sejam c ∈ (m, M) e s > 0 tais
que m < c < c + s < M . Por hipo´tese,
dx
dt
= kx(t)⇒ 1
x(t)
· dx
dt
= k, para t ∈ R.
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Supondo que x(t) = a(t) + ib(t), temos que∫ c+s
c
x′(t)
x(t)
dt =
∫ c+s
c
kdt⇒
∫ c+s
c
a′(t) + ib′(t)
a(t) + ib(t)
dt = ks⇒
∫ c+s
c
[a′(t) + ib′(t)][a(t)− ib(t)]
a2(t) + b2(t)
dt =
ks⇒ 1
2
∫ c+s
c
2
a′(t)a(t) + b′(t)b(t)
a2(t) + b2(t)
dt+i
∫ c+s
c
b′(t)a(t)− a′(t)b(t)
a2(t) + b2(t)
dt = ks⇒ 1
2
log |x(t)|2
∣∣∣c+s
c
+
i arctan
a(t)
b(t)
∣∣∣c+s
c
= ks⇒ 1
2
log
∣∣∣∣x(c + s)x(c)
∣∣∣∣2 + [i arctan b(c + s)a(c + s) − i arctan b(c)a(c)
]
= ks⇒
1
2
log
|x(c + s)|2
|x(c)|2 e
2i(arctan( b(c+s)a(c+s) )−arctan
b(c)
a(c)) = e2ks ⇒ |x(c + s)|2e2i(arctan b(c+s)a(c+s)−arctan b(c)a(c)) =
e2ks|x(c)|.
Quando c → m, temos que |x(c)| → |x(m)| = 0. Da´ı, conclu´ımos que x(c + m) = 0.
Absurdo, pois m < m + s < M ⇒ x(m + s) 6= 0. Logo, x(t) = 0, ∀t ∈ (0, +∞).
Da mesma forma, prova-se que x(t) ≡ 0, ∀t ∈ (−∞, 0). Portanto, x(t) ≡ 0, ∀t ∈ R.

Teorema A.3 Seja A ∈ Rn×n uma matriz diagonaliza´vel em Cn×n. Enta˜o o sistema
linear
dx
dt
= Ax(t)
x(0) = x0 ∈ Cn
tem soluc¸a˜o x : R −→ Cn e e´ u´nica.
Demonstrac¸a˜o: Existeˆncia: Como A e´ diagonaliza´vel, suponha A = PDP −1, sendo
D = diag(λ1, . . . , λn) a matriz dos autovalores de A e P =
(
v1 . . . vn
)
a matriz dos
autovetores vi associados a λi.
Sejam c = P−1x0 e x(t) = P

eλ1t
. . .
eλnt
 c. Logo, dxdt = P

λ1e
λ1t
. . .
λne
λnt
 c =
P

λ1
. . .
λn


eλ1t
. . .
eλnt
 c = PD

eλ1t
. . .
eλnt
 c =
AP

eλ1t
. . .
eλnt
 c = Ax(t). Ou seja, dxdt = Ax(t).
Logo, como x(0) = PIP−1x0 = x0, x(t) e´ soluc¸a˜o do sistema.
Unicidade: Suponha x(t) e y(t) soluc¸o˜es para o sistema linear.
Seja z(t) = x(t)−y(t). Logo, z(0) = x(0)−y(0) = x0−x0 = 0. Note que dz
dt
=
dx
dt
− dy
dt
=
A(x(t)− y(t)) = Az(t).
A = PDP−1 ⇒ Az(t) = PDP−1z(t)⇒ dz
dt
= PDP−1z(t)⇒ dP
−1z
dt
= DP−1z(t).
Fac¸amos uma troca de varia´vel: seja w(t) = P−1z(t). Logo,
dw
dt
= Dw(t) e
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w(0) = P−1z(0) = P−1

0
...
0
 =

0
...
0
.
w(t) =

w1(t)
...
wn(t)
⇒

w′1(t)
...
w′n(t)
 =

λ1
. . .
λn


w1(t)
...
wn(t)
⇒
⇒
{
w′1(t) = λ1w1(t)
w1(0) = 0
, . . .,
{
w′n(t) = λnwn(t)
wn(0) = 0
.
Temos enta˜o n equac¸o˜es diferenciais com valor inicial zero e, pelo Teorema A.2, w1(t) =
. . . = wn(t) = 0.
z = Pw ⇒ z = P

0
...
0
⇒ z(t) =

0
...
0
.
E, como z(t) = x(t)− y(t), x(t) = y(t).
Logo, a soluc¸a˜o e´ u´nica.

Teorema A.4 A equac¸a˜o diferencial

dy
dt
= ky(t) + f(t)
y(0) = y0
, em que f : R −→ C e´
uma func¸a˜o cont´ınua e k ∈ C possui uma u´nica soluc¸a˜o y : R −→ C.
Demonstrac¸a˜o: Existeˆncia: Multiplicando ambos os lados da equac¸a˜o por e−kt, obtemos:
e−kt
dy
dt
− e−ktky(t) = e−ktf(t)⇒ d
dt
(e−kty) = e−ktf(t).
Agora basta integrar ambos os lados em relac¸a˜o a t:
e−kty(t)− y(0) =
∫ t
0
e−ksf(s)ds⇒ y(t) = ekt
∫ t
0
e−ksf(s)ds + y0e
kt.
Unicidade: Suponha que x(t) e z(t) sejam soluc¸o˜es para equac¸a˜o diferencial. Enta˜o,
dx
dt
= kx(t) + f(t)
x(0) = y0
e

dz
dt
= kz(t) + f(t)
z(0) = y0
Defina w(t) = x(t)− z(t), ∀t ∈ R.
Segue enta˜o que
dw
dt
=
d
dt
(x(t) − z(t)) = dx
dt
− dz
dt
= kx(t) + f(t) − kz(t) − f(t) =
k(x(t)− z(t)) = kw(t) e w(0) = x(0)− z(0) = y0 − y0 = 0.
Pelo Teorema A.2, temos que w(t) ≡ 0, ∀t ∈ R. Ou seja, x(t)− z(t) = 0⇒ x(t) = z(t).

Teorema A.5 Seja A ∈ Rn×n uma matriz na˜o-diagonaliza´vel em Cn×n. Enta˜o a soluc¸a˜o
do sistema linear

dx
dt
= Ax(t)
x(0) = x0 ∈ Cn
existe e e´ u´nica.
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Demonstrac¸a˜o: Se A na˜o e´ diagonaliza´vel, ela possui a decomposic¸a˜o A = PJP −1, em
que J e´ uma forma de Jordan de A.
Veja que
dx
dt
= PJP−1x(t)⇒ P−1dx
dt
= JP−1x(t).
Fac¸amos uma mudanc¸a de varia´vel: seja y(t) = P−1x(t). Logo,
dy
dt
= P−1
dx
dt
. Ou seja,
dy
dt
= Jy(t).
Portanto, podemos supor que A e´ uma matriz de Jordan, pois sempre podemos fazer a
mudanc¸a de varia´vel descrita acima e obtermos uma equac¸a˜o diferencial com uma matriz
de Jordan.
E mais: podemos supor que A e´ uma matriz de Jordan com um u´nico bloco. Pois,
se A =

J1
. . .
Jp
, sendo J1, . . . , Jp blocos de Jordan,
dx
dt
= Ax ⇔ dxi
dt
= Jixi em que xi =

x1
...
xp
 e, para cada i, xi e´ um vetor de dimensa˜o
igual a ordem de Ji.
Seja enta˜o A =

λ 1
. . .
. . .
. . . 1
λ
 e
dx
dt
= Ax(t), com x(0) =

a1
...
an
.
dx
dt
= Ax(t)⇔

dx1
dt
= λx1(t) + x2(t)
dx2
dt
= λx2(t) + x3(t)
...
dxn−1
dt
= λxn−1(t) + xn(t)
dxn
dt
= λxn(t)
Pela u´ltima igualdade temos
dxn
dt
= λxn(t) e xn(0) = an. Logo, xn(t) = ane
λt.
Afirmac¸a˜o: xn−1(t) = ante
λt + an−1e
λt. Verificac¸a˜o:
d
dt
(ante
λt+an−1e
λt) = ane
λt+λante
λt+λan−1e
λt = λ(ante
λt+an−1e
λt)+ane
λt = λxn−1(t)+
xnt. Tambe´m temos xn−1(0) = an−1.
Afirmac¸a˜o: xn−2(t) = an
t2
2
eλt + an−1te
λt + an−2e
λt. Verificac¸a˜o:
dxn−2
dt
= tane
λt + λan
t2
2
eλt + an−1e
λt + λan−1te
λt + λan−2e
λt = λxn−2 + xn−1 e
xn−2(0) = an−2.
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Segue tambe´m que xn−1(t) e xn−2(t) sa˜o u´nicas, pelo Teorema A.4.
Hipo´tese de Induc¸a˜o: Suponha xn−k =
k∑
i=0
an−it
k−i
(k − i)! e
λt, para k ∈ N.
Temos enta˜o que xn−(k+1) =
k+1∑
i=0
an−it
k+1−i
(k + 1− i)!e
λt, pois:
d
dt
k+1∑
i=0
an−it
k+1−i
(k + 1− i)!e
λt = λ
k+1∑
i=0
an−it
k+1−i
(k + 1− i)!e
λt +
k∑
i=0
an−it
k−i
(k − i)! e
λt = λxn−(k+1) + xn−k(t).
Temos enta˜o que a hipo´tese de induc¸a˜o e´ va´lida para qualquer k tal que 0 6 k 6 n − 1.
Portanto, a soluc¸a˜o do sistema existe para cada coordenada e e´ u´nica (pelo Teorema A.4).

Corola´rio A.1 Se x e´ tal que

dx
dt
= Ax(t)
x(0) = 0
, em que A ∈ Rn×n enta˜o x ≡ 0.
Demonstrac¸a˜o: x ≡ 0 verifica trivialmente o sistema e a condic¸a˜o inicial e, pelos teore-
mas anteriores, a soluc¸a˜o e´ u´nica. Logo, x ≡ 0 e´ u´nica soluc¸a˜o.

Corola´rio A.2 Se x e´ tal que

dx
dt
= Ax(t)
x(0) = x0 ∈ Rn
, em que A ∈ Rn×n enta˜o x(t) ∈ Rn,
∀t ∈ R.
Demonstrac¸a˜o: Sabemos que, para o sistema acima, existe uma u´nica soluc¸a˜o x : R −→
Cn. Suponha que x(t) = r(t) + is(t), em que r(t), s(t) ∈ Rn, ∀t ∈ R. Vamos mostrar que
s ≡ 0.
x′(t) = Ax(t), x(0) = x0 ⇒ r′(t) + is′(t) = Ar(t) + iA(s(t)), r(0) = x0, s(0) = 0 ⇒{
r′(t) = Ar(t), r(0) = x0
s′(t) = As(t), s(0) = 0
.
Mas, pelo corola´rio anterior, o sistema s′(t) = As(t), s(0) = 0 possui u´nica soluc¸a˜o s ≡ 0
e isto conclui a demonstrac¸a˜o.

Teorema A.6 Seja W = {x ∈ F (R, Cn) | dx
dt
= Ax(t)}. Enta˜o W e´ subespac¸o vetorial
de F (R, Cn) e Dim(W)=n.
Demonstrac¸a˜o: Primeiro mostraremos que W e´ subespac¸o vetorial de F (R, Cn): Note
que W ⊆ F (R, Cn).
• 0 : R −→ C
n
t 7−→ (0, . . . , 0)
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ddt
0(t) = 0 = A · 0(t)⇒ 0 ∈ W .
• Sejam x1, x2 ∈ W ⇒ dx1
dt
= Ax1(t) e
dx2
dt
= Ax2(t)⇒ d
dt
(x1(t)+x2(t)) =
dx1
dt
+
dx2
dt
=
Ax1(t) + Ax2(t) = A((x1 + x2)(t))⇒ x1(t) + x2(t) ∈ W .
• Seja x1(t) ∈ W e k ∈ C.
dx1
dt
= Ax1(t)⇒ kdx1
dt
= k · Ax1(t)⇒ d
dt
(k · x1(t)) = A(k · x1(t))⇒ k · x1(t) ∈ W .
Logo, W e´ subespac¸o vetorial de V .
Agora calculemos a dimensa˜o de W .
Suponha v1, v2, . . ., vn vetores linearmente independentes (base de C
n).
Sejam x1(t), x2(t), . . ., xn(t) tais que
dx1
dt
= Ax1(t)
x1(0) = v1
,

dx2
dt
= Ax2(t)
x2(0) = v2
, . . .,

dxn
dt
= Axn(t)
xn(0) = vn
.
Para todo t, a1x1(t) + a2x2(t) + . . . + anxn(t) = 0⇒ a1x1(0) + a2x2(0) + . . . + anxn(0) =
0 ⇒ a1v1 + a2v2 + . . . + anvn = 0⇒ a1 = a2 = . . . = an = 0 (pois v1, v2, . . ., vn sa˜o l.i.).
Logo, x1(t), x2(t), . . ., xn(t) sa˜o linearmente independentes. Segue enta˜o que a dimensa˜o
de W e´, no mı´nimo, n.
Agora seja x ∈ W e x(0) = v, sendo v um vetor qualquer de Cn:

dx
dt
= Ax(t)
x(0) = v
.
Note que v = a1v1 + . . . + anvn, ou seja, x(0) = a1x1(0) + . . . + anxn(0).
Segue enta˜o que x(t) = a1x1(t)+a2x2(t)+ . . .+anxn(t), sendo a1, a2, . . . , an as constantes
consideradas acima, pois tal combinac¸a˜o verifica a condic¸a˜o inicial e
dx
dt
= a1
dx1
dt
+ . . . + an
dxn
dt
= a1Ax1(t) + . . . + anAxn(t) = A(a1x1(t) + . . . + anxn(t)) =
Ax(t). Como, pelos Teoremas A.3 e A.5, x(t) e´ u´nica, conclui-se que ∀x(t) ∈ W , x(t) e´
combinac¸a˜o de x1(t), . . . , xn(t). Portanto, dim(W ) = n.
A.2 Exponenciais de Matrizes
A matriz de Pascal foi definida no Cap´ıtulo 1 como eH . Esta sec¸a˜o e´ dedicada a
mostrar que a exponencial de qualquer matriz converge e que
d
dt
eAt = AeAt.
Quando nos referirmos a alguma norma matricial, fica subentendido que e´ uma norma
que satisfaz a regra do produto, ou seja, ‖AB‖ 6 ‖A‖ · ‖B‖, para quaisquer matrizes A
e B.
Ale´m disto, usaremos fortemente o fato que Rn×n e´ um espac¸o me´trico completo, isto
e´, os conceitos de sequ¨eˆncias convergentes e sequ¨eˆncias de Cauchy se equivalem neste
espac¸o.
Teorema A.7 (Crite´rio de Cauchy para se´ries):
∞∑
k=0
Ak converge ⇔ para todo ε > 0,
existe n0 ∈ N tal que ‖An+1 + An+2 + . . . + An+p‖ < ε, quaisquer que sejam n > n0 e
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p ∈ N.
Demonstrac¸a˜o: Note que ‖An+1+An+2+. . .+An+p‖ = ‖Sn+p−Sn‖, em que Sj =
j∑
k=0
Ak.
Como Rn×n e´ um espac¸o completo, (Sj)j∈N sera´ convergente se, e somente se, for de
Cauchy, ou seja, (∀ε > 0)(∃n0 ∈ N)‖Sn+p − Sn‖ < ε, para todo natural p.

Definic¸a˜o A.1 Seja A ∈ Rn×n e t ∈ R. eAt := I +At+ (At)
2
2!
+
(At)3
3!
+ . . . =
∞∑
k=0
(At)k
k!
.
Observac¸a˜o: Defina a sequ¨eˆncia das somas parciais Sn =
n∑
k=0
(At)k
k!
.
m > n⇒ ‖Sm−Sn‖ =
∥∥∥∥∥
m∑
k=n+1
(At)k
k!
∥∥∥∥∥ =
∥∥∥∥∥
m∑
k=n+1
Aktk
k!
∥∥∥∥∥ 6
m∑
k=n+1
‖Ak‖ · |tk|
k!
6
m∑
k=n+1
‖A‖k · |t|k
k!
=
|am − an|, em que ai =
i∑
k=0
(‖A‖ · |t|)k
k!
. Note que (ai) e´ uma sequ¨eˆncia de valores reais e
convergente, pois lim
i→∞
ai = e
‖A‖·|t|. Enta˜o, segue que (ai) tambe´m e´ de Cauchy, ou seja,
(∃n0 ∈ N)(∀m, n > n0)|am − an| < ε. Logo, para os mesmos ε, m e n, ‖Sm − Sn‖ < ε e,
pelo crite´rio de Cauchy (Teorema A.7), Sn e´ convergente.
Definic¸a˜o A.2 Uma se´rie matricial
∞∑
k=0
Ak e´ dita absolutamente convergente quando
∞∑
k=0
‖Ak‖ e´ convergente.
Teorema A.8 Toda se´rie absolutamente convergente e´ convergente.
Demonstrac¸a˜o: Seja
∞∑
k=0
Ak uma se´rie absolutamente convergente. Como
∞∑
k=0
‖Ak‖ con-
verge, pelo Teorema 1.7, para todo ε > 0 existe n0 ∈ N tal que ‖An+1‖+ . . .+‖An+p‖ < ε,
∀p ∈ N. Mas, por ‖.‖ ser uma norma matricial, ‖An+1 + . . . + An+p‖ 6 ‖An+1‖ +
. . . ‖An+p‖ < ε e, aplicando novamente o teorema, segue que
∞∑
k=0
Ak converge.

Lema A.2 Seja A ∈ Rn×n. Enta˜o
∞∑
k=0
Ak+2hk
k!
e´ uma se´rie convergente em Rn×n, para
|h| < 1.
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Demonstrac¸a˜o:
∞∑
k=0
∥∥∥∥Ak+2hkk!
∥∥∥∥ = ∥∥∥∥A22!
∥∥∥∥ + |h| ∥∥∥∥A33!
∥∥∥∥+ |h|2 ∥∥∥∥A44!
∥∥∥∥+ . . .
Como |h| < 1,
∞∑
k=0
∥∥∥∥Ak+2hkk!
∥∥∥∥ 6 ∥∥∥∥A22!
∥∥∥∥+∥∥∥∥A33!
∥∥∥∥+∥∥∥∥A44!
∥∥∥∥ . . . 6 ‖A‖22! + ‖A‖33! + ‖A‖44! + . . . =
e‖A‖−1−‖A‖. Como
∞∑
k=0
∥∥∥∥Ak+2hkk!
∥∥∥∥ e´ uma sequ¨eˆncia crescente e limitada superiormente,
ela converge. Enta˜o,
∞∑
k=0
Ak+2hk
k!
e´ absolutamente convergente e, portanto, convergente.

Lema A.3 Sejam A, B ∈ Rn×n. Se AB = BA, enta˜o eA+B = eAeB.
Demonstrac¸a˜o:
(
r∑
k=0
Ak
k!
)(
s∑
k=0
Bk
k!
)
=
n∑
r+s=0
Ar
r!
·B
s
s!
=
(
A0
0!
B0
0!
)
+
(
A1
1!
B0
0!
+
A0
0!
B1
1!
)
+
. . .+
(
A2
2!
B0
0!
+
A1
1!
B1
1!
+
A0
0!
B2
2!
)
+. . .+
(
An
n!
B0
0!
+
An−1
(n− 1)!
B1
1!
+ . . . +
A1
1!
Bn−1
(n− 1)! +
A0
0!
Bn
n!
)
=
0∑
k=0
(
0
k
)
AkB0−k
0!
+
1∑
k=0
(
1
k
)
AkB1−k
1!
+
2∑
k=0
(
2
k
)
AkB2−k
2!
+. . .+
n−1∑
k=0
(
n−1
k
)
AkBn−1−k
(n− 1)! +
n∑
k=0
(
n
k
)
AkBn−k
n!
.
Como A e B comutam,
(
r∑
k=0
Ak
k!
)(
s∑
k=0
Bk
k!
)
=
(A + B)0
0!
+. . .+
(A + B)n
n!
=
n∑
k=0
(A + B)k
k!
⇒
(
∞∑
k=0
Ak
k!
)(
∞∑
k=0
Bk
k!
)
=
∞∑
k=0
(A + B)k
k!
⇒ eAeB = eA+B .

Teorema A.9 Seja A ∈ Rn×n. Enta˜o d
dt
eAt = AeAt.
Demonstrac¸a˜o: Pelo Lema A.3, eA(t+h) = eAt · eAh, pois At · Ah = Ah · At. Calculemos
a derivada de eAt:
d
dt
eAt = lim
h→0
eA(t+h) − eAt
h
= lim
h→0
eAt · eAh − eAt
h
= lim
h→0
eAt
eAh − I
h
= eAt lim
h→0
eAh − I
h
=
= eAt lim
h→0
[(
I
h
+
Ah
h
+
A2h2
h · 2! + . . .
)
− I
h
]
= eAt lim
h→0
(
A +
A2h
2!
+
A3h2
3!
. . .
)
=
eAt
[
A + lim
h→0
(
A2h
2!
+
A3h2
3!
+ . . .
)]
= eAt
[
A + lim
h→0
h
(
A2
2!
+
A3h
3!
+ . . .
)]
.
Mas, pelo Lema A.2,
∞∑
k=0
Ak+2hk
k!
e´ uma se´rie convergente para valores pro´ximos de zero,
ou seja, lim
h→0
h
(
A2
2!
+
A3h
3!
+ . . .
)
= 0 e, portanto,
d
dt
eAt = AeAt.

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Corola´rio A.3 A equac¸a˜o diferencial
dy
dt
= Ay(t), y(0) = y0 ∈ Rn, y : R −→ Rn e
A ∈ Rn×n possui u´nica soluc¸a˜o y(t) = eAty0.
Demonstrac¸a˜o:
dy
dt
=
d
dt
eAty0 =
(
d
dt
eAt
)
y0 = Ae
Aty0 = Ay(t).
y(0) = eA·0y0 =
(
I +
∞∑
k=1
(A · 0)k
k!
)
y0 = Iy0 = y0.
Como vimos pelos Teoremas 1.3 e 1.5, a soluc¸a˜o de tal sistema e´ u´nica. Logo y(t) = eAty0
e´ a u´nica soluc¸a˜o.

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Apeˆndice B
Teoremas Cla´ssicos
Este apeˆndice visa complementar algumas informac¸o˜es do corpo do trabalho. As
demonstrac¸o˜es que sera˜o feitas aqui foram colocadas a` parte para na˜o interfeir na parte
principal do texto.
Teorema B.1 Toda matriz de Vandermonde com xi 6= xj, para i 6= j e´ na˜o singular.
Demonstrac¸a˜o: Seja W =

1 1 . . . 1
x1 x2 . . . xn
...
...
. . .
...
xn−11 x
n−1
2 . . . x
n−1
n
 uma matriz de Vandermonde.
Vamos provar, por induc¸a˜o na dimensa˜o da matriz, que det(W ) =
∏
n>k>j>1
(xk − xj),
∀n > 2.
Para n = 2: W =
(
1 1
x1 x2
)
⇒ det(W ) = x2 − x1 6= 0, pois x1 6= x2.
Hipo´tese de induc¸a˜o: Suponha det(Wn) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
x1 x2 . . . xn
...
...
. . .
...
xn−11 x
n−1
2 . . . x
n−1
n
∣∣∣∣∣∣∣∣∣∣∣
=
∏
n>k>j>1
(xk − xj).
Seja Wn+1 =

1 1 . . . 1 1
x1 x2 . . . xn xn+1
...
...
. . .
...
...
xn−11 x
n−1
2 . . . x
n−1
n x
n−1
n+1
xn1 x
n
2 . . . x
n
n x
n
n+1

n+1×n+1
.
Por cofatores, segue que det(Wn+1) = x
n
n+1det(Wn) + . . . , que e´ um polinoˆmio de grau
n em xn+1.
Note que tal polinoˆmio se anula em xn+1 = xi, i = 1, 2, . . . , n, pois ter´ıamos colunas iguais
77
na matriz Wn+1, o que anularia o determinante.
Como o coeficiente l´ıder do polinoˆmio e´ det(Wn), podemos decompor det(Wn+1) da
seguinte forma:
det(Wn+1) = det(Wn)(xn+1 − xn)(xn+1 − xn−1) . . . (xn+1 − x1) =
∏
n+1>k>j>1
(xk − xj).
Logo, ∀n > 2, det(Wn) =
∏
n>k>j>1
(xk − xj) 6= 0, pois xi 6= xj, para i 6= j.
Portanto, qualquer matriz de Vandermonde e´ na˜o singular.

Teorema B.2 Seja F = F (a0, a1, . . . , an−1) uma matriz companheira. Enta˜o
det(F − λI) = (−1)n(λn − an−1λn−1 − an−2λn−2 − . . .− a1λ− a0).
Demonstrac¸a˜o: A demonstrac¸a˜o sera´ feita por induc¸a˜o na dimensa˜o da matriz.
Para n = 2: F2 =
(
0 a0
1 a1
)
⇒ F2 − λI =
(
−λ a0
1 a1 − λ
)
⇒
⇒ det(F2 − λI) = (−1)2(λ2 − a1λ− a0).
Hipo´tese de induc¸a˜o: Para n ∈ N, temos Fn − λI =

−λ . . . . . . 0 a0
1 −λ ... a1
...
. . .
. . .
...
...
0 1 −λ an−2
0 . . . . . . 1 an−1 − λ

.
Suponha que det(Fn − λI) = (−1)n(λn − an−1λn−1 − an−2λn−2 − . . .− a1λ− a0).
Para n + 1 teremos: Fn+1 − λI =

−λ . . . . . . 0 a0
1 −λ ... a1
...
. . .
. . .
...
...
0 1 −λ an−1
0 . . . . . . 1 an − λ

.
Fazendo a expansa˜o por cofatores na primeira coluna:
det(Fn+1 − λI) = −λ ·
∣∣∣∣∣∣∣∣∣∣∣
−λ a1
1 −λ ...
...
. . .
. . .
...
0 1 an − λ
∣∣∣∣∣∣∣∣∣∣∣
− 1 ·
∣∣∣∣∣∣∣∣∣∣∣
0 . . . 0 a0
1 −λ . . . a2
...
. . .
. . .
...
0 . . . 1 an − λ
∣∣∣∣∣∣∣∣∣∣∣
=
− λ
∣∣∣∣∣∣∣∣∣∣∣
−λ a1
1 −λ ...
...
. . .
. . .
...
0 1 an − λ
∣∣∣∣∣∣∣∣∣∣∣
− 1 · (−1)n+1a0
∣∣∣∣∣∣∣∣∣∣∣
1 −λ . . . 0
1
. . .
...
. . . −λ
1
∣∣∣∣∣∣∣∣∣∣∣
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Pela hipo´tese de induc¸a˜o, obtemos uma expressa˜o para o primeiro determinante e o se-
gundo e´ claramente 1:
det(Fn+1−λI) = −λ(−1)n(λn−anλn−1− . . .−a2λ−a1)− (−1)n+1a0 = (−1)n+1(−λn+1−
anλ
n − a2λ2 − a1λ− a0).

Teorema B.3 Os polinoˆmios de Hermite constituem uma sequ¨eˆncia ortogonal em relac¸a˜o
ao produto interno < f, g >=
∫ ∞
−∞
e−
t2
2 f(t)g(t)dt, com ||Hn||2 = n!
√
2pi.
Demonstrac¸a˜o: < Hm, Hn >=
∫ ∞
−∞
e−
t2
2 Hm(t)Hn(t)dt =
∫ ∞
−∞
e−
t2
2 Hm(t)(−1)ne t
2
2
dn
dtn
e−
t2
2 dt =
(−1)n
∫ ∞
−∞
Hm(t)
dn
dtn
e−
t2
2 dt.
Suponhamos agora m 6 n e fac¸amos a integrac¸a˜o por partes:
< Hm, Hn >= (−1)n
[
Hm(t)
dn−1
dtn−1
(e−
t2
2 )
∣∣∣∣∣
∞
−∞
−
∫ ∞
−∞
H ′m(t)
dn−1
dtn−1
(e−
t2
2 )dt
]
.
Analisemos o primeiro termo: a derivada de ordem n − 1 de e− t22 nada mais e´ que um
polinoˆmio multiplicado por e−
t2
2 e isto tudo esta´ multiplicado pelo polinoˆmio Hm(t), o
que torna o primeiro termo todo um polinoˆmio multiplicado por e−
t2
2 . Logo, quando
|t| → ∞, o primeiro termo se anula, pois a func¸a˜o exponencial cresce mais rapidamente
que a polinomial, para valores grande de t. Enta˜o nos resta:
< Hm, Hn >= (−1)n+1
∫ ∞
−∞
H ′m(t)
dn−1
dtn−1
(e−
t2
2 )dt.
Repetindo o mesmo processo num total de m vezes, obtemos
< Hm, Hn >= (−1)n+m
∫ ∞
−∞
H(m)m (t)
dn−m
dtn−m
(e−
t2
2 )dt,
em que H
(m)
m (t) designa a m-e´sima derivada de Hm(t). Mas H
(m)
m (t) = m!, pois Hm e´ um
polinoˆmio de grau m com coeficiente l´ıder igual a 1. Enta˜o,
< Hm, Hn >= (−1)n+mm!
∫ ∞
−∞
dn−m
dtn−m
(e−
t2
2 )dt.
Suponha agora m < n. Logo,
< Hm, Hn >= (−1)n+mm!
(
dn−m−1
dtn−m−1
(e−
t2
2 )
∣∣∣∣∣
∞
−∞
)
= 0,
pois
dn−m−1
dtn−m−1
(e−
t2
2 ) e´ um polinoˆmio multiplicado por e−
t2
2 e quando |t| → ∞ o termo se
anula.
Portanto, Hm e Hn sa˜o ortogonais, quando m 6= n. E, se m = n,
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< Hn, Hn >= (−1)2nn!
∫ ∞
−∞
e−
t2
2 dt = n!
√
2pi.

Teorema B.4 (Cayley-Hamilton) Toda matriz e´ um zero do seu polinoˆmio caracter´ıstico.
Demonstrac¸a˜o: Seja A ∈ Rn×n e pa(t) = det(tI − A) o seu polinoˆmio caracter´ıstico.
Pelas propriedades de determinante, sabemos que pA(t) e´ um polinoˆmio em t moˆnico
(coeficiente l´ıder e´ 1) e de grau n:
pA(t) = t
n + an−1t
n−1 + . . . + a1t + a0.
Defina, para t tal que pA(t) 6= 0 (ou seja, tI −A e´ invers´ıvel), J(t) como sendo a adjunta
cla´ssica de tI − A, ou seja, a matriz dos cofatores de tI − A. Por ser uma matriz de
cofatores, J(t) possui, grau n− 1:
J(t) = Jn−1t
n−1 + Jn−2t
n−2 + . . . + J1t + J0,
em que Ji sa˜o matrizes independentes de t.
Claramente, (tI − A)J(t) = det(tI − A)I, pois para toda matriz invers´ıvel A ∈ Rn×n,
A−1 =
adj(A)
det(A)
. Logo,
(tI − A)J(t) = det(tI − A)I ⇔ (tI − A)(Jn−1tn−1 + Jn−2tn−2 + . . . + J1t . . . J0) = (tn +
an−1t
n−1 + . . . + a1t + a0)I ⇔ Jn−1tn + (Jn−2 − AJn−1)tn−1 + (Jn−3 − AJn−2)tn−2 + . . . +
(J0 − AJ1)t + (−AJ0) = Itn + an−1Itn−1 + . . . a1It + a0I.
Igualando os coeficientes das poteˆncias de t:
Jn−1 = I
Jn−2 − AJn−1 = an−1I
Jn−3 − AJn−2 = an−2I
...
J0 − AJ1 = a1I
−AJ0 = a0I
Multiplicando as equac¸o˜es por An, An−1, . . ., A, I, respectivamente:
AnJn−1 = A
n
An−1Jn−2 − AnJn−1 = an−1An−1
An−2Jn−3 − An−1Jn−2 = an−2An−2
...
AJ0 − A2J1 = a1A
−AJ0 = a0I
Enfim, somando as equac¸o˜es matriciais, chegamos a 0 = An +an−1A
n−1 + . . .+a1A+a0I,
ou seja, pA(A) = 0.
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Corola´rio B.1 Seja A ∈ Rn×n uma matriz invers´ıvel. Enta˜o a inversa de A e´ um
polinoˆmio em A.
Demonstrac¸a˜o: Seja det(tI−A) = tn+an−1tn−1+. . .+a1t+a0 o polinoˆmio caracter´ıstico
de A. Avaliando-no em t=0, obtemos a0 = det(−A) = (−1)ndet(A) 6= 0, pois A e´
invers´ıvel. Agora, usando o teorema de Cayley-Hamilton, segue que An + an−1A
n−1 +
. . . + a1A + a0I = 0. Portanto, (−1)n+1det(A)I = An + an−1An−1 + . . . + a1A, ou seja,
I = A
(An−1 + an−1A
n−2 + . . . + a2A + a1I)
(−1)n+1det(A) . Logo,
A−1 =
An−1 + an−1A
n−2 + . . . + a2A + a1I
(−1)n+1det(A) .

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Apeˆndice C
Fo´rmula de Somato´rio de
Euler-Maclaurin: aplicac¸a˜o de
nu´meros de Bernoulli
Nesta sec¸a˜o, expomos uma aplicac¸a˜o importante dos polinoˆmios e nu´meros de Bernoulli
(sec¸a˜o 3.2) em Ana´lise Nume´rica. Eles esta˜o ligados ao erro gerado pelo ca´lculo da in-
tegral de uma func¸a˜o pelo me´todo do trape´zio repetido. Tal erro aparece na conhecida
Fo´rmula de Somato´rio de Euler-Maclaurin.
Primeiramente, revisemos o me´todo do trape´zio de integrac¸a˜o nume´rica: dada f ∈
C[a, b], aproximamos sua integral pela a´rea do trape´zio com bases f(a) e f(b) e altura
b− a (como na Figura C.1):∫ b
a
f(x)dx ≈ (b− a)
[
f(a) + f(b)
2
]
.
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Figura C.1: Aproximac¸a˜o da integral de uma func¸a˜o pelo me´todo do trape´zio.
Tal aproximac¸a˜o pode na˜o ser ta˜o boa quanto a desejada. Nestes casos, pode ser
aplicado o me´todo do trape´zio repetido: divide-se o intervalo [a, b] em N subintervalos
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iguais, cada um destes com comprimento h =
b− a
N
, e aplica-se o me´todo do trape´zio para
cada subintervalo (veja a Figura C.2). A aproximac¸a˜o para
∫ b
a
f(x)dx sera´, portanto:∫ b
a
f(x)dx ≈ h
[
f(a)
2
+ f(a + h) + . . . + f(b− h) + f(b)
2
]
=: T (h)
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Figura C.2: Aproximac¸a˜o da integral de uma func¸a˜o pelo me´todo do trape´zio repetido
com o intervalo [a,b] dividido em 5 subintervalos.
Agora considere uma func¸a˜o g ∈ C2m+2[0, 1]. Note que:∫ 1
0
g(t)dt =
∫ 1
0
1 · g(t)dt =
∫ 1
0
B′1(t)g(t)dt.
Da integrac¸a˜o por partes, segue que:∫ 1
0
g(t)dt = [B1(t)g(t)]
1
0 −
∫ 1
0
B1(t)g
′(t)dt.
Mas B1 = t− 1
2
e B′k(t) = kBk−1(t), para k > 0. Logo:∫ 1
0
g(t)dt =
g(0) + g(1)
2
−
∫ 1
0
1
2
B′2(t)g
′(t)dt =
g(0) + g(1)
2
−
[
1
2
B2(t)g
′(t)
]1
0
+
+
∫ 1
0
1
2
B2(t)g
′′(t)dt =
g(0) + g(1)
2
−
[
1
2
B2(t)g
′(t)
]1
0
+
∫ 1
0
1
3!
B′3(t)g
′′(t)dt =
g(0) + g(1)
2
−
[
1
2
B2(t)g
′(t)
]1
0
+
[
1
3!
B3(t)g
′′(t)
]1
0
−
∫ 1
0
1
3!
B3(t)g
′′′(t)dt
Desta forma, os nu´meros de Bernoulli aparecem no ca´lculo de integrais definidas.
Note que temos que avaliar os polinoˆmios de Bernoulli em t = 1. Mas, felizmente, pela
Afirmac¸a˜o 3.6, sabemos que
(−1)kBk(1− t) = Bk(t).
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Enta˜o conhecemos Bk(1) pela definic¸a˜o dos nu´meros de Bernoulli (Bk(0)). Lembrando
que os nu´meros de Bernoulli de ı´ndice ı´mpar maior que 1 sa˜o iguais a zero temos, para
algum m natural:∫ 1
0
g(t)dt =
g(0) + g(1)
2
+
m∑
l=1
B2l
(2l)!
[g(2l−1)(0)− g(2l−1)(1)] + rm+1,
em que rm+1 = − 1
(2m + 1)!
∫ 1
0
B2m+1(t)g
(2m+1)(t)dt.
Analisemos a integral deste termo restante:∫ 1
0
B2m+1(t)g
(2m+1)(t)dt =
∫ 1
0
B′2m+2(t)
2m + 2
g2m+1(t)dt =
=
[
1
2m + 2
B2m+2(t)g
(2m+1)(t)
]1
0
−
∫ 1
0
B2m+2(t)
2m + 2
g(2m+2)(t)dt
Agora,
∫ 1
0
B2m+2(0)
2m + 2
g(2m+2)(t)dt =
B2m+2(0)
2m + 2
[g(2m+1)(1)− g(2m+1)(0)] e, logo,
∫ 1
0
B2m+1(t)g
(2m+1)(t)dt =
[
1
2m + 2
(B2m+2(t)− B2m+2(0))g(2m+1)(t)
]1
0
−
−
∫ 1
0
1
2m + 2
(B2m+2(t)− B2m+2(0))g(2m+2)(t)dt
Mas, B2m+2(1) = B2m+2(0) e, portanto,
rm+1 =
1
(2m + 2)!
∫ 1
0
[B2m+2(t)−B2m+2]g(2m+2)(t)dt
A fim de simplificar tal termo, usaremos o teorema do valor me´dio para integrais e,
para isto, teremos que provar que B2m+2(t)− B2m+2 na˜o troca de sinal em [0, 1].
Lema C.1 ∀m ∈ N,

(−1)mB2m−1 > 0 , para 0 < t < 12 .
(−1)m(B2m(t)− B2m) > 0 , para 0 < t < 1.
(−1)m+1B2m > 0.
Demonstrac¸a˜o: Faremos a prova por induc¸a˜o:
• m = 1: (−1)1B1(t) > 0, o que e´ verdadeiro para 0 < t < 12 , pois B1(t) = t− 12 .
Suponha que, para m > 1, (−1)mB2m−1(t) > 0, para todo t ∈ (0, 12). Enta˜o
0 < (−1)m
∫ t
0
B2m−1(x)dx =
(−1)m
2m
∫ t
0
d
dx
[B2m(x) − B2m]dx = (−1)
m
2m
[B2m(t) − B2m],
∀t ∈
(
0,
1
2
]
. Pela Afirmac¸a˜o 3.6, para ı´ndices pares, Bk(t) e´ sime´trico em relac¸a˜o a` reta
t =
1
2
. Enta˜o, para t ∈
[
1
2
, 1
)
,
(−1)m
2m
[B2m(t) − B2m] = (−1)
m
2m
[B2m(1 − t) − B2m] =
(−1)m
2m
[B2m(x)−B2m], para x ∈
(
0,
1
2
]
. Logo, (−1)m[B2m(t)−B2m] > 0, ∀t ∈ (0, 1).
84
Ainda, como
∫ 1
0
B2m(t)dt = 0 enta˜o (−1)m+1B2m = (−1)m
[∫ 1
0
B2m(t)dt−
∫ 1
0
B2mdt
]
=
(−1)m
∫ 1
0
B2m(t)−B2mdt que e´, consequ¨entemente, maior que zero.
Portanto, acabamos de mostrar que, se tivermos (−1)mB2m−1(t) > 0, para t ∈ (0, 12), con-
seguimos as outras desigualdades. Logo, basta provarmos que (−1)m+1B2(m+1)−1(t) > 0,
para t ∈ (0, 1
2
).
Pela Afirmac¸a˜o 3.6, para ı´ndices ı´mpares, Bk(
1
2
) = 0 e sabemos tambe´m que Bk(0) = 0.
Suponha, por absurdo, que B2m+1(t) troca de sinal em (0,
1
2
). Enta˜o ha´ um ponto de
inflexa˜o neste intervalo, isto e´,
d2
dt2
B2m+1(t)
∣∣∣∣
t=t0
= 0, pata algum t0 ∈ (0, 12)
Mas,
d2
dt2
B2m+1(t)
∣∣∣∣
t=t0
= (2m + 1)2mB2m−1(t0), ou seja, B2m−1(t0) = 0, para algum
t0 ∈ (0, 12), o que contraria a hipo´tese de induc¸a˜o. Logo, B2m+1(t) na˜o troca de sinal em
(0, 1
2
).
Ale´m disso, seu sinal sera´ o mesmo de
d
dt
B2m+1(t), em t = 0, pois, como B2m+1(0) = 0,
se a derivada for negativa, B2m+1(t) sera´ decresente em t = 0 e se tornara´ negativo e, da
mesma forma, se a derivada for positiva, B2m+1(t) sera´ positivo em (0,
1
2
).
Agora,
d
dt
B2m+1(t)
∣∣∣∣
t=0
= (2m+1)B2m(0) = (2m+1)B2m. Como (−1)m+1B2m > 0, temos
que (−1)m+1B2m+1(t) > 0, ∀t ∈ (0, 12).

Teorema C.1 (Teorema do valor me´dio para integrais): Suponha que g e´ cont´ınua em
[a, b] e que f e´ integra´vel e na˜o-negativa em [a,b]. Enta˜o∫ b
a
g(t)f(t)dt = g(ξ)
∫ b
a
f(t)dt,
para algum ξ ∈ [a, b].
Demonstrac¸a˜o: Como g e´ cont´ınua no intervalo compacto [a, b], ela admite ma´ximo e
mı´nimo neste intervalo. Por f ser na˜o-negativa, segue que[
min
t∈[a,b]
g(t)
]
· f(t) 6 g(t)f(t) 6
[
max
t∈[a,b]
g(t)
]
· f(t), ∀t ∈ [a, b].
e, enta˜o, [
min
t∈[a,b]
g(t)
]∫ b
a
f(t)dt 6
∫ b
a
g(t)f(t)dt 6
[
max
t∈[a,b]
g(t)
]∫ b
a
f(t)dt
Logo, existe ξ ∈ [a, b] tal que
∫ b
a
g(t)f(t)dt = g(ξ)
∫ b
a
f(t)dt.
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Corola´rio C.1 Suponha que g e´ cont´ınua em [a, b], que f e´ integra´vel e na˜o troca de
sinal em [a,b]. Enta˜o ∫ b
a
g(t)f(t)dt = g(ξ)
∫ b
a
f(t)dt,
para algum ξ ∈ [a, b].
Demonstrac¸a˜o: Se f e´ na˜o-negativa, ja´ esta´ demonstrado.
Agora, se f e´ na˜o positiva em [a,b], −f sera´ na˜o negativa e, pelo Teorema C.1,∫ b
a
g(t)f(t)dt = −
(∫ b
a
g(t)(−f(t))dt
)
= −g(ξ)
∫ b
a
−f(t)dt = g(ξ)
∫ b
a
f(t)dt,
para algum ξ ∈ [a, b].

Voltando a` discussa˜o sobre a fo´rmula de somato´rio de Euler-Maclaurin, temos que∫ 1
0
g(t)dt =
g(0) + g(1)
2
+
m∑
l=1
B2l
(2l)!
[g(2l−1)(0)− g(2l−1)(1)] + rm+1,
em que rm+1 = − 1
(2m + 2)!
∫ 1
0
[B2m+2(t)−B2m+2]g(2m+2)(t)dt.
Mas, como B2m+2(t)−B2m+2 na˜o troca de sinal em [0, 1], podemos aplicar o corola´rio
anterior:
rm+1 =
1
(2m + 2)!
g(2m+2)(ξ)
∫ 1
0
[B2m+2(t)− B2m+2]dt =
=
g(2m+2)(ξ)
(2m + 2)!
[∫ 1
0
B2m+2(t)dt− tB2m+2
∣∣1
0
]
= −g
(2m+2)(ξ)B2m+2
(2m + 2)!
Portanto,
∫ 1
0
g(t)dt =
g(0) + g(1)
2
+
m∑
l=1
B2l
(2l)!
(g(2l−1)(0)− g(2l−1)(1))− B2m+2
(2m + 2)!
g(2m+2)(ξ),
para algum ξ ∈ [0, 1].
Esta e´ a Fo´rmula de Somato´rio de Euler-Maclaurin para o intervalo [0, 1]. Para um
intervalo do tipo [0, N ], N ∈ N, basta notar que
∫ N
0
g(t)dt =
∫ 1
0
g(t)dt +
∫ 2
1
g(t)dt +
. . . +
∫ N
N−1
g(t)dt e aplicar o mesmo racioc´ınio que obteremos:
1
2
g(0) + g(1) + . . . + g(N − 1) + 1
2
g(N) =
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=∫ N
0
g(t)dt +
m∑
l=1
B2l
(2l)!
(g(2l−1)(N)− g(2l−1)(0)) + B2m+2
(2m + 2)!
(
N∑
i=1
g(2m+2)(ξi)
)
, (?)
em que ξi e´ algum ponto do intervalo [i− 1, i].
Para conectarmos tal fo´rmula com a regra do trape´zio, fazemos a seguinte mudanc¸a
de coordenadas:
[0, N ]→ [a, b] : t 7→ a + ht, h = b− a
N
, dx = hdt,
∫ N
0
g(t)dt =
∫ b
a
f(x)
1
h
dx.
As derivadas de g(t) em (?) podem ser reescritas em termos de f(x) se observarmos
que g(t) = f(a + ht) = f(x) e aplicarmos a regra da cadeia:
g′(t) = hf ′(x), e ∀l : g(l)(t) = hlf (l)(x).
E, fazendo as devidas substituic¸o˜es, (?) se torna:
1
2
f(a) + f(a + h) + . . . + f(b− h) + 1
2
f(b) =
∫ b
a
f(x)
1
h
dx+
+
m∑
l=1
B2l
(2l)!
h2l−1(f (2l−1)(b)−f (2l−1)(a))+ B2m+2
(2m + 2)!
h2m+2
(
N∑
i=1
f (2m+2)(βi)
)
, βi ∈ [a+(i−1)h, a+ih].
Enfim, multiplicando tudo por h, obtemos o erro do me´todo de integrac¸a˜o do trape´zio
repetido:∫ b
a
f(x)dx ≈ T (h) =
∫ b
a
f(x)dx +
m∑
l=1
B2l
(2l)!
h2l(f (2l−1)(b)− f (2l−1)(a))+
+
B2m+2
(2m + 2)!
h2m+3
(
N∑
i=1
f (2m+2)(βi)
)
, βi ∈ [a + (i− 1)h, a + ih].
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Apeˆndice D
Transformada Ra´pida de Fourier de
Ordem Qualquer
Este apeˆndice visa complementar o Cap´ıtulo 4, no qual a Transformada Ra´pida de
Fourier (FFT) foi fundamental para desenvolvermos algoritmos ra´pidos para resolver pro-
belmas envolvendo a matriz de Pascal.
Textos em matema´tica aplicada normalmente abordam a FFT para os casos em que a
dimensa˜o da matriz e´ uma poteˆncia de 2. Neste apeˆndice iremos ale´m, mostrando como
a Transformada e´ formulada para matrizes de Fourier de dimensa˜o qualquer.
D.1 Definic¸a˜o
Dado x ∈ CN , x =
(
x(0) . . . x(N − 1)
)
sua transformada discreta de Fourier e´
dada por
X(n) =
N−1∑
k=0
x(k)e−2piin
k
N , (D.1)
n = 0, . . . , N−1. Em geral, a computac¸a˜o dos dados acima e´ muito pesada. Para diminuir
o custo computacional, apresentamos, a seguir, o algoritmo conhecido como transformada
ra´pida de Fourier (FFT - fast Fourier transform), desenvolvido por Cooley e Tukey, em
1965.
D.2 Formulac¸a˜o Matricial
Denotemos, na equac¸a˜o (D.1), x(k) = x0(k) e e
− 2pii
N = W . Enta˜o, (1) se torna
X(n) =
N−1∑
k=0
x0(k)W
nk, (D.2)
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n = 0, . . . , N − 1. Para o caso N = 4, por exemplo, e´ poss´ıvel reescrever a expressa˜o
acima matricialmente:
X(0)
X(1)
X(2)
X(3)
 =

W 0 W 0 W 0 W 0
W 0 W 1 W 2 W 3
W 0 W 2 W 4 W 6
W 0 W 3 W 6 W 9


x0(0)
x0(1)
x0(2)
x0(3)
 (D.3)
Examinando esta igualdade, notamos que, a princ´ıpio, sa˜o necessa´rias N 2 multi-
plicac¸o˜es e N(N − 1) adic¸o˜es complexas para obtermos X(n). O algoritmo FFT e´ famoso
por reduzir substancialmente esta quantidade de operac¸o˜es.
Com N = 4, pela identidade de nu´meros complexos W nk = W nk(mod n), reescrevemos
(D.3) como 
X(0)
X(1)
X(2)
X(3)
 =

1 1 1 1
1 W 1 W 2 W 3
1 W 2 W 0 W 2
1 W 3 W 2 W 1


x0(0)
x0(1)
x0(2)
x0(3)
 (D.4)
O pro´ximo passo e´ fatorar a matriz quadrada em (D.4) em duas outras matrizes:
X(0)
X(2)
X(1)
X(3)
 =

1 W 0 0 0
1 W 2 0 0
0 0 1 W 1
0 0 1 W 3


1 0 W 0 0
0 1 0 W 0
1 0 W 2 0
0 1 0 W 2


x0(0)
x0(1)
x0(2)
x0(3)
 (D.5)
A justificativa teo´rica para esta fatorac¸a˜o sera´ dada mais adiante. Agora, e´ importante
notarmos apenas que o produto das matrizes em (D.5) resulta na matriz em (D.4), exceto
pelas linhas 1 e 2 (as linhas esta˜o numeradas de 0 a 3), que esta˜o trocadas entre si. O
resultado final com as linhas trocadas denotaremos por
X(n) =

X(0)
X(2)
X(1)
X(3)
 .
Examinaremos agora o nu´mero de multiplicac¸o˜es e adic¸o˜es necessa´rias para computar
X(n). Primeiramente, seja
x1(0)
x1(1)
x1(2)
x1(3)
 :=

1 0 W 0 0
0 1 0 W 0
1 0 W 2 0
0 1 0 W 2


x0(0)
x0(1)
x0(2)
x0(3)
 (D.6)
(o primeiro produto matriz-vetor em (D.6)).
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Para computar x1(0) = x0(0) + W
0x0(2) sa˜o necessa´rias uma multiplicac¸a˜o e uma
adic¸a˜o complexas (W 0 na˜o esta´ escrito como 1, com o objetivo de desenvolvermos um
resultado geral). x1(1) precisa da mesma quantidade de operac¸o˜es do que x1(0). Para
computar x1(2), e´ preciso efetuar apenas uma adic¸a˜o complexa pois, como W
0 = −W 2,
x1(2) = x0(0) + W
2x0(2) = x0(0)−W 0x0(2),
e o produto W 0x0(2) ja´ foi efetuado no ca´lculo de x1(0). Pela mesma raza˜o, x1(3) e´
determinado por apenas uma adic¸a˜o complexa.
Agora, pela equac¸a˜o (D.5), temos que efetuar mais um produto matriz-vetor:
X(0)
X(2)
X(1)
X(3)
 =

1 W 0 0 0
1 W 2 0 0
0 0 1 W 1
0 0 1 W 3


x1(0)
x1(1)
x1(2)
x1(3)
 =:

x2(0)
x2(1)
x2(2)
x2(3)
 (D.7)
x2(0) e´ determinado por uma adic¸a˜o e uma multiplicac¸a˜o complexas:
x2(0) = x1(0) + W
0x1(1).
x2(1) e´ computado por apenas uma adic¸a˜o, pois W
0 = −W 2. Por raza˜o similar, x2(2)
por uma multiplicac¸a˜o e uma adic¸a˜o e x2(3) por uma adic¸a˜o.
Portanto, para o caso N = 4, pela FFT foram necessa´rias 4 multiplicac¸o˜es e 8 adic¸o˜es
complexas enquanto, pela equac¸a˜o (D.3), seriam necessa´rias 16 multiplicac¸o˜es e 12 adic¸o˜es
complexas. Isso se deve, principlamente, ao fato de a fatorac¸a˜o matricial em (D.6) envolver
matrizes com muitos zeros.
De forma um pouco mais geral, para N = 2γ, γ ∈ N, o algoritmo FFT consiste
em, simplesmente, fatorar uma matriz N × N em γ matrizes, cada uma N × N , de
forma a reduzir o nu´mero de operac¸o˜es. Se estendermos o resultado do exemplo anterior
(N = 4) para o caso geral, a FFT vai requerer
Nγ
2
= 4 multiplicac¸o˜es e Nγ = 8 adic¸o˜es
complexas, enquanto o me´todo direto precisara´ computar N 2 multiplicac¸o˜es e N(N − 1)
adic¸o˜es complexas.
Se assumirmos que o custo computacional e´ proporcional a` quantidade de multi-
plicac¸o˜es, a raza˜o de custo computacional entre o me´todo direto e a FFT e´ de
N2
Nγ
2
=
2N
γ
.
So´ ha´ um pequeno problema no processo que acabamos de descrever: obtemos X(n) =
X(0)
X(2)
X(1)
X(3)
 em vez de

X(0)
X(1)
X(2)
X(3)
 = X(n). Para resolvermos isto, escrevemos os argumentos
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0, 1, 2 e 3 em notac¸a˜o bina´ria e depois invertemos os d´ıgitos:
X(n) =

X(0)
X(2)
X(1)
X(3)
 =

X(00)
X(10)
X(01)
X(11)
 −→

X(00)
X(01)
X(10)
X(11)
 =

X(0)
X(1)
X(2)
X(3)
 = X(n).
Veremos, mais adinate, que esta inversa˜o de bits funciona no caso geral.
D.3 Grafo de Fluxo de Sinais
Convertemos o processo descrito anteriormente em um grafo. Representamos o vetor
de dados de coordenadas x0(k) em uma coluna de no´s no lado esquerdo do grafo. A
segunda coluna do grafo sera´ as entradas x1(k) e a terceira coluna sera´ x2(k).
X (0)0
X (1)0
X (k)0
X (2)0
X (3)0
X (3)1
X (3)2
X (2)2
X (1)2
X (0)2
X (k)1
X (0)1
W
0
W
2
W
1
W
3
W
2
W
2
W
0
W
0
X (1)1
X (2)1
X (k)2
Figura D.1: Grafo de fluxo de sinais para o caso N = 4
O grafo deve ser interpretado da seguinte forma: cada no´ recebe duas linhas de trans-
missa˜o de no´s anteriores. Essas linhas transmitem a informac¸a˜o do no´ anterior multipli-
cada pelo fator W p, indicado abaixo das setas. As linhas que na˜o tiverem indicado W p
devemos assumir que o dado e´ multiplicado por 1. Os dados de cada linha de transmissa˜o
sa˜o combinados aditivamente no no´ que vai as receber.
Para ilustrar, analisemos o no´ x1(2). Ele recebe as linhas vindas de x0(0) e de x0(2),
esta u´ltima multiplicada por W 2:
x1(2) = x0(0) + W
2x0(2)
que era o que t´ınhamos obtido anteriormente.
O grafo de fluxo de sinais e´ um me´todo conciso de descrever as operac¸o˜es necessa´rias
para computar a FFT de um conjunto de dados.
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D.4 Desenvolvimento teo´rico da FFT para o caso N =
2γ
Nas sec¸o˜es anteriores, desenvolvemos, sem muito rigor, o algoritmo FFT (com N = 4)
para computar rapidamente a transformada discreta de Fourier de um conjunto de dados.
Agora, daremos um suporte teo´rico para tal me´todo. Comec¸aremos com os casos N = 4
e N = 8, para haver uma familiarizac¸a˜o com a notac¸a˜o que usaremos para a obtenc¸a˜o do
algoritmo para N = 2γ .
Consideremos a transformada discreta de Fourier dada pela equac¸a˜o (D.2):
X(n) =
N−1∑
k=0
x0(k)W
nk n = 0, 1, . . . , N − 1, (D.8)
em que W = e
−2pii
N . Vamos representar os inteiros n e k em notac¸a˜o bina´ria. Quando
N = 4 (γ = 2),
k = 0, 1, 2, 3 −→ k = (k1, k0) = 00, 01, 10, 11
n = 0, 1, 2, 3 −→ n = (n1, n0) = 00, 01, 10, 11
Uma forma de representar k e n em func¸a˜o de suas representac¸o˜es bina´rias e´:
k = 2k1 + k0, n = 2n1 + n0, (D.9)
em que k0, k1, n0 e n1 podem assumir valores 0 e 1.
Usando a identidades em (D.9) podemos reescrever (D.8), para o caso N = 4, como
X(n1, n0) =
1∑
k0=0
1∑
k1=0
x0(k1, k0)W
(2n1+n0)(2k1+k0) (D.10)
Notemos que o u´nico somato´rio em (D.8) foi substitu´ıdo por γ = 2 somato´rios em
(D.10).
O termo W (2n1+n0)(2k1+k0) pode ser simplificado:
W (2n1+n0)(2k1+k0) = W (2n1+n0)2k1W (2n1+n0)k0 =
= [W 4n1k1 ]W 2n0k1W (2n1+n0)k0 = W 2n0k1W (2n1+n0)k0 ,
pois W 4n1k1 = [(e
−2pii
4 )4]n1k1 = [1]n1k1 = 1.
Portanto, (D.10) pode ser reescrita:
X(n1, n0) =
1∑
k0=0
[
1∑
k1=0
x0(k1, k0)W
2n0k1
]
W (2n1+n0)k0 (D.11)
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Esta u´ltima equac¸a˜o e´ a fundamentac¸a˜o para o algoritmo FFT . Consideremos cada
um dos somato´rios separadamente. Primeiro, reescrevemos o somato´rio entre colchetes:
x1(n0, k0) =
1∑
k1=0
x0(k1, k0)W
2n0k1 (D.12)
Notemos que (D.12) representa 4 equac¸o˜es, pois n0 e k0 assumem valores 0 e 1. Sepa-
rando cada equac¸a˜o, temos:
x1(0, 0) = x0(0, 0) + x0(1, 0)W
0
x1(0, 1) = x0(0, 1) + x0(1, 1)W
0
x1(1, 0) = x0(0, 0) + x0(1, 0)W
2
x1(1, 1) = x0(0, 1) + x0(1, 1)W
2
(D.13)
As equac¸o˜es acima podem ser escritas de forma matricial:
x1(0, 0)
x1(0, 1)
x1(1, 0)
x1(1, 1)
 =

1 0 W 0 0
0 1 0 W 0
1 0 W 2 0
0 1 0 W 2


x0(0, 0)
x0(0, 1)
x0(1, 0)
x0(1, 1)
 (D.14)
Esta igualdade e´ a mesma que em (D.6), com 0, 1, 2, 3 escritos em notac¸a˜o bina´ria.
Similarmente, se escrevermos a soma externa em (D.11) como
x2(n0, n1) =
1∑
k0=0
x1(n0, k0)W
(2n1+n0)k0 (D.15)
e coloca´-la na forma matricial, teremos
x2(0, 0)
x2(0, 1)
x2(1, 0)
x2(1, 1)
 =

1 W 0 0 0
1 W 2 0 0
0 0 1 W 1
0 0 1 W 3


x1(0, 0)
x1(0, 1)
x1(1, 0)
x1(1, 1)
 (D.16)
que, a propo´sito, e´ a mesma expressa˜o de (D.7). Pelas equac¸o˜es (D.11), (D.12) e (D.15),
conclu´ımos que X(n1, n0) = x2(n0, n1) e este resultado final e´ exatamente o obtido na
sec¸a˜o anterior, com o mesmo problema de bits trocados.
As mesmas equac¸o˜es, (D.11), (D.12) e (D.15), representam a formulac¸a˜o original de
Cooley-Tukey do algoritmo FFT para N = 4.
Analisemos agora o algoritmo para N = 8 = 23. Neste caso,
n = 4n2 + 2n1 + n0, k = 4k2 + 2k1 + k0, (D.17)
em que ni e ki assumem valores 0 e 1. Neste caso, (D.8) se torna
X(n2, n1, n0) =
1∑
k0=0
1∑
k1=0
1∑
k2=0
x0(k2, k1, k0)W
(4n2+2n1+n0)(4k2+2k1+k0). (D.18)
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Reescrevendo a poteˆncia de W = e−
2pii
8 , obtemos W (4n2+2n1+n0)(4k2+2k1+k0) =
W (4n2+2n1+n0)(4k2)W (4n2+2n1+n0)(2k1)W (4n2+2n1+n0)(k0) e, como W 8 = 1,
W (4n2+2n1+n0)(4k2) = [W 8(2n2k2)][W 8(n1k2)]W 4n0k2 = W 4n0k2
W (4n2+2n1+n0)(2k1) = [W 8(n2k1)]W (2n1+n0)(2k1) = W (2n1+n0)(2k1)
. (D.19)
Enta˜o, (D.18) pode ser expressa como
X(n2, n1, n0) =
1∑
k0=0
1∑
k1=0
1∑
k2=0
x0(k2, k1, k0)W
4n0k2W 2n1+n0(2k1)W (4n2+2n1+n0)(k0) (D.20)
Definindo
x1(n0, k1, k0) =
1∑
k2=0
x0(k2, k1, k0)W
4n0k2 , (D.21)
x2(n0, n1, k0) =
1∑
k1=0
x1(n0, k1, k0)W
(2n1+n0)(2k1), (D.22)
x3(n0, n1, n2) =
1∑
k0=0
x2(n0, n1, k0)W
(4n2+2n1+n0)(k0), (D.23)
X(n2, n1, n0) = x3(n0, n1, n2), (D.24)
podemos explicitar a fatorac¸a˜o matricial para o caso N = 8. Em vez disso, expomos a
seguir o grafo de fluxo de sinais, para este caso:
W
2
W
2
W
2
W
6
W
6
W
1
W
5
W
3
W
7
W
6
X (0)0
X (0)2
X (0)3
X(0)
X (0)1
X (1)0
X (1)2 X (1)3
X(1)
X (1)1
X (2)0
X (2)2
X (2)3
X(2)
X (2)1
X (3)0
X (3)2 X (3)3
X(3)
X (3)1
X (4)0
X (4)2
X (4)3
X(4)
X (4)1
X (5)0
X (5)2 X (5)3
X(5)
X (5)1
X (6)0
X (6)2
X (6)3
X(6)
X (6)1
W
0
W
4
W
4
W
4
W
4
W
4
W
4
W
4
W
0
W
0 W
0
W
0 W
0 W
0
X (7)0
X (7)2 X (7)3
X(7)
X (7)1
Figura D.2: Grafo de fluxo de sinais para o caso N = 8, em que a u´ltima coluna consiste
na inversa˜o de bits descrita anteriormente.
Analisemos agora o caso geral para poteˆncias de 2: 2γ, γ ∈ N. Neste caso, n e k
podem ser representados como
n = 2γ−1nγ−1 + 2
γ−2nγ−2 + . . . + 2n1 + n0,
k = 2γ−1kγ−1 + 2
γ−2kγ−2 + . . . + 2k1 + k0,
(D.25)
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em que ni, ki assumem 0 ou 1, i = 0, . . . , n− 1.
Com esta respresentac¸a˜o, reescrevemos (D.8) como
X(nγ−1, nγ−2, . . . , n0) =
1∑
k0=0
1∑
k1=0
. . .
1∑
kγ−1=0
x(kγ−1, kγ−2, . . . k0)W
p, (D.26)
em que p = (2γ−1nγ−1 +2
γ−2nγ−2 + . . .+n0)(2
γ−1kγ−1 +2
γ−2kγ−2 + . . .+ k0). Ale´m disso,
W p = W (2
γ−1nγ−1+2γ−2nγ−2+...+n0)(2γ−1kγ−1)W (2
γ−1nγ−1+2γ−2nγ−2+...+n0)(2γ−2kγ−2) . . .
. . .W (2
γ−1nγ−1+2γ−2nγ−2+...+n0)(k0).
(D.27)
Consideremos o primeiro termo em (D.27):
W (2
γ−1nγ−1+2γ−2nγ−2+...+n0)(2γ−1kγ−1) = [W 2
γ(2γ−2nγ−1kγ−1)][W 2
γ(2γ−3nγ−2kγ−1)] . . .
. . . [W 2
γ(n1kγ−1)][W 2
γ−1(n0kγ−1)] = [W 2
γ−1(n0kγ−1)],
(D.28)
pois W 2γ = W N = (e
−2pii
N )N = 1.
Da mesma forma, o segundo termo em (D.27) se torna
W (2
γ−1nγ−1+2γ−2nγ−2+...+n0)(2γ−2kγ−2) = [W 2
γ(2γ−3nγ−1kγ−2)][W 2
γ(2γ−4nγ−2kγ−2)] . . .
. . . [W 2γ−1(n1kγ−2)][W 2γ−2(n0kγ−2)] = W
(2n1+n0)2γ−2kγ−2 .
(D.29)
Notemos que, conforme vamos avanc¸ando nos termos em (D.27), vai restando mais
um fator que na˜o se cancela pela condic¸a˜o W 2
γ
= 1. O processo continua ate´ o u´ltimo
termo, o qual na˜o possui nenhum cancelamento. Portanto, reescrevemos (D.26) como
X(nγ−1, nγ−2, . . . , n0) =
1∑
k0=0
1∑
k1=0
. . .
1∑
kγ−1=0
x0(kγ−1, kγ−2, . . . , k0)W
2γ−1(n0kγ−1)·
·W (2n1+n0)2γ−2kγ−2 . . .W (2γ−1nγ−1+2γ−2nγ−2+...+n0)k0 .
(D.30)
Separando os somato´rios e nomeando cada um deles, temos
x1(n0, kγ−2, . . . , k0) =
1∑
kγ−1=0
x0(kγ−1, kγ−2, . . . , k0)W
(2γ−1)(n0kγ−1)
x2(n0, n1, kγ−3, . . . , k0) =
1∑
kγ−2=0
x1(n0, kγ−2, . . . , k0)W
(2n1+n0)(2γ−2kγ−2)
...
xγ(n0, n1, . . . , nγ−1) =
1∑
k0=0
xγ−1(n0, n1, . . . , k0)W
(2γ−1nγ−1+2γ−2nγ−2+...+n0)(k0)
X(nγ−1, nγ−2, . . . , n0) = xγ(n0, n1, . . . , nγ−1).
(D.31)
Este conjunto de equac¸o˜es representa a formulac¸a˜o original de Cooley-Tukey para a
FFT com N = 2γ. Vejamos quantas operac¸o˜es sa˜o necessa´rias para computar as igual-
dades em (D.31). Analisemos a primeira equac¸a˜o: x1(n0, kγ−2, . . . , k0) = x0(kγ−1, kγ−2, . . . , k0)·
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·W (2γ−1)(n0·0)︸ ︷︷ ︸
1
+x0(kγ−1, kγ−2, . . . , k0)W
2γ−1n0 = x0(kγ−1, kγ−2, . . . , k0)+x0(kγ−1, kγ−2, . . . , k0)
·W 2γ−1n0 . Esta representa, na verdade, N = 2γ equac¸o˜es, pois n0, kγ−2, . . ., k0 assumem,
cada um, os valores 0 e 1. Como pode-se perceber, cada x1(n0, kγ−1, . . . , k0) sera´ dado
por uma multiplicac¸a˜o e uma adic¸a˜o complexas. Enta˜o, a princ´ıpio, x1(n0, kγ−1, . . . , k0)
sera´ computado com N multiplicac¸o˜es e N adic¸o˜es. Como todas as outras equac¸o˜es sa˜o
computadas da mesma forma, podemos concluir que o conjunto de equac¸o˜es em (D.31)
precisara´ de Nγ adic¸o˜es e Nγ multiplicac¸o˜es para serem computadas.
O nu´mero de multiplicac¸o˜es ainda poe ser reduzido: considerando a identidade com-
plexa W p+
N
2 = W pW
N
2 = W p(e−
2pii
N )
N
2 = W pe−pii = W p(cos(−pi) + isen(−pi)) = W−p,
podemos reduzir pela metade a quantidade de multiplicac¸o˜es complexas, como fizemos na
abordagem matricial para o caso N = 4.
Portanto, para computar a FFT de um vetor, sa˜o necessa´rias um total de
Nγ
2
+Nγ =
Nlog2N
2
+ Nlog2N operac¸o˜es.
D.5 FFT para N = r1r2
Na sec¸a˜o anterior, desenvolvemos o algoritmo de Cooley-Tukey para N = 2γ, em que
γ ∈ N. A exigeˆncia de N ser desta forma pode ser muito restritiva. Por tal motivo,
analisaremos o caso para N = r1r2 . . . rm qualquer. Para nos familiarizarmos com a
notac¸a˜o, comec¸aremos com N = r1r2. Por um lema que sera´ demonstrado para o caso
geral, na pro´xima sec¸a˜o, podemos escrever os ı´ndices n e k em (D.7) como
n = n1r1 + n0, n0 = 0, 1, . . . , r1 − 1, n1 = 0, 1, . . . , r2 − 1;
k = k1r2 + k0, k0 = 0, 1, . . . , r2 − 1, k1 = 0, 1, . . . , r1 − 1.
Com estas notac¸o˜es, reescrevemos (D.8) como
X(n1, n0) =
r2−1∑
k0=0
[
r1−1∑
k1=0
x0(k1, k0)W
nk1r2
]
W nk0. (D.32)
Mas W nk1r2 pode ser simplificado:
W nk1r2 = W (n1r1+n0)k1r2 = W n1r1k1r2W n0k1r2 = [W r1r2 ]n1k1 W n0k1r2 = W n0k1r2, (D.33)
pois W r1r2 = W N = 1.
Substituindo (D.33) em (D.32), separando e nomeando cada somato´rio, temos o seguinte
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conjunto de equac¸o˜es:
x1(n0, k0) =
r1−1∑
k1=0
x0(k1, k0)W
n0k1r2
x2(n0, n1) =
r2−1∑
k0=0
x1(n0, k0)W
(n1r1+n0)k0
X(n1, n0) = x2(n0, n1)
. (D.34)
Como no caso base 2, o resultado x2(n0, n1) vem em ordem trocada. O algoritmo FFT
para N = r1r2 consiste, enta˜o, nas 3 relac¸o˜es em (D.34).
Vejamos um exemplo para N = 16 em base 4, ou seja, N = 16 = 4 · 4. Escrevemos as
varia´veis n e k como
n = 4n1 + n0, n1, n0 = 0, 1, 2, 3;
k = 4k1 + k0, k1, k0 = 0, 1, 2, 3.
(D.35)
Enta˜o, o conjunto de equac¸o˜es em (D.34) se torna
x1(n0, k0) =
3∑
k1=0
x0(k1, k0)W
4n0k1
x2(n0, n1) =
3∑
k0=0
x1(n0, k0)W
(4n1+n0)k0
X(n1, n0) = x2(n0, n1)
.
D.6 FFT para N = r1r2 . . . rm
Para analisarmos este caso, devemos provar o seguinte lema:
Lema: Seja N = r1r2 . . . rm. Enta˜o, dado n ∈ N tal que 0 6 n < N , existem
n0, n1, . . ., nm−1 tais que 0 6 n0 < r1, 0 6 n1 < r2, . . ., 0 6 nm−1 < rm e n =
nm−1(r1r2 . . . rm−1) + nm−2(r1r2 . . . rm−2) + . . . + n1r1 + n0.
Demonstrac¸a˜o: Dividindo n por r1, pelo algoritmo de Euclides, existem q1, n0 ∈ N, com
n0 < r1, tais que N = q1r1 + n0. Pelo mesmo argumento, efetuando a divisa˜o de q1 por
r2, existem q2, n1 ∈ N, com n1 < r2 tais que q1 = q2r2 + n1. Continuando o processo de
dividir qj−1 por rj, j = 3 . . . , m, obteremos o seguinte conjunto de euqac¸o˜es:
n = q1r1 + n0, n0 < r1;
q1 = q2r2 + n1, n1 < r2;
...
qm−2 = qm−1rm−1 + nm−2, nm−2 < rm−1;
qm−1 = qmrm + nm−1, nm−1 < rm.
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Substituindo cada qj na equac¸a˜o imediantamente acima, teremos n = qmrmrm−1 . . . r2r1 +
nm−1(r1r2 . . . rm−1)+ nm−2(r1r2 . . . rm−2) + . . .+ n1r1 + n0. E´ claro que qm = 0, pois, caso
contra´rio, ter´ıamos n > N , o que seria absurdo.

Segue deste lema que podemos escrever n e k como
n = nm−1(r1r2 . . . rm−1) + nm−2(r2 . . . rm−1) + . . . + n1r1 + n0
k = km−1(r2r3 . . . rm) + km−2(r3r4 . . . rm) + . . . + k1rm + k0
, (D.36)
em que
ni−1 = 0, 1, . . . , ri − 1, 1 6 i 6 m;
ki = 0, 1, . . . , rm−i − 1, 0 6 i 6 m− 1.
k foi composto desta forma usando no lema a ordem trocada dos fatores ri de N , ou
seja, N = rmrm−1 . . . r2r1.
Agora, reescrevemos (D.8) como
X(nm−1, nm−2, . . . , n1, n0) =
rm∑
k0=0
rm−1∑
k1=0
. . .
r1∑
km−1=0
x0(km−1, km−2, . . . , k0)W
nk. (D.37)
Notemos que
W nk = W n[km−1(r2r3...rm)+...+k0] (D.38)
e o primeiro termo acima se expande em
W nkm−1(r2r3...rm) = W [nm−1(r1r2...rm−1)+...+n0][km−1(r2r3...rm)]
= [W r1r2...rm][nm−1(r2r3...rm−1)]km−1 W n0km−1(r2...rm)
. (D.39)
Como W r1r2...rm = W N = 1, (D.39) pode ser reescrita como
W nkm−1(r2r3...rm) = W n0km−1(r2...rm). (D.40)
Agora, substituindo (D.40) em (D.35), temos:
X(nm−1, nm−2, . . . , n1, n0) =
∑
k0
∑
k1
. . .
∑
km−1
x0(km−1, km−2, . . . , k0)W
n0km−1(r2...rm)
×
×W n[km−2(r3...rm)+...+k0]
(D.41)
A soma sobre km−1 e´ apenas uma func¸a˜o de n0, km−2, . . ., k0. Portanto, definimos um
novo vetor:
x1(n0, km−2, . . . , k0) =
∑
km−1
x0(km−1, . . . , k0)W
n0km−1(r2...rm). (D.42)
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Enta˜o, (D.41) e´ reescrita como
X(nm−1, nm−2, . . . , n1, n0) =
∑
k0
∑
k1
. . .
∑
km−2
x1(n0, km−2, . . . , k0)W
n[km−2(r3...rm)+...+k0].
(D.43)
Por argumentos ana´logos aos usados para o primeiro termo em (D.38), obtemos
W nkm−2(r3r4...rm) = W (n1r1+n0)km−2(r3r4...rm). (D.44)
Definindo o vetor
x2(n0, n1, km−3, . . . , k0) =
∑
km−2
x1(n0, km−2, . . . , k0)W
(n1r1+n0)km−2(r3r4...rm), (D.45)
Reescrevemos (D.43) como
X(nm−1, . . . , n0) =
∑
k0
∑
k1
. . .
∑
km−3
x2(n0, n1, . . . , km−3, . . . , k0)W
n[km−3(r4r5...rm)+...+k0]
(D.46)
Se continuarmos reduzindo (D.46) desta forma, obteremos o seguinte conjunto recur-
sivo de equac¸o˜es:
xi(n0, n1, . . . , ni−1, km−i−1, . . . , k0) =
∑
km−i
xi−1(n0, n1, . . . , ni−2, km−i, . . . , k0)×
×W [ni−1(r1r2...ri−1)+...+n0]km−i(ri+1...rm)
,
(D.47)
i = 1, 2, . . . , m. Os resultados finais sa˜o dados por
X(nm−1, . . . , n0) = xm(n0, . . . , nm−1).
As expresso˜es em (D.47) sa˜o uma extensa˜o de Bergland [3] para o algoritmo de Cooley-
Tukey. Lembremos que cada xi tem N entradas para serem calculadas. Cada entrada de
x1, por exemplo, precisa de r1 multiplicac¸o˜es e r1 adic¸o˜es complexas para serem computa-
dos e, portanto, sa˜o necessa´rias Nr1 multiplicac¸o˜es e Nr1 adic¸o˜es para computar o vetor
x1. Assim tambe´m acontece com os outros vetores: cada xi requer Nri multiplicac¸o˜es e
Nri adic¸o˜es para ser computado.
Portanto, o processo que acabamos de descrever precisa de 2N(r1 + r2 + . . . + rm)
operac¸o˜es para ser efetuado, sem considerar as poss´ıveis simetrias da exponencial e
−2pii
N =
W .
A FFT e´ muito usada em processamento de sinais de acu´stica e imagens, por exemplo.
Ale´m disso, e´ uma ferramenta importante em A´lgebra Linear Computacional, como pude-
mos perceber no Cap´ıtulo 4, ao estudarmos produtos matriz-vetor envolvendo matrizes
de Toeplitz.
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D.7 A notac¸a˜o O grande
Introduzida em 1894, esta notac¸a˜o e´ uma ferramenta importante para ana´lise do custo
computacional de algoritmos.
Dizemos que f(N) = O(g(N)) se existe constante C ∈ R tal que
|f(N)| 6 C|g(N)|, ∀N ∈ N.
Pelo que vimos, o custo da FFT para o caso N = 2γ, em nu´mero de operac¸o˜es, e´ de
f(N) =
3
2
N log2 N . Logo, este custo e´ O(N log2 N), tomando C =
3
2
e g(N) = N log2 N
acima.
Para o caso N = r1r2 . . . rm, este custo depende de rmin e rmax. Para todo N cujo rmin
e rmax da decomposic¸a˜o sa˜o os mesmos, o custo e´ da mesma ordem.
Sabemos que este custo e´ de 2N(r1 + . . . + rm). Observe que r
m
min 6 N = r1r2 . . . rm
e, portanto, m 6 logrmin N . Ale´m disso, r1 + . . . + rm 6 mrmax 6 rmax logrmin N . Logo, o
custo da FFT no caso N = r1 . . . rm e´ de 2N(r1 + . . . + rm) = O(N logrmin N).
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Considerac¸o˜es Finais
Neste trabalho, apresentamos va´rias situac¸o˜es em que a matriz de Pascal surge, desde
relac¸o˜es teo´ricas com outras matrizes e famı´lias de polinoˆmios ate´ aplicac¸o˜es a curvas de
Be´zier, importante ramo da Computac¸a˜o Gra´fica.
Ale´m disso, exploramos aspectos computacionais da matriz de Pascal, apresentando
uma forma ra´pida de resoluc¸a˜o de sistemas lineares envolvendo-a. Boa parte da busca
pelo melhor paraˆmetro que estabilize os problemas de mal-condicionamento nas matrizes
envolvidas na decomposic¸a˜o de P foi feita pelo autor deste trabalho e seu orientador. A
aplicac¸a˜o da matriz de Pascal a` computac¸a˜o das curvas de Be´zier tambe´m e´ ide´ia do autor
e seu orientador.
Ainda ha´ muito trabalho a ser feito envolvendo a matriz de Pascal. Cada vez mais ela
tem surgido em problemas de Matema´tica aplicada. Por exemplo, em resoluc¸a˜o nume´rica
de equac¸o˜es diferenciais ordina´rias (veja [2]), acu´stica, engenharia ele´trica, etc. O algo-
ritmo que desenvolvemos no Cap´ıtulo 4 e´ aplica´vel a va´rias dessas situac¸o˜es e a outras
que possam surgir. Ha´, pore´m, uma necessidade de melhor estabilizac¸a˜o do que foi feito
no Cap´ıtulo 4, como pudemos perceber quando aplicamos o que foi desenvolvido a` com-
putac¸a˜o das curvas de Be´zier e isto tambe´m e´ um trabalho interessante para o futuro.
101
Refereˆncias Bibliogra´ficas
[1] L. Aceto; D. Trigiante - The Matrices of Pascal and Other Greats. The American
Mathematical Monthly, Volume 108, number 3, 232-245, 2001.
[2] L. Aceto - Some applications of the Pascal Matrix to the study of numerical methods
for differential equations, Bollettino dell Unione Matematica Italiana, vol 8, n

3,
639-652, 2005.
[3] G.D. Bergland - The Fast Fourier Transform Recursive Equations for Arbitrary
Length Vectors. Math. Computations, Vol. 21, pp. 236-238, 1967.
[4] P. Be´zier - “Numerical Control, Mathematics and Applications”. London: J. Wiley,
1972.
[5] E.O. Brigham - “The Fast Fourier Transform and Its Applications”. New Jersey:
Prentice-Hall, Inc., 1988.
[6] A. Edelman; G. Strang - Pascal Matrices. The American Mathematical Monthly,
Volume 111, number 3, 189-197, 2004.
[7] R.L. Graham; D.E. Knuth; O. Patashnik - “Matema´tica Concreta”. 2
 
edic¸a˜o, Rio
de Janeiro: Editora LTC, 1995.
[8] D. Kreider; R.C. Kuller; D.R. Ostberg; F.W. Perkins - “Introduc¸a˜o a` Ana´lise Linear”,
vol. 2. Bras´ılia: Ed. Universidade de Bras´ılia, 1972.
[9] C. F. Van Loan - “Computational Frameworks for The Fast Fourier Transform”,
Philadelphia: SIAM, 1992.
[10] W. Xiang, L. Linzhang - A fast algorithm for solving linear systems of the Pascal
type, Applied Mathematics and Computation 175, 441-451, 2006.
[11] W. Xiang, Z. Jituan - A fast eigenvalue algorithm for Pascal matrices, Applied Math-
ematics and Computation 183, 711-716, 2006.
102
