A Koszul duality for props by Vallette, Bruno
ar
X
iv
:m
at
h/
04
11
54
2v
3 
 [m
ath
.A
T]
  1
3 A
pr
 20
07 A KOSZUL DUALITY FOR PROPS
BRUNO VALLETTE
Abstract. The notion of prop models the operations with multiple inputs
and multiple outputs, acting on some algebraic structures like the bialgebras
or the Lie bialgebras. In this paper, we generalize the Koszul duality theory
of associative algebras and operads to props.
Introduction
The Koszul duality is a theory developed for the first time in 1970 by S. Priddy for
associative algebras in [Pr]. To every quadratic algebra A, it associates a dual coal-
gebra A¡ and a chain complex called Koszul complex. When this complex is acyclic,
we say that A is a Koszul algebra. In this case, the algebra A and its represen-
tations have many properties (cf. A. Beilinson, V. Ginzburg and W. Soergel [BGS]).
In 1994, this theory was generalized to algebraic operads by V. Ginzburg and M.M.
Kapranov (cf. [GK]). An operad is an algebraic object that models the opera-
tions with n inputs (and one output) A⊗n → A acting on a type of algebras. For
instance, there exists operads As, Com and Lie coding associative, commutative
and Lie algebras. The Koszul duality theory for operads has many applications:
construction of a “small” chain complex to compute the homology groups of an
algebra, minimal model of an operad, notion of algebra up to homotopy.
The discovery of quantum groups (cf. V. Drinfeld [Dr1, Dr2]) has popularized
algebraic structures with products and coproducts, that’s-to-say operations with
multiple inputs and multiple outputs A⊗n → A⊗m . It is the case of bialgebras,
Hopf algebras and Lie bialgebras, for instance. The framework of operads is too
narrow to treat such structures. To model the operations with multiple inputs and
outputs, one has to use a more general algebraic object : the props. Following J.-P.
Serre in [S], we call an “algebra” over a prop P , a P-gebra.
It is natural to try to generalize Koszul duality theory to props. Few works has been
done in that direction by M. Markl and A.A. Voronov in [MV] and W.L. Gan in
[G]. Actually, M. Markl and A.A. Voronov proved Koszul duality theory for what
M. Kontsevich calls 12 -PROPs and W.L. Gan proved it for dioperads. One has to
bear in mind that an associative algebra is an operad, an operad is a 12 -PROP, a
1
2 -PROP is a dioperad and a dioperad induces a prop.
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Associative algebras →֒ Operads →֒
1
2
− PROPs →֒ Dioperads❀ Props.
In this article, we introduce the notion of properad, which is the connected part
of a prop and contains all the information to code algebraic structure like bialge-
bras, Lie bialgebras, infinitesimal Hopf algebras (cf. M. Aguiar [Ag1, Ag2, Ag3]).
We prove the Koszul duality theory for properads which gives Koszul duality for
quadratic props defined by connected relations (it is the case of the three previous
examples).
The first difficulty is to generalize the bar and cobar constructions to properads and
props. The differentials of the bar and cobar constructions for associative algebras,
operads, 12 -PROPs and dioperads are given by the notions of ‘edge contraction’
and ‘vertex expansion’ introduced by M. Kontsevich in the context of graph ho-
mology (cf. [Ko]). We define the differentials of the bar and cobar constructions of
properads using conceptual properties. This generalizes the previous constructions.
The preceding proofs of Koszul duality theories are based on combinatorial prop-
erties of trees or graphs of genus 0. Such proofs can not be used in the context
of props since we have to work with any kind of graphs. To solve this problem,
we introduce an extra graduation induced by analytic functors and generalize the
comparison lemmas of B. Fresse [Fr] to properads.
To any quadratic properad P , we associated a Koszul dual coproperad P ¡ and a
Koszul complex. The main theorem of this paper is a criterion which claims that
the Koszul complex is acyclic if and only if the cobar construction of the Koszul
dual P ¡ is a resolution of P . In this case, we say that the properad is Koszul and
this resolution is the minimal model of P .
As a corollary, we get the deformation theories for gebras over Koszul properads.
For instance, we prove that the properad of Lie bialgebras and the properad of
infinitesimal Hopf algebras are Koszul, which gives the notions of Lie bialgebra up
to homotopy and infinitesimal Hopf algebra up to homotopy. Structures of gebras
up to homotopy appear in the level of on some chain complexes. For instance,
the Hochschild cohomology of an associative algebra with coefficients into itself has
a structure of Gerstenhaber algebra up to homotopy (cf. J.E. McClure and J.H.
Smith [McCS] see also C. Berger and B. Fresse [BF]). This conjecture is know as
Deligne’s conjecture. The same kind of conjectures exist for gebras with coprod-
ucts up to homotopy. One of them was formulated by M. Chas and D. Sullivan in
the context of String Topology (cf. [CS]). This conjecture says that the structure
of involutive Lie bialgebra (a particular type of Lie bialgebras) on some homology
groups can be lifted to a structure of involutive Lie bialgebras up to homotopy.
Working with complexes of graphes of genus greater than 0 is not an easy task.
This Koszul duality for props provides new methods for studying the homology of
these chain complexes. One can interpret the bar and cobar constructions of Koszul
properads in terms of graph complexes. Therefore, it is possible to compute their
(co)homology in Kontsevich’s sense. For instance, the case of the properad of Lie
bialgebras leads to the computation of the cohomology of classical graphs and the
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case of the properad of infinitesimal Hopf algebras leads to the computation of the
cohomology of ribbon graphs (cf. M. Markl and A.A. Voronov [MV]). In these
cases, the homology groups are given by the associated Koszul dual coproperad.
So we get a complete description of them as S-bimodules. In a different context,
S. Merkulov gave recently another proof of the famous formality theorem of M.
Kontsevich using the properties of chain complexes of Koszul props in [Me].
In the last section of this paper, we generalize the Poincare´ series of associative
algebras and operads to properads. When a properad P is Koszul, we prove a
functional equation between the Poincare´ series of P and the Poincare´ series of its
Koszul dual P ¡.
Conventions
Throughout the text, we will use the following conventions.
We work over a field k of characteristic 0.
0.1. n-tuples. To simplify the notations, we often write ı¯ an n-tuple (i1, . . . , in).
The n-tuples considered here are n-tuples of positive integers. We denote |¯ı| the
sum i1 + · · · + in. When there is no ambiguity about the number of terms, the
n-tuple (1, . . . , 1) is denoted 1¯.
We use the notation ı¯ to represent the “products” of elements indexed by the
n-tuple (i1, . . . , in). For instance, in the case of k-modules, Vı¯ corresponds to
Vi1 ⊗k · · · ⊗k Vin .
0.2. Partitions. A partition of an integer n is an ordered increasing sequence
(i1, . . . , ik) of positive integers such that i1 + · · ·+ ik = n.
We denote [n] the set {1, . . . , n}. A partition of the set [n] is a set {I1, . . . , Ik} of
disjoint subsets of [n] such that I1 ∪ · · · ∪ Ik = [n].
0.3. Symmetric group and block permutations. We denote Sn the symmetric
groups of permutations of [n]. Every permutation σ of Sn is written with the n-
tuple (σ(1), . . . , σ(n)). We denote Sı¯ the subgroup Si1 × · · · × Sin of S|ı¯|. From
every permutation τ of Sn and every n-tuple ı¯ = (i1, . . . , in), one associates a
permutation τı¯ of S|ı¯|, called a block permutation of type ı¯, defined by
τı¯ = τi1,..., in = (i1 + · · ·+ iτ−1(1)−1 + 1, . . . , i1 + · · ·+ iτ−1(1), . . . ,
i1 + · · ·+ iτ−1(n)−1 + 1, . . . , i1 + · · ·+ iτ−1(n)).
0.4. Gebra. Following the article of J.-P. Serre [S], we call gebra any algebraic
structure like algebras, coalgebras, bialgebras, etc ...
1. Composition products
We describe here an algebraic framework which is used to represent the opera-
tions with multiple inputs and multiple outputs acting on algebraic structures.
We introduce composition products which correspond to the compositions of such
operations.
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1.1. S-bimodules.
Definition (S-bimodule). An S-bimodule is a collection (P(m, n))m,n∈N, of k-
modules P(m, n) endowed with an action of the symmetric group Sm on the left
and an action of the symmetric group Sn on the right such that these two actions
are compatible.
A morphism between two S-bimodules P , Q is a collection of morphisms fm,n :
P(m, n) → Q(m, n) which commute with the action of Sm on the left and with
the action of Sn on the right.
The S-bimodules and their morphisms form a category denoted S-biMod.
The S-bimodules are used to code the operations acting on different types of gebras.
The module P(m, n) represents the operations with n inputs and m outputs.
P(m, n)⊗Sn A
⊗n → A⊗m.
Definition (Reduced S-bimodule). A reduced S-bimodule is an S-bimodule
(
P(m,
n)
)
m,n∈N
such that P(m, 0) = P(0, n) = 0, for every m and n in N.
1.2. Composition product of S-bimodules. We define a product in the cate-
gory of S-bimodules in order to represent to composition of operations.
Definition (Directed graphs). A directed graph is a non-planar graph where the
orientations of the edges are given by a global flow (from the top to the bottom, for
instance). We suppose that the inputs and the outputs of each vertex are labelled
by integers {1, . . . , n}. The global inputs and outputs of each graphs are also
supposed to be indexed by integers. We denote the set of such graphs by G.
Every graph studied in this article will be directed.
Definition (2-level graphs). When the vertices of a directed graph g can be dis-
patched on two levels, we say that g is a 2-level graph. In this case, we denote by
Ni the set of vertices on the ith level. The set of such graphs is denoted by G2. (cf.
Figure 1)
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Figure 1. Example of a 2-level graph.
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We can now define a product in the category of S-bimodules based on 2-level graphs
G2. We denote by In(ν) and Out(ν) the sets of inputs and outputs of a vertex ν
of a graph.
Definition (Composition product ⊠). Given two S-bimodules P and Q, we define
their product by the following formula
Q⊠ P :=
⊕
g∈G2
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|) ⊗k
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
/ ≈ ,
where the equivalence relation ≈ is generated by
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This product is given by the directed graphs on 2 levels where the vertices are
indexed by elements of Q and P with respect to the inputs and outputs.
Remark. By concision, we will often omit the equivalence relation in the rest of the
paper. It will always be implicit in the following that a graph indexed by elements
of an S-bimodule is considered with the equivalence relation.
This product has an algebraic writing using symmetric groups.
Given two n-tuples ı¯ and ¯, we use the following conventions. The notation P(¯, ı¯)
denotes the product P(j1, i1) ⊗k · · · ⊗k P(jn, in) and the notation Sı¯ denotes the
image of the direct product of the groups Si1 × · · · × Sin in S|ı¯|.
Theorem 1.1. Let P and Q be two S-bimodules. Their composition product is
isomorphic to the S-bimodule given by the formula
Q⊠P(m, n) ∼=
⊕
N∈N
 ⊕
l¯, k¯, ¯, ı¯
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn]
/ ∼,
where the direct sum runs over the b-tuples l¯, k¯ and the a-tuples ¯, ı¯ such that
|l¯| = m, |k¯| = |¯| = N , |¯ı| = n and where the equivalence relation ∼ is defined by
θ ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω ∼
θ τ−1
l¯
⊗ qτ−1(1) ⊗ · · · ⊗ qτ−1(b) ⊗ τk¯ σ ν¯ ⊗ pν(1) ⊗ · · · ⊗ pν(a) ⊗ ν
−1
ı¯ ω,
for θ ∈ Sm, ω ∈ Sn, σ ∈ SN and for τ ∈ Sb with τk¯ the corresponding permutation
by block ( cf. Conventions), ν ∈ Sa and ν¯ the corresponding permutation by block.
Proof. To any element θ⊗ q1⊗· · ·⊗ qb⊗σ⊗p1⊗· · ·⊗pa⊗ω of k[Sm]⊗Q(l¯, k¯)⊗
k[SN ]⊗P(¯, ı¯)⊗k[Sn], we associate a graph Ψ(θ⊗q1⊗· · ·⊗qb⊗σ⊗p1⊗· · ·⊗pa⊗ω)
such that its vertices are indexed by the qβ and the pα, for 1 ≤ β ≤ b and 1 ≤ α ≤ a.
To do that, we consider a geometric representation of the permutation σ. We gather
and index the outputs according to k¯ and the inputs according to ¯. We index the
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vertices by the qβ and the pα. Then, for each qβ , we built lβ outgoing edges whose
roots are labelled by 1, . . . , lβ . We do the same with the pα and the inputs of the
graph. Finally, we label the outputs of the graph according to θ and the inputs
according to ω. For instance, the element (4123)⊗q1⊗q2⊗(1324)⊗p1⊗p2⊗(12435)
gives the graph represented on Figure 2.
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Figure 2. Image of (4123)⊗ q1 ⊗ q2 ⊗ (1324)⊗ p1 ⊗ p2 ⊗ (12435)
under Ψ .
Let Ψ¯(θ ⊗ q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω) be the equivalence class of
Ψ(θ⊗q1⊗· · ·⊗qb⊗σ⊗p1⊗· · ·⊗pa⊗ω) for the relation≈. Therefore, the application
Ψ¯ naturally induces an application from the quotient k[Sm]⊗Sl¯Q(l¯, k¯)⊗Sk¯ k[SN ]⊗S¯
P(¯, ı¯) ⊗Sı¯ k[Sn]. The equivalence relation ∼ corresponds, via Ψ, to an (homeo-
morphic) rearrangement in space of the graphs. Therefore, the non-planar graph
created by Ψ¯ is invariant on the equivalent class of θ⊗q1⊗· · ·⊗qb⊗σ⊗p1⊗· · ·⊗pa⊗ω
under the relation ∼. This finally defines an application Ψ˜ which is an isomorphism
of S-bimodules. 
Proposition 1.2. The composition product ⊠ is associative. More precisely, let
R, Q and P be three S-bimodules. There is a natural isomorphism of S-bimodules
(R⊠Q)⊠ P ∼= R⊠ (Q⊠ P).
Proof. Denote by G3 the set of 3-level graphs. The two S-bimodules (R⊠Q)⊠P
and R⊠ (Q⊠ P) are isomorphic to the S-bimodule given by the following formula( ⊕
g∈G3
⊗
ν∈N3
R(|Out(ν)|, |In(ν)|)⊗
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|)⊗
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
)/
≈ .

1.3. Horizontal and connected vertical composition products of S-bimodules.
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Definition (Concatenation product ⊗). Let P and Q be two S-bimodules. We
define their concatenation product by the formula
P⊗Q(m, n) :=
⊕
m′+m′′=m
n′+n′′=n
k[Sm′+m′′ ]⊗Sm′×Sm′′P(m
′, n′)⊗kQ(m
′′, n′′)⊗Sn′×Sn′′k[Sn′+n′′ ].
The product ⊗ corresponds to the intuitive notion of concatenation of operations
(cf. Figure 3).
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Figure 3. Concatenation of two operations.
The concatenation product ⊗ is also called the horizontal product by contrast with
the composition product ⊠, which is called the vertical product.
Proposition 1.3. The concatenation product induces a symmetric monoidal cate-
gory structure on the category of S-bimodules. The unit is given by the S-bimodule
k defined by {
k(0, 0) = k,
k(m, n) = 0 otherwise.
Proof. The unit relation comes from
P ⊗ k(m, n) = k[Sm]⊗Sm P(m, n)⊗k k ⊗Sn k[Sn]
∼= P(m, n).
And the associativity relation comes from(
P(m, n)⊗Q(m′, n′)
)
⊗R(m′′, n′′) ∼= P(m, n)⊗
(
Q(m′, n′)⊗R(m′′, n′′)
)
∼=
k[Sm+m′+m′′ ]⊗Sm×Sm′×Sm′′ P(m, n)⊗k Q(m
′, n′)⊗k R(m
′′, n′′)
⊗Sn×Sn′×Sn′′k[Sn+n′+n′′ ].
The symmetry isomorphism is given by the following formula
P(m, n)⊗Q(m′, n′) → (1, 2)m,m′
(
P(m, n)⊗Q(m′, n′)
)
(1, 2)n, n′
∼= Q(m′, n′)⊗ P(m, n).

Remark. The monoidal product ⊗ is bilinear. (It means that the functors P ⊗ •
and • ⊗ P are additive for every S-bimodule P).
The notions of S-bimodules represents the operations acting on algebraic structures.
The composition product ⊠ models their compositions. For some gebras, one can
restrict to connected compositions, based on connected graphs, without loss of
information (cf. 2.9).
Definition (Connected graph). A connected graph g is a directed graph which is
connected as topological space. We denote the set of such graphs by Gc.
7
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Definition (Connected composition product ⊠c). Given two S-bimodules Q and
P , we define their connected composition product by the following formula
Q⊠c P :=
⊕
g∈G2c
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|)⊗k
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
/ ≈ .
In this case, the algebraic writing is more complicated. It involves a special class
of permutations of the symmetric group SN .
Definition (Connected permutations). Let N be an integer. Let k¯ = (k1, . . . , kb)
be a b-tuple and ¯ = (j1, . . . , ja) be a a-tuple such that |k¯| = k1 + · · ·+ kb = |¯| =
j1 + · · ·+ ja = N . A (k¯, ¯)-connected permutation σ of SN is a permutation of SN
such that the graph of a geometric representation of σ is connected if one gathers
the inputs labelled by j1+ · · ·+ ji+1, . . . , j1+ · · ·+ ji+ ji+1, for 0 ≤ i ≤ a−1, and
the outputs labelled by k1+ · · ·+ ki +1, . . . , k1+ · · ·+ ki + ki+1, for 0 ≤ i ≤ b− 1.
The set of (k¯, ¯)-connected permutations is denoted by Sc
k¯, ¯
.
Example. Consider the permutation (1324) in S4 and the following geometric
representation
1
•
•
2
•
•
66
66
66
3
•

•

4
•
•
1 2 3 4.
Take k¯ = (2, 2) and ¯ = (2, 2). If one links the inputs 1, 2 and 3, 4 and the outputs
1, 2 and 3, 4, it gives the following connected graph
• •
??
??
??
? •




•
• • • •
Therefore, the permutation (1324) is ((2, 2), (2, 2))-connected.
Counterexample. Consider the same permutation (1324) of S4 but let k¯ =
(1, 1, 2) and ¯ = (2, 1, 1). One obtains the following non-connected graph
• •
??
??
??
? •




•
• • • •
The next proposition will allow us the link the connected composition product with
the one defined in the theory of operads.
Proposition 1.4. If k¯ = (N), all the permutations of SN are ((N), ¯)-connected,
for every ¯. Otherwise stated, one has Sc(N), ¯ = SN .
If k¯ is different from (N), one has Sc
k¯, (1, ..., 1)
= ∅.
Proof. The proof is obvious. 
Proposition 1.5. Let P and Q be two S-bimodules. Their connected composition
product is isomorphic to the S-bimodule given by the formula Q⊠c P(m, n) ∼=
⊕
N∈N
 ⊕
l¯, k¯, ¯, ı¯
k[Sm]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[Sn]
/ ∼ ,
where the direct sum runs over the b-tuples l¯, k¯ and the a-tuples ¯, ı¯ such that
|l¯| = m, |k¯| = |¯| = N , |¯ı| = n.
8
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Proof. First, we have to prove that the right member is well defined. For ¯ a
a-tuple and k¯ a b-tuple such that |¯| = |k¯| = N , we denote ¯′ := (jν−1(1), . . .,
jν−1(b)) and k¯
′ := (kτ−1(1), . . . , kτ−1(b)). They also verify |¯
′| = N and |k¯′| = N .
Every (k¯, ¯)-connected permutation σ gives by composition on the left with a block
permutation of the type τk¯ and by composition on the right with a bock permutation
of the type ν¯ a (k¯
′, ¯′)-connected permutation. The geometric representations of
σ ∈ SN and τk¯ ◦σ◦ν¯ are homeomorphic and one links the same inputs and outputs.
Therefore, if σ ∈ Sc
k¯, ¯
, one has τk¯ σ ν¯ ∈ S
c
k¯′, ¯′
.
The rest of the proof uses the same arguments as the proof of Theorem 1.1. 
By opposition with the composition product ⊠, the connected composition product
⊠c is a monoidal product in the category of S-bimodules. It remains to define the
unit in this category. We denote
I :=
{
I(1, 1) = k,
I(m, n) = 0 otherwise.
Proposition 1.6. The category (S-biMod, ⊠c, I) is a monoidal category.
Proof. To show the unit relation on P⊠cI(m, n), one has to study Sck¯, ¯ in the case
¯ = (1, . . . , 1). If one does not gather all the outputs, this set is empty. Otherwise,
for k¯ = (n), one has Sc(n), (1, ..., 1) = Sn (cf. Proposition 1.4). This gives
P ⊠c I(m, n) = P(m, n)⊗Sn k[Sn]⊗S×n1
k⊗n ∼= P(m, n)⊗ k.idn ⊗ k
⊗n ∼= P(m, n).
(The case I ⊠c P ∼= P is symmetric.)
Once again, the associativity relation comes from the following formula R⊠c (Q⊠c
P) ∼= (R⊠c Q)⊠c P ∼=( ⊕
g∈Gc3
⊗
ν∈N3
R(|Out(ν)|, |In(ν)|) ⊗
⊗
ν∈N2
Q(|Out(ν)|, |In(ν)|) ⊗
⊗
ν∈N1
P(|Out(ν)|, |In(ν)|)
)/
≈ .

Examples. The monoidal categories (k-Mod, ⊗k, k) and (S-Mod, ◦, I) are two full
monoidal subcategories of (S-biMod, ⊠c, I).
The first category is the category of modules over k endowed with the classical
tensor product. Every vector space V can be seen as the following S-bimodule{
V (1, 1) := V,
V (j, i) := 0 otherwise.
One has V ⊠c W (1, 1) = V ⊗k W . Since there exists no connected permuta-
tion associated to a, b-tuples of the form (1, . . . , 1) (cf. Proposition 1.4), one has
V ⊠W (j, i) = 0 for (j, i) 6= (1, 1). And the morphisms between two S-bimodules
only composed by an (S1, S1)-module are exactly the morphisms of k-modules.
The category of S-bimodules contains the category of S-modules related to the
theory of operads (cf. [GK, L3, May]). Given an S-module P , we consider the
9
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following S-bimodule {
P(1, n) := P(n) for n ∈ N∗,
P(j, i) := 0 if j 6= 1.
We have seen in Proposition 1.4 that Sc(N), (1, ..., 1) = SN . It gives here
Q⊠cP(1, n) =
⊕
N≤n
( ⊕
i1+···+iN=n
Q(1, N)⊗SN k[SN ]⊗S×N1
P(1, ı¯)⊗Sı¯ k[Sn]
)/
∼ ,
where the equivalence relation ∼ is given by
q ⊗ σν ⊗ p1 ⊗ · · · ⊗ pN ∼ q ⊗ σ ⊗ pν(1) ⊗ · · · ⊗ pν(N).
It is equivalent to take the coinvariants under the action of SN in the expression
Q(1, N)⊗k P(1, i1)⊗k · · ·⊗k P(1, iN). We find here the monoidal product defined
in the category of S-modules (cf. [GK, L3, May]), which is well known under the
following algebraic form (without the induced representations)
Q⊠cP(1, n) =
⊕
N≤n
( ⊕
i1+···+iN=n
Q(1, N)⊗ P(1, i1)⊗ · · · ⊗ P(1, iN)
)
SN
= Q◦P(n).
Notice that the restriction of the monoidal product ⊠c on S-modules corresponds
to the description of the composition product ◦ defined by trees (cf. [GK, L3]).
When j 6= 1, the composition Q⊠cP(j, i) represents a concatenation of trees which
is a non-connected graph. Therefore, Q⊠c P(j, i) = 0, for j 6= 1.
The default of the composition product ⊠ to be a monoidal product, in the category
of S-bimodules, comes from the fact that P ⊠ I corresponds to concatenations of
elements of P and not only elements of P .
Definition (The S-bimodules T⊗(P) and S(P)). Since the monoidal product ⊗
is bilinear, the related free monoid on an S-bimodule P is given by every possible
concatenations of elements of P
T⊗(P) :=
⊕
n∈N
P⊗n,
where P⊗0 = k by convention.
The monoidal product is symmetric. Therefore, we can consider the truncated
symmetric algebra on P .
S(P) := S¯⊗(P) =
⊕
n∈N∗
(P⊗n)Sn .
The functor S allows us to link the two composition products ⊠ and ⊠c.
Proposition 1.7. Let P and Q be two S-bimodules. One has the following iso-
morphism of S-bimodules
S(Q⊠c P) ∼= Q⊠ P .
Proof. The isomorphism lies on the fact that every graph of G2 is the concate-
nation of connected graphs of G2c . And the order between these connected graphs
does not matter. 
Remark that P ⊠ I = S(P), which is different from P , in general.
Definition (Saturated S-bimodules). A saturated S-bimodule P is an S-bimodule
such that P = S(P). We denote this category sat-S-biMod.
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Example. For every S-bimodule P , S(P) is a saturated S-bimodule.
Notice that S(I)(m, n) = 0 if m 6= n and S(n, n) ∼= k[Sn].
Proposition 1.8. The category (sat-S-biMod, ⊠,S(I)) is a monoidal category.
Proof. Since Q⊠ P ∼= S(Q ⊠ P), the associativity relation comes from Proposi-
tion 1.2. If P is a saturated S-bimodule, one has P ⊠ S(I) = S(P) = P . 
We sum up these results in the diagram
(V ect, ⊗k, k) →֒ (S-Mod, ◦, I) →֒ (S-biMod,⊠c, I)
S
−→ (sat-S-biMod,⊠, S(I)),
where the first arrows are faithful functors of monoidal categories.
Remark. Since the concatenation product is symmetric and bilinear, its homolog-
ical properties are well known. In the rest of the text, we will mainly study the
homological properties of the composition products (cf. Sections 3 and 5). Since
the composition product ⊠ is obtained by concatenation S from the connected com-
position product ⊠c, we will only state the theorems for the connected composition
product ⊠c in the following of the text. There exist analogue theorems for the
composition product ⊠, which are left to the reader.
1.4. Representation of the elements of Q⊠cP. The productQ⊠cP (andQ⊠P)
is isomorphic to a quotient under the equivalence relation ∼ that permutates the
order of the elements of Q and P . For instance, to study the homological properties
of this product, we need to find natural representatives of the classes of equivalence
for the relation ∼.
In this section, all the S-bimodules are reduced (cf. 1.1).
Definition (SBi, ν). We denote by S
B
i, ν the set of block permutations of type
(i, . . . , i)︸ ︷︷ ︸
ν times
of Siν . (cf. Conventions).
Remark. The set SBi, ν is a subgroup of Siν .
Let ı¯ be a partition of the integer n. We consider the n-tuple ı¯∗ defined by i∗k :=
|{j / ij = k}|. Denote by SBı¯ the subgroup image of
∏n
k=1 S
B
k, i∗
k
in Sn.
Proposition 1.9. The product Q⊠c P(m, n) is isomorphic to the S-bimodule de-
fined by the following formula⊕
Θ
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn],
where the sum Θ runs over ı¯ partition of the integer n, l¯ partition of the integer m,
N in N∗ and ¯ a-tuple, k¯ b-tuple such that |k¯| = |¯| = N .
Proof. After choosing the order of the elements of P given by the partition ı¯ of
the integer n, the remaining relations that permutate the elements of P involve
only elements of SBı¯ . 
We can do the same kind of work with the definition of ⊠c using non-planar graphs.
The goal here is to choose a planar representative of indexed graphs.
Definition (Ordered partitions of [n]). An ordered partition of [n] is a sequence
(Π1, . . . , Πk) such that {Π1, . . . , Πk} is a partition of [n] and such that min(Π1) <
min(Π2) < · · · < min(Πk).
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Let I be a set of i elements. We denote by P(j, i)(I) the module
⊕
f : [i]→I P(j, i)
/
≍,
where f is a bijection from [i] to I. Every element of P(j, i)(I) can be represented
by a pair (x, f). The equivalence relation ≍ is defined by (x.τ, f) ≍ (x, f ◦ τ)
for τ in Si. Therefore, P(j, i)(I) is an (Sj , SI)-module. The module P(j, i)(I)
represents the vertices indexed by an element of P(j, i) with i inputs labelled by
elements of I.
Proposition 1.10. The product Q⊠c P(m, n) is isomorphic, as S-bimodule, to⊕
Θ′
(
(Π′1)Q(|Π
′
1|, k1)⊗k · · · ⊗k (Π
′
b)Q(|Π
′
b|, kb)
)
⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯(
(P(j1, |Π1|)(Π1)⊗k · · · ⊗k P(ja, |Πa|)(Πa)
)
,
where the sum Θ′ runs over pairs
(
(Π′1, . . . , Π
′
b), (Π1, . . . , Πa)
)
of ordered partitions
of ([m], [n]), N in N∗ and ¯ a-tuple, k¯ b-tuple such that |k¯| = |¯| = N .
As a consequence, we will often write the elements of Q⊠c P like this
q
Π′1
1 ⊗ · · · ⊗ q
Π′b
b ⊗ σ ⊗ p
Π1
1 ⊗ · · · ⊗ p
Πa
a = (q
Π′1
1 , . . . , q
Π′b
b )σ(p
Π1
1 , . . . , p
Πa
a ),
or even without the Π’s.
Remark. The first operation p1 has one input indexed by 1 and the operation
q1 has one output indexed by 1. We will use this property to build a contracting
homotopy for the augmented bar and cobar construction (cf. Section 4.3).
The same propositions can be proved for the composition product ⊠. One has to
change the set of connected permutations Sc
k¯, ¯
by the symmetric group SN .
2. Definitions of properad and prop
In this section, we give the definitions of properad and prop. These notions model
the operations acting on gebras. We give the construction of the free properad and
prop. Therefore, we can define the notions of quadratic properad and prop and give
examples.
2.1. Definition of properad.
Definition (Properad). A properad is a monoid (P , µ, η) in the monoidal category
(S-biMod, ⊠c, I). Equivalently, one defines a properad by
• An associative composition P ⊠c P
µ
−→ P ,
• And a unit I
η
−→ P .
Examples.
• The inclusions of monoidal categories
(V ect, ⊗k, k) →֒ (S-Mod, ◦, I) →֒ (S-biMod,⊠c, I)
show that an associative algebra is an operad and that an operad is a
properad.
• The fundamental example of properad is given by the S-bimodule End(V )
of multilinear applications of a vector space V (cf. 2.4).
• The main examples of properads studied here are the free and quadratic
properads (cf. 2.7, 2.9).
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Definition (Augmented properad). A properad (P , µ, η, ǫ) is called augmented
if the counit (or augmentation map) ǫ : P → I is a morphism of properads.
Examples. The free properad F(V ) (cf. 2.7) and the quadratic properads (cf.
2.9) are augmented properads.
When P is an augmented properad, we have P = I ⊕ P¯, where P¯ is the kernel of ǫ
and is called the ideal of augmentation.
Definition (Weight graded S-bimodule). A weight graded S-bimodule M is a direct
sum, indexed by ρ ∈ N, of S-bimodules M =
⊕
ρ∈NM
(ρ).
The morphisms of weight graded S-bimodules are the morphisms of S-bimodules
that preserve this decomposition. The set of weight graded S-bimodules with its
morphisms forms a category denoted gr-S-biMod.
One can generalize the various products of S-bimodules to the weight graded frame-
work. For instance, one has that (Q⊠cP)(ρ) is given by the sum on 2-level connected
graphs indexed by elements of Q and P such that the total sum of the weight of
these elements is equal to ρ.
Definition (Weight graded properad). A weight graded properad is a monoid in
the monoidal category of weight graded S-bimodules with the composition product
⊠c.
A weight graded properad P such that P(0) = I is called a connected properad.
2.2. Definition of prop.
Definition (Prop). A prop (P , µ˜, η˜) is a monoid in the monoidal category (sat-S-
biMod, ⊠, S(I)). In other words,
• The S-bimodule P is stable under concatenation P ⊗ P →֒ P ,
• The composition P ⊠ P
µ
−→ P is associative,
• The morphism S(I)
η
−→ P is a unit.
Remark. This definition corresponds to a k-linear version of the notion of PROP
(cf. S. MacLane [MacL2] and F.W. Lawvere [La]). A prop is the support of the
operations acting on algebraic structures. That’s-why we denote it with small
letters. The name “properad” is a contraction of “prop” and “operad”.
If one restricts the compositions of a prop to connected graph, it gives a properad.
Therefore, one can consider the forgetful functor Uc from Props to Properads
Uc : Props→ Properads.
Proposition 2.1. The functor S induces a functor from Properads to Props. It is
the left adjoint to the forgetful functor Uc.
Props
Uc / Properads.
S
o
Proof. Let (P , µ, η) be a properad. We have seen that the S-bimodule S(P) is
saturated. The composition of the prop S(P) is given by
S(P)⊠ S(P) ∼= S(P ⊠c P)
S(µ)
−−−→ S(P).
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And the unit comes from
S(I)
S(η)
−−−→ S(P).
The adjunction relation is left to the reader. 
2.3. Definition of coproperad. Dually, we define the notion of coproperad.
Definition (Coproperad). A coproperad is a comonoid (C, ∆, ε) in the monoidal
category (S-biMod, ⊠c, I). A structure of coproperad on C is given by
• A coassociative coproduct C
∆
−→ C ⊠c C,
• And a counit C
ε
−→ I.
Examples. The main examples of coproperads studied in this article are the cofree
connected coproperad Fc(V ) (cf. 2.8) and the Koszul dual P ¡ of a properad P (cf.
7.1.1).
2.4. The example of End(V ).
Definition (End(V )). We denote byEnd(V ) the set {linear applications : V ⊗n →
V ⊗m}n,m. The symmetric groups Sn and Sm act on V
⊗n and V ⊗m by per-
mutation of the variables. Therefore, End(V ) is an S-bimodule. The composi-
tion End(V ) ⊠ End(V )
χ
−→ End(V ) is given by the composition of linear applica-
tions. And the inclusion η : S(I) →֒ End(V ) corresponds to linear applications
V ⊗n → V ⊗n obtained by permutation of the variables.
For instance, let pα ∈ Homk-Mod(V ⊗iα , V ⊗jα) and qβ ∈ Homk-Mod(V ⊗kβ , V ⊗lβ ),
the morphism χ(θ⊗ q1⊗ · · · ⊗ qb⊗ σ⊗ p1⊗ · · · ⊗ pa⊗ω) ∈ Homk-Mod(V ⊗n, V ⊗m)
corresponds to the following composition
V ⊗n
ω // V ⊗n
p1⊗···⊗pa// V ⊗N
σ // V ⊗N
q1⊗···⊗qb // V ⊗m
θ // V ⊗m,
where the morphism p1⊗· · ·⊗pa : V ⊗n = V ⊗i1⊗· · ·⊗V ⊗ib → V ⊗j1⊗· · ·⊗V ⊗jb =
V ⊗N is the concatenation of morphisms pα.
The S-bimodule End(V ) is saturated and (End(V ), χ, η) is a prop. Its restriction
to connected compositions End(V )⊠c End(V )
χc
−→ End(V ) induces a structure of
properad.
2.5. P-module. We recall here the basic definitions related to the notion of mod-
ule over a monoid that will be applied to properads and props throughout the text.
For more details, we refer the reader to the book of S. MacLane [MacL1].
A structure of module (on the right) L over a monoid P in a monoidal category is
given by a morphism L⊠c P
ρ
−→ P such that the following diagrams commute
L⊠c P ⊠c P
L⊠cµ //
ρ⊠cP

L⊠c P
ρ

L⊠c P
ρ // L
L⊠c I
L⊠cη //
%%KK
KK
KK
KK
KK
L⊠c P
ρ

L.
In this case, the object L is called a P-module (on the right).
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The free module on the right on an object M is given by L :=M ⊠c P . When P is
a prop, the free P-module on a saturated S-module M is M ⊠P . In the rest of the
text, we will call the free P-module on an S-bimodule M , the following P-module
S(M)⊠ P = M ⊠ P .
Definition (Relative composition product). Let (L, ρ) be a right P-module and
(R, λ) be a left P-module. Their relative composition product L⊠cPR is given by
the cokernel of the following maps
L⊠c P ⊠c R
ρ⊠cR //
L⊠cλ
// L⊠c R.
When (P , µ, η, ǫ) is an augmented monoid, one can define a (left) action of P on
I by the formula
λǫ : P ⊠c I
ǫ⊠cI−−−→ I ⊠c I ∼= I.
Definition (Indecomposable quotient). Let (P , µ, η, ǫ) be an augmented monoid
in a monoidal category and let (L, ρ) be a right P-module. The indecomposable
quotient of L is the relative composition product of L and I, that’s-to-say the
cokernel of the maps
L⊠c P ⊠c I
ρ⊠cI //
L⊠cλǫ
// L⊠c I ∼= L.
When (P , µ, η, ǫ) is an augmented monoid, one has that the indecomposable quo-
tient of the free module L = M ⊠c P is isomorphic to M .
2.6. P-gebra. The notion of P-gebra is the natural generalization to the notion of
an algebra over an operad.
Definition (P-gebra). Let (P , µ, η) be a properad (or a prop). A structure of
P-gebra on a k-module V is given by a morphism of properads (or props) : P →
End(V ).
Remark. A P-gebra is an “algebra” over a prop P . The term “algebra” is to
be taken here in the largest sense. For instance, a P-gebra can be equipped with
coproducts (operations with multiple outputs). It is the case for bialgebras, and
Lie bialgebras.
Consider the S-module T (V ) defined by T (V )(n) := V ⊗n, where the (left) action
is given by the permutation of variables. One can see that a morphism of (left)
S-modules µV : P ⊠ V → T (V ) induces a unique morphism of S-modules µ˜V :
P ⊠ T (V )→ T (V ). For instance, the element
___ v1 ⊗ v2
1
ww
ww
ww
ww
ww 2
QQQ
QQQ
QQQ
QQQ
QQ
_________ v3 ⊗ v4
2
II
II
II
II
II1
lll
lll
lll
lll
l
___
1 ##
HH
HH
HH
HH
HH
2{{v
vv
vv
vv
vv
v
1 $$
II
II
II
II
II
2zzu
uu
uu
uu
uu
u
____ p1
1

____________ p2
1
{{ww
ww
ww
ww
w
2

3
##G
GG
GG
GG
GG
____
4 1 2 3
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can be written
v1
1
_______ v3
1
___ v2
1
_______ v4
1
1
""D
DD
DD
DD
DD
2
||zz
zz
zz
zz
z
1
""D
DD
DD
DD
DD
2
||zz
zz
zz
zz
z
___ p1
1

___________ p2
1
~~}}
}}
}}
}}2

3
  B
BB
BB
BB
B
___
4 1 2 3.
Proposition 2.2. A P-gebra structure on a k-module V is equivalent to a mor-
phism µV : P ⊠ V → T (V ) such that the following diagram commutes
P ⊠ P ⊠ V
P⊠µV //
µ⊠V

P ⊠ T (V )
fµV

P ⊠ V
µV // T (V ).
Remark. The same arguments hold for a gebra over a properad. When P is an
operad, we find the classical notion of an algebra over an operad.
2.7. Free properad and free prop. In this section, we complete the following
diagram of forgetful and left adjunct functors
Props
U

Uc / Properads
S
o
U

sat-S-biMod
eF
O
U /
S-biMod,
F
O
S
o
with the description of the functors F and F˜ . To do this, we will use the construc-
tion of the free monoid described in [V1].
We recall the construction of the free properad given in [V1] (section 5).
Theorem 2.3. The free properad on an S-bimodule V is given by the sum on
connected graphs (without level) G with the vertices indexed by elements of V
F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/ ≈ .
The composition µ comes from the composition of directed graphs.
Remark. If V is an S-module, the connected graphs involved here are trees. There-
fore, we find here the same construction of the free operad given in [GK].
By the same arguments, we have that the free prop F˜(V ) on a saturated S-bimodule
V is given by the sum on graphs (without level) indexed by elements of V . We find
here the same construction of the free prop as B. Enriquez and P. Etingof in [EE].
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Definition (Free prop). In this paper, we call free prop on an S-module V , the
image of V by the following composition of left adjunct functors
F˜(V ) := S ◦ F(V ).
Recall from [V1], the notion of split analytic functor.
Definition (Split analytic functors). A functor f is a split analytic functor if it is
a direct sum
⊕
n∈N f(n) of homogenous polynomial functors of degree n.
One can decompose the set of directed (connected) graphs with the number of
vertices. We denote by Gc, (n) the set of connected graphs with n vertices. Hence,
one has
F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/ ≈
=
⊕
n∈N
 ⊕
g∈Gc, (n)
n⊗
i=1
V (|Out(νi)|, |In(νi)|)
/ ≈
︸ ︷︷ ︸
F(n)(V )
.
Proposition 2.4. The functor F : V 7→ F(V ) is a split analytic functor, where the
part of weight n is denoted F(n)(V ). This graduation is stable under the composition
µ of the free properad. Therefore, the free properad is a weight graded properad.
We define the counit ǫ by the following projection F(V )→ I = F(0)(V ). With this
augmentation map, the free properad is an augmented properad.
Lemma 2.5. Let f =
⊕∞
n=0 f(n) be a split analytic functor in the category of S-
bimodules. Let M =
⊕
ρ∈NM
(ρ) be a weight graded S-bimodule. The S-bimodule
f(M) is bigraded with one graduation induced by the analytic functor and the other
one given by the total weight.
Proof. Denote f(n) = fn ◦ ∆n where fn is an n-linear morphism. The first
graduation can be written f(M)(n) := fn(M, . . . , M). The second one corresponds
to
f(M)(ρ) :=
∑
n≥1
i1+···+in=ρ
fn(M
(i1), . . . , M (in)).

Corollary 2.6. Every free properad on a weight graded S-bimodule is bigraded.
2.8. Cofree connected coproperad. We define the structure of cofree connected
coproperad on the same S-bimodule as the free properad. Denote
Fc(V ) := F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/ ≈ .
The projection on the summand generated by the trivial graph gives the counit
ε : Fc(V )→ I.
The coproduct ∆ lies on the set of cuttings of graphs into two parts. The image
of an element g(V ) represented by a graph g indexed by operations of V under the
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coproduct ∆ is given by the formula
∆(g(V )) :=
∑
(g1(V ), g2(V ))
g1(V )⊠c g2(V ),
where the sum is over pairs (g1(V ), g2(V )) of family of elements such that µ(g1(V )⊠c
g2(V )) = g(V ).
Proposition 2.7. For every S-bimodule V , (Fc(V ), ∆, ε) is a weight graded con-
nected coproperad. This properad is cofree is the category of connected coproperads.
Proof. The counit relation comes from
(ε⊠c id) ◦∆(g(V )) = (ε⊠c id) ◦∆
 ∑
(g1(V ), g2(V ))
g1(V )⊠c g2(V )

=
∑
(g1(V ), g2(V ))
ε(g1(V ))⊠c g2(V )
= I ⊠c g(V )
= g(V ).
The coassociativity relation comes from
(∆⊠c id) ◦∆(g(V )) = (id⊠c ∆) ◦∆(g(V )) =∑
(g1(V ), g2(V ), g3(V ))
g1(V )⊠c g2(V )⊠c g3(V ),
where the sum is over the triples (g1(V ), g2(V ), g3(V )) such that µ(g1(V ) ⊠c
g2(V )⊠c g3(V )) = g(V ).
Let C be a connected coproperad and let f : C → V be a morphism of S-bimodules.
The analytic decomposition of Fc(V ), according to the number of vertices of graphs,
and the fact that C is connected allows to define by induction a morphism of
connected coproperads f¯ : C → Fc(V ). This morphism is determined by f and
is the unique morphism of connected coproperads such that the following diagram
commutes
V Fc(V )oo
C.
f
bbEEEEEEEEE
f¯
OO

Remark. This construction generalizes the construction given by T. Fox in [F] for
cofree connected coalgebras.
2.9. Quadratic properads and quadratic props. We define the notions of qua-
dratic properad and quadratic prop. We relate these two notions and give examples.
In this paper, we are interested in the study of properads and props defined by
generators and relations. Let V be an S-bimodule and R be a sub-S-bimodule of
F(V ). Consider the ideal of F(V ) generated by R. (For the notion of ideal in a
monoidal category, we refer the reader to [V2]). The quotient properad F(V )/(R)
is generated by V and the relations R.
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The Koszul duality for props deals with a subclass of properads and props composed
by quadratic properads and quadratic props.
Definition (Quadratic properads). A quadratic properad is a properad defined by
generators V and relations R such that R is a sub-S-bimodule of F(2)(V ) (the part
of weight 2 of F(V )).
It means that R is composed by linear combinations of connected graphs indexed
by 2 elements of V .
Proposition 2.8. Every properad P = F(V )/(R) defined by generators V and
relations R such that R is a sub-S-bimodule of F(n)(V ) is a weight graded properad.
Proof. Since the ideal (R) is generated by an homogenous weight graded S-
bimodule, the quotient properad F(V )/(R) is weight graded. The elements of
weight n of P corresponds to the image of F(n)(V ) under the projection F(V ) ։
P = F(V )/(R). 
Corollary 2.9. Every quadratic properad is weight graded.
Once again, the same results hold for props.
Definition (Quadratic props). A quadratic prop is a prop defined by a generating
S-bimodule V and relations R such that R is a sub-S-bimodule of F˜(2)(V ) (the part
of weight 2 of F˜(V )).
Quadratic properads and quadratic props are related by the following proposition.
Proposition 2.10. Let V be an S-bimodule and R a sub-S-bimodule of F(2)(V ) ⊂
F˜(2)(V ). The quotient prop F˜(V )/(R) is isomorphic to S(F(V )/(R)), where F(V )/(R)
is the quadratic properad generated by V and R.
Proof. Consider the morphism of props
F˜(V ) = F˜ ◦ S(V ) = S ◦ F(V )
Φ
−→ S(F(V )/(R)).
Since its kernel is the ideal generated by R in F(V ), Φ induces an isomorphism
F˜(V )/(R)
Φ¯
−→ S(F(V )/(R)). 
Remark. This proposition implies that, when the relations of a quadratic prop
are defined by linear combinations of connected graphs, it is enough to study the
related quadratic properad. In this case, the quadratic prop is obtained by con-
catenation from the quadratic properad. Since the concatenation product is well
known in homology, it is enough to study the properad associated to some algebraic
structures (gebras) to understand their homological properties (deformation, gebra
up to homotopy). (cf. 7.4).
Examples. Once again, the first examples come from the full subcategories k-Mod
and S-Mod. Quadratic algebras, like S(V ) and Λ(V ) (the original examples of J.-L.
Koszul), are quadratic properads. And quadratic operads, like As, Com and Lie
(coding associative, commutative and Lie algebras), are quadratic properads.
Examples. Let us give new examples treated by this theory. All the following
properads are quadratic.
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• The properad BiLie coding Lie bialgebras. This properad is generated by
the following S-bimodule
V =

V (1, 2) = λ.k ⊗ sgnS2 ,
V (2, 1) = ∆.sgnS2 ⊗ k,
V (m, n) = 0 otherwise.
=
1 2
?? ⊗ sgnS2 ⊕ 
??
1 2
⊗ sgnS2 ,
where sgnS2 is the signature representation of S2. Its quadratic relations
are given by
R =

λ(λ, 1)
(
(123) + (231) + (312)
)
⊕
(
(123) + (231) + (312)
)
(∆, 1)∆
⊕ ∆⊗ λ− (λ, 1)⊗ (213)⊗ (1, ∆)
−(1, λ)(∆, 1)− (1, λ)(∆, 1)− (1, λ) ⊗ (132)⊗ (∆, 1)
=

1 2 3
?? ?? +
2 3 1
?? ?? +
3 1 2
?? ??
⊕ 
??
?
? ??
1 2 3
+ 
??
?
? ??
2 3 1
+ 
??
?
? ??
3 1 2
⊕
1 2
??
?
?
1 2
−
1 2
?
?

1 2
+
2 1
?
?

1 2
−
1 2
???
?
1 2
+
2 1
???
?
1 2
.
The BiLie-gebras are exactly the Lie bialgebras introduced by V. Drin-
feld (cf. [Dr1]).
• One variation of Lie bialgebras has been introduced by M. Chas (cf. [Chas])
in the framework of String Topology. An involutive Lie bialgebra is a Lie
bialgebra such that λ ◦ ∆ = 0. Therefore, the associated properad is the
same than BiLie, where the “loop” 
?
? is added to the space of relations.
We denote it by BiLie0, since every composition based on level graphs of
genus > 0 is null.
• The properad εBi coding infinitesimal Hopf algebras. This properad is
generated by the S-bimodule
V =

V (1, 2) = m.k ⊗ k[S2],
V (2, 1) = ∆.k[S2]⊗ k,
V (m, n) = 0 otherwise.
=
??
⊕ ?
?
,
And its relations are given by
R =

m(m, 1)−m(1, m)
⊕ (∆, 1)∆− (1,∆)∆
⊕ ∆⊗m− (m, 1)(1, ∆)− (1, m)(∆, 1).
=

??
??

−
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? − ?
?
− ?
?
?
?
.
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These εBi-gebras are associative and non-commutative analogs of Lie
bialgebras. They correspond to the infinitesimal Hopf algebras defined by
M. Aguiar (cf. [Ag1], [Ag2] and [Ag3]).
• The properad 12Bi, degenerated analogue of the properad of bialgebras.
The generating S-bimodule V is the same as in the case of εBi, composed
by a product and a coproduct. The relations R are the following ones
R =

m(m, 1)−m(1, m)
⊕ (∆, 1)∆− (1,∆)∆
⊕ ∆⊗m (κ).
=

??
??

−
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? (κ).
This example has been introduced by M. Markl in [Ma2] to describe a
minimal model for the prop of bialgebras.
Counterexamples.
• The previous properad is a quadratic version of the properad Bi coding
bialgebras. This last one is defined by generators and relations but is not
quadratic. The definition of Bi is the same than 12Bi where the relation (κ)
is replaced by the following one
(κ′) : ∆⊗m− (m, m)⊗ (1324)⊗ (∆, ∆)
=
??
?
? − w
wG
Gww
ww G
G
GG ww
Since the relation (κ′) includes a composition involving 4 generating oper-
ations, the properad Bi is neither quadratic nor weight graded.
• Consider the prop coding unitary infinitesimal Hopf algebras defined by
J.-L. Loday in [L4]. Its definition is the same than the prop εBi where the
third relation is
∆⊗m− (m, 1)(1, ∆)− (1, m)(∆, 1)− (1, 1) =
??
?
? − ?
?
− ?
?
?
?
− .
Since this relation is neither connected nor homogenous of weight 2, one
has that this prop is not quadratic and it does not come from a properad.
3. Differential graded framework
In this section, we generalize the previous notions in the differential graded frame-
work. For instance, we define the compositions products of differential graded
S-bimodule. We give the definitions of quasi-free P-modules and quasi-free proper-
ads.
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3.1. The category of differential graded S-bimodules. We now work in the
category dg-Mod of differential graded k-modules. Recall that this category can be
endowed with a tensor product V ⊗k W defined by the following formula
(V ⊗k W )d :=
⊕
i+j=d
Vi ⊗k Wj ,
where the boundary map on V ⊗k W is given by
δ(v ⊗ w) := δ(v) ⊗ w + (−1)|v|v ⊗ δ(w),
for v ⊗ w an elementary tensor and where |v| denotes the homological degree of v.
The symmetry isomorphism involve Koszul-Quillen sign rules
τv, w : v ⊗ w 7→ (−1)
|v||w|w ⊗ v.
More generally, the commutation of two elements (morphisms, differentials, objects,
etc ...) of degree d and e induces a sign (−1)de.
Definition (dg-S-bimodule). A dg-S-bimodule P is a collection (P(m, n))m,n∈N
of differential graded modules with an action of the symmetric group Sm on the left
and an action of Sn on the right. These groups acts by morphisms of dg-modules.
We denote by Pd(m, n) the sub-(Sm, Sn)-module composed by elements of degree
d of the chain complex P(m, n).
3.2. Composition products of dg-S-bimodules. The composition product ⊠c
and ⊠ of S-bimodules can be generalized to the differential graded framework.
The definition remains the same except that the equivalence relation ∼ is based
on symmetry isomorphisms and therefore involves Koszul-Quillen sign rules. For
instance, one has
θ ⊗ q1 ⊗ · · · ⊗ qi ⊗ qi+1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω ∼
(−1)|qi||qi+1|θ′ ⊗ q1 ⊗ · · · ⊗ qi+1 ⊗ qi ⊗ · · · ⊗ qb ⊗ σ
′ ⊗ p1 ⊗ · · · ⊗ pa ⊗ ω,
where σ′ = (1 . . . i+ 1 i . . . a)k¯ σ and θ
′ = θ(1 . . . i+ 1 i . . . a)−1
l¯
.
Remark. To lighten the notations, we will often omit the induced representations
θ and ω in the following of the text.
We define the image of an element q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa of Q(l¯, k¯)⊗Sk¯
k[Sc
k¯, ¯
]⊗Sl¯ P(¯, ı¯) under the boundary map δ by the following formula
δ(q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa) =
b∑
β=1
(−1)|q1|+···+|qβ−1|q1 ⊗ · · · ⊗ δ(qβ)⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ pa +
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|q1 ⊗ · · · ⊗ qb ⊗ σ ⊗ p1 ⊗ · · · ⊗ δ(pα)⊗ · · · ⊗ pa.
Lemma 3.1. The differential δ is constant on equivalence classes under the relation
∼.
Proof. The proof is straightforward and left to the reader. 
One can also generalize the concatenation product ⊗ to the category of dg-S-
bimodules.
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Definition (Saturated differential graded S-bimodule). A saturated differential
graded S-bimodule is a dg-S-bimodule P such that S(P) ∼= P . We denote this
category sat-dg-S-biMod.
One can extend Proposition 1.9 and Proposition 1.10 in the differential graded
framework.
Proposition 3.2. Let Q and P be two differential graded S-bimodules. Their
connected composition product Q⊠c P(m, n) is isomorphic to the dg-S-bimodule⊕
Θ
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
and to the dg-S-bimodule⊕
Θ′
(
(Π′1)Q(|Π
′
1|, k1)⊗k · · · ⊗k (Π
′
b)Q(|Π
′
b|, kb)
)
⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯(
(P(j1, |Π1|)(Π1)⊗k · · · ⊗k P(ja, |Πa|)(Πa)
)
,
Once again, we have the same propositions for the composition product ⊠. We
are going to study the homological properties of the composition product of two
dg-S-bimodules.
Remark that the chain complex (Q⊠c P , δ) corresponds to the total complex of a
bicomplex. We define the bidegree of an element
(q1, . . . , qb)σ (p1, . . . , pa) of k[Sm
/
S
B
l¯
]⊗Sl¯Q(l¯, k¯)⊗Sk¯k[S
c
k¯, ¯
]⊗S¯P(¯, ı¯)⊗Sı¯k[S
B
ı¯
∖
Sn]
by (|q1|+· · ·+|qb|, |p1|+· · ·+|pa|). The horizontal differential δh : Q⊠cP → Q⊠cP
is induced by the one of Q and the vertical differential δv : Q ⊠c P → Q ⊠c P is
induced by the one of P . One has explicitly,
δh
(
(q1, . . . , qb)σ (p1, . . . , pa)
)
=
b∑
β=1
(−1)|q1|+···+|qβ−1|(q1, . . . , δ(qβ), . . . , qb)σ (p1, . . . , pa)
and δv
(
(q1, . . . , qb)σ (p1, . . . , pa)
)
=
a∑
α=1
(−1)|q1|+···+|qb|+|p1|+···+|pα−1|(q1, . . . , qb)σ (p1, . . . , δ(pα), . . . , pa).
One can see that δ = δh + δv and that δh ◦ δv = −δv ◦ δh.
Like every bicomplex, this one gives rise to two spectral sequences Ir(Q ⊠ P) et
IIr(Q ⊠ P) that converge to the total homology H∗(Q ⊠ P , δ). Recall that these
two spectral sequences verify
I1(Q⊠c P) = H∗(Q⊠c P , δ), I
2(Q⊠c P) = H∗(H∗(Q⊠c P , δv), δh)
and II1(Q⊠c P) = H∗(Q⊠c P , δh), II
2(Q⊠c P) = H∗(H∗(Q⊠c P , δh), δv).
Proposition 3.2 gives that the composition product Q⊠c P can be decomposed as
the direct sum of chain complexes⊕
Θ
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn].
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This decomposition is compatible with the structure of bicomplex. Therefore, the
spectral sequences can be decomposed in the same way
Ir(Q⊠c P) =
⊕
Θ
Ir
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
and IIr(Q⊠c P) =
⊕
Θ
IIr
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
From these two formulas, one has the following proposition.
Proposition 3.3. When k is a field of characteristic 0, one has
I1
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
= k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ H∗ (P(¯, ı¯))⊗Sı¯ k[S
B
ı¯
∖
Sn] and
II1
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
= k[Sm
/
S
B
l¯
]⊗Sl¯ H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn].
Proof. By Mashke’s Theorem, we have the rings of the form k[S¯] and k[Sı¯] are
semi-simple. Therefore, the modules k[Sm
/
SB
l¯
] ⊗Sl¯ Q(l¯, k¯) ⊗Sk¯ k[S
c
k¯, ¯
] are k[S¯]
projective modules (on the right) and the modules k[SBı¯
∖
Sn] are k[Sı¯] projective
modules (on the left) . 
Proposition 3.4. When k is a field of characteristic 0, one has
I2
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
= II2
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
= k[Sm
/
S
B
l¯
]⊗Sl¯ H∗Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ H∗P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn].
Proof. We use the same arguments to show that
I2
(
k[Sm
/
S
B
l¯
]⊗Sl¯ Q(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P(¯, ı¯)⊗Sı¯ k[S
B
ı¯
∖
Sn]
)
= k[Sm
/
S
B
l¯
]⊗Sl¯ H∗
(
Q(l¯, k¯)
)
⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ H∗ (P(¯, ı¯))⊗Sı¯ k[S
B
ı¯
∖
Sn].
We conclude by Ku¨nneth’s formula
H∗
(
Q(l¯, k¯)
)
= H∗ (Q(l1, k1)⊗ · · · ⊗ Q(la, ka)) ∼=
H∗Q(l1, k1)⊗ · · · ⊗H∗Q(la, ka) = H∗Q(l¯, k¯).

Remark. Let Φ : M → M ′ and Ψ : N → N ′ be two morphisms of dg-S-
bimodules. The morphism Φ ⊠c Ψ : M ⊠c N → M
′
⊠c N
′ is a morphism of
bicomplexes. It induces morphisms of spectral sequences Ir(Φ ⊠c Ψ) : I
r(M ⊠c
N)→ Ir(M ′ ⊠c N ′) and IIr(Φ⊠c Ψ) : IIr(M ⊠c N)→ IIr(M ′ ⊠c N ′).
More generally, we have the following proposition.
Proposition 3.5. When k is a field of characteristic 0, one has
H∗(Q⊠cP)(m, n) =
⊕
Θ
k[Sm
/
S
B
l¯
]⊗Sl¯H∗Q(l¯, k¯)⊗Sk¯k[S
c
k¯, ¯
]⊗S¯H∗P(¯, ı¯)⊗Sı¯k[S
B
ı¯
∖
Sn].
That’s-to-say, H∗(Q⊠c P) = (H∗Q)⊠c (H∗P).
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Proof. It is a direct corollary of Mashke’s Theorem (for coinvariants) and Ku¨n-
neth’s Theorem (for tensor products). 
Once again, the similar results apply to the connected composition products ⊠.
Remark. These propositions generalize the results of B. Fresse for the composition
product ◦ of operads to the composition products ⊠c and ⊠ of properads and props
(cf. [Fr] 2.3.).
3.3. Differential properads and differential props. We give here a differential
variation of the notions of properads and props.
Definition (Differential properad). A differential properad (P , µ, η) is a monoid
in the monoidal category (dg-S-biMod, ⊠c, I) of differential graded S-bimodules.
The composition morphism µ of a differential properad is a morphism of chain
complexes of degree 0 compatible with the action of the symmetric groups Sm and
Sn. One has the derivation type relation :
δ (µ((p1, . . . , pb)σ (p
′
1, . . . , p
′
a))) =
b∑
β=1
(−1)|p1|+···+|pβ−1|µ((p1, . . . , δ(pβ), . . . , pb)σ (p
′
1, . . . , p
′
a)) +
a∑
α=1
(−1)|p1|+···+|pb|+|p
′
1|+···+|p
′
α−1|µ((p1, . . . , pb)σ (p
′
1, . . . , δ(p
′
α), . . . , p
′
a)).
Proposition 3.5 gives the following property.
Proposition 3.6. When k is a field of characteristic 0, the homology groups
(H∗(P), H∗(µ), H∗(η)) of a differential properad (P , µ, η) form a graded properad.
Definition (Differential weight graded S-bimodule). A differential weight graded
S-bimodule M is a direct sum over ρ ∈ N of differential S-bimodulesM =
⊕
ρ∈NM
(ρ).
The morphisms of differential weight graded S-bimodules are the morphisms of
differential S-bimodules that preserve this decomposition. This forms a category
denoted gr-dg-S-biMod.
Remark that the weight is a graduation separate from the homological degree that
gives extra information.
Definition (Differential weight graded properad). A differential weight graded
properad is a monoid in the monoidal category of differential weight graded S-
bimodules.
A differential weight graded properad P such that P(0) = I is called connected.
Remark. Dually, we can define the notion of differential coproperad and weight
graded differential coproperad. A differential coproperad is a coproperad where the
coproduct is a morphism of dg-S-bimodules verifying a coderivation type relation.
Similarly one has the notions of differential weight graded prop and coprop.
3.4. Free and quasi-free P-modules. We define a variation of the notion of free
P-module, namely the notion of quasi-free P-module, and we prove some of its basic
properties.
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Let P be a (weight graded) dg-properad. Recall from 2.5, that the free differential
P-module on the right over a dg-S-bimodule M is given by L = M ⊠c P , where
the differential δ comes from the one of M and the one of P as explained before.
When (P , µ, η, ǫ) is an augmented dg-properad, one has that the indecomposable
quotient of the free dg-P-module L = M⊠cP is isomorphic toM , as dg-S-bimodule.
In the following part of the text, we will encounter differential P-modules which are
not strictly free. They are built on the dg-S-bimodule M ⊠c P but the boundary
map is the sum of the canonical differential δ with an homogenous morphism of
degree −1.
Definition (Quasi-free P-module). Let P be differential properad. A (right)
quasi-free P-module L is a dg-S-bimodule of the form M ⊠c P , where the dif-
ferential δθ is the sum δ+ dθ of the canonical differential δ on the product M ⊠c P
with an homogenous morphism dθ : M ⊠c P →M ⊠c P of degree −1 such that
dθ ((m1, . . . , mb)σ (p1, . . . , pa)) =
b∑
β=1
(−1)|m1|+···+|mβ−1|(m1, . . . , dθ(mβ), . . . , mb)σ (p1, . . . , pa).
In the weight graded framework, we ask dθ to be an homogenous map for the weight
such that
dθ : M
(ρ) →
(
M︸︷︷︸
(<ρ)
⊠c P︸︷︷︸
(>1)
)(ρ)
.
In this case, the boundary map δθ preserves the global weight of L.
Therefore, the boundary map δθ : M⊠cP →M ⊠cP verifies the following relation
δθ ((m1, . . . , mb)σ (p1, . . . , pa)) =
b∑
β=1
(−1)|m1|+···+|mβ−1|(m1, . . . , δθ(mβ), . . . , mb)σ (p1, . . . , pa) +
a∑
α=1
(−1)|m1|+···+|mb|+|p1|+···+|pα−1|(m1, . . . , mb)σ (p1, . . . , δ(pα), . . . , pa).
Since δ2 = 0, the identity δθ
2 = 0 is equivalent to δdθ + dθδ + dθ
2 = 0.
If one writes dθ(mβ) = (m
′
1, . . . , m
′
b′)σ
′ (p′1, . . . , p
′
a′) ∈M ⊠c P , then one has
(m1, . . . , dθ(mβ), . . . , mb)σ (p1, . . . , pa)
(m1, . . . , m
′
1, . . . , m
′
b′ , . . . , mb)σ
′ µ ((p′1, . . . , p
′
a′)σ
′′ (p1, . . . , pa)) ∈M ⊠c P .
Notice that the morphism dθ is determined by its restriction on M
M⊠cη // M ⊠c P .
Proposition 3.7. The morphism M
M⊠cη // M ⊠c P is a morphism of dg-S-bimodules
if and only if dθ = 0.
When P is a augmented dg-properad, the condition for the morphism M ⊠c ε to
be a morphism of differential graded modules is weaker.
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Proposition 3.8. Let (P , µ, η, ε) be an augmented dg-properad. The morphism
M ⊠c P
M⊠cε // M is a morphism of dg-S-bimodules is and only if the following
composition is null
M ⊠c P
dθ // M ⊠c P
M⊠cε // M = 0.
Corollary 3.9. In this case, the indecomposable quotient of L = M ⊠c P is
isomorphic to M as a dg-S-bimodule.
Definition (Morphism of weight graded quasi-free P-module). Let L = M ⊠c P
and L′ = M ′ ⊠c P be two weight graded quasi-free P-modules. A morphism
Φ : L→ L′ of weight graded differential P-modules is a morphism of weight graded
quasi-free P-modules if Φ preserves the graduation on the left
Φ : M︸︷︷︸
(ρ)
⊠cP → M
′︸︷︷︸
(ρ)
⊠cP .
In the following of the text, the examples of weight graded quasi-free P-modules
that we will have to treat will have a particular form.
Definition (Analytic quasi-free P-module). Let P be a weight graded differential
properad. An analytic quasi-free P-module is quasi-free P-module L =M⊠cP such
that the weight graded differential S-bimodule M is given by the image M = Υ(V )
of a weight graded differential S-bimodule V under a split analytic functor Υ (cf.
2.7). Denote Υ =
⊕
n∈NΥ(n), where Υ(n) is an homogenous polynomial functor
of degree n and such that Υ(0) = I. Moreover, V must verify V
(0) = 0 so that
Υ(V )(0) = I. As we have seen in Proposition 2.5, Υ(V ) is bigraded. The morphism
dθ is supposed to verify
dθ : Υ(n)(V )
(ρ) → Υ(V )︸ ︷︷ ︸
n−1
⊠c P︸︷︷︸
1
,
where the graduation (ρ) is the global graduation coming from the one of V and
(n) is the degree of the analytic functor Υ.
Examples. The examples of analytic quasi-free P-modules fall into two parts.
• When V = P¯ , we have the example of the (differential) bar construction
Υ(V ) = B¯(P) = Fc(ΣP¯) (cf. section 4). The augmented bar construction
B¯(P)⊠c P is an analytic quasi-free P-modules.
• When P is quadratic properad generated by a dg-S-bimodule V , the Koszul
dual coproperadP ¡ is a split analytic functor in V (cf. section 7). Therefore,
the Koszul complex P ¡ ⊠c P is an analytic quasi-free P-module.
We have immediately the following proposition.
Proposition 3.10. Let P be an augmented weight graded dg-properad and L =
Υ(V )⊠c P be an analytic quasi-free P-module. We have
M ⊠c P
dθ // M ⊠c P
M⊠cε // M = 0.
Therefore, we can identify the indecomposable quotient of L to Υ(V ).
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Remark. Dually, we have the notions of differential cofree C-comodule on a dg-S-
bimodule M , given by M ⊠c C, quasi-cofree C-comodule and analytic quasi-cofree
C-comodule. The augmented cobar construction B¯c(C)⊠cC is an example of analytic
quasi-free C-comodule.
3.5. Free and quasi-free properads. We define here the notion of free differen-
tial properad. As in the case of P-modules, we will have to deal with differential
properads that are not strictly free. Therefore, we introduce the notion of quasi-free
properad which is a free properad where the differential is given by the sum of the
canonical one with a derivation.
Let (V, δ) be a dg-S-bimodule. We have seen in 2.7 that the free properad on V is
given by the weight graded S-bimodule F(V ) which is the direct sum on connected
graphs (without level) where the vertices are indexed by elements of V ,
F(V ) =
⊕
g∈Gc
⊗
ν∈N
V (|Out(ν)|, |In(ν)|)
/ ≈ .
This construction corresponds to the quotient of the simplicial S-bimodule FS(V ) =⊕
n∈N(V+)
⊠cn under the relation generated by I ⊠c V ≡ V ⊠c I. In the differential
graded framework, one has to take the signs into account. In this case, we quotient
FS(V ) by the relation
(ν1, ν, ν2)σ (ν
′
1, 1, ν
′
2) ≡ (−1)
|ν2|+|ν
′
1|(ν1, 1, 1, ν2)σ
′ (ν′1, ν, ν
′
2)
, for instance, where ν belongs to V (2, 1).
Proposition 3.11. The canonical differential δ defined on FS(V ) by the one of V
is constant on the equivalence classes for the relation ≡.
Proof. The verification of signs is straightforward and is the same as in Lemma 3.1.

Theorem 3.12. The differential properad (F(V ), δ) is free on the dg-S-bimodule
(V, δ).
Remark. Since the analytic decomposition of the functor F(V ) given in Propo-
sition 2.4 is stable under the differential δ, we have that F(V ) is a weight graded
differential properad.
The projection F(V )→ I is a morphism of dg-properads.
The functor F shares interesting homological properties.
Proposition 3.13. Over a field k of characteristic 0, the functor F : dg-S-biMod→
dg-properad is exact. We have H∗(F(V )) = F(H∗(V )).
Proof. The proof of this proposition is the same as the proof of Theorem 4 of
the article of M. Markl and A. A. Voronov [MV] and lies, once again, on Mashke’s
theorem. 
Definition (Derivation). Let P be a dg-properad. An homogenous morphism of
S-bimodules d : P → P of (homological) degree |d| is called a derivation if it
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satisfies the following identity
δ (µ((p1, . . . , pb)σ (p
′
1, . . . , p
′
a))) =
b∑
β=1
(−1)(|p1|+···+|pβ−1|)|d|µ((p1, . . . , δ(pβ), . . . , pb)σ (p
′
1, . . . , p
′
a)) +
a∑
α=1
(−1)(|p1|+···+|pb|+|p
′
1|+···+|p
′
α−1|)|d|µ((p1, . . . , pb)σ (p
′
1, . . . , δ(p
′
α), . . . , p
′
a)).
For example, the differential δ of a differential properad is a derivation of degree −1
such that δ2 = 0. Notice that the sum δ + d of the differential δ with a derivation
d of degree −1 is a derivation of the same degree. In this case, since δ2 = 0 the
equation (δ+d)2 is equivalent to δd+ dδ + d2 = 0.
Remark. Dually, one can define the notion of coderivation on a differential copr-
operad C.
The next proposition gives the form of the derivations on the free differential prop-
erad F(V ).
Proposition 3.14. Let F(V ) be the free dg-properad on the dg-S-bimodule V . For
any homogenous morphism θ : V → F(V ), there exists a unique derivation dθ :
F(V ) → F(V ) with the same degree such that its restriction to V is equal to θ.
This correspondence is one-to-one.
Moreover, if θ : V → F(r)(V ) ⊂ F(V ), we have dθ
(
F(s)(V )
)
⊂ F(r+s−1)(V ).
Proof. Let g be a graph with n vertices. We define dθ on a representative of an
equivalence class for the relation ≡ (vertical move of a vertex up to sign) associated
to the graph g. This corresponds to a choice of an order for writing the elements
of V that index the vertices of g. Write this representative
⊗n
i=1 νi, with νi ∈ V .
Hence, we define dθ by the following formula
dθ(
n⊗
i=1
νi) =
n∑
i=1
(−1)|ν1|+···+|νi−1|
 i−1⊗
j=1
νj
⊗ θ(νi)⊗
 n⊗
j=i+1
νj
 .
One can see that dθ is well defined on the equivalence classes for the relation ≡.
Applying dθ is given by applying θ to every element of V indexing a vertex of g.
(Since the application θ is an application of S-bimodules, the morphism dθ is well
defined on the equivalence classes for the relation ≈).
The product µ of the free properad F(V ) is surjective. Hence, it shows that every
derivation is of this form.
If the image under θ of the elements of V is a sum of elements of F(V ) that can be
written by graphs with r vertices (θ creates r − 1 vertices), the form of dθ shows
that dθ
(
F(s)(V )
)
⊂ F(r+s−1)(V ). 
Dually, we have the same proposition for the coderivations of the cofree connected
coproperad.
Proposition 3.15. Let Fc(V ) be the cofree connected dg-coproperad on the dg-S-
bimodule V . For any homogenous morphism θ : Fc(V )→ V , there exists a unique
coderivation dθ : Fc(V )→ Fc(V ) such that the composition
Fc(V )
dθ // Fc(V )
proj // V
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is equal to θ. This correspondence is one-to-one.
Moreover, if θ : Fc(V ) → V is null on the components Fc(r)(V ) ⊂ F
c(V ), for
s 6= r, we have dθ
(
F(s+r−1)(V )
)
⊂ F(s)(V ), for all s > 0.
Graphically, applying the coderivation dθ on an element of F
c(V ) represented by a
graph g corresponds to apply θ on every admissible sub-graph of g.
We can now state the definition of a quasi-free properad.
Definition. (Quasi-free properad) A quasi-free properad (P , δθ) is a dg-properad
of the form P = F(V ), with (V, δ) a dg-S-bimodule and where the differential
δθ : F(V ) → F(V ) is the sum of the canonical differential δ with a derivation dθ
of degree −1, δθ = δ + dθ.
The previous proposition shows that every derivation dθ on F(V ) is determined
by its restriction θ on V . Therefore, the inclusion V → F(V ) is a morphism of
dg-S-bimodules if and only if θ is null. On the contrary, the projection F(V )→ V
is a morphism of dg-S-bimodules under a weaker condition.
Proposition 3.16. The projection F(V )→ V is a morphism of dg-S-bimodules if
and only if θ(V ) ⊂
⊕
r≥2 F(r)(V ).
In this case, we say that the differential is decomposable.
Dually, we have the notion of quasi-cofree coproperad.
Definition (Quasi-cofree coproperad). A quasi-cofree coproperad (C, δθ) is a dg-
coproperad of the form C = Fc(V ), with (V, δ) a dg-S-bimodule and where the
differential δθ : Fc(V ) → Fc(V ) is the sum of the canonical differential δ with a
coderivation dθ of degree −1, δθ = δ + dθ.
The previous proposition on coderivations of Fc(V ) shows that the projection
Fc(V ) → V is a morphism of dg-S-bimodules if and only if θ is null and that
the inclusion V → Fc(V ) is a morphism of dg-S-bimodules if and only if θ is null
on Fc(1)(V ) = V .
Examples. The fundamental examples of quasi-free properad and quasi-cofree
coproperad are given by the cobar construction F
(
Σ−1C
)
and the bar construction
Fc
(
ΣP¯
)
. These two constructions are studied in the next section.
4. Bar and cobar construction
We generalize the bar and cobar constructions of associative algebras (cf. Se´minaire
H. Cartan [C]) and for operads (cf. E. Getzler, J. Jones [GJ]) to properads. First,
we study the properties of the partial composition products and coproducts. We
define the reduced bar and cobar constructions and then the bar and cobar con-
structions with coefficients. These constructions share interesting homological prop-
erties. For instance, they induce resolutions for differential properads and props
(cf. Theorem 7.8 and Section 7). To show these resolutions, we prove that the
augmented bar and cobar constructions are acyclic, at the end of this section.
4.1. Partial composition product and coproduct. We define the notions of
suspension and desuspension of a dg-S-bimodules. Then, we give the definitions
and first properties of the partial composition products and coproducts.
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4.1.1. Suspension and desuspension of a dg-S-bimodule. Let Σ be the graded
S-bimodule defined by{
Σ(0, 0) = k.Σ where Σ is an element of degree +1,
Σ(m, n) = 0 otherewise.
Definition (Suspension ΣV ). The suspension of the dg-S-bimodule V is the dg-
S-bimodule ΣV := Σ⊗ V .
Taking the suspension of a dg-S-bimodule V corresponds to taking the tensor
product of every element of V with Σ. To an element v ∈ Vd−1, one associates
s ⊗ v ∈ (ΣV )d, which is often denoted Σv. Therefore, (ΣV )d is naturally isomor-
phic to Vd−1. Following the same rules as in the previous section, the differential
on ΣV is given by the formula δ(Σv) = −Σδ(v), for every v in V . The suspension
ΣV corresponds to the introduction of an extra element of degree +1. This involves
Koszul-Quillen sign rules when permutating objects.
In the same way, we define the dg-S-bimodule Σ−1 by{
Σ−1(0, 0) = k.Σ−1 where Σ−1 is an element of degree −1,
Σ−1(m, n) = 0 otherwise.
Definition (Desuspension Σ−1V ). The desuspension of the dg-S-bimodule V is
the dg-S-bimodule Σ−1V := Σ−1 ⊗ V .
4.1.2. Partial composition product. Let (P , µ, η, ε) be an augmented prop-
erad. Since 2-level connected graphs are endowed with a bigraduation given by the
number of vertices on each level, we can decompose the composition product µ on
connected graphs in the following way µ =
⊕
r, s∈N µ(r, s), where
µ(r, s) : (I ⊕ P¯︸︷︷︸
r
)⊠c (I ⊕ P¯︸︷︷︸
s
)→ P¯.
The product µ(r, s) gives the composition of r non-trivial operations with s non-
trivial operations.
Definition (Partial composition product). We call partial composition product the
restriction µ(1, 1) of the composition product µ to (I ⊕ P¯︸︷︷︸
1
)⊠c (I ⊕ P¯︸︷︷︸
1
).
Notice that the partial composition product is the composition product of two non-
trivial elements of P where at least one output of the first one is linked to one input
of the second one.
Remark. When P is an operad, this partial composition product is exactly the
partial product denoted ◦i by V. Ginzburg and M.M. Kapranov in [GK]. In the
framework of 12 -PROPs introduced by M. Markl and A.A. Voronov in [MV], these
authors only consider partial composition products where the upper element has
only one output or where the lower element has only one input. The partial compo-
sition product defined by W.L. Gan in [G] on dioperads only involves graphs where
the two elements of P¯ are linked by a unique edge. In these cases, the related
monoidal product is generated by the partial composition product (every compo-
sition can be written with a finite number of partial products). One can see that
the composition product of a properad has the same property.
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Lemma 4.1. Let (P , µ, η, ε) be a augmented dg-properad. The partial composition
product µ(1, 1) induces an homogenous morphism θ of degree −1
θ : Fc(2)(ΣP¯) = (I ⊕ ΣP¯︸︷︷︸
1
)⊠c (I ⊕ ΣP¯︸︷︷︸
1
)→ ΣP¯ .
Recall that when P is a dg-S-bimodule, the free properad F(ΣP¯) on ΣP¯ is bigraded.
The first graduation comes from the number of operations of ΣP¯ used to represent
an element of F(ΣP¯). We denote this graduation F(n)(ΣP¯). And the second
graduation , the homological degree, is given by the sum of the homological degrees
of the operations of ΣP¯.
Proof. Let (1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1) represent a homoge-
nous element of homological degree |q| + |p| + 2 of Fc(2)(ΣP¯). We define θ by the
following formula
θ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) :=
(−1)|q|Σµ(1, 1)(1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1).
Since P is a differential properad, this last element has degree |q|+ |p|+ 1. 
With Proposition 3.15, we can associate a coderivation dθ : Fc(ΣP¯)→ Fc(ΣP¯) to
the homogenous morphism any morphism θ.
Proposition 4.2. The coderivation dθ has the following properties :
(1) The equation δdθ + dθδ = 0 is true if and only if the partial composition
product µ(1, 1) is a morphism of dg-S-bimodules.
(2) We have dθ
2 = 0.
Proof.
(1) Following Proposition 3.15, applying dθ to an element of F
c(ΣP¯) repre-
sented by a graph g corresponds to apply θ to every possible sub-graph of
g. Here, we apply θ to every couple of vertices linked by at least on edge
and such that there exists no vertex between. For a couple of such vertices
indexed by Σq and Σp, we have
δ ◦ dθ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) =
(−1)|q|δ
(
Σµ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
=
(−1)|q|+1Σ δ
(
µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
and
dθ ◦ δ ((1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1)) =
dθ
(
− (1, . . . , 1, Σδ(q), 1, . . . , 1)σ(1, . . . , 1, Σp, 1, . . . , 1) +
(−1)|q|(1, . . . , 1, Σq, 1, . . . , 1)σ(1, . . . , 1, Σδ(p), 1, . . . , 1)
)
=
(−1)|q|Σµ(1, 1)((1, . . . , 1, δ(q), 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1)) +
Σµ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, δ(p), 1, . . . , 1)).
Therefore, δdθ + dθδ = 0 implies that
δ
(
µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1))
)
=
µ(1, 1)((1, . . . , 1, δ(q), 1, . . . , 1)σ(1, . . . , 1, p, 1, . . . , 1)) +
(−1)|q|µ(1, 1)((1, . . . , 1, q, 1, . . . , 1)σ(1, . . . , 1, δ(p), 1, . . . , 1)),
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which means that the partial composition product µ(1, 1) is a morphism of
dg-S-bimodule. In the other way, applying δdθ + dθδ corresponds to do a
sum of expressions of the previous type.
(2) To show that d2θ = 0, we have to consider the pairs of couples of vertices
of a graph g. There are two possible cases : the pairs of couples of vertices
such that the four vertices are different (a), the pairs of couples of vertices
with one common vertex (b).
(a) To an element of the form
X ⊗ Σq1 ⊗ Σp1 ⊗ Y ⊗ Σq2 ⊗ Σp2 ⊗ Z,
we apply θ twice beginning with one different couple each time. It
gives(
(−1)|X|+|q1|(−1)|X|+|q1|+|p1|+1+|Y |+|q2| + (−1)|X|+|q1|+|p1|+|Y |+|q2|(−1)|X|+|q1|
)
X ⊗ Σµ(1, 1)(q1 ⊗ p1)⊗ Y ⊗ Σµ(1, 1)(q2 ⊗ p2)⊗ Z = 0.
(b) In this case, there are two possible configurations
• The common vertex is between the two other vertices (following
the flow of the graph) (cf. Figure 4 ).
Σp
Σq
Σr
Figure 4.
Therefore, to an element of the form
X ⊗ Σr ⊗ Σq ⊗ Σp⊗ Y,
if we apply θ twice beginning by a different couple each time.
We have
(−1)|X|+|r|(−1)|X|+|r|+|q|X ⊗ Σµ(1, 1)(µ(1, 1)(r ⊗ q)⊗ p)⊗ Y +
(−1)|X|+|r|+1+|q|(−1)|X|+|r|X ⊗ Σµ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p))⊗ Y = 0,
by associativity of the partial product µ(1, 1) (which comes from
the associativity of µ).
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Σp
Σr
||||||||
Σq
Figure 5.
• Otherwise, the common vertex is above (cf. Figure 5) or under
the two others.
We same kind of calculus gives this time
(−1)|X|+|r|+1+|q|(−1)|X|+|r|X ⊗ Σµ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p))⊗ Y +
(−1)(|r|)+1(|q|+1)+|X|+|q|+1+|r|(−1)|X|+|q|X ⊗ Σµ(1, 1)(q ⊗ µ(1, 1)(r ⊗ p))⊗ Y = 0.
And the associativity of µ(1, 1) gives
µ(1, 1)(q ⊗ µ(1, 1)(r ⊗ p)) = (−1)
|r||q|µ(1, 1)(r ⊗ µ(1, 1)(q ⊗ p)).
We conclude by remarking that the image under the morphism d2θ is a sum
of expressions of such type.

Remark. This proposition lies on the natural Koszul-Quillen sign rules. In the
article of [GK], these signs appear via the operad Det.
Definition (Pair of adjacent vertices). Any pair of vertices of a graph linked by at
least on edge and without a vertex between is called a pair of adjacent vertices. It
corresponds to sub-graphs of the form F(2)(V ) = F
c
(2)(V ) and are the composable
pairs under the coderivation dθ.
Remark. The image under the coderivation dθ is given by the composition of all
pairs of adjacent vertices. In order to define the homology of graphs, M. Kontsevich
has introduced in [Ko] the notion of edge contraction. This notion corresponds to
the composition of a pair of vertices linked by only one edge. In the case of operads
(trees), 12 -PROPs and dioperads (graphs of genus 0), adjacent vertices are linked
by only one edge. Therefore, this notion applies there. But in the framework of
properads, this notion is too restrictive and its natural generalization is given by
the coderivation dθ.
4.1.3. Partial coproduct. We dualize here the results of the previous section.
Definition (Partial coproduct). Let (C, ∆, ε, η) be a coaugmented coproperad.
The following composition is called partial coproduct
C
∆
−→ C ⊠c C ։ (I ⊕ C¯︸︷︷︸
1
)⊠c (I ⊕ C¯︸︷︷︸
1
).
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It corresponds to the part of the image of ∆ represented by graphs with two vertices.
We denote it ∆(1, 1).
Lemma 4.3. Let (C, ∆, ε, η) be a differential coaugmented coproperad. The partial
coproduct induces an homogenous morphism of degree −1
θ′ : Σ−1C¯ → F(2)(Σ
−1C¯) = (I ⊕ C¯︸︷︷︸
1
)⊠c (I ⊕ C¯︸︷︷︸
1
).
Proof. Let c be an element of C¯. Using the same kind of notations as Sweedler
for Hopf algebras, we have
∆(1, 1)(c) =
∑
(c′, c′′)
(1, . . . , 1, c′, 1, . . . , 1)σ(1, . . . , 1, c′′, 1, . . . , 1).
Hence, we define θ′(Σ−1c) by the formula
θ′(Σ−1c) := −
∑
(c′, c′′)
(−1)|c
′|(1, . . . , 1, Σ−1 c′, 1, . . . , 1)σ(1, . . . , 1, Σ−1 c′′, 1, . . . , 1).

Remark. The sign − appearing in the definition of θ′ is not essential here. His
role will be obvious in the proof of the bar-cobar resolution (cf. Theorem 5.8).
With Proposition 3.14, we can associate a derivation dθ′ : F(Σ−1C¯)→ F(Σ−1C¯) of
degree −1 to the homogenous morphism θ′ which verifies the following properties.
Proposition 4.4.
(1) The equation δdθ′ + dθ′δ = 0 is true if and only if the partial coproduct
∆(1, 1) is a morphism of dg-S-bimodules.
(2) We have dθ′
2 = 0.
Proof. The proof of Proposition 3.14 shows that the image of an element of
F(Σ−1C¯) represented by a graph g under the derivation dθ′ is a sum where the
application θ′ is applied on each vertex of g. Therefore, the arguments to show this
proposition are the same as for the previous proposition. For instance, the second
point comes from the coassociativity of ∆(1, 1), which is induced by the one of ∆,
and from the rules of signs. 
Remark. The derivation dθ′ corresponds to take the partial coproduct of every
element indexing a vertex of a graph. Therefore, this derivation is the natural
generalization of the notion of vertex expansion introduced by M. Kontsevich in
[Ko] in the framework of graph cohomology. In the case of operads, the derivation
dθ′ is the same morphism as the one defined by the “vertex expansion” of trees.
4.2. Definitions of the bar and cobar constructions. With the propositions
given above, we can now define the bar and cobar constructions for properads.
4.2.1. Reduced bar and cobar constructions.
Definition (Reduced bar construction). To any differential augmented properad
(P , µ, η, ε), we can associate the quasi-cofree coproperad B¯(P) := Fc(ΣP¯) with
the differential defined by δθ = δ + dθ, where θ is the morphism induced by the
partial product of P (cf. Lemma 4.1). This quasi-cofree coproperad is called the
reduced bar construction of P .
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We denote B¯(s)(P) := F
c
(s)(ΣP¯). Therefore, dθ defines the following chain complex
· · ·
dθ // B¯(s)(P)
dθ // B¯(s−1)(P)
dθ // · · ·
dθ // B¯(1)(P)
dθ // B¯(0)(P).
Proposition 4.2 gives that δdθ + dθδ = 0 and that dθ
2 = 0. Hence, we have δθ
2 = 0
and we see that the reduced bar construction is the total complex of a bicomplex.
Dually, we have the following definition :
Definition (Reduced cobar construction). To any differential coaugmented copr-
operad (C, ∆, ε, η) we can associate the quasi-free properad B¯c(C) := F(Σ−1C¯)
with the differential defined by δθ′ = δ + dθ′ , where θ
′ is the morphism induced by
the partial coproduct of C (cf. Lemma 4.3). This quasi-free properad is called the
reduced cobar construction of C.
Once again, the derivation dθ′ defines a cochain complex
B¯c(0)(C)
dθ′ // B¯c(1)(C)
dθ′ // · · ·
dθ′ // B¯c(s)(C)
dθ′ // B¯c(s+1)(C)
dθ′ // · · · .
The reduced cobar construction is the total complex of a bicomplex.
Remark. When P (or C) is an algebra or an operad (a coalgebra or a cooperad),
we find the classical definitions of bar and cobar construction (cf. Se´minaire H.
Cartan [C] and [GK]).
4.2.2. Bar construction with coefficients. Let (P , µ, η, ε) be an augmented
differential properad. On B¯(P) we can define two homogenous morphisms θr :
B¯(P)→ B¯(P)⊠c P and θl : B¯(P)→ P ⊠c B¯(P) of degree −1 by
θr : B¯(P) = F
c(ΣP¯)
∆
−→ Fc(ΣP¯)⊠c F
c(ΣP¯)։ Fc(ΣP¯)⊠c (I ⊕ P¯︸︷︷︸
1
),
and by
θl : B¯(P) = F
c(ΣP¯)
∆
−→ Fc(ΣP¯)⊠c F
c(ΣP¯)։ (I ⊕ P¯︸︷︷︸
1
)⊠c F
c(ΣP¯).
Remark that these two morphisms correspond to extract one non-trivial operation
from the top or the bottom of graphs that represent elements of Fc(ΣP¯).
Lemma 4.5. The morphism θr induces an homogenous morphism dθr of degree −1
dθr : B¯(P)⊠c P → B¯(P)⊠c P .
And the dg-S-bimodule B¯(P)⊠c P endowed with the differential defined by the sum
of the canonical differential δ with the coderivation dθ of B¯(P) and the morphism
dθr is an analytic quasi-free P-module (on the right).
Proof. Since (δ + dθ)
2 = 0, the equation (δ + dθ + dθr)
2 = 0 is equivalent to{
(δ + dθ)dθr + dθr (δ + dθ) = 0 and
dθr
2 = 0,
These two equations are proved in the same arguments as in the proof of Propo-
sition 4.2. The functor B¯(P) is analytic in P¯ , therefore the quasi-free P-module
B¯(P)⊠c P is analytic. 
The morphism dθr corresponds to take one by one operations indexing top vertices
of the graph of an element of B¯(P) and compose them with operations of P that
are on the first level of B¯(P)⊠c P .
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Definition (Augmented bar construction). The analytic quasi-freeP-module B¯(P)⊠c
P is called the augmented bar construction (on the right).
One has the same lemma with θl and dθl and define the augmented bar construction
on the left P ⊠c B¯(P).
In the case of algebras and operads, the augmented bar construction is acyclic.
In the following part of the text, we generalize this result to the augmented bar
construction of properads.
Denote B(P , P , P) := P ⊠c B¯(P) ⊠c P . The morphisms θr and θl induce two
homogenous morphisms
dθr , dθl : B(P , P , P)→ B(P , P , P),
of degree -1. We define the differential d on B(P , P , P) by the sum of the following
morphisms :
• the canonical differential δ induced by the one of P ,
• the coderivation dθ defined on B¯(P),
• the homogenous morphism dθr of degree −1,
• the homogenous morphism dθr of degree −1.
Lemma 4.6. The morphism d verifies the equation d2 = 0.
Proof. Once again, the proof lies on rules of sign. 
Definition (Bar construction with coefficients). Let (P , µ, η, ε) be augmented
dg-properad, L be a differential right P-module and R be a differential left P-
module. The bar construction of P with coefficients in L and R is the dg-S-bimodule
B(L, P , R) := L⊠cPB(P , P , P)⊠cPR, where the differential d is induced by the
one of B(P , P , P), defined previously, and by the ones of L and R denoted δR and
δL.
Proposition 4.7. The bar construction B(L, P , R) with coefficients in L and R is
isomorphic, as dg-S-bimodule, to L⊠c B¯(P)⊠cR, where the differential d is defined
by the sum of the following morphisms :
• the canonical differential δ induced by the one of P on B¯(P),
• the canonical differential δL induced by the one of L,
• the canonical differential δR induced by the one of R,
• the coderivation dθ defined on B¯(P),
• a homogenous morphism dθR of degree −1,
• a homogenous morphism dθL of degree −1.
Proof. One has to understand the effect of the morphism dθr on the relative
composition product. The morphism dθr corresponds to the morphism dθR defined
by the following composition
L⊠c B¯(P)⊠c R
eθr // L⊠c B¯(P)⊠c P ⊠c R
L⊠cB¯(P)⊠cr // L⊠c B¯(P)⊠c R,
where the morphism θ˜r is induced by θr. 
From this description of the bar construction with coefficients, we have immediately
the following corollary.
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Corollary 4.8.
• The reduced bar construction is isomorphic to the bar construction with
scalar coefficients L = R = I. We have B¯(P) = B(I, P , I).
• The chain complex B(L, P , P) = L ⊠c B¯(P) ⊠c P (resp. B(P , P , R) =
P ⊠c B¯(P)⊠c R) is an analytic quasi-free P-module on the right (resp. on
the left).
In the same way as Proposition 3.13 and Theorem 5.9, we have that the bar con-
struction is an exact functor.
Proposition 4.9. The bar construction B(L, P , R) preserves quasi-isomorphisms.
Proof. Let β : P → P ′ be a quasi-isomorphism of augmented dg-properads.
Let α : L → L′ be a quasi-isomorphism of right dg-P ,P ′-modules and let γ :
R→ R′ be a quasi-isomorphism of left dg-P ,P ′-modules. Denote by Φ the induced
morphism B(L, P , R)→ B(L′, P ′, R′). To show that Φ is a quasi-isomorphism, we
introduce the following filtration Fr := ⊕s≤rB(s)(L, P , R), where s is the number
of vertices of the underlying graph indexed by elements of ΣP¯. One can see that this
filtration is stable under the differential d of the bar construction. The canonical
differentials δ, δL and δR go from B(s)(L, P , R) to B(s)(L, P , R) and the maps dθ,
dθR and dθR go from B(s)(L, P , R) to B(s−1)(L, P , R). Therefore, this filtration
induces a spectral sequence E∗s, t such that E
0
s, t = B(s)(L, P , R)s+t and such that
d0 = δ + δL + δR. By the same ideas as in the proof of Proposition 3.13, we
have that E0s, t(Φ) is a quasi-isomorphism. Since the filtration Fr is bounded below
and exhaustive, the result is given by the classical convergence theorem of spectral
sequences (cf. J.A. Weibel [W] 5.5.1).

4.2.3. Cobar construction with coefficients. We dualize the previous argu-
ments to define the cobar construction with coefficients.
Let (C, ∆, ε, η) be a differential coaugmented coproperad and let (L, l) and (R, r)
be two differential C-comodules on the right and on the left.
The two C-comodules induce the following morphisms :
θ′R : R
r
−→ C ⊠c R։ (I ⊕ C¯︸︷︷︸
1
)⊠c R,
θ′L : L
r
−→ L⊠c C ։ L⊠c (I ⊕ C¯︸︷︷︸
1
).
Lemma 4.10. The applications θ′R and θ
′
L both induce an homogenous morphism of
degree −1 on L⊠c B¯c(C)⊠c R of the form
dθ′
R
: L⊠c B¯c(C)⊠c R
fθ′R // L⊠c B¯c(C)⊠c (I ⊕ C¯︸︷︷︸
1
)⊠c R //
L⊠c B¯c(C)⊠c (I ⊕ Σ
−1C¯︸ ︷︷ ︸
1
)⊠c R
L⊠cµB¯c(C)⊠cR // L⊠c B¯c(C)⊠c R ,
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θ′L : dθ′L : L⊠c B¯
c(C)⊠c R
fθ′L // L⊠c (I ⊕ C¯︸︷︷︸
1
)⊠c B¯c(C)⊠c R //
L⊠c (I ⊕ Σ
−1C¯︸ ︷︷ ︸
1
)⊠c B¯c(C)⊠c R
L⊠cµB¯c(C)⊠cR // L⊠c B¯c(C)⊠c R .
Proposition 4.11. The differential d on the S-bimodule L ⊠c B¯c(C) ⊠c R is the
sum of the following morphisms :
• the canonical differential δ induced by the one of C on B¯c(C),
• the canonical differential δL induced by the one of L,
• the canonical differential δR induced by the one of R,
• the derivation dθ defined on B¯c(C),
• the homogenous morphism dθ′
R
of degree −1,
• the homogenous morphism dθ′
L
of degree −1.
Definition (Cobar construction with coefficients). The dg-S-bimodule L⊠cB¯c(C)⊠c
R endowed with the differential d is called the cobar construction with coefficients
in L and R and is denoted Bc(L, C, R).
Corollary 4.12.
• The reduced cobar construction B¯c(C) is isomorphic to the cobar construc-
tion with coefficients in the scalar C-comodule I.
• The chain complex Bc(L, C, C) = L ⊠c B¯c(C) ⊠c C (resp. B(C, C, R) =
C ⊠c B¯c(C)⊠c R) is an analytic quasi-cofree C-comodule on the right (resp.
on the left)
4.3. Acyclicity of the augmented bar and cobar constructions. When P is
an algebra A, that’s-to-say when the dg-S-bimodule P is concentrated in P(1, 1) =
A, one has that the augmented bar construction is acyclic. To prove it, one in-
troduces directly a contracting homotopy (cf. Se´minaire H. Cartan [C]). In the
case of operads, B. Fresse has proved that the augmented bar construction on left
P ◦ B¯(P) is acyclic using a contracting homotopy. This homotopy lies on the fact
the monoidal product ◦ is linear on the left. The acyclicity of the augmented bar
construction on the right comes from this result and the use of comparison lemmas
for quasi-free modules (cf. [Fr] section 4.6).
In the framework of properads, since the composition product ⊠c is not linear
on the left nor on the right, we can not use the same method. We begin by
defining a filtration on the chain complex
(
P ⊠c B¯(P), d
)
. This filtration induces a
convergent spectral sequence. Then, we introduce a contracting homotopy on the
chain complexes
(
E0p, ∗, d
0
)
, for p > 0, to show that they are acyclic.
4.3.1. Acyclicity of the augmented bar construction. Let (P , µ, η, ε) be a
augmented dg-properad. The dg-S-bimodule P ⊠c B¯(P) is the image of the functor
P¯ 7→ (I ⊕ P¯)⊠c F
c(ΣP¯).
Since this functor is a sum a polynomial functors, it is an split analytic functor
(cf. 2.7). For an element of (P , µ, η, ε), the graduation is given by the number of
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vertices indexed by elements of P¯. Once again, we denote this (total) graduation
by
P ⊠c B¯(P) =
⊕
s∈N
(
P ⊠c B¯(P)
)
(s)
.
We consider the filtration defined by
Fi = Fi
(
P ⊠ B¯(P)
)
:=
⊕
s≤i
(
P ⊠c B¯(P)
)
(s)
.
Therefore, Fi is composed by elements P ⊠ B¯(P) represented by graphs indexed at
most i elements of P¯ .
Lemma 4.13. The filtration Fi of the dg-S-bimodule P ⊠c B¯(P) is stable under the
differential d of the augmented bar construction.
Proof. Lemma 4.5 give the form of the differential d of the augmented bar con-
struction. It is the sum of the three following terms :
(1) The differential δ coming from the one of P . This one does not change the
number of elements of P¯ . Hence, one has δ(Fi) ⊂ Fi.
(2) The coderivation dθ of the reduced bar construction B¯(P). This morphism
corresponds to the composition of pairs of adjacent vertices. Therefore, it
verifies dθ(Fi) ⊂ Fi−1.
(3) The morphism dθl . Applying this morphism corresponds to taking an op-
eration of ΣP¯ of B¯(P) from the bottom and compose it with elements of P
on the last level of the graph,
P ⊠c B¯(P)→ P ⊠c (I ⊕ P¯)⊠c B¯(P)→ P ⊠c B¯(P).
The total number of elements of P¯ is decreasing and one has dθl(Fi) ⊂ Fi.

This lemma shows that the filtration Fi induces a spectral sequence, denote E
∗
p, q.
The first term is equal to
E0p, q = Fp
(
(P ⊠c B¯(P))p+q
)
/Fp−1
(
(P ⊠c B¯(P))p+q
)
,
where p+q is the homological degree. Hence, the module E0p, q is given by the graphs
with exactly p vertices indexed by elements of P¯. We haveE0p, q =
((
P ⊠c B¯(P)
)
(p)
)
p+q
and the differential d0 is a sum of the morphisms d0 = δ + d′θl . The morphism δ
is induced by the one of P and the morphism d′θl is equal to the morphism dθl
when it does not change the total number of vertices indexed by P¯. Therefore, the
morphism d′θl takes one operation of ΣP¯ in B¯(P) from the bottom and inserts it on
the line of elements of P (in the last level) without composing it with operations
of P¯ . Otherwise, the morphism dθl implies a non-trivial composition with elements
of P , in this case d′θl is null. (cf. figure 6).
The spectral sequence E∗p, q is concentrated in the half-plane p ≥ 0. We compute
the homology of the chain complexes
(
E0p, ∗, d
0
)
to show that the spectral sequence
collapses at rank E1p, q.
Lemma 4.14. At rank E1p, q, we have
E1p, q =
{
I if p = q = 0,
0 otherwise.
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Figure 6. Form of the morphism d′θl
Proof. When p = 0, we have
E00, q =
{
I if q = 0,
0 otherwise.
and the differential d0 is null on the modules E00, q. Hence, the homology of these
modules is equal to
E10, q =
{
I if q = 0,
0 otherwise.
When p > 0, we introduce a contracting homotopy h for each chain complexes(
E0p,∗, d
0
)
.
Thanks to Proposition 3.2, we can represent an element of P⊠B¯(P) by (p1, . . . , pr)
σ (b1, . . . , bs). When p1 ∈ I, we define
h ((p1, . . . , pr)σ(b1, . . . , bs)) = 0,
otherwise h is given by the formula
h ((p1, . . . , pr)σ(b1, . . . , bs)) =
(−1)(|p1|+1)(|p2|+···+|pr|)(1, . . . , 1, p2, . . . , pr)σ
′(b′, bi+1, . . . , bs),
where b′ = µF(ΣP¯) (Σp1 ⊗ (b1, . . . , bi)) with b1, . . . , bi the elements of B¯(P) linked
via at least one edge to the vertex indexed by p1 in the graphic representative of
(p1, . . . , pr)σ(b1, . . . , bs). This morphism h is homogenous of degree +1 (P¯ → ΣP¯)
and does not change the number of elements of P¯. Therefore, we have h : E0p, q →
E0p, q+1. Intuitively, the application h takes the “first” non-trivial operation between
the ones of P on the last level, suspends it, and lifts it between the ones of B¯(P).
Let verify that hd0 + d0h = id.
(1) The rules of signs and suspensions show that hδ + δh = 0.
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(2) We have hd′θl + d
′
θl
h = id. We first compute d
′
θl
:
d′θl ((p1, . . . , pr)σ(b1, . . . , bs)) =∑
(−1)|p
′|(|pj+1|+···+|pr|+|b1|+···+|bk|)
(p1, . . . , p
′, pj+1 . . . , pr)σ˜(b1, . . . , bk, b
′
k+1, . . . , bs),
where bk+1 = µF(ΣP¯)(Σp
′ ⊗ b′k+1). Then, we have
hd′θl ((p1, . . . , pr)σ(b1, . . . , bs)) =∑
(−1)|p
′|(|pj+1|+···+|pr |+|b1|+···+|bk|)+(|p1|+1)(|p2|+···+|p
′|+···+|pr|)
(1, . . . , 1, p2, . . . , p
′, pj+1 . . . , pr)σ˜
′(b′, bi+1, . . . , bk, b
′
k+1, . . . , bs).
The same calculus for d′θlh gives
d′θlh ((p1, . . . , pr)σ(b1, . . . , bs)) =
(p1, . . . , pr)σ(b1, . . . , bs)−∑
(−1)|p
′|(|pj+1|+···+|pr |+|b1|+···+|bk|)+(|p1|+1)(|p2|+···+|p
′|+···+|pr|)
(1, . . . , 1, p2, . . . , p
′, pj+1 . . . , pr)σ˜
′(b′, bi+1, . . . , bk, b
′
k+1, . . . , bs),
the sign −1 comes from the commutation of p′ with Σp1.
Since h is an homotopy, the chain complexes
(
E0p, ∗, d
0
)
are acyclic for p > 0, which
means that we have
E1p, q = 0 pour tout q si p > 0.

We can now conclude the proof of the acyclicity of the augmented bar construction.
Theorem 4.15. The homology of the chain complex
(
P ⊠c B¯(P), d
)
is given by :{
H0
(
P ⊠c B¯(P)
)
= I,
Hn
(
P ⊠c B¯(P)
)
= 0 otherwise.
Proof. Since the filtration Fi is exhaustive (P ⊠c B¯(P) =
⋃
i Fi) and bounded
below (F−1
(
P ⊠c B¯(P)
)
= 0), we can apply the classical theorem of convergence of
spectral sequences (cf. [W] 5.5.1). Hence, we get that the spectral sequence E∗p, q
converges to the homology of P ⊠c B¯(P)
E1p, q =⇒ Hp+q
(
P ⊠c B¯(P), d
)
.
And we conclude using Lemma 4.14. 
Corollary 4.16. The augmentation morphism
P ⊠c B¯(P)
εP⊠cεFc(ΣP¯) // I ⊠c I = I
is a quasi-isomorphism.
This last result can be generalized in the following way :
We define the augmentation morphism ε(P , P , P) by the composition
B(P , P , P) = P⊠c B¯(P)⊠cP
P⊠cεFc(ΣP¯)⊠cP
−−−−−−−−−−−→ P⊠cI⊠cP = P⊠cP ։ P⊠PP = P .
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Theorem 4.17. Let R be a left differential P-module. The augmentation morphism
ε(P , P , R)
B(P ,P , R) = P ⊠P B(P , P , P)⊠P R
P⊠Pε(P,P,P)⊠PR // P ⊠P P ⊠P R = R
is a quasi-isomorphism.
Proof. We define the same kind of filtration based on the number of elements of
P¯ indexing the graphs. 
Remark. Using the same arguments, we have the same results for the augmented
bar construction on the right B¯(P)⊠c P .
4.3.2. Acyclicity of the augmented cobar construction. Dually, we can prove
that the augmented cobar construction B¯c(C)⊠c C is acyclic. But in order to make
the spectral sequence converge, we need to work with a weight graded coproperad
C.
Theorem 4.18. For every weight graded coaugmented coproperad C, the homology
of the augmented cobar construction
(
B¯c(C)⊠c C, d
)
is given by{
H0
(
B¯c(C)⊠c C
)
= I,
Hn
(
B¯c(C)⊠c C
)
= 0 otherwise.
Proof. We define a filtration Fi on
(
B¯c(C)⊠c C, d
)
by
Fi =
⊕
s≥−i
(
B¯c(C)⊠c C
)
(s)
.
This filtration is stable under the differential d :
(1) Since the differential δ does not change the number of elements of C¯, we
have δ(Fi) ⊂ Fi.
(2) The derivation dθ′ of the reduced cobar construction B¯c(C) splits into two
parts each element indexing a vertex. Therefore, the global number of
vertices indexed by elements of C¯ is raised by 1. The derivation dθ′ verifies
dθ′(Fi) ⊂ Fi−1.
(3) The morphism dθ′r decomposes elements of C into two parts and includes
on part in B¯c(C). The global number of elements of C¯ indexing vertices is
increasing. We have dθ′r (Fi) ⊂ Fi.
This filtration induces a spectral sequence E∗p, q. Its first term is given by
E0p, q = Fp
(
(B¯c(C)⊠c C)p+q
)
/Fp−1
(
(B¯c(C)⊠c C)p+q
)
=
(
(B¯c(C)⊠c C)(−p)
)
p+q
.
The differential d0 is the sum of two terms d0 = δ + d′θ′r , where d
′
θ′r
corresponds to
dθ′r when it does not strictly increase the number of elements of C¯. The morphism
d′θ′r takes elements of C¯ in the first level, desuspends them and include them in
B¯c(C).
We show then that
E1p, q =
{
I if p = q = 0,
0 otherwise.
We define the image under the homotopy h of an element (b1, . . . , br)σ (c1, . . . , cs)
of B¯c(C)⊠ C by first decomposing b1 ∈ B¯c(C)(n) :
b1
 //∑ b′1 ⊗ Σ−1c ,
43
BRUNO VALLETTE
where b′1 ∈ B¯
c(C)(n−1) and c ∈ C¯. If the element Σ
−1c is linked above to elements
of I, then we suspend it and include it in the line of elements of C. Using the same
arguments, one can show that hd0 + d0h = id.
Since the coproperad C is weight graded, one can decompose the chain complex
B¯c(C)⊠c C into a direct sum indexed by the total weight :
B¯c(C)⊠c C =
⊕
ρ∈N
(B¯c(C)⊠ C)(ρ).
This decomposition is compatible with the filtration Fi and with the homotopy h.
Therefore, we have
E1p, q
(
(B¯c(C)⊠c C)
(ρ)
)
= 0 for every p, q when ρ > 0 and
E1p, q
(
(B¯c(C)⊠c C)
(0)
)
=
{
I if p = q = 0,
0 otherwise.
Since the filtration Fi is bounded on the sub-complex (B¯c(C)⊠c C)(ρ)
F0
(
(B¯c(C)⊠c C)
(ρ)
)
= (B¯c(C)⊠c C)
(ρ) et F−ρ−1
(
(B¯c(C)⊠c C)
(ρ)
)
= 0,
we can apply the classical theorem of convergence of spectral sequences (cf. [W]
5.5.1). This gives that the spectral sequence E∗p, q
(
(B¯c(C)⊠c C)(ρ)
)
converges to the
homology of (B¯c(C)⊠c C)(ρ). We conclude by taking the direct sum on ρ. 
Remark. Using the same methods, we can show that the augmented bar construc-
tion on the left is acyclic.
5. Comparison lemmas
We prove here comparison lemmas for quasi-free P-modules and quasi-free proper-
ads. These lemmas are generalizations to the composition product ⊠c of classical
lemmas for the tensor product ⊗k. Notice that B. Fresse has given in [Fr] such
lemmas for the composition product ◦ of operads. These technical lemmas allow
us to show that the bar-cobar construction of a weight graded properad P is a
resolution of P .
5.1. Comparison lemma for quasi-free modules.
5.1.1. Filtration and spectral sequence of an analytic quasi-free module.
Let P be a weight graded differential properad P and let L = M⊠cP be an analytic
quasi-free P-module on the right, where M = Υ(V ). Denote M
(α)
d be the sub-S-
bimodule of M composed by elements of homological degree d and global weight α
(cf. 3.4).
We define the following filtration on L :
Fs(L) :=
⊕
Ξ
⊕
|d¯|+|α¯|≤s
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ Pe¯(¯, ı¯),
where the direct sum (Ξ) is over the integers m, n and N and the tuples l¯, k¯, ¯, ı¯.
Lemma 5.1. The filtration Fs is stable under the differential d of L.
Proof. The differential d is the sum of three terms.
• The differential δM , induced by the one of M, decreases the homological
degree |d¯| by 1. Therefore, we have δM (Fs) ⊂ Fs−1.
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• The differential δP , induced by the one of P , decreases the homological
degree |e¯| by 1. We have δP(Fs) ⊂ Fs.
• By definition of the analytic quasi-free P-modules, one has that the mor-
phism dθ decreases the total graduation |α¯| by at least 1 and the homological
degree |d¯| by 1. We have dθ(Fs) ⊂ Fs−2.

This filtration gives a spectral sequence E∗s, t. The first term of this spectral se-
quence E0s, t is isomorphic to the following dg-S-bimodule :
E0s, t =
⊕
Ξ
s⊕
r=0
⊕
|d¯|=s−r, |e¯|=t+r
|α¯|=r
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ Pe¯(¯, ı¯).
Using the same notations as in section 3.2, we have
E0s, t =
s⊕
r=0
I0s−r, t+r
⊕
|α¯|=r
M (α¯) ⊠c P
 .
On can decompose the weight graded differential S-bimodule L with its weight
L =
⊕
ρ L
(ρ). Since this decomposition is stable under the filtration Fs, the spectral
sequence E∗s,,t is isomorphic to
E∗s, t(L) =
⊕
ρ∈N
E∗s, t(L
(ρ)).
By definition of the analytic quasi-free P-modules, the weight of the elements of V
is at least 1. Hence, we have
E0s, t(L
(ρ)) =
min(s, ρ)⊕
r=0
I0s−r, t+r
( ⊕
|α¯|=r
M (α¯) ⊠c P
)⋂
L(ρ)
 .
Proposition 5.2. Let L be an analytic quasi-free P-module. The spectral sequence
E∗s, t converges to the homology of L
E∗s, t =⇒ Hs+t(L, d).
The differential d0 on E0s, t is given by δP and the differential d
1 on E1s, t is given
by δM . Therefore, we have
E2s, t =
s⊕
r=0
I2s−r, t+r
⊕
|α¯|=r
M (α¯) ⊠c P
 ,
which can be written
E2s, t =
s⊕
r=0
⊕
|α¯|=r
⊕
|d¯|=s−r
|e¯|=t−r
(H∗(M))
(α¯)
d¯
⊠c (H∗(P))e¯.
Proof. Since the filtration is exhaustive
⋃
s Fs = L and bounded below F−1 = 0,
the classical theorem of convergence of spectral sequences (cf. [W] 5.5.1) shows
that E∗s, t converges to the homology of L.
The form of the differentials d0 and d1 comes from the study of the action of
d = δM + δP + dθ on the filtration Fs. And the formula of E
2
s, t comes from
Proposition 3.4. 
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5.1.2. Comparison lemma for analytic quasi-free modules. To show the
comparison lemma, we need to prove the following lemma first.
Lemma 5.3. Let Ψ : P → P ′ be a morphism of weight graded connected dg-
properads. Let (L, λ) be an analytic quasi-free P-module and (L′, λ′) be an analytic
quasi-free P ′-module. Denote L¯ = M and L¯′ = M ′ the indecomposable quotients.
We consider the action of P on L′ induced by the morphism Ψ. Let Φ : L→ L′ be
a morphism of weight graded differential P-modules.
(1) The morphism Φ preserves the filtration Fs and leads to a morphism of
spectral sequences
E∗(Φ) : E∗(L)→ E∗(L′).
(2) Let Φ¯ : M → M ′ be the morphism of dg-S-bimodules induces by Φ. The
morphism E0(Φ) : M ⊠c P →M ′ ⊠c P ′ is equal to E0 = Φ¯⊠c Ψ.
Proof.
(1) Let (m1, . . . , mb)σ (p1, . . . , pa) be an element of Fs(M ⊠c P). It means
that |d¯|+ |α¯| ≤ s. Since, Φ is a morphism of P-modules, we have
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= Φ ◦ λ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
=
λ′
(
(Φ(m1), . . . , Φ(mb))σ (Ψ(p1), . . . , Ψ(pa))
)
.
Denote
Φ(mi) = (m
i
1, . . . , m
i
bi
)σi (pi1, . . . , p
i
ai
).
The application Φ is a morphism of dg-S-bimodules. Therefore, we have
di = |d¯i| + |e¯i| which implies |d¯i| ≤ di and
∑
i |d¯
i| ≤ |d¯|. Since Φ is a
morphism of weight graded P-modules, we have
∑
i |α¯
i| ≤ |α¯|. We conclude
that
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
∈ Fs(L
′).
(2) The morphism E0s, t(Φ) is given by the following morphism on the quotients
E0s, t : Fs(Ls+t)/Fs−1(Ls+t)→ Fs(L
′
s+t)/Fs−1(L
′
s+t).
Let (m1, . . . , mb)σ (p1, . . . , pa) be an element of E
0
s, t, where |α¯| = r ≤ s,
|d¯| = s− r and |e¯| = t+ r. We have
E0s, t(Φ)
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= 0
if and only if Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
∈ Fs−1(L′). We have seen
that
Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
= λ′
(
(Φ(m1), . . . , Φ(mb))σ (Ψ(p1), . . . , Ψ(pa))
)
.
Therefore Φ
(
(m1, . . . , mb)σ (p1, . . . , pa)
)
belongs to Fs(L
′
s+t)\Fs−1(L
′
s+t)
if and only if Φ(mi) = mi = Φ¯(mi). Consider Φ(mi) = (m
i
1, . . . , m
i
bi
)
σi (pi1, . . . , p
i
ai
) where at least one pij does not belong to I. By definition
of a weight graded properad, the weight of these pij is at least 1. Since
Φ preserves the total weight , we have |α¯i| < αi. Finally, the morphism
E0(Φ) is equal to Φ¯⊠c Ψ.

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Theorem 5.4 (Comparison lemma for analytic quasi-free modules). With the same
notations as in the previous lemma, if two of the following morphisms
Ψ : P → P ′,
Φ¯ : M →M ′,
Φ : L→ L′,
are quasi-isomorphisms, then the third one is also a quasi-isomorphism.
Remark. If the properads are not weight graded and if Φ = Φ¯⊠cΨ, when Φ¯ and Ψ
are quasi-isomorphisms, then Φ is also a quasi-isomorphism. The proof is straight.
We have immediately E0(Φ) = Φ¯⊠cΨ. Since Φ¯ and Ψ are quasi-isomorphisms, we
get that E2(Φ) is an isomorphism by Proposition 5.2 (d0 = δP et d
1 = δM ). And
with the same proposition, the convergence of the spectral sequence E∗ shows that
Φ is a quasi-isomorphism between L and L′.
Proof.
(1) Suppose that Ψ : P → P ′ and Φ¯ : M →M ′ are quasi-isomorphisms. The
previous lemma shows that Φ induces a morphism of spectral sequences
E∗(Φ) : E∗(L) → E∗(L′) and that E0(Φ) = Φ¯ ⊠c Ψ. We conclude with
the same arguments.
(2) Suppose that Ψ : P → P ′ and Φ : L → L′ are quasi-isomorphisms. We
have seen that the spectral sequence E∗s, t preserves the decomposition L
(ρ).
Moreover, we have
E2s, t(L
(ρ)) =
⊕
Ξ
min(s, ρ)⊕
r=max(0,−t)
I2s−r, t+r
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
,
where the second sum (χ) is on |α¯| = r, |β¯| = ρ − r, |d¯| = s − r and
|e¯| = t+ r. When s ≥ ρ, we have for r = ρ
I2s−ρ, t+ρ
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
= I2s−ρ, t+ρ
 ⊕
|α¯|=ρ
|d¯|=s−ρ
M
(α¯)
d¯

=
{
Hs−ρ(M
(ρ)) if t = −ρ,
0 otherwise.
Finally, we have{
E2s, t(L
(ρ)) = 0 if t < −ρ,
E2s,−ρ(L
(ρ)) = Hs−ρ(M
(ρ)) if s ≥ ρ.
We now show by induction on ρ that Φ¯(ρ) : M (ρ) → M ′(ρ) is a quasi-
isomorphism H∗(Φ¯
(ρ)) : H∗(M
(ρ))→ H∗(M ′(ρ)).
For ρ = 0, since L(0) = M (0), we have Φ¯(0) = Φ(0), which is a quasi-
isomorphism.
Suppose now that the result is true for r < ρ in every (homological)
degree ∗ and for r = ρ in degree ∗ < d. Let show that it is also true
for ∗ = d. (Since every chain complexes are concentrated in non-negative
degree, we have that Hs(Φ¯
(ρ)) is always an isomorphism for s < 0).
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By the preceding lemma, we have
E2s, t(Φ
(ρ)) =
min(s, ρ)⊕
r=0
I2s−r, t+r
⊕
|α¯|=r
Φ¯(α¯) ⊠c Ψ
 .
With the induction hypothesis, we get that E2s, t(Φ
(ρ)) : E2s, t(L
(ρ)) →
E2s, t(L
′(ρ)) is an isomorphism for s < d+ ρ. Let show that
E2d+ρ,−ρ(Φ
(ρ)) : E2d+ρ,−ρ(L
(ρ))→ E2d+ρ,−ρ(L
′(ρ))
is still an isomorphism. To do that, we consider the mapping cone of Φ(ρ) :
cone(Φ(ρ)) = Σ−1L(ρ)⊕L′(ρ). On this cone, we define the following filtration
Fs(cone(Φ
(ρ))) := Fs−1(Σ
−1L(ρ))⊕ Fs(L
′(ρ)).
This filtration induces a spectral sequence which verifies
E1∗, t(cone(Φ
(ρ))) = cone(E1∗, t(Φ
(ρ))).
The mapping cone of E1∗, t(Φ
(ρ)) verifies the long exact sequence
· · · → Hs+1
(
cone(E1∗, t(Φ
(ρ)))
)
→ Hs
(
E1∗, t(L
(ρ))
) Hs(E1∗, t(Φ(ρ)))
−−−−−−−−−−→
Hs
(
E1∗, t(L
′(ρ))
)
→ Hs
(
cone(E1∗, t(Φ
(ρ)))
)
→ Hs−1
(
E1∗, t(L
(ρ))
)
→ · · ·
which finally gives the following long exact sequence (ξ) :
· · · // E2s+1, t(cone(Φ
(ρ))) // E2s, t(L
(ρ))
E2s, t(Φ
(ρ))
// E2s, t(L
′(ρ))
// E2s, t(cone(Φ
(ρ))) // E2s−1, t(L
(ρ)) // · · ·
We have seen that for all t < −ρ,
E2s, t(L
(ρ)) = E2s, t(L
′(ρ)) = 0.
Therefore, the long exact sequence (ξ) shows that E2s, t(cone(Φ
(ρ))) = 0 for
all s, when t < −ρ.
In the same way, we have seen that E2s, t(Φ
(ρ)) is an isomorphism for s <
d+ρ. Thanks to the long exact sequence (ξ), we get that E2s, t(cone(Φ
(ρ))) =
0 for all t, when s < d+ ρ.
These two results prove that{
E2d+ρ,−ρ(cone(Φ
(ρ))) = E∞d+ρ,−ρ(cone(Φ
(ρ))),
E2d+ρ+1,−ρ(cone(Φ
(ρ))) = E∞d+ρ+1,−ρ(cone(Φ
(ρ))).
Since the filtration Fs of the mapping cone Φ
(ρ) is bounded below and
exhaustive, we know that the spectral sequence E∗s, t(cone(Φ
(ρ))) converges
to the homology of this mapping cone. The morphism Φ(ρ) is a quasi-
isomorphism. Hence this homology is null and we have the equalities :{
E2d+ρ,−ρ(cone(Φ
(ρ))) = E∞d+ρ,−ρ(cone(Φ
(ρ))) = 0,
E2d+ρ+1,−ρ(cone(Φ
(ρ))) = E∞d+ρ+1,−ρ(cone(Φ
(ρ))) = 0.
If we inject these equalities in the long exact sequence (ξ), we show that
E2d+ρ,−ρ(Φ
(ρ)) is an isomorphism.
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We conclude using the fact that E2d+ρ,−ρ(L
(ρ)) = Hd(M
(ρ)) and that
E2d+ρ,−ρ(L
′(ρ)) = Hd(M
′(ρ)). Therefore, E2d+ρ,−ρ(Φ
(ρ)) is equal toHd
(
Φ¯(ρ)
)
:
Hd(M
(ρ))→ Hd(M ′(ρ)) which is an isomorphism.
(3) Suppose that Φ : L→ L′ et Φ¯ : M →M ′ are quasi-isomorphisms. We are
going to use the same methods. Since M (0) = I, we get from the relation
E2s, t(L
(ρ)) =
⊕
Ξ
min(s, ρ)⊕
r=max(0,−t)
I2s−r, t+r
(⊕
χ
M
(α¯)
d¯
(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ P
(β¯)
e¯ (¯, ı¯)
)
,
where the second direct sum χ is on |α¯| = r, |β¯| = ρ − r, |d¯| = s − r and
|e¯| = t+ r, that for s = 0
E20, t(L
(ρ)) = I20, t(P
(ρ)
t ) = Ht(P
(ρ)).
One can see that
E2s, t(L
(ρ)) = 0,
for s < 0.
Let show that the morphism Ψ(ρ) : P(ρ) → P ′(ρ) are quasi-isomorphisms,
by induction on ρ.
By definition of connected properads, we have that P(0) = P ′(0) = I.
Hence, the morphism Ψ(0) = idI is a quasi-isomorphism.
Suppose that the result is true for every r < ρ. We show by induction
on t that
Ht(Ψ
(ρ)) : Ht(P
(ρ))→ Ht(P
′(ρ))
is an isomorphism. We know that it is true for t < 0. Suppose that it is
still true for t < e. By the previous lemma, we have
E2s, t(Φ
(ρ)) =
min(s, ρ)⊕
r=0
I2s−r, t+r
 ⊕
|α¯|=r
|β¯|=ρ−r
Φ¯(α¯) ⊠c Ψ
(β¯)
 .
By the induction hypothesis, we have that E2s, t(Φ
(ρ)) : E2s, t(L
(ρ)) →
E2s, t(L
′(ρ)) is an isomorphism for every s, when t < e. By injecting this in
the long exact sequence (ξ), we show that E2s, t(cone(Φ
(ρ))) = 0 for all s,
when t < e.
The form of the filtration Fs(cone(Φ
(ρ))) = Fs−1( Σ
−1L(ρ)) ⊕ Fs(L′(ρ))
and the fact that F−1(L
(ρ)) = 0 show that E2s, t(cone(Φ
(ρ))) = 0 for s < 0.
These two results with the convergence of the spectral sequenceE∗s, t(cone(Φ
(ρ)))
to the homology of the cone of Φ(ρ), which is null, show that{
E20, e(cone(Φ
(ρ))) = E∞0, e(cone(Φ
(ρ))) = 0
E21, e(cone(Φ
(ρ))) = E∞1, e(cone(Φ
(ρ))) = 0.
When we inject these two equalities in the long exact sequence (ξ), we
get that the morphism
E20, e(L
(ρ))
E20, e(Φ
(ρ))
// E20, e(L
′(ρ))
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is an isomorphism. We conclude using the equalities E20, e(L
(ρ)) = He(P(ρ)),
E20, e(L
′(ρ)) = He(P ′(ρ)) and E20, e(Φ
(ρ)) = He(Ψ
(ρ)).

5.1.3. Comparison lemma for analytic quasi-cofree comodules. We can
prove the same kind of result for analytic quasi-cofree comodule. Let C be a con-
nected dg-coproperad and let L = M ⊠c C be an analytic quasi-cofree C-comodule
on the right, where M = Υ(V ). On this chain complex, we define the following
filtration
F ′s(L) :=
⊕
(Ξ)
⊕
|e¯|+|β¯|≤s
Md¯(l¯, k¯)⊗Sk¯ k[S
c
k¯, ¯
]⊗S¯ C
(β¯)
e¯ (¯, ı¯),
where the direct sum (Ξ) is on the integers m, n and N and on the tuples l¯, k¯, ¯,
ı¯, d¯, e¯ and β¯ such that |e¯|+ |β¯| ≤ s.
Applying the same arguments to this filtration and the associated spectral sequence,
we get the following theorem.
Theorem 5.5 (Comparison lemma for analytic quasi-cofree comodules). Let Ψ :
C → C′ be a morphism of weight graded connected dg-coproperad and let (L, λ) and
(L′, λ′) be two analytic quasi-cofree comodules on C and C′. Denote L¯ = M and
L¯′ = M ′ the indecomposable quotients. Let Φ : L→ L′ be a morphism of analytic
C′-comodules, where the structure of C′-comodule on L is given by the functor Ψ.
Denote Φ¯ : M →M ′ the morphism of dg-S-bimodules induced by Φ.
If two of the three morphisms

Ψ : C → C′,
Φ¯ : M →M,′
Φ : L→ L′,
are quasi-isomorphisms, then the
third one is a quasi-isomorphism.
5.1.4. Bar-cobar resolution. In this section, we use the two last theorems to
prove that the bar-cobar construction on a weight graded properad P is a resolu-
tion of P . Notice that this result is a generalization to properads of one given by
V. Ginzburg and M.M. Kapranov for operads in [GK].
We define the morphism ζ : B¯c(B¯(P))→ P by the following composition
B¯c(B¯(P)) = F
(
Σ−1F¯c(ΣP¯)
)
// // F
(
Σ−1F¯c(1)(ΣP¯)
)
= F(P¯)
cP // P ,
where the morphism cP corresponds to the compositions µ of all the elements of P
that are indexing a graph of F(P¯).
Proposition 5.6. The morphism ζ is a morphism of weight graded differential
properads.
Proof. Since the definition of ζ is based on the composition µ of P , one can see
that ζ ◦ µF(Σ−1F¯c(ΣP)) = µP ◦ (ζ ⊠c ζ). Hence, the morphism ζ is a morphism of
properads.
The morphism ζ is either null or given by compositions of operations which preserves
the weight. Therefore, the morphism ζ is a morphism of weight graded properads.
It remains to show that ζ commutes with the differentials.
On B¯c(B¯(P)) = F
(
Σ−1F¯c(ΣP¯)
)
the differential d is the sum of the derivation
dθ′ of the cobar construction induced by the partial coproduct of Fc(ΣP¯) with
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the canonical differential δB¯(P). And the canonical differential δB¯(P) is the sum of
the coderivation dθ of the bar construction B¯(P) induced by the partial product
of P with the canonical differential δP . Let ξ be an element of F
(
Σ−1F¯c(ΣP¯)
)
represented by an indexed graph g. Three different cases are possible.
• When all the vertices of g are indexed by elements of Fc(1)(ΣP¯) = ΣP¯, the
image of ξ under the differential d is equal to the image under the canonical
differential δP . Since the composition µ of P is a morphism of differential
properads, we have ζ ◦ d(ξ) = ζ ◦ δP(ξ) = δP ◦ ζ(ξ).
• When at least one vertex of g is indexed by a element of Fc(s)(ΣP¯), with
s ≥ 3, the image of ξ under ζ is null. Moreover, the image of ξ under the
differential d is a sum of graphs where at least one vertex is indexed by an
element of Fc(s)(ΣP¯), with s ≥ 2. Therefore, we have d ◦ ζ(ξ)+ ζ ◦ d(ξ) = 0.
• When the vertices of g are indexed by elements of Fc(s)(ΣP¯) where s = 1, 2,
with at least one of Fc(2)(ΣP¯), the image of ξ under ζ is null. It remains to
show that ζ ◦ d(ξ) = 0. Since δP preserves the natural graduation of Fc,
one has ζ ◦ δP(ξ) = 0. Study the image under dθ + dθ′ of an element of
Fc(2)(ΣP¯). We denote ξ = X ⊗ Σ
−1(Σp1 ⊗ Σp2) ⊗ Y , where (Σp1 ⊗ Σp2)
belongs to Fc(2)(ΣP¯) and X , Y to F(Σ
−1F¯c(ΣP¯)). Applying dθ′ , we get
one term of the form
(−1)|X|+1(−1)|p1|+1X ⊗ Σ−1Σp1 ⊗ Σ
−1Σp2 ⊗ Y,
where Σ−1Σp1 and Σ
−1Σp2 are elements of Σ
−1Fc(1)(ΣP¯). And applying
dθ, we get one term of the form
(−1)|X|+1(−1)|p1|X ⊗ Σ−1Σµ(p1 ⊗ p2)⊗ Y,
where Σ−1Σµ(p1⊗p2) belongs to Σ−1Fc(1)(ΣP¯). Therefore, ζ ◦ (dθ+dθ′)(ξ)
is a sum of terms of the form(
(−1)|X|+|p1| + (−1)|X|+|p1|+1
)
X ⊗ µ(p1 ⊗ p2)⊗ Y = 0.

Remark. With this proof, one can understand the use of the sign −1 in the defi-
nition of the derivation dθ′ of the cobar construction.
Denote C := B¯(P) the connected dg-coproperad defined by the bar construction
on P . We consider the augmented cobar construction on the right B¯c(C) ⊠c C =
B¯c(B¯(P))⊠c B¯(P). Remark that the coproperad B¯(P) = Fc(ΣP¯) is weight graded
(by the global weight) and that the augmented cobar construction B¯c(C)⊠c C is an
analytic quasi-cofree C-comodule.
Lemma 5.7. The morphism ζ ⊠c B¯(P) : B¯c(B¯(P))⊠c B¯(P)→ P ⊠c B¯(P) between
the augmented cobar construction B¯c(C) ⊠c C and the augmented bar construction
P⊠c B¯(P) is a morphism of dg-S-bimodules. Moreover, it is a morphism of analytic
quasi-free B¯(P)-comodules.
Proof. Since ζ and idB¯(P) are morphisms of dg-S-bimodules, the morphism ζ ⊠c
idB¯(P) preserves the canonical differentials δB¯c(C)+ δC and δP + δB¯(P). One can see
that the morphism dθr that appears in the definition of the differential of the cobar
construction B¯c(C)⊠c C (cf. 4.2) corresponds via ζ ⊠c B¯(P) to the morphism dθl of
the differential of the bar construction P ⊠c B¯(P). (The morphism dθr corresponds
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to extract an operation of P from C = B¯(P) from the bottom and compose it, from
the top, in B¯c(B¯(P)). The morphism dθl corresponds to extract an operation of P
in B¯(P) from the bottom to compose it at the top of P .)
Since ζ and idB¯(P) preserve the weight graduation coming from the one of P , we
have that ζ ⊠c B¯(P) is a morphism of analytic quasi-free B¯(P)-comodules. 
Theorem 5.8 (Bar-cobar resolution). For every connected dg-properad P, the mor-
phism
ζ : B¯c(B¯(P))→ P
is a quasi-isomorphism of weight graded dg-properads.
Proof. We know from Theorem 4.18 that the augmented cobar construction
B¯c(B¯(P)) ⊠c B¯(P) is acyclic and from Theorem 4.15 that the augmented bar con-
struction P ⊠c B¯(P) is acyclic too. Therefore, the morphism ζ ⊠c B¯(P) is a quasi-
isomorphism. We apply the comparison lemma for analytic quasi-cofree comodules
(Theorem 5.5) to the quasi-isomorphisms Ψ = idB¯(P) and Φ = ζ ⊠c B¯(P). It gives
that ζ = Φ¯ is a quasi-isomorphism. 
Remark. In the rest of the text, we will mainly apply this theorem to quadratic
properads (which are naturally graded). The comparison lemma for quasi-free prop-
erads, proved in the next section, will allow us to simplify the bar-cobar resolution
to get a quasi-free resolution, namely the Koszul resolutions (cf. Section 7).
5.2. Comparison lemma for quasi-free properad. We show here a comparison
lemma of the same type but for quasi-free properads.
Theorem 5.9 (Comparison lemma for quasi-free properads). Let M and M ′ be
two weight graded dg-S-bimodules such that M (0) = M ′(0) = 0. Let P and P ′ be
two quasi-free properads of the form P = F(M) and P ′ = F(M ′), endowed with
derivations dθ and dθ′ coming from decomposable morphisms of weight graded dg-
S-bimodules θ : M →
⊕
s≥2 F(s)(M) and θ
′ : M ′ →
⊕
s≥2 F(s)(M
′). Given a
morphism of weight graded dg-properads Φ : P → P ′, we consider the induced
morphism Φ¯ : M = F(1)(M)→M
′ = F(1)(M
′).
The morphism Φ is a quasi-isomorphism if and only if Φ¯ is a quasi-isomorphism.
Proof. Since the morphisms θ and θ′ preserve the weight, we have that the
derivations dθ and dθ′ preserve the weight. Therefore, the differentials δθ = δM +dθ
and δθ′ = δM ′+dθ′ preserve the weight and we can decompose the chain complexes
F(M) =
⊕
ρ∈N F(M)
(ρ) and F(M ′) =
⊕
ρ∈N F(M
′)(ρ) with the weight.
We introduce the following filtration
Fs(F(M)) :=
⊕
r≥−s
F(r)(M).
This filtration is compatible with the preceding decomposition. To make the spec-
tral sequences converge, we consider the sub-complexes F(M)(ρ) and the filtration
Fs(F(M)
(ρ)) =
⊕
r≥−s
F(r)(M)
(ρ).
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Since the weight graded dg-S-bimodulesM andM ′ are concentrated in weight > 0,
we have F(r)(M)
(ρ) = F(r)(M
′)(ρ) = 0 when r > ρ and
Fs(F(M)
(ρ)) =
⊕
−s≤r≤ρ
F(r)(M)
(ρ).
One can see that the filtration Fs is stable under the differential δθ = δM +dθ. (We
have δM (Fs) ⊂ Fs and dθ(Fs) ⊂ Fs−1). Therefore, this filtration induces a spectral
sequence E∗s, t. The first term of this spectral sequence is given by the formula
E0s, t = Fs(F(M)
(ρ)
s+t)/Fs−1(F(M)
(ρ)
s+t) = F−s(M)
(ρ)
s+t,
and the differential d0 is equal to the canonical differential δM . From this descrip-
tion and the properties of Φ, we get that E0s, t(Φ) = F(−s)(Φ¯)s+t.
The filtration Fs of F(M)(ρ) is bounded below and exhaustive (F−ρ−1 = 0 and
F0 = F(M)(ρ)). Hence, the classical convergence theorem of spectral sequences
(cf. [W] 5.5.1) shows that the spectral sequence E∗s, t converges to the homology of
F(M)(ρ).
We can now prove the equivalence :
(⇐) If Φ¯ : M → M ′ is a quasi-isomorphism, since the functor F is exact (cf.
Proposition 3.13), we have that
F(−s)(Φ¯)s+t = E
0
s, t(Φ
(ρ)) : E0s, t(F(M)
(ρ))→ E0s, t(F(M
′)(ρ))
is a quasi-isomorphism. Hence, E1(Φ(ρ)) is an isomorphism. The convergence of the
spectral sequence shows that Φ(ρ) : F(M)(ρ) → F(M ′)(ρ) is a quasi-isomorphism.
(⇒) In the other way, if Φ is a quasi-isomorphism, then each Φ(ρ) is a quasi-
isomorphism. We will show by induction on ρ that Φ¯(ρ) : M (ρ) → M ′(ρ) is a
quasi-isomorphism.
For ρ = 0, we haveM (0) =M ′(0) = 0 and the morphism Φ¯(0) is a quasi-isomorphism.
Suppose that the result is true up to ρ and show it for ρ + 1. In this case, since
E0s, t(F(M)
(ρ+1)) = F(−s)(M)
(ρ+1)
s+t , one can see that E
1
s, t(Φ
(ρ+1)) is an isomorphism
for every t, so long as s < −1.
Once again, we consider the mapping cone of the application Φ(ρ+1). We define the
same filtration on the mapping cone cone(Φ(ρ+1)) as on F(M)(ρ+1) :
Fs(cone(Φ
(ρ+1))) := Fs(Σ
−1F(M)(ρ+1))⊕ Fs(F(M
′)(ρ+1)).
This filtration induces a spectral sequence such that
E0s, ∗(cone(Φ
(ρ+1))) = cone(E0s, ∗(Φ
ρ+1)).
As in the proof of Theorem 5.4, we have the following long exact sequence
· · · // E1s, t+1(F(M)
(ρ+1)) // E1s, t+1(F(M
′)(ρ+1)) // E1s, t(cone(Φ
(ρ+1)))
// E1s, t(F(M)
(ρ+1)) // E1s, t(F(M
′)(ρ+1)) // E1s, t−1(cone(Φ
(ρ+1))) // · · ·
Since E1s, t(Φ
(ρ+1)) is an isomorphism, for s < −1, the long exact sequence shows
that E1s, t(cone(Φ
(ρ+1)) = 0 for every t so long as s < −1. The form of the filtration
gives that E1s, t(cone(Φ
(ρ+1))) = 0 for every t when s ≥ 0. The spectral sequence
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E∗s, t(cone(Φ
(ρ+1))) collapses at rank E1 (only the row s = −1 is not null). It implies
that
E∞−1, t(cone(Φ
(ρ+1))) = E1−1, t(cone(Φ
(ρ+1))).
Applying the classical convergence theorem of spectral sequences, we get that the
spectra sequence E∗s, t(cone(Φ
(ρ+1))) converges to the homology of the mapping
cone of Φ(ρ+1) which is null since Φ(ρ+1) is a quasi-isomorphism. Therefore we have
E1−1, t(cone(Φ
(ρ+1))) = 0, for every t, which injected in the long exact sequence
gives that
E0−1, t(Φ
(ρ+1)) = Φ¯(ρ+1) : M (ρ+1) →M ′(ρ+1).
is a quasi-isomorphism. 
Remark. This theorem generalizes to properads a result of B. Fresse [Fr] for “con-
nected” operads (P(0) = 0 and P(1) = k). This hypothesis ensures the convergence
of the spectral sequence introduced by the author. To be able to generalize this
result, we have introduced the graduation by the weight. Therefore, Theorem 5.9
can be applied to weight graded operads non-necessarily “connected” in the sense
of [Fr], for instance operads with unitary operations or weight graded algebras.
Corollary 5.10. Let P = F(M) be a quasi-free properad verifying the hypothe-
sis of the previous theorem. The natural projection B¯(F(M)) → ΣM is a quasi-
isomorphism.
Proof. Denote M ′ := Σ−1B¯(F(M)). The bar-cobar construction of the weight
graded connected dg-properadP is a quasi-free properad of the form BcB(F(M))) =
F(M ′), which is quasi-isomorphic to P = F(M) by Theorem 5.8. The comparison
lemma for quasi-free properad (Theorem 5.9) concludes the proof. 
6. Simplicial bar construction
In this section, we generalize the simplicial bar construction of associative alge-
bras and operads to properads. We show that the simplicial bar construction of a
properad is quasi-isomorphic to its differential bar construction.
6.1. Definitions. In every monoidal category (A, ✷, I), one can associate to every
monoid M a simplicial chain complex on the objects M✷n, for n ∈ N. In the
category of k-modules, one gets the classical bar construction of associative algebras.
In the case of monads, one finds the triple bar construction of J. Beck [B]. We apply
this construction to the monoidal category of S-bimodules.
6.1.1. Simplicial bar construction with coefficients.
Definition (Simplicial bar construction with coefficients). Let P be a differential
properad and let (L, l) and (R, r) be two differential P-modules on the right and
on the left. We denote
Cn(L, P , R) := Σ
nL⊠c P ⊠c · · ·⊠c P︸ ︷︷ ︸
n
⊠cR.
We define the face maps di : Cn(L, P , R)→ Cn−1(L, P , R) by
• the right action l if i = 0,
• the composition µ of the ith with the (i+ 1)th line, composed by elements of P ,
• the left action r if i = n.
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The degeneracy maps sj : Cn(L, P , R)→ Cn+1(L, P , R) are given by the insertion
of the unit η of the properad : L⊠c P⊠cj ⊠c η ⊠c P⊠cn−j ⊠c R.
The differential dC on C(L, P , R) is defined by the sum of the simplicial differential
with the canonical differentials
dC := δL + δP + δR +
n∑
i=0
(−1)i+1di.
One can check that d2C = 0 thanks to the suspension Σ
n in the definition of the
Cn(L, P , R).
This chain complex is called the simplicial bar construction with coefficients in L
and R.
Remark. When the S-modules P , L and R are concentrated in degree 0, this
construction is strictly simplicial.
Like the differential bar construction (cf. Proposition 4.9), the simplicial bar con-
struction is an exact functor.
Proposition 6.1. The simplicial bar construction C(L, P , R) preserves quasi-
isomorphisms.
Proof. We use the same proof as for Proposition 4.9 with the filtration Fr :=
⊕s≤rC(s)(L, P , R), where s is the number of vertices of the underlying level-graph
indexed by elements of P (including the trivial vertices indexed by I). 
We define the augmentation morphism ε : C(L, P , R)→ L⊠cPR by the canonical
projection
C0(L, P , R) = L⊠c R։ L⊠cPR.
As in the case of the differential bar construction, one has a notion of reduced
simplicial bar construction.
Definition (Reduced simplicial bar construction). The simplicial bar construction
with trivial coefficients C(I, P , I) is called the reduced simplicial bar construction.
We denote it by C¯(P).
Remark. We have seen previously that the elements of the bar construction
B(L, P , R) can be represented by graphs and that the coderivation dθ corresponds
to the notion of “adjacent pair composition”. The elements of the simplicial bar
construction can be represented by level graphs and the faces di correspond to
compositions of two levels of operations.
6.1.2. Augmented simplicial bar construction.
Definition (Augmented simplicial bar construction). The chain complexes C(I, P , P)
= C¯(P)⊠c P and C(P , P , I) = P ⊠c C¯(P) are called augmented simplicial bar con-
struction on the right and on the left.
Proposition 6.2. For every properad P and every right P-module L, the augmen-
tation morphism
ε : C(L, P , P)→ L
is a quasi-isomorphism of right simplicial P-modules.
We have the same result on the left for every left P-module R.
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Proof. The proof is the same as in the case of associative algebras (cf. Se´minaire
Cartan [C]). We consider the following filtration
Fr := ⊕s≤rC(L, P , P︸ ︷︷ ︸
s
),
where s denotes the total homological degree of elements of P . This filtration
is stable under the differential dC . It induces a spectral sequence E
∗
s, t such that
E0s, t = C(L, P , P︸ ︷︷ ︸
s
)s+t and d
0 = δL + d. We introduce an extra degeneracy map
sn+1 :
ΣnL⊠cP
⊠cn⊠cP ≃ Σ
nL⊠cP
⊠cn+1⊠c I
ΣnL⊠cP
⊠cn+1⊠cη
−−−−−−−−−−−−→ Σn+1L⊠cP
⊠cn+1⊠cP ,
which induces a contracting homotopy on E0. Once again, we conclude with the
classical convergence theorem for spectral sequences. 
Corollary 6.3. The augmented simplicial bar construction on the left and on the
right are acyclic.
6.1.3. Normalized bar construction. To any simplicial chain complex, one can
associate its normalized chain complex, which is the quotient by the images of the
degeneracy maps.
Definition (Normalized bar construction). The normalized bar construction is
given by the quotient of the simplicial bar construction by the images of the degen-
eracies maps. We denote Nn(L, P , R) the following dg-S-module
Σn coker
(
L⊠c P
⊠c(n−1) ⊠c R
Pn−1
i=0 L⊠cP
⊠ci⊠cη⊠cP
⊠c(n−i−1)⊠cR
−−−−−−−−−−−−−−−−−−−−−−−−−→ L⊠c P
⊠cn ⊠c R
)
.
The chain complex N (I, P , I), denoted N¯ (P), is called the reduced normalized bar
construction.
Remark. The normalized bar construction N (L, P , R) is isomorphic to the sub-
complex of the simplicial bar construction C(L, P , R) spanned by the level-graphs
indexed by at least one element of P¯ on each level.
Proposition 6.4. The normalized bar construction N (L, P , R) preserves quasi-
isomorphisms.
Proof. The proof is the same as Proposition 6.1. 
We compute the homology of the reduced normalized bar construction of a quasi-
free properad as we did for the bar construction in corollary 5.10 .
Proposition 6.5. Let P = F(M) be a quasi-free properad on a weight graded dg-
S-bimodule M such that M (0) = 0 and where the derivation dθ is decomposable,
θ : M → ⊕s≥2F(s)(M). The natural projection N¯ (F(M)) → ΣM is a quasi-
isomorphism.
Proof. On the sub-complex N¯ (F(M))(ρ), composed by elements of total weight
(ρ), we consider the filtration Fr := ⊕s≥−rN¯(s)(F(M))
(ρ), where s denotes the
number of vertices indexed by elements of M . The differential dN = d + δM + dθ
preserves this filtration, which induces a spectral sequence E∗s, t. We have E
0
s, t =
N¯(s)(F(M))
(ρ)
s+t and d
0 = d+ δM . Therefore, E
0(N¯ (F(M))(ρ)) = N¯ (E0(F(M)))(ρ)
and the lemma is true if it is true for a weight graded free dg-properad.
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If P = F(M) is a weight graded free dg-properad. Consider the filtration F ′r :=
⊕s≤rN¯ (F(M))s, where s denotes the sum of the homological degree of the elements
of M . One can see that the filtration is stable under the differential dN = d+ δM .
We have E0s, t = N¯t(F(M))s+t and d
0 = d. For every s, we define a contracting
homotopy h on E0s, ∗, which concludes the proof. Let ξ be an element of N¯t(F(M))
represented by a graph g with t levels. Consider the operations of F¯(M) indexing
the last level and for each of them, consider the operations ofM that have no oper-
ation below (such that there are no outgoing edge attached to another operation).
Call extremal such operations. Every outgoing edge of an extremal operation is
an outgoing edge of g. Denote m the extremal operation of ξ that has among its
outgoing edges the one indexed by the smallest integer. We define the image of ξ
under h by the level graph with t+ 1 levels indexed by m on the last level and by
the other operations of ξ on the first levels (except the one without m). 
6.2. Levelization morphism. The levelization morphism is an injective mor-
phism between the bar construction and the normalized bar construction which
induces an isomorphism in homology.
6.2.1. Definition. Let ξ be an element of B¯(n)(P) = F
c
(n)(ΣP¯) represented by a
graph gξ with n vertices (cf. figure 7).
 
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
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___
Figure 7. An example of gξ.
The element ξ comes from a graph gr with r levels under the equivalence relation
≡ (cf. [V1]). Recall that the relation ≡ allows to change the level of an operation,
up to sign. With this equivalence relation, one can represent ξ with at least one n-
level-graph with n non-trivial vertices (that’s-to-say with one non-trivial vertex by
level, (cf. figure 8)). Denote, Gn(ξ) the set of graphs with n levels such that there
is only one non-trivial vertex on each level, which give gξ under the equivalence
relation ≡.
Let g be a graph of Gn(ξ). The element ξ is determined by g and by the sequence
of operations Σp1⊗· · ·⊗Σpn which index the vertices of g. To associate an element
of N¯ (P) from ξ, one needs to permutate the suspensions. This makes signs appear.
We denote
g(ξ) := (−1)
Pn
i=1(n−i)|pi|Σng(p1 ⊗ · · · ⊗ pn),
where g(p1 ⊗ · · · ⊗ pn) corresponds to the graph g whose vertices are indexed by
the operations p1, . . . , pn.
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Figure 8. An example of g ∈ G4(ξ).
Definition (Levelization morphism). We define the levelization morphism
e : B¯(P)→ N¯ (P)
by the following formula e(ξ) :=
∑
g∈Gn(ξ)
g(ξ), for ξ in B¯(n)(P).
6.2.2. Homological properties. We prove that the levelization morphism is an
injective quasi-isomorphism of dg-S-bimodules.
Lemma 6.6. Let P be a differential augmented properad.
The levelization morphism is an injective morphism of dg-S-bimodules
e : B¯(P)→ N¯ (P).
Proof. Denote dB the differential of B¯(P). It is the sum of 2 terms : dB = δP+dθ.
Call dN the differential on N¯ (P). It is the sum of 2 terms. The image of an element
τ ′ = Σnτ of N¯ (P) under dN is
dN (τ
′) = (−1)nΣnδP(τ) +
n−1∑
i=1
(−1)i+1Σn−1di(τ).
Show that dN ◦ e(ξ) = e ◦ dB(ξ).
• The commutativity of the canonical differentials δP ◦e(ξ) = e◦δP(ξ) comes
from the good choice of signs and permutation of suspensions.
• The coderivation dθ composes pairs of adjacent operations of ΣP¯ of the
graph representing ξ. And, di ◦ e corresponds to the composition of 2
levels of operations of P¯ . Two cases must be distinguished. Denote ξ =
X ⊗ Σp⊗ Σq ⊗ Y .
(1) If the operations Σp and Σq are linked by at least of edge, then the
part of
∑n−1
i=1 (−1)
i+1di ◦ e(ξ) involving the composition of p with q is
of the form∑
ε(−1)j+2Σn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′,
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where X ′ = p1 ⊗ · · · ⊗ pj , Y ′ = q1 ⊗ · · · ⊗ qn−j−2 ⊗ ρ1 ⊗ · · · ⊗ ρr and
ε = (−1)
Pj
i=1(n−i)|pi|+(n−j−1)|p|+(n−j−2)|q|+
Pn−j−2
k=1
(n−j−k−2)|qk |.
And the part of dθ(ξ) involving the composition of Σp with Σq is of
the form
(−1)|X|+|p|X ⊗ Σµ(p⊗ q)⊗ Y.
The image of such an element under e is∑
(−1)|X|+|p|ε(−1)|X
′|+|p|Σn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′ =∑
ε(−1)jΣn−1X ′ ⊗ µ(p⊗ q)⊗ Y ′.
(2) If the operations Σp and Σq are not linked by an edge, then dθ does
not compose Σp with Σq. And, the part of
∑n
i=0(−1)
i+1di ◦ e(ξ) that
comes from the composition of the levels where lie p and q is the sum
of the 2 following terms :∑
(−1)jΣndj+1
(
εX ′ ⊗ p⊗ q ⊗ Y ′ + ε(−1)(|p|+1)(|q|+1)+|p|+|q|X ′ ⊗ q ⊗ p⊗ Y ′
)
=∑
(−1)jΣn
(
εX ′ ⊗ p⊗ q ⊗ Y ′ + ε(−1)(|p|+1)(|q|+1)+|p|+|q|+|p||q|X ′ ⊗ p⊗ q ⊗ Y ′
)
= 0.
We conclude by remarking that the image of ξ under
∑n−1
i=1 (−1)
i+1di ◦ e−
e ◦ dθ is a sum of terms of the form (1) or (2).
Show now the injectivity of e. Let ξ be an element of B¯(n)(P) = F
c
(n)(ΣP¯). By
definition of the cofree (connected) coproperad, one knows that ξ = ξ1 + · · · + ξr
where each ξi is a finite sum of elements of Fc(n)(ΣP¯) coming from indexing the
vertices of the same graph gξi . We introduce a morphism π : N¯n(P)→ B¯(n)(P). To
any element τ of N¯n(P) represented by a graph with n levels, we associate its image
π(τ) under the equivalent relation ≡. Therefore, we have π ◦ e(ξ) = n1ξ1 + · · ·nrξr
where the ni are integers > 0. The equation e(ξ) = 0 gives n1ξ1 + · · ·nrξr = 0. By
identification of the underlying graphs, we have ξi = 0, for all i, hence ξ = 0. 
The following theorem answers a question raised by M. Markl and A.A. Voronov
in [MV] and generalizes a result of B. Fresse for operads in [Fr].
Theorem 6.7. 1 Let P be a weight graded augmented dg-properad.
The levelization morphism
e : B¯(P)→ N¯ (P)
is a quasi-isomorphism.
Proof. Since the reduced bar construction (cf. Proposition 4.9) and the reduced
simplicial bar construction (cf. Proposition 6.1) preserve quasi-isomorphisms, it
is enough to prove this theorem for a resolution of P . The properad P is weight
graded and augmented. Therefore, Theorem 5.8 shows that the bar-cobar con-
struction B¯c(B¯(P)) of P is a quasi-free resolution of P . Denote M = Σ−1B¯(P)
and P ′ = B¯c(B¯(P)) = F(M). Proposition 5.10 shows that B¯(P ′) = B¯(F(M)) is
quasi-isomorphic to ΣM and Proposition 6.5 shows that N¯ (P ′) = N¯ (F(M)) is
1The proof of this theorem was given to the author by Benoit Fresse.
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quasi-isomorphic to ΣM . We have the following commutative diagram of quasi-
isomorphism
B¯(P)
e // N¯ (P)
B¯(F(M))
e //
q.i.
OO
q.i.

N¯ (F(M))
q.i.
OO
q.i.

ΣM ΣM.

Remark. Using the same theorem for operads (cf. [Fr]), the author has proved in
[V3] a correspondence between operads and posets (partially ordered sets). To a
set operad P , one can associate a family of posets ΠP of partition type. The main
theorem of [V3] asserts that the operad is Koszul over Z if and only if each poset
of ΠP is Cohen-Macaulay. It seems that the same kind of work can be done in the
case of properad with the previous theorem.
7. Koszul duality
We deduce the Koszul duality theory of properads from the comparison lemmas of
the previous section.
7.1. Koszul dual. To a weight graded properad P , we define its Koszul dual as
a sub-coproperad of its reduced bar construction. Dually, to a weight graded co-
properad C, we define its Koszul dual as a quotient properad of its reduced cobar
construction.
7.1.1. Koszul dual of a properad. Let P be a weight graded augmented dg-
properad. Recall that the reduced bar construction B¯(P) = Fc(ΣP¯) of P is bi-
graded by the number (s) of non-trivial indexed vertices and by the total weight
(ρ)
B¯(s)(P) =
⊕
ρ∈N
B¯(s)(P)
(ρ).
Since the coderivation dθ, induced by the partial product, composes pairs of adja-
cent vertices, we have
dθ
(
B¯(s)(P)
(ρ)
)
⊂
(
B¯(s−1)(P)
(ρ)
)
.
When P is connected (P(0) = I), the bar construction of P has the following form
Lemma 7.1. Let P be a weight graded connected dg-properad. We have the equalities{
B¯(ρ)(P)
(ρ) = Fc(ρ)(ΣP¯
(1)),
B¯(s)(P)
(ρ) = 0 if s > ρ.
Remark. The same result holds for the reduced cobar construction of a weight
graded connected dg-coproperad.
Definition (Koszul dual of a properad). Let P be a weight graded connected
dg-properad. We define the Koszul dual of P by the weight graded dg-S-bimodule
P ¡(ρ) := H(ρ)
(
B¯∗(P)
(ρ), dθ
)
.
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The preceding lemma gives the form of the chain complex
(
B¯∗(P)(ρ), dθ
)
:
· · ·
dθ // 0
dθ // B¯(ρ)(P)
(ρ) dθ // B¯(ρ−1)(P)
(ρ) dθ // · · · .
Hence, we have the formula
P ¡(ρ) = ker
(
dθ : B¯(ρ)(P)
(ρ) → B¯(ρ−1)(P)
(ρ)
)
.
This formula shows that P ¡(ρ) is a weight graded dg-S-bimodule, where the differ-
ential is induced by the one of P : δP .
If the properad is concentrated in homological degree 0, we have
(
B¯(s)(P)
(ρ)
)
d
=
{
B¯(s)(P)
(ρ) if d = s,
0 otherwise.
The dual coproperad is not necessarily concentrated in degree 0. It verifies(
P ¡(ρ)
)
d
=
{
P ¡(ρ) if d = ρ,
0 otherwise.
7.1.2. Koszul dual of a coproperad. In the same way, we define the Koszul dual
of a coproperad.
Definition (Koszul dual of a coproperad). Let C be a weight graded connected
dg-coproperad. We define the Koszul dual of C by the weight graded dg-S-bimodule
C¡(ρ) := H(ρ)
(
B¯c∗(C)
(ρ), dθ′
)
.
The cobar construction endowed with the derivation dθ′ is a chain complex of the
following form
· · ·
dθ′ // B¯(ρ−1)(C)
(ρ)
dθ′ // B¯(ρ)(C)
(ρ)
dθ′ // 0 .
Therefore, the Koszul dual of a coproperad is isomorphic to
C¡(ρ) = coker
(
dθ′ : B¯
c
(ρ−1)(C)
(ρ) → B¯c(ρ)(C)
(ρ)
)
.
The module C¡(ρ) is a weight graded dg-S-bimodule, where the differential is induced
by the one of C : δC .
Proposition 7.2. Let P be weight graded connected dg-properad. The Koszul dual
of P, denoted P ¡, is a weight graded sub-dg-coproperad of Fc(ΣP(1)).
Let C be a weight graded connected dg-coproperad. The Koszul dual of C, denoted
C¡, is a weight graded dg-properad quotient of F(Σ−1C(1)).
Proof. Since P ¡(ρ) = ker
(
dθ : B¯(ρ)(P)
(ρ) → B¯(ρ−1)(P)
(ρ)
)
, we have that P ¡(ρ)
is a weight graded sub-dg-S-bimodule of Fc(ρ)(ΣP
(1)). It remains to show that
P ¡ is stable under the coproduct ∆ of Fc(ΣP(1)). Let ξ be an element of P ¡(ρ),
that’s-to-say ξ ∈ Fc(ρ)(ΣP
(1)) and dθ(ξ) = 0. Denote
∆(ξ) =
∑
Ξ
(ξ11 , . . . , ξ
1
a1
)σ (ξ21 , . . . , ξ
2
a2
),
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where the sum is on a family Ξ of 2-level graphs, with ξji ∈ F
c
(sij)
(ΣP(1)). The fact
that dθ is a coderivation means that dθ ◦∆(ξ) = ∆ ◦ dθ(ξ). Therefore, we have
dθ ◦∆(ξ) =
∑
Ξ
( a1∑
k=1
±(ξ11 , . . . , dθ(ξ
1
k), . . . , ξ
1
a1
)σ (ξ21 , . . . , ξ
2
a2
)
+
a2∑
k=1
±(ξ11 , . . . , ξ
1
a1
)σ (ξ21 , . . . , dθ(ξ
2
k) . . . , ξ
2
a2
)
)
= 0,
where the dθ(ξ
j
i ) belong to F
c
(sij−1)
(Σ(P(1) ⊕ P(2))) with only one vertex indexed
by ΣP(2). By identification, we have dθ(ξ
j
i ) = 0 for every i, j.
In the same way, one can see that the Koszul dual of C is a quotient of F(Σ−1C(1)).
It remains to show that the product µ on F(Σ−1C(1)) defines a product on the
quotient. We consider the product
µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1
)σ (c21, . . . , c
2
a2
)
)
,
where the cji belong to F(sij)(Σ
−1C(1)) and c to F(s)(Σ
−1(C(1) ⊕ C(2))) with one
vertex indexed by C(2). Since the cji are elements of F(sij)(Σ
−1C(1)), we have
dθ′(c
j
i ) = 0. The fact that dθ′ is a derivation gives
µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1
)σ (c21, . . . , c
2
a2
)
)
= dθ′
(
µ
(
(c11, . . . , c, . . . , c
1
a1
)σ (c21, . . . , c
2
a2
)
))
.
Therefore the product µ
(
(c11, . . . , dθ′(c), . . . , c
1
a1
)σ (c21, . . . , c
2
a2
)
)
is null on the cok-
ernel of dθ′ . 
7.1.3. Quadratic properad. We show here that the dual construction is a qua-
dratic construction.
We recall from 2.9 that a quadratical properad is a properad of the form F(V )/(R)
where R belongs to F(2)(V ). If we consider the weight given by the number of
indexed vertices, the ideal (R) is homogenous and the quadratic properad is weight
graded.
Every quadratic properad is completely determined by its graduationP =
⊕
ρ∈N P(ρ),
the dg-S-bimodule P(1) and the dg-S-bimodule P(2). One has V = P(1) and
R = ker
(
F(2)(P(1))
µ
−→ P(2)
)
.
Lemma 7.3. Let C be a weight graded connected dg-coproperad. The Koszul dual C¡
is a quadratic properad generated by
C¡(1) = Σ
−1C(1) and C¡(2) = coker
(
θ′ : Σ−1C(2) → F(2)(Σ
−1C(1))
)
.
Proof. Denote R = ker
(
F(2)(C
¡
(1)) → C
¡
(2)
)
= Im(θ′
Σ−1C(2)
). By definition, C¡(ρ)
is the quotient of F(ρ)(Σ
−1C(1)) by the image of dθ′ on B¯c(ρ−1)(C
(ρ)). This image
corresponds to graphs with ρ vertices such that at least one pair of adjacent vertices
is the image of an element of Σ−1C(2) under θ′. This is isomorphic to the part of
weight ρ of the ideal generated by R. Therefore, we have C¡ = F(Σ−1C(1))/(R). 
Remark. Dually, one can define the notion of quadratic coproperad and prove that
the Koszul dual of a properad is a quadratic coproperad.
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7.2. Koszul properads and Koszul resolutions. We give here the notions of
Koszul properad and coproperad. When a properad P is a Koszul properad, it is
quadratic, its dual is Koszul and its bidual is isomorphic to P . We prove that
a properad P is Koszul if and only if the reduced cobar construction of P ¡ is a
resolution of P .
7.2.1. Definitions.
Definition (Koszul properad). Let P be a weight graded connected dg-properad.
The properad P is a Koszul properad if the natural inclusion P ¡ →֒ B¯(P) is a
quasi-isomorphism.
In the same way, we have the definition of a Koszul coproperad.
Definition (Koszul coproperad). Let C be a weight graded connected dg-coproperad.
We call C a Koszul coproperad if the natural projection B¯c(C) ։ C¡ is a quasi-
isomorphism.
Proposition 7.4. If P is a weight graded Koszul properad, then its Koszul dual
P ¡ is a Koszul coproperad and P ¡¡ = P.
Proof. The properad P is concentrated in (homological) degree 0 (δP = 0 and
P0 = P). In this case, P
¡
(ρ) is a homogenous S-bimodule of degree ρ and the
elements of degree 0 of B¯c(P ¡)(ρ) correspond to the elements of B¯c(ρ)(P
¡)(ρ). This
shows that
H0
(
B¯c(ρ)(P
¡)(ρ)
)
= Hρ
(
B¯c∗(P
¡)(ρ), dθ′
)
= P ¡¡(ρ).
Since the properad P is Koszul, the inclusion P ¡ →֒ B¯(P) is a quasi-isomorphism.
Using the comparison lemma for quasi-free properads (Theorem 5.9), we show that
the induced morphism B¯c(P ¡)→ B¯c(B¯(P)) is a quasi-isomorphism. Since the bar-
cobar construction is a resolution of P (theorem 5.8), the cobar construction B¯c(P ¡)
is quasi-isomorphic to P . The S-bimodule P is homogenous of degree 0, therefore
we have
H∗
(
B¯c(P ¡)(ρ)
)
=
{
P(ρ) if ∗ = 0,
0 otherwise.
Finally, we get the P ¡ is a Koszul coproperad and that P ¡¡ = P . 
Corollary 7.5. Let P a weight graded connected properad. If P is a Koszul
properad then P is quadratic.
Proof. If P is a Koszul properad, by the preceding proposition, we know that
P = P ¡¡. And Lemma 7.3 shows that P ¡¡ is quadratic. 
7.2.2. Koszul resolution and minimal model. We have seen in the proof of the
previous proposition that, when P is a Koszul properad, the quasi-isomorphism
P ¡ →֒ B¯(P) induces a quasi-isomorphism B¯c(P ¡) → B¯c(B¯(P)). When we com-
pose this quasi-isomorphism with the bar-cobar resolution ζ : B¯c(B¯(P)) → P (cf.
Theorem 5.8), we get a quasi-isomorphism of weight graded dg-properads
B¯c(P ¡)→ P .
Definition (Koszul resolution). When P is a Koszul properad, the resolution
B¯c(P ¡)→ P is called a Koszul resolution.
Moreover, we have the following equivalence.
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Theorem 7.6 (Koszul resolution). Let P be a weight graded connected dg-properad.
The properad P is a Koszul properad if and only if the morphism of weight graded
dg-properads B¯c(P ¡)→ P is a quasi-isomorphism.
Proof. On the other way, if the morphism B¯c(P ¡) → P is a quasi-isomorphism,
then B¯c(P ¡) → B¯c(B¯(P)) is also a quasi-isomorphism. Since we work with weight
graded quasi-free properads, we can apply the comparison lemma for quasi-free
properads (Theorem 5.9) which gives that the inclusion P ¡ →֒ B¯(P) is a quasi-
isomorphism. 
When P is a Koszul properad concentrated in degree 0, we have a resolution
B¯c(P ¡) = Fc(Σ−1P¯ ¡)→ P build on a quasi-free properad and such that the differ-
ential is quadratic dθ′(Σ
−1P¯ ¡) ⊂ F(2)(Σ
−1P¯ ¡). By analogy with associative algebras
and operads, we call this resolution the minimal model of P .
7.3. Koszul complex. It is as difficult to show that a properad P is a Koszul
properad from the definition (P ¡ → B¯(P) quasi-isomorphism) as to show that the
cobar construction of P ¡ is a resolution of P (B¯c(P ¡ → P quasi-isomorphism). We
introduce a smaller chain complex whose acyclicity is a criterion which proves that
P is a Koszul properad.
7.3.1. Koszul complex with coefficients. Following the same method as in the
definition of the bar construction with coefficients (cf. 4.2.2), we introduce here the
notion of Koszul complex with coefficients.
Definition (Koszul complex with coefficients). Let P be a weight graded con-
nected dg-properad and let L and R be two modules (on the right and on the left)
on P . We call Koszul complex with coefficients in the modules L and R, the chain
complex defined on the S-bimodule L ⊠c P
¡
⊠c R by the differential d, sum of the
three following terms :
(1) the canonical differentials δP , δR and δL induced by the ones of P ,R and
L.
(2) the homogenous morphism dθL of degree −1 that comes from the structure
of P-comodule on the left on P ¡ :
θl : P
¡ ∆−→ P ¡ ⊠c P
¡
։ (I ⊕ P¯ ¡︸︷︷︸
1
)⊠c P
¡ → (I ⊕ P(1)︸︷︷︸
1
)⊠c P
¡,
(3) the homogenous morphism dθR of degree −1 that comes from the structure
of P-comodule on the right on P ¡ :
θr : P
¡ ∆−→ P ¡ ⊠c P
¡
։ P ¡ ⊠c (I ⊕ P¯
¡︸︷︷︸
1
)→ P ¡ ⊠c (I ⊕ P
(1)︸︷︷︸
1
).
We denote it K(L, P , R).
Since P ¡ can be injected into the bar construction B¯(P), the Koszul complex with
coefficients is a sub-S-bimodule of the bar construction with coefficients.
Proposition 7.7. Let P be a weight graded connected dg-properad and let L and R
be two modules (on the right and on the left) on P. The dg-S-bimodule K(L, P , R) =
L⊠cP
¡
⊠cR is a sub-complex of the bar construction with coefficients B(L, P , R) =
L⊠c B¯(P)c ⊠R.
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Proof. This proposition relies on the fact that differential of the bar construction
is defined with the coproduct ∆ of B¯(P) = Fc(ΣP¯) and that the differential of the
Koszul complex is also defined with the coproduct on P ¡. The Koszul dual P ¡ is a
sub-coproperad of B¯(P), which concludes the proof. 
The inclusion P ¡ →֒ B¯(P) induces a morphism of dg-S-bimodules
L⊠c P
¡
⊠c R →֒ B(L, P , R).
7.3.2. Koszul complex and minimal model. We have studied a particular bar
construction, namely the augmented bar construction B(I, P , P) = B¯(P)⊠cP . We
consider here the equivalent chain complex in the framework of Koszul complexes.
Definition (Koszul complex). We callKoszul complex the chain complexK(I, P , P)
= P ¡ ⊠c P (and K(P , P , I) = P ⊠c P
¡).
The differential of this complex is defined by the sum of the morphism dθr with
the canonical differential δP induced by the one of P . Remark that the morphism
dθr corresponds to extract one operation ν ∈ P
¡
(1) of P
¡ from the top, identify this
operation ν as an operation of P(1) (since P
¡
(1)
∼= P(1)) and finally compose it in P .
This can be graphically resumed by the same kind of diagrams as the ones given
by J.-L. Loday in [L1] for associative algebras.
The main theorem of this paper is the following criterion.
Theorem 7.8 (Koszul criterion). Let P be a weight graded connected dg-properad.
The following assertions are equivalent.
(1) The properad P is a Koszul properad
(the inclusion P ¡ →֒ B¯(P) is a quasi-isomorphism).
(2) The Koszul complex P ¡ ⊠c P is acyclic.
(2′) The Koszul complex P ⊠c P ¡ is acyclic.
(3) The morphism of weight graded dg-properads
B¯c(P ¡)։ P is a quasi-isomorphism.
Proof. We have already seen the equivalence (1) ⇐⇒ (3) (cf. Theorem 7.6).
By the comparison lemma for quasi-free P-modules (on the right), the assertion
(1) is equivalent to the fact that the morphism P ¡ ⊠c P → B¯(P) ⊠c P is a quasi-
isomorphism. The acyclicity of the augmented bar construction (Theorem 4.15)
shows that the properad P is Koszul (1) if and only if the Koszul complex P ¡⊠c P
is acyclic (2).
We use the comparison lemma for quasi-free P-modules on the left, to prove the
equivalence (1) ⇐⇒ (2′). 
7.4. Koszul duality for props. One can write the same theory for quadratic
props. We are going to show how to retrieve Koszul duality for quadratic props
defined by connected relations (cf. 2.9) from Koszul duality of properads.
Let P˜ be quadratic prop F˜(V )/(R) defined by connected relations R ⊂ F(2)(V ) ⊂
F˜(2)(V ). Recall from Proposition 2.10 that P˜ = F˜(V )/(R) = S(F(V )/(R)) is
isomorphic to the free prop on the properad P = F(V )/(R). With the same
methods, one can generalize the bar and cobar constructions, the Koszul duals and
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complexes to props. Denote by ˜ the constructions related to props. Since the
concatenation of elements of P˜ is free, the following diagram is commutative
P˜ ¡
  // F˜c(Σ
¯˜
P)
P ¡
  // Fc(ΣP¯).
?
OO
In other words, the Koszul dual coprop P˜ ¡ is a coproperad isomorphic to the Koszul
dual P ¡ of P . One can also see that the Koszul complex P˜ ¡⊠P˜ associated to the prop
P˜ is isomorphic to S(P ¡⊠cP). Hence, one is acyclic if and only if the other is acyclic.
The cobar construction F˜(Σ−1
¯˜
P ¡) on P˜ ¡ is isomorphic to S(F(Σ−1P¯ ¡)) = S(B¯c(P ¡).
Since P˜ = S(P), the cobar construction on P˜ ¡ is a resolution of P˜ (morphism of
props) if and only if the cobar construction on P ¡ is resolution of P (morphism of
properads).
Corollary 7.9. Let P˜ be a quadratic connected dg-prop defined by connected re-
lations. The following assertions are equivalent.
(1) The Koszul complex P˜ ¡ ⊠ P˜ is acyclic.
(2) The morphism of weight graded dg-props
¯˜
Bc(P˜ ¡)→ P˜ is a quasi-isomorphism.
Remark. Since the author does not know any type of gebras defined on a quadratic
prop with non-confected relations, we are reluctant to write Koszul duality for props
in whole generality. The Koszul resolutions for props are based on the free prop
with is much bigger than the free properad. For the applications of Koszul duality
studied in this paper (for instance notion of P-gebra up to homotopy cf. 8.4), the
resolution of the underlying properad is enough and contains all the information
about the algebraic structure.
7.5. Relation with the Koszul duality theories for associative algebras
and for operads. The notion of Koszul dual of a properad introduced here is a
coproperad (cf. 7.1). On the contrary, the Koszul dual of an associative algebra
is an algebra in [Pr] and the Koszul dual of an operad is an operad in [GK]. To
recover these classical constructions, we consider their linear dual : the Czech dual
of P ¡.
Definition (Czech dual of an S-bimodule). Let P be an S-bimodule, we define
the Czech dual P∨ of P by the S-bimodule P∨ :=
⊕
ρ,m, n P
∨
(ρ)(m, n), where
P∨(ρ)(m, n) := sgnSm ⊗k P(ρ)(m, n)
∗ ⊗k sgnSn .
The Czech dual is the linear dual twisted by the signature representations.
Lemma 7.10. Let (C, ∆, ε) be a weight graded coproperad such that the dimensions
of the modules C(ρ)(m, n) are finite over k, for every m, n and ρ. The S-bimodule
C∨ is naturally endowed with a structure of weight graded properad.
Proof. Denote P = C∨. The coproduct ∆ can be decomposed by the weight
∆ =
⊕
ρ∈N∆(ρ). To define la multiplication µ on C
∨, we dualize
∆(ρ)(m, n) : C(ρ)(m, n)→ (C ⊠c C)(ρ)(m, n).
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More precisely, we have
(P ⊠c P)(ρ)(m, n) =
⊕
g∈G2c (m,n)
 ⊗
ν vertex of gP
ρν=ρ
C∨(ρν)(|Out(ν)|, |In(ν)|)
/
≈
=
⊕
g∈G2c (m,n)

 ⊗
ν vertex of gP
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
,
using the finite dimensional hypothesis of the C(ρ)(m, n) and identifying the invari-
ants with the coinvariants (we work over a field k of characteristic 0). Hence, we
define the composition µ(ρ) by the formula :
(P ⊠c P)(ρ)(m, n) =
⊕
g∈G2c (m,n)

 ⊗
ν vertex of gP
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
−→
 ⊕
g∈G2c (m,n)
 ⊗
ν vertex of gP
ρν=ρ
C(ρν)(|Out(ν)|, |In(ν)|)
/
≈

∨
= (C ⊠c C)
∨
(ρ)(m, n)
t∆(ρ)
−−−→ C∨(ρ)(m, n) = P(ρ)(m, n).
The coassociativity of the coproduct ∆ induces the associativity of the product µ.
And the counit of C ε : C → I gives, after passage to the dual, the unit of P :
ε : I → P . 
Proposition 7.11. Let P be a weight graded properad (for instance a quadratic
properad). Denote V = P(1), the S-bimodule generated by the elements of weight 1
of P.
If there exists two integers M and N such that V (m, n) = 0 for m > M or n > N
and if the dimension of every module V (m, n) is finite on k, then the cobar con-
struction B¯c(P) on P and the Koszul dual P ¡ verify the hypothesis of the preceding
lemma.
Proof. Since P ¡ is a weight graded sub-coproperad of the cobar construction
B¯c(P), it is enough to show that the dimension of the modules B¯c(P)(ρ)(m, n) is
finite.
We have seen that B¯c(P)(ρ)(m, n) = F
c
(ρ)(V )(m, n). In the case where V verifies
the hypotheses of the proposition, this module is given by a sum indexed by the set
of graphs with ρ vertices and such that each vertex has at most N inputs and M
outputs. Since this set is finite, the dimension of the modules V (m, n) is finite. 
Corollary 7.12. For every quadratic properad generated by an S-bimodule V such
that the sum of the dimensions
∑
m,n dimk V (m, n) is finite, the Czech dual P
¡∨
of the Koszul dual of P is endowed with a natural structure of properad .
Moreover, if P = F(V )/(R), then the properad P ¡∨ is quadratic and P ¡∨ =
F(ΣV )/(Σ2R⊥). We follow the classical notation and denote this properad P !.
One can notice that the properad P ! is determined by P ¡(1) = ΣV and P
¡
(2) = Σ
2R.
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Recall that in the case of quadratic algebra A = T (V )/(R), S. Priddy defined the
dual algebra A! by T (V ∗)/(R⊥), when V is finite dimensional. In the same way, V.
Ginzburg and M. M. Kapranov define the dual of a quadratic operad P = F(V )/(R)
by P ! = F(V ∨)/(R⊥), when V is finite dimensional.
In the finite dimensional case, the conceptual definitions of the dual objects given
here correspond to the classical definitions up to suspension (cf. [BGS] and [Fr]).
In particular, the dual A¡(n) of an algebra A is isomorphic to Σ
nA!
∗
n and the dual
P ¡(n) of an operad P is isomorphic to Σ
nP !
∨
n .
When P is an algebra, the Koszul complex and the Koszul resolution, coming from
the cobar construction, introduced here correspond to the ones given by [Pr]. When
P is an operad, they correspond to the ones given by [GK].
8. Examples and P-gebra up to homotopy
The last difficulty is to be able to prove that the Koszul complex of a properad is
acyclic. We consider a large class of properads (properads defined by a replacement
rule) and we show that they are Koszul properads. The examples of the properad
BiLie of Lie bialgebras and the properad εBi of infinitesimal Hopf bialgebra fall
into this case. This method is a generalization to properads of works of T. Fox, M.
Markl [FM], M. Markl [Ma3] and W. L. Gan [G]. We define the notion of P-gebra
up to homotopy and give the examples of several P-gebras up to homotopy.
8.1. Replacement rule. Let P be a quadratic properad of the form
P = F(V, W )/(R⊕D ⊕ S),
where R ⊂ F(2)(V ), S ⊂ F(2)(W ) and
D ⊂ (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)
⊕
(I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
The two pairs of S-bimodules (V, R) and (W, S) generates two properads denoted
A = F(V )/(R) and B = F(W )/(S).
Definition (Replacement rule). Let λ be a morphism of S-bimodules
λ : (I ⊕ W︸︷︷︸
1
)⊠c (I ⊕ V︸︷︷︸
1
)→ (I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
such that the S-bimodule D is defined by the image
(id, −λ) : (I⊕ W︸︷︷︸
1
)⊠c(I⊕ V︸︷︷︸
1
)→ (I⊕ W︸︷︷︸
1
)⊠c(I⊕ V︸︷︷︸
1
)
⊕
(I⊕ V︸︷︷︸
1
)⊠c(I⊕ W︸︷︷︸
1
).
We call λ a replacement rule and denote D by Dλ if the two following morphisms
are injective 
A︸︷︷︸
1
⊠c B︸︷︷︸
2
→ P
A︸︷︷︸
2
⊠c B︸︷︷︸
1
→ P .
Remark. The last condition must be seen as a coherence axiom. It ensures that
the natural morphism A⊠ B → P is injective (cf. [FM]).
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The examples treated here are of this form. They come from the same kind of
“distributive law” between two operads described in [FM] and in [Ma3].
Definition (Reversed S-bimodule). Let P be an S-bimodule. We define its re-
versed S-bimodule by
Pop(m, n) := P(n, m).
The action to take the reversed S-bimodule Pop corresponds to inverse the direction
of the operations of P . Let P and Q be two S-bimodules, we have
(P ⊠c Q)
op = Qop ⊠c P
op.
When the S-bimodule P is endowed with a structure of properad, the reversed S-
bimodule Pop is also a properad.
The properads treated are (BiLie and εBi) are generated by operations (n inputs
and one output) and cooperations (one input and m outputs). One can write
them F(V ⊕ W )/(R ⊕ Dλ ⊕ S), where V represents the generating operations
(V (m, n) = 0 for m > 1) and where W represents the generating cooperations
(W (m, n) = 0 for n > 1). The properad A = F(V )/(R) is an operad and the
properad Bop = F(W op)/(Sop) is an operad too. In this cases, the replacement
rule has the following form
λ : W ⊗k V → (I ⊕ V︸︷︷︸
1
)⊠c (I ⊕ W︸︷︷︸
1
).
For the properad BiLie associated to Lie bialgebras (cf. 2.9), one has A = Bop =
Lie and the replacement rule λ is given by
λ :
1 2
AA }}
}} A
A
1 2
7→
1 2
zz D
D
zz
1 2
−
2 1
zz D
D
zz
1 2
+
1 2
DD zz D
D
1 2
−
2 1
DD zz D
D
1 2
.
In the case of the properad εBi of infinitesimal Hopf bialgebra (cf. 2.9), the operads
A and Bop are equal to the operad As of associative algebras and the replacement
rule is given by
λ :
??
?
? 7→ ?
?
+ ?
?
?
?
.
A replacement rule allows to permutate vertically operations and cooperations.
Lemma 8.1. Every properad of the form P = F(V, W )/(R⊕Dλ ⊕ S) defined by a
replacement rule λ is isomorphic to the S-bimodule
P ∼= A⊠c B.
Proof. As we have seen in the previous remark, the last condition defining a
replacement rule ensures that the natural morphism A⊠c B → P is injective.
To show that it is also surjective, we choose a representative in F(V ⊕W ) of every
element of P . It can be written as a finite sum of graphs indexed by operations of V
and W . For every graph, we fix each vertex on a level and we permutate vertically
elements of V and elements of W with the replacement rule to have finally all the
elements of V under the ones ofW . Therefore, we get an element of F(V )⊠cF(W )
which projected in A⊠c B gives the wanted element. 
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In the two previous examples, this lemma shows that we can write every element of
P as a sum of elements of A⊠c B. This corresponds to put the cooperations of B
at the top and the operations of A under. In the case of Lie bialgebras, this result
has yet been proved be B. Enriquez and P. Etingov in [EE] (section 6.4).
8.2. Koszul dual of a properad defined by a replacement rule.
Proposition 8.2. Let P be a properad of the form P = F(V, W )/(R ⊕ Dλ ⊕ S)
defined by a replacement rule λ and such that the sum of the dimensions of V and
W on k,
∑
m,n dimk(V ⊕W )(m, n), is finite.
The dual properad is given by
P ! = F(ΣW∨ ⊕ ΣV ∨)/(Σ2S⊥ ⊕ Σ2Dtλ ⊕ Σ
2R⊥),
where the replacement rule is tλ. And the dual coproperad is isomorphic to the
S-bimodules
P ¡ ∼= B¡ ⊠c A
¡.
Proof. Corollary 7.12 shows that P !
∨ ∼= P ¡.
Denote R⊥ the orthogonal of R in F(2)(V
∨), S⊥ the orthogonal of S in F(2)(W
∨)
and D⊥λ the orthogonal of Dλ in (I ⊕W
∨︸︷︷︸
1
)⊠c (I ⊕ V
∨︸︷︷︸
1
)
⊕
(I ⊕ V ∨︸︷︷︸
1
)⊠c (I ⊕W
∨︸︷︷︸
1
).
Therefore, the dual properad P ! is given by
P ! = F(ΣV ∨ ⊕ ΣW∨)/(Σ2R⊥ ⊕ Σ2D⊥λ ⊕ Σ
2S⊥).
It remains to see that S-bimodule D⊥λ is isomorphic to the image of the morphism
(id,−tλ) : (I⊕ V ∨︸︷︷︸
1
)⊠c(I⊕W
∨︸︷︷︸
1
)→ (I⊕ V ∨︸︷︷︸
1
)⊠c(I⊕W
∨︸︷︷︸
1
)
⊕
(I⊕W∨︸︷︷︸
1
)⊠c(I⊕ V
∨︸︷︷︸
1
),
which means that D⊥λ = Dtλ.
Applying the previous lemma to the properad P !, we get P ! ∼= B! ⊠c A
! and P ¡ ∼=
B¡ ⊠c A
¡ by Czech duality. 
The two examples given by the properads BiLie and εBi of Lie bialgebras and
infinitesimal Hopf bialgebras verify the hypotheses of the proposition. They are
generated by a finite number of operations and cooperations.
Since the composition of the form 
??
?? does not appear in their definition, we must
have it in the relations of the Koszul duals.
Corollary 8.3.
(1) The Koszul dual properad BiLie! of the properad of Lie bialgebras is given
by
BiLie! = F(V )/(R),
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where V =
1 2
?? ⊕ 
??
1 2
, that’s-to-say a commutative operation and a cocom-
mutative cooperation, and
R =

1 2 3?? ?? − 1 2 3?? ????
 .k[S3]
⊕ k[S3].
 ??
?
? ??
1 2 3
− 
??
 ?
?
1 2 3

⊕
1 2
??
?
?
1 2
−
1 2
?
?

1 2
⊕
1 2
??
?
?
1 2
−
2 1
?
?

1 2
⊕
1 2
??
?
?
1 2
−
1 2
???
?
1 2
⊕
1 2
??
?
?
1 2
−
2 1
???
?
1 2
⊕ 
 ??
??  .
It corresponds to the dioperad of non-unitary Frobenius algebras. As an
S-bimodule, it is isomorphic to BiLie!(m, n) = k, with trivial actions of Sm
and Sn.
(2) The Koszul dual properad εBi! of the properad of infinitesimal Hopf algebras
is given by
εBi! = F(V )/(R),
ou` V =
??
⊕ ?
?
et
R =

?? ?? −
?? ????
⊕ ?
?
?
? ??
− ?
?
 ?
?
⊕
??
?
? − ?
?
⊕
??
?
? − ?
?
?
?
⊕ 
 ??
??  ⊕
 ?
?
??
?? 
 ?? 
⊕
??
??
?? 
?? 
⊕
??
??
?? 
?? 
⊕
??
??
?? 
?? 
.
It is isomorphic, as an S-bimodule, to
εBi!(m, n) = k[Sm]⊗k k[Sn].
8.3. Koszul complex of a properad defined by a replacement rule.
Proposition 8.4. Let P be a properad of the form P = F(V, W )/(R ⊕ Dλ ⊕ S)
defined by a distributive law λ and such that the sum of the dimensions of V and W
on k,
∑
m,n dimk(V ⊕W )(m, n), is finite. We define the two properads A and B by
A = F(V )/(R) and B = F(W )/(S). We suppose that B is a properad concentrated
in homological degree 0. If A and B are Koszul properads, then P is a Koszul
properad too.
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Proof. Lemma 8.1 and Proposition 8.2 show that the Koszul complex of P is of
the following form
P ¡ ⊠c P = (B
¡
⊠c A
¡)⊠c (A⊠c B) = B
¡
⊠c (A
¡
⊠c A)⊠c B.
We introduce the following filtration of the Koszul complex Fn(P ¡ ⊠c P) which
corresponds to the sub-S-bimodule of B¡ ⊠c (A¡ ⊠c A) ⊠c B generated by 4-levels
graphs where the sum of the weight of the elements of B¡ on the fourth level is
less then n. This filtration is stable under the differential of the Koszul complex.
Therefore, it induces a spectral sequence denoted E∗p, q. The first term of this
spectral sequence E0p, q is isomorphic to the sub-S-bimodule of B
¡
⊠c (A¡⊠cA)⊠c B
composed by elements of homological degree p + q and that such that the sum
of the weight of the elements of B¡ on the fourth level is equal to p. Since B is
concentrated in homological degree 0, we have E0p, q = B
¡︸︷︷︸
p
⊠c (A
¡
⊠c A)︸ ︷︷ ︸
q
⊠cB. The
differential d0 is the differential of the Koszul complex of A. Since A is a Koszul
properad, we get E1p, q = 0 if q 6= 0 and E
1
p, 0 = B
¡︸︷︷︸
p
⊠cB. the differential d1 is the
differential of the Koszul complex of B. Once again, since B is a Koszul properad,
we have
E2p, q =
{
I if p = q = 0,
0 otherwise.
The filtration is exhaustive and bounded below. Therefore, we can apply the clas-
sical theorem of convergence of spectral sequences(cf. [W] 5.5.1) which gives that
the spectral sequences converges to the homology of the Koszul complex of P . This
complex is acyclic and the properad P is Koszul. 
Corollary 8.5. The properads BiLie of Lie bialgebras and εBi of infinitesimal
Hopf algebras.
Proof. In the case of BiLie, the properad A is the Koszul operad of Lie algebras
Lie and the properad B is the reversed properad of the Koszul operad Lie, B =
Lieop, which is also a Koszul properad.
In the case of εBi, the properad A is the Koszul operad As of associative algebras
and the properad B is the reversed properad of the Koszul operad As, B = Asop,
which is also a Koszul properad. 
application : The cobar construction of the coproperad BiLie¡ is a resolution of
the properad BiLie. We can interpret this homological result in terms of graphs
cohomology. Since the Koszul dual properad of BiLie is a dioperad, the differential
of the cobar construction of BiLie¡ is equal to the boundary map defined by M.
Kontsevich in the context of graph cohomology (vertex expansion). Therefore, we
find the results of M. Markl and A.A. Voronov in [MV] : the cohomology of the
directed connected commutative graphs is equal to the properad BiLie and the
cohomology of the directed connected ribbon graphs is equal to the properad εBi.
8.4. P-gebra up to homotopy.
Definition (P-gebra up to homotopy). When P is a Koszul properad, we call
P-gebra up to homotopy any gebra on B¯c(P ¡). We denote the category of P-gebras
up to homotopy by P∞-gebras.
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This notion generalizes to gebras the notion of algebra up to homotopy (on an
operad). For instance, we have the notion of Lie bialgebras up to homotopy and
the notion of infinitesimal Hopf algebras up to homotopy.
9. Poincare´ series
We generalize here the Poincare´ series of quadratic associative algebras (cf. J.-L.
Loday [L1]) and binary quadratic operads (cf. V. Ginzburg and M.M. Kapranov
[GK]) to properads. When a properad P is Koszul, we show a functional equation
between the Poincare´ series of P and P ¡.
9.1. Poincare´ series for Koszul properads. Let P be a weight graded con-
nected dg-properad. Denote by K its Koszul complex K(I, P , P) = P ¡ ⊠c P . This
complex is the directed sum of its sub-complexes indexed by the global weight
K =
⊕
m,n, d≥0K(d)(m, n), where K(d)(m, n) has the following form :
0→ P ¡(d)(m, n)→ P
¡︸︷︷︸
(d−1)
⊠c P︸︷︷︸
(1)
(m, n)→ · · · → P ¡︸︷︷︸
(1)
⊠c P︸︷︷︸
(d−1)
(m, n)→ P(d)(m, n)→ 0.
The main theorem of this paper (Theorem 7.8) asserts that a properad P is Koszul
if and only if each chain complexes K(d)(m, n) is acyclic for d > 0. In this case,
we know from Corollary 7.5 that the properad P is quadratic. Suppose that P is
a quadratic properad generated by an S-module V such that the total dimension
of
⊕
m,n∈N∗ V (m, n) is finite. In Proposition 7.11 we have seen that each module
F(d)(V )(m, n) has finite dimension. Therefore, the dimension of each P(d)(m, n)
and P ¡(d)(m, n) is finite. The Euler-Poincare´ characteristic of K(d)(m, n) is null
d∑
k=0
(−1)kdim( P ¡︸︷︷︸
(k)
⊠c P︸︷︷︸
(d−k)
)(m, n) = 0.
The Euler-Poincare´ characteristic is given by the following formula
d∑
k=0
(−1)kdim( P ¡︸︷︷︸
(k)
⊠c P︸︷︷︸
(d−k)
)(m, n) =
∑
Ξ
♯S k¯, j¯c
n!
ı¯! ¯!
m!
k¯! l¯!
dimP ¡(o1)(l1, k1) . . . dimP
¡
(ob)
(lb, kb).
dimP(q1)(j1, i1) . . . dimP(qa)(ja, ia),
where the sum Ξ runs over the n-tuples ı¯, ¯, k¯, l¯, o¯ and q¯ such that |¯ı| = n, |¯| = |k¯|,
|l¯| = m, |o¯| = k and |q¯| = d− k.
Definition (Poincare´ series associated to an S-bimodule). To a weight graded
S-bimodule P , we associate the Poincare´ series defined by
fP(y, x, z) :=
∑
m,n≥1
d≥0
dimP(d)(m, n)
m!n!
ymxnzd,
when the dimension of every k-modules P(d)(m, n) is finite.
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We define the function Ψ by the formula
Ψ
(
g(y, X, z), f(Y, x, z′)
)
:=
∑
Ξ′
♯Sk¯, j¯c
b∏
β=1
1
kβ !
∂kβg
∂Xkβ
(y, 0, z)
a∏
α=1
1
jα!
∂jαf
∂Y jα
(0, x, z′),
where the sum Ξ′ runs over the n-tuples k¯ and ¯ such that |k¯| = |¯|.
Theorem 9.1. Every Koszul properad P generated by an S-module of global finite
dimension verifies the following equation
Ψ
(
fP¡(y, X, −z), fP(Y, x, z)
)
= xy.
Proof. We have
Ψ
(
fP¡(y, X, −z), fP(Y, x, z)
)
=∑
Ξ′
♯Sk¯, j¯c
b∏
β=1
1
kβ !
∂kβfP¡
∂Xkβ
(y, 0, −z)
a∏
α=1
1
jα!
∂jαfP
∂Y jα
(0, x, z)
∑
m,n≥1
d≥0
( d∑
k=0
(−1)k
(∑
Ξ
♯Sk¯, j¯c
b∏
β=1
dimP ¡qβ (lβ , kβ)
lβ ! kβ!
a∏
α=1
dimPoα(jα, iα)
jα! iα!
)
︸ ︷︷ ︸
=0 for d>0
)
ymxnzd
= xy.

Remark. Since the Koszul complex K(I, P , P) is acyclic if and only if the Koszul
complex K(P , P , I) is acyclic, we also have the symmetric relation
Ψ
(
fP(y, X, −z), fP¡(Y, x, z)
)
= xy.
9.2. Poincare´ series for associative Koszul algebras. When the quadratic pr-
operadP is a quadratic algebraA, its Poincare´ series is equal to
∑
d≥0 dim(A(d))z
d xy.
If we denote
fA(z) :=
∑
d≥0
dim(A(d))z
d,
then the functional equation of the previous theorem is equivalent to the well known
relation (cf. [L1])
fA(x).fA¡(−x) = 1.
9.3. Poincare´ series for Koszul operads. When the quadratic properad P is a
quadratic operad, its Poincare´ series is equal to∑
d≥0, n≥1
dimP(d)(n)
n!
xn y zd.
We denote
fP(x, z) :=
∑
d≥0, n≥1
dimP(d)(n)
n!
xn zd.
Corollary 9.2. The Poincare´ series of a Koszul operad P verifies the relation
fP¡(fP(x, z), −z) = x.
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In the binary case (when V = V (2)), we have P(n−1) = P(n) and
fP(x, z) =
∑
n≥1
dimP(n)
n!
xn zn−1.
We denote
fP(x) :=
∑
n≥1
(−1)n
dimP(n)
n!
xn,
and if P is Koszul, we have the preceding theorem gives the well known relation
(cf. [L2] Appendix B)
fP¡(fP(x)) = x.
Example. Consider the free operad P = F(V ) generated by the S-module V =
k{
??,
??, . . .} composed by one n-ary operation for every n. Since it is a free
operad, it is a Koszul operad. Whereas the total dimension of V is infinite, the
dimension of every F(V )(n) is finite. Therefore, we can consider the Euler-Poincare´
characteristic of the Koszul complex of P . Since P ¡ = k ⊕ V , we have
fP¡(x, z) =
∑
d≥0, n≥1
dimP ¡(d)(n)x
nzd = x+
∑
n≥2
xnz = x+ z
x2
1− x
.
And Corollary 9.2 gives the following equation
(z + 1)f2P(x, z)− (1 + x)fP (x, z) + x = 0.
Let Pn(z) be the Poincare´ polynomial of the Stasheff polytope of dimension n, also
called the associahedra and denoted Kn or Kn+2. This polynomial is equal to
Pn(z) :=
∑n
k=0 ♯Cel
n
k .z
k, where Celnk represents the set of the cells of dimension k
of the polytope of dimension n. Denote fK(x, z) =
∑
n≥0 Pn(z)x
n the generating
series.
The cells of dimension k of Kn are indexed by planar trees with n + 2 leaves and
n + 1 − k vertices. This bijection implies that ♯Celnk = dimPn+1−k(n + 2), which
gives
fP(x, z) = x+
∑
n≥2
n−1∑
k=1
dimPnk z
kxn
= x+
∑
n≥2
( n−1∑
k=1
♯Cell−2
n−2−(k−1) z
k
)
xn
= x+ zx2
∑
n≥0
( n∑
k=0
♯Celnn−k z
k
)
xn
= x+ zx2
∑
n≥0
Pn
(1
y
)
(xz)n = x+ zx2fK
(
xz,
1
z
)
.
Therefore, we get the following relation verified by fK
((1 + z)x2)f2K(x, z) + (−1 + (2 + z)x)fK(x, z) + 1 = 0.
Finally, the generating series of the Stasheff polytopes verifies
fK(x, z) =
1 + (2 + z)x−
√
1− 2(2 + z)x+ z2x2
2(1 + z)x2
.
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