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Abstract—We describe three new high-performance receivers
suitable for symbol detection of large-scaled and overloaded
multidimensional wireless communication systems, which are de-
signed upon the usual perfect channel state information (CSI)
assumption at the receiver. Using this common assumption, the
maximum likelihood (ML) detection problem is first formulated
in terms of an `0-norm-based optimization problem, subsequently
transformed using a recently-proposed fractional programming
(FP) technique referred to as quadratic transform (QT), in which
the `0-norm is not relaxed into an `1-norm, in three distinct
ways so as to offer a different performance-complexity trade-
off. The first algorithm, dubbed the discreteness-aware penalized
zero-forcing (DAPZF) receiver, aims at outperforming state-of-the-
arts (SotAs) while minimizing the computational complexity. The
second solution, referred to as the discreteness-aware probabilistic
soft-quantization detector (DAPSD), is designed to improve the
recovery performance via a soft-quantization method, and is found
via numerical simulations to achieve the best performance of
the three. Finally, the third scheme, named the discreteness-
aware generalized eigenvalue detector (DAGED), not only offers
a trade-off between performance and complexity compared to the
others, but also differs from them by not requiring a penalization
parameter to be optimized offline. Simulation results demonstrate
that all three methods outperform the state-of-the-art receivers,
with the DAPZF exhibiting significantly lower complexity.
Index Terms—Multidimensional signal reconstruction, M -
estimator, fractional programming, non-convex optimization, trust
region subproblems, sparse signal recovery
I. INTRODUCTION
Due to the continuing growth in the number of users and
network traffic, future wireless systems will need to employ
non-orthogonal transmission strategies in order to cope with
the unavoidable shortage of spectral resources [1], [2]. This
foreseeable future panorama will require receivers capable of
handling underdetermined (overloaded) conditions in which the
dimension of transmit signals is significantly larger than that of
observed (received) signals [3]–[10]1.
The design of such (possibly massively) overloaded receivers
must therefore differ fundamentally from the conventional and
well-known linear zero-forcing (ZF) and linear minimum mean
square error (LMMSE) detectors, which exhibit high error floors
in overloaded scenarios. In particular, unlike the classical ZF
and LMMSE approaches, receivers for massively overloaded
signaling must not only enforce minimal distance between
1Not to mention, this situation may include not only point-to-point communi-
cations but also multi access schemes such as grant-free uplink non-orthogonal
access systems [11].
reconstructed overlapped signals over the continuous multidi-
mensional space, but also maximize the likelihood that the
reconstruction satisfies the constraints imposed by the actual
discrete transmit constellation(s).
An indirect mechanism to enforce such adherence to discrete
constellation is parallel interference cancellation (PIC), in the
sense that in PIC receivers the most-likely constellation-bound
interfering signal combinations are removed from the observed
signals towards detection. Several PIC receiver designs exploit-
ing the sphere detection method have been proposed in the
past [3], [8], which illustrate the feasibility of asymptotically
approaching the optimal maximum likelihood (ML) detection
performance in overloaded systems at somewhat controlled
computational complexity.
Despite the progress attained by contributions such as those
mentioned above, sphere detection algorithms are known not to
scale well, so that a new approach for the design of receivers for
massively overloaded systems typical of ultra-dense scenarios is
still a major challenge to be conquered. Aiming at addressing
this challenge, lower complexity signal detectors based on a
novel finite-alphabet signal regularization technique introduced
in [12] have been recently proposed for non-orthogonal systems
[4], [10]. In [4], for instance, an overloaded signal detector based
on the Douglas-Rachford algorithm, was proposed for large
overloaded Multiple-Input Multiple-Output (MIMO) systems,
which was shown to yield a significant bit error rate (BER)
gain over the conventional LMMSE. That technique, referred to
as sum-of-absolute-value (SOAV), was later generalized into the
sum of complex sparse regularizers (SCSR) method proposed
in [10], in which the alternating direction method of multipliers
(ADMM) algorithm is leveraged in order to enable the detector
to deal with complex-valued discrete signals.
Although the SOAV and SCSR decoders are steps in the
right direction, as indicated by the fact that both were shown
to outperform previous state-of-the-art schemes including the
graph-based iterative Gaussian detector (GIGD) [13], the Quad-
min [14] and the enhanced reactive tabu search (ERTS) [15],
both in terms of detection error and computational complexity,
in those methods the `0-norm regularization function employed
to capture the discreteness of input signals is replaced by an
`1-norm approximation, leading to inefficiencies that can be
mitigated.
Independently, the authors in [12], [16] proposed yet another
transform-based soft quantization approach, referred to as the
simplicity-based recovery (SBR), to address the discreteness of
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signal reconstruction problems. The improvement of those con-
tributions over regularization-based counterparts such as SOAV
was, however, demonstrated only in cases when the `1-norm
is utilized instead of the `0, leaving performance comparison
against methods with the `0-norm to be pursued.
In light of this background, and to the best of our knowledge,
we state that a mechanism to effectively tackle the non-convex
`0-norm-based formulation of the optimal ML detection without
resorting to an `1-norm approximation, so as to yield efficient
(low-complexity) and high-performing (low error) receivers for
overloaded MIMO systems has yet to be presented.
Contributions
Motivated by the above, we present in this article three new
detection schemes for both determined and underdetermined
large-scale wireless systems, all of which exhibit better per-
formance than current state-of-the-arts (SotAs) such as SOAV,
SCSR and SBR, and none of which resorts to the usual
relaxation of the `0-norm by the `1-norm.
To this end, we instead extend a recently proposed adaptable
`0-norm approximation [17], [18], which facilitates the utiliza-
tion of the highly effective and robust fractional programming
(FP) framework for the optimization of non-convex sum-of-ratio
functions [19], altogether yielding efficient solutions for the
formulation and solution of massively overloaded discrete signal
detection [12], as required e.g. in ultra-dense future wireless
communication systems [20].
In summary, the contributions of the article are as follows:
• In Section II, an original and compact analysis of the SOAV
[4], SCSR [10] and , SBR [16] SotA receivers is offered,
which highlights their mathematical relation and exposes
the limitation of corresponding approaches.
• In Section III an original formulation and solution of the
overloaded signal detection problem is presented, which
results in a closed-form-based discreteness-aware penalized
zero-forcing (DAPZF) algorithm as a generalization of the
conventional ZF for discrete inputs.
• In Subsection IV-A, a novel discreteness-aware probabilis-
tic soft-quantizion detector (DAPSD) formulation is pre-
sented, which offers an alternative to the optimal ML detec-
tor by taking advantage of the quadratic transform (QT) to
enable efficient ML-like detection in overloaded scenarios
without relying on `1-norm relaxation. An ADMM-based
stand-alone low-complexity implementation of the DAPSD
scheme is also presented thereby, which eliminates the need
to utilize standard interior point solvers, further reducing
the complexity.
• Finally, in Subsection V, a third method is presented which
has the advantages of not relying on a penalization parame-
ter and requiring only the iterative evaluation of the largest
generalized eigenvalue of a matrix pencil. This method,
referred to as the discreteness-aware generalized eigenvalue
detector (DAGED), offers consequently cost/performance
trade-off alternative to the DAPZF and ADMM-DAPSD,
achieving both BERs and computational burden between
the latter.
Notation: In what follows, the following notation will be
persistently applied. The sets of real and complex numbers are
denoted by R and C. Real-valued matrices and vectors are
denoted as in X and x, respectively, in order to distinguish from
complex-valued matrices and vectors which are respectively
denoted as in X and x. In turn, scalars will be denoted as
in x, irrespective of their belonging to R or C. The operators
<{X} and ={X} denote the real and imaginary part of X ,
respectively. The `p-norm is denoted by ‖x‖p, where p ≥ 0.
The transpose, Hermitian transpose and conjugate of a matrix
X are denoted as in XT,XH and X*, respectively. Finally, IN ,
1N and 0N denote the N -sized identity, all-one and all-zero
matrices, respectively.
II. SYSTEM MODEL AND SOTA ANALYSIS
A. System Model
Consider an underdetermined wireless communication system
with Nt transmit and Nr ≤ Nt receive wireless resources, such
that the overloading ratio of the system is given by γ = NtNr and
the received signal can be modeled as
y =Hs+ n, (1)
where the transmit symbol vector s = [s1, · · ·, sNt ]T ∈ CNt×1
is normalized to a unit average power, i.e. E
[
ssH
]
= INt ,
and such that each of its elements is sampled from the same
discrete and regular2 quadrature amplitude modulation (QAM)
constellation set C = {c1, · · ·, c2b} of cardinality 2b, with b
denoting the number of bits per symbol; while n ∈ CNr×1
is an independent and identically distributed (i.i.d.) circular
symmetric complex additive white Gaussian noise (AWGN)
vector with zero mean and covariance matrix σ2nINr , and
H ∈ CNr×Nt describes a flat fading communication channel
matrix between transmitter and receiver.
It will prove convenient hereafter to express the complex-
valued quantities in equation (1) in terms of their real and
imaginary parts, by defining
y ,
[<{y}
={y}
]
, H ,
[
<{H} −={H}
={H} <{H}
]
, (2a)
s ,
[<{s}
={s}
]
, n ,
[<{n}
={n}
]
, (2b)
such that we may write
y = Hs+ n. (3)
Given the above, the ML detection of the complex transmit
signal vector s in equation (1) can be expressed as the following
discrete-set-constrained `2-norm minimization problem
minimize
s∈CNt
‖y −Hs‖22 (4a)
subject to s ∈ CNt . (4b)
Similarly, expressed in terms of the real-valued quantities of
equation (3), the latter ML detection problem becomes
minimize
s∈R2Nt
‖y −Hs‖22 (5a)
subject to s ∈ X 2Nt , (5b)
where X , <{C} = {x1, · · · , x2b/2} is a pulse amplitude
modulation (PAM) constellation of cardinality |X | = 2b/2,
obtained from the real/imaginary parts of the symbols in C.
It is evident that the optimization problem formulated as in
equations (4) and (5) is non-convex due to the disjoint con-
straints (4b) and (5b), respectively, such that its exact solution
requires an exhaustive search in which all possible combinations
of the elements of C or X , respectively, in all the entries of the
2By regularity, it is meant that the sets <{C} and ={C} are identical.
transmitted signal vector are examined, resulting in a prohibitive
complexity of order 2bNt .
In what follows, a continuous-space reformulation of the
latter problem is obtained, which allows for convexification
methods to be applied, enabling the posterior design of efficient
algorithms to solve the problem at much lower complexities.
To this end, we seek inspiration in the approach proposed in
[12] and replace the constraint (4b) with an equivalent `0-norm
expression, such that equations (4) and (5) can be respectively
rewritten as
minimize
s∈CNt
‖y −Hs‖22 (6a)
subject to
2b∑
i=1
‖s− ci1‖0 = Nt · (2b − 1). (6b)
and
minimize
s∈R2Nt
‖y −Hs‖22 (7a)
subject to
2b/2∑
i=1
‖s− xi1‖0 = 2Nt · (2 b2 − 1). (7b)
We remark that unlike constraint (5b), the constraint in
equation (7b) is a continuous function of the symbol vector
s. Furthermore, it is clear that in order for a vector s to satisfy
the equality in (7b), each and all of its entries must be elements
of the constellation X .
In other words, no relaxation penalty results from the substi-
tution of the disjoint constraint (5b) by the continuous constraint
(7b), such that an exact solution of equation (7) is still a
ML solution of equation (3). As a consequence of the above,
further reformulations of the problem described by equation
(7) obtained by convex relaxations of constraint (7b) retain the
potential to yield performance close to that of the ML solution,
so long as the the corresponding alternative to (7b) is sufficiently
tight.
Obviously equivalent statements can be made for equation (6)
with respect to constraint (6b), and in light of these remarks the
ML signal detectors of equations (6) and (7) can be respectively
modified into the following penalized mixed `0-`2 minimization
problems
minimize
s∈CNt
2b∑
i=1
‖s− ci1‖0 + λ‖y −Hs‖22, (8a)
minimize
s∈R2Nt
2b/2∑
i=1
‖s− xi1‖0 + λ‖y −Hs‖22, (8b)
where λ is a weighting parameter to be determined later.
B. Comparative Analysis of Recent SotA Approaches
The latter formulations elucidate that at their core, the SCSR
scheme of [10] and the SOAV MIMO decoder proposed in [4]
are nothing but convexified alternatives to equations (8a) and
(8b), respectively, with the rather classical replacement of the
`0-norm by its convex hull `1-norm. To elaborate, the SCSR and
SOAV machineries essentially aim at addressing the following
mixed-norm convex optimization problems, respectively, [4],
[10]:
minimize
s∈CNt
2b∑
i=1
‖s− ci1‖1 + λ‖y −Hs‖22, (9a)
minimize
s∈R2Nt
2b/2∑
i=1
‖s− xi1‖1 + λ‖y −Hs‖22, (9b)
from which one may notice that both methods result in the same
recovery performance provided that the balancing parameter λ
is properly chosen for each distinct method.
On the other hand, the SBR receiver of [16] employs the
transform-based method of [12], [21] – also referred to as the
soft-quantization approach – to recast the original complex-
valued ML optimization problem of equation (4) as the linear-
bound constrained quadratic minimization problem
minimize
d∈RNt|C|+
‖y −HMcd‖22 (10a)
subject to 1Nt×1 =M1d, (10b)
where s ,Mcd, Mc , INt ⊗ cT ∈ CNt×Nt|C|, M1 , INt ⊗
1T|C|×1 ∈ RNt×Nt|C|, c , [c1, · · ·, c2b ]T, and R+ denotes a set
of positive real numbers, namely, R+ = {z ∈ R|z ≥ 0}.
Notice that a hyperplane set composed of the linear equality
constraint (10b) is a subset of D = {d ≥ 0|‖d‖1 = Nt}3.
In other words, ‖d‖1 remains constant as long as the equality
constraint 1Nt = M1d is satisfied. The above minimization
problem can therefore be equivalently rewritten without any
penalty on the optimality of equation (10) as
minimize
d∈RNt|C|+
‖y −HMcd‖22 +
1
λ
‖d‖1 (11a)
subject to 1Nt×1 =M1d. (11b)
In order to clarify the relation between SOAV, SCSR and
SBR, we further investigate the SOAV and SCSR formulations
by introducing the equality s , Mcd to equation (9). Given
the fact that SOAV and SCSR are fundamentally identical in
performance, it suffices to analyze one of equations (9a) and
(9b) hereafter. Plugging s ,Mcd into equation (9a), we obtain
minimize
d∈RNt|C|+
‖y −HMcd‖22 +
1
λ
|C|∑
i=1
‖Mcd− ci1Nt×1‖1, (12)
where, without loss of optimality, the objective function is
multiplied by λ for direct comparison.
Constraining each element of d in the probability space, we
have
minimize
d∈RNt|C|+
‖y −HMcd‖22 +
1
λ
|C|∑
i=1
‖ (Mc −Mci)︸ ︷︷ ︸
,Zi=INt⊗zTi
d‖1(13a)
subject to 1Nt×1 =M1d, (13b)
where Mci , ciM1 and zi =[ (i− 1) elements︷ ︸︸ ︷
(c1 − ci), . . . , (ci−1 − ci), 0,
(|C| − i) elements︷ ︸︸ ︷
(ci+1 − ci), . . . , (c|C| − ci)
]T
.
3To elaborate, ‖d‖1 = 1TNt|C|d = 1
T
Nt
M1d = 1TNt1Nt = Nt by
definition.
Let dj ∈ R|C|×1+ , j ∈ {1, 2, . . . , Nt}, be the j-th block
element of d so that d =
[
dT1 ,d
T
2 , . . . ,d
T
Nt
]T
. Then, the
regularizer function can be written as
|C|∑
i=1
‖Zid‖1 =
Nt∑
j=1
|C|∑
i=1
|zTi dj | (14)
Given the above, we remark that each dj is uniformly biased
towards constellation points by all zi∀i, indicating that the
minimization of the above sum of weighted `1-norms has the
result of enforcing that the solution of d is sparse, such that
equation (13) can be rewritten as
minimize
d∈RNt|C|+
‖y −HMcd‖22 +
1
λ
‖d‖1 (15a)
subject to 1Nt×1 =M1d, (15b)
which is indeed identical to equation (11).
The comparative analysis above reveals that that SOAV and
SCSR can be seen as relaxed versions of SBR, in which the
constraint of SBR is incorporated into the objective in the form
of a penalty, while SBR avoids such parameterization at the cost
of imposing the additional underdetermined linear constraint and
a box constraint.
It must be emphasized, however, that the parameter λ in
equations (9a), (9b) and (15) have different scales, in addition
to playing slightly distinct roles in equations (13) and (15). Due
to this distinction with respect to the parameter λ, one must can
conclude under the respectively optimal tuning of λ, the SOAV,
the SCSR and the SBR are qualitatively equivalent, explaining
why they indeed yield the similar performances, as shall be later
shown.
Besides highlighting their qualitative equivalence, however,
the comparative analysis carried out above also serves the
purpose of pointing out two clear strategies of improvement
over these SotA methods. The first is to recognize that the
straightforward convexification of the `0-norm term that appears
in all aforementioned formulations via direct replacement by
`1-norm is too loose and must be avoided. And the second is
to recall that equations (8a) and (8b) are actually relaxations
of the continous-space ML formulations given by equations
(6) and (7), respectively, so that a method not relying on this
penalization approach should also be pursued.
In what follows, the design of new algorithms for the efficient
ML-like detection of symbols in ultra-dense scenarios guided by
the aforementioned strategies will be sought.
III. THE DISCRETENESS-AWARE PENALIZED ZERO
FORCING DETECTOR
A. Formulation and Design
With aim at directly improving over the SOAV, SCSR and
SBR SotAs schemes of [4], [10], and [16], we develop in this
section a new low-complexity algorithm for the detection of
large-scale overloaded multidimensional signals. In light of the
equivalence between the complex- and real-valued formulations
of the ML detection problem as per equations (8a) and (8b),
we shall focus on the complex-valued variation and seek a
reformulation of equation (8a) that adheres to the core principle
of this article – namely, not resorting to the usual `1-norm
approximation of the `0-norm appearing in ML-like problem
Fig. 1. Accuracy of `0-norm approximation of equation (16) for different values
of α. It is visible how the smooth expression of equation (16) asymptotically
approaches ‖x‖0 as α→ 0.
Fig. 2. Illustration of relationship between equations (16) and (21) for the scalar
case (i.e., N = 1), with α = 0.1 and β set to make both equations identical
at d = 0.2.
formulations of equations (6) and (8) – while still circum-
venting the non-convexity of the `0-norm in order to attain a
low-complexity solution. To that end, consider the following
asymptotically tight and smooth approximation of the `0-norm
‖x‖0 ≈
L∑
i=1
|xi|2
|xi|2 + α = L−
L∑
i=1
α
|xi|2 + α, (16)
where x denotes an arbitrary sparse vector of length L, with
0 < α  1, such that for α → 0 the approximation becomes
exact, as illustrated in Figure 1.
Substituting equation (16) into equation (8a) yields
minimize
s∈CNt
−
2b∑
i=1
Nt∑
j=1
α
|sj − ci|2 + α + λ‖y −Hs‖
2
2. (17)
Notice that the objective in equation (17) is, unlike that of
equation (8a), a smooth and differentiable function which, albeit
not convex with respect to s, is characterized by a sum of
concave-over-convex ratios (SCCR). And although it has been
long known that optimization problems with SCCR objective
functions can be convexified via Taylor series approximations
[22] or semidefinite relaxation (SDR) [23], a more effective
technique to that end, referred to as the QT, has been recently
proposed [19]. The advantage of QT-based convexification of
SCCRs is that its application to objective functions leads to FP
formulations that were shown in [19] to outperform previous
methods based on Taylor series [22] and semidefinite relaxation
(SDR) [23]. We therefore adopt here the FP approach, which
can be succinctly explained as follows.
Consider a generic maximization problem with an SCCR
objective, such as
maximize
u
M∑
m=1
fm(u)
gm(u)
(18a)
subject to u ∈ U , (18b)
where fm(u) and gm(u) denote arbitrary nonnegative and
strictly positive scalar functions, respectively, and u is a vector
variable to be optimized subject to a feasible set U .
The QT [19] translates the latter problem into the form
maximize
u
M∑
m=1
2βm
√
fm(u)− β2mgm(u) (19a)
subject to u ∈ U , βm ∈ R, (19b)
where βm, given by
βm ,
√
fm(u)
gm(u)
, (20)
is a scaling quantity iteratively updated for each point u and
designed to ensure that, at that pivot point, the original objective
function in equation (18a) is equivalent to the transformed
function given in equation (19a).
In light of the above, the QT applied to equation (16) yields
‖x‖0 ≈ L−
( L∑
i=1
2βi
√
α− β2i (|xi|2 + α)
)
(21)
=
L∑
i=1
β2i |xi|2 + L−
( L∑
i=1
2βi
√
α+ α
)
.︸ ︷︷ ︸
independent from x
(22)
The relationship between equations (16) and (21) is illustrated
in Figure 2. It can be seen that the latter is in fact a convex
majorizer of the former, with equality at the pivot point.
Substituting equation (21) – without irrelevant constant terms
– into equation (17) yields
minimize
s∈CNt
2b∑
i=1
Nt∑
j=1
β2i,j |sj − ci|2 + λ‖y −Hs‖22, (23)
where the equivalence is in terms of the minimization of both
terms and βi,j is defined as
βi,j ,
√
α
|sj − ci|2 + α, ∀ i ∈ {1, · · · , 2
b}, j ∈ {1, · · · , Nt}.
(24)
Algorithm 1: Discreteness-Aware Penalized ZF Detector
External Input:
Received signal vector y; Channel matrix H; Penalization
parameter λ; and
Tightening parameter α.
Internal Parameters:
Maximum number of iterations kmax = 50;
Convergence threshold ε = 10−6.
Initialization:
Iteration counter k = 0;
Set initial signal vector s(k) = (HHH)−1HHy
1 repeat
2 Increase iteration counter k = k + 1
3 Update βi,j∀ i, j, b and B from equations (24), (25)
and (26), respectively
4 Compute s(k) from equation (29)
5 Calculate τk =
∥∥s(k) − s(k−1)∥∥
2
6 until k > kmax or τk < ε;
Equation (23) can be written more compactily by defining the
quantities
b ,
2b∑
i=1
ci
[
β2i,1, β
2
i,2, . . . , β
2
i,Nt
]T
, (25)
B ,
2b∑
i=1
diag(β2i,1, β
2
i,2, . . . , β
2
i,Nt)  0, (26)
yielding
minimize
s∈CNt
sHBs− 2<{bHs}+ λ‖y −Hs‖22, (27)
which again can be made even more compact by expanding the
latter quadratic term, namely
minimize
s∈CNt
sH(B + λHHH)s− 2<{(bH + λyHH)s}.︸ ︷︷ ︸
,q(s)
(28)
At this point we remark that the problem formulated in equa-
tion (28) is a simple, convex, quadratic minimization variation
of the ML-like penalized minimization problem of equation
(8a), which has never been proposed or formulated before. And
thanks to the quadratic shape of the function q(s), equation (28)
can be solved in closed form by setting its Wirtinger derivative
[24] with respect to s equal to 0, that is,
s =
(
B + λHHH
)−1(
b+ λHHy
)
. (29)
One may notice that equation (29) is in fact akin to the
conventional linear ZF filter expression, except for the penal-
ization factor λ and the dependence on the iteratively-computed
regularization terms b and B. Specifically, with b = 0, B = 0
and λ 6= 0, equation (29) reduces to a conventional ZF receiver,
with (HHH)−1HH yielding the pseudo-inverse of the channel
H , which is, however, known not to yield good performance
if the channel matrix H is rank deficient, as is the case of
overloaded systems when H has more rows than columns [25].
In contrast, in the detector based on equation (29), the
quantities b and B are updated iteratively so as to progressively
improve the accuracy of the approximation of the ML formu-
lation in equation (6) by the relaxed unconstrained quadratic
program (28), while the penalization factor λ in equation (29)
adjusts the iterative solution s based on a trade-off between the
minimization of the squared distance between Hs and y and
the proximity of s to points of the discrete constellation CNt ,
as imposed by the regularization terms b and B.
Besides this algorithmic distinction, the analytical derivation
of the classic ZF relies on an assumption of continuity of the
input signal vectors, implied by the utilization of the Wirtinger
derivative, which while untrue for the classical ZF case actually
holds since q(s) is in fact continuous in CNt .
As a consequence of these algorithmic and analytical distinc-
tions, it can be said that the receiver given by equation (29)
is in fact a true generalization of the classical ZF receiver in
which awareness to the discreteness of the actual solution space
is embedded in a continuous and asymptotically exact manner.
Alluding to this fact, the overloaded multi-user signal detection
scheme derived in this subsection, expressed compactly in
equation (29) and summarized in the pseudocode offered in
Algorithm 1 is referred to as the discreteness-aware penalized
zero-forcing (DAPZF) detector.
B. Performance Assessment
In this subsection, the performance of the DAPZF algorithm
described above is compared against various SotAs alternatives,
including the conventional LMMSE, SOAV4, SCSR and SBR
[4], [10], [16]. For the sake of completeness, not only overloaded
but also fully loaded and underloaded scenarios are considered.
The simulation setup for the comparison is as follows. Each
entry of the communication channel matrix H is assumed to
be a circularly symmetric complex Gaussian random variable
with zero mean and variance 1, which is compactly expressed
as hk,l ∼ CN (0, 1).
It is assumed that each element of the transmit signal vector
s is chosen from the Gray-coded quadrature phase shift keying
(QPSK) modulation with equal probability. The noise variance
σ2n is determined so as to yield a given energy-per-bit-to-noise-
power-spectral-density ratio (Eb/N0), namely
σ2n ,
Nt
b
10−
Eb/N0[dB]
10 . (30)
Our first comparison, shown in Figure 3, is in terms of BER
performance in three distinct loading scenarios. In order to
serve as a lower-bounding reference, we also add to all figures,
theoretical curves corresponding to the BER performance of a
hypothetical scalar system with the same spectral efficiency of
the actually simulated multi-user systems, and under the ideal-
ized condition that the receiver not only is free of intra-symbol
interference, but also benefits from diversity gain associated with
MIMO settings. In the case of the underloaded system of Figure
3(a), for instance, the lower-bounding reference is obtained in
the form of the BER performance of QPSK modulation in an
AWGN channel with an Eb/N0 boost equivalent to a diversity
gain of 4/3 [26, eq. 5.2-62]. In turn, in Figure 3(b), the lower
bound is given by the BER of QPSK without Eb/N0 boost,
and finally, in Figure 3(c), the lower-bound is represented by
the BER performance of 8PSK in AWGN with an Eb/N0
4In order to assess the core performance of each method, the adjacent
improvement of soft-input soft-output (SISO) extension is not incorporated in
the SCSR implementation.
penalty, both corresponding to the multiplex/diversity trade-off
[27] resulting from the overloading ratio of γ = NtNr =
3
2 .
As expected, it is found that the classical LMMSE receiver –
not designed specifically for discrete input signals – is severely
outperformed by both the discreteness-aware SotA [4], [10],
[16] and the proposed DAPZF schemes. More importantly, it is
also confirmed that the proposed DAPZF method outperforms
the SotA methods in all cases. The results reveal, furthermore,
that the BER curves of the DAPZF receiver follow the curvature
of the theoretical lower bounds, motivating the expectation that
the performance of the proposed receiver tends to approach the
lower-bounding BERs in systems of larger dimensions5.
Finally, and again non-surprisingly, it is also confirmed that
the performances of SOAV [4] is identical not only to that
of succeeding discreteness-aware SCSR approach [10] but also
SBR in [16]6, corroborating the analysis of Section II and
establishing the DAPZF as the benchmark against which the
receivers designed in the subsequent sections will be measured.
Altogether, the results of Figure 3 indicate that the proposed
method differs fundamentally from the SotA alternatives [4],
[10], [16], as it is capable both of efficiently extracting the
diversity gain provided by the large MIMO setting, and of taking
full advantage of the discreteness of the input to mitigate inter-
symbol interference also in overloaded conditions.
Next, to conclude our assessment of the proposed DAPZF
receiver, we turn our attention to the impact of the system
dimension on the BER performance achieved under severely
overloaded conditions. Specifically, we plot in Figure 4 the BER
performance of the overloaded DAPZF receiver as a function of
the number of transmit and receive antennas, with a constant
overloading ratio of γ = NtNr = 1.5. The results indicate
that indeed the performance of DAPZF improve exponentially
with the system size, despite of the severe overloading burden,
making the approach suitable particularly to massive MIMO
systems.
IV. THE DISCRETENESS-AWARE PROBABILISTIC
SOFT-QUANTIZATION DECODER
A. Formulation and Design
Having demonstrated the efficacy of the discreteness-aware
approach employed in the preceding section in the derivation
of the DAPZF receiver, which was shown above to outperform
both classic and recent SotA alternatives, let us now aim at
further performance improvements over the DAPZF itself.
To that end, we take inspiration on the soft-quantization
approach employed in [16] and consider a probabilistic reformu-
lation of equation (8b), however without sacrificing discretness-
awareness by maintaining the `0-norm in our formulation,
instead of relying on the usual replacement for an `1-norm. And
since the complex- and real-valued ML detectors formulated
in equations (8a) and (8b) are mathematically equivalent, we
hereafter focus on the later, without loss of generality.
5This expectation will indeed be confirmed by the results of Figure 4.
6As mentioned in Section II, SOAV and SCSR can be seen as a relaxed
version of SBR. Figure 3 demonstrates that SBR indeed plays a role as
a performance lower bound of the formers, indicating that their recovery
performance is fundamentally identical provided that the balancing parameter
λ is properly (optimally) tuned for each method.
(a) Underloaded System
(b) Fully-loaded System
(c) Overloaded System
Fig. 3. Performance comparison of DAPZF and SotA receivers in Rayleigh
fading channels under different loading scenarios.
Fig. 4. Scalability analysis of DAPZF as a function of Nr for γ = 1.5 at
Eb/N0 = 14 [dB]
Following [16], our starting point is to recall that as shown
in Section II, the symbol vector s can be expressed as a binary
vector d via the mapping
s =Mxd, (31)
where Mx , I2Nt ⊗xT is a block-diagonal (dictionary) matrix
in which the column vector x , [x1, · · · , x2b/2 ]T collecting
all the elements of the PAM constellation set X is repeated
2Nt-times, while d ∈ {0, 1}2Nt2
b/2
denotes a hard-decision
(mapping) binary vector.
As described in Section II-B, consider then a Bayesian repre-
sentation of equation (31), based on which the binary equality
constraint can be relaxed into a tractable box constraint (also
referred to as the probabilistic soft-quantization expression),
namely,
s =Mxd and 12Nt =M1d, (32)
where M1 , I2Nt ⊗1T2b/2 and now the binary vector is relaxed
to d ∈ [0, 1]2Nt2b/2 .
Given the above, the ML detection problem of equation (8b)
can be rewritten as
minimize
d∈[0,1]N
‖d‖0 + λ‖y −HMx︸ ︷︷ ︸
,Heff
d‖22 (33a)
subject to 12Nt =M1d, (33b)
where N , 2Nt2
b
2 and HMx , Heff were defined for future
convenience.
Substituting the smooth `0-norm approximation of equation
(16) into equation (33) yields
minimize
d∈[0,1]N
−
N∑
i=1
α
d2i + α
+ λ‖y −Heffd‖22 (34a)
subject to 12Nt =M1d. (34b)
And following the same strategy in equation (23), we readily
obtain
minimize
d∈[0,1]N
N∑
i=1
β2i d
2
i + λ‖y −Heffd‖22 (35a)
subject to 12Nt =M1d, (35b)
with
βi =
√
α
d2i + α
, (36)
which can be written compactly in matrix form as
minimize
d∈[0,1]N
dT
(
B+ λHTeffHeff
)
d− 2λyTHeffd (37a)
subject to 12Nt =M1d, (37b)
where B , diag(β21 , β22 , . . . , β2N )  0.
Again, the detection problem formulated in equation (37)
is original, and its distinction from the SBR [16] can be
highlighted by expanding the objective in equation (10a), which
after discarding the irrelevant term ‖y‖22 yields
minimize
d∈RNt|C|+
dH
(
(HMc)
H(HMc)
)
d−2<{yH(HMc)d}(38a)
subject to 1Nt×1 =M1d, (38b)
from which it can be seen that, similarly to the case of
the ZF receiver addressed in Section III, the formulation in
equation (37) in fact generalizes that of the SBR receiver [16]
by including the discreteness-aware term dTBd, which comes
hand-in-hand with the significantly reduction in the search space
from RNt|C|+ to the more compact set [0, 1]
N .
Indeed, making B = 0 with λ 6= 0 in equation (37) and
expanding the search space accordingly yields a formulation
equivalent to that of optimization problem based on which
the SBR detector [16] is constructed, characterizing the gen-
eralization. As shall be shown later, the consequence of this
discreteness-aware generalization is a significant improvement
not only over the SBR [16] receiver – and by extension over
the other equi-performant SotAs, namely, the SOAV and SCSR
[4], [10] – but also over our own benchmark DAPZF approach.
For all the above, we refer to the detection scheme based
on the solution of equation (37) as the discreteness-aware
probabilistic soft-quantizion detector (DAPSD).
B. Implementation via Alternating Direction Method of Multi-
pliers
Let us remark that the DAPSD problem formulated in
equation (37) is in fact an equality-constrained quadratic min-
imization problem already cast into the disciplined convex
programming (DCP) ruleset [28], such that it can be solved via
interior point methods typical of numerical convex optimization
packages such as CVX [29] and/or SeDuMi [30]. However,
the implementation of DAPSD relying on interior point-based
solvers imposes a computational complexity of cubic order at
each algorithmic iteration, limiting the scalability of the scheme.
In order to circumvent this issue, we proceed to develop in the
sequel an ADMM-based algorithm designed specifically to solve
equation (37) efficiently, leading to reduction in the complexity
of the method and enabling application to massively overloaded
multi-access systems.
To this end, recall that the ADMM is effective in the solution
of convex problems of the type
minimize
d1,d2
f(d1) + g(d2) (39a)
subject to Dd1d1 +Dd2d2 − c = 0, (39b)
where f(d1) and g(d2) are closed, proper and convex functions
of the inputs d1 ∈ RN and d2 ∈ RN , respectively; Dd1 ∈
RN×N and Dd2 ∈ RN×N denote arbitrary matrices and c ∈
CN is an arbitrary complex vector.
In particular, the convergence of convex problems such as
those described by equation (39) was guaranteed in [31] for
iterative (scaled) ADMM algorithms with update rules
d
(k+1)
1 ← minimize
d1
Lρ(d1,d(k)2 ,u(k)), (40a)
d
(k+1)
2 ← minimize
d2
Lρ(d(k+1)1 ,d2,u(k)), (40b)
u(k+1) ← u(k)+ρ(Dd1d(k+1)1 +Dd2d(k+1)2 − c), (40c)
where u is the dual variable and ρ > 0 denotes the augmentation
parameter of the augmented Lagrangian function
Lρ(d1,d2,u) , f(d1) + g(d2) + uT(Dd1d1 +Dd2d2 − c)
+ρ‖Dd1d1+Dd2d2−c‖22. (41)
In light of the above, equation (37) can be cast onto the
canonical ADMM formulation as follows. First, let us introduce
the set indicator function
ι[0,1]N (d) =
{
+∞ for d /∈ [0, 1]N ,
0 for d ∈ [0, 1]N . (42)
Next, define the functions f(d1) and g(d2) as
f(d1) , dT1
(
B+ λHTeffHeff
)︸ ︷︷ ︸
,A
d1 − 2λyTHeffd1, (43)
g(d2) , ι[0,1]N (d2). (44)
From the above, we readily obtain the ADMM form of the
optimization problem described by equation (37) as
minimize
d1,d2
f(d1) + g(d2) (45a)
subject to d1 − d2 = 0, (45b)
M1d1 − 12Nt = 0, (45c)
associated to which is the augmented Lagrangian function
Lρ(d1,d2,u1,u2) = dT1Ad1−2λyTHeffd1+ι[0,1]N (d2) (46)
+uT1(d1−d2)+ρ‖d1−d2‖22
+uT2 (M1d1−12Nt) + ρ‖M1d1 − 12Nt‖22.
Applying the convergence-assuring iteration steps described
by equations (40a) through (40c), and thanks to the quadratic
form of the augmented Lagrangian function (46), the ADMM-
reformulated optimization problem described by equation (43)
can be solved efficiently by iteratively calculating the following
closed-form ADMM updates
d
(k+1)
1 = (A+ρ(IN ′t+M
T
1M1))
−1 (47a)
·
(
λHTeffy+ρ
(
d
(k)
2 +M
T
1 12Nt
)− 12u(k)1 − 12MT1 u(k)2 ),
d
(k+1)
2 =
1
ρ
(
ρd
(k+1)
1 +
1
2u1
)
, (47b)
u
(k+1)
1 = u
(k)
1 + ρ
(
d
(k+1)
1 − d(k+1)2
)
, (47c)
u
(k+1)
2 = u
(k)
2 + ρ(M1d
(k+1)
1 − 12Nt). (47d)
We refer to the massively-overloaded multi-access receiver
described above and summarized as a pseudocode in Algorithm
2, as the ADMM-DAPSD. As shall be shown in Section VI,
this receiver offers substantial performance improvement over
alternative methods such as the SBR [16], the SOAV [4], the
SCSR [10] and our own DAPZF. This advantage comes, how-
ever, at the cost of a slightly larger computational complexity,
although the convergence itself is guaranteed thanks to the
ADMM approach, as proved in [31].
Algorithm 2: ADMM-Discreteness-aware Probabilistic
Soft-quantization Detector
External Input:
Received signal vector y; Channel matrix H; Penalization
parameter λ; Tightening parameter α; Lagrangian
Augmentation parameter ρ.
Internal Parameters:
Maximum number of inner loops kmax = 500;
Maximum number of outer loops `max = 10; Convergence
threshold ε = 10−6.
Initialization:
Initial solution s(0) = 1
2b/2
12Nt ;
Initial quantized vector d(0) =M−1x s
(0), with Mx as in
equation (31);
Set ` = 0.
1 repeat
2 Compute βi, ∀i from equation (36) for s(`).
3 Compute A from (43) with Heff as in equation (33a)
and store
(
A+ ρ
(
IN +M
T
1M1
) )−1
to reduce
computational complexity.
4 Generate uniformly distributed d(0)1 ,d
(0)
2 ∈ [0, 1]N ,
with N as in equation (33).
5 Set u(0)1 = 0, u
(0)
2 = 0 and k = 0.
6 repeat
7 Increase inner loop counter k = k + 1.
8 Compute d(k)1 ,d
(k)
2 ,u
(k)
1 ,u
(k)
2 from eq. (47).
9 Calculate τk , ‖d(k)1 − d(k−1)1 ‖2.
10 until k > kmax or τk < ε;
11 Increase outer loop counter ` = `+ 1
12 Set s(`) = d(k)1
13 Calculate τ` , ‖s(`) − s(`−1)‖2
14 until ` > `max or τ` < ε;
A less desirable characteristic shared by the DAPZF and
ADMM-DAPSD receivers is, however, the inconvenience of
requiring a penalization factor λ to be known7. This issue
motivates us to seek yet another discreteness-aware solution to
the design of receivers for overloaded MIMO systems, which is
presented in the next section.
V. THE DISCRETENESS-AWARE GENERALIZED
EIGENVALUE RECEIVER
In this section we propose yet another original solution to
the multi-user signal detection problem in overloaded MIMO
7The optimization of the penalization parameter λ in problems similar to those
from which DAPZF and ADMM-DAPSD receivers were derived was studied
in depth in [32], but is of secondary interest here due to the contribution of
Section V.
systems, which similarly to the DAPZF method achieves low
complexity by relying only on the iteration of closed form
expressions, but which unlike the latter does not require a
penalized regularization term.
To this end, first consider the real-valued equivalent of
equation (27), which is given by
minimize
s∈R2Nt
sTBs− 2bTs+ λ‖y −Hs‖22, (48)
where βi,j , b and B are (re)defined respectively as
βi,j ,
√
α
(sj−xi)2+α,∀ i ∈ {1, · · ·, 2
b/2}, j ∈ {1, · · ·, 2Nt}
(49)
b ,
2
b
2∑
i=1
xi
[
β2i,1, β
2
i,2, . . . , β
2
i,2Nt
]T
, (50)
B ,
2
b
2∑
i=1
diag(β2i,1, β
2
i,2, . . . , β
2
i,2Nt)  0, (51)
with xi ∈ X , <{C}.
Next, we observe that the `2-norm that appears as a pe-
nalization term in equation (48) can equivalently be placed
as a constraint8, leading to the following real-valued quadrati-
cally constrained quadratic program with one convex constraint
(QCQP-1) formulation
minimize
s∈R2Nt
sTBs− 2bTs (52a)
subject to sTHTHs− 2yTHs+ yTy − δ︸ ︷︷ ︸
,pi(s)
≤ 0,(52b)
where we have implicitly defined the quadratic function pi(s) for
future convenience, and δ denotes a bounding parameter that
determines the tightness to the squared distance ‖y − Hs‖22,
in this paper calculated as δ , σ2n(Nr + κ
√
Nr) where κ is
a scaling parameter adjusted adaptively so as to optimize the
search ball radius [33].
Note that equation (52) is equivalent to equation (7), only with
the objective and constraint swapped and with the `0-norm term
replaced by its α-smoothed and QT/FP-modified real-valued
approximation of equation (21). All that is left for us to do
then is to obtain an efficient method to solve equation (52),
which amongst other alternatives can be achieved by applying
the result presented in [34, Th.3.3]. Brought to the context
hereby, that result states that if there exists a minimizer sopt
of equation (52a) satisfying the constraint (52b) (a.k.a Slater’s
condition), then sopt is the global solution to equation (52) if
and only if (iff) there exists µopt ≥ 0 such that the following
Karush Kuhn Tucker (KKT) conditions are satisfied
(B+ µoptHTH)sopt = (b+ µoptHTy), (53a)
pi(sopt) ≤ 0, (53b)
µoptpi(sopt) = 0. (53c)
In recognition to the outstanding work presented in [34], we
refer to this equivalent formulation of the QCQP-1 problem of
equation (52) as More´’s Theorem, which in fact admits two
distinct cases under the condition µopt ≥ 0.
8Also, notice that in order to satisfy the equality constraint in (7),
∑2b/2
i=1 ‖s−
xi1‖0 needs to be globally (but non-uniquely) minimized. With that in mind,
switching the objective and constraint fundamentally imposes no penalty in the
sense of optimality.
The first is when µopt = 0, in which case equation (53a)
reduces to equation (52a), with unique global minimum at sopt =
B−1b. In other words, in that case the global minimizer of (52a)
is a solution of problem (52) iff
pi(B−1b) ≤ 0. (54)
Since this solution is obviously of no relevance since the
expression B−1b is independent of the input, of interest is
therefore the case when µopt > 0, in which case equations (53b)
and (53c) are equivalent, such that More´’s Theorem then yields
(B+ µoptHTH)sopt = (b+ µoptHTy), (55a)
pi(sopt) = 0. (55b)
The latter system of quadratic equations can be rewritten into
a system of linear equations as follows. First, let us introduce the
auxiliary vector e1 , η sopt and scaling quantity η. Substituting
sopt = e1η into equation (55a) we readily obtain
(b+ µoptHTy)η − (B+ µoptHTH)e1 = 0, (56a)
or equivalently
eT1 = η(b+ µ
optHTy)T(B+ µoptHTH)−1, (56b)
where we have transposed e1 for future convenience and used
the fact that (B+ µoptHTH)−1 is a symmetric matrix.
Next, substituting sopt = e1η into equation (55b) yields, after
trivial algebra
1
η
eT1 (H
THe1 − ηHTy)− yTHe1 + η (yTy− δ) = 0. (57a)
Using equation (56b) in place of eT1 in the first term of
the latter equation, and rearranging the equation for future
convenience yields
(yTy − δ)η − yTHe1 + (b+ µoptHTy)Te2 = 0, (57b)
where we have implicitly defined
e2 , (B+ µoptHTH)−1(HTHe1 − ηHTy), (58a)
which in turn can be rewritten as
−HTy η +HTHe1 − (B+ µoptHTH)e2 = 0. (58b)
Now notice that the collection of equations (57b), (58b) and
(56a), in that order, can be seen as a system of equations linear
on the unknowns η, e1 and e2, which can therefore be compactly
expressed as
(C0 + µ
optC1) e = 0 (59)
where e , [η, eT1 , eT2 ]T and
C0 ,
[ yTy − δ −yTH bT
−HTy HTH −B
b −B 02Nt
]
, (60)
C1 ,
[ 0 01×2Nt yTH
02Nt×1 02Nt −HTH
HTy −HTH 02Nt
]
. (61)
One readily recognizes that equation (59) defines a gen-
eralized eigenvalue problem [35] over the pencil defined by
the pair of matrices (C0,C1). In other words, the solution of
the system of equations in (55), and therefore of the QCQP-1
problem described by equation (52), is among the generalized
eigenvalues of the pencil (C0,C1).
Problems described by a quadratic program with a single
quadratic constraint, such that the one dealt with here, were
studied thoroughly in [36]. It was shown thereby, in particular
in [36, Lem.3 and Th.4], that in fact the solution of the QCQP-1
extracted from equation (59) is given by its smallest generalized
eigenvalue. It was also shown thereby, however, that such a
solution is also equivalent to the largest finite real generalized
eigenvalue of the Mo¨bius transform of equation (59), i.e
(C1 + ξ
optC0)e = 0, (62)
where ξopt = 1µopt .
This approach helps reduce complexity and improve perfor-
mance, since the computational cost and the error associated
with the calculation of the dominant generalized eigenvector
is much smaller than those of the smallest eigenvector [35]. In
possession of the largest eigenpair (ξopt, eopt) satisfying equation
(62), with eTopt = [ηopt, e1opt , e2opt ]
T, the desired solution is finally
retrieved as
sopt =
e1opt
ηopt
. (63)
Due to the structure of the solution as described above, we
refer to this receiver for large multidimensional systems as the
DAGED and summarize it in pseudocode in Algorithm 3.
As a final remark, let us recall that the largest finite real
generalized eigenvector of equation (62) is also the maximizer
of the generalized Rayleigh quotient [37]
R(e;C1,C0) ,
eTC1e
eTC0e
. (64)
In turn, it was shown in [22], [38] that if the matrices C1
and C0 are the sample covariances of the transmit signal vector
and of the interference-plus-noise, respectively, a generalized
Rayleigh quotient maximizer in the form of equation (64) is
also the LMMSE estimate of the corresponding transmit signal.
Although in our case the matrices C1 and C0 are not sample
covariances, so that the relationship established in [22, Lm.
3.14] do not directly apply, the similarity between the two
problems motivates seeking a generalization of the LMMSE for
overloaded scenarios, similar to the generalization of the ZF
receiver achieved in Subsection III-A. That objective will be
pursued in a future work.
VI. SIMULATION RESULTS
In this section we conduct a simulation-based assessment
of the performances of all three discreteness-aware multidi-
mensional multi-access methods here proposed above, namely,
the DAPZF, the ADMM-DAPSD and the DAGED receivers.
To that end, we return to the cases evaluated in Subsection
III-B, this time omitting the curves corresponding to the SotA
methods [4], [10], [16] as those were shown in Figure 3 to be
outperformed by DAPZF. To serve as upper and lower bounds,
we maintain however curves for the LMMSE receiver and
the corresponding hypothetical interference-free scalar systems
described in Subsection III-B.
The results are shown in Figure 5, which reveals the follow-
ing. First, as can be seen from Figures 5(a) and 5(b), it is found
that all three new receivers have similar performance when
employed in underloaded and fully-loaded systems, although
the ADMM-DAPSD is slightly superior to the others. In light
of these results, for such scenarios the choice amongst the three
methods should rest primarily on other criteria such as compu-
tational complexity and robustness to parameterization, which
Algorithm 3: Discreteness-Aware Generalized Eigenvalue
Receiver
External Input:
Received signal vector y; Channel matrix H;
Search ball parameter κ; Tightening parameter α.
Internal Parameters:
Maximum number of iterations kmax = 50;
Convergence threshold ε = 10−6.
Initialization:
Iteration counter k = 0;
Set initial signal vector s(k) = (HHH)−1HHy
1 repeat
2 Increase iteration counter k = k + 1
3 Update βi,j∀ i, j, b and B from equations (49) and
(50), respectively
4 Compute the largest real finite eigenpair (e, ξ) of
equation (62)
5 if η 6= 0 then
6 Obtain s(k) from equation (63)
7 else (see [36] for more details)
8 Find bases V of N (B+ µoptHTH)
9 Compute C , B+µoptHTH+HTHVVTHTH
and c , b+ µoptHTy +HTHVVTHTy
10 Obtain ν , C−1c and for any arbitrary vector v of
V compute ζ ,
√
−pi(ν)
vTHTHv
11 Update s(k) = ν + ζ · v
12 end
13 Check convergence τk =
∥∥s(k) − s(k−1)∥∥
2
14 until τk < ε or k > kmax;
shall be addressed in the sequel. But secondly, as can be seen
in Figure 5(c), it is also found that the three detectors exhibit
distinct BER performances in the more important overloaded
scenario, with the ADMM-DAPSD outperforming the others,
and DAGED outperforming DAPZF.
These results motivates us then to assess in Table I the relative
performance of the three proposed receivers in terms of their
computational complexities. For reference, we also include in
that table the complexity of the SOAV and as well as the SBR
decoders, while omitting that of SCSR since SOAV is the one
that has lower cost, and since the BER performance of both is
identical, as shown in Figure 3.
The complexity performance assessment is carried out by
counting the elapsed time of all compared receivers running
64-bit MATLAB 2018b in a computer with an Intel Core i9
processor, clock speed of 3.6GHz and 32GB of RAM memory.
The results so obtained and and summarized in Table I, elucidate
that the complexity of the DAPZF receiver is not only the
smallest amongst the three new methods, but in fact significantly
lower (by a factor of almost 10) than that of the SOAV decoder.
And since DAPZF achieves similar BER performance as the
(a) Underloaded System
(b) Fully-loaded System
(c) Overloaded System
Fig. 5. Comparison of BER performances of proposed receivers in Rayleigh
fading channels under different loading scenarios.
TABLE I
RUNTIME COMPARISON OF PROPOSED ARTS AND SOTAS
Method DAPZFAlgorithm 1
ADMM-DAPSD
Algorithm 2
DAGED
Algorithm 3
SOAV
(SotA)
SBR
(SotA)
Av. Runtime
Eb/N0 = 14 [dB]
(Nt = 60 & Nt = 40)
0.0034 sec 0.5207 sec 0.2663 sec 0.0166 sec 0.2040 sec
ADMM-DAPSD and the DAGED methods in underloaded and
fully loaded scenarios9, it can be concluded that that scheme is
the method of choice in those cases.
Table I also reveals that after DAPZF, DAGED is the second
least computationally demanding of the new receivers, which
when taken together with its BER performance as shown in
Figure 5(c), leads us to the conclusion that the DAGED scheme
is the trade-off method of choice amongst the three receivers
here developed.
Finally, the ADMM-DAPSD solution is found according to
Table I to be the most computationally demanding of the three,
which is non-surprising since this approach is also the one that
yields the best BER performance in overloaded scenarios. All
in all, the contributed methods therefore demonstrate feasibil-
ity of concurrently overloaded multidimensinal systems, while
offering three different choices according to the system setup.
VII. CONCLUSIONS AND FUTURE RESEARCH
We studied the multidimensional signal reconstruction prob-
lem in underloaded, fully-loaded and overloaded setups rele-
vant to future dense wireless communication scenarios such as
Internet of Things (IoT) and massive machine type communi-
cations (mMTC), aiming at the design of robust and efficient
solutions independent of channel statistics, dimensional aspects
and modulation. We started by introducing an adaptable non-
convex approximation to the `0-norm, later convexified via FP
into a family of simple and tractable quadratic programs. This
framework was leveraged to introduce three new multidimen-
sional signal detectors, each with particular complexity and
accuracy characteristics, and all of which are applicable over the
large span of practical upcoming wireless applications. The first
algorithm, termed the DAPZF receiver, is in fact a discreteness-
aware generalization of the traditional ZF that leverages a
continuous and asymptotically exact `0-norm approximation and
the QT to reduce the detection complexity, while outperforming
the SotAs.
Motivated to improve the detection performance further, a
second method referred to as DAPSD was proposed by ex-
ploiting sparsity and soft-quantization to provide super-accurate
joint multidimensional signal detection. Surprisingly, in a range
of different scenarios the BER performance loss incurred by
the complexity reduction of DAPZF compared to DAPSD is
not large, indicating that DAPZF is in fact a meaningful low-
complexity alternative to the latter, but more costly DAPSD.
In order to circumvent the fact that both of the aforementioned
methods require a penalization parameter, the third technique
dubbed the DAGED estimator was proposed based on an
optimized solver of a QCQP-1 formulation of the original
9Although the results of Table I were obtained at some specific points of
Eb/N0, the relative complexities of the three proposed methods with respect
to one another are similar also in different scenarios since the flops required for
each algorithm are almost independent from Eb/N0.
multidimensional signal detection problem. This third method
was shown to offer BER performance improvement over the
DAPZF while maintaining a low-computational cost than that of
the DAPSD, such that the three techniques together offer various
performance-complexity trade-off solutions to the problem.
Although the proposed methods have shown to yield signifi-
cant performance improvement in terms of BER in different sce-
narios, the parameterizations have been optimized via exhaustive
search in this article, leaving analytical parametric optimizations
and theoretical performance analyses of the proposed methods
for future work. We remark, however, that such optimum
parameterization can in fact be carried out by employing the
Gaussian min-max theorem (CGMT), recently presented in [32],
[39]. This goal is currently under pursuit.
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