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Introduction
[1] Ever since I. seminal paper on the deterrence of the death penalty, in which he claimed that each execution in the U.S. might prevent up to eight murders, there has been an intense and on-going debate (mainly) in the United States about whether there is such a deterrence effect or not.
1)
Some of the scientific contributions in this field have played a role for testimonies before congress committees.
2)
Despite the modern econometric techniques that are employed, there is, to date, no consensus among the scientists participating in this debate, who are not only economists, but also researchers from law or other social science departments. This paper intends to shed some light on the underlying reasons for the contradictory results, which have thus far remained unclear.
[2] One can distinguish between three generations of literature on the death penalty. The first generation includes contributions that were published between 1975 and 1978, i.e., around the time when the moratorium on capital punishment was lifted in the United States, while the second one comprises papers written after 1982, covering the time after the moratorium.
3)
These earlier studies typically relied on time series and cross-sectional data, and except for a few studies which looked at Canada or the United Kingdom, most analyses used evidence from U.S. crime statistics. 4) In recent years, a third generation of papers has been published.
5)
The main difference in comparison to the first two waves is that more recent publications increasingly rely on the use of panel data, mostly for U.S. states, but partly also for U.S. counties. 6) Nevertheless, despite the vast number of analyses carried out and the similarity of the underlying data, the results are rather mixed and still far from being decisive.
[3] The debate on the deterrence effect of the death penalty is characterized by a rather pronounced divide between the faculties, with (U.S.) economists being much more likely to support the deterrence hypothesis than other social scientists, in particular law professors.
7)
However, contrary to earlier discussions, the econometric methods used by the two groups are now practically identical: As empirical rigour has become increasingly important in all fields of social science, today, many non-economists are able to use the same advanced statistical techniques equally well as economists. Correspondingly, some of the discussions are concerned with methodological problems, in particular with respect to the reliability of the data and the quality of the instruments used in instrumental variables estimations.
[4] Meanwhile, the question of deterrence has been subject of economic research for more than four decades and has resulted in over 150 academic publications in this field. Despite the large number of econometric analyses, research on the effect of the death penalty on the behaviour of potential offenders remains far from conclusive. Disagreement among scientists matters even more provided that the subject of deterrence is of high policy-relevance. Since research in this area is likely to have an influence on policy decisions, it is important whether the results suggest the existence of a deterrence effect or not. Furthermore, policy-makers often lack rigorous training in econometric analysis and might therefore not be able to assess the quality of empirical studies on the deterrence effect of the death penalty. Based on these considerations, the NATIONAL RESEARCH COUNCIL (NRC) already conducted a study in 1978 that aimed to "provide an objective assessment of the scientific validity of the technical evidence, focusing on both the existence and the magnitude of any crime-reducing effects" (1978, p. vii) . The report came to the conclusion that "available studies provide no useful evidence on the deterrent effect of capital punishment" (1978, p. 9) . The NRC report further suggested that both more sophisticated econometric methods as well as improved data -namely more detailed and/or disaggregated data -would be required in order to take a final stance on the matter (1978, pp.12ff.) . In the decades following the first NRC report, efforts have been undertaken in both of these directions.
[5] However, more than thirty years later, the academic debate on the issue of deterrence is far from being settled. A second NATIONAL RESEARCH COUNCIL that was conducted in 2012 came to the conclusion that "research to date on the effect of capital punishment on homicide is not informative about whether capital punishment decreases, increases, or has no effect on homicide rates. Therefore, the committee recommends that these studies not be used to inform deliberations requiring judgments about the effect of the death penalty on homicide. Consequently, claims that research demonstrates that capital punishment decreases or increases the homicide rate by a specified amount or has no effect on the homicide rate should not influence policy judgments about capital punishment" (2012, p. 12).
[6] Given this situation, one could easily gain the impression that the economics of crime and the question whether death penalty deters murders or not is nothing but a romping place for ideologists. The notion that prior beliefs might have an impact on the reported results on the deterrent effect of death penalty has already been discussed by W.S. MCMANUS (1985) . He states that diverging outcomes do not necessarily imply that authors are shirking; rather, they might be the result of selective perceptions: if contradictory results can be derived using appropriate econometric techniques, authors tend to choose those results that are in line with their a priori convictions and are looking for strong arguments in order to support them.
[7] If we accept that the literature is overall inconclusive, the fact that individual authors persistently claim to have found solid evidence in one or the other direction raises two questions. Firstly, what are the causes for these different results? Do different data samples, estimation methods or time periods lead to different results or, following W.S. MCMANUS (1985) , do the outcomes merely reflect prior convictions of the authors? Secondly, to what extent is it possible to derive such diverging results by slightly changing the specification of the test equations without violating scientific standards, i.e., do both sides have plausible arguments for their respective specifications? In the following, we first perform a meta-analysis of 102 papers in order to investigate the causes for the different results (Section 3). In this meta-analysis, we have attempted to include all previously published papers on the issue of deterrence that employ statistical or econometric procedures in their analysis.
8)
After this, using a data set originally employed by H. DEZHBAKHSH and J.M. and afterwards by J.J. DONOHUE and J. WOLFERS (2006), we show how easy it is to create differing results (Section 4). We thus contribute to the literature by both investigating the underlying reasons for contradictory results, as well as by illustrating that contradictory results need not reflect dubious academic behaviour. Rather, the sensitivity of the results supports the claim by the NRC (2012) that the empirical evidence on the deterrence effect of the death penalty is by far too fragile in order to base political decisions on it. Before all this, we present a survey of the over forty reviews of the deterrence literature which are available so far (Section 2) in order to set forth the central issues in the discussion among different (groups of) authors.
A Survey of Previous Reviews
[8] Generally speaking, one can distinguish between two types of literature reviews, i.e., systematic reviews and meta-analyses. The former aims to provide an overview over the existing literature in a certain field, whereas the latter can have two different aims: (i) to come closer to the true value of a parameter of interest by pooling results of previous studies; (ii) to investigate what causes the different results. These two aims might not always go along with each other. In the following, we first consider the many systematic reviews of the deterrence literature, but finally also discuss the few meta-analyses that have been carried out in this field. Unless noted otherwise, the reviews refer to studies that were conducted using U.S. data.
[9] Many reviews of the literature on the deterrence effect of the death penalty tend to have a strong focus on methodological issues. Namely, the question to which extent the use of different estimation methods leads to different results has often been considered. Provided that the issue of deterrence cannot be analysed using an experimental approach, researchers have to test their hypotheses using historical data. It is however not a priori clear what a correct model for testing deterrence would look like; rather researchers need to argue why a particular type of model setup is appropriate in order to test the deterrence hypothesis. J. therefore claims that model uncertainty is intrinsic to such studies.
Reviews of First and Second Generation Studies
[10] The first and second generation of economic research on the deterrence effect of the death penalty comprise publications that fall into the time period between 1975 and 1978 and after 1982, respectively. These analyses mostly rely on time series data from the U.S. in order to estimate a murder supply function, although some authors also use cross-sectional data. S. CAMERON (1994, pp. 197ff.) as well as L.R. KLEIN et al. (1982, pp. 146ff.) as gun ownership, other crime rates, incarceration terms, or dummies for executing states. In an earlier review, J.P. GIBBS (1977, pp. 304f.) also criticizes that the inclusion of extra-legal correlates of crime (as, for example, the unemployment rate or the proportion of non-whites among the population) is rarely based on a well-defined theoretical foundation regarding the workings of generative and inhibitory classes of extra-legal variables, but rather that the selection of such variables often remains obscure.
9)
[11] S. CAMERON (1994) further depicts to what extent the results depend on the choice of the functional form, i.e., linear vs. multiplicative or log-linearized specifications. Namely, the results by I. appear to hinge on a logarithmic transformation of the data, an argument first put forward by W.J. BOWERS and G.L. PIERCE (1975, p. 206) as well as P. PAS-SELL and J.B. TAYLOR (1977).
10)
[12] A more fundamental concern with the econometric analysis following the Ehrlich paradigm is related to the potential for simultaneity bias. According to L.R. KLEIN et al. (1982, pp. 144ff.) , many variables in the murder equation are mutually dependent, as, for example, the probabilities of conviction and execution given the probability of arrest can hardly be argued to be exogenous variables. Yet, even when employing a two-stage least squares approach as it is done, for example, by I. , this problem has not been fully resolved. This is because in such models economic factors are assumed to affect criminal behaviour, but not the other way around.
11)
[13] Furthermore, in a review of first generation studies, A. BARNETT (1981, pp. 364ff.) points out that most of these papers have relied on the assumption that the variance of the error in estimating homicide rates was either the same in all states or inversely proportional to a state's urban population. A. BARNETT (1981) re-estimates these studies and his results suggest that using weighted least squares is more appropriate in order to weigh state-specific data and to achieve homoskedasticity. In addition, one would also want to take into account serial correlation in the stochastic part of the murder supply function by using standard errors that have been adjusted for autocorrelation.
12)

Reviews of Third Generation Studies
[14] The third generation of deterrence literature uses the natural variation resulting from the fact that not all states restored capital punishment at the same time when the constitutional barrier was lifted in 1976. Most of these papers were written after the year 2000 and rely on state-or county-level data and panel estimation techniques. Besides using highly comparable data, these studies are also based on relatively similar conceptualizations of criminal behav-9. See for this also P.J. COOK (1977, pp. 183ff.) .
10. See for this also J. CHAN and D. OXLEY (2004, p. 7) .
11. See L.R. KLEIN et al. (1982, p. 145, p. 151) .
12. Ibid.
iour. Yet, these studies come to very different results regarding the existence of a deterrence effect.
13)
[15] In a review of third generation studies, E. COHEN-COLE et al. (2009, p. 337) argue that the different outcomes of these studies are mainly due to different model specifications and the assumptions linked to these. Therefore, a relatively small difference in the covariates included or the econometric method employed can lead to fundamentally different results. G. KIRCHGÄSSNER (2011, pp. 461ff .) also critically reviews deterrence papers written in the last ten years and shows how simple changes in methodology and model specification can produce completely different results, using the same data, notably. Although third generation papers use more sophisticated methodology than earlier research, many problems persist, namely issues related to simultaneity have not been adequately met so far. In contrast to earlier research, however, the functional form does not appear to be a major concern as in the more recent literature; log-linear specifications lead to similar results like linear models.
[ FAGAN (2005 , as well as L. argue that the evidence is too sensitive with respect to model specification to draw clear conclusions. J.M. presents evidence for both, the deterrence as well as the brutalisation hypothesis, and tries to explain the conditions under which either of these hypotheses can be supported.
14. See J.J. DONOHUE and J. WOLFERS (2006, pp. 813ff.) . For a similar sensitivity test of the newer deterrence literature, also refer to J. FAGAN (2006, pp. 308-311 
Heterogeneity and Model Specification
[17] Among other things, model specification reflects what one considers to be an appropriate way of dealing with observed and unobserved heterogeneity. KECKLER (2006) provides an overview over both theoretical models as well as empirical studies in the context of heterogeneity and concludes that if there is a deterrence effect, one would expect this effect to differ between different groups of criminals. In particular, the deterrent effect of the death penalty should be more pronounced for criminals who respond less to other forms of deterrence (such as prolonged prison sentences) because of their particular cost-benefit considerations (2006, pp. 116ff.) . Namely this would apply to gangs, serial killers, terrorists and so forth. This is particularly questionable as the law explicitly distinguishes between different types of homicide and, therefore, in the presence of felony murder rules, the probability for a capital punishment ruling will vary among different types of murders.
[19] Besides focussing on heterogeneity with respect to groups of criminals and types of crimes, several review studies also focus on geographic, and in particular state-specific, heterogeneity. J.J. DONOHUE and J. WOLFERS (2006, pp. 826f.) show how sensitive the results are with respect to the exclusion of very active states, namely if Texas and California are dropped from the data, the estimated effects in terms of lives saved or lost range from -42 to +34 and -29 to +30, respectively. Again, this can be taken as evidence for the fragility of the results. 18) [20] Furthermore, according to G. KIRCHGÄSSNER (2011, pp. 467f.) , the failure to adequately take into account heterogeneity introduces concerns related to simultaneity. Provided that a potential criminal can simultaneously choose among different criminal acts, the most appropriate way of dealing with this simultaneity would be in estimating a system of equations rather than only one equation for murder rates. However, a large part of the deterrence literature continues to rely on one murder supply equation only. Another simultaneity problem for which the literature so far has not found an appropriate response is linked to statespecific heterogeneity. Namely states with lower murder rates will have less need for the use of the death penalty. At the same time, their murder rate might simply be lower due to the fact that by performing fewer executions, the state has experienced less brutalisation. 16 . On this, see also J.J. DONOHUE (2009b, p. 796ff.) . In this context, it is also worth noting that around the year 2000, violent death rates among street gang members in the U.S. were close to seven per cent, whereas in the same time period the number of executions constituted three per cent of death row. In other words, for particular types of criminals, the risk of violent death appears to be higher than the risk of execution. 
Importance of Particular Assumptions
[21] Another relevant concern of previous review articles is related to the assumptions of economic analyses of the deterrence effect of the death penalty. Namely, economic models of crime assume that criminals are rationally behaving individuals and that the emotionality of murder does not constitute a barrier to deterrence.
19)
Further, the literature assumes that the subjective risk perception of a potential criminal individual is equivalent to the objective risk of apprehension, conviction and execution. 20) . Behavioural economic alternatives to the classical economics of crime approach have been reviewed by N. GAROUPA. According to the author, relaxing the rationality assumption would allow for an enrichment of modelling behaviour, but comes at the cost of losing tractability (2003, p. 12) . Another critique has to do with the assumed direction of causality, where most analyses assume that an increase in the risk of execution causes a change in the murder rate, although it might just as well be the other way around. 21) [22] Implicit and explicit assumptions regarding time-and state-specific heterogeneity are also mentioned as a concern in several reviews. For example, when following a time series approach in the style of I. , one assumes that the way in which the covariates influence murder rates does not change over time. However, it is difficult to justify why, for example, the impact of the share of unemployed or non-white members of the population should remain unaffected by the pronounced changes in the social and civil rights legislation that took place between the thirties and the sixties of the last century. 22) [23] According to CH.F. MANSKI and J.V. PEPPER (2011), conclusive results on the deterrent effect of the death penalty can only be found if one is willing to make rather strong assumptions. The authors start with a set of weakest restrictions and find very ambiguous results. The stronger the assumptions they impose, the smaller the degree of ambiguity. However, since the gain in conclusiveness hinges on the introduction of strong assumptions and therefore the results are very sensitive, it is questionable how much knowledge one gains from this. Similar to other reviews, CH.F. MANSKI and J.V. PEPPER (2011) provide evidence for diametrical results, depending on the assumptions they impose.
Prior Beliefs of the Researcher
[24] Using Bayesian statistical methods, W.S. MCMANUS (1985) shows how prior beliefs of the researcher and selective perceptions can influence the results in deterrence studies. Given that the deterrence question cannot be answered in an experimental setting, the researcher has to decide among many different specifications which ones he is going to select for publication. In a situation where contradictory results can be found, researchers might tend to pick the specification that leads to a result close to their prior hypothesis. In other words, researchers could be tempted to try and find convincing support for the position that is the most aligned with their prior beliefs. According to W.S. MCMANUS (1985, p. 425) this issue cannot be resolved unless one is willing to give up the single-equation framework used in most deterrence studies.
23)
[25] In the case of the death penalty, the results appear to be not only influenced by ideology and prior beliefs, but also by the scientific discipline of the researcher. Economists, in particular, are much more likely to find evidence for a deterrence effect than other social scientists, notably, using the same data sets as the researchers from disciplines such as law or sociology.
24)
G. KIRCHGÄSSNER (2011, p. 469) explains this with the fact that "economists believe in incentives more than other social scientists do". Similarly, S. CAMERON (1988, p. 308) asks "why are economists so keen to endorse deterrence when they could reasonably suppose that it doesn't work? Prior social conditioning could be responsible as economists grow up in a particular culture and are no more immune to its myths than anyone else".
Data Quality
[26] Most systematic reviews dedicate a section to data quality issues. Early deterrence research heavily relied on the use of national time series data from the FBI, based on the Uniform Crime Reporting Scheme (UCR). The use of this data is insofar problematic as the UCR scheme was voluntary in its early years and many agencies did not participate. After 1960, the number of agencies that complied with the UCR and reported arrests and convictions increased drastically.
25)
Homicide figures were adjusted ex post by the FBI on the basis of current data, although several authors have raised doubts regarding the validity of these estimates as, for example, W.J. BOWERS and G.L. PIERCE (1975, p. 190) . Starting with S.K. , the Vital Statistics, which can be considered to be a more appropriate measure of homicide, have been used as a source of homicide data. 26) [27] D. NAGIN (1978, pp. 99-110 ) reviews 23 studies out of which most of them rely on the use of the National Prisoner Statistics (NPS) or the Uniform Crime Records (UCR). Although, at first sight, the evidence might be interpreted as supporting the deterrence hypothesis, D. NAGIN (1978, pp. 111ff.) demonstrates the inadequacy of the evidence that is due to substantial flaws in the data. D. NAGIN (1978, p. 97, p. 113) shows that measurement error (intended or unintended distortions in crime data either across jurisdictions or across time) can generate an inverse association between published crime rates and any sanction variable that has published crime rates in its denominator. For example, states where police departments record fewer crimes (than actually happened) will then tend to have lower crime rates 23. See for this also G. KIRCHGÄSSNER (2011, p. 451) .
24. See for this also D. HERMANN (2010, p. 798) .
25. See for this J. CHAN and D. OXLEY (2004, pp. 7f.) 26. See for this J.A. FOX and M.L. RADELET, 1990, pp. 35f.) . and higher measures of sanction rates -which could create the illusion of deterrence.
27)
Since many deterrence studies use the same denominator in the execution rate as the numerator in the conviction rate, the potential bias resulting from measurement error ought to be taken very seriously. 28) [28] Furthermore, D. NAGIN (1978, p. 98, p. 129) points out that in jurisdictions with tougher sanctions (i.e., in states where conviction probability is higher and/or the time served is longer), the inverse association between crime and sanctions is likely to reflect an incapacitation effect rather than a deterrence effect. This is because during the time while a criminal individual is incarcerated, he cannot commit another crime. So naturally, states that keep a larger share of their (potentially criminal) population locked up in prisons will reduce their crime rate. Confounding of incapacitation and deterrence effects will then bias the results. 29) [29] According to G. KIRCHGÄSSNER (2011, p. 466 ) data issues persist even in more recent, methodologically more sophisticated studies. In particular, the results are still extremely sensitive to the definition of the deterrence measure and the dependent variable. Furthermore, data on important states such as Florida is still far from being complete which, according to J. FAGAN (2005) and R. WEISBERG (2005, pp. 159f.) , is likely to bias the results.
[30] In addition, several reviews mention issues that are linked to the use of national aggregated data, namely that causal inference is rather challenging, i.e., how an execution in one state is meant to deter murder in another state.
30)
An alternative is represented by performing time series analyses on individual states, although it remains unclear to what extent the results can be applied to other states.
31)
Using cross-sectional data on all US states alleviates this problem to some extent, but, as J. CHAN and D. OXLEY (2004, p. 8) as well as P.J. COOK (1980, pp. 256f .) state, it introduces difficulties related to unobserved heterogeneity. This problem is alleviated in newer studies that mainly rely on panel data and state-specific fixed effects, often combined with an instrumental variable approach as, for example, in J.M. SHEPHERD (2004a, pp. 6f.) . However, as J.J. DONOHUE and J. WOLFERS (2006, pp. 804f.) argue, these studies remain very fragile when it comes to changes in the model specification and/or the construction of the instrumental variables.
Sample Period
[31] S. CAMERON (1994, p. 204) presents numerous studies that show that the finding of a deterrence effect crucially depends on the exclusion of post-1962 data in the US and exclu-27. See for this K.L. , but also S. CAMERON (1988, p. 308ff.) , J. CHAN and D. OXLEY (2004, pp. 5ff.), P.J. COOK (1977, pp. 187f.) , as well as J.A. FOX and M.L. RADELET (1990, pp. 38f.) .
28. See also S. CAMERON (1994, p. 204 RADELET (1990, pp. 39f.) or D. GLASER (1977, pp. 248f.) sion of the years 1956-1968 in the UK.
32
The combination of execution-free data with earlier data has been criticized in several review studies, for example by D.C. BALDUS and J.W. COLE (1975 , pp. 184f.), S. CAMERON (1994 as well as by D. GLASER (1977, pp. 243f.) . 33) S. CAMERON (1994) argues that since there is evidence for a structural break in the data, pooling the two series would not be appropriate.
[32] In a review of the new deterrence literature using panel data, J. FAGAN (2006, pp. 284ff.) shows that the results are very sensitive to extensions in the observation window. According to the author this is mainly due to the fact that while the number of executions sharply decreased from 1999 to 2004, the murder rate remained relatively stable.
34)
Meta-Analyses
[33] As aforementioned, it is not a priori clear what a correct model for testing deterrence would look like, but rather it is up to researchers to explain why a particular type of model setup is appropriate in order to test the deterrence hypothesis. Needless to say, this entails the risk of subjective beliefs and ideology influencing the choice of data or the estimation technique. Combining the results of different studies into one meta-study therefore represents one way to reach more objective results. B. YANG and D. LESTER (2008) have carried out such a meta-analysis covering 104 peer-reviewed journal articles that were published following I. . Yet, only 95 studies have been considered by B. YANG and D. LESTER (2008, pp. 457ff.) to be based on adequate data. Out of these and according to their evaluation, 60 studies provide evidence in favour of the deterrence theory and 35 studies provide evidence against it. However, the results appear to hinge on the type of study carried out: Time series and panel data studies on average find a deterrence effect. The results from crosssectional studies, studies of single executions and those taking into account the publicity of executions, however, were inconclusive, i.e., the average effect was not statistically different from zero.
[34] In the above-mentioned literature review of third generation studies, E. COHEN-COLE et al. (2009, p. 337) argue that relatively small methodological differences can lead to fundamentally different results. A priori, one can find theoretical support for both assumptions and both statistical methods -which makes it very challenging to compare such studies, as they are both "right" in some way. In order to deal with this model uncertainty, E. COHEN-COLE et al. (2009, pp. 338ff .) follow a model averaging approach where model-specific estimates are averaged using posterior probabilities.
35)
The main result from the analysis by COHEN-COLE et 32. On this, see also J.A. FOX and M.L. RADELET (1990, pp. 36-38) , as well as L.R KLEIN et al. (1982, pp. 146-147) .
33. [35] In a meta-analysis of eighteen deterrence studies of the third generation, G. KIRCHGÄSSNER (2011, pp. 466ff.) comes to a similar conclusion. Provided that the results of the included studies differ widely, it is challenging to draw firm conclusions. Overall, the mean of the reported t-statistics is negative, which provides some support for the deterrence hypothesis.
36)
However, the evidence remains inconclusive, particularly because of the fragility of the results to specification changes.
[36] D. DÖLLING et al. (2009, pp 209f .) perform a meta-analysis of the deterrence effects of different types of punishment. In total, 391 studies are considered in this meta-analysis out of which fifty-two studies are concerned with the death penalty. The authors find a significant deterrence effect of punishment in minor crime cases, particularly in studies relying on experimental data. However, the meta-analysis does not indicate that the death penalty deters murder (2009, pp. 219-221) . Again, there appears to be a pronounced influence of methodological and statistical choices on the results.
37)
[37] A comparable set of studies has been analyzed by D. HERMANN (2010) who conducts a meta-analysis of eighty-two papers on crime and punishment out of which fifty-two study the effect of the death penalty. Among the death penalty studies, he finds a pronounced divide between the economic and other social science faculties with respect to the result of the deterrence studies. Namely, forty-nine per cent of publications by economists in economic journals find a deterrence effect that is statistically significant. However, if a contribution by another social scientist, for example, a criminologist, sociologist, or a member of a law faculty, is issued in a publication outlet in the respective field, only twenty-eight percent of the publications state a statistically significant deterrence effect of the death penalty. He also shows that there is a correlation between the publication medium and the result of a study, as papers by economists who claim to prove the existence of a deterrence effect are mainly published in economic journals. He does, however, not employ formal statistical tests. It remains, therefore, unclear whether this latter effect simply reflects that economists mainly publish in economic journals or whether there is an independent influence of the editors of economic journals such as that they prefer papers that are in line with the existence of a deterrence effect. studies with cross-sectional data. However, this finding has not been statistically tested, either. Thus, there is room for another meta-analysis investigating these hypotheses more seriously. Moreover, because more studies are available, there exists today a larger data set than the ones used in these studies.
A New Meta-Analysis
[39] We have tried to include in this meta-analysis all papers with original analyses, starting with the paper by I. and up to 2011. Altogether, we have found 102 papers employing statistical procedures, out of which 87 come to definite conclusions. In 34 papers, results in favour of a significant deterrence effect are presented which might justify the imposition of the death penalty. 53 papers come to the conclusion that if there is any evidence for a deterrent effect at all, it is so precarious that the imposition of the death penalty cannot be justified by the results of empirical research. The remaining 15 papers are inconclusive, i.e., the authors did not want to derive any conclusion or policy-recommendation from their analysis.
38)
The literature review presented above as well as the results of the previous metaanalysis by D. HERMANN (2010) suggest that a major cause for contradictory results might be whether the authors of the studies are economists or not. However, other factors might also play a role, such as the kind of data, as, for example, B. YANG and D. LESTER (2008) state, but also different methods or estimation procedures. Moreover, economic conditions might also have an effect because the models attempt to explain the number of homicides in a certain area and year. Finally, if not only economists who are participating in this debate but also editors of economic journals have stronger a priory beliefs in favour of the deterrent effect of death penalty than, for example, editors of sociological or law journals, it might be easier to publish results supporting a deterrent effect in an economic than, for example, in a law journal. If this is the case, we face reverse causality, but this should also become obvious in the estimation equation of a meta-analysis.
[40] We start with the following equation: DET The study claims that there is a significant deterrence effect. AECON The (one) author is an economist. ANECON The (one) author is not an economist. ECONJ The paper has been published in a (scientific) economic journal. NECONJ The paper has been published in a scientific journal, but not in an economic one. TS Time series data are used. CS Cross-section data are used. Because the dependent variable is a binary one, we employ a probit estimator.
The classification of the corresponding papers is given in
39)
Except for YEAR, all explanatory variables are also binary variables. The standard errors are clustered according to the (groups) of authors; the 87 observations lead to 51 clusters. 40) [41] In the empirical analysis, the dependent variable DET takes on the value '1' if a paper finds a deterrence effect, and '0' if it does not. The undecided papers will be denoted as missing. We include two dummy variables for time series (TS) and cross-section (CS) data; for panel data both take on the value '1'. We also include two variables for the publication medium, for Economic (ECONJ) and for other (NECON) scientific journals, be they, for example, from Sociology or Law. The default category is newspaper articles. We use three variables in order to capture the methods the authors have employed: OLS for ordinary least squares, WLS for weighted estimation methods, and INST for instrumental variable estimators and other advanced estimation methods such as GMM or, for example, Poisson regression. The reference category in this case includes studies employing simple comparisons. Economic development is represented by the development of real income (Y) and unemployment (U). The publication year (YEAR) is included in order to test whether there is a trend in the results, if, for example, the death penalty has gained or lost acceptance in the scientific community over time. The variable for the United States might indicate that there are differences between the United States on the one hand and the two other countries for which studies exist, i.e., the United Kingdom and Canada.
[42] In a first attempt, we include the variable for the author being an economist as well as the one for the author not being an economist in the equation, because there are also papers written jointly by economists and non-economists. The results are given in Table 1 (Model 1).
41)
None of the explanatory variables turns out to be significant. This also holds for the two variables describing the professions of the authors. There are, however, only very few papers with economists and non-economists as co-authors. Thus, these two variables are very highly negatively correlated. Taken together, the coefficients of the two author variables are highly significant: the χ 2 -value of the Wald-test is 15.34, which is significant at a level below 0.5 per cent. Similar tests for the other groups of variables failed to provide evidence for any signify-39. We also used a logit estimator and an ordered probit one including all 102 papers where we classified the dependent variable as '+1' if the authors state a deterrent effect, '-1' if they deny it and '0' if they remain undecided. The differences between the results of these estimation methods are negligible.
40. If we include all 102 papers, we get 64 clusters. cant impact, neither for the publication medium, nor the kind of data, the estimation method or the inclusion of economic variables. The use of cross-sectional data appears to be associated with a lower probability to find a deterrence effect, but this effect is only significant at the ten per cent level. The publication year did not have a significant impact, either. The same holds for the comprehensive test whether all these variables together have a significant impact: the p-value of the χ 2 -statistic is 0.652.
Preliminary results of this model are presented in G. KIRCHGÄSSNER (2013).
[43] To take account of the high multicollinearity, we have re-estimated the equation by only including the variable for an economist (Model 2) or a non-economist (Model 3) as author.
The results are also given in Table 1 . The z-values of the two author variables indicate that they have a highly significant impact in their respective equations. At the same time, the value of the Hannan-Quinn information criterion improves. On the other hand, the impact of all other variables remains insignificant, irrespective of whether we consider the single variables separately, the groups of variables or all variables together.
[44] Besides the individual coefficients, the overall predictive quality of a model is also of interest, i.e., we would want to know whether our model is able to correctly classify the papers into the categories "deterrence" (DET=1) and "no deterrence" (DET=0). The results for all models are given in Table 2 . If we assume that a deterrent effect is stated whenever the probability estimate is equal to or higher than 0.5, and that it is denied if this probability is below 0.5, then, in Model 1 and 3, 28 out of 34 papers that affirm a deterrent effect are correctly predicted and 27 out of 34 in Model 2. With respect to the 53 papers in our meta-analysis that deny the presence of a deterrent effect, our prediction is correct for 43 papers in Models 1 and 2 and for 44 papers in Model 3. Thus, in all three models over 80 per cent of all papers are correctly classified. [45] For all three equations, the overall Wald test shows that all explanatory variables together -except those for the profession of the authors -do not have a significant impact. Therefore, we can reduce these equations by only including the latter variables. This leads to the results presented in Table 1a . The pseudo R 2 s are now somewhat lower, but the standard errors of the regression have been reduced as well and the Hannan-Quinn information criterion has considerably improved. In Models 1a and 3a, 28 papers that affirm a deterrent effect and 42 papers that deny it are correctly predicted. Model 2a correctly classifies 29 papers that support the existence of a deterrence effect and 40 papers that deny it. This leads to a slightly lower share of correct classifications of 80.5 per cent and 79.3 per cent, respectively. The estimated values of the parameters of interest are, in absolute terms as well as with respect to their statistical significance, quite similar. Thus, this reduced model works astonishingly well: the professional orientation of the authors seems to be the only relevant factor for the basic message of these papers. [46] As the results in Table 3 , Model 4 show, we get a significant result for the publication medium if we exclude the profession of the authors from the test equation. If we consider the single parameters, the estimated coefficient for the economic journals is significant at the 5 per cent level. This result holds despite the fact that the two variables for the publication media are highly correlated; the correlation coefficient is -0.808. The Wald test for the combined effect of both variables is, with χ 2 = 14.69 and 2 degrees of freedom, significant even at the 0.001 level. This effect is, however, not robust to the inclusion of the profession of the authors, which is not surprising because the canonical correlation between the two groups of variables, (ECONA, NECANA) and (ECONJ and NECONJ) is -0.772. This reflects the trivial fact that economists publish mainly in economic journals and other social scientists mainly in other journals; once we include the profession variable, this spurious result vanishes.
[47] The distinction between papers that deny a deterrence effect and those that do not draw a conclusion might be somewhat artificial because authors who argue against this effect often do so because the evidence is too fragile to draw any serious conclusions. Therefore, in an additional equation we re-specify our dependent variable, asking only whether the authors claim that a significant deterrence effect exists or not. Thus, we get 34 papers claiming and 68 papers denying a significant deterrence effect. Results from estimating the full model but excluding the variable for authors who are not economists are given in Table 3 , Model 5. We get nearly the same results as in Model 2 which has the same specification but uses a restricted data set: only the variable for the profession of the author is significant. If we re-estimate the model excluding all insignificant variables, we get the result that 29 of the 34 papers which claim a deterrence effect are correctly predicted, but only 44 of the 68 papers that do not claim it.
42)
Thus, now there are only 71.6 per cent correctly classified.
[48] Our sample differs somewhat from the earlier sample of B. YANG and D. LESTER (2008) . On the one hand, we have introduced new studies which were not yet available when these authors performed their analysis. On the other hand, we have excluded some of the studies that they have taken into account because these studies, mainly older ones, did not employ econometric methods. With respect to the 75 studies included in both samples, there are also 6 papers where we differ with respect to the classification. This holds, for example, for the two papers by J.M. SHEPHERD (2005) [49] To check whether different classifications have an impact on the results, we reestimated our model including only those 75 papers in our sample which have also been con-42. This corresponds to Model 5a in Table 2 . sidered by B. YANG and D. LESTER (2008) . The results that we receive when employing their classification are presented in Table 3 , Model 6. The author variable for economists is still significant, but only at the 5 per cent level. The dummy variable indicating that the data are from the United States is now also significant at the 5 per cent level. Taking all explanatory variables together, except for the economist as author dummy, we again fail to reject the null hypothesis that the variables jointly do not have an impact at any conventional significance level. This reinforces our result that the professions of the authors are the only variables with a significant impact on the results of the studies. If we, therefore, estimate the restricted model with only the profession of the author as an explanatory variable, 23 out of the 30 papers which claim a deterrence effect are correctly predicted and 29 of the 45 paper that do not claim this.
43)
Thus, 69.3 per cent of all papers are correctly classified.
[50] If we use our own classification (Model 7), the t-statistic for an economist as author is 3.24, i.e., the estimated coefficient is again significant at the 1 per cent level. The Wald test for the combined hypotheses leads to χ 2 = 12.38. With 11 degrees of freedom, this is again not significant at any conventional level: the p-value is 0.336. Now, 23 papers that claim and 32 papers that do not claim a significant deterrence effect are correctly classified, which implies a correct classification of 83.3 per cent.
44)
Thus, the difference in the classification scheme has some effect, but it does not change the overall result: the only robust and significant effect is related to the profession of the author(s).
[51] Table 2 summarises the predictive qualities of the estimated models. Except for Model 5 and 6, in all other specifications about 80 per cent of all cases are correctly classified. Given the fact that in nearly half of the models we only use one explanatory variable, and that we use two different classifications, this is a rather high percentage rate. 45) [52] As nearly all papers are written by American researchers, these results suggest that the majority of (American) economists who are active in this field believe that the incentives provided by the threat of the death penalty are sufficiently severe in order to deter a significant number of potential murderers from committing homicide. The majority of other scientists, in particular members of the law and other social sciences faculties, appear to believe that most homicides are committed for reasons which can hardly be influenced by the threat of severe punishment. Thus, even if they might exist, the incentives resulting from the threat of capital punishment are too small in order to justify the use of the death penalty in the light of its heavy moral problems. This basic divide of convictions might cause authors to come to such different conclusions, even if they use the same data and method. As is shown in the next section, by minor changes in the estimation equations, this is possible without violating the rules of serious academic work. Table 2. 44. Coefficient estimates for Model 7 and 7a not presented. The share of correct predictions for Model 7 and 7a is provided in Table 2 .
This corresponds to Model 6a in
45. Due to the fact that DONOHUE, JOHN J., and JUSTIN WOLFERS (2006) who are a Law and an Economic professor and deny a deterrent effect, the predictive quality of the estimated model is slightly higher if we employ the variable for a non-economic author instead of the one for an economic author.
Some Re-Estimations
[53] In deterrence research, scientists tend to derive highly contradictory results, even though they base their decisions on the same data sets and comparable methodologies. The meta-analysis carried out in the previous chapter has shown that in a comparison of 102 previously published papers on the deterrence effect of the death penalty, the only relevant predictor of different outcomes appears to be the affiliation of the authors.
[54] If we accept the result from the previous section that economists are significantly more likely to find a deterrence effect than other social scientists, the second question stated above becomes relevant: is it possible to reach such different conclusions without violating scientific standards? As mentioned above, W.S. MCMANUS (1985) explains the diverging results with selective perceptions of the authors, given their a priori beliefs. But this presupposes that contradictory results can be reached by minor modifications of the estimation equations. In order to show that this is possible we employ a panel data set of U.S. states already used by H. DEZHBAKHSH and J.M. J.J DONOHUE and . 46) [55] The sensitivity of the death penalty data has been shown before, for example, by L. KATZ, S.D. LEVITT and E. SHUSTOROVICH (2003) , but also by J.J DONOHUE and J. WOLFERS (2006) . Their approach is insofar particular as they provide exact re-estimations of original results from previous papers and subsequently show how minor modifications can turn around main conclusions. We want to add to their results by putting an estimation strategy that has previously been employed by H. DEZHBAKHSH and J.M. under further scrutiny. In the first column of The following four columns show our own manipulations of the data and estimation strategy. All estimated equations displayed in Table 4 employ weights that represent population size together with time and state-specific fixed effects. Standard errors have been clustered at the state level.
[56] H. DEZHBAKHSH and J.M. used a panel data set of 50 U.S. states during the period from 1960 to 2000. Their coefficient estimate for the number of executions suggests that additional executions have large and highly significant deterrence effects on the murder rate in the same state and year. As can be seen in column 1 in Table 4 , the estimate of -0.145 is significant at all conventional significance levels. The execution variable used is defined as the number of executions in a given state in a given year over the time period from 46. We use the data as being reconstructed by J.J DONOHUE and J. WOLFERS (2006, see p. 805 [57] J.J DONOHUE and J. WOLFERS (2006, Table 5 ) replicate this estimation and extend it by including year instead of decade-specific fixed effects; column 2 in Table 4 depicts our reestimation of this specification. The use of decade instead of year fixed effects has been criticized by J.J DONOHUE and J. WOLFERS (2006, p. 805f.) on the grounds that a decade dummy could not sufficiently capture time trends in a decade like the 1970s where both criminal policies as well as murder rates have seen pronounced changes. In particular, the death penalty moratorium from 1972 through 1976 represents a temporary, but dramatic change in crime policy; furthermore the murder rates were lower during the early or late 1970s than during the moratorium. A decade fixed effect implies a constant time trend over the entire decade and will therefore not be able to reflect these trends.
[58] As already pointed out in Chapter 2.2, J.J DONOHUE and J. WOLFERS (2006) Our reestimate of this modification is provided in column 3 in Table 4 .
[59] We further extend this analysis by using the modified execution variable (i.e., the number of executions in a given state in a given year per 100,000 residents) over a longer time horizon; we extend the survey period to cover all periods from 1934-2000. 50) Our estimate of the coefficient on the execution variable (column 4 in Table 4 ) is highly comparable to the one received by J.J DONOHUE and J. WOLFERS (2006) (column 3 in Table 4 ), both in terms of economic as well as statistical significance. Also the adjusted R 2 values of 0.836 and 0.835 are very similar. Thus, in the present specification, using a longer sample does not appear to affect the results; in both estimations the effect of executions on murder rates is statistically insignificant. The numbers in parentheses are the t-statistics of the estimated parameters. '***', '**', '*' or. ' ( * ) indicates that the corresponding null hypothesis can be rejected at the 0.1, 1, 5, or 10 per cent significance level, respectively.
[60] The estimation equation in column 5 of Table 4 also uses data from 1934 until 2000, but relies on the execution variable as defined by H. DEZHBAKHSH and J.M. , i.e., the total number of executions in a given state without controlling for population size. The resulting coefficient estimate is negative and highly statistically significant and therefore comparable to the original result that H. DEZHBAKHSH and J.M. received using a shorter sample (column 1). The use of an extended sample period can be considered as a robustness test, i.e., if a relationship between two variables is only significant for a given time period, one would want to be reluctant to base policy recommendations on it.
As the results in column 3 and 4, as well as in column 1, 2, and 5 in Table 4 are highly similar, this does not seem to be a problem in these data. The sensitivity of the results with respect to the definition of the execution variable appears to be more worrisome. In column 6 of Table 4, we provide yet another modification where we use the number of executions per 100,000 inhabitants, together with the longer sample from 1934-2000, but this time we exclude the unemployment rate and the police variable. The estimated coefficient of the execution variable is now positive and statistically significant at the ten per cent level. In other words, increasing the number of executions in a given state would be associated with an increase in the murder rate of that state. This result is contrary to what H. DEZHBAKHSH and J.M. find and yet, the differences with respect to the estimation equation in column 1 and column 6 of Table 4 are neither excessive, nor based on dubious scientific behaviour. Putting the number of executions in relation to population size is arguably more appropriate than using the absolute number of executions. The same holds for the use of yearspecific rather than decade-specific fixed effects.
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Omitting the police variable that has been insignificant across all previously employed specifications appears to be reasonable as well. The omission of the unemployment rate is, however, somewhat more difficult to justify, particularly since we find in all other estimations presented in Table 4 a statistically significant relationship between the unemployment and the murder rate. However, one could argue that per capita real income captures, to a certain extent, changes in the unemployment rate. This can also be seen in column 6 of Table 4 where the estimated coefficient on per capita real income becomes significant at the 10 per cent level once we omit the unemployment variable. Including controls for income, but not for unemployment in the estimation equation is a strategy that has been employed by several authors, who notably do not agree with each other regarding the existence of a deterrence effect. 52) [61] A positive and statistically significant association between executions and the murder rate is also found in column 7 in Table 4 where we include the prison death rate per 1'000 prisoners in order to reflect prison conditions. This variable has previously been used by L. KATZ, S.D. LEVITT and E. SHUSTOROVICH (2003, p. 319ff.) who argue that if potential criminals are indeed rational, then prison conditions in general and the probability of dying in prison in particular can be expected to enter potential criminals' utility calculus. In addition, we 
Concluding Remarks
[62] Despite nearly fifty years of econometric research, there is still an intense discussion on whether the death penalty has a deterrent effect or not. Many economists believe in the deterrent effect, but most other scientists who participate in this debate do not. Supporting this impression, our meta-analysis shows that the major and only significant driver of whether the author(s) claim(s) that the death penalty deters potential murderers is his/her profession. But these divergent results do not necessarily imply that scientific standards are violated. There are, of course, also recent studies that do not keep up with today's scientific (econometric) standards, but our re-estimates using data originally employed by H. DEZHBAKHSH and J.M. and by L. KATZ, S.D. LEVITT and E. SHUSTOROVICH (2003) show that by employing relatively few as well as justifiable modifications can lead to contradictory results. This clearly shows the sensitivity of the findings and, therefore, supports the claim of the NA-TIONAL RESEARCH COUNCIL (2012) that such results ought not to be used to influence policy decisions regarding the appropriateness of the death penalty.
[63] The literature on the deterrent effect of capital punishment is overall inconclusive; thus, the fact that individual authors persistently claim to have found solid evidence in one or the other direction, raises two questions. Firstly, what are the causes for these different findings? Do different data samples, estimation methods or time periods lead to different results, or do the outcomes merely reflect prior convictions of the authors? Secondly, to what extent is it possible to derive such diverging results by slightly changing the specification of the test equations without violating scientific standards? After a survey of the over forty reviews of this literature available so far, we perform a meta-analysis of 102 studies published between 1975 and 2011. The profession of the author is the only significant explanatory variable: Economists claim significantly more often to have found a significant deterrence effect than scientists from the law or other social science departments. On the other hand, using a panel data set of U.S. states, we show how easy it is to derive contradictory results by employing alternative specifications. Thus, our results support the claim that the empirical evidence presented to date is by far too fragile in order to base political decisions on it.
[64] Our results also reinforce the considerations of W.S. MCMANUS (1985) that selective perceptions might be the cause for divergent findings. If rather different results can be obtained under reasonable assumptions, researchers will consider those outcomes as being reliable which correspond to their pre-conceptions. In this respect, economists are no different from other scientists. And because economists tend to believe more in incentives than other (social) scientists, these differences in the results obtained are not really surprising.
[65] If, following the conclusion of the NATIONAL RESEARCH COUNCIL (2012), the deterrence argument can no longer be used to defend the use of the death penalty, it becomes difficult to defend it at all. In this situation, moral arguments play a major role. There is, however, also a debate about the moral status of this penalty, as, for example, the discussion between C.R. A. VERMEULE (2005, 2005a) and C.S. STREIKER (2005) shows. But the former, who try to defend the death penalty for moral reasons, rely on its deterrent effect. Taking our results seriously, this position is hard to justify. There is, of course, the possibility to believe in the deterrent effect even if one acknowledges that the empirical evidence is weak.
53)
But then, one should at least also acknowledge that there is no scientific basis for this belief. 
Zusammenfassung
