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1. IN-~-REDUCTION 
This paper is concerned with the existence of nontrivial positive solutions 
for the semilinear elliptic equations: 
lu =f(x, u) in I2 
(*) 
u I m = 0, lim u=O 
IX .7 
ll4 = if(x, u) ina,i>O 
u I ,w = 0, lim u = 0, iv1 - 3, 
(**) 
where Q is a smooth unbounded domain, Q c R”, n 2 3, lu = 
-ZDi(a,(x)D,u)+b(x)u is uniformly elliptic with ati=uj,~C,‘,+‘n 
L”(a), 0 <h E Cg, n L”(B). The conditions on f will be given below. 
There have been many studies of problems (a) and (*i(). We mention, in 
particular, Atkinson and Peletier [3], Berestycki and Lions [4], EBerger 
[5], Coffman and Marcus [9], Ding and Ni, [lo, 111, Gidas, Ni, and 
Nirenberg [13], Gidas and Spruck [14], Kawano [16], Kusano and 
Naito [18], Kusano and Oharu [19], and Ni [21]. Most of the results 
were obtained either for the radially symmetric case or for cases which 
admitted suitable radial majorants. There are fewer papers which deal with 
the general problem, see, e.g., [8, 22, 231. In [22], Noussair and Swanson 
showed the existence of a positive solution to (*) by arguments involving 
the Mountain Pass Theorem and increasing sequences of bounded 
domains. In [8], Chaljub-Simon and Volkmann used weighted Sobolev 
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spaces. Although the conditions on f in Refs. [8,22] are different, both 
assume h(x) > ho >O. This is a significant assumption in the case of 52 
unbounded. Noussair and Swanson considered the more general case of 
h(x)>0 in [23], where they showed the existence of a solution to (**) for 
i,= I, (some J,>O), under the assumption that 
O<f(.Y. u),<C(l+ [XI”)) IUI’, with 0 < a < 2, 
(n + 2 - 2a)/(n - 2) <s < (n + 2)/(n - 2). Finally, we mention the related 
results of Kawano, Satsuma, and Yotsutani [ 173, and Li and Ni [20]. The 
existence of a positive solution to (*) is obtained for I= -A, f (x, u) = 
d( (x1)1/, I <s < (n + 2)/(n - 2) in [ 173 under the condition JE $(r)r dr < clc, 
while in [20] under the condition JF &r)rc” s(n-2’1.‘2 dr < cc. 
The aim of this paper is to establish more general conditions under 
which (*) (or (**)) has a positive solution-or infinitely many solutions- -- 
in Lp(Q), for some p given below. Our main tools are weighted spaces and 
various variants of the Mountain Pass Theorem, see, e.g., [24, and references 
therein]. We consider the general case b(x) 20 and do not require the 
existence of radial majorants. After some preliminary discussion, we present 
our main results in Section 3. We prove, in particular, that solutions of (*) 
will exist in the subcritical case if 1 f(x, t)l <g(x)t” with g E Lpo n L”(Q) for 
some p. =po(n, s). The paper concludes in Section 4 with some remarks 
and illustrative examples which explicitly compare our results to earlier 
work. We show, for example, that under nonradial conditions on f (compare 
with those given in [23]), (*) has a positive solution. In the same way, we 
conclude that (**) has a positive solution for any i. > 0. We also show that 
the integration condition Jo” &T)T r’ - r’n-2)3?‘2 dr < zz of [20] is equivalent 
to ours in some radial cases (see Example 2 of Section 4, see also [20, 
Th. 3.191). However, it seems to us that in the general radial case our 
condition and this one are not comparable. We also mention that the 
method in [20] is particularly suited to the homogeneous function of order 
s : f(x, tu) = Pf (x, U) (see the proof of Theorem 3.18 in [20]). 
2. PRELIMINARIES 
For any Banach space, we denote by B,(x) the ball of radius p centered 
at x, with B, P B,(O). Let a(x)=max{b(x), (1 + Ix12)-‘} and let E be the 
completion of C,“(Q) under the norm 
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We observe that we may define on E another norm formally given by 
Ilull~ = (lu, u) and note that Hardy’s Inequality (see, e.g., [2, Lemma 11) 
implies the equivalence JJuJJO - J/u/l,. 
Note that the presence of the positive weight function rr implies that (1. I(,, 
defines a norm on H’*‘(Q n { [XI< r}) which is equivalent to the standard 
H’v2 norm We thus immediately conclude that sequences bounded in (1. I(, 
have localy convergent subsequences in L2 even if b = 0. This compactness 
property is used repeatedly in the sequel. 
We observe the following basic properties of E: 
LEMMA 0. (a) 1s b(x) > b0 > 0 then E h fi’s’(Q) and Lz-, h L2. 
(b) Soboleo’s Inequality: I(u(I~,,,(~ 2j < C IIVull, holds in E. 
(c) IfuEE fhen u+, u-EE, 
Proof (a) is immediate by definition, while (b) follows from a limit 
argument from CF. Finally the proof of (c) is the same as for fi’s’(Q). 
We now state our hypotheses onf: 
(1) fe c;,,@ x R) and 0 <f(x, I) in Sz, x R+ for some open set 
l2, G sz, f( x, 0) G 0; 
(2) If(xr)l~fo(x)+fI(x)ltl’ with fo~L~-lnL”(Q), f,ELmn 
La(Q), 1 < s c (n + 2)/(n - 2), p0 = 2n/(2n - (s + 1 )(n - 2)); 
(3) Either fo=O in (2) or lim,,,, [f(x, t)/(ra(x))] =0 uniformly 
in x; 
(4) There exists p > 2 such that #(x, t) < rf(x, 1) for XEQ, t 20, 
where F(x, 1) = Jh f(x, <) d(. 
We remark that some improvements are possible if b > b, > 0. We refer 
to these explicitly in Section 4. Furthermore, condition (4) could be 
weakened somewhat (with the same proofs). For example, if fi E Lp with 
p=2n/(2n-a(n-2)), O<ac2, then (4) is required only for large t. 
Alternatively, (4) could be replaced by 
pm 2) G ts(& 1), xca-n, t>o, 
crfk 0 G rf(x, f), XEQ,, t 2 a, 
for some Q, bounded, (I > 0. We note that condition (4) is more restrictive 
than the corresponding condition in [23], although for several prototype 
examples they are the same. As mentioned earlier, however, our conditions 
imply that the results for (**) will be obtained for any ). > 0 and not just 
for some I, > 0. In the same way, we can treat (*) and (**) simultaneously. 
Let G(u) = ja F-(x, u) and J(u)=fIlully-G(u) for ueE. Under our 
assumptions off, G, and J are well defined. 
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LEMMA 1. (a) G and J are weakly lower semicontinuous with 
G’(u)(cp) = fof(x, u)cp. 
(b) G’ is continuous and compact from E to E. 
Prooj: (a) Let uk -+ u weakly in E. Since { uk} is bounded in E we 
select Q, = {x 1 1x1 <r,}nQ and observe 
IG(u,) - G(u IQ 
I 
xv u,)-F(x, u)l +CW&; ,,n-n,,(lI~A+ Ilull,) 
+ Ilfi!l,.m,U-0,) (Ilu,II;+‘+ Ilull;“)}. 
Since H’*Z(Q,)4 LP(Q,) is compact for 1 <p<2n/(n - 2) (see, e.g., [l, 
Th. 6.21) and { uk lo, } is bounded in II’.‘( there exists a subsequence 
uk,+u in Lp(Q,), whence uk +u in Lp(Q,). Since JF(x, t)( <<fO(x) ItI + 
(s+ l)-‘f,(x) ItIS+‘, Nemisky operator properties show Ill, F(x, uk) + 
Ja, F(x, u). Since fo E Li - , , f, E Lw, G(uk) + G(u). The differentiability of 
G(u) can be obtained in the same way by means of the arguments in [24] 
for bounded domains. The weak lower semicontinuity and the analogous 
properties for J follow immediately from the properties of [lull,. 
(b) Let iik = G’(uk), t? = G’(u). For continuity, it suffices to show that 
for any sequence u* + u in E there exists a subsequence { uk,} such that 
ii,, -+ u’ in E. Choose Q, as above and note 
!Ifik-~II,<c{!lf(‘~ h)-f(‘* u)IIL-“2),Q,)+ llfollL.,,,.n,, 
+ IlfIIh’O(f2 Q,,(Ibkll;+ Ilull;)}. (2.1) 
Note that { uk} has a subsequence uk, + u pointwise in 52. The continuity 
of G’ follows from If(x, t)12ni(n+2) < C, + Cz Jt12nsi(n+2) in 52, with 
1 < 2ns/(n + 2) < 2n/(n - 2) and the continuity properties of the Nemisky 
operator. To show. compactness, let 52, = {x 1 (xl < r,} n Sz, r,,, + CC such 
that IIhllL~-,,~~n,, + Ilfillmcf2 -R,) < l/m. We observe that (2.1) is valid 
with Q, replaced by 52,. For each m, the compactness of H’~2(~,)~ 
LP(Q,) for 1 <p < 2n/(n - 2) and the boundedness of { uk} in H’*2(Q,) 
imply the existence of a subsequence { ur } and function urn E Lp n H’.2(Q,) 
such that UT +k urn in Lp(sZ,) and pointwise a.e. in Q,. Without loss of 
generality, we assume t”“ln,. , = vm ’ 4 t’. Finally, note that {ii:) is 
Cauchy in E. Indeed, if E > 0 is given, choose m such that [ llfJ/ La- I,o-u,, + 
2c’ llfiIIm,p~D,,l <E/2 where C&sup, { Ill(kll,}, and observe that for k,j 
large ILO., u~)-f(.~:)Il~~,~~+~~(~~,) c ~12 by the arguments used above. 
The weak solutions u of fu =f(x, u) may thus be described as the critical 
points of J, i.e., 
J’(u)(ul)=(u.(~)-j~f(l,u)~=o (2.2) 
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for cp E E where ( ., . ) denotes the E inner product induced by I(. II,. We 
observe the following properties of such solutions. 
LEMMA 2. (a) If/(x, 1) >, 0 then u 3 0; 
(b) UEL~(S~), 2n/(n-2)<pd30. If b(x)>h,>O, then UEL~(SZ), 
26pQx,; 
(c) lim,,,,, u=O. 
Proof (a) Setting cp=u in (2.2) yields (u-, u-) = -sUf(x, u)u- 
6 0, and U- = 0 follows. 
(b) The proof is adapted from a procedure due to Brezis and Kato 
[7] and is a variation of the method used by Figueiredo, Lions, and 
Nussbaum [ 123. We always assume u 20 for otherwise we consider U+ 
and u respectively. Let uk(x) = min{ u(x), k }, k = 1, 2, . . . . For any real 
number i> 1, (u~)~E E. It follows from (2.2) that 
(4 (UkY) G jn Ifb, UN 04cY~ jn I/k u)l u’. 
But 
(4 (u,)l> a& ll(ukP+ ‘)?I2 n 2 C(n, 4Cllukllci+ I~~~+z,I’+’ 
by Sobolev’s Inequality. On the other hand, 
Lox, t)l s c l45, for (11 > 1, some C> 0. 







I Q u(x ) 
r+r+j 
O<U(X)< I Iftxy u)l 4. 
Let i=i,=l+fi,p,=(n/(n-2))(i,+l)=2n/(n-2)+(n/(n-2))8, where 
/I = (n + 2)/(n - 2) -s. It follows that 
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since 
J I.+, u)l d’ G J (fou +fl U2n’(n-2)) 0 <u(x) c 1 0 <U(X) < 1 
G llhll+ ll4lL~+ llfill,~ CIl~l12,,(,-2~12n'(n~2)~ 
Therefore we have u E LPI(Q) by letting k --$ co. This yields u E Lp(Q) for 
2n/(n-2)6p<p,. 
Iterating this process gives 
cIl~kllp,+,l~+‘~ Ch ij) 
i, 
up’ + 
1 c u(x) J. o<u(x)<I Ifk u)l u+} < co, 
where ij = 1 + fi + (n/(n - 2))p + ... +(n/(n-2))iP,pj = 2n/(n-2)+ 
(n/(n - 2))p + ..’ + (n/(n - 2))‘/3. We conclude that u E Lp(Q) for 
2n/(n-2) <P-C co. It follows from this and the assumptions that 
f(x, u(x)) e Lq(Q) for some q > n/2. Set 
We apply Theorem 8.25 of [ 151 and obtain 
Mx)l G ~{Il~lI~“c”-~‘(~,(x)) + IIR., 4llL~(B,(x)J (2.3) 
for some q > n/2. It follows that u E L”(Q). Since EN l?1,2(Q) if b(x) B 
6, > 0, this completes the proof by the standard embedding theorems. 
(c) This is immediate from (2.3). 
3. RESULTS 
We now state our main existence criteria. 
THEOREM 3. Let f satisfy hypotheses (i)-(4). Then (*) has at least one 
classic positive decaying solution u E Lp(sZ) for 2n/(n - 2) <p < co. 
Proof: Without loss of generality, we set f(x, t) = 0 if t < 0. It suffices to 
verify that J satisfies the conditions of the Mountain Pass Theorem (see 
[24, Th. 2.21). If f. E 0, then 
J(u)>; II+-& JDfi I,,,+~>; IIUII:-c ~fi~m Ilull;+‘. 
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If lim,,,, f~ -‘(x)J(x, t)/l=O uniformly with respect to XEQ, then 
If(x, t)l 6&a(x) lt( + C(E) 11j(n+2)‘(n-2’, C(c) independent of x. It follows 
that 
J(u) 2 (; -&C(n)) Ilull f - C(E, n) I(uII yn 2). 
Hence in both cases we conclude there are a, p > 0 such that J(u)> a for 
all UE aB,(O). From assumptions (1) and (4) we have: 0 <@(x, t) < 
d(x, I) for all XE Q0 and I 30. Without loss of generality, assume a, is 
bounded. Integrating shows that there exist LI,, a, > 0 such that F(x, 1) 2 
a, t” -a, for x E Q,, t > 0. Let w  E C,“(Q,) with w(x) > 0, f 0, and let /? be 
a positive number. We observe that 
J(PW) Q fb’ II4 f - 1” J, a, w” + a, 152,l 
yields J(/?w) < 0 for /I large. The compactness of G’( .) and (4) imply that 
the (PS) condition holds (see [24, p. 111). We conclude that J( .) has a 
nontrivial critical point, say u. From Lemma 2 it follows that u E LP for 
2n/(n-2)<p<cc and lim,,, -+.= u=O. Note that f(x, t) =0 for 
(x,t)~Qx(-co,01 gives u>,O a.e., but f(x,t)/t~L&(SZxR’) by 
assumptions (2), (3) whence 
lu- f(x7u) 
[ I 
u=o in a, 
u 
and ud0 imply u>O in Sz by [15, Th. 8.183. 
If we add further conditions, we can show the existence of other 
solutions besides the positive one found above. 
THEOREM 4. Let f sa&fy hypotheses (I )-(4) with 52, = Q in ( 1 ), and f 
odd in t. Then (*) has insnirely many nontrivial decaying solutions which are 
in LP(l?) for 2n/(n - 2) <p < cc. 
ProoJ We apply Theorem 9.12 of [24]. In view of Theorem 3, we need 
only verify that for each finite dimensional subspace ,!?c E there exists 
R = R(E) such that J < 0 on E - BRt~,. Let {ei}z, be an orthonormal 
basis for ,!?. Each UE ,!!? has the form u = xr’, a,e,, a = (a,, . . . . a,)E R”. 
DenoteS,={vEEllal=1}.ForanyvES,,O<~nIvIP~~sincev(x)fO. 
We claim that there are q,, r,, > 0 such that 
I lVl”>,E, (3.1) ;.rEQIxl<rlJi 
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for all II E S,. To see this, observe that IIuJI,= 1 for u E S,, and, since E is 
finite dimensional, 
lI~ll~~,9n(.r~~r~<r”) - II~Il,(Rr\(r~~rlcr~])~ c/2 
if r0 is large enough. Since p > 2, either It’1 4 L“(s2 n {x [1x( < ro} ) in which 
case (3.1) is immediate or we apply Holder’s Inequality, 
11~11 Lwh(r:lrl<rO\ILC II~llI.2(Rrr(11.r1crO}). 
There are (I,, a, > 0 such that 
F(x, t)>a, )llP-a2 (3.2) 
for all (x, t)eQ, x ( - 30, x) by assumptions (l), (4), and f odd in I, 
where Q,= (xEQIIxI <rO), r0 as in (3.1). Observing that for any UE,!?, 
there is DES, such that u= Ru with R= Ijull,, and F(x, r)aO for all 
(x, [)E 52 x (-cc, co), we have from (3.1)-(3.2), 
J(u)=;R’-j-<> F(x,u)-1 F(x,u)<;R’- 
I I 
4x9 u) 
5-l - P, .QI 
d;R’-u,Rl’ i l~l’+u, IQ,1 6;R*-u,~~R”+u~ jQ,l. QI 
This implies J(U) < 0 for all u E ,!? - B R(~,(0) for some R(E) since p > 2. 
COROLLARY 5. Under the conditions of Theorem 3 (resp. Theorem 4) for 
any i > 0, problem (** ) bus one positive decaying solution (resp. and 
infinitely many other decaying solutions) in Lp ,for 2n/(n - 2) bp 6 X. 
4. REMARKS AND EXAMPLES 
We first remark that if b(x) b b,> 0 then some of the assumptions on 
f(x, 1) may be rel axed somewhat. Specifically, assume that the hypotheses 
now are 
(1’) Same as (1). 
(2’) I-/(x, f)l <J”(x) +f, Ills, 1 < s < (n + 2)/(n - 2) with Jo E L2 n 
L”(Q), fl E L”(Q) and IIf, II L~(B,(.r)l --, 0 as l-4 3 a. 
(3’) lim, +0+ f(x, 1)/f = 0 uniformly with respect to x E 52. 
(4’) There exist p > 2 and a > 0 such that 
@lx, 1) d Ef(x, t) for (x, t)EQ x [a, co). 
Observe that G(u) and J(u) are well defined as a consequence of (2’) and 
the embedding theorem: IJuII Ip 6 C IIull,, 2 <p ,< 2n/(n - 2) for all u E E. 
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LEMMA 1’. Let b(x) >, b, > 0 and (2’) hold. Then 
(a) G and J are weakly lower semicontinuous with G’(u). cp = 
jn fb u) . cp. 
(b) G’(u) is continuous and compact from E to E. 
Proof: The arguments of the proof of Lemma 1 are basically still valid, 
except that Ilf, II mcR r2,, and Ilf, II Ipo(f2 . .n,, are replaced by M, ,(f, , Q - Q, ) 
and M,, , (f, , Q - Q,) for some u : 0 < a < n - ((s + 1)/2)(n - 2), where 
M,.~(~, Q)= syp, 
[ 
j Iw(y)I” Iy-xIz--ndy 
BI(.X) 1 
and the Embedding Theorem of Berger and Schechter [6, Th. 2.31 is 
employed to show 
joma, f, IIllS’ ’ =(llf y+“4tr-io. u,))s+’ 
<CM a.s+,(.ff.i,J+‘),n-SZ,) IMl;+ 
= C4.,(f,, Q-Q,) Ibil;’ ‘. 
Observe that M,,(f,, 52 -Q,) and M,.,(f,, Q-Q,) can be made 
arbitrarily small by choosing Q, and Q, sufficiently “large” since by 
0 c a < n - ((s + 1)/2)(n - 2), f, E L” and Holder’s Inequality, 
5 If,(y)1 ly-xl ~n-a~~y6~~llf,II,,~~Cllf,II~~~~,~~,,lh~~ Iv-.rl<l 
as 1x1 + CQ, for some 0 < b < a/n. 
THEOREM 3’. Let b(x) > bO>O and f satisfy hypotheses (l’)-(4’). Then 
(*) has at least one classic decaying positive solution u E L”(Q) for 
26p<c0. 
Proof As in the proof of Theorem 3, assume f (x, t) = 0 for t ~0. We 
only show that J( .) satisfies the (PS) conditions since the rest is the same 
as in Theorem 3. Let {uk} c E with J(uk) < d and J’(u,) --, 0. We observe 
for k large 
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We need only estimate the last term above 
<C 
I (“Lo IUkl +f, bkls+ ‘1 O<Uk(X)<U 
G c IlfOllL~ IId,+ j 
i 




f s+l l”k 
(R-Ql)n{xlO<UI(X)<a) 
but 
So we obtain 
-Cd+’ IISIII, PII. 
Note that M, i (fr , D - Q, ) can be very small if 52, is sufhciently “large.” 
It follows that {r+} is bounded, whence the (PS) condition holds. 
Remark. The analogue of Theorem 4 and Corollary 5 can be easily 
established. Under the additional condition: Z(a/axi)a,j is bounded then 
any solution u found in this section is such that 
lu(x)l < Cepslxi for xE0, 
where C, 6 >O, depending on u. Readers are referred to the proof of 
Theorem 4.7 of [22]. 
We conclude the paper by giving illustrative examples which compare 
our results to some earlier criteria. We first recall that we do not require 
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h(x) > b0 > 0 norf(x, U) to be bounded by suitable radial majorants. While 
we treated explicitly only the case off satisfying assumption (l)-(4) or 
(l’)-(4’), the same proofs also work in the slightly more general case 
If(x, t)l a(x) + i f&u) 14“ 
r=l 
with 1 < si, . . . . s, < (n + 2)/(n - 2). 
EXAMPLE 1. Consider 
-Au =j’(x, u), XER” 
lim u=O 




IX - cc 
(4.1) 
(4.2) 
where n > 2. Suppose f(x, t) =g(x)t’, g(x) > 0 and g(x) = 0(1x1 -“), 0 <u, 
max{(n+2-2a)/(n-2), I} <s<(n+2)/(n-2). Observe that gELPo(R”), 
p. = 2n/(2n - (s + 1 )(n - 2)) since up, > n. Thus f satisfies (l)-(4), and by 
Theorem 3, (4.1) has a positive solution U. Equally(4.2) has a positive solu- 
tion U>,(x) for any i. > 0. Problem (4.2) has been considered in [23] under 
the same conditions. Only for i = lo (some 1,, not any), the existence of 
a positive solution u;,,(x) is obtained. 
EXAMPLE 2. Consider (4.1). Letf(x, r)=g(lxl)t”, 1 <s<(n+2)/(n-2), 
g( 1x1 > 0, g( 1x1) = 0( [xl-“), a> 0. Then (4.1) has a positive solution by 
Theorem 2 if 2na/(2n - (s+ l)(n -2)) > n, i.e., a> ((n- 2)/2)[(n+ 2)/ 
(n - 2) -s] := a,(s). The graph of u,(s) is a straight line with 2 = a,( 1) > 
u*((n + 2)/(n - 2)) = 0, 1 <s < (n + 2)/(n - 2). 
Kawano, Satsuma, and Yotsutani [ 171 investigated (4.1) in this case. 
The existence of a positive solution is guaranteed there by the assumption: 
f; rg(r) dr < 00. If g( 1x1 = O( 1x1 “), u > 0, the integration condition 
implies a> 2, which is much stronger than our condition: a> ((n - 2)/2) 
[(n + 2)/(n - 2) -s]. Li and Ni [20] also considered (4.1) in this case. The 
existence of a positive solution is obtained there under the condition 
1: g(r)+ li(” 2)1’2 dr < co, which, when g(r) = O(r-O), is a > ((n - 2)/2) 
[(n + 2)/(n - 2) -s]. So their condition f: g(r)rC”-s(n-2)1/2 dr < cc coin- 
cides with ours: gE Lpo in this case. The condition gE Lw, p. = 
2n/(2n - (s+ l)(n - 2)) may be the best condition on g, as shown by 
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Kusano and Naito [ 18 3: the equation -AU =g( 1x1 )u’ has no positive 
radial solutions in C&(F) for a < ((n - 2)/2)[(n + 2)/(n - 2) -s], 1 <s < 
(n+2)/(n-2). 
EXAMPLE 3. Consider 
-du+bu=f-(X, u), XER” 
lim u=O, n > 2, 
IVI -x 
(4.3) 
where b(x) -b,, > 0. Suppose f(x, 1) =g(x)r ItI’- ‘, 1 <s < (n + 2)/(n - 2), 
g(x) > 0, x E R”, and 11 g/l Ie~,B,(XJ) + 0 as 1x1 + co. Then (4.3) has infinitely 
many solutions, at least one of which is positive, such that /U(X)] < CF~‘~‘; 
some C, 6 > 0 depending on U, by the remark in this section. But by the 
result of Noussair and Swanson [22], only one positive solution can be 
obtained in this case. Chaljub-Simon and Volkmann [8] considered (4.3) 
using a different method under the condition: g(x)> Ce-‘tX’* at co, for 
some C, 6 > 0 and obtained the existence of a single solution. 
We still consider (4.3) but suppose &x)=0, f(x, r)=g(x)r (fJ’-‘, 
1 < s < (n + 2)/(n - 2), g(x) > 0, g E LPo and g is nonradial. The existence of 
infinitely many solutions (at least one is positive) is guaranteed by 
Theorem 3 and Theorem 4. To the best of our knowledge, this cannot be 
obained by any earlier results. 
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