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MATHEMATICS 
HINREICHENDE BEDINGUNGEN FUR ANALYTISCHE, 
HARMONISCHE UND SUBHARMONISCHE FUNKTIONEN. V 
VON 
L. R. J. WESTERMANN 
(Commtmicated by Prof. J. RIDDER at the meeting of December 23, 1961) 
Nach Erweiterung des Satzes C folgen Anwendungen. Diese so erhaltenen 
Resultate werden erweitert mittels Verfahren von BESICOVITCH, SAKS 
und ZYGMUND und eines Satzes von BRELOT. 
§ 21. (Verallgemeinerter) Satz C*. Die Annahmen uber Bereich 
__,. 
B, Rand C und xOy seien wie in Satz C. V 1(x, y) (PU>(x, y), Q<l)(x, y)) 
und der adiungierte Vektor ~z(x, y) - (l_l3U>(x, y), QU>(x, y)) werden in B, 
___,. _,. 
fur l= l, 2, ... , lo, die gleichen Eigenschaften wie V, ~ in Satz C haben. 
Zu iedem Punkt (x, y) E B-Ez, wobei Ez abziihlbare Teilmenge von B, 
gehiire ein positiv orientiertes, im allgemeinen schiefwinkliges Koordinaten-
system Xz(x, y)OYz(x, y), mit cxz(x, y), {h(x, y) wie cx(x, y), {J(x, y) in Satz C. 
V orausgesetzt wird : 
l 0 in den Pnnkten (x, y) E B-E 1 sind die extremen Derivierten 
und ebenso die von Or11;;;.ii> endlich 52); 
2° f<l)(x, y) ist eine uber B Lebesgne-integrierbare Funktion, fur die in 
fast allen Pnnkten von B 
fU>(x,y) ~ Dx11x,y) \l3x1(x,y)(x,y)+Dr11.,,y) Or11x,y)(x,y)-Wt(X, y) [l= l, 2, ... , Zo] 
ist; 
3° ist 0 1 die (offene) Teilmenge von B, deren ieder Pnnkt (x, y) eine in 
B liegende Umgebnng .Qz(x, y) hat, mit 
SJI f<l)(x, y)da ~ SR<I> P<l)dx+QU>dy, bei iedem Segment 1 C .Qz(x, y), 
R(I) positiv orientiert, 
so nehmen l_l3<l)(x, y) und :0,(l)(x, y) in iedem k-fach zusammenhiingenden, 
abgeschlossenen Bereich I5 C 0 0 1 · 0 2 • ••• · 0 10 ihre Maximal- und Minimal-
lcerte in Punkten des Randes R(D) an (k= l, 2, ... ; l= l, 2, ... , l0 ). 
52 ) Vergleiche Fu13n. 36. ~Xzlw.ii> und Oy11;;;,ii> sind die Komponenten von j8z 
parallel zur Xz(x, i])- und Yz(x, i])-Achse. 
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Nun ist: 
SJBf<O(x, y)da ~ fcP<Odx+Q<Ody [Z= 1, 2, ... , Zo]. 
Satz 0* folgt unmittelbar mit dem allgemeinen Theorem (II, § 8) und 
folgender Erweiterung des Hilfssatzes 9. 
(Verallgemeinerter) Hilfssatz 9*. Unter den Bedingungen von 
Satz 0* ist fur jedes in B liegende Segment 1, mit positiv orientiertem 
Rand R(I), 
Hz f<Z>(x, y)da ~ SR(l) P<Odx+Q<Ody [l= 1, 2, ... , Z0]. 
Beweis. Dieser folgt die gleichen Hauptlinien wie der des Hilfs-
satzes 9. 
Setzen wir voraus, daB es unter den Bedingungen von Satz 0* fur ein 
Segment 1 C B ein l gibt mit 1 ~ l ~ Z0 und 
(73) Hz f<l>(x, y)da > fR<I> P<Odx+Q<l>dy. 
Dann ist die MengeS der Punkte von B, in deren jeder Umgebung Seg-
mente liegen, fur die eine Ungleichung (73) gilt, nicht leer; S ist sogar 
perfekt in B. U sei ein Segment in B, das im Innern Punkte von S 
enthalt; nun sei F = (U·S). -+ z. 
Das Lemma 1li:iBt sich in B anwenden auf ~h(x, y), F mitE= ,! E 1 53), 
l-1 
und in den Punkten von B·F-E als Geraden d1<l>(x, y), d2<l>(x, y) die 
in den Voraussetzungen von Satz 0* (und von Hilfssatz 9*) angenommenen 
X1(x, y)- bzw. Y1(x, y)-Achsen. Daraus folgt die Existenz eines Stuckes 
Il1 von F, bestimmt durch ein Segment 11 C U, eines positiven a1 <sfoo 
-+ 
und eines Systems S1(Il1. a1), das in bezug auf die dp> und ~1 den 
Bedingungen in der Definition von S(II, a) (§ 16) genugt. 
Das Lemma 1 laBt sich abermals anwenden bei Ersetzung von 
~1(x, y), F, d1 <1>(x, y) oder X1(x, y)-Achse, d2<l>(x, y) oder Y1(x, y)-Achse 
-+ 
bzw. durch ~2(x, y), II1, d1 <2>(x, y) oder X 2(x, y)-Achse, d2<2>(x, y) oder 
Y2(x, y)-Achse, wodurch ein Stuck II2 von Il1, bestimmt durch ein 
Segment 12 C h, ein positives a2 < 3 f 00 und ein System S2(Il2, a2) mit 
analogen Eigenschaften wie die von S1(II1, a1) erhalten werden. 
So fortfahrend gelangt man nach Zo Schritten zu einem Stuck Ilz0 von 
F, bestimmt durch ein Segment 1z0 C lzo-1 C U, mit zugehorigem 
Szo(Ilzo, C!zo)· 
-+ 
Von nun an konnen wir fur jeden der Vektoren ~~mit zugehorigem 
f<1> [Z= 1, 2, ... , Z0 ] und II10 die Betrachtungen der heiden letzten Absatze 
-+ 
von § 17 und von §§ 18 bis 20 fur ~ mit f und II wiederholen. Daraus 
53) E ist somit eine abzahlbare Menge, deren jeder Punkt als eine in B 
abgeschlossene Menge zu betrachten ist. 
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folgt sodann die Existenz eines Punkte von F enthaltenden Teilbereiches 
von B, in welchem fiir jedes Segment 1 gilt: 
fSI j<l)(x, y) da ~ SR(l) P<Odx+Q<l)dy mit 1 ~ l ~ lo. 
Wir gelangen zu einem Widerspruch. 
§ 22. Folgerungen a us den Siitzen 0 und 0*. 
Folgerung 1. Der Bereich B mit Rand 0 und xOy seien wie m 
Satz 0 und Satz 0*; f(z) = u(x, y)+iv(x, y) sei stetig in B. 
Zu jedem Punkte (x, y) E B-E, wobei E eine abziihlbare Teilmenge von 
B, gehiiren zwei positiv orientierte, im allgemeinen schiefwinklige Koordina-
tensysteme X1(i, y)OY1(i, y) und X2(i, y)OY2(i, y), und in einem solchen 
Punkte (x, y) sind die extremen Derivierten nach X 1(x, y) und nach Y1(i, fj) 
der Komponenten p~;<z.ii>(x, y) und q¥;<z.ii>(x, y), parallel zur X1(i, fj)- und 
Y1(i, y)-Achse 54), des Vektors ~1(x, y) = ( -v(x, y), -u(x, y)) endlich, 
ebenso wie die extremen Derivierten nach X2(i, fj) und nach Y2(i, 'fj) der 
Komponenten p~!<z.ii>(x, y) und q~;<z.ii>(x, y), parallel zur X2(i, 'fj)- und 
-Y2(i, 'fj)-Achse, des Vektors }lh(x, y) = (u(x, y), -v(x, y)). 
A u[Jerdem wird in fast allen Punkten von B vorausgesetzt : 
(74) bp~;<Z.ii>(x, 'fi) + bq¥;<:t.ii>(x, 'ff) = 0 bp~;<z.ii>(x, Y) + bq~;<z.ii>(x, '!i) = 0 Mbis). 
(')X1(i, y) (')Y1(i, 'fj) ' bX2(i, y) bY2(i, y) 
Nun ist 
Sc f(z) dz = 0, 
und f(z) analytisch in B. 
Beweis. 01. 0 2,03 und 04 seien die offenen Teilmengen von B mit 
folgender Eigenschaft: jeder Punkt (x, y) einer Menge 01 hat eine in B 
liegende Umgebung Q1(x, y) derart daB fiir jedes Segment 1 C QJ(x, y) 
die jte hier folgende Ungleichheitsrelation gilt: 
0 ~ fR<I> udx-vdy; 0 ~ fR<I> -udx+vdy; 0 ~ fR<I> vdx+udy; 
0 ~ fR<I> -vdx-udy. 
Daraus folgt fiir jeden Punkt der offenen Menge 0 = 01 · 02 · Oa · 04, daB die 
Segmente 1 in einer willkiirlichen Umgebung C 0 des Punktes die Relation 
fR<I> f(z)dz = fR<I> udx-vdy+i fR<I> vdx+udy = 0 
54 ) Hier gibt es eine gleichartige Bemerkung wie in Fu/3n. 36. 
Mbls) Es ware moglich diese Bedingung durch eine weniger fordernde Bedingung 
zu ersetzen, und zwar durch: in fast allen Punkten von B ist Px,<z.ii> p~:<z.ii> 
tx, fi) + PY.<z.ii> q¥;<z.ii> (x, Y) ~ o ~ Dx,<z.ii> P~:<z.ii> (x, ii) + .DY,<z.'Y> q¥;<Z.'Y> (x,y), 
und Px,(z.ii> p~;(z.ii> (x,'fi) + PY,ix.y) q!f;(z.ii> (x,fj) ~ 0 ~ Dx •(x.y) P~!(z.ii> (x,'fi) + Dy,ii.ii> 
q'f~<:<.ii> (x, fi). 
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erflillen, wodurch f(z) analytisch in 0; Bedingung 3° von Satz C* wird 
nun erftillt mit f(l) = ... = f(4) = 0 in B, P(l) _ u, Q(l) - - v; p(2) - u, 
Q(2) _ v; p(3)- v; Q(3) _ u; p(4)- -v, Q(4) _ -u in B. Nach Satz 0* 
folgt: 
fcf(z)dz=O, 
und f analytisch in B. 
Spezialfall 1a. Nimmt man in Folgerung 1 X 1(x, y)OY1(x, y) und 
X 2(x, y)OY2(x, y) in jedem Punkt (x, y) von B-E als zusammenfallend 
an, wodurch sich ohne Indizes schreiben liiBt: X(x, y)OY(x, y), ist a(x, y) 
der Winkel von positiver x- zur positiver X(x, Y)-Achse (bei positiver 
Umdrehung), mit O~a(x, Y)<2n, und {J(x, y) der Winkel von positiver 
X(x, y)- und positiver Y(x, y)-Achse, mit O<{J(x, y) <n, so geht Bedingung 
(74) tiber in: 
(74) o(u+iv) o(u+iv) 
o[X(x,y). ei"'(x.v>] o[Y(x,y). ei[IX(x.Vi+/l(o:.vn] 
in fast allen Punkten (x, y) von B, 
d.h. in fast allen Punkten z=x+iy von B ist die Ableitung von f(z) parallel 
zur X(x, y)-Achse gleich der parallel zur Y(x, y)-Achse 55). 
Ftir die Ableitung aus Folgerung 1 vergleiche man in Teil II, § lObis 
die Ableitung von Spezialfall 2b aus Folgerung 2. 
Der hier gegebene Spezialfall ist der bekannte Satz von MENCHOFF 
tiber Analytizitiit komplexwertiger Funktionen 56). 
Folgerung 2. Der Bereich B mit Rand 0, und xOy seien wie in 
den Siitzen 0 und 0*. Zu jedem Punkte (x, y) E B-E, wobei E eine 
abziihlbare Teilmenge von B, gibt es ein Achsensystem X(x, y)OY(x, y) 
mit zugehOrigen Winkeln a(x, y), {J(x, y) wie in Satz 0. 
u(x, y) sei eine in B nach x und nach y stetig differenzierbare Funktion, 
wobei die Ableitungen ~:, ~~ auf 0 Grenzwerte haben sollen. ~(x, y) sei 
in B der Vektor mit Komponenten - ~u, - ~u in bezug auf xOy. 
uX uy 
In jedem Punkte (x, y) E B-E seien die extremen Derivierten nach 
X(x, y) und nach Y(x, y) der Komponenten Px(x.ii>(x, y) und qnx.ii>(x, y) 
--+ 
des Vektors ?S(x, y), parallel zu den Achsen OX(x, y) und OY(x, y), endlich, 
55 ) Daneben konnen den Bedingungen tiber extreme Derivierte nun folgende 
Form gegeben werden: in den Punkten (x, y) von B-E sind die extremen Derivierten 
von u und v nach X(x, fj) und Y(x, y) endlich. Vergl. die FuB. 21) und 22). 
56) Siehe [14], S. 60; die hier gegebenen Bedingungen fordern etwas weniger 
als die in [ 14] ; so nimmt MENCH OFF ( 7 4bis) in allen Punkten von B-E an. 
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wahrend in fast allen Punkten (x, y) von B 
(75) opX(x,y) + oqY(x,y) = 0 56bis) 
oX(x, y) oY(x, y) 
sei. 
Dann ist 
und u harmonisch in B fur die Veranderlichen x, y. 
Der Beweis folgt aus Satz 0*, mit lo=2, i81(x, y) (- ~~'- ~;), 
~2(x, y) =( +~~' + ~;), E1=E2=E, X1(x,y)OY1(x,y) und X2(x, y)OY2(x, y) 
mit X(x, y)OY(x, y) zusammenfallend fiir (x, y) E B-E, f(l>(x, y) = 
= f<2>(x, y) = 0 in B. Dann muB 
ou ou 
0 = fSBf<1>(x,y)da ~ Sc oy dx- ox dy und 
ou ou 0 = ffe f<2>(x y)da < fc-- dx +- dy 
' = oy ox ' 
omit 
ou ou f c - dx - - dy = 0 
oy ox 
sein. 
Spezialfall 2a. Werden in Folgerung 2 alle SystemeX(x,y)OY(x,y), 
mit (x, Y) E B-E, als rechtwinklig angenommen, so ist in den Punkten 
(x, y)- (X(x, y), Y(x, Y)) E B-E 
und geht fur fast alle Punkte (x, y) von B die Bedingung (75) in 
o2u o2u 
oX(x,y)2 oY(x, y)2 = 0 
uber. 
Folgerung 3. Die Bedingungen sind dieselben wie in Folgerung 2 
mit zwei Ausnahmen: 1° in (75) ersetze man= durch ~; 2° ~~ und ~; 
nehmen in jedem k-fach zusammenhangenden abgeschlossenen Teilbereich il 
56 bis) Auch diese Bedingung ist durch eine weniger fordernde zu ersetzen, und 
zwar durch: in fast allen Punkten (x, jj) von B ist 
Px(x.:Yl Px(x.:Yl + Pnx.:YJ qY(x.:YJ ~ o ~ Dx(x.:YJ Px(x.:YJ + Dn;r,;y, qY(x.:YJ· Vergl. 54bis). 
57) Vergleiche Teil I, (6a) bis (6d). 
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von B (k= 1, 2, ... ) ihre Maximal- und Minimalwerte in ii auf dem Rande 
Ji -H an. 
Dann ist 
(76) i"Ju i"Ju Sc - dx - - dy ::;;: 0 i"Jy i"Jx - ' 
und u(x, y) subharmonisch in B fUr die Veranderlichen x, y. 
---+ 
Beweis. Hier gentigt schon die Anwendung von Satz 0 mit }B(x, y)-
- (- ~:, - ~;) und f(x,y) = 0 in B. Daraus folgt (76), und eine analoge 
Ungleichheit fur jedes Segment 1 C B. Nach einem Satze von SAKS B) 
ist u nun auch subharmonisch in B. 
Spezialfall 3a. Werden in Folgerung 3 alle Systeme X(x,y)OY(x,y), 
mit (x, y) E B-E, als rechtwinklig angenommen, so ist in den Punkten 
(x, Y)- (X(x, y), Y(x, y)) E B-E 
i"Ju i"Ju q -- - 57) 
Y<x.vl- - i"JY(x,y)' Px(z.v) = - i"JX(x,y), 
und geht fUr fast alle Punkte (x, y) von B die in Folgerung 3, 1° angedeutete 
Ungleichung in 
i"J2u 
i"JY(x, y)2 ~ o i"JX(x,y) 2 
Uber. 
Bemerkung. Das Beispiel -(x2+y2) einer in jedem Bereiche (in 
R<2>) subharmonischen Funktion, welche da nicht harmonisch ist, zeigt, 
daB die Bedingungen von Folgerung 3 nicht gentigen um zur Harmonizi-
tat von u(x, y) zu schliel3en. 
Anwendung eines Satzes von BESICOVITCH-SAKS-ZYGMUND. 
§ 23. Sat z Obis. Satz 0 behalt seine GUltigkeit unter den beiden 
Annahmen: !X. die Funktion f(x, y) ist in B (Lebesgue-integrierbar und) 
nach unten beschrankt bei Vernachlassigung einer Teilmenge vom Ma{J Null; 
00 
{3. die Ausnahmemenge E ist allgemeiner eine Summe ,L En mit jeder 
n-1 
Menge En von endlichem linearen Ma{J und abgeschlossen in B. 
Dies folgt unmittelbar mit dem allgemeinen Theorem mit Bemerkung 
(in II, § 8), und dem 
Hilfssatz 9bis; Unter den gleichen Anderungen, welche aus Satz 0 
zu Satz Obis ftihrten, behalt auch Hilfssatz 9 (§ 17) seine Gtiltigkeit. 
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Beweis. Wie beim Beweise von Hilfssatz 9 setzen wir, unter den 
Bedingungen von Satz Qbis, die Existenz eines Segmentes 1 C B mit 
(77) H:r f(x, y)da > fR<I> Pdx+Qdy 
voraus. Dann gibt es eine in B perfekte Menge S # 0, deren Punkte in 
jeder Umgebung Segmente haben, fiir die (77) gilt. U C B enthalte im 
Inn ern Punkte von S; es sei F ( U · S). In den Punkten von F-E sind 
wegen Voraussetzung 1 o in Satz 0, und somit auch in Satz Qbis und Hilfs-
_,. 
satz 9bis' fiir den zugehorigen v ektor m (X' y) die Annahmen von Lemma 1 
erfiillt, wenn man nur in jedem Punkt (x, y) E F-E die Geraden 
d1(x, y), d2(x, y) bzw. mit X(x, y), Y(x, y) zusammenfallend annimmt. 
Daraus folgt bei der hier auftretenden Menge E entweder die Existenz 
eines Stiickes II von F, eines positiven a< 3 f 00 und eines zugehorigen 
Systems S(II, a) gemaB der Definition in § 16, oder es gibt ein in B ent-
haltenes Stuck II von F, welches zu einer der Mengen En gehort. 
Im ersten Fall hat man nur die Betrachtungen von §§ 17 (En de) bis 20 
zu folgen urn einen Widerspruch zu erhalten. 
Im zweiten Fall sei II bestimmt durch das Intervall u also [II=(u·F)] 
und gehorend zu En0 ; II hat somit endliches lineares MaB. Aus Segment 
i4l C u und uo ·II# 0 folgt, daB in geniigend kleiner Umgebung eines 
Punktes von u0 - II fiir jedes Intervall i mit positiv orientiertem Rand R(i) 
ifJ(i) - fR(i") Pdx+Qdy ~ SJ:i f(x, y) da 
ist. Da f bis auf eine Menge von MaB Null nach unten beschrankt ist, folgt 
in jedem Punkte von u0 - II D-([J # - =, und in fast jedem Punkte von 
Uo-II D-ifJ~j(x, y). Nach dem ersten Hilfssatz von Teil I, § 7 (Satz von 
BESICOVITOH-SAKS-ZYGMUND) folgt fiir jedes in u0 liegende Segment i 
ifJ(i) ;?; Sfr fda. 
Dies widerspricht jedoch u0 ·II# 0. 
§ 24. (Verallgemeinerter) Satz (Obis)*. Auch verallgemeinerter 
Satz 0* behalt seine Gultigkeit unter den beiden Annahmen: ex. die Funktionen 
j<l)(x, y) sind in B (Lebesgue-integrierbar und) nach unten beschrankt bei 
Vernachlassigung einer Teilmenge vom Ma(J Null (l= 1, 2, ... , l0 ); {J. jede 
00 
der Ausnahmemengen E 1(l= 1, 2, ... , l0) ist allgemein eine Summe _2 En<l> 
n~l 
mit jeder Menge En<l> von endlichem linearen Ma(J und abgeschlossen in B. 
Satz (Obis)* folgt sofort aus dem allgemeinen Theorem (II, § 8) und 
folgendem Hilfssatz (9bis)*. 
(Verallgemeinerter) Hilfssatz (9bis)*. Unter den Bedingungen 
von Satz (Obis)* ist fiir jedes in B liegende Segment 1, mit positiv orien-
tiertem Rand R(I), 
(78) S S:r J<n(x, y) da :;;; f R(I) PU>dx+Q(l>dy [l= 1, 2, ... , lo]. 
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Beweis. S, 10 , F seien wie im Anfang des Beweises von Hilfssatz 9* 
( § 21 ). 
Z0-fach wiederholte Anwendung von Lemma 1 fiihrt zu einem Stuck 
II10 von F, bestimmt durch ein Segment lz0 C U, wobei Ilz0 Teilmenge 
von l Mengen En(l) und von l0-l Mengen Ih mit zugehorigen Systemen 
Si(Ilj, ai ), ist (0:;;;; l:;;;; Zo). 
Von nun an konnen wir fiir jeden der Vektoren ~1 , mit zugehorigem 
j(ll (l= 1, 2, ... , l0 ), und Il10 entweder die Betrachtungen der heiden 
letzten Absatze von § 17 und von §§ 18 bis 20 oder die im letzten Absatz 
des Beweises von Hilfssatz 9bis (§ 23) wiederholen. 
In heiden Fallen findet man fiir jedes Segment 1 C 110 (78) als erfiillt. 
Wir gelangen damit zu einem Widerspruch. 
Ersetzt man in den zugehorigen Beweisen von § 22 die Anwendung 
der Satze 0* und 0 durch die von Satz (Obis)* bzw. Satz Obis, so laBt sich 
zeigen, da[J in den Folgerungen 1, 1a, 2, 2a, 3 und 3a die Ausnahmemenge 
00 
E allgemeiner als eine Summe _L En angenommen werden darf mit jeder 
n~l 
Menge En von endlichem linearen Ma[Je und abgeschlossen in B. 
Anwendung eines Satzes von BRELOT. 
§ 25. Satz. Die Bedingungen seien entweder wie in Folgerung 3 
oder wie im Spezialfall 3a (§ 22) mit Ausnahme der Bedingung tiber die 
Menge E; diese sei hier Sum me von abziihlbar vielen, in B abgeschlossenen 
Mengen En(n=1, 2, 3, ... ), deren jede (und somit auch die Summe aller 
En) von der Kapazitiit Null sei. Dann ist 
au au Sc - dx - - dy ::::: 0 oy ax - ' 
und u(x, y) subharmonisch in B. 
Beweis. Dieser folgt die gleichen Linien wie der von Satz Obis (§ 23) 
mit dem Unterschiede, daB die Anwendung des ersten Hilfssatzes von 
Teil I, § 7 (Satz von BESICOVITCH-SAKS-ZYGMUND) durch Anwendung 
von Hilfssatz 7 (Satz von BRELOT) und Hilfssatz 8 (Teil III, § 15) ersetzt 
werden soll 58). 
SchlieBlich laBt sich das Verfahren, welches zu Satz (Obis)* fiihrte 
(§ 24), zum Beweis des nachfolgenden Satzes anwenden 59). 
Satz. Die Bedingungen seien entweder wie in Folgerung 2 oder wie 
im Spezialfall 2a (§ 22) mit dem Unterschiede, da[J die Menge E hier 
Summe von abziihlbar vielen, in B abgeschlossenen Mengen En (n= 1, 2, 3, ... ) 
von der Kapazitiit Null sei. Dann ist u(x, y) harmonisch in B. 
58 ) Vergleiche dabei den Beweis des Satzes in III, § 15 (wo man am Ende 
"nach Folgerung IV bzw. IV*" andere in "nach dem Satz von Saks [5] B)"). 
59 ) Man wende dabei neben Lemma l auch den ersten Satz dieses Par. an. 
