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1. INTRODUCTION AND SUMMARY 
The principle of optimality is so powerful for solving versatile 
optimization problems and for creating a variety of mathematical problems 
for solving functional equations by iteration procedures in a much smarter 
way, introducing suitable policy space, and using optimal policies 
according to a predetermined criterion. 
But, in any case, first a set of recurrence equations are mathematically 
formulated, guided simply by the principle of optimality, though some 
amount of ingenuity might be required for such formulations with each 
problem concerned. 
Then, after such mathematical formulation of recurrence quations using 
so-called maximum return functions involving a certain set of parameters 
related to the state of the system at time t or stage n, some rigorous 
mathematical proofs are pursued concerning the existence of, and the uni- 
queness of solutions to the set of, recurrence equations, and the con- 
vergence of the iteration procedures applied to solve the set of equations, 
mathematically. 
Though, since the discovery of the principle of optimality, i.e., the inven- 
tion of the theory of dynamic programming by Bellman, an endless number 
of successful research works with dynamic programming have been 
published concerning problems in mathematics, sciences, and engineering, 
during the past 30 years. 
Still, the principle of optimality is not a mathematical axiom nor a 
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mathematical theorem, since there is no mathematical structure considered 
at the stage when the principle of optimality is applied. 
Rather, the principle of optimality is a guiding concept or it may be 
called a natural law intuitively discovered by Bellman. 
This point is stressed more concretely in Section 2, in which the 
statement of principle of optimality is described. 
Then, in Section 3, we show how powerful the law, i.e., the principle of 
optimality, is by solving problems of linear programming by dynamic 
programming by merely writing a set of recurrence equations according to 
Bellman’s law! 
Also, in Section 4, we show the derivation of Deming’s optimum 
allocation formula in a sample survey technique by dynamic programming. 
Then, in Sections 5 and 6, we add some comments to previous works. 
Finally, in Section 7, we add some perspective concerning development 
of the theory and future applications of dynamic programming. 
2. PRINCIPLE OF OPTIMALITY AND THE THEORY OF DYNAMIC PROGRAMMING 
Now, let us start by describing the principle of optimality. As Bellman 
wrote 30 years ago, when we are required to make a sequence of decisions 
concerning an action of any kind in an optima1 way with respect o certain 
predetermined criteria, the following fundamental principle is intuitively 
obvious. The phrase “intuitively obvious” is part of the original statement 
by Bellman. In orther words, the following principle of optimality is a con- 
cept of general notion postulated without proof prior to rigorous 
mathematical considerations. 
In some papers concerning mathematical problems, Bellman encouraged 
us to be even bolder in our mathematical formulation, so that we could be 
honest with nature with respect to the phenomena with which we are con- 
cerned, prior to our mathematical considerations concerning the feasibility 
for obtaining solutions and so on. 
In connection with such a description the author considers that 
Bellman’s philosophy and attitude were the powerful incentive and 
motivation for his creating tremendous ideas and mathematical 
methodologies, useful and flexible from the problem-oriented point of view. 
Now, we describe the principle of optimality, saying that it is a natural 
law. 
PRINCIPLE OF OPTIMALITY. An optimal poliq~ has the property that, 
whatever the initial state and the first decision are, the remaining decisions 
must constitute an optimal policy with regard to the state resulting from the 
first decision. 
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3. SOLVING LINEAR PROGRAMMING (LP) 
BY DYNAMIC PROGRAMMING (DP) 
Let us consider the problem of solving linear programming by dynamic 
programming. Note that the problem of solving LP by DP is not men- 
tioned even in his book “Dynamic Programming” [l] but linear program- 
ming is mentioned (on p. 183) as if it were a field of optimization problem 
of another category. 
Now let us explain, with a typical example of LP and its dual problem, 
how to solve LP by DP. 
EXAMPLE 1. Maximize the value 
P= 2x, + 5x,, 
under the constraints 
(3.1 I 
Then, introducing slack variables x3, x4, -Ye so that the inequality con- 
straints (3.1) are rewritten as a set of equality constraints, 
x,+x,=4 
.YI +.u, = 3 (3.2) 
x, + 2.~~ +s, = 8. 
Now we define our maximal return with the three numerical parameters 
4, 3. and 8, by 
(3.3) 
where the maximization is considered under the stated constraints. 
Then, by the principle of optimality, we have 
f,(4,3,8)=y<;; (2x,+f,(4-s,.3,8-.r,)} 
4 2x:+f,(4-?c:,3,8-.\::). (3.4) 
where the meaning off4(., ., .) and .X-T may be self-evident. 
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Likewise, by the principle of optimality, we have one more relationship 
as follows: 
f4(4-x7, 3, 8-x:) 
=ma; {5.~,+f,(4-x:,3-~,,8-.~:-2x,)j 
4 5x:+f,(4-~:,3-~:,8-x : -2x2*) = 5.x: +f&T, x;, x:,. (3.5) 
Therefore, it must be xq* =x: =0 and fJx:, 0,O) =O, since the 
maximization of the value of P with respect o x, and x2 has been finished 
already under the stated constraints. Note that, by the theory of linear 
programming, the existence of the solution is certain, as a set of values x: 
and x;. 
And, from (3.5), 3 -x; = 0 and 8 -XT -2x: = 0, i.e. XT = 2 and x: = 3, 
and XT = 4 -XT = 2; therebyf,(2,0,0) = 0 is satisfied. Thus, the maximized 
value of P under constraints is P* = 2,~: + 5,~: = 4 + 15 = 19. 
We are thus able to obtain the solution to this problem of linear 
programming without utilizing the simplex techniques, but by dynamic 
programming formulation. 
EXAMPLE 2. Let us consider solving the following problem of linear 
programming by dynamic programming. Note that this is precisely the 
dual problem of the previous example, i.e., Example 1. 
Minimize Q = 4 W, + 3 W, + 8 W,, under the constraints 
wizo (i’ 1, 2, 3), 
w,+ w,z2 
W,+2W,L5. 
Introducing slack variables W, and W,, so that (3.6) is rewritten as 
w,zo (i’ 1,2, 3) 
(3.6) 
w,+ w,+ w,=2 (3.7) 
w*+2w,+ w,=5. 
Now, definefJ2, 5) A min(,;) Q under our constraints. By the principle of 
optimality, we have the relationship 
f,(2,5)=4W:+3W:+8W,*+fz(W,*, W,*). (3.8) 
Likewise we considered in Example 1, W,* = 0 and W: = 0 with 
f,(O, 0) = 0, since our minimization procedures were finished at the stage 
denoted by (3.8). 
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Then, from the equations due to (3.7), 
W,?lO (i= 1,2, 3) 
w:+ w:+ w,*=2 (3.7*) 
w:+2w:+ w:=5, 
together with W,* = W: =0 as above, we obtain the following 
relationships: 
w:=2- w:, wz*=5-2w:. (3.9) 
Therefore, 
Q*=minQ=4W:+3W*+8W:=2W:+2(2- W:)+3(5-2W-:) 
+8W;=19+2W:, 
and this value is minimum when the minimizing value of IV,, i.e., WT 2 0, 
is chosen to be zero. 
Thus, we obtain the tinal results 
Q*=minQ= min {19+2W:}=19, 
LV;>0 
obtaining Wf’ = 0, W,* = 1, W: = 2, and UT2 = 0, Wt = 0. 
As is well known from the theory of linear programming we have 
obtained the same answer such that, remembering Example 1, 
max P=minQ= 19, 
I VII { w, j
under the respective constraints, from the recurrence relationships for- 
mulated by the principle of optimality. 
EXAMPLE 3. Let us add one more example of solving LP by DP similar 
to Example 2. 
This is the example treated in [4] as an example of linear programming 
to be solved by the simplex table technique. 
The problem is to maximize the value of P = 3x, + +Y~ + 2x,, with the 
constraints 
x, 2 0 (i= 1, 2,3) 
I, -x2 s 1 
4x, + 2x2 - 3x, 5 10 
(3.10) 
5x, +x2 + 3x, 5 14. 
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Now, introducing slack variables x4, x5, x6, we have the equality con- 
straints 
xi20 (i = 1, 2, 3,4, 5, 6) 
x,-xX,+x,= 1 
4x, +2x,-3x,+x,= 10 
(3.11) 
5x,+x,+3x,+x,=14. 
Now, let us define f6(1, 10, 14) to be the maximum value of 
P = 3x, + x2 + 2x,, under the constraints (3.11). 
Then, by the principle of optimality, we have 
fs(l, 10,14)=max {3x1+fS(l-x,, 10-4x,, 14-5x,)} 
JI 
Likewise, 
=3xT+f,(l-x:, 10-4x:, 14-5x?). 
fs(l-x:, 10-4x;, 14-5x:) 
=max {x2+f4(1-x:+x2, 10-4x:-2.x,, 14-5x:-s,)} 12 
= x: +&( 1 -xl* + X2*, 10 - 4-x: - 2x2*, 14 - 5x: - x?), 
and, f4 (“the above”) 
= 2x: +f3( 1 -x: + x;, 10 -4x: - 2x; + 3x:, 14 - 5x: - XT - 3x?) 
=2X: +fJxq*, XT, x(y), 
where 
x:=x,*=0 and fj(xt, 0,O) = 0, as previously. 
Therefore, we obtain the following relationships: 
y*=2-+j4 
I3 
x: = 8 - 3.x:. 
(3.12) 
Therefore, we obtain the resulting solution 
P*=max P=max (12-:x:} = 12, 
1 XI i 4 
since XT 2 0, with the state values corresponding to P* as, 
x:=0 x,*=8 x:=2 vu 9 2 and x4* = 9, x: = 0, x6* = 0. 
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4. DERIVING DEMING'S OPTIMUM ALLOCATION FOR 
STRATIFIED SAMPLE SURVEY BY DYNAMIC PROGRAMMING 
In this section, we derive the formula of Deming’s optimum allocation in 
a stratified sample survey by dynamic programming, for estimating the 
total sum value of x attached to the respective constituent which belongs to 
the parent population. 
Let us assume that the whole population has been subdivided into M 
categories of strata with respect to the “value” from a certain qualitative 
viewpoint. And let us denote the size of the ith stratum by N,, and the total 
size of the whole parent population by N. Then, N = C,“, N,. Moreover, 
let us denote the standard deviation inside the ith stratum by o,, and the 
average cost required for investigating the respective value attached to the 
individual which belongs to the ith stratum by C,. 
Then, the problem of our optimum allocation is reduced to the problem 
of minimizing the variance of our estimator, i.e., Var.(Cfl, 1 Nix,). with the 
constraint 
c,n,+c,n~+ ... +c,wn,t,- - c, (4.1) 
where n, is the size of the random sample to be drawn randomly from the 
ith stratum, F[ is the sample mean of the sample from the ith stratum, and 
C is our total cost for this sample survey predetermined. 
Then, our problem can be reduced finally to the problem of minimizing 
with respect to n;s under the constraint (4.1). 
Now, let us define f.&{(C) as 
M Nfg’ 
.f,W(C) 4 min C 2. 
,=, nr 
Then, by the principle of optimality, we have relationships 
until the last relationship 
(4.2) 
(4.3) 
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From these recurrence relationships, we derive the formula due to 
Deming: 
NiOi 
n* cc- 
& 
(i = 1, 2 )...) M). (4.5) 
Thus, we have obtained Deming’s formula by dynamic programming, 
without using the Lagrange multiplier. 
Remark. In the case of M= 2, 3, our DP solutions are obtained to be 
(4.5) very easily. Then, the solution (4.5) in the general case of M strata is 
easily derived by mathematical induction. 
5. SOME CONDENSED HISTORICAL REVIEW 
ON SCAN-RESCAN PROCESSES WITH DYNAMIC PROGRAMMING 
AND ITS APPLICATIONS [g-10] 
In connection with the detection of abnormalities in the human body 
(size, shape, position or localization of tumor, cancer, etc.) by 
radioisotopes, Dr. Bellman raised a question irr the early 1970’s: How can 
we decrease the total scanning time by using dynamic programming 
policies for attaining a sufficiently accurate pattern? 
In response to his question, Sugiyama tried to find a useful dynamic 
programming formulation for such purposes. He considered the following. 
After each scanning, spending some time at each grid point in our search 
area, we are able to compute the Bayes posterior probability of each grid 
point to be related with an abnormal level of the Poisson rate (parameter 
value of the Poisson process). 
If we repeat our scanning a number of times, the scanner receives the 
number of Poisson counts repeatedly and thus we obtain a series of 
updated Bayes posterior probabilities in the above sense after each scann- 
ing at each grid point in our search area. 
Then, how useful are these updated Bayes posterior probabilities? After 
each scanning, we are able to obtain the Bayes estimate of the Poisson rate 
at each grid point, based upon the corresponding Bayes posterior 
probabilities. Also, we are able to perform the Bayes multiple decision 
hypothesis testing concerning the Poisson parameter value at each grid 
point in our search area. 
Thus, we have come to the concept of scanning and rescanning over the 
same search area repeatedly. We call such procedures the scan-rescan 
processes. Further, how can we utilize dynamic programming policies in 
our scan-rescan processes? 
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In this context, suppose we are given a specified time span to be spent on 
the next scanning stage. Now, we consider the Bayes mean risk at each grid 
point in our search area with respect to our decision-making such as the 
Bayes parameter estimation, the Bayes hypothesis testing, based upon the 
Bayes posterior probabilities at each grid point computed from the past 
scanning data. Then, summing up Bayes mean risk at each grid point over 
the whole search area, we obtain the total Bayes mean risk as our 
definition. Thus, we can optimize time allocation onto each grid point at 
the next scanning stage by minimizing the total Bayes mean risk so that we 
can attain the most accurate pattern, given a specified time span. 
Such optimization can be possible in dynamic programming by choosing 
our total Bayes mean risk as our return function. 
Moreover, by this seclection of our dynamic programming return 
function, we can obtain a feasible solution which enables online scan-rescan 
processes with dynamic programming to be free from the curse of dimen- 
sionality. We call this procedure within-stage dynamic programming. 
We have seen so far that the repeated application of the Bayes theorem 
with the subjective concept ofprobabilit~: the Bayes parameter estimation, 
and the Bayes hypothesis testing is the fundamental key to our successful 
formulation for our scan-rescan processes with dynamic programming. 
Now, let us describe our formulations mathematically. 
Suppose we have a two-dimensional matrix array of grid points with 
serial numbers i= 1, 2,..., m, and to each grid point there corresponds one 
of the s-levels of parameter values A,, j = 1, 2,..., s, of a homogeneous 
Poisson process. Thus, we have the original two-dimensional pattern by 
our assumed lambda values in our search area. 
Then, suppose our scanner moves our search area a number of times to 
cover all the grid points, following the serial numbers i = 1, 2,..., m, and 
receives the Poisson distributed number of counts ki” with the mean 
A(i) ti”, where A(i) is the Poisson intensity and tl”’ is the time consumption 
at the ith grid point, at the vth scanning stage. 
Thus, we repeat the serial observation on k,, i= 1, 2,..., m, a number of 
times and update our achieved pattern after each scanning based on the 
Bayes estimate of lambda and also based on the empirical Bayes multiple 
hypothesis testing at the respective grid point, if necessary. 
Then, following our previous scan, we apply dynamic programming 
techniques to best allocate a given total time span T,. to be spent at the 
vth scanning stage on each grid point in our search area, with T,. = 
*;‘I + . + p + . . . + [El, 
This is “within-stage” dynamic programming and we obtain “within-stage 
time allocation” to be spent at the next scanning so that we minimize our 
total Bayes mean risk, based upon the rescent probabilities of E.(i) being 
I,,‘s. In case we perform scan-rescan processes, “between-stage” dynamic 
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TABLE I 
Example 1: Computer Simulated Scan-Rescan Processes with 
Dynamic Programming (Two levels)” 
~~~~~i~~~ 
Remark. After scanning of twice the constant speed with T = 5, dynamic programming 
time allocation was used at the third scanning stage, in this case. This time allocation, in T 
units, is 
0 Total time consumption at each stage is TV = 40~ in each case (v = 1,2,..., N). & = 0.2, 
,I, = 1.0 (T = 5). The posterior probabilities {Pi(i,)} after the third scan, our dynamic 
programming feasible solution, offered us f&(407) = 11.87 (actually 12). 
programming is also considered on top of “within-stage” dynamic program- 
ming. By this type of dynamic programming, we could best allocate the 
grand total time T and TV’s and thus tj”)‘s, for our pattern identification. 
Finally, a slight modification of our scan-rescan processes for cancer 
detection offers us a new competent echnique, “scan-rescan processes and 
dynamic programming four sampling inspection,” to detect bad lots among a 
two-dimensional array of an aggregate of lots from a production process, 
in quality control and reliability sampling inspection. 
By this new technique a considerable reduction of total sample size can 
be possible far superior to the customary lot by lot sampling inspection in 
the quality control and reliability testing. 
We have successfully, obtained a number of simulated experiments how- 
ing the usefulness of our new methods. 
Remark 1. All the formulations in our scan-rescan processes with 
dynamic programming are free from “correlation concept,” so that we can 
apply our technique even in the presence of isolated metastasis in our search 
area for cancer detection. 
It is considered natural to assume that cancer cells tend to cohere. Thus, 
it does make sense to assume such “coherency” in our original pattern and 
introduce some search effort additional to our scan-rescan technique, 
based upon a certain “correlation concept” technique. Likewise in the case of 
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TABLE II 
Example 2 [ll]: Posterior Probabilities {P,(,I,)} at Each Grid Point” 
0.037 
0.195 
0.79 1 
0.195 
0.015 
0.088 
0.037 
0.037 
0.983 
0.997 
0.791 
0.006 
First scan 
0.088 0.997 
0.997 0.983 
0.997 0.997 
0.997 0.959 
Second scan 
0.002 
0.088 
0.088 
0.002 
0.088 0.904 
0.088 0.037 
0.088 0.015 
0.088 0.006 
0.022 0.030 
0.035 0.514 
0.002 0.035 
0.004 0.022 
0.586 0.022 
0.026 0.005 
0.063 0.022 
0.026 0.022 
0.063 0.030 
0.063 0.006 
Third scan 
0.015 0.018 1.000 0.035 1.ooo 0.002 0.017 0.005 
0.020 0.003 1.ooo 1.000 1.ooo 0.055 0.023 0.015 
0.002 0.020 1.000 0.997 1.ooo 0.097 0.017 0.015 
0.004 0.015 1.000 1.000 l.ooo 0.041 0.023 0.018 
0.095 0.015 0.005 1.ooo 0.019 0.002 0.055 0.005 
” In this example we consider 1, = 0.2, and 1, = 0.5. This is the most difiicult parameter 
combination, since the two intensities are very close. Nevertheless, we obtained good results 
with our scan-rescan procedure. r = 20. Here, the second scan produces almost the “true” pat- 
tern. 
our group sampling inspection, we may assume some such “coherency” of 
bad lots in our search area. 
When such “coherency” exists in our search problems, we can apply 
some additional “correlation concept” techniques to increase the reliability 
of our attaining the more accurate original pattern, spending some 
additional time, or drawing some additional sizes of sample items. 
Remark 2. Bellman emphasized the importance of the notion of 
hierarchies for many years, e.g., “control systems for controlling systems,” 
or “problem of problem solving” [6]. Likewise, in connection with 
scan-rescan processes with dynamic programming the notion of 
hierarchical evels of dynamic programming is considered to be very impor- 
tant, as denoted by our terminologies, i.e., “within-stage” and “between- 
stage’ dynamic programming. 
In Tables (I)-(N) we list some exemplary results obtained by our 
scan-rescan processes with dynamic programming, including examples not 
published so far (in English), except as oral presentations. 
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6. HIERARCHIES OF SCAN-RESCAN PROCESSES 
AND DYNAMIC PROGRAMMING [S] 
This section was written by Bellman in 1983, though the contents are 
related to Sugiyama’s previous work on scan-rescan processes with 
dynamic programming. 
Introduction 
Given a rectilinear scanning and a two-dimensional search region, the 
scan-rescan processes adaptively control the scanner to move, search 
optimally, and produce a set of convergent patterns, while learning from 
the previous experiences. The theory of the scan-rescan processes, based on 
Bayesian statistics and the dynamic programming formulation, has been 
discussed previously. We extend our previous results to include the 
hierarchical levels of dynamic programming. 
Formulation 
We assign a set of two-dimensional grid points to our search region and 
assume one of the s-values of the pattern class (intensity) Aj, j= I,..., s is 
associated to each grid point. The time ti to be spent at the ith grid point of 
a given search problem is usually subject to constraints of the form 
T, = f tj = constant at the v-th scanning stage 
i=l 
(6.1) 
T = 5 T, = constant for the whole problem 
v-1 
(6.2) 
or 
T, = constant, and t = constant. (6.3) 
In general, a single noisy measurement ki of the scanner at the i-th grid 
point is a function of the variable ti and it follows a known probability dis- 
tribution p(t,, Aj). Our purpose is to control the scanner in such a manner 
so as to optimally attain an accurate pattern in the search area in any new 
scanning stage, while learning from the previous observation and imposing 
the physical constraints. This objective is partially achieved by employing 
dynamic programming and optimally allocating the constant T, (within 
each scanning stage), subject to the constraints of Eq. (6.1). Let us call this 
optimization the within-stage dynamic programming procedure. Here, we 
introduce the between-stage procedure which, as the title implies, would 
DYNAMIC PROGRAMMING AS A NATURAL LAW 69 
optimize on the total constant T of the problem (Eq. (6.2)). We also com- 
bine these two hierarchical levels in our dynamic programming procedure 
in order to achieve a better convergence. 
In previous sections we considered the within-stage procedure, using 
multi-level intensities and two kinds of policies. One of the scan-rescan 
policies was based on Bayesian hypothesis testing and the other on 
Bayesian parameter estimation. Now, we wish to formulate the between- 
stage procedure, keeping the total value of T as a constant. Here, in the 
case of Bayesian hypothesis testing, one can define the loss function as 
L(d,; H;) = c( 1 - 6,) (c is some constant )- (6.3) 
where ~3,~ is a Kronecker delta-function. This is the loss incurred if the 
Bayes decision d, is made as to accept the hypothesis H,: ;I = I., when 
actually H,: A= i, is true. In the case of Bayes parameter estimation, one 
can consider the decision d, to be the Bayes estimate of the unknown 
parameter i. and define L as 
L(d,; A,) = c(d; - A,)’ (c is some constant ). (6.5) 
In both of the above policies the decision rule di is a function of kj”’ and, in 
turn, it is a function of T,,, I! = l,..., N. 
We can define the Bayes mean risk as follows: i.e., we first define 
rj”‘(d,; T,,)= ‘f PjlT”(lj; T,,- 1) E[L(di; I.,)] (6.61 
i= I 
where Pi’ ‘) is the posterior probability of occurrence of Aj at the ith grid 
point and at the (v - 1) scanning stage. The posterior probabilities can be 
computed from the Bayes theorem. 
Then, the total mean risk R at the v-th stage of the scan-rescan 
procedure is defined as 
R”‘( T,,) = f: r;“‘(d;; T,). 
i= I 
(6.7) 
Minimization 
Now the problem is to minimize the above total mean risk with respect 
to T,, in order to find the best allocation for T,, subject to the condition 
that T= zf=, T, be a constant. We solve this problem using dynamic 
programming methods, leaning from our past experiences of the same type 
of pattern search problems with a certain heuristic notion of accuracy of 
the pattern attained. 
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Thus far we have considered two levels of scan-rescan process 
hierarchies: within-stage and the between-stage dynamic programming 
procedures. Another category of interest is the global search stages, where 
we can locate suspicious portions (or portion) and then apply the 
scan-rescan procedure with a smaller mesh size at those regions. In this 
connection we have considered a modified Kiefer-Wolfowitz (K-W) 
stochastic approximation technique developed by Sugiyama et al [7]. This 
extended K-W procedure behaves as a global search procedure at the 
beginning stage and as a local search procedure as time goes on. This 
technique enables one to locate all the local optima within a search region. 
The modification was achieved by adding to the original K-W procedure a 
mean zero artificial noise N(x) with a nonzero variance which decreases 
with each iteration. In other words, if the basic observation is K(X), we 
have 
K*(x) = K(x) + N(x). (6.8) 
Then, the iteration procedure for locating the optimal is given by 
where 
X ??+I = x, + a,, A,, (6.9) 
A,, = 0.5 ‘f e,[K*(x, + e,c,) - K*(x, - eic,)]/c,. (6.10) 
i=l 
{a,} and {c,,} are the positive number series used in the original K-W 
procedure and ei is a unit vector in the space. 
The proposed algorithm, while heuristic in nature, was tested on several 
occasions before and found to be promising. This is also the case here. 
Hierarchies 
Hierarchical structure incurs in many economic, engineering, and 
biomedical processes. In each of these, the techniques of scanning outlined 
above can be used. 
7. SOME PROSPECTIVE DIRECTIONS OF DP MATHEMATICS FOR THE FUTURE 
In the future, we believe that various kinds of fundamental problems in 
functional analysis in abstract spaces, e.g., Banach spaces, Hilbert spaces, 
will be resolved in a much smarter way, by invoking the concept of the 
principle of optimality, using optimal policies, quasi-linearization techni- 
ques, and stochastic approximation methods in abstract spaces. Nonlinear 
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boundary value problems will be numerically solved in a much smarter 
way by subdividing the interval in an optimal fashion by dynamic 
programming, and so on. 
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