ABSTRACT Aiming at the uneven distribution of haze concentration and color imbalance in haze weather images, a natural hazy image enhancement method which combines with multilayer fusion and chunk-based is proposed. Based on the atmospheric physical model, the detail and base layers of scene images can be extracted using multilayer decomposition and nonlinear mapping function. Iterative Box Filter can improve the accuracy of ambient light selection and avoid the imbalance of ambient light estimation. The image is segmented into blocks, and the block images are processed by the same operations which are multilayer decomposition and nonlinear mapping function to obtain the detail maps of block images. By splicing these detail maps into the whole detail maps and combining with the dark channel priori, a good transmittance estimation map can be obtained. Throughout the experiment, the guide image filter is utilized to preserve the edges of the image and color correction is added to the model. The experiment results demonstrate that our proposed method can outperform state-of-the-art methods in both qualitative and quantitative comparisons.
I. INTRODUCTION
Under natural conditions, clouds, fog, haze and other substances will form a complex lighting environment, which will lead to contrast reduction, blurring, color pollution and other problems and seriously affect the application of computer vision systems. [1] , [2] Therefore, eliminating the influence of sub-stances such as fog on image quality is a research hotspot in the field of computer image processing.
There are two mainstream types of methods for dehazing algorithms which are restoration-based and enhancementbased image processing. Enhancement-based image dehazing currently mainly includes a series of algorithms derived from the Retinex method and histogram equalization method. Some of the methods based on nonconventional image enhancement are also becoming more and more competitive. The derivative algorithms of Retinex method mainly refer to Single-scale Retinex (SSR) [3] , Multi-scale Retinex (MSR) [4] and Multi-scale Retinex with color restoration (MSRCR) [5] , which com-bines dynamic range, color restoration, rich details and realism, are currently the The associate editor coordinating the review of this article and approving it for publication was Sudhakar Radhakrishnan. mainstream enhancement-based dehazing methods; Histogram equalization is a kind of method to re-distribute image pixels and add images contrast with intuitive, reversibility, etc.. Its non-linear operation can well balance the brightness of the image. Many scholars have done a great deal of seminal work based on them. Zhang et al. [5] enhanced the global contrast, detail information, and color restoration with multi-scale Gaussian kernels and MSRCR. Simultaneously, he used the guided filter twice to reduce the noise apparently. Park et al. [6] presented a dual autoencoder network model based on the Retinex method to reduce the image noise and perform the low-light enhancement by combining the stacked and convolutional autoencoders. Singh and Kapoor [7] proposed a sub-image cropping histogram equalization method based on median mean, which realized the natural image enhancement. Jasmine and Annadurai [8] utilized the particle optimization with adaptive cumulative distribution function-based histogram enhancement technique to improve the video quality.
Considering the image degradation and using the prior knowledge or machine learning method to estimate the parameters in the atmospheric scattering model to enhance the contrast and saturation of the whole picture are the main idea of restoration-based image processing. Atmospheric scattering model is a principal physical model in the field of image restoration. It summarizes the law of atmospheric scattering and is widely used in fog elimination under natural conditions. Transmittance and ambient light in the model as two dominant factors need to be meticulous selected to contain enough depth information. According to the literatures in recent years, He et al. [1] analyzed a slew of pictures and proposed a dark channel prior algorithm. It can obtain the depth information of the image through dark channel to estimate the transmittance, which becomes a classic algorithm in image enhancement algorithm. Zhao et al. [2] developed a deep fully convolutional regression network for transmittance estimation which achieved a good dehazing effect with deep learning. Fattal [9] discovered that color-lines typically exhibit a 1D distribution in RGB color space and described a Markov random field model which can used to estimate the scene transmission. Sulami et al. [10] exploited a global regularity which they observe in hazy images for recovering ambient light. Like Sulami's method, Shin et al. [11] introduced a color correction algorithm for underwater images. Talebi and Milanfar [12] proposed a fast multilayer Laplacian enhancement method which the idea about multilayer decomposition and Laplace processing is a valuable reference. Whether enhancement-based or restoration-based image dehazing, some typical filtering methods are needed to process the image, such as Gaussian filtering, guided image filtering, bilateral filtering, etc. Improvements to filters have many excellent results in recent years. Du [13] introduced the principle of anisotropic Gaussian filtering and utilized it to estimate the ambient light combing with dark channel prior. Lu et al. [14] improved guided image filtering which dividing the image into layers and using a contentadaptive way to calculate the amplification factor for the detail layer. Gavaskar and Chaudhury [15] proposed a fastadaptive bilateral filtering with a polynomial and an integral, whose complexity does not scale with the spatial filter width.
Gong et al. [16] designed a box filter to preserve both edge and corner with sub-window regression, which proved that this is a highly efficient method.
Combining these excellent ideas, we do some new work based on the atmospheric physical model. In the paper, the natural scene transmittance estimation and the ambient light estimation have been optimized, and image color correction is added to avoid color pollution in the natural image.
II. APPROACH
As Fig.1 . shown, our image processing is the layering and fusion of images and the guide image filter is throughout the method. The whole process consists of four parts: multilayer decomposition, ambient light estimation, transmittance estimation and image color correction.
A. MULTILAYER DECOMPOSITION
The processing method of using Multi-scale Retinex method to obtain multiple low-frequency images by using multiple Gaussian filtering has a good reference in image enhancement. Considering that various scales filter operators have different image effects, we treat images processed by various filter operators as image layers with different optical bands.
For multilayer decomposition, considering the issue of edge retention, using the guided image filter proposed in [17] to smooth the initial image and changing the smoothing scale ε = {ε 1 , ε 2 , . . . , ε n } can acquire the images of different layers which are differentiated to obtain the residual images. The level of smoothing reduces as the smoothing scale reduces (ε 1 is the largest scale and ε n is the smallest scale).
The filtered and residual images of each layer about initial image I are represented as
where is the filtered image and G is the residual image, a and b are constants. According to a series of smoothing scale ε, we select the first filtered image G 1 as the base layer which is smoothed by the largest smoothing scale ε 1 .
Residual images contained gradient information of scenery need nonlinear mapping operation to avoid over-enhanced detail. As in [12] , sigmoid function can be chosen to enhance the residual images and modified to be adaptive. The function is expressed as
where s represents a scale parameter, k represents width factor for the nonlinear region, G i is the mean value of residual image. The nonlinear mapping function can enhance image details meanwhile suppressing artificial halo, because it can curb protuberance valleys of residual images. We consider L i (x) as the detail layer.
B. AMBIENT LIGHT ESTIMATION
As the dominated factor, ambient light is related to the luminance of image. According to the literature [18] , global ambient light is usually selected from the highest 0.1% of the pixels in ambient map. However, due to the presence of some non-atmospheric regions with highlights in the image, it is necessary to optimize the atmospheric illumination values. In [19] , the Quadtrees method is utilized to select atmospheric illumination, which only can find the atmospheric regions but not suppress the brightness of some non-atmospheric highlights, resulting in halos, as shown. We design a box filter that can search for atmospheric and non-atmospheric highlights by shift and multiscale. The method optimizes the selection of atmospheric illumination values, which can suppress halo while balancing global atmospheric illumination.
where l,w pertains to a set of regions (l is the length and w is the width, l * w is the filter scale) which belongs to image f and¯ l,w is the mean value. k l,w represents an all-one matrix of size l * w used to keep the size of U l,w . c is the number of regions with size l * w in image and is depended on the steps of box filter shift. The adjacent regions that are usually selected are not overlapping unless the filtering window needs to exceed the boundary. If the window exceeds the boundary, the area with the size l * w within the image boundary is selected as the filtering area. In order to increase the efficiency of filtering and reduce the number of filtering layers, it is necessary to format the color pictures [20] . Images are stored in a variety of formats, such as RGB format, YUV format, YCBCR format, and so on. Since atmospheric illumination is the embodiment of image brightness, base layer image from Eq. (2) is converted into an YCBCR format image, and the luminance channel Y is used to select the atmospheric illumination value.
The whole process of ambient light estimation is an iterative process and it's mainly divided into four steps which specifically as shown in the Table I.
C. TRANSMITTANCE ESTIMATION
Transmittance estimation is a vital step in achieving atmospheric scattering models. As Eq. (1), Transmittance is closely related to the original image, clear detail map and ambient light. Considering that the fog distribution in the image is not uniform, the whole image defogging cannot get all the details. Based on the previously estimated ambient light, we divide the image into small image blocks and multilayer decomposition and nonlinear mapping for each image block. Get multiple detail maps and then linearly map each detail map. Finally, the detail maps stitching can get the final clear detail map. This clear detail map can be used to estimate the transmittance.
where I ij represents a small image block in initial image, i and j are the row and column. Each image block is the same size and performs the same processing, except that the image blocks that do not meet the set size at the edge of the image are processed according to their size. High-frequency detail images need to be quantitatively stretched to conform to human vision. Similar to the method of high-frequency detail processing in GIMP [21] , [22] , we use the standard deviation and mean of the detail image and add adjustment factors D to linearly quantize the image.
where α and β are the standard deviation and mean of an image block, L ij is a small detail map of I ij after multilayer decomposition and non-linear mapping. A set of R ij can form a clear fog-free map after processing. The map is expressed as:J
The transmittance can be obtained from Eq. (1), which can be expressed as:
J (x) is the ideal image after defogging. We use J Þ(x) instead of J (x) which can preliminarily estimate the transmittance. AsJ (x) is a preliminary clear detail map, the color of the whole image has a very serious offset. However, the transmittance mainly reflects the depth information of the image, so we can only use the depth information ofJ (x) without considering other. In [1] , He et al. proposes dark channel prior algorithm based on statistics, which can effectively preserve the depth information of the image. According to dark channel prior, I dark (x) andJ dark (x) can be obtained which are the dark channel images of the original image and the preliminary clear detail map. Combining with I dark (x) and J dark (x), transmittance can be expressed as:
where θ (we set θ = 0.95) is a parameter to adjust the dark channel image, due to the value of I dark (x)/A closing to 1 in the highlight area. t th is a retention factor to prevent too low transmittance. Since the estimated transmittance has a block effect, we use the guided image filter to process the transmittance image for transmittance refinement and the base layer image is selected as the guide image. The reconstructed image through guided image filter is the final transmittance image.
D. COLOR CORRECTION
As introduced in [11] , ambient light deviations can cause color distortion, so ambient light needs to be reconstructed to correct image color. Image defogging is performed with the base layer image which can be expressed as:
where A b (x) represents reconstructed ambient light, σ 2 and σ 2 th are the standard deviation of A(x) and bias threshold. ρ b is a fixed vector [1/ √ 3, 1/ √ 3, 1/ √ 3] to balance the ambient light. As in [9] , the output image is fused by base layer and detail layers.
III. EXPERIENCE
The method we proposed is implemented on MATLAB 2016b. The hardware configuration of this experiment is 64-bit Windows 10 operating system, based on X64 processor, Intel (R) Core (TM) i5-8300H CPU@2.3GHZ, 8GB RAM. We compare some algorithms in recent years with those in this paper, and analyze the effect of the processed image from different angles. The simulation experiment mainly includes three parts: parameter determination, subjective evaluation and objective evaluation.
A. PARAMETER DETERMINATION
In the ambient light estimation, it is necessary to set the filter size of the box filter and the convergence size of the iteration, which is actually an empirical selection. In order to reduce the influence of high-intensity light in the non-atmospheric part, the size of the box filter generally needs a larger size. We set the size of the box filter for each iteration to the shortest side of the two adjacent sides of the iterative region, namely m = n = min (l, w) (l is the length of iterative region and w is the width of iterative region). The choice of traditional ambient light is usually selected according to the brightest 0.1% of the pixels in ambient map, which means that 100 pixels can be selected as a candidate for ambient light in a 200×500-pixel image. Taking this as a guide, we set the convergence size of the iterative box filter to an area of 100 pixels.
The multilayer decomposition of initial image and block image in transmittance estimation is similar, so the smoothing scale factor of guided image filter used in this method is the same. Three different scaling factors (ε = {0.01, 0.001, 0.0001}) are selected in this paper.
In the process of obtaining a clear map, we use the method of dividing the image into blocks. For multiple sub-blocks of an image, the number of block images affects computational runtime and the effects of image processing, which is a problem we must consider. MSE (Mean Squared Error) [23] is the energy average of the difference between the real image and the noisy image, which can well represent the details and noise level of the processed image. Based on a 400 × 600-pixel image, we analyzed the effect of different size block images on image processing and computational runtime. Because each block image processing method is identical, we can use the Parallel Computing of MATLAB, which can greatly reduce the time of image processing. The number of parallel workers of Parallel Computing depends on the number of cores of the computer CPU. Parallel pools workers that computer connected is 4 in our experience. The results of selection process are shown in the Fig.4 and it should be noted that the start of parallel pool in MATLAB takes some time. We ended up with a 40 × 40 block image size because of its good processing and proper computational runtime.
B. SUBJECTIVE QUALITATIVE EVALUATION
First, we analyze the processed images from a subjective qualitative perspective and four images with typical meaning are selected as the object of this experiment. In the control experiment, we select six outstanding image enhancement algorithms in recent years: Zhao et al. [2] , Galdran [24] , Zhao et al. [25] , Berman et al. [26] , Du and Li [27] and Ling et al. [28] , the results of which are shown in Fig.5-Fig.8 . From the results, all the algorithms have effectively removed the fog, which has obvious enhancement effect on the foggy image, and the details of the image are obviously enhanced. However, in terms of visual effects, different algorithms still have their own shortcomings and advantages, and the difference between different algorithms can be clearly seen.
In Fig.5(b) , Zhao et al. [2] method preserves more detail of the image and suppresses the halo, but at the same time makes the illumination of the whole picture dim, and the visual perception is not good. Similarly, as shown in Fig.5(g) , Ling et al. [28] method also has a significant suppression of ambient light and the contrast of the image is too high, which bring about some distortion in the color. Fig.5(c) shows Galdran [24] method has coordinated features with ambient light and color control, so its visual perception is excellent and the details are richer. In Fig.5(d) Zhao et al. [25] method is very attractive in color, but the color distribution is not balanced and natural, so the overall effect of the image is average. Fig.5(e) shows Berman et al. [26] method has an outstanding enhancement effect, and has a good effect on highlight suppression and detail retention. As shown in Du and Li [27] Fig.5(f) method has a halo, although its visual effect is good, its ability to retain details is weak, but it still has VOLUME 7, 2019 [25] , (e) Berman et al. [26] , (f) Du and Li [27] , (g) Ling et al. [28] , (h) our method. [2] , (c) Galdran [24] , (d) Zhao et al. [25] , (e) Berman et al. [26] , (f) Du and Li [27] , (g) Ling et al. [28] , (h) our method. a good enhancement effect on blur. The algorithm we have introduced is the best overall performance. It has obvious advantages in image clarity and illumination equalization. However, due to the lack of blurring on the sky part of the image, the brightness of the sky is layered, which is not as good as Berman et al. [26] method, the result is shown in Fig.5(h) . Fig.6 is an image with a non-atmospheric highlight that can affect the estimation of ambient light. From Fig.6(b)-Fig.6(g ) point of view, the estimation of ambient light in Fig.6(c) , Fig.6(d) and Fig.6(g ) is more realistic. However, compared with our method, Galdran [24] method can suppress the nonatmospheric highlights well, but it lacks details enhancement and the distribution of ambient light lacks a certain level in Fig.6(c) ; In Fig.6(d) , Zhao et al. [25] method is a bit excessive for the suppression of non-atmospheric highlights, making the image overall un-coordinated and natural, and the details are not rich enough; Berman et al. [26] method has rich color in Fig.6 (e), with a high texture and good visual effects, but due to the artificial processing, some details of the image are not close to the real scene. Fig.6(b), Fig.6 (e) and Fig.6(f) deviate from the estimation of ambient light, making the overall brightness of the image dark, and the color deviation appears in Fig.6(f) and the detail enhancement effect is not strong, which reduces the visual effect of the image. Compared to these methods, our approach has a rich layer of image brightness, making the image closer to a welllit and fog-free scene.
In Fig.7 , six other methods do not achieve color correction, which makes it difficult to eliminate the yellow haze in the image and affects the restoration of image details. In Fig.7(b) , the effect of color contamination on image enhancement is enormous, resulting in almost no increase in detail. Similarly, Fig.7 (f) even adds the effect of yellow haze on the image, making the image processing effect very poor. In Fig.7(e) , Berman et al. [26] method is very successful in restoring image details, which greatly weakens the influence of color on the image. Our method embodies obvious advantages, which successfully eliminates the influence of color haze and has obvious advantages in detail retention. [2] , (c) Galdran [24] , (d) Zhao et al. [25] , (e) Berman et al. [26] , (f) Du and Li [27] , (g) Ling et al. [28] , (h) our method. [25] , (e) Berman et al. [26] , (f) Du and Li [27] , (g) Ling et al. [28] , (h) our method.
In Fig.8 , the best details are retained in Fig.8(b) and Fig.8(d) , but Fig.8(b) does not estimate the ambient light very well, making the image as a whole dark and the visual effect is poor; Fig.8(d) shows the restoration of color is as eyecatching as ever, and the bright colors significantly increase the vividness of the image. The defogging in Fig.8 (c) appears to be incomplete, so that the details of the image are displayed with a fuzzy feeling; Fig.8(f) produces a clear color shift, and the whole image is purple; As Fig.8(e) and Fig.8(g) shown, Berman et al. [26] method and Ling et al. [28] method have advantages and disadvantages on the whole, which one more detail and one color is more true, but the images as a whole have certain defects.
Overall, our method works best in terms of visual effects, color balance, and detail retention. The combination of overall considerations makes our method expressive and has obvious advantages.
C. OBJECTIVE QUANTITATIVE EVALUATION
In this section, we select four quantitative metrics to objectively evaluate the Fig.5-Fig.8 and perform detailed analysis.
The metrics are: PSNR (Peak Signal-to-Noise Ratio) [23] , e ((New Visibility Ratio) [29] , r (Visual Edge Gradient) [29] , FADE [30] .
1) QUANTITATIVE METRICS
PSNR represents the ratio of the maximum possible power of the signal to the destructive noise power that affects its representation accuracy. The new visible ratio e can indicate that how much image details are increased, which can be expressed as:
where f 0 and f i represent the import and export images respectively. Visual Edge Gradient r can reflect the layering of the image. It can be expressed as: In Eq. (16), q i is the correlation parameters with , and r i represents the mean gradient of visual edges between import and export images.
FADE is an effective model which can reflect the level of haze. Combined with these metrics, we can objectively and effectively evaluate the quality of image processing. The larger the value of these metrics, the better the quality of the image.
2) EVALUATION RESULTS AND ANALYSIS
The results are shown in Fig.9 . In conjunction with Fig.5-Fig.8 , for PSNR, although our method doesn't have the optimal value, other methods are best at the expense of the overall look and feel of the image. As shown in Fig.9(a) , Zhao et al. [2] method is optimal in Fig.7 , but its visual perception is the worst, and almost no smog is eliminated. For e and r, our methods have a good performance, rich visual edges, and good quality performance. For FADE, our method performance is also very stable, although the value is not good on some pictures, but it still has an average level.
On the whole, our method has obvious advantages in visual edge gradient performance, and is stable enough in other metrics, and the image visual perception and its natural properties are better than other methods, which is a feasible image enhancement method.
IV. CONCLUSION
In conclusion, we use multilayer decomposition and fusion to improve the ability of image fog removal, and design an iterative box filter to correct ambient light. We get the transmittance of the image by using image block and the clear image obtained roughly, and use color correction to make the image closer to nature. our proposed method based on multilayer decomposition and chunks effectively removed the blur and the image is naturally not distorted. However, the algorithm still has some shortcomings. For example, the block processing of the image will increase the calculation time, even if we can use the multicore operation of the CPU to speed up the processing. The guided image filter algorithm also needs further improvement to make the edge of the processed image more natural. These are the places where we need further improvement in the future.
