Generation, selection and combination of components in neural network ensembles applied to classification problems by Coelho, Guilherme Palermo, 1980-
Universidade Estadual de Campinas
Faculdade de Engenharia Elétrica e de Computação
Geração, Seleção e Combinação de Componentes para
Ensembles de Redes Neurais Aplicadas a Problemas
de Classificação
Autor: Guilherme Palermo Coelho
Orientador: Prof. Dr. Fernando José Von Zuben
Dissertação de Mestradoapresentada à Faculdade
de Engenharia Elétrica e de Computação como parte
dos requisitos para obtenção do título de Mestre em
Engenharia Elétrica. Área de concentração:Enge-
nharia de Computação.
Banca Examinadora
Fernando José Von Zuben, Dr. . . . . . . . . . . . . . . . . . . . . . . . DCA/FEEC/Unicamp
Anne Magaly de Paula Canuto, Dra. . . . . . . . . . . . . . . . . . DIMAp/CCET/UFRN
Romis Ribeiro de Faissol Attux, Dr. . . . . . . . . . . . . . . DECOM/FEEC/Unicamp

















FICHA  CATALOGRÁFICA  ELABORADA  PELA  





    C65g 
 
Coelho, Guilherme Palermo 
     Geração, seleção e combinação de componentes para 
ensembles de redes neurais aplicadas a problemas de 
classificação  / Guilherme Palermo Coelho. --Campinas, SP: 
[s.n.], 2006. 
 
     Orientador: Fernando José Von Zuben 
     Dissertação (Mestrado) - Universidade Estadual de 
Campinas, Faculdade de Engenharia Elétrica e de 
Computação. 
 
     1. Redes neurais (Computação).  2. Sistema imune.  3. 
Inteligência artificial.  I. Von Zuben, Fernando José.  II. 
Universidade Estadual de Campinas. Faculdade de 
Engenharia Elétrica e de Computação.  III. Título. 
 
 
Título em Inglês: Generation, selection and combination of components in neural 
network ensembles applied to classification problems 
Palavras-chave em Inglês: Pattern classifiers, Artificial neural networks, Artificial 
immune systems, Ensembles, Component selection, 
Component combination 
Área de concentração: Engenharia de Computação 
Titulação: Mestre em Engenharia Elétrica 
Banca examinadora: Anne Magaly de Paula Canuto, Romis Ribeiro de Faissol Attux, 
Clodoaldo Aparecido de Moraes Lima 
Data da defesa: 29/09/2006 
Programa de Pós-Graduação: Engenharia Elétrica 
COMISSÃO JULGADORA – DISSERTAÇÃO DE MESTRADO
Candidato: Guilherme Palermo Coelho
Data da Defesa:29 de setembro de 2006
Título da Tese: “Geração, Seleção e Combinação de Componentes para Ensemblesde R des Neurais
Aplicadas a Problemas de Classificação”
iii
Resumo
O uso da abordagemensemblestem sido bastante explorado na última década, por se tratar de
uma técnica simples e capaz de aumentar a capacidade de generalização de soluções baseadas em
aprendizado de máquina. No entanto, para que umensembleseja capaz de promover melhorias de
desempenho, os seus componentes devem apresentar bons desempenhos individuais e, ao mesmo
tempo, devem ter comportamentos diversos entre si. Neste trabalho, é proposta uma metodologia de
criação deensemblespara problemas de classificação, onde os componentes são redes n urais arti-
ficiais do tipo perceptron multicamadas. Para que fossem gerados bons candidatos a comporem o
ensemble, atendendo a critérios de desempenho e de diversidade, foi aplicada uma meta-heurística
populacional imuno-inspirada, denominadaopt-aiNet, a qual é caracterizada por definir automatica-
mente o número de indivíduos na população a cada iteração, promover diversidade e preservar ótimos
locais ao longo da busca. Na etapa de seleção dos componentesque fetivamente irão compor oen-
semble, foram utilizadas seis técnicas distintas e, para combinação dos componentes selecionados,
foram adotadas cinco estratégias. A abordagem proposta foiaplicada a quatro problemas de classifi-
cação de padrões e os resultados obtidos indicam a validade da m todologia de criação deensembles.
Além disso, foi verificada uma dependência entre o melhor parde técnicas de seleção e combinação
e a população de indivíduos candidatos a comporem onsemble, assim como foi feita uma análise de
confiabilidade dos resultados de classificação.
Palavras-chave: Classificadores de padrões, redes neurais artificiais, sistema imunológicos arti-
ficiais,ensembles, seleção de componentes, combinação de componentes.
Abstract
In the last decade, theensembleapproach has been widely explored, once it is a simple technique
capable of increasing the generalization capability of machine learning based solutions. However,
anensemblecan only promote performance enhancement if its componentspresent good individual
performance and, at the same time, diverse behavior among each other. This work proposes a metho-
dology to synthesizensemblesfor classification problems, where the components of theensembles
are multi-layer perceptrons. To generate good candidates to compose thensemble, meeting the per-
formance and diversity requirements, it was applied a populational and immune-inspired metaheu-
ristic, namedopt-aiNet, which is characterized as being capable of automatically determining the
number of individuals in the population at each iteration, promoting diversity and preserving local
optima through the search. In the component selection phase, six distinct techniques were applied
and, to combine these selected components, five strategies wer adopted. The proposed approach was
applied to four pattern classification problems and the obtained results indicated the validity of the
methodology to synthesizeensembles. It was also verified a dependence of the best pair of selection
and combination techniques on the population of candidatesto compose the nsemble, and it was
made an analysis of the confidence of the classification results.
Keywords: Pattern classifiers, artificial neural networks, artificial immune systems,ensembles,
component selection, component combination.
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Quando decisões importantes devem ser tomadas sobre assuntos de grande impacto em nossas
vidas, geralmente recorremos a opiniões e considerações deum grupo de pessoas que dominem o
assunto em questão, visando maximizar a chance de se tomar uma decisão correta. Essa tendência a
organizar comitês para tomar decisões pode ser observada emiv rsos níveis na sociedade humana,
desde em pequenas reuniões familiares para decidir qual o mehor colégio para os filhos, até nas
sessões do Congresso Nacional para discutir e votar algum Projeto de Lei.
O objetivo principal por trás da formação desses grupos (também chamadoscomitês) está em
reunir pessoas que tenham um certo domínio do assunto em questão, mas que, ao mesmo tempo,
tenham opiniões diversas, de forma a levantar discussões que contribuam para a identificação dos
principais pontos positivos e negativos que possam estar associ dos a cada uma das opções de decisão,
e com isso levar à escolha da melhor solução para o problema emqu stão.
No campo da inteligência computacional, mais especificamente m aprendizado de máquina, a
idéia de formação de comitês de indivíduos que tenham um bom conhe imento sobre um problema
e ao mesmo tempo tenham “opiniões”, em certo grau, distintasdos demais indivíduos no comitê foi
adotada nos chamadosensembles(Hansen & Salamon, 1990).
Um outro ponto com que freqüentemente nos deparamos em nossoc tidiano, mesmo sem que
percebamos às vezes, é que constantemente temos a necessidade decl ssificarcoisas. Por exemplo,
tomemos uma ida ao supermercado para comprar maçãs. Ao chegar lá, a maioria das pessoas não
compra as primeiras maçãs que estejam ao seu alcance (apesarde alguns adotarem esta estratégia).
Normalmente, analisamos a aparência da fruta, sua rigidez,sua cor, preço e outras características, de
forma a levarmos as melhores maçãs, dentre as disponíveis, para casa. Apesar de “melhores maçãs”
ser um critério subjetivo, na verdade o que fazemos no supermercado éclassificaras frutas em duas
classes: aquelas que estão e aquelas que não estão em um estado que satisfaça nossas necessidades.
Dessa forma, podemos definir comoproblemas de classificaçãoaqueles em que, a partir de um
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conjunto de atributos de um dado objeto de estudo (no caso da maçã: aparência, rigidez, cor e preço),
deve-se definir um grupo ao qual este objeto pertença (no casoda maçã: os grupos de maçãs que
compensam e que não compensam ser adquiridas). A cada um desses grupos dá-se o nome declasse
e ao dispositivo responsável pelo processo de classificaçãodá-se o nome declassificador(que cor-
responde ao comprador no supermercado, no caso das maçãs). Os problemas de classificação estão
presentes em diversas áreas de conhecimento, seja por exemplo na determinação do diagnóstico mé-
dico de acordo com os resultados de exames de um paciente (se el está ou não doente, ou qual o tipo
de uma dada doença), seja na determinação de um tipo de vinho de acordo com suas características.
Em aprendizado de máquina, existem inúmeras propostas paratratamento desses problemas de
classificação, que se baseiam tanto no uso individual dos mais diversos tipos de classificadores (como
redes neurais artificiais, classificadores baseados em regras, árvores de decisãoetc.) quanto na
combinação destes classificadores, como é feito nose sembles.
Neste trabalho, serão então estudadosen emblesde redes neurais artificiais do tipoerceptron
multi-camadas, oumulti-layer perceptron(Haykin, 1999), para aplicações em problemas de classifi-
cação de padrões.
1.1 Motivação
A abordagem de nsemblestem sido bastante explorada na última década, por se tratar de uma
técnica simples e capaz de aumentar a capacidade de generalização de soluções baseadas em apren-
dizado de máquina. Para ilustrar esta característica de aumnto da capacidade de generalização e
conseqüente melhora do desempenho geral do sistema, tomemos o pr blema de aproximação de fun-
ções representado na Figura 1.1 e o problema de classificaçãode padrões representado na Figura
1.2.
Para o problema pictórico de regressão da Figura 1.1, desejamos proximar a função dada pela
curva tracejada em rosa a partir de três amostras de treinamento, dadas pelos pontos em verde (em
uma situação real, seria necessário um número bem maior de amostr s de treinamento). A partir
destas três amostras, foram obtidos dois regressores, A e B, representados pelas curvas em vermelho
e em azul, respectivamente. Como podemos perceber, os dois regre sores obtidos são capazes de
aproximar com sucesso o valor da função desejada para as amostr s utilizadas no treinamento. No
entanto, para outros valores dex não vistos na etapa de treinamento, como por exemplox = 0.6, os
dois regressores apresentam erros consideráveis, ou seja,sua capacidade de generalização para dados
não vistos previamente é baixa.
Suponhamos agora que estes mesmos dois regressores A e B sejam utiliz dos como componen-
tes de umensemblecuja saída (decisão final do comitê) é dada pela média simplesdas aídas de
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seus componentes individuais. A saída destensembleestá representada na Figura 1.1 pela curva
em preto. Como podemos observar, a curva gerada peloensemblese aproxima bem mais da curva
desejada para todos os pontos no intervalo considerado, e nãmais apenas para as amostras usadas no
treinamento, como nos regressores individuais. Ou seja, onsembleobtido possui uma capacidade de
generalização bem maior que a dos regressores individuais,já que ele é capaz de aproximar regiões
da função desejada não vistas no treinamento com um erro bem menor que os apresentados pelos seus
componentes individuais (vide novamente o pontox = 0.6, representado pela linha pontilhada).




















Média Simples dos Regressores
Dados de Treinamento
Fig. 1.1: Exemplo pictórico da capacidade de aumento de generalização proporcionada pelo uso deensembles.
Aqui deseja-se aproximar a função dada pela curva tracejada em rosa, a partir dos dados de treinamento repre-
sentados em verde. Foram obtidos dois regressores (curvas em vermelho e azul) que são capazes de aproximar
corretamente os dados de treinamento, mas seu desempenho não é tão bom para as demais regiões do problema,
ou seja, eles possuem baixa capacidade de generalização (vide pontox = 0.6, por exemplo). Estes dois regres-
sores foram combinados em umensemble, representado pela curva em preto, que como pode ser observado,
possui capacidade de generalização maior que os regressores individuais.
Deve-se salientar que, no exemplo da Figura 1.1, os componentes doensembledivergiam de
forma equilibrada em torno do valor desejado, o que permitiuum bom desempenho doensemble. No
entanto, nem sempre os componentes gerados apresentam diferenças de comportamento que contri-
buem para a melhora do resultado obtido peloensemble, o que pode até levar a situações em que não
se verifica nenhuma melhora em comparação com o os resultadosdo melhor componente individual.
Diante disso, normalmente o processo de construção deens mblesengloba uma etapa deseleção
de componentes, que tem como objetivo tentar selecionar apenas aqueles componentes gerados que
contribuem para a melhora da saída doensemble.
Na Figura 1.2 temos um exemplo do ganho de desempenho que podeser obtido, com o uso de
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ensembles, para um problema de classificação de padrões com três classes. As fronteiras de decisão de
três propostas de classificadores são apresentadas nas Figuras 1.2(a)(b)(c). Como pode ser observado,
os três classificadores apresentam fronteiras de decisão ditintas, o que os leva a acertarem e errarem
a classificação de amostras diferentes dos dados. No entanto, com pode ser visto nas Figuras 1.2(d)
e (e), a combinação desses três classificadores em umensemble, através de voto majoritário, é capaz
de gerar uma nova fronteira de decisão capaz de separar corretamente todas as amostras do conjunto
de dados em questão.
Fig. 1.2: Exemplo pictórico do ganho de desempenho proporcionado pelo uso deensemblespara um problema
de classificação de padrões. As Figuras (a), (b) e (c) correspondem às fronteiras de decisão de três classifica-
dores propostos para o problema em questão. A Figura (d) apresenta atrês fronteiras de decisão juntas e a
Figura (e) a fronteira de decisão obtida pela combinação dos três classificadores propostos em umensemble,
através de voto majoritário.
Apesar doensembleapresentado da Figura 1.2(e) ter sido capaz de separar todasas amostras deste
exemplo corretamente, é importante ressaltar aqui que, na prática, nem sempre os ganhos obtidos com
o uso deensemblesão tão expressivos, podendo até mesmo não haver melhoras frente ao melhor
classificado individual.
Para que a abordagem deensembleseja capaz de promover melhorias de desempenho para um
dado problema, os seus componentes devem apresentar bons desempenhos individuais e, ao mesmo
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tempo, devem ter comportamentos diversos entre si, ou seja,el s devem apresentar diversidade em
seus erros. Esta necessidade de diversidade de erros é, de certa forma, intuitiva, já que se considerar-
mos componentes que apresentam padrões de erros semelhantes, dificilmente sua combinação será
capaz de compensar tais erros, uma vez que eles são inseridosno re ultado final doensemblepor
todos os componentes. Voltando ao exemplo do comitê de pessoas, se todos os indivíduos tiverem as
mesmas opiniões e pontos de vista sobre o assunto em questão,ou seja, se eles não forem diversos
entre si, dificilmente surgirão discussões que contribuam pra uma melhora da decisão final tomada
por este comitê. Nas Figuras 1.1 e 1.2 descritas anteriormente, pode-se observar que tanto os regres-
sores quanto os classificadores apresentam comportamentosdistintos entre si, o que pode permitir a
melhora de desempenho quando combinados emensembles.
Para melhor ilustrar essa diferença de comportamento, consideremos o exemplo de regressão da
Figura 1.1. No intervalo−0.96 < x < 0.00, a curva gerada pelo regressor A está acima da curva
desejada enquanto que a curva gerada pelo regressor B está abaixo. Já para o intervalo0.00 <
x < 0.96, este comportamento se inverte. Se tivéssemos por exemplo,apenas componentes muito
semelhantes ao regressor A (mesmo padrão de erros), dificilmente conseguiríamos obter uma melhora
na aproximação da função como a apresentada peloensemblenesse exemplo.
Como mencionado anteriormente, neste trabalho serão estudadosensemblesde redes neurais arti-
ficiais do tipomulti-layer perceptron, para aplicações em problemas de classificação de padrões. Uma
das principais motivações para o uso de redes neurais do tipoMLP (multi-layer perceptron), além de
sua simplicidade de operação, é sua característica deaproximador universal de funções(Hornik et al.,
1989), ou seja, as redes MLP são capazes de aproximar qualquer função, dado um número suficiente
de neurônios em sua camada intermediária.
Chama-se treinamento de uma rede neural o processo de ajuste dos parâmetros dessas redes, para
que se tenha o menor erro possível para o mapeamento dos dadosde entrada nos dados de saída
desejados. Na literatura, existem várias propostas para o treinamento de redes MLP, sendo a mais
conhecida o algoritmo debackpropagation(Haykin, 1999). No entanto, esse algoritmo se baseia no
gradiente da função de erro da rede neural, o que o torna altamen e susceptível a mínimos locais.
Numa tentativa de contornar esse problema, várias técnicasque não se baseiam em gradiente foram
propostas na literatura. Dentre elas, as técnicas evolutivas apresentam um importante papel, uma vez
que são capazes de realizar uma ampla exploração do espaço debusca, sendo dessa forma capazes de
escapar de mínimos locais ruins.
No campo de computação evolutiva, um paradigma relativamente novo, com aplicações em di-
versas áreas, são os chamadosSistemas Imunológicos Artificiais(SIAs), que surgiram a partir de
tentativas de modelagem e aplicação de princípios imunológicos na resolução de problemas (de Cas-
tro & Timmis, 2002b). Quando comparados com outras estratégias evolutivas clássicas, os sistemas
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imunológicos artificiais apresentam algumas vantagens, tais como:
• Os algoritmos baseados neste paradigma são inerentementecapazes de manter a diversidade
entre os indivíduos da população;
• O tamanho da população (número de indivíduos) é dinamicamente ajustado de acordo com a
demanda da aplicação;
• As soluções ótimas locais tendem a ser simultaneamente pres rvadas quando localizadas.
Tais características, em especial os eficientes mecanismosde manutenção de diversidade, foram
exploradas neste trabalho visando a obtenção deens mblesde alta performance.
1.2 Objetivos do Trabalho
O principal objetivo deste trabalho é explorar os mecanismos de manutenção de diversidade, apre-
sentados pelos sistemas imunológicos artificiais, para a geração de um conjunto de redes neurais arti-
ficiais, do tipo MLP, que apresentem um bom desempenho individual e ao mesmo tempo diversidade
entre seus erros, para que possam ser consideradas candidats à constituição densembles. Para isso
foi utilizado o algoritmoopt-aiNet, proposto por de Castro & Timmis (2002a) para a geração da popu-
lação de redes neurais com as características desejadas. Attux et al. (2005) e Pasti & de Castro (2006)
já utilizaram esse algoritmo para o treinamento de redes MLP. No entanto, neste trabalho os mecanis-
mos de manutenção de diversidade dentre os indivíduos da população, presentes noopt-aiNet, foram
adaptados de forma que o algoritmo possa gerar redes neuraisq e, além de apresentarem bons de-
sempenhos individuais, sejam também diversas em seus padrões de classificação, ou seja, apresentem
diversidade em seus erros.
Vencida a etapa de geração de componentes candidatos à constituição dosensembles, foram apli-
cadas algumas técnicas de seleção de componentes, já descritas na literatura, para selecionar dentre
esses candidatos aqueles que realmente contribuem para o desempenho doensemble. Na literatura de
ensembles, dois paradigmas de seleção de componentes são os mais comuns: o paradigmaconstrutivo
e o depoda. Diante disso, foram utilizadas neste trabalho duas técnicas construtivas (construtiva sem
exploraçãoeconstrutiva com exploração) e duas técnicas de poda (poda sem exploraçãoepoda com
exploração), além de uma técnica de seleção baseada em um algoritmo de agrupamento de dados
(clusterização).
Por fim, a última etapa de construção dosen emblesé a combinação dos resultados gerados por
cada componente selecionado no resultado doensemblepropriamente dito. Para isso foram utilizadas
1.3 Organização do Documento 7
cinco das técnicas de combinação de componentes mais comunsna literatura:média simples, média
ponderada com bias, média ponderada sem bias, voto majoritárioewinner-takes-all.
A metodologia proposta neste trabalho foi então aplicada a quatro problemas de classificação de
padrões, sendo três problemas reais, e os resultados obtidos pelosensemblesforam comparados com
os resultados obtidos pelos melhores classificadores individualmente. Foram analisados os índices de
acertos, o número de componentes em cadaensemble a diversidade entre estes componentes. Além
disso, foi proposta uma métrica de confiança para os resultados de classificação, e buscou-se verificar
a influência do uso densemblesobre essa métrica, quando comparada com os valores obtidospelos
melhores classificadores individuais.
1.3 Organização do Documento
Esta dissertação está dividida em seis capítulos, que cobrem os aspectos teóricos e práticos deste
trabalho. No Capítulo 2, serão discutidos mais a fundo o conceito d ensemblese a questão da
diversidade de seus componentes, além de também ser apresentada uma breve revisão sobre métodos
de geração de diversidade presentes na literatura.
O Capítulo 3 tratará dos sistemas imunológicos artificiais e do algoritmoopt-aiNet, utilizado neste
trabalho para a geração dos componentes paraensembles. Neste capítulo, serão apresentados também
os principais mecanismos de funcionamento e teorias existente sobre o sistema imunológico natural,
que servem de inspiração aos sistemas imunológicos artificiis, especialmente ao algoritmoopt-aiNet.
No Capítulo 4, será feita uma breve apresentação das redes neurais do tipo MLP e será detalhada
a proposta deste trabalho. Serão discutidas as modificaçõesfeitas no algoritmoopt-aiNet, a estrutura
das redes neurais utilizadas, e serão detalhadas as técnicas de seleção e combinação de componentes
paraensemblesadotadas neste trabalho.
A metodologia experimental, os problemas tratados aqui e osr sultados experimentais obtidos
serão descritos e discutidos no Capítulo 5.
Por fim, no Capítulo 6, será feita uma recapitulação do que foi proposto neste trabalho e serão
apresentadas as conclusões obtidas, bem como as perspectivas para trabalhos futuros.
Capítulo 2
Ensembles e a Questão da Diversidade
Ensembleé um paradigma de aprendizado em que propostas alternativasde solução para um
problema, denominadascomponentes, têm suas saídas individuais combinadas na obtenção de uma
solução final. Esta abordagem tem sido amplamente utilizadan última década, tanto para proble-
mas de regressão quanto para problemas de classificação de padrõ s, uma vez que osensemblesão
comprovadamente capazes de aumentar a capacidade de generalização e, conseqüentemente, o de-
sempenho geral do sistema (Hansen & Salamon, 1990; Hashem etal., 1994; Zhou et al., 2000; Zhou
& Jiang, 2003; Inoue & Narihisa, 2004; de Castro et al., 2005; Barajas-Montiel & Reyes-García,
2005; Twala & Cartwright, 2005; Lu et al., 2006; Polikar, 2006). Intuitivamente, a combinação de
múltiplos componentes é vantajosa, uma vez que componentesdiferentes podem implicitamente re-
presentar aspectos distintos e, ao mesmo tempo, relevantespara a solução de um dado problema. A
Figura 2.1 ilustra a estrutura geral de umensemble. Se considerarmos que temos umensemblede
classificadores (o que é o caso deste trabalho), cada componente será um classificador (rede neural,
árvore de decisão, classificador baseado em regras, etc...)proposto independentemente e capaz de
atuar isoladamente. Para cada conjunto de dados de entrada,osM componentes gerarãoM saídas
que serão então combinadas para produzir a saída final doensemble.
Fig. 2.1: Estrutura geral de umensemble. OsM componentes recebem os mesmos dados de entrada e geram
resultados individuais, que são combinados (
∑
) em uma única saída para o problema.
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O paradigma densemblesoriginou-se do trabalho de Hansen & Salamon (1990), que mostraram
que a combinação de várias redes neurais artificiais, treinadas separadamente, pode melhorar signifi-
cativamente a capacidade de generalização do sistema. O bomdese penho dosensemblesestimulou
a sua aplicação na tentativa de resolução de diversos problemas, tanto na área de classificação de
padrões – como em reconhecimento de face (Huang et al., 2000;Lu et al., 2006), reconhecimento
de caracteres (Hansen et al., 1992; Mao, 1998; Liu, 2005), análise de imagens (Cherkauer, 1996),
engenharia de software (Twala & Cartwright, 2005) e diagnóstico médico (Zhou et al., 2000; Zhou
& Jiang, 2003; Wang et al., 2005) – quanto na área de regressão– como em aproximação de funções
(Hashem & Schmeiser, 1995; Lima et al., 2002) e predição de séri s temporais (Inoue & Narihisa,
2000; Wichard & Ogorzalek, 2004) – levando inclusive à utilização simultânea de diversos tipos de
componentes, além de redes neurais artificiais, formando oschamadosensembles heterogêneos.
No entanto, essa melhora proporcionada pelosnsemblesna capacidade de generalização e, con-
seqüentemente, no desempenho total do sistema, se apóia na qu lidade ediversidade do erroapre-
sentado pelos seus componentes (Perrone & Cooper, 1993), ou seja, cada um dos componentes em
um ensembledeve apresentar um bom desempenho quando aplicado isoladamente ao problema e, ao
mesmo tempo, quando comparados com os demais componentes, dev m “cometer erros” distintos.
Essa necessidade de diversidade do erro dos componentes é decerta forma intuitiva, uma vez que,
se combinarmos vários componentes que apresentam um mesmo padrã de erro, claramente não te-
remos nenhum incremento de desempenho, já que o fato deles errarem para um mesmo subconjunto
de estímulos de entrada implica em acertos também coincidentes, o que faz com que sua combina-
ção traga apenas um aumento no custo computacional, sem resultado práticos de desempenho. Esta
questão da diversidade de componentes será tratada mais a fundo nas próximas seções deste capítulo.
A construção de umensemblegeralmente é feita em três etapas: (i)geraçãode um conjunto de
elementos candidatos a fazerem parte doensemble; (ii) seleçãodos candidatos que realmente são
necessários e que contribuem de alguma forma ao serem inseridos noensemble; e (iii) combinação
das saídas geradas por esses elementos selecionados (componentes) em uma única saída, que corres-
ponderá ao resultado final doensemble. Apesar de alguns autores não incluírem a etapa de seleção na
construção de seusensembles, ela é de grande importância, uma vez que Zhou et al. (2002) mostraram
que o uso de todos os candidatos disponíveis noensemblepode degradar seu desempenho.
Sob a perspectiva de aprendizagem supervisionada, o conjunt de amostras de entrada e saída
disponível para um dado problema pode ser separado em subconj ntos que representam descrições
equivalentes da mesma distribuição estatística. Dessa forma, para contribuir ainda mais para o au-
mento da capacidade de generalização, na construção deensembleso conjunto original de dados
deveria ser idealmente subdividido em cinco sub-conjuntos: treinamento, validação, seleção, combi-
naçãoe teste. Com isso, na etapa de geração de componentes seriam utilizados os sub-conjuntos de
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treinamentoe validação, na etapa de seleção o sub-conjunto desel çãoe na etapa de combinação o
sub-conjunto decombinação. O desempenho doensembleobtido seria então verificado utilizando-se
o sub-conjunto deteste. No entanto, como normalmente o número de amostras de entrada e saída
disponível é limitado, os conjuntos des leçãoe combinaçãosão então fundidos com o conjunto
de validação, e a construção densemblespassa a utilizar o conjunto detreinamentona geração
de componentes, o devalidaçãonas etapas de seleção e combinação, e o detest na verificação de
desempenho doensembleobtido. Esta subdivisão do conjunto de dados original em apenas três sub-
conjuntos é muito comum em aprendizado de máquina, principalmente em algoritmos que requerem
algum tipo de treinamento. No caso deensembles, essa subdivisão pode ser encontrada na literatura
em Lima (2004), e também foi adotada neste trabalho.
No restante deste capítulo, será feito um breve resumo sobrea questão da diversidade, tanto
para problemas de regressão quanto para problemas de classificação, e serão abordados alguns dos
principais métodos de criação de diversidade apresentadosn literatura. Para facilitar a exposição de
tais métodos, será parcialmente seguida a taxonomia proposta r Brown et al. (2005).
2.1 A Questão da Diversidade
Os primeiros estudos sobre a combinação de componentes paraproblemas de regressão foram
feitos paralelamente por Perrone (1993) e Hashem (1993), tornando-se um tópico intensamente in-
vestigado nos anos subseqüentes. Esse interesse acabou porc ntribuir muito para o amadurecimento
do conceito de diversidade de erros em regressores, levandoao surgimento das teorias deAmbi-
guity Decomposition, proposta por Krogh & Vedelsby (1995),Bias-variance Decomposition, pro-
posta por Geman et al. (1992) eBias-Variance-Covariance Decomposition, proposta por Ueda &
Nakano (1996).
Por outro lado, no contexto de classificação de padrões, ainda não existe nenhum trabalho que te-
nha conseguido mostrar como a diversidade entre as saídas declassificadores individuais influenciam
no desempenho doensemblecomo um todo, a não ser que tais problemas de classificação possam ser
reformulados como problemas de regressão. Nesse caso, os conceitos disponíveis para regressão se
aplicam, como realizado em Tumer & Ghosh (1996), Roli & Fumera(2002) e Fumera & Roli (2003).
Quando os classificadores envolvidos são capazes de apresenta apenas saídas discretas, como em
Árvores de Decisão, o problema se torna bem mais complicado,já que não é possível estabelecer
uma relação de ordem entre as saídas, de forma que o conceito de covariância não pode ser definido
(Brown et al., 2005). Diante dessas dificuldades, que ainda não permitiram a criação de uma situação
equivalente ao caso de regressão, onde o erro quadrático doensemblepode ser decomposto no erro
quadrático de cada componente e em um termo que quantifica suacorrelação, vários trabalhos em-
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píricos buscaram obter expressões heurísticas, no contextd classificação, que aproximassem esse
termo de diversidade, como pode ser visto em Sharkey & Sharkey (1997a), Cunningham & Carney
(2000), Kuncheva et al. (2000), Kuncheva & Whitaker (2001), Zenobi & Cunningham (2001), Kun-
cheva & Kountchev (2002), Shipp & Kuncheva (2002), Skurichina et al. (2002), Kuncheva (2003),
Kuncheva et al. (2003) e Kuncheva & Whitaker (2003).
Como é possível observar pelas referências acima, a grande maioria dos trabalhos envolvendo
observações empíricas sobre a questão da diversidade em classifi adores se deve a Ludmila I. Kun-
cheva. Em seus trabalhos, Kuncheva organizou várias métricas de diversidade presentes na literatura
e as dividiu em duas classes distintas: aquelas que consistem em tomar a média de uma dada métrica
de distância entre todos os classificadores doensemble(medidas do tipopar-a-par) e aquelas que se
baseiam ementropiaou na correlação de cada classificador com a saída média dos classifi adores
(medidas que não são do tipoar-a-par).
Dentre a variedade de métricas par-a-par presentes na literatura, podemos citar aestatística Q
(Yule, 1900), ocoeficiente de correlação(Mardia et al., 1979), amétrica de não-concordância(Ska-
lak, 1996) e amedida de dupla-falta(Giacinto & Roli, 2001) como algumas das mais utilizadas. No
entanto, neste trabalho, vamos considerar apenas aestatística Q. SejaZ = {z1, . . . , zN} um conjunto
de dados rotulados,zj ∈ ℜn, proveniente de um problema de classificação. A saída de um classi-
ficadorDi pode ser representada por um vetor binárioN -dimensionalyi = [y1,i, . . . , yN,i]T , tal que
yj,i = 1 seDi é capaz de classificar corretamente a amostrazj eyj,i = 0 caso ele erre na classificação
dessa amostra (esse vetor binárioyi é conhecido na literatura comosaída oráculodo classificador
Di, mas neste trabalho adotaremos o termovetor de acertos, para evitar confusões com a chamada
curva oráculo, utilizada no Capítulo 5). Dessa forma, para dois classificadoresDi eDk, a estatística





ondeN11 é o número de amostras corretamente classificadas pelos classifi adoresDi e Dk, N00 é o
número de amostras incorretamente classificadas pelos classifi doresDi e Dk, N10 é o número de
amostras corretamente classificadas pelo classificadorDi e incorretamente classificadas pelo classifi-
cadorDk eN01 é o número de amostras incorretamente classificadas pelo classifi dorDi e correta-
mente classificadas pelo classificadorDk (vide Tabela 2.1). Note queN = N11 + N00 + N01 + N10,
ondeN é o número total de dados rotulados.
Qi,k pode assumir valores entre−1 e+1. Classificadores que classificam corretamente as mesmas
amostras de um problema tendem a produzir valores positivosdeQ, enquanto que aqueles que co-
metem erros em amostras diferentes tendem a produzir valores negativos deQ. Para classificadores
estatisticamente independentes, Qi,k tende ao valor 0. Considerando um conjuntoD de M classi-
2.1 A Questão da Diversidade 13
Tab. 2.1: Ilustração das relações entre acertos e erros dos classificadoresDi e Dk, utilizadas no cálculo da
estatística Q.
Dk correto (1) Dk incorreto (0)
Di correto (1) N11 N10
Di incorreto (0) N01 N00












Neste trabalho, foi utilizada uma métrica de diversidade par-a-par de classificadores baseada na
distância de Hamming dos vetores de acertos, a qual foi proposta por de Castro et al. (2005), com
bons resultados, e é descrita na Seção 4.2.3. A estatística Qambém foi utilizada nos experimentos
para verificação dos resultados (vide Capítulo 5).
Apenas para ilustrar o caso de métricas de diversidade de classific dores que não são do tipo par-
a-par, tomemos agora a chamadaAmbigüidade de Classificação, proposta por Zenobi & Cunningham
(2001). Nesta métrica, a ambigüidade média para oi-ésimo classificador, tomada emN amostras, é








ondeai(xn) é 1 se a saída do indivíduoi é diferente da saída doensemblee 0 caso contrário. Com













Apesar das definições propostas na literatura para métricasde diversidade entre classificadores
serem aparentemente intuitivas, ainda não foi provada nenhuma relação formal entre tais métricas e o
erro total doensemble, o que mostra que muito ainda deve ser feito nesta área.
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2.2 Abordagens de Criação de Diversidade emEnsembles
Na etapa de construção deensembles, existem técnicas que tentam explicitamente otimizar uma
dada métrica de diversidade, enquanto que outras não. Isto no permite fazer uma distinção entre
essas duas abordagens, classificando cada um dos métodos como métodos com diversidadeimplícita
e métodos com diversidadeexplícita.
Durante a aprendizagem, cada componente donsemblesegue uma trajetória noespaço de hipó-
teses1 e, para que se tenha um bom desempenho, é desejável que tais componentes ocupem pontos
diferentes neste espaço. Diante disso, os métodos implícitos se baseiam na aleatoriedade para que
trajetórias diversas sejam geradas, enquanto que os métodos explícitos escolhem deterministicamente
diferentes caminhos neste espaço (Brown et al., 2005).
Além desta dicotomia entre métodos implícitos e métodos explícitos, é possível classificar os
métodos de geração de diversidade emensemblesbaseando-se em outras características além das
duas citadas. Nesta seção, utilizaremos a seguinte divisão:
• Métodos que atuam sobre o ponto de partida no espaço de hipóteses:os métodos incluídos
neste grupo variam os pontos de partida da busca no espaço de hipóteses, influenciando dessa
forma o ponto de convergência.
• Métodos que atuam sobre os dados de treinamento:através do fornecimento de conjuntos
de dados de treinamento diferentes para cada um dos componentes doensemble, estes métodos
buscam gerar componentes que produzam mapeamentos diferentes, visto que os estímulos de
entrada serão distintos.
• Métodos que manipulam a arquitetura de cada componente:estes métodos variam a ar-
quitetura de cada componente noensemble, de maneira que diferentes conjuntos de hipóteses
estejam acessíveis para cada componente, ou seja, como os componentes doensemblepossuem
arquiteturas diferentes, os conjuntos de hipóteses associdos a esses componentes também se-
rão distintos, o que pode contribuir para a diversidade.
• Métodos que atuam sobre a forma de exploração do espaço de hipóteses:alterando a forma
de exploração do espaço de hipóteses, esses métodos levam osdiferentes componentes a con-
vergirem para diferentes hipóteses, mesmo tendo um mesmo pont de partida.
• Métodos híbridos: formados por alguma combinação dos métodos acima.
1Neste trabalho, chamaremos dehipótesecada mapeamento entrada-saída feito por uma rede neural. Diante isso, o
conjunto de todos os mapeamentos possíveis de serem representados por uma rede neural multicamadas será definido
comoespaço de hipóteses.
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2.2.1 Ponto de Partida no Espaço e Hipóteses
Como este trabalho trata deensemblesde redes neurais MLPs, deste ponto em diante nos restrin-
giremos ao tratamento apenas deensemblescom este tipo de componente, sendo explicitado no texto
quando alguma abordagem utilizar outros tipos de componentes.
Dentro do subconjunto de métodos de geração de diversidade em ensemblesque atuam sobre o
ponto de partida no espaço de hipóteses, podemos novamente fazer uma subdivisão entre métodos
implícitose métodosexplícitos. Por métodos implícitos, compreendem-se aqueles cujo conjunto de
pesos iniciais das redes neurais são gerados aleatoriamente. Já os métodos explícitos são aqueles em
que as redes neurais são concebidas de modo a amostrar regiões distintas do espaço de hipóteses.
A estratégia mais comum dentre estes métodos é a inicialização de cada rede neural com um
conjunto de pesos diferente, gerado aleatoriamente. No entanto, esta técnica tem se mostrado a
menos eficiente na obtenção de boa diversidade, como pode serobservado em Sharkey et al. (1995),
Partridge & Yates (1996), Yates & Partridge (1996) e Parmanto et al. (1996).
Em relação aos métodos explícitos, existem poucos trabalhos na literatura. Maclin & Shavlik
(1995) propuseram uma abordagem de inicialização de pesos em red s neurais que utiliza aprendiza-
gem competitiva para posicionar as redes inicialmente em pontos distantes da origem do espaço de
pesos, buscando assim aumentar o conjunto de mínimos locaispassíveis de serem atingidos.
2.2.2 Atuação sobre os Dados de Treinamento
Uma das formas de treinamento deensemblesmais pesquisadas é aquela que busca produzir
diversidade através do fornecimento de conjuntos de treiname to diferentes para cada um dos com-
ponentes. Existem várias maneiras de gerar tais conjuntos de treinamento. Uma delas seria fornecer,
a cada componente em treinamento, subconjuntos de amostrasdiferentes, com todos os atributos do
conjunto de treinamento original. Outra seria fornecer todas as amostras presentes mas formando-se
subconjuntos com atributos diferentes. Uma terceira maneir s ria pré-processar os atributos de forma
a obter uma representação diferente, como por exemplo aplicar uma análise de componentes princi-
pais (Mardia et al., 1979). O espaço dos possíveis conjuntosde treinamento descritos acima pode ser
visualizado na Figura 2.2. Às duas primeiras alternativas dá- e o nome de técnicas dere-amostragem,
enquanto que a terceira é chamada de técnica dedistorção(Sharkey et al., 2000).
Krogh & Vedelsby (1995) se basearam num dos métodos de re-amostragem mais conhecidos, ok-
fold cross-validation, para o treinamento de componentes paraensembles. Nesse trabalho, o conjunto
de dados é dividido aleatoriamente emk subconjuntos disjuntos e os novos conjuntos de treinamento
para cada membro doensemblesão gerados excluindo-se um dessesk subconjuntos e tomando-se os
restantes.
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Fig. 2.2: Espaço dos possíveis conjuntos de treinamento para componentesd umensemble. É possível que
seja feita uma seleção de um sub-conjunto de amostras, dentre osN padrões de treinamento; seleção de um
sub-conjunto dentre osK atributos disponíveis; ou o pré-processamento do conjunto de atributos através da
aplicação de transformaçõesρi.
Os algoritmosBagging (Bootstrap Aggregating) e Boosting, propostos por Breiman (1996) e
Schapire (1990), respectivamente, são outros exemplos de re-amostragem. Atualmente, estes dois
algoritmos são as abordagens predominantes na geração de componentes paraensembles.
O algoritmoBaggingse baseia na amostragembootstrap(Efron & Tibshirani, 1993) e gera vá-
rios conjuntos de treinamento a partir de amostragem uniforme do conjunto de dados, com reposi-
ção, e utiliza cada um desses conjuntos para treinar uma redeneural (ou outro tipo de classifica-
dor/regressor). Os conjuntos de treinamento possuem o mesmo nú ero de amostras que o conjunto
de dados original, mas algumas amostras podem ser selecionadas mais de uma vez, o que conseqüen-
temente implica que podem existir amostras que não são selecionadas.
Já o algoritmoBoosting, apesar de ter sido proposto por Schapire (1990), foi aperfeiçoado por
Freund & Schapire (1995) e Freund (1995). Neste método, os conjunt s de treinamento não são gera-
dos via amostragem uniforme, como no algoritmoBagging. A probabilidade de uma dada amostra ser
escolhida depende da contribuição desta para o erro dos componentes já treinados. Tomando como
exemplo um problema de classificação, uma amostra que não seja corretamente classificada pelos
componentes já treinados terá uma maior probabilidade de ser selecionada que uma amostra que seja
corretamente classificada. Com isso, esta amostra terá uma chance maior de compor o conjunto de
treinamento do próximo componente a ser treinado. Um dos problemas desta técnica é a necessidade
de treinamento seqüencial dos componentes doensemble, uma vez que as probabilidades devem ser
redefinidas de acordo com o comportamento dos componentes játr inados. A versão mais popular
do algoritmo deBoostingé chamadaAdaBoost(Freund & Schapire, 1996), na qual cada componente
é treinado seqüencialmente e a distribuição dos dados de treinam nto é feita levando-se em conside-
ração os erros do componente treinado no passo imediatamente anterior. Uma variante doAdaBoost
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foi proposta por Oza (2003) e, neste algoritmo, a distribuição das amostras se baseia no erro de todos
os componentes treinados até o momento, e não apenas no erro do componente treinado no passo
imediatamente anterior, como no caso da proposta de Freund &Schapire (1996).
Dentre as técnicas de distorção, Sharkey et al. (1996) e Sharkey & Sharkey (1997b) adicionam
aos atributos originais um grupo de novos atributos geradosplicando-se uma transformação aleatória
através da passagem desses atributos originais por uma redeneural não treinada. Esta técnica levou a
um desempenho melhor que o obtido comensemblesgerados apenas com os dados sem transforma-
ção. Uma outra técnica, proposta por Raviv & Intrator (1996),consiste em aplicar uma amostragem
como emBagging, mas adicionando ruído gaussiano aos dados de entrada.
A medida de ambigüidade proposta por Zenobi & Cunningham (2001) e dada pela Expressão
2.4 é utilizada em Zenobi & Cunningham (2001) para selecionarsubconjuntos de atributos para cada
componente e em Melville & Mooney (2003) para determinar se um componente será ou não inserido
noensemble. A seleção de atributos de treinamento para cada componenteem Z nobi & Cunningham
(2001) é feita utilizando uma estratégia dehill-climbing baseada no erro individual e na diversidade
estimada doensembleaté o momento. A construção doensembleé feita através de adições sucessivas
dos componentes e um componente é rejeitado se reduzir a diversi ade de acordo com um limiar pré-
determinado ou se aumentar o erro doensemble. Já em Melville & Mooney (2003), os componentes
são treinados com os dados originais acrescidos de umconjunto diversode novos exemplos artificial-
mente gerados. Os padrões presentes neste novo conjunto primeiramente são submetidos aoensemble
e, em seguida, são rotulados com o oposto dos resultados gerados peloensemble. Dessa forma, um
componente treinado com este conjunto terá uma alta discordância com oensemble, aumentando a
diversidade e, supostamente, contribuindo para a capacidade de generalização doensemble. Se o erro
não for diminuído, um novo conjunto diverso é gerado e um novoc mponente é treinado, até que se
atinja o número desejado de componentes ou o máximo de iterações permitido.
Também através do uso de seleção de atributos, Oza & Tumer (2001) buscaram reduzir a correla-
ção entre os indivíduos. A seleção de atributos foi feita baseada no cálculo da correlação entre cada
atributo e cada classe. Com isso, os componentes foram treinados de forma a se tornarem especialistas
em cada classe ou grupo de classes.
Liao & Moody (2000) agruparam todas as variáveis de entrada bseando-se em sua informação
mútua (Haykin, 1999). Em sua proposta, variáveis estatisticamente semelhantes foram agrupadas e
o conjunto de treinamento de cada componente foi formado porvariáveis selecionadas a partir de
grupos diferentes.
Exceto pelo trabalho de Melville & Mooney (2003), até agora foram discutidos apenas métodos
que manipulam os dados deentrada. No entanto, alguns métodos atuam sobre os dados de saída.
Entre eles, Breiman (1998) propôs a adição de ruído à saída dosda , o que levou a um desempenho
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superior ao obtido pela técnica deBagging, mas a resultados próximos aos obtidos peloAdaBoost. Já
Dietterich & Bakiri (1991) manipularam os dados de saída através da técnica de codificação da saída
por correção de erro (do inglêsError-Correcting Output Coding - ECOC). Nesta técnica, cada classe
do problema é representada por um vetor binário, ortogonal àrepresentação das demais classes, e
os componentes são treinados. Para definir a qual classe um componente atribui uma dada amostra,
caso o vetor de saída produzido não corresponda exatamente àrepresentação de uma dada classe, é
atribuído o rótulo da classe que possuir a menor distância deHamming ao vetor gerado. Em Kong
& Dietterich (1995), a técnica ECOC foi analisada e concluiu-se que sua eficácia se dá por reduzir
a variância do ensemble e corrigir eventuais polarizações.Na técnica ECOC, a diversidade entre os
componentes é gerada pela aproximação feita entre as saídasde c da componente e a representação
binária mais próxima de acordo com a distância de Hamming.
2.2.3 Manipulação de Arquitetura
Apesar de ser aparentemente intuitivo que o uso de diferentes tipos de componentes em umen-
semblecontribui para a geração de diversidade do erro, esta abordagem não é muito explorada na
literatura.
No caso de trabalhos que manipulam a arquitetura através da variação do número de neurônios na
camada intermediária de redes MLP ou do uso de diferentes tipos de redes neurais em umensemble,
Partridge & Yates (1996) e Partridge (1996) exploraram estruturas com redes MLP de diferentes
números de neurônios na camada intermediária (variando de8 a12 neurônios) e concluíram que esta
abordagem de geração de diversidade só não é mais ineficienteque a inicialização aleatória de pesos,
descrita na seção 2.2.1. No entanto, esses trabalhos se basearam apenas em um único conjunto de
dados. Yates & Partridge (1996) também pesquisaram a influência do tipo de rede neural sobre a
diversidade, construindoensemblescom redes MLP e RBF, e verificando que a mistura de tipos de
redes é mais efetiva que a variação das dimensões da camada oculta de redes MLP.
Opitz & Shavlik (1996) utilizaram um algoritmo evolutivo para otimizar as topologias dos com-
ponentes. Neste trabalho, cada um dos componentes foi treinado viabackpropagatione o processo
de seleção visou otimizar métricas de diversidade.
Islam et al. (2003) propuseram o algoritmo CNNE (do inglêsCooperative Neural Network Ensem-
bles), que geraensemblesconstrutivamente, monitorando a diversidade durante o processo. Durante
a execução, o CNNE determina a estrutura doensemble, treina as redes neurais individuais através
da aprendizagem comCorrelação Negativa(Liu, 1998; Brown, 2004) e encoraja a diversidade. Esta
técnica determina automaticamente o número de redes neurais noensemblee o número de neurônios
na camada oculta.
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EnsemblesHeterogêneos
Além deensemblescujos componentes são redes neurais de estruturas e tipos diferentes, existem
também osensembles heterogêneos(ou ensembles híbridos, em algumas publicações) cujos com-
ponentes são elementos de paradigmas distintos. Apenas para ilust ar, tomemos como exemplo um
problema de classificação. Neste caso, umensembleheterogêneo poderia ser constituído de redes
neurais e classificadores baseados em regras, por exemplo.
Apesar da existência de poucos estudos sobre taisnsembles, eles mostram que o uso de diferen-
tes paradigmas leva a componentes com diferentes especialidades e precisões, que podem apresentar
diferentes desempenhos e, com isso, diferentes padrões de generalização. Esta especialização pode
indicar que, emensemblesheterogêneos, aseleçãoda saída de um único regressor ou classificador
é mais eficiente que afusãodas saídas de todos eles, como normalmente é feito emensemblesde
redes neurais (Brown et al., 2005). Nessa linha, Woods et al. (1997) utilizaram como componentes
redes neurais, classificadores do tipok-nearest neighbour, árvores de decisão e classificadores qua-
dráticos bayesianos e, para cada componente, utilizaram a estimativa de sua precisão local no espaço
de atributos para escolher qual desses componentes seria responsável pela resposta para uma nova
entrada.
Osensemblesheterogêneos em si e a escolha de apenas um componente para determinar a saída
do ensemblepodem ser vistos como uma tentativa de exploração do teoremado No Free Lunch, pro-
posto por Wolpert & Mcready (1997). Em linhas gerais, para o cso de classificação de padrões, esse
teorema nos diz que, considerando-se todos os problemas de classifi ação possíveis, na média todas
as abordagens para classificação apresentarão o mesmo desempenho. Dessa forma, a única maneira
de uma dada técnica superar o desempenho de outra é em casos emque há uma especialização junto a
um dado problema. No caso deensemblesheterogêneos, onde cada componente representa uma abor-
dagem diferente de resolução para o problema sendo tratado,a determinação da saída doensemble
através da escolha da saída de um dos componentes nada mais é que a escolha do componente mais
especializado para aquele problema em questão, que, de acordo com o teorema doNo Free Lunch,
tende a superar o desempenho dos demais.
Dentre os outros trabalhos nesta linha deensemblesheterogêneos, Wang et al. (2000) utilizaram
como componentes redes neurais e árvores de decisão, chegando à conclusão de que os melhores
desempenhos são obtidos com um número de redes neurais maiorque de árvores de decisão, mas
com pelo menos uma árvore noensemble. Langdon et al. (2002) também utilizaram redes neurais
e árvores de decisão, mas aplicaram Programação Genética (Koz , 1992) para evoluir uma regra
de combinação dos indivíduos. Soares et al. (2006) utilizaram como componentes redes neurais do
tipo MLP, redes neurais do tiporadial basis function(RBF), classificadoresnaïve Bayes, máquinas
de vetores suporte (SVM) e classificadores baseados em aprendizado de regras proposicionais, e
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propuseram duas técnicas de seleção de componentes (baseadas em algoritmo de agrupamento ek-
nearest neighbours) que buscam não apenas reduzir o erro doensemble, mas também aumentar a
diversidade de seus componentes.
2.2.4 Exploração do Espaço de Hipóteses
Dado um espaço de busca definido pela arquitetura da rede neural e pelos dados de treinamento,
é possível ocuparmos qualquer ponto nesse espaço. No entanto, o tipo deensembleque teremos no
final dependerá da maneira como é feita tal exploração. Os métodos de criação de diversidade que
atuam sob a forma de exploração do espaço de hipóteses podem ser divididos em duas sub-categorias:
métodos de otimização convencional, como os chamadosmétodos de penalidades, que adicionam um
termo de custo (por ausência de diversidade) ao erro de cada rede neural, buscando a criação de
hipóteses diversas, e osmétodos de busca exploratória, onde estão osalgoritmos evolutivos, que são
métodos de busca populacionais que encorajam a diversidadena população de candidatos.
2.2.4.1 Métodos de Otimização Convencional
Como o objetivo dos métodos convencionais de otimização normalmente é minimizar o erro na
saída de uma rede neural, geralmente essas técnicas se baseiam nogradienteda função de erro do
sistema (como, por exemplo, no algoritmo debackpropagation(Haykin, 1999)) e, a partir de um
dado ponto inicial, seguem uma “trajetória gulosa” (ou seja, sempre na direção que promover a maior
redução da função de erro) até encontrarem um ponto de mínimo. Desconsiderando os problemas ca-
racterísticos desta abordagem, como a susceptibilidade a mínimos locais, o objetivo desses métodos
é simplesmente obter o menor erro possível para a rede neuralsendo treinada, sem levar em conta
nenhuma questão de diversidade. Diante disso, com o objetivo de, além de reduzir o erro do compo-
nente sendo treinado, estimular a diversidade deste componente em relação aos demais (já treinados
ou em processo de treinamento simultâneo), surgiram os chamados étodos de penalidade.
















ondeN é o número de amostras,fi é a saída da rede neurali, d é a saída desejada eλ é um fator
de ponderação do termo de penalidadeRi. Pode-se perceber que, quando o fator de ponderação
é λ = 0, teremos umensembleem que cada componente será treinado pelo algoritmo original de
backpropagation, e que, com o aumento deλ, aumenta-se a ênfase que deve ser dada na minimização
do termo de penalidade escolhido.
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ondec(j, i) é uma função de indicação que especifica quais redesi e j devem ser descorrelacionadas
entre si epi é o produto das polarizações dasi-ésima ej-ésima redes, dado pela Expressão 2.7.
pi = (fi − d)(fj − d), (2.7)
ondefi é a saída da redei, fj é a saída da redej ed é a saída desejada.
Liu (1998) propôs uma extensão para o trabalho de Rosen (1996), que permitiu o treinamento
simultâneo das redes neurais, com a metodologia conhecida por Correlação Negativa, onde o termo
de regularização é dado por:
Ri = (fi − f̄)
∑
j 6=i
(fj − f̄), (2.8)
ondef̄ é a saída média de todo oensembleno passo anterior.
O método de Correlação Negativa foi aplicado com sucesso em vários trabalhos, como em Liu
& Yao (1997), Liu (1998) e Liu & Yao (1999), superando consistentemente o desempenho de outros
ensembles. Isto se dá pois a técnica de Correlação Negativa controla diretamente o termo de covariân-
cia, ajustando assim a diversidade doensemble(Brown, 2004). No entanto, esta técnica foi concebida
especificamente para tratar problemas de regressão.
Outro método nesta categoria é oR ot Quartic Negative Correlation Learning (RTQRT), proposto
por McKay & Abbass (2001b) e McKay & Abbass (2001a), que se baseia no termo de penalidade











(fi − d)4, (2.9)
ondeM é o número de componentes noensemble, fi é a saída da redei ed é a saída desejada.
Esta técnica foi aplicada a um sistema que envolveProgramação Genética(Koza, 1992) e apre-
sentou performance superior às obtidas via Correlação Negativa paraensemblescom muitos compo-
nentes. No entanto, ainda é necessário levantar quais aspecto conceituais sustentam este ganho de
performance.
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2.2.4.2 Métodos de Busca Exploratória
Dentre os métodos de busca exploratória, os algoritmos evolutivos exercem grande importância
nas aplicações atuais. Na literatura de computação evolutiva, o termodiversidadepossui um conceito
diferente do utilizado na literatura deensembles(Brown, 2004). Em computação evolutiva, adiver-
sidade da populaçãose refere à presença de indivíduos que exploram regiões distintas do espaço de
busca. Dessa forma, a manutenção de uma população diversa deindivíduos permite uma explora-
ção maior do espaço de busca e, conseqüentemente, uma maior eficiência na localização de soluções
melhores. Além disso, nas aplicações em computação evolutiva baseadas na abordagemMichigan,
após um número pré-determinado de gerações/iterações, o melh r indivíduo da população é escolhido
como a solução encontrada (Michalewicz, 1996).
Apesar dessas diferenças conceituais, alguns autores exploraram os mecanismos de manutenção
de diversidade já desenvolvidos em computação evolutiva junto à questão densembles. No trabalho
de Yao & Liu (1998), uma população de redes neurais é evoluídae, ao final, toda a população é
combinada em umensemble. Para estimular a diversidade, foi utilizada a técnica defitn ss sharing.
Já no trabalho de Khare & Yao (2002), tal conceito foi estendido para problemas de classificação,
utilizando-se a entropia de Kullback-Leibler (Kullback & Leibler, 1951) como métrica de diversidade
a ser otimizada durante a busca.
Dentre os algoritmos evolutivos, ossistemas imunológicos artificiais(Dasgupta, 1999a; de Castro
& Timmis, 2002b) possuem mecanismos intrínsecos capazes demanter a diversidade da população.
Em de Castro et al. (2005), este paradigma de sistemas imunológic s artificiais foi usado para evoluir
ensemblesde sistemas nebulosos para classificação. No trabalho de Coelho et al. (2005), os auto-
res verificaram que tal metodologia gera bases de regras de classificadores nebulosos que exploram
regiões diversas do problema.
Neste trabalho, as características de manutenção de diversi ade inerentes aos sistemas imuno-
lógicos artificiais serão exploradas, e o algoritmo imuno-insp radoopt-aiNet(de Castro & Timmis,
2002a), desenvolvido originalmente para problemas de otimização multimodal (problemas com mais
de um ótimo global/local), será aplicado na geração de componentes de bom desempenho, e ao
mesmo tempo diversos, paraensemblesde redes neurais artificiais.
2.3 Síntese do Capítulo e Motivação para a Aplicação Pretendida
O objetivo principal deste capítulo foi permitir que o leitor se familiarizasse com o paradigma de
ensemblese com os mecanismos de geração de diversidade, através de umacompilação das principais
técnicas apresentadas na literatura até o momento.
Para isso, no início deste capítulo foram feitas uma introdução sobre os principais conceitos de
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ensemblese breves comentários sobre a importância da diversidade do erro dos componentes de
ensembles, bem como das métricas exploradas até o momento. Foi ressaltado também que, apesar
da necessidade de diversidade entre os componentes ser intuitiva, ainda não se conseguiu mostrar
formalmente qual a relação entre diversidade de componentes d sempenho doensemble, isso para
problemas de classificação cuja saída dos componentes já é o rótulo da classe.
Em seguida, foram apresentadas algumas das principais técncas de criação de diversidade em
componentes densembles. Para que tais métodos pudessem ser apresentados de forma organizada,
foi seguida uma taxonomia parcialmente inspirada na proposta de Brown et al. (2005), que divide
tais métodos em quatro grandes classes, baseando-se na atuação q e estes têm sobre o espaço de
hipóteses e na atuação sobre o conjunto de dados de treinamento e arquitetura dos componentes. São
elas as classes: métodos que atuam sobre o ponto de partida noespaço de hipóteses, métodos que
atuam sobre o conjunto de dados de treinamento, métodos que variam a arquitetura dos componentes
e métodos que atuam na forma de exploração do espaço de hipóteses. Embora não tenham sido trata-
dos explicitamente, combinações dessas quatro grandes classes já vêm sendo propostas na literatura,
sendo denominadas aqui de métodos híbridos.
Neste trabalho foi utilizado o paradigma de sistemas imunológicos artificiais para a geração de
componentes paraensemblesque apresentam bom desempenho e, ao mesmo tempo, mantêm um certo
grau de diversidade entre si (vide Seção 2.2.4.2). Esta técnica é um método de busca exploratória,
que possui mecanismos de controle da diversidade dos indivíduos em sua população. Dessa forma,
de maneira semelhante à dos métodos de otimização convencional, a função objetivo vai depender do
erro de classificação dos componentes e da diversidade entreeles. No próximo capítulo, o paradigma
de sistemas imunológicos artificiais será apresentado, bemcomo o algoritmo utilizado neste trabalho.
Capítulo 3
Sistemas Imunológicos Artificiais
No campo da computação evolutiva, um paradigma computacionl relativamente novo, conhecido
comoSistemas Imunológicos Artificiais(SIAs), surgiu a partir de tentativas de modelagem e aplica-
ção de princípios imunológicos na resolução de problemas dediversas áreas, tais como otimização,
mineração de dados, segurança computacional e robótica (Dasgupt , 1999a; de Castro & Timmis,
2002b).
Quando comparados com as estratégias evolutivas clássicas, os si temas imunológicos artificiais
apresentam algumas vantagens, tais como:
• Os algoritmos baseados neste paradigma são inerentementecapazes de manter a diversidade da
população, uma vez que possuem módulos que desempenham funções semelhantes às técnicas
denichingefitness sharing;
• O tamanho da população nestes algoritmos é dinamicamente ajus ado de acordo com a demanda
da aplicação;
• As soluções ótimas locais tendem a ser simultaneamente pres rvadas quando localizadas.
Neste trabalho, tais aspectos são explorados através da utiliz ção do algoritmo imuno-inspirado
opt-aiNet(de Castro & Timmis, 2002a) para a geração de um conjunto de redes neurais classificadoras
de bom desempenho e, ao mesmo tempo, diversas, para serem utilizadas na composição de ensembles.
Na primeira parte deste capítulo, será feita uma breve descrição do funcionamento do Sistema
Imunológico Natural. Em seguida, os Sistemas ImunológicosArtificiais serão formalizados, e o
algoritmoopt-aiNet, aplicado neste trabalho, será descrito.
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3.1 O Sistema Imunológico Natural
O sistema imunológico natural (SI) pode ser considerado um dos mais importantes componen-
tes dos organismos vivos superiores, e seus mecanismos de reconhecimento e combate a agentes
infecciosos externos (patógenos) têm o objetivo de manter tais organismos saudáveis. Os padrões
moleculares presentes nesses patógenos invasores (padrões estes denominadosantígenos) são res-
ponsáveis pelo disparo da resposta imunológica, a qual promove ecanismos de reconhecimento de
padrões empregando células do sistema imunológico.
Esse sistema de defesa pode ser subdividido em duas linhas: osi tema imunológicoinato e o
sistema imunológicoadaptativo. As células do sistema inato são capazes de responder a uma am-
pla gama de agentes invasores sem a necessidade de uma exposição prévia a eles, diferentemente
das células do sistema adaptativo (responsáveis pela liberção dos chamadosanticorpos), que são
produzidas em resposta a infecções específicas. Dessa forma, a presença de anticorpos em um dado
indivíduo reflete as infecções às quais ele já foi exposto.
O sistema imunológico adaptativo é constituído de um grandenúmero de componentes, dentre
os quais oslinfócitosmerecem atenção especial. Existem dois tipos principais delinfócitos: oslin-
fócitos B(ou células B) e oslinfócitos T (ou células T). Estes dois tipos de linfócitos possuem em
sua superfície receptores de antígenos com alta especificidade. Tais células participam da resposta
imunológica adaptativa e são responsáveis pelorec nhecimentoe eliminaçãode agentes causadores
de doenças (patógenos), e pela chamadamemória imunológica. A memória imunológicacorresponde
à capacidade das células do sistema adaptativo de reconhecerem um mesmo antígeno (ou um antí-
geno semelhante) quando houver uma infecção reincidente por parte de um dado patógeno, o que
conseqüentemente leva a uma resposta imunológica mais rápida, podendo até mesmo evitar o reesta-
belecimento da doença no organismo. Com isso, a resposta adaptativa dá ao sistema imunológico a
capacidade de aprender e se aprimorar diante de cada infecção sofrida.
Enquanto a resposta adaptativa resulta em imunidade contrare-infecções de um mesmo agente
infeccioso, a resposta inata não altera significativamenteo seu comportamento com base no histórico
de exposição a antígenos. Juntos, os sistemas imunológicosinat e adaptativo contribuem para um
mecanismo de defesa extremamente eficiente, que opera em paralelo, recorrendo a uma diversidade
de agentes e componentes distribuídos espacialmente e operando em rede.
Apesar da importância do sistema imunológico inato no sistema imunológico natural como um
todo, o restante deste capítulo será focado apenas nos mecanismos responsáveis pelo funcionamento
da resposta imunológica adaptativa, que é a principal fontede inspiração para os sistemas imunológi-
cos artificiais. No entanto, salienta-se que há uma forte interação dos sistemas inato e adaptativo em
organismos vivos, com evidências claras de que os iniciadores da resposta adaptativa são componen-
tes do sistema imune inato (de Castro & Timmis, 2002b).
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3.1.1 A Resposta Imunológica Adaptativa
Para facilitar a compreensão do funcionamento da resposta imunológica adaptativa, tomemos
como ponto de partida o momento em que um patógeno é identificado. Neste instante, este patógeno
é “engolido” (fagocitose) por um grupo de células chamadasmacrófagosque estão em circulação
pelo organismo, e tem sua estrutura fragmentada. Cada um destes macrófagos passa então a exibir
em sua superfície peptídeos característicos desse patógeno (os chamadosantígenos), resultantes do
processo de fragmentação, que permitem que as demais células do sistema imunológico percebam a
necessidade de reação ao agente invasor (Figura 3.1, passo I). E tes macrófagos se deslocam então
para os chamadoslinfonodos(que são nódulos espalhados pelo organismo, com alta concentração
de células do sistema imunológico), onde têm os antígenos emua superfície reconhecidos pelos
receptores das chamadascélulas T ajudantes(oucélulas T de defesa) (Figura 3.1, passo II).
Fig. 3.1: Resposta Imunológica Adaptativa: (I) Fagocitose e quebra do ptógeno por macrófagos; (II) reconhe-
cimento dos antígenos pelas células T ajudantes; (III) estímulo da produçãoe células B; (IV) diferenciação
das células B em células de memória; (V) diferenciação das células B em células de plasma; (VI) estímulo da
produção de células T citotóxicas; e (VII) eliminação de células do próprioorganismo infectadas pelo patógeno.
Esta figura ilustra uma situação hipotética em que o patógeno possui apenasum tipo de antígeno.
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Essas células T ajudantes, por sua vez, estimulam a reproduçã ascélulas B(Figura 3.1, passo
III) e a diferenciação destas emcélulas B de memória(Figura 3.1, passo IV) ecélulas de plasma
(Figura 3.1, passo V). As células B de memória garantem uma resposta mais rápida a patógenos com
antígenos similares que possam vir a invadir o organismo no futuro, enquanto as células de plasma
são as principais células secretoras deanticorposdo organismo. Anticorpos são moléculas que se
ligam aos antígenos presentes tanto nos patógenos quanto nas células infectadas e sinalizam para os
demais componentes do sistema imunológico que estes indivíduos devem ser eliminados. Tanto os
anticorpos quanto os antígenos possuem composições físico-químicas bem definidas, de forma que,
quanto melhor for a complementariedade de suas geometrias,melhor será a qualidade da ligação entre
eles (maiorafinidade- vide Seção 3.2.1).
Além de estimular a reprodução das células B, as células T ajudantes também são responsáveis por
estimular a produção das chamadascélulas T citotóxicas(Figura 3.1, passo VI), que são responsáveis
pela eliminação de células do próprio organismo que já foraminfectadas pelo patógeno (Figura 3.1,
passo VII).
O mecanismo de resposta imunológica adaptativa representado a Figura 3.1 ilustra apenas uma
situação hipotética em que o patógeno apresenta um único tipo de antígeno. Na verdade, um mesmo
patógeno pode apresentar múltiplos antígenos, como representado na Figura 3.2. Com isso, após a
fragmentação do patógeno pelos macrófagos, para cada antígeno diferente apresentado na superfície
dessas células, uma resposta imunológica como a apresentada na Figura 3.1 pode ser disparada.
Fig. 3.2: Ilustração de um patógeno que apresenta múltiplos antígenos diferentes em sua superfície.
3.1.2 O Princípio da Seleção Clonal
Quando ocorre o estímulo para produção de células B após a detecção de um antígeno, estas cé-
lulas passam a se reproduzir com maior velocidade, em um process declonagem. Durante este pro-
cesso, visando promover a melhora da adaptação dos clones gerados aos antígenos invasores (maior
afinidade entre anticorpos e antígenos), esses novos cloness fr mhipermutaçãocom taxas de vari-
abilidade genética inversamente proporcionais à sua afinidde com os antígenos em questão (células
com maior afinidade com o antígeno sofrem uma variação genética menor, e vice-versa). Dentre
as células resultantes, aquelas com menor afinidade e as que porventura se tornaram prejudiciais ao
organismo com a etapa de hipermutação são então eliminadas dpopulação.
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Este processo deexpansão clonal, hipermutaçãoeseleçãodas células mais adaptadas é conhecido
como Princípio da Seleção Clonale foi proposto por Burnet (1959). Este princípio é uma das
principais inspirações do algoritmoopt-aiNetusado neste trabalho.
3.1.3 A Teoria da Rede Imunológica
Outra teoria imunológica com importância crucial no campo de sistemas imunológicos artificiais
é a chamadaTeoria da Rede Imunológica, proposta por Jerne (1974). Jerne propôs que o sistema
imunológico não é apenas um sistema reativo que permanece emr pouso até que um patógeno in-
vada o organismo. Segundo ele, algumas partes dos receptores das células imunológicas (chamadas
idiotopos) seriam reconhecidas pelos receptores de outras células e moléculas. Diante disso, o sis-
tema imunológico poderia então ser visto como uma enorme e complexa rede, que permanece em
um estado de equilíbrio dinâmico em que seus elementos sofrem constantemente alterações em suas
concentrações. Assim, quando um antígeno altera este equilíbrio, a rede automaticamente altera as
concentrações dos indivíduos em reação a este antígeno e acaba convergindo para um novo estado de
equilíbrio.
Já que as células imunológicas são capazes de reconhecer células do próprio organismo, foi pro-
posto também que existem mecanismos deupressãoda resposta imunológica (conhecidos também
comoresposta negativa da rede) para evitar o ataque a células do próprio organismo, e mecanismos de
estímulopara guiar a resposta imunológica (resposta positiva da rede) (Figura 3.3). No entanto, esses
mecanismos não foram claramente descritos na teoria proposta nem foram realizados experimentos
que sustentem o conjunto de hipóteses em questão. Apesar diso, muitos aspectos dessa teoria são de
fácil implementação computacional e permitem reproduzir em computador algumas funcionalidades
dos sistemas imunológicos, como será visto nas próximas seçõe .
Fig. 3.3: Mecanismos de resposta positiva (estímulo) e negativa (supressão) da rede imunológica. O reconhe-
cimento de um antígeno (Ag) pelos elementos da rede (1, 2 e 3) ativa a resposta imunológica de combate ao
agente invasor, enquanto que o reconhecimento de um outro elemento do própri o ganismo leva à supressão
dessa resposta.
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3.2 Sistemas Imunológicos Artificiais
Formalmente, um sistema imunológico artificial pode ser definido como segue (de Castro & Tim-
mis, 2002b):
“Sistemas Imunológicos Artificiais (SIAs) são sistemas adaptativos, inspirados pela imunologia
teórica e observações de funções, princípios e modelos imunológicos, que são aplicados à resolução
de problemas.”
De acordo com esta definição, para um sistema ser caracterizado como um SIA, ele deve no mí-
nimo englobar um modelo de um componente do SI (por exemplo, uma célula, molécula ou órgão),
deve ser desenvolvido através da incorporação de idéias da imunologia teórica e/ou experimental, e
deve ter o objetivo de resolver problemas. Dessa forma, apenas atribuir uma terminologia imuno-
lógica a um dado sistema não é suficiente para caracterizá-locom um SIA (de Castro & Timmis,
2002b).
À primeira vista, o sistema imunológico pode ser interpretado penas como um sistema de re-
conhecimento de padrões, responsável pela identificação e eliminação de elementos perigosos ao
organismo. Isso limitaria o escopo de sistemas imunológicos artificiais a tarefas de reconhecimento
de padrões, particularmente aplicadas à segurança computacional. No entanto, a grande quantidade
de características computacionalmente interessantes presentes no sistema imunológico natural suge-
rem uma gama de aplicações praticamente ilimitada (de Castro& Timmis, 2002b). Características
como o aprendizado e a memória imunológica, auto-organização, capacidade de detecção de ano-
malias, tolerância a falhas, distributividade e robustez pr sentes no sistema imunológico natural são
indicadores de que os SIAs representam um paradigma que podeser aplicado em diversas áreas,
tanto em inteligência computacional quanto em engenharia ec ência da computação. Apenas para
exemplificar, existem aplicações de SIAs em campos como:
• Reconhecimento de Padrões: Dasgupta et al. (1999), Carter (2000), Tarakanov et al. (2000),
Carvalho & Freitas (2001);
• Segurança Computacional: Kephart (1994), Somayagi et al. (1998), Dasgupta (1999b),Kim &
Bentley (1999), Hofmeyr & Forrest (2000);
• Detecção de Anomalias: Aisu & Mitzutani (1996), Dasgupta (1996), McCoy & Devarajan
(1997), Dasgupta & Forrest (1999);
• Otimização: Bersini & Varela (1990), Mori et al. (1993), Hajela & Yoo (199), Toma et al.
(1999), Gaspar & Collard (2000), de Castro & Timmis (2002a), Gomes et al. (2003), de França
et al. (2005);
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• Aprendizagem de Máquina: Hunt & Cooke (1996), Bersini (1999), de Castro & Von Zuben
(2000), Timmis et al. (2000), Watkins (2001);
• Robótica: Mitsumoto et al. (1996), Lee & Sim (1997), Ishiguro et al. (1998), Michelan & Von
Zuben (2002), Cazangi & Von Zuben (2006);
• Controle: Bersini (1991), Takahashi & Yamada (1997), Ootsuki & Sekiguchi (1999);
• Memória Associativa: Gibert & Routen (1994), Abbattista et al. (1996);
• Ecologia: Bersini & Varela (1994), Walker (2001);
• Síntese Sonora: Caetano (2006).
Neste trabalho, foi utilizado o algoritmoopt-aiNet(de Castro & Timmis, 2002a), que é um sis-
tema imunológico artificial baseado nos princípios de Seleção Clonal e Teoria da Rede Imunológica,
descritos nas Seções 3.1.2 e 3.1.3, respectivamente, e desenvolvido originalmente para a solução de
problemas de otimizaçãomultimodal, ou seja, em que se busca identificar múltiplos ótimos globais.
A família de algoritmos à qual o algoritmoopt-aiNetpertence, bem como o algoritmo em si, serão
descritos nas Subseções 3.2.2 e 3.2.3, respectivamente.
3.2.1 Espaço de Formas
Um dos pontos principais em sistemas imunológicos artificiais é questão dafinidade, seja entre
um anticorpo e um antígeno ou entre dois anticorpos. Com o objetivo de descrever quantitativamente
as interações de moléculas do sistema imunológico, Perelson & Oster (1979) introduziram o conceito
deespaço de formasa partir de estudos teóricos sobre os mecanismos de seleção conal.
A afinidade entre um anticorpo e um antígeno (tudo o que for mencionado nesta seção para o
caso anticorpo/antígeno, a não ser que seja dito o contrário, é válido para o caso anticorpo/anticorpo)
envolve vários processos, tais como interações covalentesbaseadas em cargas eletrostáticas, pontes
de hidrogênio, interações de van der Waals, etc. Diante disso, para que um antígeno seja reconhecido
por um anticorpo, é necessário que ambas as moléculas se liguem de maneiracomplementarentre
si, por longos trechos de sua superfície, como representadopictoricamente na Figura 3.4. Define-
se então comoafinidadeentre um anticorpo e um antígeno esse grau de complementariedade que as
duas moléculas apresentam entre si. Caso um anticorpo e um antígeno não sejam tão complementares
entre si, mesmo assim eles ainda poderão se ligar, embora commenor afinidade.
A forma e a distribuição de cargas elétricas, assim como a existência de grupos químicos em
posições complementares na superfície dos antígenos e anticorpos, podem ser consideradas como
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Fig. 3.4: Complementariedade geométrica parcial das formas de anticorpos eantígenos. Quanto melhor for esta
complementariedade, maior será a afinidade entre eles. Esta figura apresenta uma visão pictórica de interações
físico-químicas de compostos moleculares.
propriedades dessas moléculas e são importantes na determinação de suas interações. A este conjunto
de atributos dá-se o nome deforma generalizada. Supondo que a forma generalizada de um anticorpo
ou antígeno possa ser descrita por um conjunto deL parâmetros, então o espaçoL-dimensional,
dentro do qual essa forma generalizada corresponde a um ponto, é chamado despaço de formas.
Do ponto de vista computacional, a equivalência biológica desses atributos da forma generalizada de
anticorpos não é relevante, uma vez que tais atributos serãobasicamente definidos pelo domínio da
aplicação do sistema imunológico artificial.
Matematicamente, a forma generalizada de qualquer molécula m em um espaço de formasS
pode ser representada como um vetor de atributos de tamanhoL, dado porm = [m1, m2 . . . ,mL].
Esse vetor pode ser composto por atributos de qualquer tipo,tais como valores reais, inteiros, bits
e símbolos. Geralmente, tais atributos são definidos de acordo com o domínio do problema sendo
tratado pelo sistema imunológico artificial, e são importantes na definição de quais métricas serão
usadas para medir suas interações. Além disso, o tipo dos atributos definirá o tipo do espaço de
formas a ser adotado, que pode ser:
• Espaço de Formas Real: onde os vetores de atributos são vetores de números reais;
• Espaço de Formas Inteiro: onde os vetores de atributos são vetores de números inteiros;
• Espaço de Formas de Hamming: onde os vetores de atributos são compostos por elementos
pertencentes a um alfabeto finito de tamanhok, e
• Espaço de Formas Simbólico: nde os vetores de atributos são geralmente compostos por dife-
rentes tipos de atributos, onde pelo menos um deles é simbólico, como por exemplo umnome,
umacor, etc.
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Dessa forma, se considerarmos, sem perda de generalidade, que as formas generalizadas de um
anticorpo e de um antígeno são de mesmo tamanho (o que no caso biológico não ocorre necessari-
amente), então sob a perspectiva de reconhecimento de padrões, a interação destes dois indivíduos,
ou suamedida de afinidade, é avaliada a partir de alguma métrica dedistância, definida no espaço
de formas a que pertencem os correspondentes vetores de atributos. Esta medida de afinidade realiza
então um mapeamento da interação do anticorpo com o antígenoem um número real não negativo
que corresponde àafinidadeou grau de similaridade. Dessa forma, a afinidade entre anticorpos e
antígenos, sendo proporcional ao grau de similaridade entrseus vetores de atributos, não trabalha
com o conceito de complementariedade entre moléculas, embora seja possível definir uma relação
direta entre ambos.
A expressão “afinidade” é normalmente adotada para quantificr o grau de reconhecimento entre
um anticorpo e um antígeno. No entanto, é possível ver a afinidde como um termo geral que indica
a qualidade de um elemento do sistema imunológico em relaçãoao ambiente em que está inserido
(de Castro & Timmis, 2002b). Por exemplo, se um sistema imunológico está sendo aplicado a um
problema de otimização de funções, então o anticorpo pode corr sp nder a um ponto relacionado
a um dado valor da função objetivo. Dessa forma, sua afinidadecorr sponderá ao valor da função
sendo otimizada para este ponto, o que equivale a um valor defitnessem um algoritmo evolutivo.
Neste trabalho, as duas interpretações de afinidade estarãopresentes. No algoritmo imuno-
inspirado utilizado para treinamento das redes neurais artifici is (opt-aiNet), estas redes corresponde-
rão aos anticorpos do SIA e, dessa forma, possuirão uma métrica defitnessinversamente proporcional
ao erro de classificação cometido por cada rede neural. Além disso, para controle da diversidade da
população, será adotada também uma métrica de afinidade entre anticorpos (entre as redes neurais),
ou seja, será adotada também uma métrica de afinidade que indica o grau de reconhecimento entre
dois indivíduos da população.
Nas próximas seções, serão apresentados a família de algoritmos à qual o algoritmopt-aiNet
utilizado neste trabalho pertence e, em seguida, o próprio algoritmo opt-aiNet.
3.2.2 A Família de Algoritmos aiNet
A família de algoritmos imuno-inspiradosaiNet(Artificial Immune Network) surgiu em 2000 com
o algoritmo de mesmo nome, apresentado e detalhado em de Castro & Von Zuben (2000) e de Castro
& Von Zuben (2001). Baseado no princípio da Seleção Clonal e na toria da Rede Imunológica, o
algoritmo aiNet foi proposto para análise e agrupamento de da os (clustering). Em um trabalho sub-
seqüente, de Castro & Timmis (2002a) desenvolveram a extensão do algoritmo aiNet para problemas
de otimização multimodal e a denominaramopt-aiNet(Artificial Immune Network for Optimization).
O terceiro integrante desta família de algoritmos, acopt-aiNet(Artificial Immune Network for Com-
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binatorial Optimization), foi proposta por Gomes et al. (2003) para otimização combinatória e, em
seguida, de França et al. (2005) propuseram uma extensão daopt-aiNetpara problemas de otimização
dinâmica (funções-objetivo variantes no tempo), a qual chamar m dedopt-aiNet(Artificial Immune
Network for Dynamic Optimization). O mais recente algoritmo deste grupo, até o momento, foi
proposto por Coelho & Von Zuben (2006), denomina-seomni-aiNet(Artificial Immune Network for
Omni Optimization) e foi desenvolvido para problemas de omni-otimização, ou seja, é um algoritmo
que busca resolver problemas com um ou mais objetivos e com umou ais ótimos globais, sem que
seja necessária nenhuma informação prévia sobre o tipo de problema sendo tratado.
Em todos os trabalhos, os autores avaliaram empiricamente acapacidade dos algoritmos pro-
postos para os respectivos tipos de problemas a que se aplicam, atr vés da obtenção de resultados
competitivos quando comparados com outras abordagens da literatura.
3.2.3 O Algoritmo opt-aiNet
Para que o algoritmopt-aiNet(de Castro & Timmis, 2002a) possa ser apresentado, vamos con-
siderar a seguinte terminologia:
• Anticorpo: cada indivíduo na população. Tanto no algoritmo original qu nto na versão utilizada
neste trabalho, os anticorpos são codificados em vetores de atributos reais (vide Seção 3.2.1);
• Antígeno: conjunto de dados utilizado no treinamento;
• Fitness ou Afinidade Anticorpo/Antígeno: medida que indica o quão adaptado está um dado
anticorpo da população para detectar um antígeno (segunda interpretação de afinidade, descrita
na Seção 3.2.1), ;
• Afinidade Anticorpo/Anticorpo: medida de similaridade entre dois anticorpos da população.
Esta medida é utilizada na determinação da supressão de indivíduos.
Feitas estas definições, podemos então analisar o funcionamento do algoritmo. A Figura 3.5
mostra o fluxograma com os principais passos doopt-aiNet.
O algoritmo começa com a geração aleatória da população inicial de anticorpos e com a verifica-
ção do critério de parada, que neste trabalho corresponde a um certo número de gerações, definido
pelo usuário. Caso a condição de parada tenha sido satisfeita, o algoritmo encerra sua execução.
Caso contrário, ofitnessde cada indivíduo na população é determinado e, para cada indivíduo na
população, um númeroNc de clones é gerado (ondeNc é um número fixo para todos os indivíduos
na população e definido pelo usuário).
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Fig. 3.5: Fluxograma com os principais passos do algoritmoopt-aiNet.
Cada um destes clones sofre então um processo de hipermutaçãocom taxa de variabilidade gené-
tica inversamente proporcional aofitnessdo anticorpo que gerou cada clone, ou seja, quanto melhor
for o anticorpo gerador dos clones, menor será a variabilidade genética aplicada a estes clones. Esta
etapa de hipermutação é feita de acordo com a Expressão 3.1 abaixo:





ondec’ é o novo anticorpo gerado a partir dec, N(0,1) é uma variável aleatória gaussiana de média
zero e variância 1,f ∗ é o fitnessdo indivíduoc e β é um parâmetro de controle da amplitude da
função exponencial inversa. Este parâmetroβ assume os valores1, 10, 100, 1000 sucessivamente, de
acordo com o número de gerações executadas pelo algoritmo até o momento (a cada 25 gerações
do algoritmo,β tem seu valor multiplicado ou dividido por 10, de forma a seguir a seqüência1 →
10 → 100 → 1000 → 100 → 10 → 1 → 10 . . .). Dessa forma, o algoritmo alterna etapas de ajuste
fino dos indivíduos da população (valores altos deβ) com etapas de maior variabilidade genética dos
indivíduos (valores baixos deβ).
Aplicada a mutação, são então selecionados osN anticorpos de maiorfitness(considerando-se
tanto os indivíduos originais quanto os clones gerados) para ermanecerem na população, ondeN é
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o número de indivíduos no início dessa iteração do algoritmo, e ofitnessmédio dessa população é
calculado. Se houve uma melhora nessefitnessmédio, o algoritmo executa novamente o seu ciclo
principal, voltando à etapa de verificação das condições de parada. Caso não tenha ocorrido uma
variação significativa nestefitnessmédio (o que indica que a população está estagnada, provavelment
em um ótimo local), a afinidade entre os anticorpos na população é determinada e estes elementos
são comparados dois a dois. Caso a afinidade entre dois anticorpos esteja acima de um dado limiar
de supressão definido pelo usuário (ou seja, eles são muito semelhantes), o anticorpo de piorfitnessé
eliminado da população. Concluída esta etapa de supressão deanticorpos semelhantes, é introduzida
na população uma porcentagemd de novos indivíduos aleatoriamente gerados, o que contribui para o
aumento da diversidade, e a execução retorna para a etapa de verificação das condições de parada.
É importante ressaltar aqui que, no algoritmoopt-aiNet, o tamanho da população em cada iteração
é automaticamente definido de acordo com a demanda do problema (dado um limiar de supressão),
ou seja, os mecanismos de supressão e de introdução de diversidad automaticamente eliminam indi-
víduos semelhantes da população, mas preservando os ótimoslocais e globais já identificados. Esta
característica de manutenção de diversidade da população,inerente ao algoritmopt-aiNet, foi o prin-
cipal motivo que levou à sua aplicação na geração de componentes paraensemblesneste trabalho.
Apenas para ilustrar a capacidade do algoritmo de encontrare preservar os múltiplos ótimos glo-
bais/locais de um problema, oopt-aiNetfoi aplicado a três problemas de otimização bidimensionais
(problemas de maximização) que apresentam multimodalidade. A escolha de apenas duas variáveis
de otimização, ou seja, de espaços de busca bidimensionais,se deu aqui para permitir a visualização
dos resultados. As superfícies de otimização estão associadas às funçõesMulti, Rootse deSchaffer,
dadas pelas Equações 3.2, 3.3 e 3.4, respectivamente. Os resultado estão apresentados na Figura 3.6.
f(x, y) = x. sin (4πx) − y. sin (4πy + π) x, y ∈ [−2, 3] (3.2)
f(z) =
1
1 + |z6 − 1| , z = x + iy, (3.3)
x, y ∈ [−2, 2]
f(x, y) = 0.5 +
sin2 (
√
x2 + y2) − 0.5
1 + 0.001(x2 + y2)
, x, y ∈ [−10, 10] (3.4)
















































Fig. 3.6: Resultados da aplicação do algoritmoopt-aiNeta três problemas bidimensionais e com múltiplos
ótimos: (a) funçãoMulti, (b) funçãoRootse (c) função deSchaffer(a população final corresponde aos pontos
em *).
Como pode ser observado na Figura 3.6, o algoritmoopt-aiNetfoi capaz de identificar ótimos
locais e, ao mesmo tempo, manter a diversidade destas soluções. Nas funçõesMulti e Roots, todos
os ótimos globais foram encontrados e, no caso da funçãoMulti, o algoritmo manteve uma solução
em cada ótimo local do problema. Já para a função deSchaffer, que possui um único ótimo global
na região central e infinitos ótimos locais, o algoritmo foi capaz de encontrar este ótimo global e
povoar com uma distribuição aproximadamente uniforme as regiões correspondentes aos infinitos
ótimos locais. Como já mencionado (e pode ser verificado na Figura 3.7), o tamanho da população
varia automaticamente ao longo do processo de otimização e conv rge para valores que dependem da
demanda de cada problema.
É interessante notar que, no final de sua execução, o algoritmo opt-aiNetexecuta uma etapa de
higienização das soluções presentes em sua população final,de forma a eliminar eventuais redun-
dâncias que ainda permaneçam e aqueles indivíduos que não covergiram para algum ótimo local ou
global do problema, o que provoca a redução brusca no número de indivíduos, ilustrada na Figura
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3.7, na última iteração do algoritmo para cada um dos problemas tratados.






























































Fig. 3.7: Evolução do número de indivíduos (anticorpos) na população do algoritmoopt-aiNetao longo das
iterações, para os problemas (a)Multi, (b) Rootse (c)Schaffer. O algoritmo foi inicializado com20 indivíduos
para os três problemas.
3.3 Síntese do Capítulo e Motivação para a Aplicação Pretendida
Neste capítulo, o funcionamento básico do sistema imunológico natural foi apresentado, junta-
mente com as principais teorias e princípios presentes nesta área e relevantes ao contexto deste traba-
lho. Em seguida, o paradigma de sistemas imunológicos artificiais foi formalizado e alguns exemplos
de aplicações deste paradigma nas mais diversas áreas foramcitados.
Dentre os sistemas imunológicos artificiais, a família de algoritmos imuno-inspirados conhecida
comoaiNetpossui aplicações em áreas como agrupamento de dados e otimização multimodal, com-
binatória, dinâmica e multiobjetivo, e seus algoritmos apresentam características interessantes, como
capacidade de manutenção da diversidade dos indivíduos em suas populações e de definição automá-
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tica (dinâmica) do tamanho de suas populações, ou seja, o número de indivíduos se ajusta de acordo
com a demanda da aplicação.
Tais características, em especial a capacidade de manutenção de diversidade inerente a estes al-
goritmos, são de grande importância para a implementação deensembles, já que, para umensemble
apresentar boa performance, é necessário que seus componentes apresentem boa performance e se-
jam, ao mesmo tempo, diversos em relação ao erro (vide Capítulo 2). Com isso, visando explorar
essa manutenção de diversidade dos algoritmos imuno-inspirados da famíliaaiNet, neste trabalho a
versão para otimização multimodalopt-aiNetserá aplicada à geração de uma população de classifica-
dores (redes neurais artificiais do tipomulti layer perceptron - MLP) de boa performance e, ao mesmo
tempo, diversos, para formarem um ensemble.
No próximo capítulo, será feita uma breve introdução às redes neurais do tipo MLP. Em seguida,
as redes neurais classificadoras utilizadas neste trabalhoserã descritas, a proposta de aplicação do
algoritmoopt-aiNetpara geração de componentes paraensembleserá devidamente formalizada e as
técnicas aplicadas nas etapas de seleção e combinação de componentes serão detalhadas.
Capítulo 4
Construção de Ensembles de Classificadores
Como mencionado anteriormente, a construção de umnsemblepode ser dividida em três etapas:
geração, seleção e combinação de componentes. Para a etapa de ger ção de componentes, neste tra-
balho foi utilizado o algoritmo imuno-inspiradoopt-aiNetpara a geração de uma população de redes
neurais artificiais do tipo MLP (multi-layer perceptrons) voltadas para a solução de problemas de
classificação, cujos elementos tenham bom desempenho individual e, ao mesmo tempo, apresentem
diversidade em relação aos seus erros.
Vencida a etapa de geração de uma população de candidatos para osensembles, foram aplicadas
seis técnicas de seleção de componentes:Construtiva sem Exploração, Construtiva com Exploração,
Poda sem Exploração, Poda com Exploração, o algoritmo de agrupamento conhecido comoARIAe,
para fins de comparação, a técnicaSem Seleção, onde todos os candidatos são considerados compo-
nentes doensemble.
Por fim, para a combinação das saídas de cada componente em umaúnica saída, correspondente
à saída doensembleem si, foram utilizadas neste trabalho cinco técnicas de combinação de compo-
nentes:Média Simples, Média Ponderada sem Bias, Média Ponderada com Bias, Voto Majoritário e
Winner-takes-all.
O objetivo deste capítulo é detalhar os algoritmos e técnicas empregadas em cada uma das etapas
de construção de umensemble. Para isso, foi feita uma divisão em cinco seções principais. Na Seção
4.1, será feita uma breve introdução às redes neurais artifici is e, em seguida, serão detalhadas as
redes neurais utilizadas neste trabalho. Na Seção 4.2, serão ap esentadas as principais modificações
do algoritmoopt-aiNetfeitas neste trabalho, para geração de uma população de redes n urais de bom
desempenho e, ao mesmo tempo, diversas. As seis técnicas de seleção de componentes empregadas
neste trabalho estão descritas na Seção 4.3, e as técnicas deombinação de componentes na Seção
4.4. Por fim, uma tabela com o resumo das siglas adotadas nos próximos capítulos é apresentada na
Seção 4.5.
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4.1 Redes Neurais Artificiais
Apesar de ser possível utilizar vários outros tipos de componentes emensembles, neste trabalho
nos restringimos ao uso de redes neurais artificiais do tipomulti-layer perceptron(ou perceptron
multicamadas), ou simplesmente redes MLP (Haykin, 1999). Além de sua simplicidade de operação,
é sabido que essas redes sãoaproximadores universais de funções(Hornik et al., 1989), ou seja, as
redes MLP são capazes de aproximar qualquer função contínua, restrita a uma região compacta do
espaço de aproximação, dado um número suficiente de neurônios na camada intermediária.
Os elementos básicos de uma rede neural MLP são unidades de processamento de informação
chamadas deneurônios artificiais, que na verdade são modelos matemáticos de neurônios biológicos.
A Figura 4.1 ilustra o modelo de um neurônio. Nela, podemos ident ficar três elementos básicos:
• Um conjunto desinapsesou ligações, sendo cada uma delas caracterizada por um peso próprio
que multiplica o sinal de entrada correspondente;
• Um combinador linear, responsável por somar todas as entradas ponderadas pelos pesos sináp-
ticos; e
• Uma função de ativação, para limitar a amplitude da saída do neurônio.
Fig. 4.1: Modelo de um neurônio de índicen: pesos sinápticoswnj , j = 1, . . . , m, combinador linear (Σ) e
função de ativação (φ).
O modelo representado na Figura 4.1 apresenta ainda o chamado bias(ou polarização), que pode
ser associado a uma entrada constante. Diante disso, a saídade um neurônio de índicen, representado





wnjxj + wn0) (4.1)
A função de ativaçãoφ(.) pode assumir várias formas, mas a mais comum em redes neuraisé a
de umafunção sigmóide, que possui o formato de “s”. Neste trabalho, a função de ativação adotada
foi a funçãotangente hiperbólica, dada pela expressãoφ(.) = tanh (.).
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Feita essa definição do modelo básico de um neurônio artificial, uma rede neural artificial do tipo
MLP pode ser definida como um grafo direcionado, ordenado em camadas, onde cada nó corresponde
a um neurônio artificial, como o da Figura 4.1. A Figura 4.2 ilustra uma rede do tipo MLP. As
camadas dessas redes são denominadas, respectivamente,camada de entrada, camada oculta(ou
camada intermediária) e camada de saída. Uma dada camada é ditaocultase não possuir conexões
diretas com as entradas e saídas da rede neural. No caso da Figur 4.2, existe uma única camada
oculta comn neurônios, embora possam ser implementadas redes neurais MLP com mais de uma
camada oculta.
Fig. 4.2: Uma rede neural do tipo MLP (Multi-Layer Perceptron) com m entradas,n neurônios na camada
oculta er saídas.
Para um dado par de vetores de entrada e saída, existe um únicoco junto de pesos sinápticos para
toda a rede neural que minimiza o erro gerado pela rede neuralao aproximar o mapeamento desses da-
dos de entrada nos dados de saída desejados. A obtenção desseconjunto único de pesos corresponde
à etapa conhecida comotreinamentoda rede neural. Existem várias propostas para o treinamentod
redes MLP, sendo a mais conhecida o algoritmo debackpropagation(Haykin, 1999). No entanto, esse
algoritmo se baseia no gradiente da função de erro da rede neural, o que o torna altamente susceptível
a mínimos locais. Numa tentativa de contornar esse problema, vári s técnicas que não se baseiam em
gradiente foram propostas na literatura. Dentre elas, as técnicas evolutivas apresentam um importante
papel, uma vez que são capazes de realizar uma ampla exploração do espaço de busca, sendo dessa
forma capazes de encontrar conjuntos de pesos não vinculados a mínimos locais ruins. Como dito
anteriormente, neste trabalho utilizou-se o algoritmo imuno-inspiradoopt-aiNetpara o treinamento
das redes neurais MLP, o que será melhor descrito na Seção 4.2.
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4.1.1 Formato das Redes Neurais Utilizadas neste Trabalho
Neste trabalho, foram utilizadas redes MLP como a ilustradana Figura 4.3, ou seja, redes total-
mente conectadas, com uma camada oculta com número fixo de neurônios (definidos de acordo com
o problema), e número de saídas igual ao número de classes do problema sendo tratado (por exemplo,
para um problema com duas classes, cada rede neural terá duassaíd ). As funções de ativação tanto
dos neurônios da camada oculta quanto da camada de saída são do tipo tangente hiperbólica.
Fig. 4.3: Ilustração das redes MLP utilizadas neste trabalho. Foram adotad s redes com uma camada oculta
e número de saídas igual ao número de classes do problema sendo tratado (n figura, um problema comK
classes). As camadas oculta e de saída possuem funções de ativaçãoΦ(.) d tipo tangente hiperbólica e o
rótulo da classe de uma dada amostra é dado pelo índice da saída de maior valor. Os pesos sinápticoswhdij ,
i = 1, . . . , n e j = 1, . . . , m, estão associados a neurônios da camada oculta e os pesos sinápticoswoutkl ,
k = 1, . . . , K e l = 1, . . . , n a neurônios da camada de saída.
O rótulo da classe, gerado pela rede neural para uma dada amostr d problema, corresponderá
ao índice da saída de maior valor. Por exemplo, supondo que a amostra em questão pertence a um
problema de três classes, e que uma dada rede neural produz para ess amostra um vetor de saída
[+0.1 − 0.6 + 0.5], como a terceira posição possui o maior valor (+0.5), então o rótulo que essa
rede neural atribuiria à amostra em questão seria“Cl sse 3”.
Diante disso, os conjuntos de dados utilizados no treinamento das redes neurais foram alterados,
sendo os rótulos de cada amostra substituídos por vetores com número de elementos igual ao número
de classes possíveis para o problema, de forma a corresponderem ao número de saídas das redes
neurais. Nesses vetores, a posição correspondende à classe(rótulo) dessa amostra recebeu valor
+1, enquanto as demais receberam valores−1 (vide exemplo na Figura 4.4 para um problema de três
classes). No entanto, cabe ressaltar aqui que tais vetores de saída com valores+1 e−1 servem apenas
para direcionar o aprendizado dos classificadores, uma vez que, para uma dada amostra pertencente
à classei, basta que ai-ésima saída dos classificadores apresente um valor maior que o apresentado
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pelas demais para que a classificação dessa amostra seja considerada correta.
Fig. 4.4: Exemplo de adequação do conjunto de dados de um problema com três classes ao treinamento das
redes neurais utilizadas neste trabalho. O rótulo de saída de cada amostra ésubstituído por um vetor de três
posições (número de classes do problema), sendo que a posição correspond nte ao rótulo da amostra em questão
recebe o valor+1 e as demais recebem o valor−1.
Esta decisão de projeto, em relação às redes neurais com uma saída por classe (também utilizada
em outros trabalhos na literatura, como em Wesolkowski & Hassanein (1997) e Lazarevic & Obrado-
vic (2001)), foi adotada por ser considerada a mais intuitiva na determinação do rótulo de classificação
de uma amostra, independentemente do número de classes que tenha o problema. Se fosse adotada
a opção de, por exemplo, uma única saída para a rede neural, com o intervalo de saída (rangeda
saída) subdividido em um número de sub-intervalos igual ao número de classes do problema, seriam
necessários mecanismos para ajustar o tamanho destes sub-intervalos bem como o tamanho do in-
tervalo total da saída da rede. Caso o intervalo de saída da rede fosse mantido fixo (por exemplo,
em [−1; +1]) para todos os problemas, independentemente do número de classes, o tratamento de
um problema de duas classes teria uma flexibilidade muito mair (cada classe estaria alocada em um
sub-intervalo de tamanho1.0) que, por exemplo, um problema com dez classes, em que, para cada
classe, estaria alocado um sub-intervalo de tamanho0.2, o que não seria desejável. Além disso, a
divisão em intervalos forçaria umaordenaçãodas classes e, conseqüentemente, o estabelecimento de
distâncias diferentes entre cada classe, o que também não é desejável.
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4.2 Geração de Componentes
Como dito anteriormente, a etapa de geração dos componentes para osensembles, ou seja, a etapa
de treinamento dos classificadores baseados em redes neurais do tipo MLP, foi feita através do al-
goritmoopt-aiNet, descrito na Seção 3.2.3. Apesar da versão do algoritmoopt-aiNetutilizado aqui
seguir exatamente os passos representados no fluxograma da Figura 3.5, alguns pontos merecem aten-
ção: a codificação das redes neurais nosanticorposdo algoritmo; a métrica usada na determinação
dofitnessdesses anticorpos; e a métrica de afinidade entre dois anticorpos, que é um dos pontos mais
importantes para a manutenção de diversidade dos indivíduos. Estes três pontos serão detalhados nas
próximas subseções.
4.2.1 Codificação das Redes Neurais
Na versão original do algoritmopt-aiNet, cada anticorpo na população é representado por um
vetor de atributos pertencentes ao conjunto dos números reais. Para evitar alterações nesta representa-
ção, os pesos das camadas oculta e de saída também foram codificad s em um único vetor de valores
reais. Esta codificação é bem simples e consiste basicamenteem concatenar o vetor de pesos corres-
pondente aos neurônios da camada intermediária com o vetor de pesos dos neurônios da camada de
saída, como ilustrado na Figura 4.5.
Fig. 4.5: Ilustração do processo de codificação dos vetores de pesosdas redes neurais em anticorpos do algo-
ritmo opt-aiNet. Na figura, os vetores de pesos correspondem a uma rede neural com m entradas,n neurônios
na camada oculta eK saídas.
4.2.2 Afinidade Anticorpo/Antígeno (fitness)
Neste trabalho, como um dos objetivos é treinar redes neurais que apresentem baixos erros de
classificação, foi adotada a segunda interpretação deafinidadeentre anticorpos e antígenos, descrita
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na Seção 3.2.1. Ou seja, a afinidade (oufitness) de cada rede neural em relação aos dados de trei-
namento foi tomada como um termo geral que indica a qualidadee um anticorpo (rede neural) em
relação ao ambiente em que está inserido.
Dessa forma, ofitnessdas redes neurais nada mais é que o número de amostras corretamente
classificadas, dividido pelo número total de amostras present no conjunto de treinamento. Com
isso, é possível avaliar o desempenho de cada indivíduo na população.
4.2.3 Afinidade Anticorpo/Anticorpo e Supressão
Já para o caso de afinidade entre dois anticorpos, foi adotadaa interpretação de reconhecimento
entre dois elementos (vide Seção 3.2.1). A métrica de afinidade entre dois anticorpos original do
algoritmoopt-aiNeté proporcional ao inverso da distância euclidiana entre cada anticorpo. Neste
trabalho, caso adotássemos a mesma métrica, o algoritmo geraria redes neurais com vetores de pesos
diversos, o que não é interessante para o caso deensembles, já que redes neurais com vetores de peso
diferentes podem apresentar um mesmo padrão de classificação, ou seja, elas podem errar e acertar
os resultados de classificação para as mesmas amostras. No caso deensembles, é importante que
os componentes apresentem diversidade em seu erro, ou seja,qu errem a classificação de amostras
diferentes do problema. Como não há correlação direta entre adif rença de comportamento de duas
redes neurais artificiais e a distância euclidiana de seus vetores de pesos, foi necessário buscar outra
métrica diferente da distância euclidiana entre os vetoresde pesos.
Diante disso, neste trabalho foi adotada como métrica de afinid de entre dois anticorpos, ou seja,
entre duas redes neurais, uma métrica de diversidade par-a-par (vide Seção 2.1), baseada na distância
de Hamming normalizada dosvetores de acertosde cada classificador. Esta métrica foi proposta
originalmente em de Castro et al. (2005).
Osvetores de acertos1 são vetores binários (um para cada classificador na população), de tamanho
igual ao número de amostras do conjunto de treinamento, ondevalor1 na posiçãoi indica que a
i-ésima amostra do conjunto de treinamento foi corretamenteclassificada e o valor0 indica que essa
amostra foi incorretamente classificada (vide Figura 4.6).Calculando-se a distância de Hamming
de tais vetores binários, teremos uma medida de quão semelhantes são os padrões de classificação
gerados entre os classificadores, ou seja, saberemos apontar a diferença de comportamento par-a-par
entre os classificadores.
Idealmente, a medida de afinidade entre dois anticorpos deveria ser dada por1 − DH (ondeDH
é a distância de Hamming), de forma que quanto menor fosse esse valor, mais diversos seriam os
padrões de erro entre dois classificadores. No entanto, param nter uma relação direta deste valor
com o grau de diversidade entre os componentes, neste trabalho, a avaliação do grau de similaridade
1Também conhecidos na literatura comosaídas oráculo.
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Fig. 4.6: Ovetor de acertosde um classificador é um vetor binário de tamanho igual ao número de amostras
no conjunto de dados sendo avaliado, onde o valor1 na posiçãoi indica que o classificador classificou correta-
mente ai-ésima amostra do conjunto, enquanto que um valor0 indica que ai-ésima amostra foi erroneamente
classificada.
entre dois anticorpos foi feita tomando-se a distância de Hamming diretamente (mas normalizada, ou
seja, dividida pelo número de amostras no conjunto de treiname to).
ComoDH é normalizada, a medida de afinidade pode assumir valores no intervalo[0, 1], sendo
que quanto maior for esse valor, mais diversos serão os padrões e erro entre dois classificadores.
Além disso, esta normalização melhora a interpretação da métrica, uma vez que, se dois indivíduos
da população possuírem afinidade igual a0.15, por exemplo, isto significa que eles divergem na
classificação de15% das amostras do conjunto de treinamento.
Dessa forma, na etapa desupressãodo algoritmoopt-aiNet, todos os classificadores na população
têm sua afinidade comparada e, caso dois deles possuam esta medid inferior a um determinado
limiar definido pelo usuário, ou seja, caso dois deles expressem comportamentos de classificação
“mais semelhantes que o desejado”, o que tiver piorfitnessé eliminado da população.
Um ponto que deve ser destacado sobre essa métrica de diversidade adotada neste trabalho é que
ela é muito semelhante à métrica conhecida comomedida de não-concordância(do inglêsdisagree-
ment measure), utilizada por Skalak (1996) para caracterizar a diversidade entre um classificador base
e um classificador complementar, e por Ho (1998) para medir a diversidade em florestas de decisão.
A medida de desacordo é dada pela seguinte expressão:
Di,k =
N01 + N10
N11 + N10 + N01 + N00
, (4.2)
ondeN11 é o número de amostras corretamente classificadas pelos classifi adoresDi e Dk, N00
é o número de amostras incorretamente classificadas pelos classifi adoresDi e Dk, N10 é o nú-
mero de amostras corretamente classificadas pelo classificadorDi e incorretamente classificadas pelo
classificadorDk e N01 é o número de amostras incorretamente classificadas pelo classifi dorDi e
corretamente classificadas pelo classificadorDk (vide Tabela 2.1).
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Como a distância de Hamming entre dois vetores binários equivale ao número de posições para
as quais os valores em cada vetor são diferentes, então, utilizando a notação adotada na Equação 4.2,
essa distância de Hamming corresponde aN01 + N10. Com isso, e sabendo queN = N11 + N00 +
N01 + N10 (ondeN é o número total de amostras), temos que a medida de desacordodada pela
Equação 4.2 corresponde à distância de Hamming normalizadaentre dois vetores de acertos, que é a
métrica adotada neste trabalho e proposta por de Castro et al.(2005).
4.3 Seleção de Componentes
Com os candidatos a comporem oensembletreinados, a etapa seguinte do processo é escolher,
dentre estes candidatos, aqueles que realmente contribuempara o desempenho do ensemble, uma
vez que a inclusão de todos os candidatos noe semblepode degradar sua performance (Zhou et al.,
2002).
Neste trabalho, foram adotadas seis técnicas de seleção de componentes:Construtiva sem Ex-
ploração, Construtiva com Exploração, Poda sem Exploração, Poda com Exploração, seleção por
algoritmo de agrupamento e, para fins de comparação, a técnica Sem Seleção, onde todos os can-
didatos são considerados como componentes para oensemble. Essas técnicas serão descritas nas
subseções a seguir.
4.3.1 Construtiva sem Exploração
As técnicas de seleção construtivas, adotadas neste trabalho, são adaptações da técnica construtiva
original, proposta por Perrone & Cooper (1993).
No caso construtivo sem exploração (que será representado nos resultados experimentais pela
sigla Cw/oE), inicialmente osM candidatos a comporem oensemblesão ordenados com base no
desempenho individual obtido para o conjunto de dados de validação (que é um sub-conjunto do con-
junto de dados original, como será descrito na Seção 5.2), e ocandidato com melhor desempenho
individual é inserido noensemble. O próximo candidato (o de segundo melhor desempenho indi-
vidual) é então adicionado aoensemble. Se o desempenho doensembleem relação ao conjunto de
dados de validação melhorar, oensemblepassa a ter dois componentes. Caso contrário, o elemento
recém-inserido é removido. Este processo se repete então para todos os demais candidados restantes
na lista ordenada gerada inicialmente, um após o outro. Ao final da execução dessa técnica de seleção,
são testadosM − 1 ensemblesao todo.
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4.3.2 Construtiva com Exploração
A técnica construtiva com exploração (que será representada nos resultados experimentais pela
siglaCwE) também inicia-se com a ordenação dosM candidatos, baseada em seu desempenho indi-
vidual em relação aos dados de validação, e inserção do candidato e melhor desempenho individual
noensemble.
No entanto, ao invés de se considerar apenas o segundo candidato e melhor desempenho indivi-
dual como segundo componente doensemble, todos osM − 1 componentes são considerados um a
um e o candidato escolhido é aquele que conseguir promover o maior aumento de desempenho doen-
semble, tomados os dados de validação. Se nenhum dos candidatos conseguir melhorar o desempenho
do ensemble, quando inserido, então o processo de seleção é encerrado. Caso contrário, oensemble
agora passa a ter dois componentes e o processo é repetido para sM − 2 candidatos restantes. O
número deensemblestestados ao final da execução dessa técnica de seleção, considera do-se o pior
caso, ou seja, o caso em que sempre há um incremento de desempenho do nsemble, é M(M−1)
2
.
Para ilustrar o comportamento das duas técnicas construtivas já descritas, considere umensemble
com três componentesA, B e C, sendo o componenteA o de melhor desempenho individual e o
componenteC o de pior desempenho. Considere também que o componenteB m lhora o desem-
penho de umensembleapenas quando em conjunto com o componenteC, nquanto queC gera um
incremento de desempenho sempre que é inserido. Com isso, a técnica construtiva sem exploração
executará os seguintes passos:
• Insere o candidatoA noensemble(A é o candidato de melhor desempenho individual);
• Insere o candidatoB e compara o desempenho do novoensemble(composto pelos candidatos
A eB) com oensembleanterior. ComoB só melhora o desempenho quando em conjunto com
o candidatoC, este novoensembleé descartado;
• Insere o candidatoC e compara o desempenho do novoensemble(composto pelos candidatos
A e C) com oensembleanterior. Como o novoensembletem um desempenho melhor que o
anterior, o candidatoC é mantido e oensemblefinal obtido possui os elementosA eC.
Já a técnica construtiva com exploração, executaria os seguint s passos:
• Insere o candidatoA noensemble(A é o candidato de melhor desempenho individual);
• Verifica qual dos candidatosB e C restantes gera o maior aumento de desempenho quando
inserido noensembleobtido no passo anterior. ComoB não traz nenhum benefício ao ser inse-
rido com o candidatoA, eC sempre melhora o desempenho de umensemblequando inserido,
o novoensemblepassa a ter os candidatosA eC;
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• Verifica se a inserção do candidatoB restante traz benefícios ao ser inserido noe semble.
Como o candidatoC já faz parte doensemblee B sempre melhora o desempenho de umen-
semblequando em conjunto comC, então o candidatoB é inserido noensemble. Com isso, o
ensemblefinal obtido por esta técnica possui os candidatosA, B eC, diferentemente do obtido
pela técnica sem exploração.
4.3.3 Poda sem Exploração
As técnicas de poda usadas neste trabalho são adaptações da técnic de poda original, proposta
por Zhou et al. (2002), e funcionam no sentido oposto ao adotado pelas técnicas construtivas.
No caso de poda sem exploração (que será representado nos resultados experimentais pela sigla
Pw/oE), osM candidatos também são inicialmente ordenados a partir de seu des mpenho individual
em relação aos dados de validação. Mas, em vez de apenas o melhor candidato ser inserido no
ensemble, todos os candidatos o são. Em seguida, o candidato com pior perf rmance individual é
removido e oensembletem seu desempenho avaliado em relação ao conjunto de dados de validação.
Se ocorreu uma melhora de seu desempenho em relação à configuração anterior, oensemblepassa a
contar então comM−1 componentes. Caso contrário, o candidato retirado é re-inserido, o processo
então se repete para os demais candidatos, exceto o de melhord sempenho individual, que nunca é
removido doensemble.
Como na técnica construtiva sem exploração, o número deens mblesavaliados aqui é igual ao
número de candidatos candidatos a constituírem oensemble, ou seja,M − 1.
4.3.4 Poda com Exploração
Aqui, novamente osM candidatos são ordenados com base em seus desempenhos individuais para
os dados de validação, e todos são inseridos noensemble. No entanto, ao invés de escolher o candidato
com a pior performance individual para ser o primeiro a ser removido, todos os candidatos, com
exceção do de melhor desempenho, são considerados, um após ooutro, e a remoção que apresentar
maior ganho de desempenho para oensembleem relação aos dados de validação é tomada como
definitiva. Se nenhuma remoção resultar em ganho para oensemble, o processo é encerrado. Caso
contrário, o processo continua e é repetido para osM − 2 candidatos restantes (lembrando que o
candidato de melhor desempenho individual nunca é removidodoensemble). No pior caso, o número
total deensemblesavaliados nesta técnica éM(M−1)
2
.
Esta técnica de poda com exploração será representada nos resultados experimentais pela sigla
PwE.
Para ilustrar o comportamento das duas técnicas de poda descritas aqui, considere umensemble
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com três candidatosA, B eC, sendo o candidatoA o de melhor desempenho individual e o candidato
C o de pior desempenho. Considere também que, ao ser removido, ocandidatoC melhora o desem-
penho de umensembleapenas quando o candidatoB não está mais presente, enquanto queB gera
um incremento de desempenho sempre que é removido. Com isso, atécnica de poda sem exploração
executará os seguintes passos:
• Insere todos os candidatos noensemble, que passa a ter os candidatosA, B eC;
• Remove o candidatoC. Como o candidatoB permanece noensemble, essa remoção não leva
a nenhum ganho de desempenho eC é re-inserido noensemble;
• Remove o candidatoB, o que leva a um ganho de desempenho. Como o candidatoA (de
melhor desempenho individual) nunca é removido, a execuçãose encerra e oensemblefinal
obtido possui os candidatosA eC.
Já a técnica de poda com exploração, executaria os seguintespassos:
• Insere todos os candidatos noensemble, que passa a ter os candidatosA, B eC;
• Verifica qual dos candidatosB e C, ao ser removido, leva ao maior ganho de desempenho do
ensemble. ComoC não traz nenhum benefício ao ser removido, sendo que o candidatoB ainda
permanece noensemble, eB sempre melhora o desempenho de umensembleao ser removido,
o novoensemblepassa a ter os candidatosA eC;
• Verifica se a remoção do candidatoC restante traz benefícios aoensemble. Como o candidatoB
foi removido no passo anterior, a remoção do candidatoC promove um ganho de desempenho
aoensemble, o que faz com que oensemblefinal tenha apenas o candidatoA, diferentemente
do obtido pela técnica sem exploração.
4.3.5 Algoritmo de Agrupamento - ARIA
Uma outra forma de seleção de componentes utilizada neste trabalho foi a seleção através do uso
de ferramentas de agrupamento de dados (ouclusterização). A idéia aqui é agrupar os candidatos
com características semelhantes e selecionar os representantes de melhor desempenho individual, em
cada grupo, para compor oensemble. Uma abordagem análoga foi proposta por Liu et al. (2000),
onde foi proposta uma abordagem evolutiva com aprendizado por correlação negativa e agrupamento
dos classificadores resultantes viak-means(Seber, 1984). Existem duas principais desvantagens do
uso do algoritmok-means: a convergência prematura para ótimos locais e a necessidade de definição
prévia do número de grupos (ouclusters). Neste trabalho, para evitar tais limitações, especialmente
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a necessidade de definir o número de grupos (e, conseqüentemente, o número de componentes no
ensemble), foi aplicado o algoritmo de agrupamento ARIA.
O algoritmo ARIA (Adaptive Radius Immune Algorithm), que é capaz de definir automaticamente
o número de grupos e possui mecanismos de exploração do espaço de busca mais eficientes, pode
ser considerado uma extensão do algoritmoaiNet (de Castro & Von Zuben, 2001) e foi proposto por
Bezerra et al. (2005) para problemas de agrupamento. O principal diferencial do ARIA em relação
a outros algoritmos de agrupamento capazes de automaticamente determinar o número de grupos (e
que também poderiam ser empregados aqui), é a capacidade de considerar informações de densidade
presentes nos dados, evitando assim distorções nas densidades relativas de anticorpos, quando essas
densidades relativas são comparadas àquelas associadas aos antígenos (dados originais).
Para melhor ilustrar essa capacidade de consideração de informações de densidade, tomemos o
problema de agrupamento representado na Figura 4.7. Em problemas de agrupamento, geralmente os
algoritmos posicionam um certo número de candidatos no espaço dos dados, chamados deprotótipos,
que são responsáveis por representar todos os dados que estejam dentro de um dado raio de atuação
deste protótipo. Após o posicionamento desses indivíduos,que passam a representar os dados origi-
nais do problema, é aplicada uma técnica capaz de separar esses protótipos em grupos distintos, que
corresponderão aos grupos oucl stersprocurados. No caso do algoritmo ARIA, as informações de
densidade dos dados são consideradas nas etapas de posicionamento dos protótipos e determinação de
seus raios de atuação, e a separação em grupos é feita pela técnic conhecida comoÁrvore Geradora
Mínima(ouMinimum Spanning Tree– MST – Gabow et al., 1986).
Fig. 4.7: Problema de agrupamento com dois grupos de 150 amostras e diferentes densidades.
Na Figura 4.8(a) temos o posicionamento final dos anticorpos(ou protótipos) após a convergência
do ARIA para o problema da Figura 4.7, e na Figura 4.8(b) os resultados obtidos com a aplicação
de um algoritmo que não considera a informação de densidade dos dados (nesse caso, o algoritmo
aiNet).
Como pode ser observado na Figura 4.8, o ARIA foi capaz de posicionar um mesmo número de
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(a) ARIA (b) aiNet
Fig. 4.8: Posicionamento dos anticorpos após a convergência dos algoritmos ARIA e aiNet para o problema
representado na Figura 4.7.
protótipos em cada um dos dois grupos de dados do problema, mesmo com estes grupos apresen-
tando densidades diferentes. Já para o algoritmoaiNet, isso não ocorreu, uma vez que o número de
protótipos posicionados na região de menor densidade foi muito aior que o número de protótipos
na região de maior densidade, mesmo com o número de amostras sendo igual para os dois grupos do
problema.
O pseudo-código da etapa de posicionamento de protótipos doARIA está representado no Algo-
ritmo 4.1 abaixo.
Algoritmo 4.1 Posicionamento de protótipos do algoritmo ARIA
Inicializa variáveis;
Gera população inicial;
for iteração1 atégen do
for cada Antígeno (amostra dos dados)do
Selecione o anticorpo de melhor afinidade;
Aplique mutação com taxami;
end for
Elimine os anticorpos que não forem estimulados;
Clone os anticorpos que reconheçam antígenos posicionados auma distância superior ao seu
raioR;
Calcule a densidade local para cada anticorpo;
Calcule o raio de supressão para cada anticorpo (inversamente proporcional à densidade dos
dados);
Suprima os anticorpos, favorecendo a eliminação daqueles dmaior raio;
if a atual geração é maior queg n/2 then
Altere a taxa de mutação da seguinte forma:i = mi ∗ (decaimento);
end if
end for
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O algoritmo ARIA começa com a inicialização das variáveis e geração aleatória da população
inicial de anticorpos (protótipos). Como a população do algoritm varia dinamicamente ao longo de
sua execução, o número inicial de anticorpos pode ser pequeno, ma vez que, caso sejam necessários
mais indivíduos, o próprio algoritmo se encarregará de inseri-los na população. O ARIA também é
capaz de ajustar os raios de cada anticorpo na população, o que permite que os raios iniciais também
possam ser gerados aleatoriamente. A taxa de mutaçãomi é inicializada com o valor1.
Feita a inicialização, as amostras de dados de treinamento são apresentadas uma a uma e aleato-
riamente à população de anticorpos. Nessa etapa, quando um dado anticorpo reconhece uma amostra,
ou seja, quando a sua distância à amostra é menor que a de todosos emais anticorpos na população
(maior afinidade), esse anticorpo sofre mutação na direção da amostra reconhecida, com taxami.
Em seguida, os anticorpos que não foram capazes de reconhecer enhuma amostra dos dados são
eliminados da população, e aqueles que reconheceram amostrs fora de seus raios de atuação são
clonados, sendo que os clones gerados sofrem mutação. Mesmo que um anticorpo enha reconhecido
várias amostras fora de seu raio de atuação, apenas um clone égerado para este protótipo.
Gerada a nova população de anticorpos, a densidade local dosda para cada indivíduo, bem
como seus respectivos raios de atuação são determinados e pas a-se à fase de supressão. Nesta fase,
os anticorpos são comparados dois a dois e, caso a distância entre eles seja menor que um dos raios
de supressão, o indivíduo de maior raio é suprimido.
Por fim, a taxa de mutaçãomi é alterada. O valor demi é mantido constante porgen/2 iterações
e, em seguida, começa a ser reduzido geometricamente pela const ntedecaimento, de forma a forçar
a convergência da rede de anticorpos.
Após o posicionamento dos protótipos e determinação de seusraios de atuação, o algoritmo ARIA
aplica um procedimento baseado em Árvores Geradoras Mínimas para definir automaticamente os
agrupamentos. Este processo de definição automática de agrupamentos pode ser dividido em duas
etapas: (i) construção de uma árvore geradora mínima que une todos os anticorpos posicionados na
etapa anterior do algoritmo; e (ii ) determinação e eliminação das arestas inconsistentes da árvore, de
forma que as arestas remanescentes e conectadas entre si possam ser consideradas como pertencentes
a um mesmo agrupamento.
Para determinar quais arestas da árvore geradora mínima sãoinconsistentes, as extremidades de
cada uma delas são consideradas e a média e o desvio padrão do comprimento das arestas localizadas
a p ou menos passos de cada uma dessas extremidades são calculados: se o comprimento da aresta
sendo analisada for maior que a média adicionada de dois dos desvios padrões calculados para estas
arestas vizinhas às extremidades, ela é considerada inconsistente (Zhan, 1971).
A descrição completa do algoritmo ARIA, bem como de todos os mecanismos empregados em
cada etapa, pode ser encontrada em Bezerra et al. (2005).
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Neste trabalho, o agrupamento feito pelo algoritmo ARIA foi apl cado aos vetores de saída pro-
duzidos pelos classificadores gerados pela execução do algoritmo pt-aiNet, e não pelos vetores de
pesos dessas redes neurais. Dessa forma, os candidatos a componentes doensemblesão agrupados
de acordo com seus padrões de classificação, e não pela semelhança entre seus vetores de peso.
Feito este agrupamento, a mesma abordagem utilizada por Liuet al. (2000) foi adotada: o candi-
dato com melhor desempenho individual (para o conjunto de validação) de cada grupo é selecionado
para fazer parte doensemblee oensembleé montado com número de componentes igual ao número
de grupos obtido automaticamente pelo algoritmo ARIA.
4.3.6 Sem Seleção
Como o próprio nome diz, esta técnica de seleção consiste em adicionar todos os candidatos da
população de candidatos aoensemble, independentemente de prejudicarem ou não o desempenho do
mesmo. Este critério foi adotado para fins de comparação com as demais técnicas. Nos resultados
experimentais, esta técnica de seleção será representada pel siglaSS.
4.4 Combinação de Componentes
Outro ponto importante na construção deensemblesé a maneira como as saídas de cada compo-
nente serão combinadas em uma única saída (a saída doensemble). Neste trabalho, foram utilizadas
cinco técnicas de combinação de componentes, que serão descritas a seguir.
4.4.1 Média Simples
Esta primeira estratégia de combinação (que será tratada pela siglaMSnos resultados experimen-
tais), também conhecida comoVector Addition, é uma técnica bem simples e se aplica tanto para
problemas de regressão quanto para problemas de classificação. Aqui, a saída doensembleé dada
pela média simples entre as saídas de cada um de seus componentes antes da conversão para os rótulos








ondeM é o número de componentes noensemble, yki é ak-ésima saída doi-ésimo componente ey
k
é ak-ésima saída doensemble.
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4.4.2 Média Ponderada semBias
Nesta estratégia de combinação, que será representada pelasiglaMP nos resultados experimen-
tais, a saída doensembleé dada por uma soma ponderada das saídas de cada um de seus componentes
(antes da conversão de saída contínua para os rótulos das classes), como representado na Equação 4.4.
yk = pk1 × yk1 + pk2 × yk2 + · · · + pkM × ykM , (4.4)
ondeM é o número de componentes noensemble, yk é ak-ésima saída doensemble, yki é ak-ésima
saída doi-ésimo componente epki é o peso atribuído à saídak do componentei.
Os pesos para a saídak de cada componente neste método de combinação foram obtidosa ravés









pki = 1 (4.6)
pki ≥ 0,∀i (4.7)
onde~ykd é o vetor de saídas desejadas para o conjunto de dados de validação (vide Seção 5.2), e a
matrizC e o vetor de pesos~pk são dados por:
C = [~yk1 ~y
k
2 · · · ~ykM ] (4.8)
~pk = [pk1 p
k
2 · · · pkM ]T (4.9)
ondeM é o número de componentes noensemblee~yki é o vetor de saídas doi-ésimo componente.
A restrição dada pela Expressão 4.7 é necessária, uma vez que, se fossem permitidos pesos nega-
tivos, alguns dos classificadores de alto desempenho gerados peloopt-aiNetpoderiam ter suas saídas
completamente invertidas, o que provocaria uma reversão completa no padrão de classificação do
componente. Cabe ressaltar novamente aqui que o rótulo da classe de uma dada amostra é dado pelo
índice da saída de maior valor da rede neural.
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O problema de otimização dado pelas Expressões 4.5, 4.6 e 4.7foi resolvido através doOptimi-
zation Toolboxda ferramentaMatlab. O problema foi modelado como um problema de quadrados
mínimos com restrições e resolvido através de uma técnica basead emProgramação Quadrática,
implementada na ferramenta.
4.4.3 Média Ponderada comBias
A técnica de combinação por média ponderada combias(ou polarização), representada pela sigla
MPB, é bem semelhante à técnica de combinação por média ponderada simples descrita na Seção
4.4.2. No entanto, ao fazer a ponderação das saídas de cada componente e a sua combinação, é
adicionado um termo de polarização, como pode ser visto na Expressão 4.10 (termopk0).
yk = pk0 + p
k
1 × yk1 + pk2 × yk2 + · · · + pkM × ykM (4.10)
ondeM é o número de componentes noensemble, yk é ak-ésima saída doensemble, yki é ak-ésima
saída doi-ésimo componente epki é o peso atribuído àk-ésima saída do componentei.
Os pesos para a saídak de cada componente e o termop0 de polarização foram obtidos através da










pki = 1, (4.12)
pki ≥ 0,∀i ∈ [1, . . . ,M ] (4.13)
onde~ykd é o vetor de saídas desejadas para o conjunto de dados de validação (vide Seção 5.2), e a
matrizC e o vetor de pesos~pk são dados por:
C = [~1 ~yk1 · · · ~ykM ] (4.14)
pk = [pk0 p
k
1 · · · pkM ]T (4.15)
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ondeM é o número de componentes noensemble, ~yki é o vetor de saídas doi-ésimo componente e~1 é
um vetor onde todas as posições têm o valor 1. É importante ressaltar aqui que o termo de polarização
pk0 não está sujeito às restrições dadas pelas Expressões 4.12 e4.13.
O problema de otimização dado pelas Expressões 4.11, 4.12 e 43 foi novamente resolvido atra-
vés doOptimization Toolboxda ferramentaMatlab, de maneira análoga à feita para a técnica de média
ponderada sembias(Seção 4.4.2).
4.4.4 Voto Majoritário
A técnica de combinação conhecida como voto majoritário (representada pela siglaVM nos resul-
tados experimentais) é um método de combinação não-linear ode, dada uma amostra do conjunto de
dados, cada componente doensembleapontará uma classe para esta amostra e a classe que receber o
maior número de votos (for apontada pelo maior número de componentes), corresponderá ao rótulo
atribuído a esta amostra peloensemble.
Para ilustrar, considere o caso de um problema de duas classes e umensemblecom três compo-
nentes cujas saídas e respectivos rótulos para uma dada amostra são:
• Componente 1:~y1 = [+0.3 − 0.8] - Classe A;
• Componente 2:~y2 = [+0.2 + 0.9] - Classe B;
• Componente 3:~y3 = [+0.7 + 0.6] - Classe A;
Como dois dos três componentes classificaram a amostra em questão como pertencente à classe
“A”, então oensembletambém atribuirá a esta amostra o rótulo de classe “A”.
Caso haja um empate na votação, o rótulo da classe resultante para a amostra em questão é deter-
minado arbitrariamente, dentre aqueles que obtiveram o mair número de votos.
4.4.5 Winner-takes-all
O métodowinner-takes-all(representado pela siglaWTA) é uma técnica não-linear e elitista que
consiste em selecionar como rótulo da classe na saída doensembleo rótulo gerado pelo componente
que apresentar a saída de maior valor dentre todos os componentes doensemble.
Para ilustrar este método, considere o mesmo problema do exemplo dado para a técnica de voto
majoritário na Seção 4.4.4. Analisando as saídas dos três classificadores, temos que a de maior valor é
a segunda saída do segundo componente (valor+0.9), que indica que a amostra em questão pertence
à classe “B”. Dessa forma, oensembletambém atribuirá a esta amostra o rótulo de classe “B”.
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4.5 Resumo das Siglas Utilizadas para as Técnicas de Seleção e
Combinação
Para facilitar a apresentação dos resultados experimentais no próximo capítulo, cada técnica de se-
leção e combinação de componentes empregada neste trabalhofoi denotada por uma sigla, conforme
apresentado na Tabela 4.1 abaixo.
Tab. 4.1: Resumo das siglas adotadas para as técnicas de seleção e combinação de componentes empregadas
neste trabalho.
Técnicas de Seleção Sigla
Construtiva sem ExploraçãoCw/oE
Construtiva com Exploração CwE
Poda sem Exploração Pw/oE
Poda com Exploração PwE
Algoritmo de Agrupamento ARIA
Sem Seleção SS
Técnicas de Combinação Sigla
Média Simples MS
Média Ponderada semBias MP
Média Ponderada comBias MPB
Voto Majoritário VM
Winner-takes-all WTA
4.6 Síntese do Capítulo
Neste capítulo, foi feito o detalhamento da proposta deste trabalho. Inicialmente foi feita uma
breve apresentação das redes neurais do tipo MLP e, em seguida, foram apresentadas as técnicas
empregadas nas etapas de construção de umnsemble.
Basicamente, a construção deensemblesenvolve três etapas: geração, seleção e combinação de
componentes. Na etapa de geração de componentes, foi aplicado o algoritmo imuno-inspiradopt-
aiNet, que apresenta características de manutenção de diversidade e capacidade de localização de
múltiplos ótimos locais e globais e de determinação automática do número de indivíduos na popula-
ção. Na Seção 4.2, foi detalhado como as redes neurais empregadas neste trabalho (classificadores)
foram codificadas em indivíduos da população tratada pelo algoritmo (chamados de anticorpos), como
cada um destes classificadores é avaliado (fitness) e como o mecanismo de manutenção de diversidade
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do algoritmo foi alterado de forma a manter uma população de in ivíduos diversos, não em relação
aos seus vetores de pesos, mas em relação aos seus padrões de clas ificação apresentados para um
dado conjunto de dados.
Vencida a etapa de geração de um grupo de classificadores candidados a comporem umensemble,
é necessário que, dentre estes, sejam selecionados aquelesrealmente contribuem para o desem-
penho doensemble, eliminando candidatos que tragam redundância desnecessária e que possam ser
prejudiciais aoensemble. Neste trabalho, foram adotadas seis técnicas de seleção decomponentes:
construtiva sem e com exploração, poda sem e com exploração,lgoritmo de agrupamento e sem
seleção. Estas técnicas foram descritas na Seção 4.3.
A última etapa de construção de umensembleé a determinação da forma como as saídas de
cada componente serão combinadas em uma única saída. Aqui, foram aplicadas cinco técnicas de
combinação: média simples, média ponderada sembias, média ponderada combias, voto majoritário
ewinner-takes-all, todas descritas na Seção 4.4.
No próximo capítulo, serão apresentados os problemas tratados neste trabalho, a metodologia
empregada para avaliar as diversas configurações densemblese os resultados experimentais obtidos.
Capítulo 5
Resultados Experimentais
Para verificação da validade da metodologia proposta neste trabalho, foi feita uma série de expe-
rimentos a partir de conjuntos de dados de problemas reais e artificiais, e os resultados obtidos são
apresentados e discutidos neste capítulo. Tais conjuntos de dados utilizados aqui estão descritos na
Seção 5.1, e a metodologia empregada nos experimentos, na Seção 5.2.
Os resultados propriamente ditos são apresentados nas trêsseções subseqüentes: a verificação da
capacidade do algoritmopt-aiNetgerar um conjunto de classificadores de bom desempenho e ao
mesmo tempo diversos é feita na Seção 5.3; na Seção 5.4 são apresentados resultados que indicam
que o desempenho das técnicas de seleção e combinação de componentes não depende apenas do
problema em si, mas sim do conjunto de elementos candidatos ac nstituírem umensemble; e, por
fim, na Seção 5.5 os resultados finais dos experimentos são apresentados e discutidos.
Optou-se por essa divisão, em que os resultados de todas as baes de dados são apresentados
conjuntamente em cada seção (ou seja, por uma divisão de acordo m os pontos que se deseja
ressaltar), para facilitar a compreensão e a comparação dosresultados obtidos para cada problema
tratado.
5.1 Conjuntos de Dados
Os experimentos deste trabalho foram feitos utilizando-sequatro conjuntos de dados: um ge-
rado artificialmente e três derivados de problemas reais, disponíveis noUCI Repository of Machine
Learning Databases(Newman et al., 1998).
O conjunto de dados artificiais é semelhante ao utilizado no trabalho de de Castro et al. (2005),
e possui três mil amostras, dois atributos e três classes. Asamo tras de cada classe desse conjunto



















Fig. 5.1: Representação gráfica do conjunto de dados artificiais, com dois atributosx1 e x2. Cada classe está
representada na figura por uma cor diferente.
Os conjuntos de dados de problemas reais utilizados neste trabalho foram:Bupa Liver Disorder,
Wine RecognitioneGlass Identification.
O conjuntoBupaé um conjunto de dados médicos sobre doenças de fígado, e possui 345 amostras
com seis atributos reais e duas classes, sendo que a primeirapossui 145 e a segunda 200 amostras.
O conjuntoWinepossui 178 amostras com 13 atributos reais, que correspondem a r sultados de
análises químicas de vinhos, e 3 classes que correspondem àsr giões de origem de cada vinho testado.
Neste conjunto, existem 59 amostras correspondentes à primeira classe, 71 à segunda e 48 à terceira
classe.
O terceiro conjunto de dados reais utilizado, o conjuntoGlass, foi produzido pelo Serviço de
Ciências Forenses norte-americano, e consiste em 214 amostrs de 9 atributos (também com valo-
res reais) que correspondem à composição química de 6 tipos de vidros, ou seja, existem 6 classes
possíveis no problema. O número de amostras em cada classe está distribuído da seguinte forma: 70
amostras da primeira classe, 76 da segunda, 17 da terceira, 13 d quarta, 9 da quinta e 29 amostras da
sexta classe.
A Tabela 5.1 apresenta um resumo das principais características dos conjuntos de dados utilizados
nos experimentos deste trabalho.
5.2 Metodologia
Para manter a independência entre os processos de treinamento e seleção, e como os conjuntos
de dados reais não possuem uma quantidade de amostras suficientes para seguir o particionamento
ideal destes conjuntos originais em cinco sub-conjuntos (cmo descrito na Introdução do Capítulo
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Tab. 5.1: Resumo das principais características dos conjuntos de dados utilizados neste trabalho.
Conjunto Número de Número de Número de
de Dados Amostras Atributos Classes
Artificial 3000 2 3
Bupa 345 6 2
Wine 178 13 3
Glass 214 9 6
2), foi adotado o particionamento dos conjuntos de dados originais em três sub-conjuntos:treina-
mento, validaçãoe teste. O sub-conjunto detreinamentofoi utilizado na etapa de treinamento dos
classificadores, o sub-conjunto devalidaçãonas etapas de seleção e combinação de componentes e
o sub-conjunto detestefoi utilizado para verificar o desempenho doensemblee dos classificadores
individualmente.
Para que todas as amostras presentes em cada conjunto de dados fossem utilizadas no sub-
conjunto deteste, para todos os problemas tratados neste trabalho os conjunts de dados originais
foram particionados aleatoriamente em dez sub-conjuntos.Após esse particionamento, o algoritmo
proposto foi então executado dez vezes, cada uma utilizandoum dos dez sub-conjuntos previa-
mente definidos como conjunto detestee os demais nove conjuntos (restante dos dados) paratrei-
namento/validação. Dentre todos os dados nestes nove sub-conjuntos restantes, 40% foi usado na
construção do sub-conjunto detr inamentoe 60% na construção do sub-conjunto devalidação1, uma
vez que o objetivo principal era obter uma performance melhor noensemble não nos classificadores
individuais.
Outra forma de particionamento dos dados que foi utilizada foi o particionamento estratificado,
que consiste em manter a proporção das classes do conjunto original em cada sub-conjunto gerado.
Para exemplificar, se considerarmos um problema com duas classes, onde25% das amostras perten-
cem à classe 1 e75% à classe 2, então nos sub-conjuntos de treinamento, validação e teste, apesar de
termos um número total de amostras menor, a proporção entre as classes se manterá em25% para a
classe 1 e75% para a classe 2 nos três sub-conjuntos. No entanto, como os resultados observados com
o uso do particionamento estratificado não apresentaram diferenças significativas em relação à outra
maneira de particionamento de dados descrita anteriormente, nesta dissertação serão apresentados
apenas os resultados obtidos com a técnica de particionamento não estratificada.
Para a execução dos experimentos, foi necessário definir alguns parâmetros, principalmente para
o algoritmoopt-aiNet. Esses parâmetros foram definidos empiricamente, após uma série de ensaios
1Esta nova subdivisão também foi feita através de re-amostragem aleatória dos dados. No entanto, ela é repetida ao
início de cada execução do algoritmo.
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preliminares, de forma a produzirem um bom desempenho para osistema, com custo computacional
relativamente baixo. Os valores adotados estão representados na Tabela 5.2, de acordo com cada
conjunto de dados utilizado nos experimentos.
Tab. 5.2: Principais parâmetros utilizados nos experimentos.
Artificial Bupa Wine Glass
Tamanho da População Inicial (Anticorpos) 10 10 10 10
Número de Clones por Anticorpo 10 10 10 10
Critério de Parada (Número de Gerações) 100 100 100 150
Limiar de Supressão 0.05 0.05 0.05 0.05
Número de Neurônios na Camada Oculta 2 2 2 2
No caso da escolha de dois neurônios na camada oculta das redes neurais, foram feitos testes com
um, dois, três, quatro, cinco e dez neurônios, mas não foram observadas diferenças significativas de
desempenho para nenhum dos conjuntos de dados tratados, exceto para o caso com um único neurô-
nio, onde os resultados não foram satisfatórios. Dessa forma, optou-se pelo uso de dois neurônios, de
forma a manter a configuração mais simples possível.
5.3 Validação da opt-aiNet
O objetivo desta seção é apresentar os resultados da etapa degeração de componentes para os
ensembles, de forma a verificar a capacidade do algoritmoopt-aiNetem gerar um conjunto de clas-
sificadores de alto desempenho e ao mesmo tempo diversos. Para isso, vamos considerar uma única
execução do algoritmo para o problemaWine, escolhido arbitrariamente. Nesta execução, foram ge-
rados onze classificadores, cujos índices de acertos para o conjunto de treinamento estão apresentados
na Tabela 5.3 abaixo, após serem ordenados de acordo com seusde mpenhos individuais.
Como pode ser verificado na Tabela 5.3, seis dos onze classificadores obtiveram um índice de acer-
tos superior a90%, e todos eles ficaram acima de70%. As medidas de diversidade média, mínima e
máxima destes classificadores são dadas na Tabela 5.4. Como pode ser observado, os classificadores
obtidos ao final dessa execução, além de apresentarem índices de acertos acima de70%, são signifi-
cativamente diversos entre si. Vale ressaltar aqui que estamedida de diversidade foi adotada como a
métrica de afinidade entre anticorpos (vide Seção 4.2.3).
Os resultados observados nesta execução da etapa de geraçãode componentes para o problema
Winepodem ser estendidos para os demais problemas tratados neste trabalho. A Figura 5.2 apresenta
o desempenho médio e a Figura 5.3 a diversidade média, para o sub-conjunto de treinamento, entre
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Tab. 5.3: Índice de acertos dos11 classificadores obtidos em uma execução da etapa de geração, para o pro-
blemaWine(conjunto de treinamento). Este índice de acertos corresponde ao númerode classificações corretas
dividido pelo número total de amostras e varia entre0 e1, sendo que0 corresponde a100% de erros e1 a100%
de acertos.
Classificador Índice de Acertos Classificador Índice de Acertos
1 1.00 7 0.88
2 0.94 8 0.88
3 0.94 9 0.85
4 0.91 10 0.78
5 0.91 11 0.72
6 0.90 - -
Tab. 5.4: Valores mínimo, médio e máximo da diversidade entre anticorpos parao conjunto de classificadores




os classificadores obtidos ao final das dez execuções da etapade geração, para os quatro problemas
tratados neste trabalho. Como pode ser observado, os classifidores obtiveram desempenho com-
patível com o exigido para cada problema e, ao mesmo tempo, mantiver m a diversidade entre si.
Na Figura 5.3, é interessante observar para o conjuntoGlassque, mesmo sendo uma base de dados
altamente desbalanceada (algumas classes com poucas amostras e outras com muitas), oopt-aiNet
foi capaz de gerar um conjunto de classificadores diversos. Para atestar a qualidade dos resultados
obtidos, na Tabela 5.5 são apresentados alguns dos melhoresresultados obtidos na literatura para os
problemasBupa, WineeGlass.
Tab. 5.5: Resultados da literatura para os problemasBupa, WineeGlass.
Problema Índice de Acertos Referência
Bupa 0.74 ± 0.01 de Castro et al. (2005)
Wine 0.97 ± 0.01 Inoue & Narihisa (2004)
Glass 0.69 ± 0.01 Lazarevic & Obradovic (2001)
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Artificial Bupa Wine Glass
Fig. 5.2: Representação gráfica do desempenho médio obtido pelos classificadores, junto ao sub-conjunto de
treinamento, nas dez execuções da etapa de geração, para os problemas Artifici l, Bupa, Winee Glass. Cada
coluna corresponde ao desempenho médio, enquanto que as barras notopo das colunas correspondem ao desvio
padrão obtido.





















 Artificial                      Bupa                        Wine                        Glass
Fig. 5.3: Representação gráfica da métrica de diversidade anticorpo/antic rpo média obtida pelos classificado-
res, junto ao sub-conjunto de treinamento, nas dez execuções da etapa de ger ção, para os problemasArtificial,
Bupa, WineeGlass. Cada coluna corresponde à diversidade média, enquanto que as barras no topo das colunas
correspondem ao desvio padrão obtido.
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5.4 Dependência entre Seleção e Combinação e o Conjunto de
Candidatos aoEnsemble
Uma característica que foi observada nos resultados obtidos nos experimentos foi a dependência
entre o desempenho das técnicas de seleção e combinação de componentes e o conjunto de candidatos
disponíveis. Intuitivamente, se considerarmos um dado problema e construirmos váriosensemblesa
partir de um conjunto den1 candidatos e repetirmos esse experimento para outro conjunt comn2
candidatos diferentes, imagina-se que o par de técnicas de seleção e combinação que resultarem no
ensemblede melhor desempenho para o primeiro caso será o mesmo para o segundo. No entanto,
o que se observou neste trabalho (e também já foi percebido emoutros trabalhos) foi que isso não
ocorria, ou seja, para cada um dos problemas tratados, não foi p ssível identificar um par de técnicas
de seleção e combinação que fosse o mais adequado a cada problema em todas as execuções.
Na Figura 5.4, estão representados os resultados (índice deacertos) dosensemblesobtidos com
cada técnica de seleção e combinação utilizadas neste trabalho, ao longo das dez execuções do algo-
ritmo, para o conjunto de validação do problemaArtificial. Nestas figuras, cada gráfico corresponde
a uma técnica de seleção de componentes e cada linha em cada gráfico a uma das técnicas de com-
binação empregadas aqui. Além disso, foram inseridas também em cada gráfico curvas denominadas
“Oráculo”. Estas curvas-oráculo são geradas apenas para fins de comparação, e seu índice de acertos
é obtido verificando-se, para cada amostra, se pelo menos um dos componentes doensembletem em
sua saída o resultado correto da classificação. Caso tenha, cosidera-se isso como um “acerto” e caso
contrário, como um erro.
O objetivo dessas curvas-oráculo é ilustrar o desempenho que poderia ser obtido por umensemble
criado a partir de uma técnica de combinação ideal, capaz de levá-lo a acertar o resultado da classifi-
cação de amostras que fossem corretamente classificadas porpelo menos um de seus componentes.
Como pode ser observado nesses gráficos, não é possível identificar claramente um par de técnicas
de seleção e combinação de componentes que apresente um desepenho claramente superior aos
demais em todas as execuções do algoritmo. Este comportamento não foi observado apenas para o
problemaArtificial. Como pode ser visto nas Figuras 5.5, 5.6 e 5.7, isto se repetiupara os demais
conjuntos de dados tratados neste trabalho.
O sub-conjunto de validação está disponível na etapa de construção doensemble, o que nos per-
mite utilizá-lo para selecionar o melhor par de técnicas de sel ção e combinação para um dado con-
junto de indivíduos gerado na etapa de treinamento, ou seja,é possível selecionar o melhor par de
técnicas de seleção e combinação que, aplicados ao conjuntode classificadores disponível, resultará
no ensemblede melhor desempenho. Neste trabalho, foi feita, a cada execução, uma busca exaustiva
dentre todos os pares de técnicas de seleção e combinação aqui empregadas, e aquele capaz de ge-
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Fig. 5.4: Gráficos de desempenho dosen emblesao longo das dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaArtificial. Cada curva dos gráficos corresponde a uma das técnicas de
combinação de componentes empregadas neste trabalho, além da chamada curvaOráculo.
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Fig. 5.5: Gráficos de desempenho dosen emblesao longo das dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaBupa. Cada curva dos gráficos corresponde a uma das técnicas de combi-
nação de componentes empregadas neste trabalho, além da chamada curvOráculo.
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Fig. 5.6: Gráficos de desempenho dosen emblesao longo das dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaWine. Cada curva dos gráficos corresponde a uma das técnicas de combi-
nação de componentes empregadas neste trabalho, além da chamada curvOráculo.
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Fig. 5.7: Gráficos de desempenho dosen emblesao longo das dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaGlass. Cada curva dos gráficos corresponde a uma das técnicas de combi-
nação de componentes empregadas neste trabalho, além da chamada curvOráculo.
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rar o melhorensemblepara o sub-conjunto de validação, ao ser aplicado ao grupo declassificadores
disponíveis, será considerado o par de técnicas vencedoras. Esta seleção a partir da busca exaustiva
baseada no desempenho com relação ao sub-conjunto de validação se baseia na hipótese de que o
sub-conjunto de validação seja capaz de representar as características do problema como um todo,
da mesma maneira que os sub-conjuntos de teste e treinamento. Dessa forma, sustenta-se que os
resultados obtidos para o sub-conjunto de validação sejam um indicador claro do que ocorrerá com o
conjunto de testes.
Ainda com relação a essa busca exaustiva, pode parecer à primeira vista que seu custo compu-
tacional seja elevado. Mas, na verdade, a maior parte do customputacional total envolvido na
construção dosensemblesestá na etapa de geração dos componentes, feita pelo algoritmo p -aiNet.
Em outras abordagens em que a etapa de geração não seja muito custosa, ou em que se tenha um
número grande de técnicas de seleção e combinação de componentes a serem analisadas (o que le-
varia à explosão combinatória da busca exaustiva), seria interessante o desenvolvimento de alguma
heurística para esta seleção do melhor par de técnicas, de forma a obter uma solução boa com um
custo computacional relativamente baixo.
A fim de verificar se esta dependência entre o desempenho das técnicas de seleção e combinação
e o conjunto de classificadores candidatos a constituírem onsembleestá relacionada à métrica de
diversidade adotada nesta proposta, a métrica de afinidade entre anticorpos, que é a própria medida
de diversidade par-a-par, utilizada na etapa de supressão do algoritmoopt-aiNet, foi substituída pela
estatística Q, descrita da Seção 2.1, e os experimentos foram executados novamente. Nesta nova
situação, deseja-se que o valor da estatística Q entre dois in ivíduos seja o menor possível, diferente-
mente da métrica baseada em distância de Hamming, que deveria ser a maior possível. Dessa forma,
o algoritmo foi modificado para suprimir o indivíduo de piorfitnessdentre dois que possuam uma
afinidade entre sisuperiora um dado limiar de supressão. Os novos limiares de supressãoadotados
estão representados na Tabela 5.6. Como no caso da distância de Hamming, estes parâmetros foram
determinados empiricamente de forma a manter um nível de supr ssão de indivíduos que não elimine
todos os elementos da população, exceto o melhor a cada etapad supressão, mas que também evite
que nenhum indivíduo seja eliminado.
Tab. 5.6: Limiares de supressão adotados nos experimentos com estatísticaQ como critério de supressão.
Artificial Bupa Wine Glass
Limiar de Supressão 0.0010 0.0075 0.0140 0.0120
Os resultados encontrados para as simulações utilizando a estatística Q como critério de supressão
estão representados nas Figuras 5.8, 5.9, 5.10 e 5.11, para os problemasArtificial, Bupa, WineeGlass,
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respectivamente.
Analisando os resultados nas Figuras 5.8, 5.9, 5.10 e 5.11, podemos observar que a ausência de um
par de técnicas de seleção e combinação que apresente o melhor desempenho para cada problema se
repete aqui, mas de maneira mais sutil. Para o problemaArtificial, existe um grande número de pares
de técnicas de seleção e combinação que apresentam um desempenho semelhante ao longo das dez
execuções, com diferenças de desempenho muito pequenas entre i na maioria das execuções, o que
já não ocorre para os demais problemas, onde a alternância entre pares vencedores se dá de maneira
mais veemente. Para o problemaGlass, podemos perceber uma tendência de vitória da técnica de
combinação por média ponderada combias, quando associada a técnicas de seleção que não sejam
construtivas. No entanto ainda há uma pequena alternância etre as técnicas de seleção vitoriosas
para este problema.
Estes resultados nos levam a concluir que a métrica de diversi ade influi sim na dependência
entre o desempenho das técnicas de seleção e combinação e o conjunto de elementos disponíveis para
serem utilizados por estas técnicas. No entanto, mais estudos são necessários para se verificar como
e por que essa influência ocorre.
Essa dependência entre a métrica de diversidade e a influência do conjunto de classificadores
junto ao desempenho das técnicas de seleção e combinação possivelmente está relacionada “à quanti-
dade de informação” sobre os erros de cada componente que cada métrica de diversidade utiliza. Para
exemplificar, tomemos as duas métricas empregadas neste trabalho: a estatística Q (dada pela Expres-
são 2.1) utiliza informação sobre o número de amostras em queambos os classificadores acertam, em
que ambos erram, em que o primeiro acerta e o segundo erra, e vice-versa; enquanto que a métrica
baseada na distância de Hamming dos vetores de acertos leva em consideração apenas a informação
do número de amostras em que o primeiro classificador acerta eo segundo erra e vice-versa. Dessa
forma, a segunda métrica é menos detalhada na indicação de diversi ade dos indivíduos gerados, uma
vez que desconsidera parte da informação utilizada pela estatística Q, que pode ser relevante para o
desempenho das técnicas de seleção e combinação de componentes e, assim, levar a uma maior va-
riabilidade do desempenho de cada técnica de acordo com a população de classificadores candidatos
disponíveis.
5.5 Desempenho Geral da Proposta
Nesta seção, serão apresentados os resultados finais para osensembles, aplicados ao sub-conjunto
de dados de teste. Todos os resultados apresentados correspond rão aos valores médios e seus res-
pectivos desvios padrões, obtidos ao longo das dez execuções do algoritmo.
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Fig. 5.8: Gráficos de desempenho dosen emblesao longo de dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaArtificial, utilizando-se a estatística Q como métrica de diversidade. Cada
curva dos gráficos corresponde a uma das técnicas de combinação de componentes empregadas neste trabalho,
além da chamada curvaOráculo.
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Fig. 5.9: Gráficos de desempenho dosen emblesao longo de dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaBupa, utilizando-se a estatística Q como métrica de diversidade. Cada curva
dos gráficos corresponde a uma das técnicas de combinação de componentes empregadas neste trabalho, além
da chamada curvaOráculo.
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Fig. 5.10: Gráficos de desempenho dosen emblesao longo de dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaWine, utilizando-se a estatística Q como métrica de diversidade. Cada curva
dos gráficos corresponde a uma das técnicas de combinação de componentes empregadas neste trabalho, além
da chamada curvaOráculo.
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Fig. 5.11: Gráficos de desempenho dosen emblesao longo de dez execuções do algoritmo para o sub-conjunto
de dados de validação do problemaGlass, utilizando-se a estatística Q como métrica de diversidade. Cada
curva dos gráficos corresponde a uma das técnicas de combinação de componentes empregadas neste trabalho,
além da chamada curvaOráculo.
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5.5.1 Análise do Índice de Acerto dosEnsembles
As Tabelas 5.7, 5.8, 5.9 e 5.10, e as Figuras 5.12, 5.13, 5.14 e5.15 contêm os índices de acertos
médios (média do número de classificações corretas divididopelo número de amostras) e seus respec-
tivos desvios padrões, para osensemblesobtidos com cada par de técnicas de seleção e combinação
adotados neste trabalho, para o melhor classificador individual e para o melhorensembleobtido via
busca exaustiva2, aplicados aosub-conjuntos de testedos problemasArtificial, Bupa, WineeGlass,
respectivamente. No entanto, é importante ressaltar aqui que a seleção do melhor classificador in-
dividual e a busca exaustiva pelo melhorensembleforam feitas baseadas no desempenho individual
dos classificadores e de cada técnica de seleção e combinaçãojunto aosub-conjunto de dados de
validação.
Tab. 5.7: Índice médio de classificações corretas dosensemblesobtidos com cada par de técnicas de seleção e
combinação de componentes, para o sub-conjunto de testes do problemaArtifici l. São apresentados também
os resultados do melhor classificador individual e do melhorensembleobtido via busca exaustiva. Os resultados
estão apresentados na forma (média)± (desvio padrão).
Método Método Índice Método Método Índice
de Seleção de Combinação de Acertos de Seleção de Combinação de Acertos
MS 0.92 ± 0.02 MS 0.91 ± 0.05
MP 0.92 ± 0.02 MP 0.89 ± 0.07
Cw/oE MPB 0.91 ± 0.03 PwE MPB 0.92 ± 0.02
VM 0.89 ± 0.09 VM 0.92 ± 0.02
WTA 0.88 ± 0.10 WTA 0.84 ± 0.11
MS 0.92 ± 0.02 MS 0.80 ± 0.07
MP 0.91 ± 0.02 MP 0.89 ± 0.07
CwE MPB 0.91 ± 0.02 ARIA MPB 0.91 ± 0.02
VM 0.88 ± 0.09 VM 0.92 ± 0.02
WTA 0.88 ± 0.10 WTA 0.82 ± 0.09
MS 0.87 ± 0.08 MS 0.87 ± 0.08
MP 0.89 ± 0.07 MP 0.89 ± 0.07
Pw/oE MPB 0.92 ± 0.02 SS MPB 0.92 ± 0.02
VM 0.92 ± 0.02 VM 0.92 ± 0.02
WTA 0.82 ± 0.11 WTA 0.82 ± 0.11
Melhor Classificador:0.92 ± 0.02
MelhorEnsemble(busca exaustiva):0.92 ± 0.01
2Os resultados associados a estabusca exaustivase referem à média e desvio padrão (junto aos sub-conjuntos de
teste) dos índices de acerto dos melhoresen emblesobtidos junto aos sub-conjuntos de validação, em cada uma das
10 execuções da metodologia proposta. É importante ressaltarque este resultado agrega o desempenho deens mbles
construídos com diferentes técnicas de seleção e combinação de componentes.
5.5 Desempenho Geral da Proposta 81



































Fig. 5.12: Representação gráfica dos resultados apresentados na Tabela 5.7, para o problemaArtificial. Cada
coluna corresponde ao índice médio de acertos, enquanto que as barras em seus topos correspondem aos res-
pectivos desvios padrões.
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Fig. 5.13: Representação gráfica dos resultados apresentados na Tabela 5.8, para o problemaBupa. Cada coluna
corresponde ao índice médio de acertos, enquanto que as barras em seus topos correspondem aos respectivos
desvios padrões.
Dos resultados apresentados nas Tabelas 5.7, 5.8, 5.9 e 5.10, podemos observar alguns aspectos
para cada base de dados utilizada.
Problema Artificial
Para o problemaArtificial, não existe nenhumensemblecapaz de apresentar desempenho médio
superior a0.92 junto aos casos de teste, que corresponde ao desempenho do melhor indivíduo se-
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Tab. 5.8: Índice médio de classificações corretas dosensemblesobtidos com cada par de técnicas de seleção e
combinação de componentes, para o sub-conjunto de testes do problemaBupa. São apresentados também os
resultados do melhor classificador individual e do melhorensembleobtido via busca exaustiva.
Método Método Índice Método Método Índice
de Seleção de Combinação de Acertos de Seleção de Combinação de Acertos
MS 0.68 ± 0.06 MS 0.63 ± 0.07
MP 0.67 ± 0.08 MP 0.70 ± 0.06
Cw/oE MPB 0.65 ± 0.06 PwE MPB 0.69 ± 0.06
VM 0.64 ± 0.08 VM 0.63 ± 0.07
WTA 0.65 ± 0.04 WTA 0.64 ± 0.09
MS 0.66 ± 0.04 MS 0.64 ± 0.07
MP 0.65 ± 0.05 MP 0.68 ± 0.09
CwE MPB 0.66 ± 0.05 ARIA MPB 0.68 ± 0.09
VM 0.64 ± 0.07 VM 0.61 ± 0.05
WTA 0.66 ± 0.04 WTA 0.67 ± 0.07
MS 0.63 ± 0.07 MS 0.63 ± 0.07
MP 0.70 ± 0.05 MP 0.70 ± 0.05
Pw/oE MPB 0.69 ± 0.05 SS MPB 0.69 ± 0.05
VM 0.63 ± 0.07 VM 0.63 ± 0.07
WTA 0.65 ± 0.09 WTA 0.65 ± 0.09
Melhor Classificador:0.65 ± 0.04
MelhorEnsemble(busca exaustiva):0.69 ± 0.07
lecionado a partir dos dados de validação. Além disso, com a exceção de alguns casos, a maioria
dosensemblesapresenta desempenhos muito próximos entre si, e o desempenho do melhorensem-
ble, obtido via busca exaustiva com base nos dados de validação,não é superior a outrosensembles
representados na tabela.
Comparando-se as técnicas de seleção de componentes com a estratégia sem seleção, esta última
foi superada apenas pelas técnicas construtivas (com e sem exploração) nos casos de combinação por
média simples, ponderada sembiase winner-takes-all, e pela técnica de poda com exploração para
os casos de combinação por média simples ewinner-takes-all. Para as outras técnicas de combinação
de componentes, a estratégia sem seleção apresentou desempenho superior ou igual ao das demais
técnicas de seleção.
Considerando-se cada técnica de combinação de componentes,a técnica de seleção construtiva
sem exploração apresentou o melhor desempenho junto a três delas (Média Simples, Média ponde-
rada sembiase winner-takes-all), enquanto que as técnicas construtiva com exploração, poda (c m
e sem exploração), e sem seleção apresentam os melhores desempenhos junto a duas técnicas de
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Tab. 5.9: Índice médio de classificações corretas dosensemblesobtidos com cada par de técnicas de seleção e
combinação de componentes, para o sub-conjunto de testes do problemaWine. São apresentados também os
resultados do melhor classificador individual e do melhorensembleobtido via busca exaustiva.
Método Método Índice Método Método Índice
de Seleção de Combinação de Acertos de Seleção de Combinação de Acertos
MS 0.89 ± 0.06 MS 0.92 ± 0.07
MP 0.88 ± 0.06 MP 0.93 ± 0.06
Cw/oE MPB 0.80 ± 0.19 PwE MPB 0.92 ± 0.06
VM 0.88 ± 0.04 VM 0.94 ± 0.06
WTA 0.88 ± 0.05 WTA 0.86 ± 0.05
MS 0.89 ± 0.06 MS 0.86 ± 0.13
MP 0.89 ± 0.06 MP 0.90 ± 0.10
CwE MPB 0.81 ± 0.19 ARIA MPB 0.88 ± 0.10
VM 0.88 ± 0.04 VM 0.91 ± 0.04
WTA 0.87 ± 0.06 WTA 0.86 ± 0.08
MS 0.95 ± 0.06 MS 0.95 ± 0.03
MP 0.93 ± 0.07 MP 0.93 ± 0.07
Pw/oE MPB 0.92 ± 0.06 SS MPB 0.92 ± 0.05
VM 0.94 ± 0.05 VM 0.94 ± 0.05
WTA 0.85 ± 0.06 WTA 0.85 ± 0.06
Melhor Classificador:0.89 ± 0.05
MelhorEnsemble(busca exaustiva):0.95 ± 0.03
combinação cada.
Com relação aos métodos de combinação, considerando-se cadaté nica de seleção, o voto ma-
joritário apresentou o melhor desempenho para quatro dessas técnicas (poda com e sem exploração,
sem seleção e ARIA), enquanto que o método de média ponderada com bias apresentou o melhor
desempenho junto às técnicas de poda (com e sem exploração) esem seleção.
No entanto, é importante ressaltar que, quando combinadas,s duas técnicas vencedoras indivi-
dualmente para o maior número de casos (seleção construtivasem exploração e combinação por voto
majoritário) apresentaram um desempenho médio inferior aoresultado obtido por outros pares de
técnicas utilizadas neste trabalho.
ProblemaBupa
Já para o problemaBupa, podemos observar algunsensemblescom valores médios um pouco
superiores aos do melhor classificador individual. Além disso, o melhorensemble(obtido via busca
exaustiva empregando o conjunto de validação) também supera o melhor classificador individual,
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Fig. 5.14: Representação gráfica dos resultados apresentados na Tabela 5.9, para o problemaWine. Cada coluna
corresponde ao índice médio de acertos, enquanto que as barras em seus topos correspondem aos respectivos
desvios padrões.
































Cw/oE CwE Pw/oE PwE ARIA SS
Melhor
Classificador
Fig. 5.15: Representação gráfica dos resultados apresentados na Tabel 5.10, para o problemaGlass. Cada
coluna corresponde ao índice médio de acertos, enquanto que as barras em seus topos correspondem aos res-
pectivos desvios padrões.
quando ambos são avaliados junto ao conjunto de teste. Mas, para este problema, oensembleobtido
via busca exaustiva chega a ser superado por algunsensemblesobtidos via técnicas de poda e sem
seleção, e com combinação por média ponderada.
Comparando-se as técnicas de seleção de componentes com a estratégia sem seleção, esta última
foi superada pela técnica construtiva sem exploração, nos casos de combinação por média simples e
voto majoritário, e pelas técnicas construtiva com exploração e ARIA para os casos de combinação
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Tab. 5.10: Índice médio de classificações corretas dosensemblesobtidos com cada par de técnicas de seleção
e combinação de componentes, para o sub-conjunto de testes do problemaGlass. São apresentados também os
resultados do melhor classificador individual e do melhorensembleobtido via busca exaustiva.
Método Método Índice Método Método Índice
de Seleção de Combinação de Acertos de Seleção de Combinação de Acertos
MS 0.56 ± 0.11 MS 0.55 ± 0.11
MP 0.54 ± 0.13 MP 0.58 ± 0.07
Cw/oE MPB 0.49 ± 0.12 PwE MPB 0.63 ± 0.09
VM 0.58 ± 0.10 VM 0.58 ± 0.11
WTA 0.56 ± 0.09 WTA 0.57 ± 0.11
MS 0.58 ± 0.07 MS 0.51 ± 0.10
MP 0.54 ± 0.12 MP 0.51 ± 0.07
CwE MPB 0.49 ± 0.13 ARIA MPB 0.55 ± 0.08
VM 0.56 ± 0.10 VM 0.56 ± 0.10
WTA 0.57 ± 0.10 WTA 0.51 ± 0.05
MS 0.51 ± 0.12 MS 0.51 ± 0.12
MP 0.58 ± 0.07 MP 0.58 ± 0.07
Pw/oE MPB 0.63 ± 0.07 SS MPB 0.63 ± 0.07
VM 0.57 ± 0.12 VM 0.57 ± 0.12
WTA 0.52 ± 0.09 WTA 0.52 ± 0.09
Melhor Classificador:0.56 ± 0.09
MelhorEnsemble(busca exaustiva):0.63 ± 0.09
por média simples ewinner-takes-all. Para as outras técnicas de combinação de componentes, a
estratégia sem seleção apresentou desempenho superior ou igual ao das demais técnicas de seleção.
Tomando-se cada técnica de combinação de componentes, as técnicas de seleção construtiva sem
exploração, poda (com e sem exploração) e sem seleção, apresentaram o melhor desempenho junto
a dois métodos de combinação cada uma, sendo média simples e voto majoritário no caso da técnica
construtiva sem exploração, e média ponderada com e sembiaspara as demais técnicas.
Com relação aos métodos de combinação, considerando-se cadaté nic de seleção, a média pon-
derada sembias apresentou o melhor desempenho para quatro dessas técnicas(pod com e sem
exploração, sem seleção e ARIA), enquanto que os métodos de média simples e média ponderada
combiasapresentaram o melhor desempenho junto a duas técnicas de seleção cada.
ProblemaWine
Como no caso do problemaBupa, para o problemaWine(eGlass) também foram obtidosensem-
blescom desempenho superior ao do melhor classificador individual, mas que também apresentaram
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desempenho médio equivalente ao do melhorensembleobtido via busca exaustiva.
Comparando-se as técnicas de seleção de componentes com a estratégia sem seleção, esta última
foi superada apenas pelas técnicas construtiva com e sem exploração, poda com exploração e ARIA,
nos casos de combinação porwinner-takes-all. Para todos os outros métodos de combinação de com-
ponentes, a estratégia sem seleção apresentou desempenho superi r ou igual ao das demais técnicas
de seleção.
Considerando-se cada um dos métodos de combinação de componentes, as técnicas de seleção por
poda sem exploração e sem seleção apresentaram os melhores desempenhos junto a quatro métodos
de combinação cada uma (média simples, médias ponderadas com e sembias e voto majoritário),
enquanto que a técnica de poda com exploração foi a melhor junt aos métodos de média ponderada
com e sembiase voto majoritário.
Com relação aos métodos de combinação, considerando-se cadaté nic de seleção, os métodos de
média simples e voto majoritário apresentaram os melhores desempenhos para três dessas técnicas,
sendo as técnicas construtiva com exploração, poda sem exploração e sem seleção para a média
simples; e construtiva sem exploração, poda com exploraçãoe ARIA para o voto majoritário.
ProblemaGlass
Para o problemaGlasstambém foram obtidosensemblescom desempenho superior ao do melhor
classificador individual, mas que também apresentaram desempenho médio equivalente ao do melhor
ensembleobtido via busca exaustiva.
Comparando-se as técnicas de seleção de componentes com a estratégia sem seleção, esta última
foi superada pelas técnicas construtiva com e sem exploração e poda com exploração nos casos de
combinação por média simples ewinner-takes-all; e pelas técnicas construtiva sem exploração e
poda com exploração para combinação por voto majoritário. Para os outros métodos de combinação
de componentes, a estratégia sem seleção apresentou desempenho superior ou igual ao das demais
técnicas de seleção.
Considerando-se cada um dos métodos de combinação de componentes, a técnica de seleção por
poda com exploração foi a vencedora no maior número de casos,apresentando o melhor desempenho
médio junto a quatro métodos de combinação (médias ponderadas com e sembias, voto majoritário
ewinner-takes-all).
Com relação aos métodos de combinação, considerando-se cadaté nica de seleção, o método
de combinação por média ponderada combias apresentou os melhores desempenhos médios para
três dessas técnicas (poda com e sem exploração e sem seleção), e o voto majoritário os melhores
resultados junto a duas técnicas de seleção (construtiva sem exploração e ARIA).
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Como verificamos na Seção 5.4 que o melhor par de técnicas de seleção e combinação depende
do conjunto de classificadores disponíveis, o fato de o melhor nsembleobtido via busca exaustiva
baseada no sub-conjunto de validação não ser capaz de superar o desempenho médio dos demais
ensemblesquando aplicados ao sub-conjunto de testes indica que o sub-conjunto de validação nem
sempre é capaz de representar as mesmas características do problema representadas pelo sub-conjunto
de testes. Apenas para verificarmos esta hipótese, aplicamos o esmo mecanismo de busca exaustiva
descrito anteriormente, mas agora baseado na performance de cadaensemblecom relação ao conjunto
de dados de teste. Os melhoresen emblesobtidos estão representados na Tabela 5.11.
Tab. 5.11: Melhoresensemblesobtidos via busca exaustiva baseada no desempenho individual avaliado nos
dados de teste.
Problema Índice de Acertos
Artificial 0.93 ± 0.01
Bupa 0.76 ± 0.04
Wine 0.97 ± 0.02
Glass 0.69 ± 0.06
Comparando os resultados presentes na Tabela 5.11 com os valores nas Tabelas 5.7, 5.8, 5.9 e
5.10, podemos perceber que o melhor par de técnicas de seleção combinação realmente varia a
cada execução do algoritmo, uma vez que este novo melhornsembleresultante é capaz de superar
a performance média de todos os demaisen emblesobtidos, sendo este ganho de desempenho mais
significativo para os problemasBupaeGlass.
Pelos resultados nas Tabelas 5.7, 5.8, 5.9, 5.10 e 5.11, podemos perceber também que este pro-
blema encontrado no particionamento dos conjuntos de dadosé praticamente inexistente para o pro-
blemaArtificial, já que a diferença dos resultados das buscas exaustivas feitas tanto no conjunto de
validação quanto no de testes é insignificante, dados os desvios padrões dos resultados. Isto ocorre
pois o problemaArtificial apresenta 3000 amostras, sendo mil delas para cada classe, oque facilita a
obtenção de sub-conjuntos representativos do problema.
A diferença entre os resultados para o problemaWinetambém é menor que a observada para os
problemasBupae Glass, mas aqui o número de amostras é bem reduzido. No entanto, o prblema
Wineé reconhecidamente de fácil solução, como pode ser visto nosresultados presentes na literatura
(um deles representado na Tabela 5.12), o que facilita a repres ntação das características do problema
com um número menor de amostras.
Na Tabela 5.12, estão apresentados alguns resultados descritos na literatura para os problemas
tratados neste trabalho. Apesar de serem necessários alguncuidados em relação a comparações com
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resultados da literatura, uma vez que dificilmente dois trabalhos distintos seguem a mesma metodo-
logia, ou usam classificadores/regressores com a mesma estrutura, ou se baseiam na mesma partição
do conjunto de dados, elas são válidas para se verificar, sem muito rigor, como os resultados da abor-
dagem sendo proposta se posicionam diante de outras propostas de solução que também empregam
ensemblesde redes neurais. Dessa forma, na Tabela 5.12, buscou-se apresentar resultados obtidos
com ensemblesde redes neurais artificiais (preferencialmente MLPs), de forma que pelo menos a
estrutura dos classificadores fosse semelhante.
Tab. 5.12: Resultados da Literatura, melhores resultados obtidos pela metodologia proposta e resultados dos
melhoresensemblesobtidos através de busca exaustiva junto ao conjunto de testes, para os problemasBupa,
WineeGlass.
Problema
Resultados da Melhores Resultados Busca Exaustiva
Literatura Obtidos junto ao Conjunto de Teste
Bupa 0.697 0.70 ± 0.05 0.76 ± 0.04
Wine 0.97 ± 0.01 0.95 ± 0.03 0.97 ± 0.02
Glass 0.69 ± 0.01 0.63 ± 0.09 0.69 ± 0.06
Para o problemaBupa, os resultados apresentados na Tabela 5.12 (Rocha et al., 2005) correspon-
dem aensemblesde redes neurais do tipo MLP, obtidos através de um algoritmoevolutivo. Para o pro-
blemaWine(Inoue & Narihisa, 2004), esses resultados correspondem aensemblesdeself-generating
neural networkse para o problemaGlass(Lazarevic & Obradovic, 2001), também aensemblesde
redes neurais MLP.
Comparando os resultados obtidos na literatura, apresentados na Tabela 5.12, com os obtidos
pela metodologia proposta aqui, podemos perceber que osensemblesgerados aqui são competitivos
com os resultados apresentados na literatura (apesar de seus desempenhos médios serem um pouco
inferiores para os problemasWineeGlass), uma vez que as diferenças entre os valores médios obtidos
e os reportados na literatura estão dentro da faixa do desviopadrão.
Apesar de terem sido escolhidos resultados da literatura que foram obtidos com o uso deensem-
blesde redes neurais artificiais, existem diferenças significativas entre esses trabalhos e a metodologia
proposta aqui. Para o problemaBupa, por exemplo, são utilizadas redes neurais do tipo MLP com
número de neurônios na camada intermediária variável, alémdo particionamento dos dados ter sido
feito de forma diferente (20% para teste, 30% para validaçãoe 50% para treinamento). Para o pro-
blemaWine, o tipo de redes neurais utilizadas é diferente do usado aquie, para o problemaGlass, o
número de neurônios na camada oculta é igual ao número de atributos do problema, ou seja, são uti-
lizadas redes com 9 neurônios na camada intermediária. Issosem considerar as diferentes propostas
de geração dosensembles. Dessa forma, alguma diferença nos resultados era esperada.
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Se considerarmos os melhoresensemblesobtidos via busca exaustiva junto ao conjunto de testes
(também representados na Tabela 5.12), podemos perceber que os valores médios para os proble-
masWinee Glassse igualam aos apresentados na literatura e, para o problemaBupa, o índice de
acertos obtido para o melhorensemblechega a superar o resultado da literatura. No entanto, os re-
sultados dessesensemblesobtidos via busca exaustiva junto ao conjunto de testes devem ser vistos
como um resultado potencial que a metodologia proposta aquipoderia ter atingido, caso a estratégia
de particionamento dos dados utilizada tivesse conseguidoobter sub-conjuntos representativos das
características dos problemas em questão.
5.5.2 Análise do Número de Componentes e Diversidade
A Figura 5.16 apresenta o número médio de componentes nosensembles, enquanto a Figura 5.17
apresenta o valor médio da métrica de diversidade para os problemasArtificial, Bupa, Winee Glass,
de acordo com cada uma das técnicas de seleção adotadas nestetrabalho, e para a estratégia sem
seleção.
Das Figuras 5.16 e 5.17, podemos observar que as técnicas construtivas tendem a gerarensembles
com um menor número de componentes, mais similares entre si,do que as técnicas de poda e o algo-
ritmo de agrupamento ARIA. No entanto, esse menor número de componentes e a menor diversidade
desses componentes resultou em uma menor eficiência das técnicas onstrutivas quanto à precisão na
classificação, uma vez que, como pode ser observado nas tabelas 5.7, 5.8, 5.9 e 5.10, essas técnicas
foram responsáveis pela geração deensemblesque levaram aos melhores resultados apenas para o
problemaArtificial.
O fato das técnicas construtivas levarem aensemblescom menor número de componentes e menor
diversidade pode ser explicado pelas diferenças inerentesa cada metodologia. As técnicas construti-
vas começam com apenas um componente nonsemble(nenhuma diversidade), e vão incrementando
o número de elementos e, conseqüentemente, a diversidade, até atingirem seus critérios de parada.
Já as técnicas de poda funcionam de maneira oposta, ou seja, no início o ensembleé constituído
por todos os componentes (alta diversidade), e este número vai diminuindo ao longo da execução, o
que pode levar a uma redução da diversidade. O método baseadono algoritmo ARIA, por sua vez,
também tende a gerar umensemblecom componentes mais diversos, uma vez que é selecionado um
elemento por cada grupo e, quanto mais diversos forem dois indivíduos, maiores serão as chances de
pertencerem a grupos diferentes.
A Figura 5.17 também nos mostra que a metodologia proposta atingiu um bom nível de diversi-
dade entre os componentes dosen embles, o que justifica o uso densembleshomogêneos (somente
redes neurais MLP) e o foco restrito à manipulação dos pesos das re es neurais. A diversidade ob-
tida com a metodologia proposta é resultado do tratamento simultâneo de múltiplas soluções e não
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Fig. 5.16: Número médio de componentes nosen emblesde acordo com as técnicas de seleção. Cada coluna
corresponde ao valor médio do número de componentes e as barras em seus topos correspondem aos respectivos
desvios padrões.
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Fig. 5.17: Valor médio da métrica de diversidade (afinidade anticorpo/anticorpo) para osensembles, de acordo
com as técnicas de seleção. Cada coluna corresponde ao valor médio donúmero de componentes e as barras
em seus topos correspondem aos respectivos desvios padrões.
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poderia ser obtida através de várias execuções de algum algoritmo clássico de treinamento de redes
neurais com condições iniciais diferentes, uma vez que a diversidade é baseada no comportamento
dos classificadores e não na distância euclidiana dos vetores de pesos das redes neurais.
5.5.3 Confiança das Saídas dosEnsembles
Neste trabalho, também foi proposta uma métrica deconfiançapara as saídas dosensemblese
dos classificadores individuais, que se aplica às técnicas de combinação lineares, ou seja, à média
simples, média ponderada e média ponderada combias.
Esta métrica deconfiançapermite uma avaliação de “quão certo” um dado classificador está de sua
saída, e é dada pela diferença média entre a saída de máximo valor (cujo índice dá o rótulo da classe)
e a saída de segundo maior valor, tomados apenas os casos de amostras corretamente classificadas.
Um exemplo do cálculo desta métrica de confiança para cada amostra de um problema de 3 classes
pode ser visto na Figura 5.18.
Fig. 5.18: Ilustração do cálculo da medida deconfiança, para um problema de três classes. Neste exemplo, a
rede neural classifica corretamente as duas primeiras amostras do problema, o que leva ao cálculo das respecti-
vas confianças. Já para a terceira amostra, ocorre um erro de classificação o que exclui esta amostra do cálculo.
A confiança total para a rede neural exemplificada aqui é dada pela médiadas confianças obtidas para todas as
amostras corretamente classificadas.
As Tabelas 5.13, 5.14, 5.15 e 5.16 apresentam os resultados desta métrica de confiança obtida
para osensemblese para o melhor classificador individual (obtido pelo conjunto de validação) para o
sub-conjunto de testes.
Analisando os dados sobre a confiança, podemos perceber que,para o problemaArtificial, o uso
de ensembleslevou a uma redução da variância desta métrica e a um leve incremento de seu valor
médio para alguns casos de uso de técnicas de combinação por média ponderada e média ponderada
combias. Mas considerando-se os altos desvios padrões envolvidos,este aumento não é significativo.
Para o problemaBupa, houve uma redução considerável na variância da métrica de confiança para as
técnicas de seleção por poda, ARIA e sem seleção, mas também houve uma redução do valor médio
em si. Já para o problemaWine, as técnicas de combinação por média ponderada com e sembias,
principalmente quando associadas às técnicas de seleção por p da, ARIA e sem seleção, levaram a
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Tab. 5.13: Valor da confiança obtido para cadaensemblecom técnica de combinação linear e para o melhor




Confiançade Seleção de Combinação de Seleção de Combinação
MS 0.66 ± 0.16 MS 0.35 ± 0.09
Cw/oE MP 0.82 ± 0.12 PwE MP 0.86 ± 0.18
MPB 0.85 ± 0.13 MPB 0.89 ± 0.15
MS 0.63 ± 0.15 MS 0.32 ± 0.12
CwE MP 0.86 ± 0.15 ARIA MP 0.71 ± 0.14
MPB 0.88 ± 0.15 MPB 0.77 ± 0.11
MS 0.33 ± 0.06 MS 0.33 ± 0.06
Pw/oE MP 0.91 ± 0.18 SS MP 0.91 ± 0.18
MPB 0.94 ± 0.15 MPB 0.94 ± 0.15
Melhor Classificador:0.86 ± 0.24
Tab. 5.14: Valor da confiança obtido para cadaensemblecom técnica de combinação linear e para o melhor




Confiançade Seleção de Combinação de Seleção de Combinação
MS 0.63 ± 0.31 MS 0.54 ± 0.08
Cw/oE MP 0.70 ± 0.24 PwE MP 0.51 ± 0.05
MPB 0.64 ± 0.21 MPB 0.52 ± 0.04
MS 0.57 ± 0.26 MS 0.49 ± 0.07
CwE MP 0.66 ± 0.22 ARIA MP 0.51 ± 0.06
MPB 0.60 ± 0.21 MPB 0.50 ± 0.07
MS 0.55 ± 0.07 MS 0.55 ± 0.07
Pw/oE MP 0.51 ± 0.05 SS MP 0.51 ± 0.05
MPB 0.51 ± 0.04 MPB 0.51 ± 0.04
Melhor Classificador:0.76 ± 0.31
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Tab. 5.15: Valor da confiança obtido para cadaensemblecom técnica de combinação linear e para o melhor




Confiançade Seleção de Combinação de Seleção de Combinação
MS 0.59 ± 0.36 MS 0.60 ± 0.12
Cw/oE MP 0.63 ± 0.39 PwE MP 0.98 ± 0.21
MPB 0.74 ± 0.27 MPB 0.97 ± 0.21
MS 0.57 ± 0.36 MS 0.59 ± 0.14
CwE MP 0.60 ± 0.36 ARIA MP 0.90 ± 0.27
MPB 0.71 ± 0.26 MPB 0.90 ± 0.27
MS 0.59 ± 0.11 MS 0.59 ± 0.11
Pw/oE MP 1.01 ± 0.21 SS MP 1.01 ± 0.21
MPB 0.99 ± 0.20 MPB 0.99 ± 0.20
Melhor Classificador:0.59 ± 0.36
Tab. 5.16: Valor da confiança obtido para cadaensemblecom técnica de combinação linear e para o melhor




Confiançade Seleção de Combinação de Seleção de Combinação
MS 0.22 ± 0.13 MS 0.30 ± 0.07
Cw/oE MP 0.37 ± 0.28 PwE MP 0.49 ± 0.09
MPB 0.41 ± 0.13 MPB 0.42 ± 0.05
MS 0.23 ± 0.17 MS 0.35 ± 0.11
CwE MP 0.36 ± 0.28 ARIA MP 0.49 ± 0.17
MPB 0.41 ± 0.14 MPB 0.47 ± 0.09
MS 0.32 ± 0.06 MS 0.32 ± 0.06
Pw/oE MP 0.49 ± 0.09 SS MP 0.49 ± 0.08
MPB 0.48 ± 0.05 MPB 0.48 ± 0.05
Melhor Classificador:0.24 ± 0.29
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um significativo aumento do valor médio da confiança e, na maioria dos casos, a uma redução da
variância desta medida. Por fim, para o problemaGlass, novamente houve um aumento da confiança
para osensemblescom técnicas de combinação por média ponderada e média ponderada combias, e
uma significativa redução da variância para os casos de seleção por técnicas de poda e sem seleção.
No entanto, como para este último caso a variância da medida para o melhor classificador é bem alta,
o aumento do valor médio da confiança não é tão relevante.
Diante isso, podemos perceber uma forte dependência entre os resultados da aplicação da métrica
de confiança e os problemas tratados neste trabalho, uma vez que, pelos resultados obtidos, não é
possível determinar claramente os efeitos do uso da abordagem deensembles obre a métrica de
confiança, quando comparados com os melhores classificadores individuais.
5.5.4 Análise Geral dos Resultados
De modo geral, os resultados obtidos neste trabalho indicaram uma forte dependência junto aos
problemas tratados, sendo observadas apenas algumas tendências gerais, especialmente com rela-
ção ao número de componentes e à diversidade desses componentes osensemblesformados. Tal
dependência entre os resultados obtidos e os problemas tratdos ficou mais evidente nos desempe-
nhos médios e na aplicação da métrica de confiança junto aosensemblese classificadores individuais,
sendo que para esse último caso não foi possível perceber claramente qual a influência do uso da
abordagem densemblesobre a métrica de confiança.
Para o caso do desempenho médio, quando analisamos qual a melhor técnica de seleção de com-
ponentes para cada um dos métodos de combinação, percebemosque: para o problemaArtificial, a
técnica construtiva sem exploração apresentou melhor desempenho junto ao maior número de méto-
dos de combinação; para o problemaBupa, isso ocorreu para as técnicas construtiva sem exploração,
poda (tanto com quanto sem exploração) e sem seleção; para o problemaWine, as melhores técnicas
de seleção junto ao maior número de métodos de combinação foram as técnicas de poda sem explo-
ração e sem seleção; e, para o problemaGlass, isso ocorreu com a técnica de poda com exploração.
Já para o caso dos melhores métodos de combinação para cada técnic de seleção, obtivemos que:
para o problemaArtificial, o método de voto majoritário foi o vencedor junto ao maior número de
técnicas de seleção; para o problemaBupa, o método vencedor foi a média ponderada sembias; para
o conjuntoWine, isso ocorreu para os métodos de média simples e voto majoritári ; e para o problema
Glass, para o método de média ponderada combias.
No entanto, é importante ressaltar aqui que nem sempre o par de técnicas de seleção e combi-
nação citadas acima foi o que levou à geração doensemblede melhor desempenho médio para cada
um dos problemas. Para ilustrar, tomemos o problemaArtificial, em que a seleção por técnica cons-
trutiva sem exploração e combinação por voto majoritário (as técnicas vencedoras, de acordo com
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os critérios descritos acima) levaram a um índice médio de acertos0.89 ± 0.09, enquanto que outras
técnicas levaram a índices de acertos de0.92 ± 0.02 (por exemplo, seleção por poda sem exploração
e combinação por média ponderada combias).
Por fim, com relação ao número de componentes e diversidade dess s componentes em cada
ensemblegerado, foi possível observar uma tendência geral para todos s problemas tratados neste
trabalho. Foi observado que as técnicas construtivas de seleção de componentes (tanto com quanto
sem exploração) foram responsáveis pela geração deensemblescom o menor número médio de com-
ponentes e que, além disso, levaram aensemblescom menor diversidade entre seus componentes. No
entanto, essas técnicas também levaram aensemblescom pior desempenho, quando comparados aos
obtidos por outras estratégias, sendo que apenas para o problemaArtificial um ensemblegerado por
uma abordagem construtiva esteve entre os que apresentaramos melhores índices médios de acertos
junto ao conjunto de testes.
5.6 Síntese do Capítulo
Neste capítulo, foram apresentados e analisados os resultados experimentais obtidos neste traba-
lho. Os experimentos foram feitos tomando-se por base quatro problemas de classificação, sendo um
artificial e três problemas reais, obtidos noUCI Repository of Machine Learning(Newman et al.,
1998):Bupa Liver Disorder, Wine Recognitione Glass Identification. Os conjuntos de dados desses
problemas, bem como a metodologia adotada nos experimentosdeste trabalho, foram descritos nas
Seções 5.1 e 5.2, respectivamente.
Como mostrado na Seção 5.3, a aplicação do algoritmoopt-aiNetfoi capaz de gerar uma popula-
ção de classificadores (redes neurais) de bom desempenho e, ao m smo tempo, diversas em relação
aos seus padrões de classificação. Esta população diversa decomponentes foi então submetida às
demais etapas de construção doensemblee, como mostrado na Seção 5.4, verificou-se que o par de
técnicas de seleção e combinação responsável peloensemblede melhor desempenho variou a cada
execução do algoritmo proposto, considerando-se um mesmo problema. Ou seja, este melhor par de
técnicas de seleção e combinação apresentou uma dependência o conjunto de classificadores dispo-
níveis para constituírem oensemble. Nesta mesma seção, os experimentos foram repetidos adotando-
se então a chamada estatística Q (Seção 2.1) como medida de diversidade entre classificadores, na
tentativa de se verificar se a métrica de diversidade adotadainfluencia ou não esta dependência do
melhor par de técnicas de seleção e combinação. Os resultados obtidos mostraram que existe uma
influência da métrica de diversidade mas, para definir-se o porquê e a maneira como esta métrica
influencia nesta dependência, são necessários mais estudos.
Para tentar extrair o máximo dessa dependência entre o melhor par de técnicas de seleção e com-
binação de componentes e o conjunto de classificadores disponíveis, foi proposto então o uso de
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uma busca exaustiva, baseada no sub-conjunto de dados de validação, para selecionar o par dessas
técnicas que leva ao melhorensemblea cada execução do algoritmo. Na busca exaustiva, o uso do
sub-conjunto de validação, disponível durante o treinamento de componentes e criação dosensem-
bles, se baseia na hipótese de que todos os sub-conjuntos em que o conjunto de dados original é
particionado (treinamento, validação e teste) são capazesde representar as mesmas características do
problema. No entanto, como mostrado na Seção 5.5.1, esta busc exaustiva baseada no sub-conjunto
de validação não foi capaz de selecionar técnicas que apresentas m um valor médio de acertos supe-
rior ao dos demaisensemblesquando o conjunto de teste é considerado. Levantou-se entãoa hipótese
de que o particionamento por re-amostragem aleatória adotado neste trabalho não foi capaz de dividir
os conjuntos de dados originais em sub-conjuntos capazes der presentar igualmente as característi-
cas de cada problema. Para que isso fosse verificado, a busca exaustiva foi novamente executada, mas
levando-se em consideração agora o desempenho de cada par detécnicas de seleção e combinação
de componentes para o conjunto de testes, e verificou-se que os nov sensemblesobtidos supera-
ram os demais, principalmente para os problemasBupae Glass, o que evidencia esta deficiência do
particionamento.
Os índices de acertos obtidos para osen emblesneste trabalho também foram comparados com
resultados previamente apresentados na literatura. Para isso, buscaram-se resultados em trabalhos
que apresentassem propostas com alguma semelhança à feita aqui, como o uso deensemblesde
redes neurais artificiais. Com isso, verificou-se que a metodologia proposta neste trabalho apresentou
resultados compatíveis com os apresentados na literatura para os problemas aqui tratados.
Foram analisados também, na Seção 5.5.2, os números médios de c mponentes dosensembles
obtidos e a diversidade média desses componentes, e verificou-se que a metodologia proposta é capaz
de gerar um bom grau de diversidade. Verificou-se também que as técnicas construtivas de seleção
tendem a gerarensemblescom componentes mais semelhantes entre si (menor diversidade) e em
menor número quando comparadas às técnicas de poda e baseadaem lgoritmo de agrupamento, o
que é uma característica inerente a estas técnicas de seleção. No entanto, esse menor número de
componentes e menor diversidade obtida pelas técnicas construtivas se traduziu emensemblescom
piores índices de acertos quando comparados às demais estratégias empregadas neste trabalho.
Por fim, na Seção 5.5.3, foi proposta uma métrica (denominadaconfiança) capaz de avaliar o quão
certo um dado classificador está de sua saída. Esta métrica sóse aplica a técnicas de combinação linear
(média simples e média ponderada com e sembias), pois se baseia nas saídas dos classificadores antes
da conversão para rótulos das classes. Foi então verificado que uso de nsemblestende a gerar uma
diminuição da variância desta métrica, quando comparado aos melhores classificadores individuais,
mas de modo geral os resultados variaram muito entre cada problema aqui tratado e não se estabeleceu
nenhuma tendência digna de nota.
Capítulo 6
Conclusões e Perspectivas Futuras
Neste trabalho, a construção deensemblesde redes neurais artificiais para problemas de classifi-
cação de padrões foi tratada como um problema de aprendizadode máquina composto por três fases:
a geração de um conjunto de classificadores candidatos à composição doensemble; a seleção dos
componentes que realmente contribuem para o aumento da capacidade de generalização do sistema
como um todo; e a combinação dos componentes selecionados para e obter a saída doensemble.
Para que umensembletenha boa performance, seus componentes devem apresentar um bom de-
sempenho individual e, ao mesmo tempo, devem possuir diversidade de comportamento, ou seja,
devem atuar de forma diversa quanto aos erros cometidos em suas saídas. Visando atender a esses
critérios de desempenho e diversidade, a etapa de geração decomponentes foi tratada como um pro-
blema de otimização multimodal, resolvido através da aplicção do algoritmo populacional imuno-
inspirado conhecido comoopt-aiNet. Foram treinadas simultaneamente múltiplas redes neuraispara
classificação de padrões, buscando-se ao mesmo tempo minimizar o erro de classificação cometido
por cada uma dessas redes e maximizar a diversidade de padrões de classificação apresentados por
elas. A geração de classificadores empregou um conjunto de dados e treinamento.
Gerada essa população de classificadores, sub-conjuntos desses indivíduos foram então selecio-
nados, empregando para tanto um conjunto de dados de validação, e, em seguida, combinados para
produzirem osensembles. Foram adotadas aqui seis técnicas de seleção distintas (con trutiva sem
e com exploração, poda sem e com exploração, algoritmo de agrupamento e sem seleção) e cinco
estratégias de combinação de componentes (média simples, média ponderada com e sembias, voto
majoritário ewinner-takes-all).
A metodologia proposta foi então aplicada a quatro problemas distintos de classificação de pa-
drões, sendo um artificialmente gerado e três baseados em dados reais (Bupa Liver Disorder, Wine
Recognitione Glass Identification), e verificou-se que os resultados obtidos foram compatíveis com
os apresentados na literatura, sendo que o desempenho dosensemblesgerados foi medido junto a um
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conjunto de dados de teste.
Ao longo dos experimentos, foi observado que, para um mesmo problema, o par de técnicas de
seleção e combinação responsável peloensemblede melhor desempenho variou a cada execução do
algoritmo proposto. Ou seja, verificou-se que o desempenho das técnicas de seleção e combinação
adotadas aqui apresentou uma dependência em relação ao conjunto de classificadores disponíveis
(candidatos a comporem oensemble).
Buscando extrair o máximo dessa dependência entre o melhor par de técnicas de seleção e com-
binação de componentes e o conjunto de classificadores disponíveis, foi proposto então o uso de uma
busca exaustiva, baseada no desempenho dosensemblesjunto ao sub-conjunto de dados de validação,
para selecionar o par dessas técnicas que leva ao melhorensemblea cada execução do algoritmo.
O uso do desempenho junto ao sub-conjunto de validação, comoritério da busca exaustiva, se ba-
seia na hipótese de que todos os sub-conjuntos em que o conjunto de dados original é particionado
(treinamento, validação e teste) são capazes de representar as mesmas características do problema.
No entanto, foi verificado que esta busca exaustiva baseada no sub-conjunto de validação não foi
capaz de selecionar técnicas cujosensemblesapresentassem um valor médio de acertos para o con-
junto de testes superior aos obtidos pelos demaisensembles. Levantou-se então a hipótese de que o
particionamento por re-amostragem aleatória adotada neste trabalho não foi capaz de dividir os con-
juntos de dados originais em sub-conjuntos capazes de representar igualmente as características de
cada problema. Para que isso fosse verificado, foi feita uma nov execução da busca exaustiva, mas
levando-se em consideração agora o desempenho de cada par detécnicas de seleção e combinação de
componentes junto ao sub-conjunto de testes. Essa hipótesefoi confirmada uma vez que o desempe-
nho médio desse melhorensembleresultante dessa nova busca exaustiva superou o desempenhodos
demais, principalmente para os problemasBupaeGlass.
Para verificar se a métrica de diversidade adotada neste trabalho teve alguma influência ou não na
dependência do melhor par de técnicas de seleção e combinação em relação ao conjunto de classifica-
dores candidatos, os experimentos foram repetidos adotando-se a chamada estatística Q como medida
de diversidade entre os classificadores. Os resultados obtidos mostraram que existe essa influência da
métrica de diversidade, mas, para definir-se como isso ocorre, são necessários mais estudos.
Por fim, foi feita também uma análise de confiabilidade dos resultados de classificação gerados
pelosensembles, e foi verificado que, de modo geral, o uso deensemblestende a gerar uma diminui-
ção da variância da métrica proposta neste trabalho, quandocomparados aos melhores classificadores
individuais. No entanto, os resultados para os experimentos com esta métrica não apresentaram ne-
nhuma tendência relevante junto aos problemas tratados.
Como perspectivas futuras, uma extensão imediata deste trabalho seria o uso de diversos tipos de
classificadores como candidatos, o que levaria aos chamadosensembles heterogêneos. Esse uso de
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classificadores heterogêneos tende a aumentar a diversidade dos componentes, o que poderia tornar
ainda mais relevante a busca pelo melhor par de técnicas de seleção combinação de componentes.
Pretende-se, como uma outra extensão deste trabalho, tratar o problema de geração de candidatos
a comporem oensemblecomo um problema de otimização multi-objetivo, onde desempenho e grau
de diversidade são dois objetivos a serem otimizados de forma explícita e simultaneamente.
Precisam ser feitos também mais estudos sobre essa questão da dependência do desempenho
das técnicas de seleção e combinação de componentes em relação aos conjuntos de componentes
disponíveis, bem como sobre a influência da métrica de diversidade utilizada sobre essa dependência.
Caso seja confirmado que essa dependência é de grande relevância, o desenvolvimento de algumas
heurísticas para determinação do melhor par de técnicas de seleção e combinação, dado um conjunto
de componentes candidados à composição de umnsemble, certamente contribuiria para um ganho
de desempenho ainda maior junto ao uso deensembles.
Além disso, a proposta do uso de algoritmos imuno-inspirados para geração de um conjunto
de componentes paraensemblesque atendam aos requisitos de desempenho e diversidade exigidos
poderia ser estendido para problemas de regressão, tais como aproximação de funções e predição de
séries temporais.
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