Abstract. Algorithms to construct minimal left group codes are provided. These are based on results describing a complete set of orthogonal primitive idempotents in each Wedderburn component of a semisimple finite group algebra FG for a large class of groups G.
Introduction
In this paper F = F s , the finite field with s elements. A linear code over F of length n and rank k is a linear subspace C with dimension k of the vector space F n . The standard basis of F n is denoted by E = {e 1 , . . . , e n }. The vectors in C are called codewords, the size of a code is the number of codewords and equals s k . The distance of a code is the minimum distance between distinct codewords, i.e. the number of elements in which they differ. The weight of a codeword is the distance to the zero codeword. The weight distribution is listing for each integer i the number of codewords of weight i. A linear code of length n, dimension k, and distance d is called a [n, k, d]-code. Bounds on the minimum distance of linear codes are known, see [BBC + 12, Bro98, Gra06, Gra07]. A linear code C can be represented as the F n -span of a minimal set of codewords, these basis codewords are often collated in the rows of a matrix known as a generating matrix for the code C.
For any group G, we denote by FG the group algebra over G with coefficients in F. If G is a group of order n and C ⊆ F n is a linear code, then we say that C is a left G-code (respectively a G-code) if there is a bijection φ : E → G such that the linear extension of φ to an isomorphism φ : F n → FG maps C to a left ideal (respectively a two-sided ideal) of FG. A left group code (respectively a group code) is a linear code which is a left G-code (respectively a G-code) for some group G. A (left) cyclic group code (respectively, abelian, metacyclic, nilpotent group code, . . . ) is a linear code which is a (left) G-code for some cyclic group (respectively, abelian, metacyclic, nilpotent group, . . . ) G. The underlying group is not uniquely determined by the code itself. That means that it is possible that a (left) non-abelian group code can also be realized as an abelian group code.
In [BdRS09, SL95] it is proved that if C is a two-sided metacyclic group code then C is an abelian group code. However an example of a two-sided group code which is not an abelian group codes was recently given in [GPGM + 13] . For left group codes, Bernal, del Río and Simón proved that for every non-abelian group G and every prime p not dividing the order of G there is a left G-code over some field of characteristic p which is not an abelian group code [BdRS09, Proposition 3.3]. Since it is more likely to find left group codes which are not abelian group codes, we will study (minimal) left group codes. For a metacyclic group G = a, b | a m = 1 = b n , ba = a r b where gcd(m, r) = 1, r n ≡ 1 mod m and both m and n are odd, Sabin and Lomonaco [SL95] gave an algorithm to determine minimal left codes in FG where F has characteristic 2. They discovered several good metacyclic codes and they expressed the hope (also inspired by results on other non-abelian codes [CS89] ) that more "good" and perhaps even "best" codes may be discovered among the ideals of non-abelian group rings. As Sabin and Lomonaco did, we obtain an algorithm, but for a larger class of groups and fields, and rediscover some best codes. We also included an implementation of our algorithm in the GAP package Wedderga [BHK + 13].
Preliminaries
When R is a semisimple ring (i.e. R is a direct sum of a finite number of minimal left ideals), then every left ideal L of R is of the form L = Re, where e is an idempotent of R. Therefore, we can use the idempotents to characterize the decompositions of semisimple rings as direct sums of minimal left ideals. In particular, let R = ⊕ t i=1 L i be a decomposition of a semisimple ring as direct sums of minimal left ideals. Then, there exists a family {e 1 , . . . , e t } of elements of R such that: each e i is a non-zero idempotent element, if i = j, then e i e j = 0, 1 = e 1 + · · · + e t and each e i cannot be written as e i = e 
Such a set of idempotents is called a complete set of orthogonal primitive idempotents of the ring R. Note that such a set is not uniquely determined. When studying left group codes, it is useful to study minimal left group codes, i.e. codes associated with minimal left ideals, and in particular primitive idempotents of finite group algebras.
Recall that, given a decomposition of a semisimple ring R as direct sums of minimal left ideals, we can group isomorphic left ideals together. The sum of all left ideals isomorphic to one in the decomposition, turns out to be a minimal two-sided ideal of R which is simple as a ring. Also the decomposition of R as direct sums of two-sided ideals is related to a family of idempotents. Let R = ⊕ s i=1 A i be a decomposition of a semisimple ring as direct sums of minimal two-sided ideals. Then, there exists a family {e 1 , . . . , e s } of elements of R such that: each e i is a non-zero central idempotent element, if i = j, then e i e j = 0, 1 = e 1 + · · · + e s and each e i cannot be written as e i = e . . , e s } are called the primitive central idempotents of R and they give rise to the well-known Wedderburn-Artin Theorem. Using this knowledge backwards, it can be helpful to consider the Wedderburn decomposition and the primitive central idempotents in order to determine a complete set of orthogonal primitive idempotents.
From now on, G denotes an arbitrary finite group such that FG is semisimple. By Maschke's Theorem this is equivalent to saying that the order of G is coprime to the characteristic of F. The notation H ≤ G (resp. H G) means that H is a subgroup (resp. normal subgroup) of G. For H ≤ G, g ∈ G and h ∈ H, we define H g = g −1 Hg and h g = g −1 hg. Analogously, for α ∈ FG and g ∈ G, α
h∈H h, an idempotent of F G, and if H = g then we simply write g for › g . The classical method for computing primitive central idempotents in a semisimple group algebra FG involves characters of the group G. All the characters of any finite group are assumed to be characters in F, a fixed algebraic closure of the field F. For an irreducible character χ of G, e(χ) = χ(1) |G| g∈G χ(g −1 )g is the primitive central idempotent of FG associated to χ and e F (χ) is the only primitive central idempotent e of FG such that χ(e) = 0. The field of character values of χ over F is defined as
, that is the field extension of F generated over F by the image of χ. The automorphism group Aut(F) acts on FG by acting on the coefficients, that is σ g∈G a g g = g∈G σ(a g )g, for σ ∈ Aut(F) and a g ∈ F. Following [Yam73] , we know that e F (χ) = σ∈Gal(F(χ)/F) σe(χ). New methods for the computation of the primitive central idempotents in a group algebra do not involve characters. The main ingredient in this theory is the following element, introduced in [JLP03] . If K H ≤ G, then let ε(H, K) be the element of QH ⊆ QG defined as
where M(H/K) denotes the set of minimal normal non-trivial subgroups of H/K. Furthermore, e(G, H, K) denotes the sum of the different G-conjugates of ε(H, K). By [OdRS04, Theorem 4.4], the elements ε(H, K) are the building blocks for the primitive central idempotents of QG for abelian-by-supersolvable groups G. We introduce some notations and results from [BdR07] . Let F and G be as before, with |G| = n. Throughout the paper, we fix an algebraic closure of F, denoted by F. For every positive integer k coprime with s, ξ k denotes a primitive k-th root of unity in F and o k (s) denotes the multiplicative order of s modulo k. Recall that
. Let Q denote the subgroup of Z * n , the group of units of the ring Z n , generated by the class of s and consider Q acting on G by t · g = g t . The s-cyclotomic classes of G are the orbits of G under the action of Q on G. For a cyclic group A, let A * be the group of irreducible characters in F of A and let C(A) denote the set of s-cyclotomic classes of A * , which consist of linear faithful characters of A. Let K H ≤ G be such that H/K is cyclic of order k and C ∈ C(H/K). If χ ∈ C and tr = tr F(ξ k )/F denotes the field trace of the Galois extension F(ξ k )/F, then we set
where h X denotes a representative of X ∈ H/K. Note that ε C (H, K) does not depend on the choice of χ ∈ C. Furthermore, e C (G, H, K) denotes the sum of the different G-conjugates of ε C (H, K). Note that the elements ε C (H, K) will occur in Theorem 2.1 as the building blocks for the primitive central idempotents of finite group algebras. If H is a subgroup of G, ψ a linear character of H and g ∈ G, then ψ g denotes the character of
This defines an action of G on the set of linear characters of subgroups of G. Note that if K = Ker ψ, then Ker ψ g = K g and therefore the rule ψ → ψ g defines a bijection between the set of linear characters of H with kernel K and the set of linear characters of H g with kernel K
g . This bijection maps s-cyclotomic classes to s-cyclotomic classes and hence induces a bijection
Then the action from the previous paragraph induces an action of N = N G (H) ∩ N G (K) on C(H/K) and it is easy to see that the stabilizer of a cyclotomic class in C(H/K) is independent of the cyclotomic class. We denote by E G (H/K) the stabilizer of such (and thus of any) cyclotomic class in C(H/K) under this action.
A strong Shoda pair of G is a pair (H, K) of subgroups of G satisfying the following conditions:
It is also proven in [BdR07] 
Remark 2.2. From [BdR07, Theorem 7], we also know that there is a strong relation between the primitive central idempotents in a rational group algebra QG and the primitive central idempotents in a finite group algebra FG that makes use of the strong Shoda pairs of G. More precisely, if X is a set of strong Shoda pairs of G and every primitive central idempotent of QG is of the form e(G, H, K) for (H, K) ∈ X, then every primitive central idempotent of FG is of the form e C (G, H, K) for (H, K) ∈ X and C ∈ C(H/K).
Let χ be an irreducible (complex) character of G. Then χ is strongly monomial if there is a strong Shoda pair (H, K) of G and a linear character θ of H with kernel K such that χ = θ G , the induced character of G. The group G is strongly monomial if every irreducible character of G is strongly monomial.
A complete description of the primitive central idempotents and the simple components for strongly monomial groups is given in [BdR07] .
Corollary 2.3. If G is a strongly monomial group and F is a finite field of order s such that FG is semisimple, then every primitive central idempotent of FG is of the form e C (G, H, K) for (H, K)
a strong Shoda pair of G and C ∈ C(H/K). Furthermore, for every strong Shoda pair (H, K) of G and every C ∈ C(H/K),
However, in some cases we have more information on the algebra isomorphism given in the previous Theorem. We can express the simple algebra FGe C (G, H, K) in terms of a crossed product.
If R is a (not necessarily finite) unital associative ring and G is a group then R * α τ G denotes a crossed product with action α : G → Aut(R) and twisting (a two-cocycle) τ : G × G → U(R) (see for example [Pas89] ), i.e. R * α τ G is the associative ring g∈G Ru g with multiplication given by the following rules: u g a = α g (a)u g and u g u h = τ (g, h)u gh , for a ∈ R and g, h ∈ G. Recall that a classical crossed product is a crossed product L * α τ G, where L/F is a finite Galois extension (of not necessarily finite fields), G = Gal(L/F ) is the Galois group of the field extension L/F and α is the natural action of
. If the twisting τ is cohomologicaly trivial, then the classical crossed product is isomorphic to a matrix algebra over its center. Moreover, when τ = 1 we get an explicit isomorphism. More precisely, denoting the matrix associated to an endomorphism f in a basis B as [f ] B , we have the following result. 
Let (H, K) be a strong Shoda pair of a group G, C ∈ C(H/K), E = E G (H/K) and φ : E/H → E/K a left inverse of the canonical projection E/K → E/H. As mentioned in the proofs of [BdR07] , with ideas from [OdRS04] , we know that
and the action and twisting are given by
for gH, g ′ H ∈ E/H and integers i and j. Since the action α is faithful,
H] is the center of the algebra, which is determined by the Galois action α.
Using the description of the primitive central idempotents and the Wedderburn components of a semisimple finite group algebra FG, we were able to describe a complete set of orthogonal primitive idempotents of FG in the case where G is nilpotent [OVG11] . This description will be used in section 5 to construct minimal left nilpotent group codes.
Theorem 2.5. [OVG11, Theorem 3.3] Let F be a finite field and G a finite nilpotent group such that FG is semisimple. Let (H, K) be a strong Shoda pair of G, C ∈ C(H/K) and set e C = e C (G, H, K),
A complete set of orthogonal primitive idempotents of FGe C consists of the conjugates of
, T E denotes a right transversal of E in G and β 2 and T 2 are given according to the cases below.
and if M 2 /K is not cyclic, then there exist b 2 , c 2 ∈ E 2 such that E 2 /K is given by the following presentation (2) If H 2 /K has no complement in E 2 /K, then there exist b 2 , c 2 ∈ E 2 such that E 2 /K is given by the following presentation
A complete set of orthogonal primitive idempotents in FG
Throughout this section we will assume that F is a finite field of order s and G is a finite group such that the order of G is coprime to s. We will focus on simple components of FG which are determined by a strong Shoda pair (H, K) and a class C ∈ C(H/K) such that τ (gH, g ′ H) = 1 for all g, g ′ ∈ E = E G (H/K) (with notation as in section 2). For such a component, we describe a complete set of orthogonal primitive idempotents. This construction is based on the isomorphism of Theorem 2.4 on classical crossed products with trivial twisting. Such a description, together with the description of the primitive central idempotent e C = e C (G, H, K) determining the simple component, yields a complete set of irreducible modules and will be applied in section 5 to construct codes.
Before we do so, we need a basis of (see [Rom06] [Gao93] . The construction of normal bases is implemented in GAP in the method NormalBase. Now we can state our main result on primitive idempotents.
Theorem 3.1. Let G be a finite group and F a finite field of order s such that s is coprime to the order of G. Let (H, K) be a strong Shoda pair of G such that τ (gH, g ′ H) = 1 for all g, g ′ ∈ E = E G (H/K), and let C ∈ C(H/K). Let ε = ε C (H, K) and e = e C (G, H, K be the matrices
is a complete set of orthogonal primitive idempotents of FGe where x e = ψ −1 (P AP −1 ), T 1 is a transversal of H in E and T 2 is a right transversal of E in G. By T 1 we denote the element
Proof. Consider the simple component
of FG. Without loss of generality we may assume that G = E. Indeed, if we obtain a complete set of orthogonal primitive idempotents of FEε, then the conjugates by the transversal T 2 of E in G will give a complete set of orthogonal primitive idempotents of FGe since e = t∈T2 ε t and different ε t 's are orthogonal. From now on we assume that G = E and e = ε and denote n = [E : H]. Then B = {w gH : g ∈ T 1 }. Since G/H acts on FHe via the induced conjugation action on H/K, it is easily seen that the action of G/H on B is regular. Hence it is readily verified that for each g ∈ T 1 , ψ(ge) is a permutation matrix, and
Clearly ψ( T 1 e) has eigenvalues 1 and 0, with respective eigenspaces V 1 = vect{(1, 1, . . . , 1)} and V 0 = vect{(1, −1, 0, . . . , 0), (1, 0, −1, . . . , 0), . . . , (1, 0, 0, . . . , −1)}, where vect(S) denotes the vector space generated by the set S. Hence ψ( T 1 e) = P E 11 P −1 , where we denote by E ij ∈ M n (F s o/[E:H] ) the matrices whose entries are all 0 except in the (i, j)-spot, where it is 1. One knows that {E 11 , E 22 , . . . , E nn } and hence also {ψ( T 1 e) = P E 11 P −1 , P E 22 P −1 , . . . , P E nn P −1 } forms a complete set of orthogonal primitive idempotents of M n (F s o/[E:H] ). Let y = ψ(x e ) = P AP −1 . As
we obtain that {ψ( T 1 e), yψ( T 1 e)y −1 , . . . , y n−1 ψ( T 1 e)y gives us a complete set of orthogonal primitive idempotents of FGe.
This method yields a detailed description of a complete set of orthogonal primitive idempotents of FG when G is a strongly monomial group such that there exists a complete and non-redundant set of strong Shoda pairs (H, K) satisfying τ (gH, g ′ H) = 1 for all g, g ′ ∈ E G (H/K). Remark that similar techniques are used in [JdROVG13] to construct a complete set of orthogonal primitive idempotents of the rational group algebra QG with G as before. For example, the symmetric group S 4 and the alternating group A 4 of degree 4 have a trivial twisting in all Wedderburn components of their group rings. Trivially, all abelian groups are included and it is also easy to prove that for all dihedral groups D 2n = a, b | a n = b 2 = 1, a b = a −1 there exists a complete and non-redundant set of strong Shoda pairs with trivial twisting since the group action involved has order 2 and hence is faithful. On the other hand, for quaternion groups Q 4n = x, y | x 2n = y 4 = 1, x n = y 2 , x y = x −1 , one can verify that the strong Shoda pair ( x , 1) yields a non-trivial twisting.
Even when the group is not strongly monomial or some strong Shoda pairs yield a non-trivial twisting, our description of primitive idempotents can still be used in the components determined by a strong Shoda pair with trivial twisting. This implies that we can always compute some minimal left G-codes over a finite field F for a finite group G of order coprime to char(F).
A class of metacyclic groups
In this section, we show that our main result can be applied to the metacyclic groups of the form C q m ⋊ C p n with C p n acting faithfully on C q m and p and q different primes, and fields F of size s coprime to pq. ∂ also has order p n . This implies that q ≡ 1 mod p n and thus q is odd. Therefore, Aut Ä¨a q j ∂ä is cyclic for every j = 0, 1, . . . , m and σ is the unique subgroup of Aut( a ) of order p n . So, for every i = 1, . . . , m, the image of r in Z/q i Z generates the unique subgroup of U(Z/q i Z) of order p n . In particular, r p n ≡ 1 mod q m and r p j ≡ 1 mod q for every j = 0, . . . , n − 1. Therefore, r ≡ 1 mod q and hence G ′ = a r−1 = a . In [OdRS04] more information was obtained on the strong Shoda pairs needed to describe the primitive central idempotents of the rational (and hence of a semisimple finite) group algebra of a finite metabelian group. We recall the statement. (1) H is a maximal element in the set {B ≤ G | A ≤ B and
Using this description of the strong Shoda pairs, we get a complete and non-redundant set of strong Shoda pairs of G consisting of two types:
It is easy to verify that for these strong Shoda pairs the corresponding twisting is trivial. Hence we can describe a complete set of orthogonal primitive idempotents in each simple component of FG using Theorem 3.1.
Examples of minimal left group codes
In this section we will provide some illustrative examples of minimal left group codes making use of the computation of primitive idempotents. For these examples we used the computer algebra system GAP [GAP13] and the packages GUAVA [BBC + 12] and Wedderga [BHK + 13]. The implementation of the used methods (based on Theorem 2.5 and Theorem 3.1) is now included in Wedderga.
Note that each element c in FG is of the form c = n i=1 f i g i , where we fix an ordering {g 1 , g 2 , . . . , g n } of the group elements of G and f i ∈ F. If we look at c as a codeword, we will rather write [f 1 f 2 . . . f n ].
Example 5.1. We consider the finite group algebra F 2 G over the nilpotent metacyclic group
and fix an ordering S of G. Using the first primitive idempotent e, we can consider the left ideal F 2 Ge of F 2 G and compute its corresponding code. , 6]-code over F 2 . Although the above code is constructed by a metacyclic group, it can also be obtained as a C 27 -group code.
The time consuming parts in this example are the computations of the idempotents and of the translation of the group ring elements into code words, as displayed by the function DisplayProfile.
The following is an example of a left abelian-by-metacyclic group code which turns out to be a best linear code (as one can check using [BBC + 12], [Bro98] or [Gra07] ), i.e. a code which reaches the maximum bound on the minimum distance. This allows an alternative construction of a linear [105, 3, 60]-code over F 2 .
Example 5.2. We consider the group ring F 2 G over the group In this way we have constructed a best [105, 3, 60]-code by means of a minimal left abelian-bymetacyclic group code. Although it is unclear whether this code can be realized by an abelian group or not. We found a C 105 -group code with the same weight distribution as in the example.
Since the high length we were not able to determine whether these codes are permutation equivalent or not.
The following example is one of a left metacyclic group code. This allows an alternative construction of a linear [20, 4, 12]-code over F 3 .
Example 5.3. We consider the group ring F 3 G over the group , 12]-code, but we were not able to determine whether these codes are permutation equivalent or not.
The following example is one of a left metacyclic group code over F 2 which is not an abelian group code. In this way we have constructed a [55, 10, 20]-code by means of a minimal left metacyclic group code. By a computer search we were able to check that this code cannot be realized as an abelian group code.
from semisimple group algebras. We also had computer memory limitations for searching through bigger groups, i.e. codes of higher length. Furthermore we were limited by the internal description of big fields in GAP. For groups up to order about 100 our methods to compute codes seem to be quite efficient, however testing if they can be realized by abelian groups is highly time consuming. Still there is the hope to obtain many optimal codes with left group code structure and more left group codes which are not abelian group codes.
