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This work is motivated by lmear chemical reactor systems. The mathematical 
model of these systems employs a fimte dimensional concentration vector 
which yields the properties of a discrete probability distribution. Central in the 
response of the system is a rate matrix. The properties of these matrices are 
analyzed in terms of the theories of Markoff and M-matrices. A linear objective 
function is selected and the optimization of a cascade system relative to changes 
of the sizes of the tanks is pursued. This amounts to the optimization of the 
objective function on R,“. The global optimum is shown to lie on the diagonal 
of the domain. Hence, the search for optimum can be simplified to a single 
dimension. Other related topics such as the effect of the number of tanks in the 
cascade on the optimum, conditions for off-diagonal stationary pomts and the 
constrained optimization are also considered. 
1. INTR~DUCTI~N 
On Chemical Reactors 
A chemical reactor is a vessel in which substances are made to undergo 
chemical changes to form desired products. As these changes occur at a finite 
rate the materials need to reside in the vessels for a sufficient length of time in 
order to allow the required changes to take place. 
For the production of large amounts of these products it is only feasible to 
construct steady-flow reactors. These are essentially constant-volume vessels 
into which a steady flow of reactant enters and a steady flow of products, mixed 
with unreacted feed material, leaves. For cost and constructional reasons only 
two types of such vessel are generally built. These are termed tubular reactors 
and continuous stirred tank reactors, respectively. 
*Part of this work was conceived during a summer semester which the first two 
authors were spending at the University of Waterloo, Ontario, Canada. 
* Deceased. 
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The first of these, the tubular reactor, has as its ideal a tube, as shown in 
Figure I(a), in which entering material comes in as a plug covering the cross- 
section and this plug maintains its identity as it flows through the tube neither 
mixing with the material in front nor behind. Thus all elements of material 
have exactly the same residence time in the reactor. 
The tank reactor, on the other hand, has as its ideal a vessel as shown in 
Figure l(b). This vessel is stirred so efficiently, that there are no concentration 
gradients in the vessel and therefore the material leaving has the same composi- 
tion as that in the vessel, but not, of course, the same as that entering. The 
entering stream can thus be considered to be mixed into the vessel’s contents 
instantaneously. 
FIG. la. Tubular reactor. 
FIG. lb. Tank reactor. 
Of course no real chemical reactors can attain these ideals, but many are 
sufficiently close to make the study of these important. 
In practice the tubular reactor is not used in applications when the reaction 
rates are slow or the contents need to be mixed. Under these circumstances, the 
tank reactor, usually in a cascade configuration, is employed. Actually, as will 
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be shown later, the tubular reactor can be viewed as the distributed limit 
obtained from an equal tank cascade when the size of the tanks decreases and 
the number of tanks increases such that the total holding time remains constant. 
As for the chemical reactions we assume linearity, i.e. the rate of the reactions 
is a linear function of the concentrations of the materials present. Although this 
assumption is rather restrictive, it does give a fair description of many practical 
situations. In addition, it is assumed that there is no density change on reaction. 
The problem facing the designer is to optimize these configurations of 
reactors in a sense which will subsequently be made precise. 
The Mathematical Model 
We assume n separate substances in the system. These include all reactants, 
products, as well as substances which do not undergo any reaction. We represent 
the mass concentration of each of these substances (i.e., the mass of the said 
substance divided by the total mass) by a respective element of an n-dimensional 
vector s. Hence, a permissible concentration vector must satisfy the conditions 
that all of its components are non-negative and sum to unity. The set of all these 
concentration vectors is called to stoichiometric plane, 
The Rate Matrix 
There exists an n-dimensional vector Y describing the rate per unit total mass 
at which the substances form. We postulate that it is a linear function of the con- 
centrations, i.e.. 
Y = Ax. (2) 
where A is an n x n rate matrix. We assume that ;1 is a constant depending on 
the collection of substances but does not depend on the parameters of the tank. 
Since in general, A is strongly dependent on temperature, we further assume 
that all reactors in the system operate isothermally. 
Actually the linear rate function usually holds when concentrations expressed 
in molecules per unit volume, rather than those defined above, are considered. 
However, in view of our assumption of constant density, and since every sub- 
stance has a fixed molecular weight, a simple linear transformation will give (2). 
The linear rate function is consistent with viewing the chemical system as a 
discrete state, continuous time Markoff process. The different substances are 
interpreted as the different states of the process and the chemical reactions 
take place as a result of the molecules undergoing individual and independent 
transitions among the states. This approach is outlined in [I]. The chemist and 
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chemical engineer describe this linear form as resulting from individual reactions 
with first order kinetics. 
In view of conservation of mass, the rate vector Y should be parallel to the 
stoichiometric plane (1). Necessary and sufficient conditions for a matrix -4 
to serve as a rate matrix are pursued in Section 2. 
The rate matrix will be found to be singular. Its rank will turn out to be of 
fundamental significance and is bounded from above by the number of inde- 
pendent reactions which take place. 
The Tubular Reactor 
Let 4 denote the total steady-state mass flow-rate in the tube. In view of the 
conservation of mass this does not change along the tube. Hence we have 
individual balances 
q dx = dMr. (3) 
Let t = M/q, where Ad is the total mass of the contents from the entrance 
to a given position. Then t represents the residence time of the material in the 
tube up to this point. In view of (2) we can write the concentration .Y at position t, 
dx Ax: -zzTz 
dt 
(4) is thus the equation of the tubular reactor. Its solution is 
x(t) = eata-o 
(4) 
(5) 
Where x,, denotes the input concentration vector. 
The Tank Reactor 
Again, 9 denotes the mass flow rate, which at steady state is the same at the 
input and the output. Hence for the component balances 
qxO + Mr = 9.x (6) 
where M is the total mass of the contents of the tank, and .Q and s denote the 
input and output concentrations respectively. Let t = M/q define the holding 
time of the tank. In view of (2) and recalling that the concentration in the tank is 
equal to the output concentration we have, 
S” + t/2x = s (7) 
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Since every input concentration x,, gives rise to a unique output we obtain a 
requirement that (I - At) should be invertible for every t >, 0 and 
x = (I - At)-1 x() . 
The scalar t defined as above can be shown to be the mean holding time of the 
material in the tank. 
Obviously tank reactors can be connected in cascade to obtain a response 
% = fi (I - At&l, 
i=l 
which is different from the response (8) of a single tank. On the other hand, 
cascading of tubular reactors is a redundant operation as it effectively only gives 
rise to a longer tube. Also it is easily verified that the tube can be viewed as a 
limiting case of a cascade of tanks where the size of each tank is made infinitesi- 
mally small and the number of the tanks in the cascade increases such that the 
total holding time remains constant. 
From the viewpoint of a dynamic system we can view the tubular reactor as a 
continuous system with dynamics given by equation (4), whereas the tank reactor 
is governed by the discrete dynamics given by equation (8). 
Optimization 
Given a concentration vector x we attach to it a linear objective function, i.e. 
we select a unit vector 1 in P and the linear functional lrx obtained by projecting 
x onto the direction 1 constitutes the objective function. Now, we are given a fixed 
initial concentration vector x0 and apply a cascade of m tanks (a tubular reactor 
resp.) in order to obtain an output concentration X, (x resp.). We consider 
various optimization problems. 
(a) For a fixed m, optimize the system with respect to the vector t E R+m 
of the tanks holding times. 
(b) Optimize a tubular reactor with respect to its holding time t and 
compare with the above. 
(c) Consider the effect of changing the number of tanks. 
(d) Repeat the above but constrain or introduce a cost function for the 
total holding time of the system. 
In general terms the following results are proven: 
(1) A tubular reactor can always be made better than any tank cascade. 
(2) For a fixed number of tanks in a cascade, the best performance is 
obtained by an equal tank configuration. 
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(3) For optimum cascades increasing the number of tanks yields an 
improved performance. 
(4) If the total holding time is constrained, the optimum can be obtained 
for a non-equal tank cascade. 
These results are first given in the context of chemical reactors. However, 
thev enjoy more general implications which are pursued in Section 7. 
Precious K’ork 
-1 number of authors have looked at some aspects of the problem, but usually 
in a less comprehensive form, e.g., Horn [2] considered special cases of two tank 
cascades. Griitter and Messikommer [3] studied problem (a) above. Unfortun- 
ately, their proof of the main result is incorrect. We will elaborate on this 
fallacy later in Section 7. 
The fact that the tubular reactor can be made better than any other reactor 
for linear kinetics (result (1) above) h as b een proved under even more general 
conditions than considered in this paper by Shinnar, Glasser and Katz [I]. 
However, the proof is based on probability theory and their results overlap only a 
small amount with those to be presented here. 
In the engineering literature, e.g., Levenspiel [4], the scalar case is usually 
considered. This means that only a single chemical reaction is assumed. In 
Levenspiel optimization problems concerning cascades of reactors are also 
pursued. However, in view of the limitations of the scalar case, the problems 
themselves are posed differently. In this case, the result of the optimum being 
an equal tank cascade for linear kinetics follows in a fairly trivial way. 
The approach in this work is based on vectors and matrix transformations, 
and allows for any number of chemical reactions. The results are also more 
comprehensive than the ones appearing in the above literature. That the optimal 
configuration is an equal tank cascade was apparently known before, but this was 
only really proved for the scalar case, as the result for the vector case was based 
on an incorrect proof. Besides providing a proper proof for the vector case, this 
work pursues additional aspects of the problem. It is also shown that, when intro- 
ducing constraints regarding the total holding time, the equal tank cascade need 
not in general be the optimal configuration. 
2. THE RATE MATRIX 
In this section we pursue necessary and sufficient conditions for a matrix d 
to serve as a rate matrix. The physical condition imposes the requirements that 
the responses eAf and (I - A-l of the tube and stirred tank respectively, 
should map A I, of (I) into itself, for every t 3 0. In other words they should 
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leave A, invariant. Since the elements of A,, can be interpreted as probability 
distributions, this is equivalent to eAt and (I - ,4t)-l being Markoff matrices for 
every t > 0. Or in other words, eAt and (I - At)-l generate discrete state, 
continuous time Markoff processes. We recall that a matrix is Markoff iff it 
is nonnegative and its column-sum is equal to 1. 
We first introduce the concept of an &f-matrix, sometimes called a non- 
negatively invertible matrix. The following are equivalent characterizations of 
these matrices. The proofs can be found in Nikiado [Sj. 
THEOREM 1. Let M be an n x n matrix with non-positive off-diagonal elements. 
Then, the following six conditions are equivalent: 
(1) The principal minors of M are all positive. By definition this implies that 
111 is an M-matrix. 
(2) The leading principal minors are all positive. 
(3) There is positive zfector which is mapped by M (or by MT, the transpose 
of M) into a positizje sector. 
(4) There is a non-negative vector which is mapped by M (or by MT) into a 
positiz>e ztector. 
(5) M is non-singular and M-l is non-negative. 
(6) All eigenaalues of M have positive real parts, i.e., -M is a stability 
matrix. 
It should be noted that a matris is an hZ-matrix if and only if its transpose is an 
AT-matrix. We use these properties of n-matrices in order to establish the 
following theorem. 
THEOREM 2. Let A be an n x n matrix and t any non-negative real number. 
The following statements are equivalent. 
(1) -4 has non-negative off-diagonal elements and zero column-sum. 
(2) I - At is an M-matrix with column-sum equal to unity. 
(3) (I - At)-l is Markojj: 
(4) eAt is MarkofJ: 
Proof. I * 2. Let u denote the vector, all of whose elements are unity. 
Then the column-sum of A can be expressed by Aru. This is zero by hypothesis. 
Consequently, 
(I - At)‘u = u. (9) 
Hence, provided t 2 0, statement 3 of Theorem 1 is satisfied for I - At. 
Consequently, I - At is an AZ-matrix with column-sum equal to unity. 
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2 * 3. That (I - A-r exists and is non-negative follows from Theorem 1. 
From (9) it follows that 
[(I - At)~]-1 II = 11. 
Hence the column-sum of (I - At)-l is unity and (I - At)-l is a Markoff 
matrix. 
3 a 4. eAf can be written as a limit of a sequence of Markoff matrices. 
Indeed, by hypothesis (I - At)-l are Markoff. They generate a Markoff semi- 
group. The sequence (I - At/n)-ri of Markoff matrices converges to eAt when 
n-+ co. Since the Markoff properties are preserved under the limit, eAt is 
Markoff. 
4 - 1. We use the series expansion of eAl 
1 Ant” 
eAf=I+At+ x n!. 
n=2 
By choosing t sufficiently small we can make the elements of At determine the 
sign of the off-diagonal elements in (10). Since eAt is non-negative, we get that the 
off-diagonal elements of A are non-negative. Now, since (eAt)ru = u by hypo- 
thesis we get that 
for each t > 0. But this implies that (AT)” u = 0 for each n, which is necessary 
and naturally also sufficient for Aru = 0. 
DEFINITION. Let A be an n x n matrix satisfying the conditions of Theorem 
2. i.e. 
a,, 20 forifj and aii = - z aij . (11) 
l+i 
We call such a matrix a rate matrix. 
Discussion 
Willems [6] investigated the case of the exponential and gave the conditions 
for which eAt is Markoff. He did not discuss the resolvent (I - At)-‘, since his 
work was concerned with dynamic systems, which are governed by the equation 
k = Ax, where * denotes the time derivative. Hence, Theorem 2 broadens 
Willems’ results. Furthermore, considering the resolvent is helpful in the sense 
that it makes the proof simpler. Finally, since the Markoff matrices form a 
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semigroup under multiplication, Theorem 2 can be extended to include matrix 
functions such as (I - At)-n, eAt(l - At)-” etc. 
It follows from (11) that the rate matrix is a special case of a diagonally domi- 
nant matrix. Furthermore, by shifting the matrix with a diagonal one, i.e. 
where 01 > 0 is large enough, we can make A’ non-negative. Consequently, 
a considerable amount of the theory of non-negative matrices can be adapted 
to rate matrices. 
Next we recall Gersgorin’s theorem [7], according to which all eigenvalues of 
-4 are located in the union of the circular discs defined by 
I h - a,i I < r, i = 1 , 2 ,...) n. 
Where the radii 
rz -- f 1 azj / . 
3=1 
Ifl 
Let K denote the absolute value of the element of maximum absolute value 
of A. We have that --k is an element on the diagonal and all eigenvalues lie in 
the disc 
Ih+kl <k. 
Furthermore, since A is singular, we always have an eigenvalue at h = 0. 
However, except for this eigenvalue at the origin, there can be no other eigen- 
value with a zero real part. The eigenvalue at the origin corresponds to the 
eigenvalue OL of A’ in (12), the latter being the maximal eigenvalue of the non- 
negative matrix A’. We will thus loosely say that X = 0 is the maximal eigenvalue 
of A, when associating results of the theory of non-negative matrices to the rate 
matrix. 
In the context of non-negative matrices one makes a distinction between 
reducible and irreducible ones, e.g. Gantmacher, [S]. The same applies to rate 
matrices. We define a permutation of a matrix to be a permutation of the rows 
followed by the same permutation of the columns. Obviously the family of rate 
matrices is closed under permutations. Like in the case of non-negative matrices, 
we say that the rate matrix rZ is reducible if, by permutations, we can bring it to a 
triangular form. 
A=PAP’= [2 D;], (13) 
where D, and D, are square matrices and P is a permutation matrix. D, is 
324 GLASSER, HORN, AND MEIDAN 
obviously a rate matrix. If B = 0 we say that the matrix is separable. If either 
D, or D, is reducible we can continue this process of triangularization of the 
reducible diagonal matrix to yield the so-called normal form of the reducible A. 
Hence without loss of generality and in order to simplify the discussion we will 
assume that both D, and D, are irreducible. -4 is said to be irreducible if the 
triangularization (13) cannot be done. 
The presentation of a rate matrix in terms of a graph is natural. The nodes 
of the graph represent the indices of the matrix which in turn represent the 
chemical substances in the system. A directed link from node i to node j repre- 
sents a chemical reaction bv which substance j is generated from substance i. 
The rate of the reaction is given by the element uTj # 0. The above permutation 
of A leaves the graph invariant except for a relabelling of the nodes. 
The interpretation of reducibility in terms of the graph is obvious. If 9 is 
reducible, the chemical substances can be partitioned into two disjoint sets. 
Chemical reactions can take place within each set. There is a limitation regarding 
reactions interconnecting the sets in the sense that these can take place only in 
one direction, i.e., from the first set into the second one. If B = 0 the two sets 
are isolated and no chemical reactions can take a substance from one set into a 
substance which belongs to the other. As will be shown later, the distinction 
between these two cases of the reducible matrix can be made by inspection of 
D, . In fact the two subsets are isolated iff D, is a rate matrix, which is the case iff 
D, is singular which takes place iff p, the rank of rl, is smaller than II - 1. 
In’ the context of the chemical system an important feature which we wish to 
investigate is the steady state situation. Re define the steady state, or equilibrium, 
as the point in the stoichiometric plane d, which the system approaches as 
t + co. The existence of a steady state, its uniqueness, its dependence on the 
initial value x,, and its properties will be pursued next. 
The steady state can be examined by either investigating the limits which eAt 
and (I - At)-l approach when t -+ 03, or by considering the kernel of ,J, i.e., 
AN, = 0. (14) 
DEFINITION. The steady state I’ of the rate matrix d is the intersection of 
A, with kernel of A. 
Suppose first that A = 0 is a simple root of the characteristic equation, i.e., p, 
the rank of A is equal to n - 1. In this case .-f is either reducible or irreducible. 
If B is irreducible, Frobenius’ theorem can be invoked in order to determine 
the existence of a positive eigenvector X, belonging to h = 0. We have normal- 
ized xJ: such that it belongs to A, . In view of the simplicity of the root /\ = 0, 
X, is unique. Next, suppose A is reducible and consider its triangular form (I 3). 
B cannot vanish, since if B were zero, it would follow that D, , together with 
D, , are rate matrices, which would contradict the simplicity of h = 0. Hence 
xsT = (0, &Jr, where xZr is the positive steady state belonging to the irre- 
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ducible matrix D, . Hence, in the steady state, no substances from the first 
set can exist. 
Suppose now that h = 0 is a multiple root. We wish to show that the eigen- 
space is of the same dimension as the multiplicity of the root and that linearly 
independent nonnegative eigenvectors can be chosen. Without loss of generality 
we can assume that the root is of second order, and that D, and D, of the normal 
form (I 3) are irreducible. D, is a rate matrix and since it is irreducible, has h = 0 
as a simple root. Hence, also D, has h = 0 as a simple root. From this it follows 
that B = 0. Indeed, h = 0 is the maximal root of D, . Furthermore, by 
Gersgorin’s theorem, at least one column of D, must sum to zero. We invoke a 
consequence of Frobenius’ theorem (e.g., Gantmacher [7], Vol. II, Remark 2, 
p. 63) to establish the fact that all column-sums of D, should vanish, or in other 
words D, is a rate matrix and B = 0. It follows, therefore, that for this case the 
system can be partitioned into two isolated parts. The two linearly independent 
non-negative eigenvectorj are (.& , 0)r and (0, &Jr. 
The interpretation of the discussion in the chemical framework is best given 
in terms of p = Rank A. p is bounded from above by the number of chemical 
reactions and, since A is singular, p < n - 1. 
THEOREM 3. Suppose p = n - 1. Then either, 
(i) ,-J is irreducible. Consequently, no row in A can hazje all its ofl-diagonal 
elements vanish. This implies that there is no substance in the system which is not 
generated b>l some chemical reaction, The steady state is positive, i.e., all substances 
are present in .I”, , it is unique, hence independent of the initial condition x0 . 
(ii) Or d is reducible. The substances can be partioned into two disjoint 
subsets. There must be a connection between the sets in the form of chemical reactions 
but these can be in one direction only. i.e., there must be a substance in the second 
subset z&ich is generated by some substance in the$rst subset. But no substance in the 
first subset can be generated by any member of the second subset. 
The steady state is non-negative and cannot include substances of the first subset. 
It is unique and independent of x0 . 
THEOREM 4. Suppose p < n - 1. i.e., X = 0 is a multiple root of the charac- 
teristic polynomial of A. Let t.~ = n - p denote the multiplicity of the root. Then, 
=1 is reducible. Moreover, it is separable. This implies that the set of substances can be 
partitioned into p disjoint and isolated subsets. To each subset corresponds a rate 
matrix with TV = 1, to which the results of the previous theorem apply. 
The steadJ1 state has full dimension p. The natural basis for the steady state is 
obtained by considering the (unique) steady state of each isolated subsystem and 
adding zeros in the positions zL!hich do not belong to the subsystem under consideration. 
This construction yields TV linearly independent nonnegative steady state vectors. 
The steady state r was defined as the subset of A, where i vanishes. In view 
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of the properties of the eigenvalues of A it is clear that the points in rare stable. 
Furthermore if p = n - 1, then the single steady state is asymptotically stable. 
Given an initial concentration vector x0 , the steady state is unique. When 
p = n - 1 it is not dependent on x0. 
An equivalent way of investigating the steady state is to consider the resolvent 
(I - A-l, and exponential eAt, which, as we have seen, generate continuous 
Markoff processes. In view of the eigenvalue properties of A, both (I - At))l 
and eAt have their spectrum lying in the strip Re(h) E (0, 1) with the additional 
point at h = 1. Moreover, the dimensionality of the eigenspace belonging to 
h = 1 is equal to the multiplicity of the root. Hence, both eAf and (I ~ .4t)-r 
tend to the same limit Q when t goes to infinity. The stationary space of Q, i.e., 
the subspace of R” on whichQ reduces to an identity, is equal to the eigenspace of 
h = 1 and contains the steady state. Clearly, Q is a Markoff matrix, hence a 
non-negative stationary vector always exists. Moreover, the reducibility pro- 
perties of A match those of the other matrix functions. More precisely, A is 
irreducible iff eAt is irreducible for some t > 0, iff eAt is irreducible for all t > 0 
iff (I - .4t)-1 is irreducible for some t > 0, iff (I- A-l is irreducible for all 
t > 0, iff Q is irreducible. Moreover, if 3 is reducible, the same permutation 
reduces all the above matrices. 
4 semi M-matrix is a matrix with non-positive off-diagonal elements when one 
allows the leading principal minors to be nonnegative in contrast to the require- 
ment of their positivity as in the case of the M-matrix (Theorem 1). It is easily 
verified that -A is a semi Al-matrix. Let M denote an M-matrix, then it is well 
known that -fib enjoys a diagonal Lyapunov function. In other words, there 
exists a positive diagonal matrix D such that DM + MTD is positive definite. 
In the case of the rate matrix A, such a matrix DA can be found as follows. 
Assume A is irreducible, then 
In other words, AD, is nonnegative definite. This result is easily derivable 
from Willems’ [6] Theorem 3 from which it follows as a special case that 
is non-increasing along the trajectories, hence is a Lyapunov function, of the 
system Ji = Ax. 
3. THE TANK CASCADE-OPTIMIZATION WITH RESPECT TO HOLDING TIMES 
We consider nowm tanks connected in a cascade. Tosimplifynotation we denote, 
R,(t) = (I - At)-l, (15) 
R standing for resolvent or response. 
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Let t = (ti ,..., fm) be the holding time vector in R+*&. The response of the 
cascade is 
R,(t) = fi R,W (16) 
2=1 
Suppose that a fixed initial concentration vector x,, is given. The output con- 
centration vector is thus 
We select an objective function fm which is linear with respect to x‘ar , i.e., 
where I is a fixed unit vector in R”. Similarly, we define for the tubular reactor, 
f(t) = zwtx, . (19) 
The objective functions represent the projection of the respective output 
vectors onto the direction 1. In particular, if we wish to maximize a certain 
chemical component we set the corresponding element of 1 to be unity and make 
all other elements zero. 
The objective functions are functions of the holding times. Hence, fnl is a 
mapping from R+‘” into R1 and f a mapping from R,’ into RI. Clearly, with 
respect to t these functions are not linear. f,,, and f are in fact rational functions 
and they both are analytic on their respective domains. 
fin(O) = lT.V, 
fm(co) = Px, 
(20) 
where s, = Q.xo E r is a point of equilibrium, as per the discussion in the 
previous section. It should be noted that N, may depend on the initial condition, 
but not on the way infinity is approached in R,‘“. Hence we can view infinity 
as a single point. Similarly, f is an entire function bounded on R+l with the same 
initial and final values as fm . 
It is evident that a maximum of the objective function for a certain I yields 
a minimum for -1. Therefore, we will speak about the extremum and use the 
term “to extremize”, rather than referring to a maximum or a minimum. We will 
refer to the objective functions in terms of performance and will say that a 
system yields a better performance in the sense that its objective function has a 
more extreme extremum. 
The surprising result which we obtain is that, in spite of the fact that there 
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may be off-diagonal local extrema, the global extrema lie on the main diagonal 
of R* . Hence, the best performance is obtained by an equal tank cascade. 
Furthermore, one can always find a tubular reactor which performs even better 
than the best tank cascade. 
The Trivial Case 
n’henf,Jf) orf degenerate into a single point, we call it the trivial case. Simple 
examples are when s0 E r, i.e. x0 is in the null space of =1, or 1 is in the null space 
of Ar. e.g., lr := 24r = (I, I,..., 1). The following is the general condition for 
triviality. 
THEOREhI 5. Let x0 E A, , 1 G R” and A4 a rate matrix. Tken the corresponding 
f,,,(t) and f are co?zstant for all t E R+n’ and m if for eaery 0 .< p -::l p, 
where p denotes the rank of -4. 
Proof. First we note that if (21) is satisfied for 0 < p < p, it actually holds 
for every p 3 1. This follows easily from the Cayley-Hamilton Theorem. Next 
we expand R),{(t) in terms of a power series, 
(‘2) 
which holds in a sufficiently small neighbourhood of the origin. Premultiplying 
(22) by 1’ and postmultiplying by x,, yield fi,, . Now, if (21) holds, f,,, is clearly a 
constant in a neighbourhood of the origin. But since R,Jt) is analytic this 
implies that f,l, is constant throughout. 
Conversely, iff,,< is constant over a neighbourhood of the origin. it implies that 
all coefficients of the power expansion vanish. 
That the same holds true for f is obvious from its series expansion. 
THEOREM 6. Let 1 generate the trivial case respective to a given .i and s,, . 
Then g(Rr) I, where g is an ana[ytic function, also generates a trivial case. In 
particular this holds for 
1’ = ; [(I - Atpj I, 
r=1 
(23) 
z&eve t = (tl ,..., t.,,) is a jifixed point in R;‘.. 
Proof. The proof is clear in view of the power series expansion of g. 
Clearly, all l’s generating trivial cases constitute a subspace in R”. Given an I 
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for which the problem is not trivial, the positions of the extrema do not change 
by adding to 1 a trivial direction. 
The Degenerate Case 
If a global extremum is obtained at either t = 0 or at t = cc, we say that the 
problem is degenerate. The former occurs when the initial conditions give the 
best result and the latter is encountered when the equilibrium is best. 
In what follows we exclude both trivial and degenerate cases from the analysis. 
We now state the main optimization result in terms of the ranges offm andf. 
THEOREM 7. Excluding the trivial and degenerate cases, we have the following 
proper set inclusions, 
f (4) ~fm(&,) ~fm(~+“’ - D,,,). 
where D,,, denotes the main diagonal in R “l + , I.e., 
(24) 
D,,, = {t 1 t, = t, ... = t,,, 2 0). (25) 
Proof. The proof of the theorem is based on the following lemmas. 
LEMMA 1. 
i 
(t*+1 - tl) +;; &(t, , t, ,...I f, , t,+l ,..., t,,) 
1 
= (P + q) $ Mt, 1 t, ,...> t, t t,+l ,-..I t,,) (26) 
- q Y& Ut, > t, I...> tl , t,,e ,...I t,,,) 
'1 
where p = 0, I, 2 ,... and q = 0, I ,..., tn - 1. The same relations hold for f,,, . 
The proof of the lemma is straightforward and is based on algebraic manipula- 
tions of the terms involved. The lemma connects the (p + I)-th partial deriva- 
tives of the response at a point to the difference of the p-th derivatives between 
the given point and the projection of the point on the appropriate subdiagonal. 
In particular it implies that if t is a point whose objective function f,,l is 
stationary in the direction of a certain variable, say t, , then fn,(t) is equal to ffn 
at all points on the subdiagonals which are obtained by replacing any component 
t, by tj . Indeed, if we put p = 0 in (26) we obtain, 
(tt - t,) $fm( . ..> t, ,..., t, ,... > 
= q[f,l( . ..> t, ,..., t, ,...) - f,J . . . . t, I..., t, ,-.- )] 
(27) 
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where 4 is equal to the order off, in t, i.e., the number of equal variables ti in t. 
LEMMA 2. 
R,(tl 9 f, ,..., fl) = lam (m 1 , )! (+)“” e-“tleA’ de. 
This lemma is the well known representation of the resolvent of a matrix 
operator in terms of the operator’s Laplace transform. We note that 
grn 5 ( 1 -= f 1 (m : I)! f, i 1 
t m-1 e-Pft, 
can serve as a probability density function over 0 ,< 5 < co. Hence, (27) 
expresses the response of the equal tank cascade in terms of a weighted average 
of tubular reactors. 
Proof of the Theorem. We have that fm(0) = f (0) and fni( a) = f (co). Also, 
all functions involved are analytic. Suppose that a general point (ti , t, ,..., ttn) in 
R+OI is an extremal point. Hence the left hand side of (26) vanishes for p = 0. 
By Lemma 1, it follows that the point (ti , t, , t, ,..., t,,{) on the subdiagonal 
enjoys the same response as the original stationary point. Moreover, on this 
subdiagonal {t 1 t, = t, , t, ,..., t,,,) there exists a point with a more extreme 
objective function. Indeed, in order for (t, , t, ,..., t,,,) to be an extremal point 
the first nonvanishing derivative should be of an even order, i.e., for some odd p 
the left hand side of (26) is non-zero. Now as the first term on the right-hand side 
vanishes, it follows that the second term of the right hand side of (26) is non- 
zero. Hence we have a non-zero derivative along the subdiagonal at (ti , t, , 
f, (...) t,,,). It follows that we can limit our search for an extremum to the sub- 
diagonal without sacrificing the range of f,,( . 
Lemma I allows the repetition of the above procedure to higher order 
subdiagonals until the main diagonal is reached. The conclusion is that a global 
extremum cannot be attained outside the main diagonal. This establishes the 
right hand strict set inclusion of (24). 
By Lemma 2 we get 
fdfl , fl ,..., fl) = (k (;-)f(f) a 
where gJ[/t,) is the probability density function given in (29). Hence 
inf If(f)I <fm(fl. tl ,..., h) < sup If(t)1 . n<:t- z o<t.:r 
Sincef(t) is an analytic function it can be a constant over an interval only in the 
trivial case. This implies that the equalities hold only in the trivial case, which 
completes the proof. 
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4. THE EFFECT OF CHANGING THE NUMBER OF TANKS 
In this section we show that the performance of an optimum m + 1 tank 
cascade is better than the performance of an m-cascade and in particular the 
optimum m-cascade. 
LEMMA 3. 
mn-,(t, 9 43 ,*a., 4n) - qL-,(t, , t, ,a.*, t,,) 
= (tl - tz) && 3 t, , t, ,a.., t,). 
(30) 
Proof. Again, the proof follows from a straightforward algebraic manipula- 
tion bearing in mind that 
&(O, tz 9 t, ,a.., L) = R,-l(t2 9 t, ,...> L). 
THEOREM 8. Consider an m tank linear cascade. Let t* denote the point on the 
diagonal where the global extremum occurs (if this value is attained more than once 
we take the one nearest to the origin). 
Then, adding an additional tank with a holding time tlrrtl < t*, gives a better 
objective function. If tm+l = t* the (m + 1) -cascade yields the same objective 
function as that given by the optimum m tank cascade. 
Proof. Without loss of generality we can assume that the extremum at t* 
is a maximum. Since, for t < t*, 
fwt(t, t*, t* ,..., t*) < fm(t*, t* ,..., t*), 
we get that, 
t*f,(t*, t* ,..., t*) - tf,(t, t* ,...) t*) > (t* - t)f,(t*, t* ,..., t*). 
Now by Lemma 3, the left hand side of the last inequality can be rewritten to 
yield 
(t* - t)fm+Jt, *, t* ,..., t*) > (t* - t)fm(t*, t* )...) t*). 
Since t* - t > 0 we get the first part of the theorem, i.e., 
fm+l(t, t”, t* ,..., t*) >fm(t*, t* )...) t*). 
Next it is easy to show the following equality on the diagonal, 
fm(t) -fm+dt) = - ; y 9 (31) 
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where t = (t, t,..., t), Since the right hand side vanishes at t = t*, we have that 
Mt*> =fm+1(t*), 
which finishes the proof. 
Discussion 
For the theorem it follows that adding a small additional tank to an optimal 
equal tank cascade improves the performance. It is evident, therefore, that the 
optimal (m + I)-cascade is better than the optimal m-cascade. 
5. DIAGONAL AND OFF-DIAGONAL EXTREMA 
As we have seen, global extrema lie on the diagonal. However, local extrema 
can be found off-diagonally. We will see here that, loosely speaking, increasing 
the number of tanks has the effect of pushing the extrema onto the diagonal. 
We first consider the possible number of extrema on the diagonal. Let J 
denote the Jordan canonical form of (I - k-l. Then, 
Q(t) 0 
J = Lo II ’ (32) 
where Q(t) is a Jordan canonical form of dimension p x p and I the p x p 
identity. 
If we write now fn, with the aid of J, we get, 
where ol and /l are fixed vectors. Since the second term in the right hand side is 
fixed, it is clear that the number of extrema is dependent on p. In fact, it can be 
easily verified that, for any m-cascade, the number of extrema on the diagonal 
cannot exceed p - 1. 
In view of (27), having an off-diagonal stationary point at (tl , t, ,..., tm) where 
t, # t, when i +i, is equivalent to the objective function having equal values 
at the above point and the points on the subdiagonals of the form (tl , t, ,..., ti , 
t z ,..., tm). In fact there are m(m - 1) + 1 such points where the objective 
function is equal. Clearly, given A with rank p, such that p 3 m(m - 1) + 1, 
then we can construct a problem, i.e., select an I and x0, such that any given 
point in R,” is a stationary point. 
As necessary conditions for an off-diagonal nontrivial stationary point we 
have the following result: 
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THEOREM IO. For an m-cascade with m’ distinct holding times (m’ < m) in 
order to have a (non-trivial) ofl-diagonal stationary point, it is necessary for p to be 
at least m’ + I. 
Proof. Suppose 7 is an off-diagonal stationary point. After combining equal 
components of T we are left with m’ distinct components, 
71 # ‘T2 # ... # T,,,’ . 
with this grouping of coordinates we can write, 
fnt =~T@dV.]*. 
where zy:, ni = m and ni are integers 3 1. 
Now, for 7 to be a stationary point is is necessary that, 
(33) 
afm 
at, T =o i = 1, 2 ,..., m’. 
Performing these differentiations yields 
Qj = 1:A [n (I - A~J] x0 = 0 
if1 
forj = 1, 2 ,..., m’. (34) 
where 
1, = [fi R,(TJ’~]~~. 
We perform now two types of linear combinations of expressions (34) as 
follows: 
(1) Let j # R = 1, 2 ,..., m’. Consider 
which vanishes in view of (34). Performing the algebraic manipulation involved 
in (35) yields, 
ZITA [ n (I - ATJ] x,, = 0. (36) 
i#j.k 
By repeating the same procedure to pairs of expressions (34) we can eliminate 
all factors (I - ATE) to eventually arrive at the expression, 
ZITAx,, = 0. 
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(2) Taking Q, - Qk yields, 
(7, - q.) 1=/P [,;,. (I - Ar,)] A”“. 
By repeating again the same procedure, we finally obtain that 
for p = I, 2 ,..., m’. (37) 
is a necessary condition for the off-diagonal stationary point. 
By Theorem 6, (37) is sufficient to have 
lTd”x, = 0, ‘ for p = 1, 2 ,..., m’. (38) 
But this is sufficient for the trivial case if the rank of A is not larger than m’, 
which completes the proof. 
Up to this point only the question of a stationary point was dealt with. For the 
existence of an extremum one has to add conditions on the higher order deriva- 
tive, which naturally complicates matters. The analysis was carried out for 
m’ = m = 2 with the result that p 3 4 is necessary for the existence of an 
off-diagonal extremum. Furthermore, A with p > 4, is also sufficient for 
constructing an extremum at an arbitrary point in R+2. We compare it with 
p > 3 which is a necessary condition for a stationary point as derived above. 
6. TOTAL HOLDING TIME 
The optimization problem solved in Section 3 did not take into account the 
cost of the total holding time. In this section we introduce this in two ways. Let 
T denote the total holding time, i.e., 
T= f t,. 
i=l 
We introduce new objective functions 
gel(t) = lTsW) + aT (39) 
for the m-cascade and 
for the tube. 
g(T) = P-x(T) + al (40) 
The scalar a can be given either one of the following two interpretations: 
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(I) (Y is a preassigned negative constant which introduces the higher cost 
for a larger T. This is an unconstrained problem. 
(2) (Y is a Lagrange multiplier transforming the problem into an equality 
constrained problem, i.e. maximize!, , and f of Section 3 subject to the require- 
ment that T be fixed. 
We will also discuss the inequality constrained problem, wheref,,, andf will be 
optimized under the constraint that T be not larger than a preassigned value. 
The Unconstrained Problem 
We first discuss the unconstrained problem, i.e. we wish to maximize (39) and 
(40) where (Y is a fixed negative constant. The results proven for thef-functions 
hold also for the g-functions. The lemmas remain unchanged and the proofs of 
the theorems follow in the same way. The only difference is that, unlike the 
f-functions, where a global extremum can exist at infinity (a trivial case), the 
g-functions will always attain its global maximum. Indeed, the f-functions 
are bounded and the expression olT in g goes to - co when T + m. Hence 
the range of the g-functions is the semi-infinite interval (- ,~a, G], where 
G is the global extremum. It is attained on the main diagonal. It becomes larger 
when m increases and is largest for the tube. 
Also for the result parallel to Theorem 10 we get, in the case of theg-functions, 
that in order to have an off-diagonal stationary point, p must be at least m’, 
contrary to m’ + 1 which was the result for the f-functions. 
The Constrained Problem 
For the equality constraint we are looking for extrema of the f-function on the 
domain A,, obtained by the intersection of the hyperplane H,,, = it / .Ztct, = T) 
and the first orthant, R,“‘. Since A,, is compact, an extremum exists. Naturally, 
it need not be on the main diagonal. 
For the inequality constrained problem we are looking for the evtrema of 
the f-functions on the domain {t 1 Zttl < T, t, 2 0). The domain is compact, 
hence an extremum exists. It is either on the diagonal or on the boundary of the 
domain. In this case an off-diagonal extremum can be better than a diagonal 
extremum. 
7. DISCUSSION AND GENERALIZATIONS 
The significance of the analysis to the chemical engineering problem is 
obvious. However, in addition we can suggest implications in different direc- 
tions. 
First we observe that when proving the optimization result the restriction 
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to a rate matrix A is actually not necessary. We can envisage more general 
matrices e.g. the results are valid for any stability matrix. In this case all the 
eigenvalues are in the open left half plane and X, = 0. 
From an optimization point of view the importance of the results can be 
interpreted in the following sense. 
We are given a function of an m-dimensional variable. The search for the 
global extremum need not be carried out in R,“” and can be restricted to a 
single dimension. 
From a matrix and systems viewpoint we can suggest the following inter- 
pretation. Let ss be a given initial vector in A,z . The set 
Q(m) = {x 1 .x = R,(t) so t E R,“‘; (41) 
in d, is called the reachable set. It consists of all points which can be reached 
from s,, via an m-cascade. In addition we have the trajectories T(m) in d,l 
generated by equal-tank m-cascades and the trajectory T of the tube, i.e., 
T(m) = {(I - At)yls s,, 1 t > O}, T = {eAtNo 1 t > 0). (42) 
They all start at x0 and lead to .x~ . Consider now a vector 1. The sets of equal 
performances are given by the intersection of A, with the hyperplanes orthogonal 
to 1. Now, although T(m) are trajectories andQ( m are sets with nonvoid interiors, ) 
still the best performance relative to any direction is reached on T(m). 
When II = 3, we can give these considerations the following geometric 
picture. A, is a triangle and the trajectories T(m) and Tare convex lines. The sets 
of equal performances respective to a certain E are parallel lines in A, . Hence the 
convex hull of T(m) contains Q(m) and the convex hull of T contains (Jz=, Q(m). 
FIG. 2. The trajectories and reachable sets for the example A + B - C with equal 
rate constants. 
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The points of the convex hull can be physically reached by parallel connections 
of tank cascades. 
We illustrate the situation with the following example. The chemical reaction 
considered as follows. Three substances A, Z?, C are involved with equal rate, 
say 1, in reactions -4 + B + C. Hence -I 00 -4 = I I -1 0 0 1 0 1 
p = 2 and X, = (0, 0, l)T. We start with substance A, i.e. x0 = (I, 0, O)T and 
are interested in maximizing the quantity of B. The reachable sets and equal 
tank trajectories are depicted in Figure 2. 
We note that the objective functionf,(t) is invariant to permutations of the 
independent variables. This has b een used incorrectly by Griitter and 
Messikommer [3] to conclude that the extremum lies on the diagonal. This 
would have been true had the extremum been unique. However, we have been 
able to construct examples for which off-diagonal extrema do actually exist. 
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