In this work, we present a novel approach to simulate large emitters in the microscale. The main idea is to combine a nested grid approach and a finite element model to simulate the subgrid scale. The nested grid system consists of the mesoscale meteorological model WRF-ARW, the Air Emission Model of Meteosim (AEMM), and the air quality model CMAQ. The subgrid scale is simulated using an adaptive, Eulerian, non-steady finite element model. The results from the nested grid simulation are used as initial and boundary 2 A. Oliver et al. conditions in the subgrid model, making this approach one-way. A simulation has been carried out in the surroundings of Barcelona, where an important contributor to the sulphur dioxide levels is considered. The simulations were carried out for one episode with high levels of sulphur dioxide. The time period of the simulation was 48 hours with a 24-hour spin-up.
Introduction
Air quality is an environmental issue that directly affects much of the population, causing 2.4 million deaths annually, according to estimates from the World Health Organization (EEA, 2007) . Thus, it is of vital important to study the impact of air quality, especially in urban areas. However, mesoscale air quality models are not sensitive enough to calculate the concentrations on the local scale that affect health. In the case of large emitters, the problem in Eulerian mesoscale models resides in the size of the grid. The pollutants emitted are instantaneously diffused in the computational cell. For this reason, efforts have been made to simulate the subgrid scale using different techniques (Karamchandani et al., 2011) . The most commonly used approaches are the nested grid, plume-in-grid (PinG), and hybrid models. In this work, we propose a new addition to these methods based on the resolution of the transport and reaction of pollutants, using a mesh adapted to the terrain and the concentration. This approach includes the numerical solution of model equations with the finite element method (FEM). To illustrate the advantages and disadvantages of the proposal, we first describe the main characteristics of current approaches.
Nested grid modelling consists of using a finer grid in the region of interest. The method solves all scales involved in the problem using a set of nested grids. The global scale is solved with a coarse grid; in the region of interest of the continental scale, this grid is split horizontally by a factor of three, and this is repeated recursively for the smaller scales. Typical horizontal grid resolutions are 64 km, 32 km, 16 km, 8 km, and 4 km for the different scales. The approach is known as one-way nesting when the larger scale results are used to set the boundary and initial conditions for the smaller scales. When the results of the nested model are also used in the larger scale, it is called two-way nesting. The US Environmental Protection Agency (EPA) models-3/community multi-scale air quality (CMAQ) model (Byun and Schere, 2006) use this technique to simulate the different scales. This model usually uses a one-way approach and has been applied successfully to model air quality (Sokhi et al., 2006; Qin et al., 2015) . Another model that uses both one-way and two-way nested grids is the Weather Research and Forecasting/Chemistry (WRF/Chem) model (Grell et al., 2005) , which has been used in several applications (Žabkar et al., 2015; Wałaszek et al., 2015; Gao et al., 2016) . The problem with the nested grid approach is that, since it uses a regular grid, the whole domain has to be refined using the same size, and once the domain is chosen, it cannot be changed dynamically. Note that although parallel versions of computational models reduce computational time, the spatial resolution and the size of domains of interest still make using the approach of uniform nested grids prohibitive.
The hybrid models combine the solution from a coarse grid model and the local scale. The variability of the solution is modelled at the local scale and computed offline. Knowing the variability allows a mesoscale simulation to be performed by adding the subgrid concentration. Several studies have been done to compute the variability (Marshall et al., 2008) . Ching and Majeed (2012) have developed one approach to characterise the subgrid spatial variability on an hourly and grid-by-grid basis. The variability is studied using statistical methods and provided as probability density functions. Hybrids models are currently used for different purposes. The applications found in the literature usually consider local scales of the same extension as that covered by the coarse model; however, it should be noted that they model the phenomena involved in each scale in a distinct way. Hybrid models have been used to simulate the population exposure to hazardous air pollutants, e.g., using CMAQ and the hazardous air pollutant exposure model (HAPEM) (Rosenbaum, 2005) , to predict the exposure estimates (Isakov et al., 2007 (Isakov et al., , 2009 , and to simulate the apportionment of pollutants from traffic (Cavellin et al., 2016) . One of the advantages of this method is that the variability using simulated or measured data can be studied offline, and that this variability can then be used for the predictions. While this method saves a lot of computational time, it has the drawback of considering that that this precomputed variability does not change.
The PinG model uses a puff or plume model to simulate the processes that happen at the subgrid scale. The subgrid model simulates the processes until the variability in the subgrid scale is no longer important, and then returns the solution to the grid model (Karamchandani et al., 2002) . Thus, this technique is two-way. Most of the PinG models use Gaussian approximations for the plume trajectory. A plume model that has been developed specifically to simulate the subgrid phenomena is SCICHEM (Karamchandani et al., 2000; Chowdhury et al., 2015) . The SCICHEM model incorporates complete gas, aqueous, and aerosol phases chemistry within the state-of-the-art Gaussian puff model second-order closure integrated puff (SCIPUFF). It can be coupled to CMAQ (Karamchandani et al., 2008 (Karamchandani et al., , 2012 (Karamchandani et al., , 2014 -it is referred to as CMAQ-APT (advanced plume treatment) -and has been employed successfully to characterise the impact of aircraft emissions in the Atlanta International airport (Rissman et al., 2013) and to simulate industrial emissions in the zone of Paris (Kim et al., 2014; Raffort et al., 2015) . Currently, this approach is being incorporated into other mesoscale models besides CMAQ (Gressent et al., 2016; van der Swaluw et al., 2016) with encouraging results. This is a very promising approach to the problem, but the use of a Lagrangian approach has some drawbacks, such as collision with an obstacle or overlap of plumes when reactions are of interest. In this last situation, specific merging algorithms have to be used.
In this work, we propose another subgrid strategy that combines a nested grid model using CMAQ and an Eulerian subgrid scale dispersion model that uses the FEM. The FEM has been applied to air quality modelling (AQM) with good results (Liu and Leung, 2005; Albani et al., 2015) . The nested grid simulation is an Eulerian coupled modelling system that uses the meteorological model WRF-ARW , the emission model developed by Meteosim AEMM (Arasa et al., 2013 (Arasa et al., , 2014 (Arasa et al., , 2016a , and the US EPA models-3/CMAQ model. The subgrid scale is simulated using an adaptive, Eulerian, non-steady finite element model (Oliver et al., , 2013 . The results from the CMAQ simulation are used as boundary and initial conditions in the finite element model. This nesting is only one-way, so it can be used for predictions in the domains of interest, but the results from the subgrid scale are not used for CMAQ forecasting. Therefore, both the CMAQ system and the local finite element model simulate air quality in the domain of interest, allowing both results to be compared. Note that emissions in the domain of interest of CMAQ are not inherited in the local scale model. A key advantage of the finite element model is that the tetrahedral mesh used to simulate the episode is adapted to the terrain, so that it only has small elements where it needs to, decreasing both the mesh size and the computational requirements. The first applications of the local scale finite element model have been presented with constant wind field conditions, and consequently with a single mesh for the overall simulation problem (Pérez-Foguet et al., 2006; Montenegro et al., 2012; Oliver et al., 2012) .We previously proposed coupling a local model with mesoscale models by considering a set of meshes for simulating time evolution (Pérez-Foguet and Oliver, 2009) . These meshes are fixed on an hourly basis in concordance with meteorological data. In this work, we include the latest developments of the local scale air quality model, including the dynamic adaptive strategy presented in Pérez-Foguet (2013, 2014) . This strategy allows capturing the evolution of the plume front using small elements, while the mesh is coarser in the zones in which the concentration is almost uniform. The local scale model can also be used to study the variability of the subgrid variables for its application in a hybrid method. It could also be an alternative to the current PinG plume model, with the Eulerian approach helping to overcome some of the drawbacks of the PinG method.
This paper presents an application of the new strategy applied to a large emitter located in the surroundings of Barcelona. Air quality measurement data have been provided by the Air Quality Network that belongs to the Territory and Sustainability Department of the Catalan Government. In the next section, we describe the area of study, the characteristics of the emitter and the episode, the stations used for validations, and a more detailed description of the models. In Section 3, we present and discuss the results obtained for both the WRF-ARW/AEMM/CMAQ model and the finite element model and compare them between themselves and against the observed data; and finally, in Section 4, we present the conclusions of this work.
Methodology
In this section, we present a description of the application. First, we specify the area of study, the location and characteristics of the emitter, and the network of stations; we then describe the modelling episode briefly; and finally, we develop in more detail the modelling system presented in this work.
Area of study
The area of interest is the surroundings of Barcelona. Barcelona is a large city on the Mediterranean coast of Spain located between two river mouths: the Besós river to the north, and the Llobregat river to the south. In the surroundings of Barcelona, and especially along the river basins, there are several industrial parks with large emitters. In the present work, we will study the emission of a large emitter of sulphur dioxide (SO 2 ) located in the Llobregat basin. In Figure 1 , we show the simulation domains used by the CMAQ modelling system. The CMAQ simulation has two nested domains. 
Emitter characteristics
The emitter is from a large industrial plant located in the Llobregat basin to the south-west of Barcelona, at position 416,442 m, 4,584,580 m (UTM 31N). The emitter is a stack with a height of 125 m and a diameter of 4.25 m. The SO 2 emission rate is 105 t/y with a gas output velocity of 10.33 m/s. 
Validation stations
To validate the presented model, we used data from the Air Quality Network of the Catalan Government. The stations are located such that either urban or suburban areas are considered, with the source of the concentration from the background, the traffic, or industrial zones. Table 1 lists the name of the station, the coordinates, and the type of pollutants, while Figure 3 shows the locations of the stations marked on the domain of the local scale model. We want to remark that there are three stations near the large emitter: Alaba, Ribot, and Pallejà. All three of these stations will be used to validate our model, and we will use the Alaba station to do a more thorough analysis. 
Modelling episode
The simulations were carried out on a day with a high concentration of SO 2 due to the atmospheric conditions. This criterion was selected to test the finite element model, to compare the results with the CMAQ system, and to determine its suitability for a high concentration day. The chosen day was 2 December 2013.
Modelling approach
Next, we outline the main feature of the two models presented in this work. Figure 4 represents the workflow of our approach. The modelling system consists of two different steps: a WRF-ARW/AEMM/CMAQ coupling system, and the local scale FEM. The WRF-ARW/AEMM/CMAQ system simulates the episode using a nested grid model up to a grid of 1 km. Its results are used for the local scale finite element model as boundary and initial conditions, while the meteorological data comes from WRF-ARW.
Figure 4 Workflow of the proposed methodology
Note: The first step (on top) is the WRFARW/AEMM/CMAQ modelling system, which is used for setting initial and boundary conditions in the local finite element model.
WRF-ARW/AEMM/CMAQ
We have used an Eulerian coupled modelling system (WRF-ARW/AEMM/CMAQ (Yarwood et al., 2005) and the AERO5 aerosol module (Carlton et al., 2010) . We ran a 48 hours numerical simulations for the selected day. A spin-up period of 24 hours was considered to minimise the influence of the initial conditions on the results. The WRF configuration follows the methodology defined in Arasa et al. (2016b) ; specifically, the initial and boundary conditions were taken from the NCEP/NCAR Climate Forecast System Reanalysis v2 (CFSv2) (Saha et al., 2014) , using an spatial resolution of 0.5° and a temporal sampling of 6 hours. CFS represents the best state of the atmosphere since it incorporates satellite information, radio soundings, weather information from national services measurement stations, etc. CMAQ models could be initialised using models with coarse horizontal resolution corresponding to the global scale or using inner profiles. In this case, we used inner profiles, which are internal to the model and depend on the latitude. The vertical structure of the model includes 32 vertical layers.
Finite element model
The finite element model consists of a mesh generator, a wind mass-consistent model, and a plume-rise model; finally, the transport and reaction of pollutants is performed with a FEM stabilised with least squares. The model is coupled with the CMAQ system model in a one-way nesting, i.e., the results from the CMAQ system are used as boundary and initial conditions in the finite element model.
One of the advantages of using a FEM instead of a finite volume method is the capability to work with adapted meshes. The benefit of adapted meshes is that the number of elements needed to capture the geometry is smaller than using a regular grid. Specifically, we will generate a three-dimensional tetrahedral mesh adapted to the terrain.
Mesh construction will be carried out in two different steps. The first step is to create an adaptive triangular mesh of the terrain and all the desired vertical layers, and the second step is to generate the tetrahedral mesh. Usually, the terrain is given in the form of a uniform grid, e.g., a digital terrain model (DTM). The triangular mesh is adapted to the terrain using a formula proposed by Lee (2001) that relates the terrain curvature with the element size. Finally, a mesh adapted to the element sizes is constructed using a recursive decomposition of the geometry into quadrilaterals and finally obtaining triangles by splitting them Huerta, 2000, 2001) . Once the triangular meshes of the terrain and the inner layers are generated, a tetrahedral mesh adapted to the terrain is constructed using the Delaunay-based tetrahedral mesh generator Tetgen (Si, 2015) .
The wind field is computed by interpolating the results from the WRF-ARW simulation and a mass-consistent model (Oliver et al., 2015) . Once the wind field is computed, the plume rise has to be taken into account. Using the Briggs formulation, a three-dimensional trajectory of the plume is computed. This trajectory is modified to take into account the atmospheric wind field, so that the final plume rise is a bent three-dimensional trajectory rather than contained in a plane. To force the pollutants to follow this trajectory during transport, the vertical component of the wind field obtained from the mass-consistent model is perturbed (Oliver et al., 2013) . This is in contrast to the approximation followed by puff models, which focus on the Lagrangian description of the trajectory of discretised emissions.
Finally, the transport and reaction of the pollutants has to be simulated. The reactive term is highly nonlinear; for this reason, we apply an Strang splitting operator (Ropp et al., 2004) , such that the transport and the reaction of the pollutants are solved independently. To solve transport, we use a FEM stabilised with least squares (Jiang, 1998) . The stabilisation of the FEM is important to control the diffusion problems that arise with the classical Galerkin FEM. An advantage of the least squares FEM is that the resulting systems of equations are symmetric. These systems are solved with a conjugate gradient method preconditioned with an incomplete Cholesky factorisation density type (Lin and Moré, 1999; Rodríguez-Ferran and Sandoval, 2007) . The chosen chemical mechanism is the same used by the CMAQ system -specifically, the carbon bond chemical mechanism CB05 and the Euler backward iterative (EBI) method -coupled with the finite element model to solve the chemical reactions.
In this work, a novel approach for the transport step is included. The first approaches for coupling scales simulated transport and reaction with fixed meshes, one for each wind field configuration given by the mesoscale, typically on an hourly basis (Pérez-Foguet and Oliver, 2009) . The results at the end of one hour are projected into the mesh of the next hour, with these values providing the initial conditions for the next simulation. That strategy was not able to capture plume dynamics between hours without a large increment in computational cost or higher interpolation errors. Here, to improve the accuracy of the results and to minimise the computational cost, the adaptive technique presented by Monforte and Pérez-Foguet (2013) is used. This dynamic adaptivity scheme has been successfully applied to different transient convection-diffusion reaction models. The adaptation is driven by an error indicator which, given a solution, is used to compute the field of the mesh size needed to reduce its errors. Instead of using the gradient of the solution, as the standard error indicators used in convection-diffusion problems, Pérez-Foguet (2013, 2014) uses the gradient of the logarithm of the solution. This makes a great difference in the simulation of air quality problems, especially near emitters where the values of the concentration can range from the order of g/m 3 close to the emitter to μg/m 3 just a few metres away. Error indicators based on the gradient of the logarithm has been successfully applied within a multimesh strategy in local scale AQM including reactions. In the multimesh approach, the evolution of each species is simulated in its own mesh. The transport step is solved independently for each species. In contrast, the reaction step is solved in a common mesh. While this mesh is the union of all meshes, there is no need to solve any system of equations based on that discretisation because reactions are uncoupled between nodes. Thus, the transport of each pollutant and the reaction of different nodes can be solved in parallel, improving the computational time of the simulation.
Results
In this section, we analyse and discuss the results obtained from the proposed strategy. We will compare the results from both systems between each other and with the measured data in the stations.
WRF-ARW/AEMM/CMAQ Model
The first step to simulate the air quality was the meteorological simulation using the WRFARW. The WRF model is configured with two nested domains with 3 km (first domain) or 1 km (second domain) of horizontal resolution. The first domain covers Catalonia, and the second domain covers the city of Barcelona and its metropolitan area (Figure 1) . The results from the simulation were used to feed the CMAQ simulation. CMAQ uses the same configuration as the WRF simulation. Initial and boundary conditions for the nested domain are provided by the results of the larger domain. Meteorology-Chemistry Interface Processor (MCIP) version 4.1 is used to prepare WRF output to CMAQ model, while the AEMM model prepares emissions as required for the AERO5 and CB5 modules.
Finite element model
To simulate air pollution using the finite element model, we need to generate a tetrahedral mesh adapted to the terrain. The discretisation of the terrain that we used is from the shuttle radar topography mission (Farr et al., 2007) ; specifically, the SRTM3 version defined over an uniform grid of 3" × 3" (approximately 90 m × 90 m). Using this DTM and the mesh generation method described in Section 2.3.2, the resulting mesh has element sizes ranging from tens of centimetres to hundreds of metres. In Figure 5 , a detail of the terrain discretisation and a zoom in the zone of the stack is shown, in which observed the big differences in the element sizes of the mesh. The number of elements of the mesh is 67,690 tetrahedra and 17,090 nodes.
With this mesh, the wind field is simulated. The results from the WRF-ARW simulation in the inner domain are interpolated to the mesh, and incompressibility and impermeability is imposed using the mass-consistent model. Once the wind field is computed, the wind field is perturbed using the Briggs formula, and the mesh has been refined to capture the plume of the pollutants. This results in each hour having a different mesh, such that the concentration values have to be interpolated between them. Finally, pollutant transport is computed using the hourly results from the CMAQ system modelling as boundary and initial conditions for a one-way nesting. The same approach as for wind (Oliver et al., 2015) is used for interpolation of transport and reaction mesoscale data.
In this experiment, we did not consider the reaction of SO 2 , so that only pollutant transport was simulated. The time step was fixed to 15 s. The horizontal diffusion was interpolated from CMAQ, and the vertical diffusion was computed using a k-theory profile depending on the stability (Businger and Arya, 1974; Shir, 1973; Lamb and Durran, 1978) . Stable boundary layer configuration is assumed during the entire simulation time. 
Wind field analysis
The wind field is computed using a WRF-ARW model. The time step of the simulation is set to 60 s, which is the wind field used in CMAQ. However, only hourly values are given as an output for local scale model simulations, following by default configurations of mesoscale modelling. Figure 6 shows the WRF-ARW resulting wind field used in CMAQ for hours 06:00, 12:00, 18:00, and 24:00. Values at 10 m above ground level are shown to compare wind distributions. We can observe that the wind velocities at 06:00 and 12:00 are low, and that they increase at 18:00, with a peak at 00:00 of the next day. The main direction of the wind field during the entire day was from north-west to south-east. We also want to note that, in the zone of the emitter, the wind velocities were not especially high (between 4 m/s and 10 m/s). This low velocity can explain the high concentrations on this day near the emitter. Looking at the wind direction, we can anticipate that the most affected areas near the emitter will be to the east and the south. Figure 7 represents the values of the wind field that will be used in the local scale simulation. We can observe that the main direction and velocity of the wind field is similar to the WRF-ARW but that some differences arise. For example, the velocities are constantly slower, with differences in the wind direction, probably due to the better representation of the terrain in the local scale mesh.
Pollution analysis
At this point, we can analyse the concentration of SO 2 . We will examine the values of both the maximum of one-hour and the daily levels in the measurement stations. We will also compare the CMAQ and FEM simulations. The comparison will be carried out in two stations: one near the station (Alaba) and the other far from it (Viladecans). First, we examine the max-1h and daily levels of SO 2 for both simulations. Figures 8 and 9 represent, respectively, the maximum value achieved at the one-hour distributions and the daily mean concentration. Qualitatively, we can observe that in the CMAQ results, the emitter is not the largest contributor in the domain, while in the micro-scale results, all of the pollutant concentration comes from the emitter and the boundary conditions, with the emitter the larger contributor. For a more quantitative analysis, the maximum levels at one-hour and daily are listed in Table 2 . Table 2 Comparison of max-1h and daily concentrations for all the stations using CMAQ, FEM, and the measured data The first two stations on the table are the nearest stations downstream to the emitter, and therefore those more influenced by the SO 2 emission, especially the Alaba station, with the highest maximum one-hour and daily concentrations. If we compare the results from the finite element simulation and the CMAQ system simulation, we can observe that the values from CMAQ are much lower in the Alaba station than those measured. The finite element results are more in agreement with the measured data, although it also underpredicts. In the Ribot station, the results from the finite element simulation are closer to the measured data, especially in the daily levels, but the simulated levels are higher than the measured ones for both daily and max-1h levels. The CMAQ system does not recover the measured data, and its values are greater than both the measured and the simulated with the FEM. The next station, Pallejà, is close to the emitter but upstream. In this case, neither the CMAQ simulation nor the finite element model reproduces the measurements accurately. For the CMAQ simulation, the result levels are lower than half of the measured ones. On the other hand, the values of the FEM are much larger, especially maximum values; the daily mean is only doubled. These large values can result from relatively high values of horizontal diffusion with respect to wind velocity. Figure 10 shows a transversal slice of the resulting pollutant plume of the finite element solution. The different isosurfaces are displayed; we can observe upstream concentrations. The rest of the stations are distant to the emitter, and all have the same pattern: the FEM values are near zero, the only emissions are from the emitter, and CMAQ results are in the same order of magnitude as the measured ones. Based on the results from the maximum one-hour and daily concentrations, we decided to carry out a more careful analysis in the Alaba and Viladecans stations. Figure 11 shows the concentration during the day in both stations, and Table 3 lists the concentrations. We can observe that the results from the Viladecans station are as expected: the results from CMAQ are very close to the measured ones, and the finite element simulation concentrations are near zero, since the emitter does not affect this station. The case of the Alaba station is more interesting. The CMAQ simulation underpredicts the observed data, it is not far but is not able to capture the cycle of the immission levels. The FEM results are closer to the measured data, but the concentration is a zigzag line that surrounds the measured data, so the results are not really good. One of the causes of these big swings in the concentration can be the resolution of the wind field. The concentrations in Table 3 reveal a large swing from 40.1 and 1.7 between 06:00 and 07:00 μg/m 3 . In Figure 12 , we compare the wind direction and velocity in the top of the stack from 5:00 to 7:00. We can see how the wind field in these three hours turns from east to south-east. At 05:00, the wind direction points directly towards the Alaba station, and this direction is maintained in the FEM simulation during the whole hour. This direction can explain why the concentration measurement of this hour is so high. We assume that the direction between 5:00 and 6:00 turned slowly, moving away from the station, and thus giving a lower concentration. During the next hour (from 6:00 to 7:00), the wind field turns further south, giving a smaller concentration at 7:00. This observation is in agreement with the values of the concentration at the Alaba station during this time frame, and we can assume that if the wind field resolution had been higher, the concentration results would have been better. 
Computational time
Finally, we will analyse the computational time required to solve the FEM. The computational time is one of the main issues with the FEM because the adapted mesh asks for a large number of elements; remember that near the emitter, the elements are only a few centimetres. The simulated period was 49 hours long, with a time-step of 15 s. As the problem only involved the pollutant transport, no reactions were considered. With this configuration, the total CPU time was 26 hours and 45 minutes, so the simulation time is a little bit more than half of the simulated time. We should note that, due to the adaptation phase, some simulated hours are recomputed to use the new refined mesh.
Conclusions
This work presents a novel system to simulate the air quality near large emitters. The main idea of the presented approach is to simulate the transport and reaction of pollutants with the highest possible resolution while minimising computational costs. To this end, we combine a nested grid approach and a dynamically adaptive finite element model. The nested grid system consists of the mesoscale meteorological model WRF-ARW, the AEMM, and the air quality model CMAQ. This system uses a nested set of grids with a lower-end resolution of 1 km. The finite element model uses a tetrahedral mesh adapted to the terrain and to the evolution of the concentrations, which greatly improves the spatial resolution using elements with sizes ranging from kilometres to centimetres. This high resolution can improve the accuracy of the model, although it also implies more computational time for resolving the model. In this article, we applied the proposed approach to simulate the immission levels around a large emitter in the surroundings of Barcelona. This emitter is an important contributor of SO 2 from an industrial plant. The episode that we chose corresponds to a day during which the concentration of SO 2 was higher than average. Results were analysed and validated by comparing them against measurement data from the Air Quality Network of the Catalan Government. From all the measurement stations, three are close to the emitter and largely affected by it, and the rest are further and affected by other sources.
The methodology of this approach is to simulate first the air quality using the WRFARW/AEMM/CMAQ coupled system, and then to interpolate the solution into the finite element mesh, using the coupled system results for the initial and boundary conditions. The WRF-ARW/AEMM/CMAQ system takes into account all the emissions of the domain, while the finite element model just takes into account the emissions of the large emitter, and the emissions that come from the boundaries. It is important to note that the presented approach is one-way, and that the results from the finite element model are not used in the mesoscale model. We analysed the results by comparing those from the WRF-ARW/AEMM/CMAQ system with those from the finite element model. First, the daily and maximum one-hour concentration levels were compared in all the measurement stations. In the two stations located downstream to the emitter, the finite element model presents much better results than the coupled system. In the stations further away, the coupled system captures these levels correctly, and the results from the FEM are almost zero because no emissions are taken into account. The results in the station located upstream to the emitter (Pallejà) need to be considered more carefully. In this station, the results from the finite element model overpredict the measured data. This overprediction can be explained by the relatively high horizontal diffusion values, which need to be analysed further to clarify the influence of CMAQ diffusion values and numerical diffusion introduced during finite element model simulations.
A more detailed analysis was carried out in two characteristic stations: Alaba station (closer, downstream), and Viladecans (more distant). In the Viladecans station, the results were as expected: the coupled system captures the measured results, and the finite element model concentrations are near zero. The results from the Alaba station showthat the coupled system underpredicts the solution, but that the finite element results are close to the measured data and follow its shape. However, the solutions show large swings that are related with the time resolution of the wind field (the wind field is updated from the mesoscale model every hour). As the mesoscale model already computes time integration with a shorter time step, of one minute, further analyses can be done to determine the optimal time step for local model computation. We would like to point out that an increased time resolution will likely increase the required computational time, as it involves more frequent updates for the wind and plume rise modelling.
Overall, we can conclude that the proposed method improves the solution from the nested grid technique alone, especially near the emitter, where its results are closer to those observed. Still, further developments are required in the finite element model, especially regarding the influence of horizontal diffusion on the outputs of interest and the influence of the wind field temporal resolution, while keeping the computational cost within affordable limits. Further improvements are also needed in relation with the computational time; in its current form, the proposed approach is not suitable for an operational model. However, it can be used as a diagnostic model or even for forecasting punctual episodes, like those presented here. Finally, we want to remark that, in future work, it would be interesting to carry out a comparative analysis with other subgrid scale methods, as well as to use the finite element local model, to analyse the variability of the concentration in a hybrid model.
