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Geometric poperties of abstract Banach function spaces, such as reflex- 
ivity and uniform convexity, were characterized by Halperin [ 14, 15. 201 in 
terms of topological conditions upon the norm of the space in question. For 
several concrete function spaces it is known (cf., e.g., [ 1, 14, 16, 20, 24 I) 
that these properties are equivalent to certain growth conditions upon 
particular functions connected with the respective space. 
The basic observation behind this paper is the fact that in case of 
Lebesgue spaces L, much simpler conditions can be found, namely, in terms 
of the parameter p, For instance, it is well known that L, is reflexive and 
uniformly convex if and only if 1 < p < co. Our aim therefore is to find 
similar conditions also in the case of more general function spaces, namely. 
in terms of a double scale of reals, called indices, generalizing the number 
l/p. This aim is limited by the fact that there exist, e.g., nonreflexive and 
nonseparable rearrangement invariant Banach functions with indices strictly 
between 0 and 1 (playing the role of 0 < l/p < 1); see [ 18 1. Nevertheless, we 
can still show that such conditions can be worked out for Orlicz and Lorentz 
spaces. 
More specifically, Kaminska [ 161 proved that the Orlicz space L,,,, is 
uniformly convex if and only if the Young function Y is uniformly convex 
and satisfies the AZ-condition. This typical result is extended by showing that 
the latter condition is equivalent to the lower fundamental index Jo,,,,, being 
strictly positive. In other words, the Orlicz space is uniformly convex if and 
only if !P is uniformly convex and yL,,,,, > 0. Similarly we proceed in case of 
reflexivity, separability, and absolute continuity of the norm. For Lorentz 
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spaces A((o,p) we extend a result of Halperin [ 141, for example, stating that 
(1(&p) is uniformly convex if and only if 
for some s > 1. Actually we obtain that the latter condition is equivalent to 
. . 
the mdex condttton _v.~,,,,, > 0. 
The crucial point is that these geometric properties are governed by the 
fundamental indices and not by the Boyd indices. 
On the other hand, it is known that Boyd indices are useful in connection 
with mapping properties of the Hilbert transform (see (2]), with the Hardy 
property (see [5]), with the existence of a Schur-Hardy inequality, as well as 
with a Hilbert inequality concerning double integrals (see 16, 71). Moreover, 
it is a “mixed condition” involving both fundamental indices and Boyd 
indices which is necessary and sufficient for the interpolation property of the 
space to hold (see [8]). Therefore, in the second part of this paper relations 
between fundamental indices and Boyd indices are studied, in particular the 
important problem as to when both kinds of indices do actually coincide. 
These considerations lead us to the new definition of a space of 
fundamental type, a definition which should be of interest per se since it 
restricts the rather wide class of rearrangement invariant (r.i.) spaces to a 
more handy class which is still large enough to contain most of the spaces 
occurring in applications. In this connection it is also shown that spaces of 
fundamental type can be assigned to any r.i. space in a canonical way. 
Moreover, these considerations are the theoretical background for a 
forthcoming paper on interpolation [ 111. 
1. FUNDAMENTAL INDICES AND GROWTH PROPERTIES 
In the sequel let (L!, L, ,D) denote a u-finite, nonatomic measure space with 
0 <p(R) =: I ,< co, 9(~2) the set of all nonnegative, real-valued functions 
defined on 0, p a rearrangement invariant (r.i.) function norm on Y(n), and 
X:=X,(G) the r.i. Banach function space generated by p (see, e.g. 1221). 
The associated r.i. Banach function space of X will be denoted by X’. 
If Q* := (0, I), I< co, then there exists [21) a r.i. norm L on the set 
9(Q*) such that p(f) = L(f*) for allfE .9(a). Heref* denotes the nonin- 
creasing rearrangement of the function J The r.i. function space X,(Q*) 
generated by this function norm L will be called the Luxemburg represen- 
tation of the space X,,(a). This representation makes it possible to define 
fundamental indices of the space X,(Q) as follows (for the case R = R*, 
p = 1 see, e.g. 1301): 
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The fundamental function r, of the space X:=X,(Q) is defined by 
r,At) := IIX(O,min(t./l) Ilx,,(R*)l t > 0, where ~(0,~) is the characteristic function of 
the interval (0, t). Without loss of generality rX will be assumed to be 
concave. 
The norm of the dilation operator E,, s > 0, given by 
(E,fN) :=f(st), stELln*, 
:= 0, elsewhere, 
namely, MS, 4 := IIE,lI~x,(n~~lr s > 0, is called the indicator function of the 
space X = X,(a), see [3 1. In [IO] we showed that 
r,(st) < h( l/s, X) r,&) (tER*) 
G r*(t) 0 E (0, oo,\Q*). 
(1.1) 
On account of this inequality the function M(., X), defined by 
r,(st) M(s, X) := sup - 
r.sleR’ 54) 
(s > 01, (1.2) 
is finite-valued for each s > 0. So the following definition is meaningful. 
DEFINITION 1.1. Let X-X,(Q) be a r.i. Banach function space and 
M(., X) as in (1.2). The lower and upper fundamental indices of the space X 
are, respectively, defined as 
log ws, -v 
,‘X := sup 
o<s< I logs - 
T,y := ;I$ 
log M(s. X) 
logs . 
For the main properties of the indices see [IO]. In particular, 
(1.3) 
the latter following from 
r,(f)r,&) = f (t > 0). (1.4) 
In [ 101 we showed that these fundamental indices can be interpreted as 
exponents of a certain submultiplicative function. Since we want to benefit 
from this fact, we briefly recall the construction: 
If g: (0, cc) --* (0, cc) is submultiplicative, i.e., g(st) < g(s) g(t) for s, t > 0. 
then the numbers 
p$( g) := sup{ po E R; g(s) = c”(sPO), s + Of 1. 
pl*( g) := inf( p, E IF; g(s) = P(s”I). s + a ) 
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are called the lower and upper e.rponents of g, respectively. A particular way 
of constructing submultiplicative functions was discussed in [ 12 1. If a 
function qk (0, co) -+ (0, a~) has the property $(sr) < c(s) d(t) for s, t > 0 with 
some constant c(s) > 0 depending only upon s, then the function go, defined 
by 
@(St) 
g@(s) := ,,;;,* jig- (s > O), 
is submultiplicative. If c(s) = max(sPo, ?I}, s > 0, then 4 is absolutely 
continuous and 
(t > 0). 
If q!~ is increasing then pt( g,) > 0; moreover in this case 
$,(2) ;eco iff 4(2t) < cd(t), t < l/2, with some constant 
0 < t’< 1;; 
4 satisfies the so-called AZ-condition for (l-6) 
The fundamental indices of the r.i. Banach function space X then result if 
we choose d = rX; see [ 101. As a corollary we therefore have in particular 
that r, is absolutely continuous, and 
2’X 
r,(r) < drx(t) < Ily r,(t) 
t ’ dt ‘7’ (1.8) 
The following classes of r.i. spaces are important in connection with 
growth properties of the fundamental function and the d+ondition: 
Let a E (0, I), c > 0. A r.i. Banach function space X,(Q) 
belongs to the class ?SC’,., iff there exists a 6 E (0, 1) such 
that (1.9) 
Let b, c > 0. A r.i. Banach function space X,,(n) belongs to 
the class PC,* iff there exists a 6 E (0, 1) such that (1.10) 
rx(b) -<c (y” (~gd:l,,l,ER*). 
rx(t2) 
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These classes k& and Pc,6 are refinements of the classes P and P’, respec- 
tively, introduced in [27]. Obviously, P = U {gc’,., ; c > 0, a E (0, l)} and 
p= u g,,; b,c > 0). The following implications hold with respect to the 
parameters c, a, b of these classes. 
LEMMA 1.1. (a) If c > 0, 0 <a, <a2 < 1, and 0 <b, < b2, then 
<.a, = q,,,. y;,b, = rpc,*,; 
(b) XE gc,; iffX’ EY;.~~,. 
The inclusions in statement (a) follow directly from (1.9) and (1.10) 
respectively, whereas statement (b) can be deduced from (1.4). For example, 
if X E PC.,, then there exists a number 6 E (0, 1) such that 
for all c,, tz E R* with I, /r2 < 6. This shows already that X E Y:., , --u. 
The classes SC/,., and Yi,6 are closely related to the A,-condition, and to the 
fundamental indices as the proposition below shows. 
PROPOSITION 1.2. Assume thal r,(O+) = 0, s,(t) # 0 for f # 0. 
(a) (i) X E gC,, iff l/r,( l/t) satisfies the A,-condition wirh k(s) = cs’ 
for t > l/l; 
(ii) ifXE %,, then Tx < a; if yx < a, then X E W, .n ; 
(b) (i) X E Yc,, LX l/rK,( l/t) satisfies the Al-condition with 
k(s) = cs’-bji3- t > l/l; 
(ii) ifXE q,b, then yx > b; if _y, > b, then X E Pi.,. 
Note that the A,-condition for a #-function @ for f > to > 0 is equivalent to 
#(sr)/#(t) < k(s), r > t,, for any s > 1 and some constant k(s) > 0, depending 
only upon s. 
The proofs of a(i) and b(i), which use (1.9) and (l.lO), are left to the 
reader. For the proof of a statement a(ii) we assume first that X E %c,a. On 
account of (1.9) and (1.2) there exists a 6 E (0, 1) such that 
M( l/s, X) < cs --(I for all s E (0,6). For s > l/S we therefore have 
M(s, X) < csa, and hence hat Tx < a by [ 10, Fl 1. Conversely the assumption 
px < a implies on account of [ 10, Fl] that there exists a 6 > 1 such that 
log M(s, X)/log s < a for all s > 6, i.e., M( l/s, X) < spa for s < l/6; this 
yields X E P,,, by (1.9). The proof of statement b(ii) is similar. 
COROLLARY 1.3. (a) The following assertions are equivalent: 
(i) &.<I: 
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(ii) X E P,,, fir some a E (0, 1); 
(iii) l/r,( l/t) satisfies the A,-condition with k(s) = s” for t > I/[; 
(b) the following assertions are equivalent: 
N _yx > 0; 
(ii) X E 4 ,b for some b > 0; 
(iii) l/r,( l/t) satisfies the AI-condition with k(s) = sImb for t > 1,ll. 
2. GEOMETRIC PROPERTIES OF ORLICZ AND LORENTZ SPACES 
If X = L,, 1 <p < co, is a Lebesgue space, then L, has an absolutely 
continuous norm if and only if p < co; if the measure ,U is separable, the 
space L, is separable if and only if p < co; moreover, L, is uniformly convex 
if and only if 1 < p < co; finally L, is reflexive if and only if 1 < p < 00. On 
the other hand, the fundamental function of L, is given by rLe(t) = t”‘p, and 
hence ~1~ = TL = l/p. This means that absolute continuity of the norm and 
separabiky c”an both be characterized by the index condition yL, > 0, 
whereas uniform convexity as well as reflexivity of the L,-space are both 
equivalent to 0 < _YL, < yL < 1. The concrete question now is whether similar 
statements hold also for Qrlicz spaces or Lorentz spaces. 
2.1. The Case of Orlicz Spaces 
First we consider the case when X = L,, is an Orlicz space (for definition 
of L.&f,, see, e.g. [ 17, 19, 201). The surprising fact is that the counterparts of 
the four results just mentioned for Lebesgue spaces are also valid for Orlicz 
spaces. 
THEOREM 2.1. Assume that the Young function !P is strictly increasing, 
and let I= 03. Then 
(a) L,, has an absolutely continuous norm tfl_y,,,,, > 0; 
(b) ~f,u is separable, then L,, is separable iff yL,,, > 0; 
Cc) Li, is reflexive 1fl0 < _yL,Wy < yLMV < 1; 
(4 LMV is untformly convex tr Y is untformly convex and ~t.,,~ > 0. 
Note that a Young function !?J is called uniformly convex if and only if for 
each a E (0, 1) there exists a 6 E (0, 1) such that (see [ 161) 
(t>O,hE lO,a]). 
The crucial point of the proof of Theorem 2.1 is the following 
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PROPOSITION 2.2. Under the assumption of Theorem 2.1 the Young 
function Y satisfies the Al-condition for t > 0 iff_y,,,, > 0. 
Proof of Proposition 2.2. First assume that Y~,,,~ > 0. By Corollary 1.3 
there exists a number b > 0 such that L,,,+, E ;/:,6. In order to apply 
Proposition 1.2(b) recall that the fundamental function of L,,,,,, is given by 
rL,,Jt)= l/Y-‘(l/t), t > 0, (see, e.g. [4, 7, 231). Because of (1.4) one has 
rLMv(t) = t Y-‘( l/t), t > 0. So Proposition 1.2(b) yields in the Orlicz case 
that L MP E Y;,b for some b > 0 if and only if for some s > 1 
s!F’(t)/Y-‘(St) < sl-6 (t > 0). 
This means that l/[ Y”-‘(t)/Y-‘(St)] > sb for t > 0. Passing to the 
supremum, we obtain 
1 
sb G SUPl>O[ Y-‘(t)/Y-‘(St)] = [&f-’ 6) 
on account of the strict monotonicity of Y (see [4]). This is equivalent to 
SUP,>~ Y(sbt)/Y(t) < s. Since s > 1 implies sb > 1. this is the AZ-condition for 
Y. 
Conversely, assume that Y satisfies the A,-condition. The 
submultiplicative function g, then has a finite upper exponent because of 
(1.6). Therefore and on behalf of (1.7) the lower exponent of g,-, is positive. 
i.e., p$(g,-,) > 0. On the other hand, we showed in [9, lo] that 
JL ,,,=Po*(gTy)=PO*(gl,P~l(l,f,)= -P1*(g,-l,,i,,)=Po*(g,~l). 
In other words, _y,,,,, > 0. 
Proof of Theorem 2.1. The Orlicz space L,,,, has an absolutely 
continuous norm if and only if (see [20, p. 58, 591) the Young function Y 
satisfies the AZ-condition for all t > 0. Because of Proposition 2.2 this is 
equivalent to _vL,,, > 0, yielding statement (a). Statement (b) follows from (a) 
since any r.i. Banach function space with a separable measure iu is separable 
if and only if the norm of the space is absolutely continuous. Moreover, a r.i. 
Banach function space is reflexive, if and only if both the norms of the space 
itself as well as the norm of its associate space are absolutely continuous. 
Because of part (a) the Orlicz space L,, is reflexive if and only if both 
1)L .+,p > O and _yL,b, 
> 0. By (1.3) the latter condition is equivalent to )I~,+,,+ < 1: 
so statement (c) follows if we recall that 2L,uV< Y,,,, by (1.3). Finally, 
assertion (d) follows from Proposition 2.2 by means of a theorem of [ 161 
stating that L,,,, is uniformly convex iff Y is uniformly convex and satisfies 
the A,-condition for all t > 0. 
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Remark. According to the famous theorem of Milman, any uniform 
convex Banach space is reflexive. If, in particular, the Banach space is an 
Orlicz space then this statement follows directly from Theorem 2.1(c) and 
(d). Indeed, if L,, is uniformly convex, then J~,~, > 0, and we only have to 
show that the uniform convexity of the Young function Y implies the second 
half of the index condition in statement (c), namely, yLlly < 1. For this 
purpose, observe that the uniform convexity of !? implies hat the Young 
function @ satisfies the AZ-condition. Therefore I,~,,~) I > 0 by Proposition 2.2 
and on account of the fact that the conjugate Young function @ generates the 
associate space (L,,,v)‘. By (1.3) it follows that yL,rrp = 1 -T,~,,~, I < 1, i.e., 
7L ,~I < 1 as desired. On the other hand, Proposition 2.2 shows that the 
converse of Milman’s theorem (i.e., reflexcivity implies uniform convexity of 
the space), which is valid for Lebesgue spaces but not generally true, is also 
not true for Orlicz spaces. In fact, Milnes 124) gives an example of a Young 
function Y whose conjugate function @ satisfies the d,-condition (and hence 
YL ,,1 < I by Proposition 2.2). but Y is not uniformly convex. Hence the 
second half of the index condition in statement (c) does not imply the 
uniform convexity of !? which would be necessary for the uniform convexity 
of the space L,,,v. 
2.2 Properties of Lorentz Spaces 
Our next example is the case when X = A($, p), I < p < 00, is a 
generalized Lorentz space (for definition, see, e.g. [25, 27, 301). 
THEOREM 2.3. Assume that $(t) # 0 for t # 0 and I = co. 
(a) ‘f_Ync,,,, > 0, then A(#,p) is reflexioe; 
(b) A(#,p) is uniformly comex lx_y,,,,,, > 0. 
Remark. For I < co, 1 <p < co the space A(4.p) is always reflexive 
1131. 
For the proof of this theorem note that the fundamental function of the 
Lorentz space /1(&p) is equal to 
r,,(eqp)(t) = (j; @(u) du) lip =: @(t)“P, (2.1) 
and ~Ac?LP)’ (t) = t(@(t))-“P by (1.4). 
First we prove statement (a). If Y,,(~,~) > 0, then A(#,p) E 1;y1,6 for some 
b > 0 because of Corollary 1.3. Therefore we have by Proposition 1.2 that 
for any s > 1 
s @(St) - ‘lp 
w- ,lp <St-b (t > O), 
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i.e., sbP@(t) < @(SC). Fixing f > 0 and letting s tend to infinity shows that 
lim 1’ o(u) du E lim Q(s) = co. 
s-m -0 s-cc 
Hence 4 6.$ L,(O, co), and by a result of Halperin [ 151 (see also [21) this is 
equivalent to the reflexivity of the Lorentz space /1(d, p). 
As mentioned before, for statement (b) we use the theorem of Halperin 
[ 14 1 stating that ,4(#, p), p > 1, is uniformly convex if and only if N(s) < 1 
for some s > 1, where 
@(I) N(s) := sup -. 
r>o @(St) 
First assume that _Y,,(~,~) > 0 or, equivalently, that A(#, p) E -;C; ,b for some 
b > 0. As above it follows for any s > 1 that N(s) < Kbp, and therefore 
N(s) < 1 for s > 1, i.e., the space n(#,p) is uniformly convex. Conversely, if 
.4(&p) is uniformly convex, then there exists a number so > 1 such that 
N(s,) < 1. So we can conclude by [2 ] that N(s) < 1 for all s > 1. On the 
other hand, 
because of (1.2) and (2.1). Hence the upper exponent of the submultiplicative 
function M( l/., A(#,p))“” is negative, i.e.. 
Since the lower fundamental index of A($, p) is equal to the lower exponent 
of the submultiplicative function M(., /t(#,p)) (as proved in [lo]), this 
implies that 
y.icm.p, =i+Wt~, ~(4,~))) = lim 
log ws, A ($4 PI) 
s-c. + log s 
=-- lirn 1% Wllsv IMP)) 
s+m log s = -P:(wl/., A(&P))) > 0, 
i.e., yl\(6,p, > 0, as asserted. 
Remark. When comparing Theorem 2.3 with Theorem 2.1 note that the 
norm of the Lorentz space /i(#,p), p < co, is always absolutely continuous 
and so n(&p) is always separable provided the measure ,U is separable. 
Hence the counterparts of Theorem 2.1(a) and (b) for Lorentz spaces are 
obvious. 
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All in all, the latter two relsults on Lebesgue spaces stated in the 
introduction of this subsection carry over to Lorentz spaces. The first two 
are always true. 
3. BOYD INDICES AND SPACES OF FUNDAMENTAL TYPE 
The Boyd indices [3] of a r.i. Banach function space X-X,(Q), defined 
by means of the indicator function of X as 
a, := inf _ lois 4% X) 
O<S<l logs ’ 
p, := sup - log MS, ‘9 
(3-l) 
S>l log s 
have properties similar to those of the fundamental indices. In particular, 
O<p,<a,< 1, ax,= 1 -Px, /lx,= 1 -ax, (3.2) 
where the latter is a consequence of 
sh(s. X’) = h( l/s. X) (s > 0). (3.3) 
In the Lebesgue case X = L,, 1 <p < co, we have h(s, LJ = s - lip and 
aL, = p,, = l/p, i.e., the Boyd indices for Lebesgue spaces coincide with their 
fundamental indices. Generally, it can be proved that 
Indeed, by (1.2) we have for any s > 0 
hence M(s, X) < h( l/s, X), s > 0. Inserting this estimate into Definition 1.1 
and (3.1), respectively, now yields (3.4). Moreover, this calculation shows 
that the auxiliary function M(., X), up till now of mere technical meaning, 
can be interpreted as the “norm” of the restriction of the dilation operator 
E,,, to the set of characteristic functions of intervals (0, t). This new insight 
gives rise to the following definition which selects out an important subclass 
of r.i. spaces: 
DEFINITION 3.1. A r.i. Banach function space X is said to be 
(a) of upper (lower) fundamental type iff a, = jj,(p, =_rx); 
(b) of fundamental type iff ax = TX and pX = _yX. 
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Obviously, any space X with M(s, X) = h( l/s, X), s > 0, is of fundamental 
type. Further, in [7] we proved the following: 
THEOREM 3.1. If X is a Lebesgue space L,, 1 < p < co, or a Lorentz 
space L,,, 1 <p, q < co, or a generalized Lorentz space A(& p), 1 <p c 00. 
or an Orlicz space L,, with strictly increasing Young function Y, then 
M(s, X) = h( l/s, X), s > 0, and hence X is of fundamental type. 
The next theorem gives necessary and suffkient conditions for a function 
space to be of fundamental type. These conditions are formulated in a 
concrete form in order to have a criterium which can be used practically, to 
test whether some r.i. space is of fundamental type or not. 
THEOREM 3.2. Let X be any r.i. Banach function space. 
(a) The following statements are equivalent: 
(al) X is of upper fundamental type; 
(a2) for each E > 0 there exists a number 6 E (0, 1) such that 
s”< M(l/s, X)/h(s, X) < ssE (0 < s < 6); 
(a3) for each E > 0, J’i [M( l/s, X)/h(s, X)] ds/s”E = co: 
(a4) for each E > 0, j: [h(s, X)/M( l/s. X)] ds/s’-” < co. 
(b) The following statements are equivalent: 
(b 1) X is of lower fundamental type: 
(b2) for each E > 0 there exists a number R > 1 such that 
s -’ < M( l/s, X)/h(s, X) < sc (s>R); 
(b3) for each E > 0, jy M( l/s, X) h(s, X)] ds/s’-” = 03: 
(b4) for each E > 0, .I‘? [h(s, X)/M(l/s, X)] ds/s’+‘< co. 
The proof of (a) will be organized as follows: First we show that 
statement (al) implies (a2), (a2) implies (a3), and (a3) implies (al), 
furnishing the equivalence of statements (al)-(a3). Then we show that 
statement (a2) implies (a4), and (a4) implies (al). 
For the implication (al) 3 (a2) note that for each E > 0 there exist 
numbers a,, a2 E (0, 1) such that s- ““~M(l/s,X)~~-~Y-~for O<s<6, 
[lo]. With 6 := min(6,, ~5~ i and smax < h(s, X) < sPOyPE for 0 < s < 6,; see 
we deduce 
(0 < s < J), (3.5 ) 
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and hence (a2), since a, = 7x by assumption (al). If (a2) is valid, then for 
each E > 0 and some suitable 6 E (0, 1) 
! 
.’ M(l/s, X) ds .s M(l/s, X) ds > ss ds 
0 h(s,X) S’+& a 0 J h(s,X) SLiE ’ 0 s= 03- J 
and we have statement (a3). Now, suppose the integral in statement (a3) 
diverges for each E > 0, and let 6 E (0, 1) be as in (3.5). Since 
w l/s, w < 4% 9, 
.’ M(l/s,X) ds 
js &-J) I 
.’ ds 
< SLf”’ -i-G< a3* s s 
Because of statement (a3) this implies the divergence of the integral 
~-y/l~ w/m Jps ’ +‘. A fortiori and by (3.5) we therefore have 
cx VYxdsls 
s, E 6 S), 
_ co. This is only possible if there exists a number 
depending on E, such that s~~-~~-‘-“> s:-‘, i.e., 
(a, - 7x1 log s, 2 2-5 log SE, or, equivalently, (xx-y* Q 3c. Since s > 0 is 
arbitrary, we obtain statement (al). If statement (a2) is assumed, then for 
each E > 0 there exists a 6 E (0, 1) such that the critical integral in (a4) is 
finite, namely, 
.a h(s, X) ds I < ,.h f’? - ’ 
‘0 M(l/s,X) s - ‘II 
ds < co. 
Moreover, it is known [3, lo] that h(s, X) < max( 1. l/s) and M( l/s, X) < 
min { 1, l/s}. s > 0. Hence, 
.’ h(s, X) ds 
--<I 
.’ ds 
-T-z- < a, ‘0 M(l/s,X) S”&‘.O s- & 
yielding statement (a4). Finally, if statement (a4) is valid, then a fortiori 
j”,” s%-h+&ds/s’-E < co, because of (3.5). Analogously to our above 
considerations we can conclude that there exists a number s, E (0,6) such 
that s; a+~yf’E-’ < SE’, i.e., ox - jJx ( 2s. This implies statement (al). 
The equivalence of the statements in (b) follows from (a) by duality 
arguments, in particular by replacing X by X’ and observing that X” = X as 
well as (1.3), (3.2), (1.4), and (3.3). The detailed proof is left to the reader. 
As a first application of Theorem 3.2 we show that the function space S, 
which was introduced by Shimogaki n [29], is not of fundamental type, and 
hence Definition 3.1 makes sense. The Shimogaki space S is defined as 
s := U-E-.X([O, I]):llflls < al } 
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with norm llflls := ~up~,cjA (p(t)f*(t) dt, wheref* again denotes the nonin- 
creasing rearrangement off, and C a certain class of functions; see [29 1 for 
details. A simple calculation shows that r,(t) = f”*. Therefore, M(s, S) = s”’ 
and ys = jrs = l/2. On the other hand, it is very difftcult to compute the 
indicator function of S. However, it can be shown that lim,,, h(s. S) > 1, 
and this is sufficient for our purpose. Indeed, on account of the monotonicity 
it follows that h(s, S) > I for s > R and some R > 1. Hence 
1‘;” [h(s, S)/M( l/s, S)] ds/slfE > .I’? s”’ ds/s’+E = co for each E E (0, l/2), 
and Theorem 3.2 yields 
COROLLARY 3.3. The Shimogaki space S is not of fundamental type. 
Of more theoretical interest than Theorem 3.2 is the following theorem 
which gives a suffkient condition for spaces to be of fundamental type by 
means of the classes PC (I, , Yc,6, that is to say, by means of growth conditions 
upon the fundamental function and Boyd indices. 
THEOREM 3.4. I~XE Y;,, with b 2 a,, then X is of upper fundamental 
type. If X E ?<,, with 0 < a < px, then X is of lower fundamental type. 
For the proof assume X E Y& with b > a,y. and let E > 0 and 
b, := ux + E. Then there exists a 6 E (0. 1) such that for all s E (0,61 
h(s,X)<s-bl<~ rx(t) - sbmbl < cM( l/s. X) Sb-aK-: 
rx(st) 
and the integral in (a3) can be estimated by 
.’ M( I/s, X) 
lo 
ds ds -->+j’bS-b+ar’&l_r= co 
h(s. X) s’+’ 0 s 
since ax < b. So X is of upper fundamental type on account of Theorem 3.2. 
The second statement in Theorem 3.4 is obtained by duality arguments, 
observing Lemma 1.1 (b). 
Summing up, one can say that the class of r.i. spaces of fundamental type 
is a proper subclass of all r.i. spaces, but it still contains most of the spaces 
which are important for applications. 
4. PARTICULAR SPACES OF FUNDAMENTAL TYPE 
The aim of this section is to assign to each r.i. Banach function space 
X=X,(n) with r,(O+) = 0 and t, concave (this assumption can be made 
without loss of generality. see. e.g. [ 30 1) in a canonical way two r.i. Banach 
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function spaces which have the same fundamental function as X, but are of 
fundamental type. These are the Lorentz space A(X), M(X) associated with 
X and defined by 
A(X) := E-m% llfll*(x, := 
I 




j-E, N(Q); Ilfllhlcx, := sup (r&)/l) ]df*(s) ds < co 1. (4.2) 
IER’ 
It is well known that A(X), M(X) are r.i. Banach function spaces such that 
A(X) c Xc M(X) with continuous embeddings, and 
A(X)* = A(X)’ = M(X’); A(X’) = M’(X)* = M’(X)‘, (4.3) 
where M’(X) denotes the norm closure of the set of simple functions in 
M(X) with finite support, and * indicates the dual of a Banach space, see 
[28, 25, 301. We now prove that the spaces A(X) and M(X), which play an 
important role in interpolation theory [30, 27, 111, are of fundamental type. 
More precisely 
THEOREM 4.1. (a) s*,~, = rMcX, = r, ; 
(b) both A(X) and M(X) are of fundamental type with h(s, A(X)) = 
h(s, M(X)) = M( l/s, X). 
The proof of statement (a) is straightforward: For each t E (0,/l and 
E E Z with p(E) = t we have 
r,,,,(f) = IlxEllAcx, = [‘xi%) dr,(s) = r&h .o 
since zE*(f) = xiii,, and r,(O+) = 0 by assumption. For I > 1 we obtain 
h&) = h (/) = r,(f) = rx(t). Combining both results yields r,,(X) = rx. 
With respect to M(X) we have for t E (0, I] 
Since (rx(s)/s) min (t, s } = rx(s) if s < t < 1, and (rx(s)/s) min (t, s } = 
rx(s) f/s < r*(s) if t < s < 1, it follows that rr,,(xj(f) = supo,,g,r,(s) = rx(t) 
because of the monotonicity of rx. For t > 1 we finally deduce rmcx,(t) = 
rMcx,(O = rA4 = rAf>. 
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For the proof of statement (b) we begin with the space M(X). Since 
6 M(X)) 2 MU/s, X) ( see Section 3) it suffkes to estimate h(s, M(X)), 
s > 0 from above: For anyfE M(X) we have 
and hence h(s, M(X)) < M( l/s, M(X)) on account of statement (a). The 
statement for A(X), namely, h(s, A(X)) = h(s, X), follows by duality 
arguments: Indeed, using (3.3), (4.3), and (1.4) 
As a follow-up of Theorem 4.1 we now have 
PROPOSITION 4.2. (a) A(X) (M(X)) is the smallest (largest) r.i. Banach 
function space contained in (containing) X with the same fundamental 
function; 
(b) A(A(X)) = A(M(X)) = A(X), M(A(X)) = M(M(X)) = M(X); 
(c) (i) X E gCtn o A(X) E 9c+, o M(X) E ?Z,., ; 
(ii) X E 2C.6 o A(X) E l~!i,~ o M(X) E z,6 ; 
Cd) (i) X E p 0 PAc,, > 0 0 PMo, > 0; 
(ii) X E Y 0 a,,,, > 0 0 ~2~~~) > 0; 
(e) (i) ifX~ %, then c,~ := .ii h(s, A(X)) ds < 03 and 
at ds 
I - < C,7,Y(~) -0 7x(s) (0 < t < 1); (4.4) 





(0 < t < 1). (4.5) 
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Proof: On the one hand, s,,(~) = rx = rMcxj and A(X) c X c M(X). On the 
other hand, if Y CX is any r.i. Banach function space with r, = r,, then 
A(X) = h(Y) c Y c X, i.e., A(X) c Y. Analogously, if Z 2 X is any r.i. 
Banach function space with r2 = rx, then M(X) = M(Z) 1 ZEJ X, i.e.. 
M(X) 3 Z, proving assertion (a). Assertions (b) and (c) follow from 
Theorem 4.1(a), whereas assertion (d) can be deduced from Theorem 4.1 (b) 
and Corollary 1.3. The inequalities (4.4), (4.5) are based on the fact that 
u,,(~) < 1 if and only if c, < co, and /?,,cx, > 0 if and only if cx, < co, respec- 
tively (see [2, 51). On account of Theorem 4.1(b) we have 
h(s, A(X)) > rx(t)/r.&) for 0 < t < 1, and therefore noting (1.4), 
In particular, part (a) shows that the spaces A(X) and M(X), assigned to X, 
are in a certain sense optimal (for this matter, see also [ 11 I). whereas (4.5) 
improves a result of [27] which is essential in interpolation theory [ 111. The 
dual version of (4.5) is (4.6). The value of the constants cx and cx, stems 
from a generalized Hardy inequality [5 1. 
Finally let us note some examples. We have A(L,) = A(LP,) = L,, , 
M(L,) = M(Lp,) = L,, for 1 <p < co; A(n(d,~)) =(i(~Q”~-‘d, 1) for 
l<p<oo; h(L,,~,)=ci(l/[s’Y-‘(l/s)j’ y’(l/s), 1) if Y is strictly 
increasing and A(S) = L,, , M(S) = L,, . These examples, in particular the 
example of the Shimogaki space S, show that the process of passing from a 
r.i. Banach function space X to the extremal space of fundamental type is a 
smoothing effect. 
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