In this paper, the photonic band diagram and the density of states in finite photonic structures are analyzed and optimized for broad bandwidths using the apodization method. Based on the effective propagation constant, the group refractive index can be computed for the finite structures, which is adopted to reveal the physical explanation on the optimal band gaps. The surface states of the finite photonic crystal and the mode matching at the interfaces are also considered. It is found that the high group index of the photonic structures can obtain broad bandwidths and also enhance the mode matching at the interfaces. By slowly varying the radii of the cylinders monotonously in two dimensions, the first band gap can be increased from 10.6% to 20.04%. This work provides a useful tool for the optimal design of finite photonic crystals.
I. INTRODUCTION
Apodization, sometimes also called tapering, is a mathematical technique used to bring an interferogram smoothly down to zero at the edges of a sampled region. In optical sciences, apodization refers to purposely changing the transmission properties of an optical system. The apodization technology was initially proposed in the microwave field to suppress sidelobes in the filter design. It was stated in Ref. 1 and 2 that a tapering function on the cylinder radii leads to better sidelobe suppression, and an array of nonequidistant but linearly distributed cylinders along the transmission line achieves broader bandwidths.
The interpenetration between optical and microwave engineering makes it feasible to translate the traditional microwave technology to photonic band gap ͑PBG͒ structures. Similar to the microwave field, the apodization technology can be applied in two-dimensional ͑2D͒ PBG structures to get an optimal property by varying some geometrical parameters according to the proper apodization functions. The optimal properties of the PBG structures also include broader bandwidths and better sidelobe suppression for different applications.
In an ideal periodic photonic crystal ͑PC͒ the extinction of the transmitted amplitude at frequencies within the band gap is due to the destructive interference of multiple scattered waves. However, for a realistic finite crystal, the absolute gap is not really necessary for real applications, in which a transmission of less than −40 dB ͑i.e., 0.01͒ is good enough to be considered as a band gap. The power dissipation is mainly caused by absorption in materials and transmission loss from the boundaries due to its finite size. Previous analysis 3 highlighted that the losses simply originate from a mode mismatch and it is necessary to have an adiabatic impedance matching between outside and the finite PC structure. The adiabatic modal conversion can be realized by progressive adaptive geometries. It was proven in Ref. 4 using an adiabatic theorem that sufficiently slow transitions ͑tapered or apodized gratings͒ produce arbitrarily good transmission between grated and nongrated waveguides. Thus, it is possible to decrease the boundary effects and transmission losses by altering the feature parameters progressively.
More recently, an accurate theoretical approach 5 has been developed to calculate the complex photonic band diagram and the density of states ͑DOS͒ of a 2D finite-size photonic structure. It is shown that the concept of the DOS remains valid and useful for finite and disordered structures, which is defined as the average number of eigenmodes inside the volume. Based on the effective propagation constant, these eigenmodes and DOS for finite systems can be calculated. In addition, by using Green's function, the electromagnetic density of modes for a three-dimensional open cavity was presented by D'Aguanno et al. 6 For finite structures, some irregular peaks appear in the photonic band diagram and the photonic bandwidth is decreased accordingly. It is revealed 7 that the peaks are due to the presence of poles of the scattering matrix, and the photonic band gap is precisely the pole-free region of the scattering matrix. Although the irregular peaks cannot be removed by a larger structure, it is still possible to optimize the structural parameters to get a larger pole-free region and broader band gap.
In the consideration of the structural dispersion, the group velocity and the group index of refraction are adopted to reveal the dispersion characteristics of the finite crystal. Early in 1970, Garrett and McCumber 8 asserted that "the concept of group velocity has meaning for an absorptive medium," based on the simulations of Gaussian pulses propagating in a medium with a resonant absorption centered in the narrow spectrum of the pulse. Two theorems for the group velocity in dispersive media had been presented. 9 First, for any dispersive dielectric, there must be a frequency for which the group velocity of an electromagnetic pulse a͒ becomes abnormal, i.e., greater than the vacuum speed of light, infinite, or negative. Second, at the frequency for which the attenuation ͑or gain͒ is a maximum, the group velocity must be abnormal ͑or normal͒. Without relying on approximations, Peatross et al. 10 found that the real part of the refractive index gives rise to a net group delay, which is the spectral superposition of group delay at each frequency, and to an accompanying reshaping delay which arises from spectral modification ͑either absorption or amplification͒ through the imaginary part of the refractive index. Due to the importance of the refractive index in connection with the flow of energy in light pulses, many PBG structures [11] [12] [13] have been investigated recently to calculate the refractive index.
In this paper the group velocity and the group index of refraction are derived for the finite-size PCs based on Twersky formula.
14 By using the group index, a kind of apodized PBG structures is optimized and analyzed for the optimal bandwidth.
II. THE GROUP INDEX OF REFRACTION
For 2D finite-size structure with arbitrarily positioned cylinders, which is illuminated in a plane wave of wave vector k 0 ͑k 0 = ͉k 0 ͉͒ with an angle of incidence ␣, the effective propagation constant K can be expressed as
where k 0 is the wave number of the background medium, i is the complex unit, and f is the scattering field amplitude. The term f͑iЈ , i͒ represents the amplitude, phase, and polarization of the scattered wave of far field in the direction iЈ, when the 2D system of cylinders is illuminated by a plane wave propagating in the direction i with unit amplitude. Here iЈ is the image of i ͓as shown in Fig. 1͑a͔͒ , and is the number density, which is defined as the number of scatterers per unit area. At the far field, f͑i , i͒ for a set of N cylinders has been derived in Ref. 5 in detail and expressed as
where b j,m denotes the components of an infinite column matrix b j , which can be obtained by solving the following matrix equation:
where f͑i , i͒ is a complex number even for the lossless cylinders, which implies that the propagation wave attenuates through these cylinders due to the multiple scattering.
By differentiating both sides of Eq. ͑1͒ with respect to k 0 , we have
͑4͒
The group velocity V g of wave propagating in different directions is defined as
where is the complex eigenfrequency, which can be calculated in detail in Ref. 5 . For infinite periodic crystals, the eigenfrequency and wave vector k 0 are both conserved, resulting in three different cases, i.e., ͑1͒ d / dk 0 → 0 means slow light, which can be achieved using waveguide dispersion 16 and material dispersion;
17 ͑2͒ d / dk 0 Ͻ 0 corresponds to the negative refraction; 18 and ͑3͒ d / dk 0 → ϱ means strong band curvature of the divergent dispersion, from which the superprism phenomenon 19, 20 can be realized. However, from Eq. ͑5͒, dK / dk 0 plays a very important role in calculating V g . When dK / dk 0 → 1, V g is similar to the group velocity in the perfect case. When dK / dk 0 → 0, V g tends to infinity. To reveal the variation of the effective propagation constant with respect to the background wave number, we may define the gain factor = dK / dk 0 , which is closely related to the structural and physical parameters. Thus it is possible to change the feature parameters to control in order to obtain either the superluminal group velocity, the extremely slow light phenomenon, or the negative group velocity. These abnormal group velocities have attracted strong interest recently. [21] [22] [23] On the other hand, the group index of refraction n g can be obtained as
where c is the speed of light in vacuum and n gr and n gi are the real part and the imaginary part of the group index, respectively.
From the viewpoint of photonic band gap, the dispersion curve of the modes with a low group velocity will result in a broad frequency bandwidth. If the group velocity inside the crystal becomes slow, the effect of optical processes induced by light-matter interaction will be increased, and the propagating power flux will be decreased. This implies that the bandwidth is broadened as the group index becomes larger. For the finite PCs, some surface states are located at the interfaces resulting in the reduced group index and the narrowed band gap. In general, the surface states 24 can be cataloged into four types: ͑a͒ extended both in the crystal and the air ͑EE͒, ͑b͒ decaying in the air but extended in the dielectric ͑DE͒, ͑c͒ extended in the air and decaying in the dielectric ͑ED͒, and ͑d͒ decaying in both the dielectric and the air ͑DD͒. In the following section, the group index and the surface states are used to analyze the apodized PBG structures.
III. RESULTS AND DISCUSSIONS
According to Eq. ͑1͒, the effective propagation constant K can be obtained with respect to the background wave number k 0 . Based on the revised plane wave method ͑PWM͒ presented in Ref. 5 , the photonic band diagram and the DOS for a finite crystal can be computed. In our calculations, the admittable precision for a band gap is taken as 0.005 ͑i.e., −46 dB͒, and the computing time for per computing point is approximately 10 min using FORTRAN language in a personal computer with 1 Gbit random access memory ͑RAM͒. Figure 1͑a͒ shows a finite periodic photonic lattice composed of 23ϫ 23 uniform circular cylinders with the radius r = 0.2a, where a is the lattice constant in both x and y directions. The dielectric constants of the cylinders and the background are a = 8.9 and b = 1, respectively. The finite structure can be considered as a truncation of the corresponding infinite crystal by a rectangular windowing function extended from x͑y͒ =−L /2 to L / 2, where L =23a, as shown in Fig. 1͑b͒ . Figure 1͑c͒ shows the comparison of the photonic band gap diagram ͑background wave vector k 0 versus normalized frequency a /2c͒, and the DOS between the square lattice ͑solid lines͒ and the corresponding ideal crystal ͑dashed lines͒ for E polarization. We use 441ϫ 23ϫ 23 plane waves, and the computational error is estimated to be less than 1%, compared with the classical PWM. 25, 26 The eigenfrequency dispersion in the diagram is no longer as smooth as the infinite periodic crystal because of the finite structure. With many peaks, the band gap is largely decreased from 29.1% to 10.6%. Additionally the DOS of a finite structure also differs from that of a perfect structure. The steep edges of the first band gap are observed in the DOS of a perfect structure, which correspond to the localized states. For a finite structure, the interaction between the localized states and the boundaries smoothens the DOS. Compared with the characteristics of a perfect structure, the corresponding rectangular-window-truncated finite structure has the most inferior performances, such as irregularities of the eigenfrequency dispersion and the reduction of the first band gap. Figure 2 compares the group refractive index between the finite crystal ͑open circles͒ and the ideal one ͑filled squares͒. The real parts of the group index n gr along the ⌫-X, X-M, and ⌫-M directions via the normalized real frequency ͑Re͓͔a /2c͒ are shown in Figs. 2͑a͒-2͑c͒ with the 084309-3details inserted, respectively. For the ideal crystal, the group index curves are smooth with broader band gaps, and the resonant scattering at the band edges gives rise to a strong increase in the group index. For the finite crystal, some surface states are located at the interfaces, resulting in the wavy group index and the decreased bandwidth. As shown in Figs. 2͑a͒ and 2͑c͒, at the lower frequency band ͑0-0.11͒, the group indices for both the ⌫-X and ⌫-M directions are about 1.375 with no ripple. With the frequency increased, a lot of ripples appear. When the frequency approaches the first band gap, the group index in the ⌫-M direction is still higher than 1.1, and its band gap decreases very little compared with that of the ideal case. However, the group index in the ⌫-X direction is decreasing with the fluctuation average close to zero. Because the surface states are exponentially decaying into the air, the bandwidth in this direction decreases significantly. Meanwhile, as shown in Fig. 2͑b͒ , the group index in the X-M direction is waving sharply and dropping down greatly to zero near the gap, and the bandwidth decreases also significantly. This means that there exist a lot of DE surface states located at the interfaces with exponential decaying. In Fig. 2͑d͒ , we compare the imaginary parts of the group index n gi in the three directions to describe the attenuation or amplification of the wave amplitude as it propagates through the medium, even for PCs made of nonabsorbing constituents. Every peak of n gi corresponds to a peak of n gr , which means the maximum attenuation ͑n gi Ͼ 0͒ or gain ͑n gi Ͻ 0͒ at the corresponding frequencies. From Figs. 2͑a͒-2͑d͒, it can be concluded that the decreased bandwidth in the finite crystals is due to the surface modes with exponential decaying at the interfaces.
To improve the band gap, the rectangular window can be replaced by some apodization functions, and the apodization technology can be adopted. For the 2D structure, many geometrical parameters could be modulated, such as the cylinder radius, the refractive index of the dielectric material, and the distance between the adjacent cylinders.
As shown in Fig. 3͑a͒ , the cylinder radii in both x and y directions are modulated according to the two kinds of windowing functions. One is similar to the Hamming function, i.e., r = R͕H + ͑1−H͒sin͓͑−m +12͒ /46͔͖, with H to be adjusted ͑m is the column order in the x and y directions͒ and another is a truncated Hamming function, i.e., r = R when   FIG. 2 . ͑Color online͒ Comparison of the group refractive index vs real frequency between the finite structure and the corresponding infinite ideal one ͑a͒ in the ⌫-X direction, ͑b͒ in the X-M direction, ͑c͒ in the ⌫-M direction, and ͑d͒ the imaginary part of the group refractive index vs real frequency in the three directions.
͉m͉ ഛ 5 and r = R͑0.54+ 0.46 sin͓͉͑m͉ +12͒ / B͔͒ at others, with B to be adjusted. The latter is an important group of apodization functions with a flat region at the crystal center and a constant slope decaying characteristics toward the crystal's edges. Figures 3͑b͒ and 3͑c͒ show the upper and lower band edges, and its bandwidth ͑upper− lower͒ for the variation of H and B, respectively. At H = 0.69 the maximum bandwidth appears; at H = 1, the chirping function is degenerated into the rectangular windowing function, which results in the smallest bandwidth. In Fig. 3͑c͒ , by increasing the parameter B, the upper and lower band gap edges are decreased, and the largest bandwidth appears at B = 29. Therefore, the band edges and the band gap can be tuned gradually by altering the parameters H and B. This important tunable property can be applied to select the proper band gaps. Figure 3͑d͒ compares the band gap diagram and the DOS between the two kinds of windowing functions with H = 0.69 ͑solid lines͒ and B =29 ͑dashed lines͒. Due to the radius modulation, the band gaps have been increased to 20.04% and 15.07%, respectively. Since the number of the surface states decreases ͑as shown in Fig. 4͒ , the DOS also diminishes at the band gap frequency range, which confirms the increased band gap from the band structure itself. The continuous variation of the radii shows better performance.
The group refractive indices of the two cases are compared in Figs. 4͑a͒-4͑c͒ . In the ⌫-X direction, the group index of the Hamming apodization has more ripples than that of the chirp apodization when the eigenfrequencies near the band gap, which shows that there exist more DE surface states in the Hamming case. In the X-M direction, the bandwidth of the chirp case is much larger than that of the Hamming case. Many surface states of DE type appear in the both sides of the band gap in the Hamming case, with the group index tends to 0, while some DE surface states only appear below the band gap in the chirp case. Due to the flat region with the bigger radii, the radius variation is not too smooth, and the bandwidth is therefore decreased by more. In the symmetric case, there are a lot of modes with extremely low group index to extend into the band gap from both sides. These modes can also be identified as the exponentialdecaying surface modes because of the wavy and descending group indices, as shown in Fig. 4͑b͒ . In the ⌫-X direction shown in Fig. 4͑c͒ , a slight frequency shift occurs and the bandwidth is almost the same. Due to the two kinds of apodization functions, the surface modes at the interfaces are suppressed and the mode matching is enhanced, which results in a bigger bandwidth. Figure 5 shows the modulation case for refractive index, which is varied as n = n 0 ͑0.54+ 0.46 cos͓͉͑m͉ +12͒ / D͔͒, where n 0 = ͱ a and D is the parameter to be adjusted. Figure   5͑a͒ 
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In addition, the distance d between the centers of adjacent cylinders varies according to a Gaussian function d = a exp͕͓͉͑m͉ +12͒ / A͔ 2 ͖, with controlled A. Figure 6 shows that the band edges vary with the parameter A. When A is increased, the bandwidth waves and tends to a constant. However, compared with the 10.6% band gap of the uniform structure, the band gap can only be increased to 12.9% by the distance modulation. Since the effect is weak, the distance and radius can be modulated simultaneously, i.e., r = R͕0.69 + 0.31 sin͓͑−m +12͒ /46͔͖ and d = ͑r / R͒ . Figure 7͑a͒ shows the band edges for the variation of parameter , in which the biggest bandwidth corresponds to = 0.001 95. Figure 7͑b͒ shows the photonic band diagram and DOS for the modulated distance and radius with = 0.001 95, and 20.13% bandgap can be achieved.
IV. CONCLUSIONS
The photonic band diagram and the DOS for finite photonic crystals are optimized using the apodization method. The different structural parameters, such as the cylinder radius, the refractive index of the dielectric material, and the distance between the adjacent cylinders, can be varied according to the proper apodization functions to obtain the maximum bandwidths. Compared with the rectangular uniform crystal, the optimized crystal can increase the band gap from 10.6% to 20.04% by the chirped Hamming apodization on the cylinder radii. The concept of group refractive index is used to analyze the optimal results. It is found that the higher group index of the photonic structures can obtain broader bandwidths. This work is to provide a useful tool in the optimal design of the finite photonic crystals. 
