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PERTURBATION OF A WARPED PRODUCT METRIC OF AN
END AND THE GROWTH PROPERTY OF SOLUTIONS TO
EIGENVALUE EQUATION∗
HIRONORI KUMURA∗∗
Abstract. In this paper, we shall study Riemannian metrics around a warped
product one, and derive growth estimates of solutions to the eigenvalue equa-
tion, from which the absence of eigenvalues will follows.
1. Introduction
The Laplace-Beltrami operator ∆ on a noncompact complete Riemannian man-
ifold (M, g) is self-adjoit on L2(M) and it has been studied by several authors
from various points of view. Especially, the problem of the absence of eigenvalues
was discussed in [6 − 11], [14], [15], [19 − 21], [23], [25], and so on. In particu-
lar, using Carleman inequalities, Donnelly [9] proved the non-existence of positive
eigenvalues under the assumption that (M, g) admits an exhaustion function b sat-
isfying |∇db − b−1(g − db ⊗ db)| ≤ c1r−1−ε, ||∇b| − 1| ≤ c2r−ε, c3r ≤ b ≤ c4r in
the complement of a compact subset of M ; his result can be seen to be applied
for ALE spaces by the work of Bando-Kasue-Nakajima [3]. Moreover, Donnelly
[10] used the Mourre theory and proved the non-existence of positive eigenval-
ues under the assumption that (M, g) admits an exhaustion function b satisfying
|∇db − b−1(g − db ⊗ db)| ≤ c1r−1−ε(r), 1 − ε(r) ≤ |∇b| ≤ 1 + ε(r), c1r ≤ b ≤ c2r,
|d∆b2| ≤ ε(r) in the complement of a compact subset of M , where ε(r) stands for
a positive valued function satisfying limr→∞ ε(r) = 0; his result can be seen to
be applicable for manifolds with non-negative Ricci curvature, Euclidean volume
growth, and quadratic curvature decay by the works due to Cheeger-Colding [4]
and Colding-Minicozzi [5]. On the other hand, the author [21] proved the non-
existence of eigenvalues under the assumption that (M, g) has an end E with radial
coordinates and −b(b − 1)r−2 ≤ radial curvature ≤ a(a − 1)r−2 on E, where a
and b are constants satisfying max{n−1
n+1 b, b − 2n−1} < a ≤ b and dimM = n. The
purpose of this paper is to investigate these problems further; in this paper, we
claim that the lower bound of radial curvatures can be replace by −o(r−1) if the
metric is close to warped product metric. Our method is a modification of so-
lutions of Kato [17], Eidus [13], Roze [24], and Mochizuki [22], to the analogous
problem for the Schro¨dinger equation on Euclidian space; in particular, we shall
use integration-by-parts arguments.
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We shall introduce some terminology and notations to state our results. Let
(M, g) be an n-dimensional noncompact complete Riemannian manifold and U an
open subset ofM . We shall say that E :=M−U is an end with radial coordinates if
and only if the boundary ∂U is compact, connected, and smooth, and the outward
normal exponential map exp⊥∂U : N
+(∂U) → M − U induces a diffeomorphism,
where N+(∂U) = {v ∈ T (∂U) | v is outward normal to ∂U}. Note that U is not
necessarily relatively compact. Let r denote the distance function from ∂U = ∂E
defined on the end E. We shall say that a 2-plane pi ⊂ TxM (x ∈ E) is radial if pi
contains ∇r, and, by the radial curvature, we mean the restriction of the sectional
curvature to all the radial planes. In the sequel, the following notations will be
used:
B(s, t) = {x ∈ E | s < r(x) < t} for 0 ≤ s < t;
B(s,∞) = {x ∈ E | s < r(x)} for 0 ≤ s <∞;
S(t) = {x ∈ E | r(x) = t} for 0 ≤ t <∞;
σ(−∆) = the spectrum of −∆;
σpp(−∆) = the set of all eigenvalues of −∆;
Krad. = the radial curvature on E;
g˜ = g − dr ⊗ dr on E.
Moreover, we denote the Riemannian measure of (M, g) by dvg, and the induced
measures from dvg on each S(t) (t > 0) simply by dA.
We shall state our theorems; Theorem 1.1 and 1.2 are concerned with warped
product case:
Theorem 1.1. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold and E be an end of M with radial coordinates. Assume that the metric
g|E restricted on E has the following form:
g|E = dr2 + f(r)2g∂E,
where r = dist (∂E, ∗) on E, and g∂E stands for the induced metric on ∂E. We
denote Af (r) =
f ′(r)
f(r) and assume that there exist constants r0 > 0 and a > 0 such
that
Af (r0)
≥
a
r0
if 0 < a < 1,
> 0 if a ≥ 1;
− ε(r)
r
≤ Krad. ≤ a(1− a)
r2
on B(r0,∞),
where ε(t) is a positive-valued function of t ∈ [r0,∞) satisfying limt→∞ ε(t) = 0.
Then, σ(−∆) = [0,∞) and −∆ has no eigenvalue.
Note that the shape operator Af (r) of level hypersurfaces S(r) of r is posi-
tive definite for any t in [r0,∞), which implies that E is an expanding end. If
the end E of an rotationally symmetric Riemannian manifold shrinks at infinity,
infinitely many eigenvalues appear; also, if the end E is asymptotically cylinder,
that is, limr→∞ f(r) > 0 and f is not constant near infinity, then infinitely many
eigenvalues will appear.
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Note also that we can take f(r) = rp (p > 0) and f(r) = exp rp (0 < p < 12 ) in
Theorem 1.1 and Theorem 1.3 which is stated later, and hence, fairly wider classes
of model manifolds than Euclidean space case (that is the case that f(r) = r) are
applicable.
The decay order − ε(r)
r
of the lower bound of radial curvatures in Theorem 1.1
seems to be sharp; it is interesting to compare − ε(r)
r
and the radial curvature
2k cos 2r
r
in the following:
Theorem 1.2. There exists a rotationally symmetric manifold (M, g) =
(
Rn, dr2+
f2(r)gSn−1(1)
)
with the following three properties:
(i) ∇dr =
(
2k
cos 2r
r
+O(r−1−α)
)
g˜ as r→∞, and hence, σ(−∆) = [0,∞) ;
(ii) σpp(−∆) = {1};
(iii) Krad. = −2k cos 2r
r
+O(r−1−α) as r →∞.
Here, k and α are constants satisfying (n− 1)|k| > 2 and 12 < α < 1.
By using the comparison theorem in Riemannian geometry (Kasue [16] is a
good reference for the comparison theorem in Riemannian geometry), Theorem 1.1
follows from the following Theorem 1.3 which we shall now explain.
Let us consider ‘1/r-perturbation’ of shape operators of level hypersurfaces of r as
in the inequality (1) below: let (M, g) be an n-dimensional noncompact complete
Riemannian manifold and E an end of M with radial coordinates, and denote
r = dist(∂E, ∗) on E. Assume that there exists r0 > 0 such that{
f ′(r)
f(r)
− a
r
}
g˜ ≤ ∇dr ≤
{
f ′(r)
f(r)
+
b
r
}
g˜ on B(r0,∞),(1)
where f(t) is a positive-valued C∞ function of t ∈ [r0,∞), and a and b are positive
constants. In the sequel, we shall often use the following notations for simplicity:
â = (n− 1)a for a constant a > 0;
A(r) =
f ′(r)
f(r)
; K(r) = −f
′′(r)
f(r)
;
Â(r) = (n− 1)A(r); K̂(r) = (n− 1)K(r).
For the sake of convenience, we shall list the assumptions used in this paper:
A0
r
≤ A(r) ≤ B0√
r
for r ≥ r0;(2)
2(A0 − a) > â+ b̂;(3) ∣∣∣rÂ ′(r)∣∣∣ = ∣∣∣−r (Â(r)A(r) + K̂(r))∣∣∣ ≤ K̂3 for r ≥ r0;(4)
Ricg(∇r,∇r) ≥ − b̂1
r
on B(r0,∞),(5)
3
where A0, B0, b1, and K3 are positive constants.
Moreover, for γ > â+b̂2 , we denote
λ1(γ, a, b, A0, B0, b1,K3, b1)
=max
 (K̂3)
2
(y1 − â)(2γ − b̂− y1)
,
 4b̂1 + (B̂0)2
8
(
2(A0 − a)− â− b̂
)
2
 ,
where y1 = min
{
2γ+â−b̂
2 , 2(A0 − a)− b̂
}
. Note that λ1(γ, a, b, A0, B0,K3, b1) con-
verges to zero as K3, b1, and B0 tend to zero.
Note also that (1) and (2) imply that limr→∞∆r = 0, and hence, σ(−∆) = [0,∞).
Theorem 1.3. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold and E an end of M with radial coordinates. We denote r = dist(∂E, ∗)
on E. Assume that there exist a positive-valued C∞ function f(t) of t ∈ [r0,∞)
and positive constants r0, a, b, A0, B0, b1, and K3 such that (1), (2), (3), (4), and
(5) hold. Let λ > 0 be a constant and u a solution to
∆u+ λu = 0 on B(r0,∞).
Let
γ >
â+ b̂
2
be a constant and assume that u satisfies the condition:
lim inf
t→∞
tγ
∫
S(t)
{(
∂u
∂r
)2
+ |u|2
}
dA = 0.
Moreover, we assume that
λ > λ1(γ, a, b, A0, B0,K3).
Then, u ≡ 0 on B(r0,∞).
In particular, if 2 > â+ b̂, then σpp(−∆) ∩
(
λ1(1, a, b, A0, B0,K3),∞
)
= ∅.
Acknowledgement The author should like to express his gratitude to a referee
for his many appropriate comments and careful readings.
2. Proof of Theorem 1.2
In this section, we shall prove Theorem 1.2.
First, recall the following theorem essentially due to Atkinson [2]; for the proof
of Lemma 2.1, see Arai-Uchiyama [1] and references there.
Lemma 2.1. Let λ > 0, ε > 0, and k ∈ R be constants and q(x) ∈ C0[0,∞) a
real-valued function. Assume that
q(x) = −k sin 2x
x
+O
(
x−1−ε
)
(x→∞)
and consider the eigenvalue equation(
− d
2
dx2
+ q(x)
)
w(x) = λw(x) on [0,∞).(6)
Then, the following properties (a) and (b) are equivalent :
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(a) The equation (6) has a nontrivial solution w ∈ L2[0,∞);
(b) |k| > 2 and λ = 1.
Firstly, except for a positive multiplier, we shall construct a desired function
f on a neighborhood of infinity as follows: for r ≥ 1, let α and k be constants
satisfying 12 < α < 1 and |k| > n−12 , respectively.
f1(r) = exp
{∫ r
1
(
1
tα
+ k
sin 2t
t
)
dt
}
,(7)
and consider the Riemannian manifold with boundary:
(N, gN ) =
(
[1,∞)× Sn−1(1), dr2 + f 21 (r)gSn−1(1)
)
,
Then,
Af1 (r) =
f ′1(r)
f1(r)
= 2k
cos 2r
r
+O
(
1
r1+α
)
;(8)
Kf1(r) = −
f ′′1 (r)
f1(r)
= −2k cos2r
r
+O
(
1
r2α
)
;(9)
1
f1(r)
= O
(
1
rm
)
for any positive integer m.
Thus,
q0(r) =
(n− 1)(n− 3)
4
A2h(x) −
(n− 1)
2
Kh(x)
= k(n− 1)cos 2r
r
+O(r−2α).
Since 12 < α < 1 and |k|(n−1) > 2, Lemma 2.1 implies that there exists a nontrivial
solution w(x) ∈ L2([1,∞), dx) to the equation(
− d
2
dx2
+ q0(x)
)
w(x) = w(x).
Note that w oscillates around 0, changes the sign, and limx→∞ |w|(x) = 0 (see [2]
and [1]). Using this function w, we define a function h by
h := f
−
n−1
2
1 w.(10)
Then, a direct computation shows that the function h
(
r(p)
)
(p ∈ N) satisfies the
eigenvalue equation on (N, gN):
−∆gN
(
h(r)
)
= −
{
∂2
∂r2
+ (n− 1)Af1(r)
∂
∂r
}
h(r) = h(r)
and h(r) ∈ L2(N, dvgN ). Note that dvgN = f n−11 (r) drdvg0 , where dvg0 is the
standard measure on the unit sphere (Sn−1(1), g0).
Secondly, we shall construct a neighborhood of the origin of the desired manifold.
Let BRn(0, r) be an open ball of radius r and centered at the origin 0 in the Eu-
clidean space (Rn, gstand) and denote by λ1
(
BRn(0, r)
)
the first Dirichlet eigenvalue
of BRn(0, r). Since limr→+0 λ1
(
BRn(0, r)
)
= ∞ and limr→∞ λ1
(
BRn(0, r)
)
= 0,
there exists r1 > 0 such that λ1
(
BRn(0, r1)
)
= 1. Let ϕ˜1 be its associated positive-
valued first eigenfunction. Since ϕ˜1 is a radial function, it can be written as
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ϕ˜1 = H(r), where r stands for the Euclidean distance to 0. We note that H
′ < 0
on (0, r1].
Thirdly, we shall connect two parts mentioned above; in view of (7) and (10),
the function h(t) also oscillates around 0, changes the sign, and converges to 0 as
t → ∞. Hence, there exist a constant r2 > max{r1, 1} such that h(r2) < 0 and
h′(r2) < 0. Therefore, we can connect two functions, H on [0, r1] and h|[r2,∞), by
some function ψ ∈ C∞[0,∞) satisfying
ψ(x) =
{
H(x) if x ∈ [0, r1],
h(x) if x ∈ [r2,∞);
(11)
and
ψ′(x) < 0 if x ∈ [r1, r2].(12)
Now, let us construct a function f so that ψ is an eigenfunction with eigenvalue 1
on
(
Rn, dr2 + f2(r)gSn−1(1)
)
, that is,
ψ′′(r) + (n− 1)f
′(r)
f(r)
ψ′(r) = −ψ(r).(13)
By (11) and (12), we have ψ′ < 0 on (0, r2]. Hence, we can solve the differential
equation (13) on the interval [0, r2] with the condition f(r1) = r1:
f(r) = r1 exp
{
−
∫ r
r1
ψ(s) + ψ′′(s)
(n− 1)ψ′(s) ds
}
for r ∈ [0, r2].(14)
Since ψ|[0,r1] = H and ϕ˜1 = H(r) on BRn(0, r), we see that f(t) = t on [0, r1], and
hence, (BRn(0, r1), dr
2+ f2(r)gSn−1(1)) is a flat disk in (R
n, gstand) with radius r1;
next, using this function f on [0, r2], let us set
f(r) =
f(r2)
f1(r2)
f1(r) for r ∈ [r2,∞).(15)
Then, this positive-valued function f on (0,∞), defined by (14) and (15), satisfies
the equation (13), and hence, we see that ψ is an eigenfunction with eigenvalue 1
on the manifold (M, g) :=
(
Rn, dr2 + f2(r)gSn−1(1)
)
;
1 ∈ σp(−∆).(16)
Moreover, from (15), we have for r ≥ r2
∇dr = Af1 (r){g − dr ⊗ dr}(17)
Krad. = Kf1(r),(18)
and hence, Theorem 1.2 (i) follows from (8) and (15); Theorem 1.2 (iii) follows
from (9) and (18).
In order to prove that −∆ has no eigenvalue on the interval (0,∞) except for the
special number 1, we shall use the separation of variables: Rn−{0} is diffeomorphic
to (0,∞)×Sn−1(1) and we denote the eigenvalues of the Laplacian on the standard
unit sphere Sn−1(1) by
0 = µ0 < µ1 ≤ µ2 ≤ · · ·
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with repetitions according to multiplicity; then, −∆ on (M, g) = (Rn, dr2+f2(r)gSn−1(1))
is unitarily equivalent to the infinite sum of the operators −L˜j on L2
(
(0,∞), dx):
− L˜j = − d
2
dx2
+ q˜j on L
2
(
(0,∞), dx) (j = 0, 1, 2, · · · );
q˜j(x) =
(n− 1)(n− 3)
4
(
f ′(x)
f(x)
)2
+
n− 1
2
f ′′(x)
f(x)
+
µj
f2(x)
.
Since
q˜j(x) = k(n− 1)cos 2r
r
+O(r−2α),
Lemma 2.1 implies that −L˜j has no eigenvalue on the interval (0,∞) except for
the special number 1. Since the volume of (M, g) = (Rn, dr2 + f2(r)gSn−1(1)) is
infinite, zero is not eigenvalue. Thus we have proved Theorem 1.2.
3. Analytic propositions
In this section, we shall prepare some analytic propositions for the proof of
Theorem 1.1 and 1.3.
Let (M, g) be an n-dimensional complete Riemannian manifold and U an open
subset of M . Assume that E :=M −U is an end with radial coordinates. We shall
consider the eigenvalue equation
∆u+ λu = 0 on E,
where λ > 0 is a constant.
Let ρ(r) be a C∞ function of r ∈ [r0,∞), and put
v(x) = exp
(
ρ(r(x))
)
u(x) for x ∈ E.
Then it follows that v satisfies on B(r0,∞) the equation
∆v − 2ρ′(r)∂v
∂r
+ qv = 0,
q = |∇ρ(r)|2 −∆ρ(r) + λ
= |ρ′(r)|2 − ρ′′(r) − ρ′(r)∆r + λ.
As is mentioned in section 1, we denote by dA the measures on each level surface
S(t) (t > 0) induced from the Riemannian measure dvg on (M, g).
Proposition 3.1. For any ψ ∈ C∞(M − U) and r0 ≤ s < t, we have∫
B(s,t)
{|∇v|2 − q|v|2}ψ dvg
=
(∫
S(t)
−
∫
S(s)
)(
∂v
∂r
)
ψv dA−
∫
B(s,t)
〈∇ψ + 2ψρ′(r)∇r,∇v〉 v dvg.
Proof. Proposition 3.1 is obtained by setting c = 0 in [18], Proposition 3.1. 
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Proposition 3.2. For any r0 < s < t and γ ∈ R, we have(∫
S(t)
−
∫
S(s)
)
rγ
{(
∂v
∂r
)2
− 1
2
|∇v|2 + 1
2
q|v|2
}
dA
=
∫
B(s,t)
rγ−1
{
r(∇dr)(∇v,∇v) − 1
2
(γ + r∆r)
(
|∇v|2 −
(
∂v
∂r
)2)}
dvg
+
∫
B(s,t)
rγ−1
{
1
2
(γ − r∆r) + 2rρ′(r)
}(
∂v
∂r
)2
dvg
+
1
2
∫
B(s,t)
rγ−1
{
(γ + r∆r)q + r
∂q
∂r
}
|v|2 dvg.
Proof. Proposition 3.2 is obtained by setting c = 0 in [18], Proposition 3.3. 
Proposition 3.3. Let ∇r,X1, X2, · · · , Xn−1 be an orthonormal base for the tan-
gent space TxM at each point x ∈M−U and ψ1(t) a function of t ∈ [r0,∞). Then,
for any real numbers γ, ε, and 0 ≤ s < t, we have∫
S(t)
rγ
{(
∂v
∂r
)2
+
1
2
q|v|2 − 1
2
|∇v|2 + γ + ψ1(r)
2r
∂v
∂r
v
}
dA
+
∫
S(s)
rγ
{
1
2
|∇v|2 − 1
2
q|v|2 −
(
∂v
∂r
)2
− γ + ψ1(r)
2r
∂v
∂r
v
}
dA
=
∫
B(s,t)
rγ−1
{
r(∇dr)(∇v,∇v) − 1
2
(
r∆r − ψ1(r)
) n−1∑
i=1
(dv(Xi))
2
}
dvg
+
∫
B(s,t)
rγ−1
{
γ − 1
2
(
r∆r − ψ1(r)
)
+ 2rρ′(r)
}(
∂v
∂r
)2
dvg
+
1
2
∫
B(s,t)
rγ−1
{
r
(
∂q
∂r
)
+ q
(
r∆r − ψ1(r)
)} |v|2 dvg
+
1
2
∫
B(s,t)
rγ−1
{(
γ − 1
r
+ 2ρ′(r)
) (
γ + ψ1(r)
)
+ ψ′1(r)
}
∂v
∂r
v dvg.
Proof. Set ψ = 12r
γ−1
(
γ + ψ1(r)
)
in Proposition 3.1. Then we have
1
2
(∫
S(t)
−
∫
S(s)
)
rγ−1
(
γ + ψ1(r)
)∂v
∂r
v dA
=
1
2
∫
B(s,t)
rγ−1
(
γ + ψ1(r)
) {|∇v|2 − q|v|2} dvg
+
1
2
∫
B(s,t)
rγ−2
{(
γ − 1 + 2rρ′(r))(γ + ψ1(r)) + rψ′1(r)}∂v∂r v dvg.
Addition of this equation to the equation in Proposition 3.2, we get Proposition
3.3. 
Lemma 3.1. For any β ∈ R, we have(∫
S(t)
−
∫
S(s)
)
rβ |v|2 dA =
∫
B(s,t)
rβ
{(
∆r +
β
r
)
|v|2 + 2v ∂v
∂r
}
dvg.(19)
8
Proof. Lemma 3.1 follows from [18], Lemma 3.2. 
Lemma 3.2. For any m ∈ R, we have∫
B(x,∞)
r1−2m
{|∇v|2 − q|v|2} dvg
=− 1
2
d
dx
(
x1−2m
∫
S(x)
|v|2 dA
)
− 1
2
∫
S(x)
r−2m {2m− 1− r∆r} |v|2 dA
−
∫
B(x,∞)
r−2m
(
∂v
∂r
)
v dvg,
Proof. Lemma 3.2 is got by putting c = 0 in [18], equations (32) and (33). 
4. Faster than polynomial decay
Let (M, g) be an n-dimensional noncompact complete Riemannian manifold and
U an open subset of M . We assume that E := M − U is an end with radial
coordinates. We denote r = dist(U, ∗) on E. Let us set
g˜ = g − dr ⊗ dr
and assume that there exists r0 > 0 such that{
f ′(r)
f(r)
− a
r
}
g˜ ≤ ∇dr ≤
{
f ′(r)
f(r)
+
b
r
}
g˜ on B(r0,∞),(∗1)
where f(t) is a positive-valued C∞ function of t ∈ [r0,∞), and a and b are positive
constants. In the sequel, we shall often use the following notation for simplicity:
â = (n− 1)a; b̂ = (n− 1)b; b̂1(r) = (n− 1)b1(r);
A(r) =
f ′(r)
f(r)
; K(r) = −f
′′(r)
f(r)
;
Â(r) = (n− 1)A(r); K̂(r) = (n− 1)K(r).
We assume that
A(r) ≥ A0
r
for r ≥ r0;(∗2)
2(A0 − a) > (n− 1)a+ (n− 1)b;(∗3)
lim
r→∞
A(r) = 0;(∗4)
− K̂1 ≤ rÂ ′(r) = −r
(
Â(r)A(r) + K̂(r)
)
≤ K̂2 for r ≥ r0(∗5)
and set
K̂3 = max{K̂1, K̂2},(∗5′)
where A0, K1, and K2 are positive constants.
Proposition 4.1. Assume that there exist a positive-valued C∞ function f(t) of
t ∈ [r0,∞) and constants r0 > 0, a, and b such that (∗1), (∗2), (∗3), (∗4) and (∗5)
hold. Let λ > 0 be a constant and u a solution to
∆u+ λu = 0 on B(r0,∞).
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Moreover, let
γ >
n− 1
2
(a+ b)(∗9)
be a constant and assume that u satisfies the condition:
lim inf
t→∞
tγ
∫
S(t)
{(
∂u
∂r
)2
+ |u|2
}
dA = 0.(20)
Moreover, we assume that
λ >
(K̂3)
2
{(−ε0)− â}
{
2γ − b̂− (−ε0)
} ,(21)
where ε0 is a constant satisfying
â < (−ε0) < 2γ − b̂ and (−ε0) < 2(A0 − a)− b̂.(22)
Then, we have for any m > 0∫
B(r0,∞)
rm
{|u|2 + |∇u|2} dvg <∞.(23)
Remark 4.1. The conditions (21) and (22) can be written as follows:
λ >
(K̂3)
2
{y1 − â}
{
2γ − b̂− y1
} ,(24)
where y1 = min
{
2γ+â−b̂
2 , 2(A0 − a)− b̂
}
.
Proof. We shall combine Proposition 3.3 and Lemma 3.1; put ψ1(r) = rÂ(r) + ε
and ρ(r) = 0 in Proposition 3.3; set β = γ − 1 in Lemma 3.1 and multiply (19) by
a positive constant α. Then v = u and q = λ and∫
S(t)
rγ
{(
∂u
∂r
)2
+
1
2
λ|u|2 + γ + rÂ(r) + ε
2r
∂u
∂r
u+
α
r
|u|2
}
dA(25)
+
∫
S(s)
rγ
{
1
2
|∇u|2 − 1
2
λ|u|2 −
(
∂u
∂r
)2
− γ + rÂ(r) + ε
2r
∂u
∂r
u− α
r
|u|2
}
dA
≥
∫
B(s,t)
rγ−1
{
r(∇dr)(∇u,∇u) − 1
2
(
r∆r − rÂ(r)− ε
)
g˜(∇u,∇u)
}
dvg
+
∫
B(s,t)
rγ−1
{
γ − 1
2
(
r∆r − rÂ(r) − ε
)}(∂u
∂r
)2
dvg
+
∫
B(s,t)
rγ−1
{
λ
2
(
r∆r − rÂ(r) − ε
)
+ α
(
∆r +
γ − 1
r
)}
|u|2 dvg
+
∫
B(s,t)
rγ−1
{
rÂ ′(r) + 2α+ P (r)
} ∂u
∂r
u dvg,
where we set
P (r) =
{
(γ − 1)(n− 1)
2
+ 1
}
A(r) +
(γ − 1)(γ + ε)
2r
(26)
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for simplicity.
Now, our assumptions (∗9) and (∗3) respectively imply that 2γ − b̂ > â and 2A0 −
2a− b̂ > â. Hence, we can take −ε = −ε0 so that
2γ − b̂ > (−ε0) > â;(27)
2A0 − 2a− b̂ > (−ε0).(28)
Then, we see that
r(∇dr)(∇u,∇u) − 1
2
(
r∆r − rÂ(r) − ε0
)
g˜(∇u,∇u)(29)
≥
{
rA(r) − a− r
2
(
Â(r) +
b̂
r
)
+
r
2
Â(r) +
ε0
2
}
g˜(∇u,∇u)
≥ 1
2
{2A0 − 2a− b̂+ ε0} g˜(∇u,∇u),
where
2A0 − 2a− b̂+ ε0 > 0 (by (28)).(30)
Moreover,
γ − 1
2
(
r∆r − rÂ(r) − ε0
)
≥ γ − r
2
(
Â(r) +
b̂
r
)
+
r
2
Â(r) +
ε0
2
(31)
=
1
2
{2γ − b̂+ ε0} > 0 (by (27));
and
λ
2
{
r∆r − rÂ(r) − ε0 + α
(
∆r +
γ − 1
r
)}
(32)
≥λ
2
{
r
(
Â(r)− â
r
)
− rÂ(r) − ε0 + α
(
Â(r)− â
r
+
γ − 1
r
)}
=
λ
2
{
−â− ε0 + α
(
Â(r)− â
r
+
γ − 1
r
)}
≥λ
2
{
−â− ε0 + α
(
Â0 − â+ γ − 1
) 1
r
}
> 0 for r >> 1 (by (27)),
Now, from our assumption (21), we take α > 0 sufficiently small so that
(−â− ε0)(2γ − b̂+ ε0)λ − (K̂3 + 2α)2 > 0.(33)
Then, a simple calculation using (33) implies that there exists a constant c1 =
c1(a, b, γ,K3, α) > 0 such that
1
2
(
2γ − b̂ + ε0
)(∂u
∂r
)2
+
λ
2
(−â− ε0)|u|2 + (K̂3 + 2α)∂u
∂r
u(34)
≥2c1
{(
∂u
∂r
)2
+ |u|2
}
.
Putting together (∗5), (∗5′), (25), (26), (29), (30), (31), (32), and (34), we see that
there exist a constant r2 = r2(a, b, A0, γ, ε0, A(∗)) > 0 such that for any t > s ≥ r2
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the right hand side of (25) is bounded from below by
c1
∫
B(s,t)
rγ−1
{|∇u|2 + |u|2} dvg,
that is, ∫
S(t)
rγ
{(
∂u
∂r
)2
+
1
2
λ|u|2 + γ − ε
2r
∂u
∂r
u+
α
r
|u|2
}
dA(35)
+
∫
S(s)
rγ
{
1
2
|∇u|2 − 1
2
λ|u|2 −
(
∂u
∂r
)2
− γ − ε
2r
∂u
∂r
u− α
r
|u|2
}
dA
≥c1
∫
B(s,t)
rγ−1
{|∇u|2 + |u|2} dvg.
Besides, by Schwarz inequality, for r ≥ r3 := max{r2, (γ−ε)
2
4α },
−
(
∂u
∂r
)2
− γ − ε
2r
∂u
∂r
u− α
r
|u|2 ≤ −1
r
{
α− (γ − ε)
2
4r
}
|u|2 ≤ 0,
and moreover, (20) implies that there exists a divergent sequence {ti}∞i=1 such that
lim
i→∞
∫
S(ti)
rγ
{(
∂u
∂r
)2
+
1
2
λ|u|2 + γ − ε
2r
∂u
∂r
u+
α
r
|u|2
}
dA = 0.
Hence, substituting t = ti in (35) and letting i→∞, we get, for s ≥ r3,
1
2
∫
S(s)
rγ
{|∇u|2 − λ|u|2} dA ≥ c1 ∫
B(s,∞)
rγ−1
{|∇u|2 + |u|2} dvg.(36)
Integrating this inequality with respect to s over [t, t1] (r3 ≤ t < t1), we have
2c1
∫ t1
t
ds
∫
B(s,∞)
rγ−1
{|∇u|2 + |u|2} dvg
≤
∫
B(t,t1)
rγ
{|∇u|2 − q|u|2} dvg
=
(∫
S(t1)
−
∫
S(t)
)
rγ
∂u
∂r
u dA− γ
∫
B(t,t1)
rγ−1
∂u
∂r
u dvg.
In the last line, we have used the equation in Proposition 3.1 with ρ(r) = 0 and
ψ = rγ . Since our assumption (20) implies that
lim inf
t1→∞
∫
S(t1)
rγ
∂u
∂r
u dA = 0,
letting t1 →∞ and using Fubini’s theorem, we have
2c1
∫ ∞
t
ds
∫
B(s,∞)
rγ−1
{|∇u|2 + |u|2} dvg(37)
=2c1
∫
B(t,∞)
(r − t)rγ−1 {|∇u|2 + |u|2} dvg
≤
∫
S(t)
rγ
{(
∂u
∂r
)2
+ |u|2
}
dA+ γ
∫
B(t,∞)
rγ−1
{(
∂u
∂r
)2
+ |u|2
}
dvg <∞,
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where the right hand side of this inequality is finite by (36). Hence we see that the
desired assertion (23) holds for m = γ.
Next, integrating this inequality (37) with respect to t over [t1,∞) (t1 ≥ r3) and
using Fubini’s theorem, we get
2c1
∫
B(t,∞)
(r − t)2rγ−1 {|∇u|2 + |u|2} dvg
≤
∫
B(t,∞)
rγ
{(
∂u
∂r
)2
+ |u|2
}
dvg + γ
∫
B(t,∞)
(r − t)rγ−1
{(
∂u
∂r
)2
+ |u|2
}
dvg
<∞,
where the right hand side of this inequality is finite by (37). Thus, we see that the
desired assertion (23) holds for m = γ + 1. Repeating the integration with respect
to t shows that the assertion (23) is valid for m = γ + 2, γ + 3, · · · , therefore, for
any m > 0. 
5. Exponential decay
Proposition 5.1. To the assumptions in Proposition 4.1, we shall add the following
two assumptions:
B̂0√
r
≥ Â(r) for r ≥ r0;(∗6)
Ricg(∇r,∇r) ≥ − b̂1
r
on B(r0,∞),(∗7)
where B0 and b1 are positive constants. Then, we have∫
B(r0,∞)
eηr
{|u|2 + |∇u|2} dvg <∞ for any 0 < η < η1(λ, a, b),
where we set
η1(λ, a, b) =

−c6 +
√
(c6)2 + 4c7c0λ
c0
if c0 > 0,
c7
c6
λ if c0 ≤ 0;
c0 = 2−A0 + (n+ 1)a+ b̂; c6 = b̂1 + (B̂0)
2
8
;
c7 = 2(A0 − a)− â− b̂ (> 0).
Proof. In Proposition 3.3, let
ρ(r) = m log r (m ≥ 1, b̂); γ = 1; ψ1(r) = rÂ(r) + ε;
ε = −2A0 + 2a+ b̂.(38)
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Then,
v = rmu;
q =
m2
r2
+
m
r2
− m
r
∆r + λ(39)
≥λ+ m
2
r2
(
1− b̂− 1
m
)
− m
r
Â(r);
r
∂q
∂r
= −2m
2
r2
− 2m
r2
+
m
r
∆r −m∂(∆r)
∂r
;
−∂(∆r)
∂r
= |∇dr|2 +Ricg(∇r,∇r)(∗10)
≥ (n− 1)
{
A(r) − a
r
}2
− b̂1
r
= Â(r)A(r) − 2aÂ(r) + b̂1
r
+
âa
r2
≥ − b̂1 + P1(r)
r
,
where we have used the identity −∂(∆r)
∂r
= |∇dr|2 +Ric (∇r,∇r) (see [20], Propo-
sition 2.3), and also, we set
P1(r) =
a(2Â0 − â) + Â0A0
r
for simplicity. Note that limr→∞ P1(r) = 0.
Moreover, by (∗3),
r∆r − ψ1(r) ≥ rÂ(r) − â− rÂ(r) − ε
= −â− ε(40)
= 2(A0 − a)− â− b̂ > 0.
Hence, we have
r
∂q
∂r
≥ −2m
2
r2
(
1 +
1
m
)
− m
r
(
b̂1 − Â(r) + â
r
+ P1(r)
)
and
q
(
r∆r − ψ1(r)
) ≥{λ+ m2
r2
(
1− b̂− 1
m
)
− m
r
Â(r)
}
(−â− ε)
=(−â− ε)λ− m
r
(−â− ε)Â(r) + m
2
r2
(
1− b̂ − 1
m
)
(−â− ε).
Therefore,
r
∂q
∂r
+ q(r∆r − ψ1(r)) ≥ (−â− ε)λ− m
r
(
b̂1 + P2(r)
)
− m
2
r2
c1(m),
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where we set
P2(r) = (−â− ε− 1)Â(r) + â
r
+ P1(r);
c1(m) = 2− (−â− ε) + 1
m
{
2 + (̂b− 1)(−â− ε)
}
.(41)
Note that
−â− ε > 0 (see (40)); lim
r→∞
P2(r) = 0.
We do not know the sign of the number c0 = 2− (−â− ε) = 2−A0 + (n+1)a+ b̂,
and hence, for any θ ∈ (0, 1), let us set
c3 = max{θ, c0} (> 0).(42)
Then,
c1(m) ≤ c3 + θ for m ≥ m1(A0, a, b),(43)
and hence, for m ≥ m1,
r
∂q
∂r
+ q(r∆r − ψ1(r)) ≥ (−â− ε)λ− m
r
(
b̂1 + P2(r)
)
− m
2
r2
(c3 + θ).(44)
Besides,
r(∇dr)(∇v,∇v) − 1
2
(
r∆r − rÂ(r)− ε
)
g˜(∇v,∇v)(45)
≥
{
rA(r) − a− 1
2
(
rÂ(r) + b̂− rÂ(r) − ε
)}
g˜(∇v,∇v)
=
1
2
{
2rA(r) − 2a− b̂+ ε
}
g˜(∇v,∇v)
≥1
2
{
2A0 − 2a− b̂+ ε
}
g˜(∇v,∇v) = 0 (by (38))
and
1− 1
2
(
r∆r − rÂ(r) − ε
)
+ 2m(46)
≥1− 1
2
(
rÂ(r) + b̂− rÂ(r) − ε
)
+ 2m
=2m+ 1− 1
2
(̂b− ε) = 2m+ 1−A0 + a > 0
for m > m2 := max
{
m1,
A0 − a− 1
2
}
.
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Hence, by Proposition 3.3, we have∫
S(t)
r
{(
∂v
∂r
)2
+
1
2
q|v|2 + 1 + ε+ rÂ(r)
2r
∂v
∂r
v
}
dA(47)
+
1
2
∫
S(s)
r
{|∇v|2 − q|v|2} dA− ∫
S(s)
r
{(
∂v
∂r
)2
+
1 + ε+ rÂ(r)
2r
∂v
∂r
v
}
dA
≥ 1
2
∫
B(s,t)
{
(−â− ε)λ− m
r
(
b̂1 + P2(r)
)
− m
2
r2
(c3 + θ)
}
|v|2 dvg
+ (2m+ 1−A0 + a)
∫
B(s,t)
(
∂v
∂r
)2
dvg
+
∫
B(s,t)
{
m
r
(
1 + ε+ rÂ(r)
)
+
1
2
(
Â(r) + rÂ ′(r)
)} ∂v
∂r
v dvg
for m > m2. On the other hand, Lemma 3.1 with β = 0 yields(∫
S(t)
−
∫
S(s)
)
|v|2 dA =
∫
B(s,t)
{
(∆r) |v|2 + 2v ∂v
∂r
}
dvg(48)
≥
∫
B(s,t)
{(
Â(r)− â
r
)
|v|2 + 2v ∂v
∂r
}
dvg
Multiplying this inequality (48) by a constant
α ∈
(
(B̂0)
2
16
+ 1,
(B̂0)
2
16
+ 2
)
(49)
and addition of it to (47) make
∫
S(t)
r
{(
∂v
∂r
)2
+
1
2
q|v|2 + 1 + ε+ rÂ(r)
2r
∂v
∂r
v +
α
r
|v|2
}
dA
(50)
+
1
2
∫
S(s)
r
{|∇v|2 − q|v|2} dA
−
∫
S(s)
r
{(
∂v
∂r
)2
+
1 + ε+ rÂ(r)
2r
∂v
∂r
v +
α
r
|v|2
}
dA
≥ 1
2
∫
B(s,t)
{
(−â− ε)λ+ αÂ(r) − αâ
r
− m
r
(
b̂1 + P2(r)
)
− m
2
r2
(c3 + θ)
}
|v|2 dvg
+ (2m+ 1−A0 + a)
∫
B(s,t)
(
∂v
∂r
)2
dvg +
∫
B(s,t)
P3(α,m, r)
∂v
∂r
v dvg
for m > m2, where we set
P3(α,m, r) = 2α+
1
2
(
rÂ ′(r) + Â(r)
)
+
m
r
(
1 + ε+ rÂ(r)
)
for simplicity. Substituting the inequality
P3(α,m, r)
∂v
∂r
v ≥ −(2m+ 1−A0 + a)
(
∂v
∂r
)2
− P3(α,m, r)
2
4(2m+ 1−A0 + a) |v|
2,
16
into (50), we get∫
S(t)
r
{(
∂v
∂r
)2
+
1
2
q|v|2 + 1
2
(
1 + ε
r
+ Â(r)
)
∂v
∂r
v +
α
r
|v|2
}
dA(51)
+
1
2
∫
S(s)
r
{|∇v|2 − q|v|2} dA
−
∫
S(s)
r
{(
∂v
∂r
)2
+
1 + ε+ rÂ(r)
2r
∂v
∂r
v +
α
r
|v|2
}
dA
≥
∫
B(s,t)
H(α, r,m) |v|2 dvg ,
where we set
H(α, r,m)
=(−â− ε)λ+ αÂ(r) − αâ
r
− P3(α,m, r)
2
4(2m+ 1−A0 + a) −
m
r
(
b̂1 + P2(r)
)
− m
2
r2
(c3 + θ)
=(−â− ε)λ−
(
4α+ rÂ ′(r) + Â(r)
)2
16(2m+ 1−A0 + a) + P5(r, α,m)
− m
r
{
b̂1 +
r(Â(r))2
4(2 + 1−A0+a
m
)
+ P6(r)
}
− m
2
r2
(c3 + θ)
and
P5(r, α,m) = αÂ(r) − αâ
r
− 4α+ rÂ
′(r) + Â(r)
4
(
2 + 1−A0+a
m
) (1 + ε
r
+ Â(r)
)
;
P6(r,m) =
1
4(2 + 1−A0+a
m
)
{
(1 + ε)2
r
+ 2(1 + ε)Â(r)
}
+ P2(r).
Here, note the following: limr→∞ P5(r, α,m) = 0 uniformly for α ∈
(
(B̂0)
2
16 + 1,
(B̂0)
2
16 + 2
)
and m > m2 because
∣∣rÂ ′(r)∣∣ ≤ K̂3; limr→∞ P6(r,m) = 0 uniformly for m > m2;
r(Â(r))2 ≤ (B̂0)2. Therefore, for any θ ∈ (0, 1), if we take r4 = r4(A0, a, A(∗), b,K3, λ)
and m3 = m3(A0, a, B̂0) (> m2) sufficiently large, we have
H(α, r,m) ≥ (1− θ)(−â− ε)λ− m
r
c4 − m
2
r2
(c3 + θ)
for α ∈
(
(B̂0)
2
16
+ 1,
(B̂0)
2
16
+ 2
)
, r ≥ r4, and m ≥ m3,
where we set
c4 = b̂1 +
(1 + θ)(B̂0)
2
8
.(52)
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Since limr→∞ q = λ by (39), Proposition 4.1 implies that |∇v| and v are in
L2
(
B(r0,∞), dvg
)
, and hence,
lim inf
t→∞
∫
S(t)
r
{(
∂v
∂r
)2
+
1
2
q|v|2 + 1
2
(
1 + ε
r
+ Â(r)
)
∂v
∂r
v +
α
r
|v|2
}
dA = 0.
Therefore, substituting appropriate divergent sequence {ti} for t in (51), and letting
ti →∞, we get
∫
S(s)
r
{|∇v|2 − q|v|2} dA− 2 ∫
S(s)
r
{(
∂v
∂r
)2
+
1 + ε+ rÂ(r)
2r
∂v
∂r
v +
α
r
|v|2
}
dA
(53)
≥2
∫
B(s,∞)
{
(1− θ)(−â− ε)λ− m
r
c4 − m
2
r2
(c3 + θ)
}
|v|2 dvg.
Multiplying both side of (53) by s−2m and integrating it with respect to s over
[x,∞) (x > r4), we have
∫
B(x,∞)
r1−2m
{|∇v|2 − q|v|2} dvg(54)
− 2
∫
B(x,∞)
r1−2m
{(
∂v
∂r
)2
+
1 + ε+ rÂ(r)
2r
∂v
∂r
v +
α
r
|v|2
}
dvg
≥2
∫
∞
x
s−2m ds
∫
B(s,∞)
{
(1 − θ)(−â− ε)λ− m
r
c4 − m
2
r2
(c3 + θ)
}
|v|2 dvg
≥2
∫
∞
x
{
(1 − θ)(−â− ε)λ− m
s
c4 − m
2
s2
(c3 + θ)
}
s−2m ds
∫
B(s,∞)
|v|2 dvg
≥2
{
(1 − θ)(−â− ε)λ− m
x
c4 − m
2
x2
(c3 + θ)
}∫
∞
x
s−2m ds
∫
B(s,∞)
|v|2 dvg
for m ≥ m3. Substitution of the equation in Lemma 3.2 into (54) makes
− 1
2
d
dx
(
x1−2m
∫
S(x)
|v|2 dA
)
− 1
2
∫
S(x)
r−2m {2m− 1} |v|2 dA(55)
+
1
2
∫
S(x)
r1−2m(∆r)|v|2 dA
−
∫
B(x,∞)
r1−2m
{
2
(
∂v
∂r
)2
+
(
2 + ε
r
+ Â(r)
)
∂v
∂r
v + 2
α
r
|v|2
}
dvg
≥2
{
(1− θ)(−â− ε)λ− m
x
c4 − m
2
x2
(c3 + θ)
}∫
∞
x
s−2m ds
∫
B(s,∞)
|v|2 dvg.
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Here, by using (∗6), the third term of the left hand side of (55) is bounded as
follows:
1
2
∫
S(x)
r1−2m(∆r)|v|2 dA ≤1
2
∫
S(x)
r
1
2
−2m
(
√
rÂ(r) +
b̂√
r
)
|v|2 dA
≤(1 + θ)B̂0
2
√
x
∫
S(x)
r1−2m|v|2 dA for x ≥ r5 =
(
b̂
θB̂0
)2
.
As for the fourth term of the left hand side of (55), since 16α− (B̂0)2 > 1 by (49),
we have
2
(
∂v
∂r
)2
+
(
2 + ε
r
+ Â(r)
)
∂v
∂r
v +
2α
r
|v|2
≥ 1
2r
{
2α
r
− 1
8
(
2 + ε
r
+ Â(r)
)2}
|v|2
=
1
8r2
{
16α− r(Â(r))2 + 2(2 + ε)Â(r) + (2 + ε)
2
r
}
|v|2
≥ 1
8r2
{
16α− (B̂0)2 + 2(2 + ε)Â(r) + (2 + ε)
2
r
}
|v|2
≥ 1
8r2
{
1 + 2(2 + ε)Â(r) +
(2 + ε)2
r
}
|v|2 ≥ 0
for r ≥ r6 = r6(ε, Â(∗)) (≥ r4).
Therefore, for any m ≥ m4 = m4(m3, θ) and x ≥ r7 := max{r5, r6},
− 1
2
d
dx
(
x1−2m
∫
S(x)
|v|2 dA
)
− (1− θ)m
x
(
x1−2m
∫
S(x)
|v|2 dA
)
(56)
+
(1 + θ)B̂0
2
√
x
(
x1−2m
∫
S(x)
|v|2 dA
)
≥2
{
(1− θ)(−â− ε)λ− m
x
c4 − m
2
x2
(c3 + θ)
}∫ ∞
x
s−2m ds
∫
B(s,∞)
|v|2 dvg.
Now, let c5 > 0 be the solution of the quadratic equation (1− θ)(−â− ε)λ− yc4 −
y2(c3 + θ) = 0, that is,
c5 =
−c4 +
√
c24 + 4(1− θ)(−â− ε)(c3 + θ)λ
2(c3 + θ)
.(57)
Moreover, for m ≥ m3 and x ≥ r7, we shall set
m
x
= c5 > 0(58)
and
F (x) = x1−2m
∫
S(x)
|v|2 dA = x
∫
S(x)
|u|2 dA.
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Then, (56) implies that
−1
2
F ′(x)− (1− θ)c5F (x) + (1 + θ)B̂0
2
√
x
F (x) ≥ 0,
and hence,
F ′(x) ≤ −
{
2(1− θ)c5 − (1 + θ)B̂0
2
√
x
}
F (x) ≤ −2(1− θ)2c5F (x)(59)
for x ≥ r8 = r8(c5, θ, B̂0) (≥ r7). Thus, if we set G(x) = e2(1−θ)2c5xF (x), (59)
reduces to
G(x)′ ≤ 0 for x ≥ r8.
Thus, G(x) ≤ G(r8) for x ≥ r8, that is,
F (x) = x
∫
S(x)
|u|2 dA ≤ e−2(1−θ)2c5xG(r8) for x ≥ r8.(60)
On the other hand, in general, for β > 0 and δ > 0,
lim
t→+0
√
β2 + 4δt− β
2t
=
δ
β
.(61)
Now, in view of (40), (42), (52), (57), and (61), we see that (60) implies that∫
B(r0,∞)
eηr|u|2 dvg <∞ for any 0 < η < η1(λ, a, b).(62)
Next, we shall show that Proposition 3.1 and (62) yield∫
B(r0,∞)
eηr|∇u|2 dvg <∞ for any 0 < η < η1(λ, a, b).
For that purpose, first consider the integral
g(R) = 2
∫
B(r0,R)
eηru
∂u
∂r
dvg.
Then, Green’s formula yields
g(R) =
1
η
∫
B(r0,R)
〈∇ (eηr) ,∇ (u2)〉 dvg
=
1
η
(∫
S(R)
−
∫
S(r0)
)
eηr|u|2 dA−
∫
B(r0,R)
(∆r + η)eηr|u|2 dvg.
Since limr→∞∆r = 0, (62) implies the existence of the limit, limR→∞ g(R). ( Note
that we do not assume 0 < η ≤ η1(λ, a, b) but assume 0 < η < η1(λ, a, b) ). In
particular,
(63) lim inf
R→∞
eηR
∣∣∣∣∣
∫
S(R)
u
∂u
∂r
dA
∣∣∣∣∣ = 0.
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In Proposition 3.1, we put ρ = 0 and ψ = eηr. Then v = u, q = λ, and∫
B(r0,R)
{|∇u|2 − λ|u|2} eηr dvg
=
(∫
S(R)
−
∫
S(r0)
)
∂u
∂r
ueηr dA− η
∫
B(r0,R)
eηr
∂u
∂r
u dvg
≤
(∫
S(R)
−
∫
S(r0)
)
∂u
∂r
ueηr dA+
η
2
∫
B(r0,R)
eηr
{|∇u|2 + η2|u|2} dvg .
Hence,
1
2
∫
B(r0,R)
eηr|∇u|2 dvg
≤
(∫
S(R)
−
∫
S(r0)
)
∂u
∂r
ueηr dA+
∫
B(r0,R)
{
η2
2
+ λ
}
eηr|u|2 dvg.
Therefore, (62) and (63) imply that
(64)
∫
B(r0,∞)
eηr|∇u|2 dvg <∞ for any 0 < η < η1(λ, a, b).
Thus, from (62) and (64), we get our desired result. 
6. Vanishing on some neighborhood of infinity
Proposition 6.1. Under the assumptions in Proposition 5.1, let us add the follow-
ing assumption:
λ >
 4b̂1 + (B̂0)28(2(A0 − a)− â− b̂)

2
.(∗8)
Then, we have u ≡ 0 on B(r0,∞).
Proof. In proposition 3.3, we shall put
γ = 1; ρ(r) = krθ
(
k ≥ 1, θ ∈
(
1
2
, 1
))
; ψ1(r) = rÂ(r) + ε;
ε = −2A0 + 2a+ b̂.
Then, from
− ∂(∆r)
∂r
= |∇dr|2 +Ricg(∇r,∇r) ≥ − b̂1 + P1(r)
r
;(∗10)
rÂ(r) − â ≤ r∆r ≤ rÂ(r) + b̂,
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we get
v =ekr
θ
u;(65)
q =λ− ρ′′(r) − ρ′(r)∆r + (ρ′(r))2(66)
=λ+ kθ(1− θ)rθ−2 − kθrθ−1∆r + k2θ2r2θ−2
≥λ+ kθ
(
−Â(r) + 1− θ − b̂
r
)
rθ−1 + k2θ2r2θ−2;
r
∂q
∂r
=− kθ(1 − θ)(2 − θ)rθ−2 + kθ(1− θ)rθ−1∆r
− kθrθ ∂(∆r)
∂r
− 2k2θ2(1 − θ)r2θ−2
≥− kθ(1 − θ)(2 − θ)rθ−2 + kθ(1− θ)
{
rÂ(r) − â
}
rθ−2
− kθrθ−1
{
b̂1 + P1(r)
}
− 2k2θ2(1− θ)r2θ−2
=− kθ
{
b̂1 + P2(r, θ)
}
rθ−1 − 2k2θ2(1 − θ)r2θ−2,
where we set
P2(r, θ) = (1− θ)
(
−Â(r) + â+ 2− θ
r
)
+ P1(r)(67)
for simplicity. Note that limr→∞ P2(r, θ) = 0 uniformly with respect to θ ∈ (12 , 1).
In addition,
r∆r − ψ1(r) ≥ −â− ε = 2(A0 − a)− â− b̂ > 0.(27)
Therefore, on B(r,∞) (r >> 1),
r
∂q
∂r
+ q(r∆r − ψ1(r))(68)
≥− kθ
{
b̂1 + P2(r, θ)
}
rθ−1 − 2k2θ2(1 − θ)r2θ−2
+
{
λ+ kθ
(
−Â(r) + 1− θ − b̂
r
)
rθ−1 + k2θ2r2θ−2
}
(−â− ε)
= (−â− ε)λ− kθrθ−1
{
b̂1 + P2(r, θ) + Â(r) − 1− θ − b̂
r
}
+ k2θ2r2θ−2 {(−â− ε)− 2(1− θ)}
=(−â− ε)λ− kθrθ−1
{
b̂1 + P3(r, θ)
}
+ k2θ2r2θ−2c8,
where we set
P3(r, θ) = P2(r, θ) + Â(r)− 1− θ − b̂
r
;
c8 = (−â− ε)− 2(1− θ).
22
Besides,
1− 1
2
(r∆r − ψ1(r)) + 2rρ′(r) ≥1− 1
2
(
rÂ(r) + b̂− rÂ(r) − ε
)
+ 2kθrθ(69)
=2kθrθ + c9;
and
1
2
{
2ρ′(r)(1 + ψ1(r)) + ψ
′
1(r)
}∂v
∂r
v(70)
=
{
kθrθ−1
(
1 + rÂ(r) + ε
)
+
1
2
(
Â(r) + rÂ′(r)
)} ∂v
∂r
v
≥− {2kθrθ + c9}(∂v
∂r
)2
−
{
kθrθ−1
(
1 + rÂ(r) + ε
)
+ 12
(
Â(r) + rÂ′(r)
)}2
4(2kθrθ + c9)
|v|2,
where, we set
c9 = 1− 1
2
(
b̂− ε
)
for simplicity. Here, by using (∗4), (∗5), and (∗5′), the coefficient of the term |v|2
of (70) is bounded as follows:{
kθrθ−1
(
1 + rÂ(r) + ε
)
+ 12
(
Â(r) + rÂ′(r)
)}2
4(2kθrθ + c9)
(71)
≤1
8
kθrθ
(
Â(r)
)2
+ kθrθ−1P4(r) + P5(r)
≤ (B̂0)
2
8
kθrθ−1 + kθrθ−1P4(r) + P5(r),
where P4(r) and P5(r) are functions of r which are independent of k ≥ 1 and
θ ∈ (12 , 1) and satisfy limr→∞ P4(r) = limr→∞ P5(r) = 0. Since −â− ε > 0, we can
choose θ0 ∈ (12 , 1) so that
c8 = (−â− ε)− 2(1− θ) ≥ (1− θ) (−â− ε) > 0(72)
for any θ ∈ (θ0, 1). Then, from (68), (69), (70), and (71), we see that
1
2
{
r
∂q
∂r
+ q(r∆r − ψ1(r))
}
|v|2 + 1
2
{
2ρ′(r)(1 + ψ1(r)) + ψ
′
1(r)
}∂v
∂r
v(73)
+
{
1− 1
2
(r∆r − ψ1(r)) + 2rρ′(r)
}(
∂v
∂r
)2
≥1
2
{
(−â− ε)λ− kθrθ−1
(
b̂1 +
(B̂0)
2
4
+ P6(r)
)
+ k2θ2r2θ−2c8
}
|v|2,
where a function P6(r) is independent of k ≥ 1 and θ ∈ (θ0, 1) and satisfies
limr→∞ P6(r) = 0. Now, consider the discriminant D of the quadratic equation
(−â− ε)λ−
(
b̂1 +
(B̂0)
2
4
)
y + (−â− ε) y2 = 0.
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Then, D < 0 by our assumption (∗8), and hence, there exist constants r9(≥ r0)
and θ1 ∈ (θ0, 1) such that
(−â− ε)λ−
(
b̂1 +
(B̂0)
2
4
+ P6(r)
)
y + (1− θ) (−â− ε) y2 > 0
for r ≥ r9, θ ∈ [θ1, 1), and y ∈ R. Therefore, the right hand side of (73) is
nonnegative for any k ≥ 1, r ≥ r9, and θ ∈ [θ1, 1). In the sequel, we shall fix
θ ∈ [θ1, 1). Thus, we have for any k ≥ 1 and t > s ≥ r9∫
S(t)
r
{(
∂v
∂r
)2
+
1
2
q|v|2 − 1
2
|∇v|2 +
(
1 + ε
2r
+ Â(r)
)
∂v
∂r
v
}
dA(74)
+
∫
S(s)
r
{
1
2
|∇v|2 − 1
2
q|v|2 −
(
∂v
∂r
)2
−
(
1 + ε
2r
+ Â(r)
)
∂v
∂r
v
}
dA ≥ 0.
In view of (65), we see that Proposition 5.1 implies that
lim inf
t→∞
∫
S(t)
r
{|∇v|2 + |v|2} dA = 0.
Hence, substituting an appropriate divergent sequence {ti} for t in (74), and letting
ti →∞, we see that∫
S(s)
r
{
1
2
|∇v|2 − 1
2
q|v|2 −
(
∂v
∂r
)2
−
(
1 + ε
2r
+ Â(r)
)
∂v
∂r
v
}
dA ≥ 0(75)
for all s ≥ r7 and k ≥ 1. On account of the facts(
∂v
∂r
)2
=
{
k2θ2r2θ−2|u|2 + 2kθrθ−1 ∂u
∂r
u+
(
∂u
∂r
)2}
e2kr
θ
,
|∇v|2 =
{
k2θ2r2θ−2|u|2 + 2kθrθ−1 ∂u
∂r
u+ |∇u|2
}
e2kr
θ
,
and (66), the left hand side of (75) is written as follows:{
k2I1(s) + kI2(s) + I3(s)
}
e2kr
θ
,
where
I1(s) = −θ2s2θ−2
∫
S(s)
|u|2 dA;
I2(s) and I3(s) is independent of k. Thus, for any fixed s ≥ r9, the inequality
k2I1(s) + kI2(s) + I3(s) ≥ 0 holds for all k ≥ 1. Therefore, I1(s) = 0 for any fixed
s ≥ r9, that is, u ≡ 0 on B(r9,∞). The unique continuation theorem implies that
u ≡ 0 on E =M − U . 
Proof of Theorem 1.3
Proposition 6.1 proves the first part of Theorem 1.3. The second part of Theorem
1.3 is proved as follows: assume that 2 > â + b̂. If λ > λ1(1, a, b, A0, B0,K3, b1)
is an eigenvalue of −∆ and u is an corresponding non-trivial eigenfunction, then
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u,∇u ∈ L2(M,dvg), in particular, u,∇u ∈ L2(E, dvg). However, the first part of
Theorem 1.3, which is just proved above, implies that
lim inf
t→∞
t
∫
S(t)
{(
∂u
∂r
)2
+ |u|2
}
dA 6= 0.
Therefore, there exist positive constants c10 and r9 such that
t
∫
S(t)
{(
∂u
∂r
)2
+ |u|2
}
dA > c10 for t ≥ r9.
Hence, dividing the both sides of this inequality by t and integrating it with respect
to t over [r9,∞), we get∫
B(r9,∞)
{(
∂u
∂r
)2
+ |u|2
}
dA >
∫
∞
r9
c10
t
= +∞.
This contradicts the fact that u,∇u ∈ L2(E, dvg). Thus, we have proved the second
part of Theorem 1.3.
Proof of Theorem 1.1
Theorem 1.1 follows from Theorem 1.3 and the comparison theorem in Riemannian
geometry. Kasue [16] is a good reference for the comparison theorem in Riemannian
geometry.
7. Further discussion
Applying the comparison theorem in Riemannian geometry, we obtain the fol-
lowing corollary from Theorem 1.3:
Corollary 7.1. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold and E is an end of M with radial coordinates. We denote r = dist(∂E, ∗)
on E. Assume that there exist positive constants r0, a, b,and A0 such that
A0
r
≤ A(r) ≤ B(r)√
r
for r ≥ r0; 2(A0 − a) > â+ b̂,
where B : [r0,∞)→ (0,∞) is a positive-valued function satisfying limt→∞B(t) = 0.
Assume also that |K(r)| = o(r−1) and{
A(r0)− a
r0
}
g˜ ≤ ∇dr ≤
{
A(r0) +
b
r0
}
g˜ on S(r0);
− b
r
{
2A(r)− 1− b
r
}
≤ Krad. −K(r) ≤ a
r
{
2A(r) − a+ 1
r
}
on B(r0,∞).
Then, σpp(−∆) = ∅.
Substituting several functions for f(r) in Theorem 1.3, we get many examples
of manifold with no eigenvalue. For example, letting 12 < α < 1 and p > 0 be
constants and substituting f(r) = exp
{
p(1− α)r1−α} in Theorem 1.3, we get the
following:
Corollary 7.2. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold and E is an end of M with radial coordinates. We denote r = dist(∂E, ∗)
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on E. Assume that there exist positive constants r0, p,
1
2 < α < 1, and b > 1 such
that the following hold:
p
(r0)α
g˜ ≤ ∇dr ≤
{
p
(r0)α
+
b
r0
}
g˜ on S(r0);
−p(2b− α)
rα+1
≤ Krad. + p
2
r2α
≤ pα
rα+1
on B(r0,∞).
Then, σpp(−∆) = ∅.
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