Coprime arrays represent a form of sparse sensing which can achieve narrow beams using relatively few elements, exceeding the spatial Nyquist sampling limit. The purpose of this paper is to expand on and experimentally validate coprime array theory in an acoustic implementation. Two nested sparse uniform linear subarrays with coprime number of elements (M and N) each produce grating lobes that overlap with one another completely in just one direction. When the subarray outputs are combined it is possible to retain the shared beam while mostly canceling the other superfluous grating lobes. In this way a small number of microphones (N þ M À 1) creates a narrow beam at higher frequencies, comparable to a densely populated uniform linear array of MN microphones. In this work beampatterns are simulated for a range of single frequencies, as well as bands of frequencies. Narrowband experimental beampatterns are shown to correspond with simulated results even at frequencies other than the arrays design frequency. Narrowband side lobe locations are shown to correspond to the theoretical values. Side lobes in the directional pattern are mitigated by increasing bandwidth of analyzed signals. Direction of arrival estimation is also implemented for two simultaneous noise sources in a free field condition.
Coprime arrays represent a form of sparse sensing which can achieve narrow beams using relatively few elements, exceeding the spatial Nyquist sampling limit. The purpose of this paper is to expand on and experimentally validate coprime array theory in an acoustic implementation. Two nested sparse uniform linear subarrays with coprime number of elements (M and N) each produce grating lobes that overlap with one another completely in just one direction. When the subarray outputs are combined it is possible to retain the shared beam while mostly canceling the other superfluous grating lobes. In this way a small number of microphones (N þ M À 1) creates a narrow beam at higher frequencies, comparable to a densely populated uniform linear array of MN microphones. In this work beampatterns are simulated for a range of single frequencies, as well as bands of frequencies. Narrowband experimental beampatterns are shown to correspond with simulated results even at frequencies other than the arrays design frequency. Narrowband side lobe locations are shown to correspond to the theoretical values. Side lobes in the directional pattern are mitigated by increasing bandwidth of analyzed signals. Direction of arrival estimation is also implemented for two simultaneous noise sources in a free field condition. V C 2015 Acoustical Society of America.
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The purpose of this paper is to experimentally demonstrate the frequency-dependent beamforming capabilities of acoustic coprime arrays, which have predictable, highlydirective beampatterns, using relatively few microphones. Microphone arrays are powerful tools which can be used for spatial recording, isolating a signal from noise and reverberation, and locating sound sources. [1] [2] [3] Accuracy of source localization and array gain are improved with increasing number of array elements. Using acoustic vector sensors which combine sound pressure and particle velocity shows promise; [4] [5] [6] however, these sensors can be expensive. New techniques for improving array performance with fewer conventional microphone elements are the subject of much contemporary research. There has been active research in the area of array implementation during the recent two decades which has seen progress regarding array configurations as well as processing algorithms. 1, 2, [7] [8] [9] [10] Random sampling is a type of sparse sensing that has been applied to array design, wherein irregular element distribution is used. However construction is non-trivial, as optimization is often computationally demanding, thus suboptimal solutions may be found using a number of heuristic algorithms such as the Monte Carlo, simulated annealing, golden section search, and conjugate gradient algorithms, or combinations thereof. 11 One approach proposed by Yu and Donohue 12 uses a genetic algorithm for near-field applications, whose search path is guided by objective functions based on microphone placement that have been correlated with increased performance. While not fully random, this approach still requires a computational search and results may be specific to the given acoustic scene. In contrast, coprime sampling follows a deterministic design process and provides an easily predictable output.
These irregular arrays also may be out-performed by uniform arrays at lower frequencies, when aliasing is not a factor, due to elevated side lobe levels. 11 This is addressed by Rigelsford and Tennant 13 for random spherical arrays by broadening the observed bandwidth. Due to the aperiodicity of the side lobe locations, the only common maxima in the patterns collected at multiple discrete frequencies occur at the main beam direction.
Compressive sensing is a method for solving underdetermined problems in signal processing with accurate reconstruction, as long as two conditions are met: that the underlying signal is sufficiently sparse, and that the process mapping the underlying signal to observations is sufficiently incoherent. 8 Its advantages in improving signal to interference ratio over conventional processing are demonstrated in Ref. 9 using simulated and experimental hydrophone data.
Recent developments in uniform linear array processing may still be leveraged by coprime array processing, due to the uniform nature of the coprime subarrays. These include investigations by Bouchard et al. 1 which use a weighted combination of sub-beamformers, each using different spatial modes for the source model.
Crocco and Trucco
7 propose a method of optimizing the mean adherence between the desired and actual directivity pattern (also known as beampattern or directional characteristic), that takes advantage of the relationship between the sampling interval and the element separation of a uniform linear array. Their method reduces the number of operations needed to evaluate the cost function of the filter-and-sum beamformer from
where N is the number of array elements and L is the order of the finite impulse response filter.
Bai et al. 2 implemented single input, multiple output (SIMO) processing with three different algorithms for equivalent source inverse filtering (ESIF), in order to increase a signal strength in the presence of noise and reverberation, while simultaneously limiting source distortion. Array signalto-noise ratio (SNR) gain and speech distortion were evaluated both objectively and subjectively. Though there is a tradeoff between SNR gain and speech distortion, they found that the best compromise was achieved using the SIMO-ESIF combination along with a generalized sidelobe canceller, implemented via blocking matrix.
These represent a broad but shallow cross-section of the current work on arrays. For the most recent comprehensive overview on acoustic array signal processing, see Ref. 11 . No coprime arrays have yet been included in the overview though.
Coprime sampling, as proposed by Vaidyanathan and Pal, 14 uses uniform linear subarrays with inter-element spacings which are sparse (exceeding the spatial Nyquist limit), consisting of M and N elements, where M and N are coprime with one another. This sparse sampling produces predictable aliasing, which mostly canceled-out by combining the coprime subarray outputs, as elaborated later. They show that at the given design frequency, the coprime array can theoretically achieve M Â N discrete passbands using two subarray filter banks of just M þ N À 1 total sample points, given the same aperture length. Simulations are presented with juxtaposed beampatterns of variously-shifted coprime responses, both unweighted and weighted using Remez coefficients.
Weng and Djuri 10 propose a processing algorithm for coprime radar arrays following Vaidyanathan and Pal's work which uses a uniform linear array direction of arrival estimation algorithm (MODE in this case) to locate the source within the unaliased (wrapped) angular range of each subarray; then the Chinese remainder theorem is leveraged so the subarrays can be cross-referenced via discrete phase shifts such that the direction of arrival can be accurately placed within the full (unwrapped) angular domain of the coprime array. Mean square error results are shown, as calculated from numerical simulations.
The aforementioned papers represent a theoretical perspective on coprime arrays. Not much experimental data is yet available on the topic, especially for acoustic application. Xiang et al. 15 presented preliminary results of an experimental implementation of a coprime microphone array at the specific design frequency.
This work experimentally validates coprime theory for acoustic application using linear arrays of electret microphones, expanding on Ref. 15 by including a wide range of frequencies in the theoretical discussion as well as the experimental results. The discussion on coprime theory relies heavily on the work of Vaidyanathan and Pal. 14 Conventional fixed spatial beamforming as well as delayand-sum beamforming are used to obtain the directional characteristic of unweighted coprime arrays at the implied design frequency. In this work "beampattern" refers to directional characteristic measured via one measurement per angle using fixed spatial beamforming, and "directional response" refers to directional characteristic derived using delay-and-sum beamforming on a single measurement. The same processing methods are used to investigate beampatterns of coprime arrays at frequencies below the design frequency. The main advantage of coprime arrays is their ability to observe higher frequencies than those of uniform linear arrays composed of a similar number of elements; however, this work demonstrates that they are still usable at all frequencies in between. Bandpass beampatterns are also explored and are shown to be potentially useful in mitigating aliasing noise in the multiple source case. There is also an issue of array gain, but the focus of this work is to validate the beampattern and beam width against coprime theory.
II. THEORY
For simplicity and fundamental comparison of coprime arrays with uniform linear arrays, conventional beamforming is used and all sources are assumed to be in the array's farfield (i.e., plane waves). Indexing the array elements starting at m ¼ 0, the beampattern for an M-element uniform linear array is described by
where hðmÞ is the output of the mth element, j ¼ ffiffiffiffiffiffi ffi À1 p , and a ¼ ð2p=kÞd sin h, d being the distance between each element, k the wavelength, and h the azimuthal angle counterclockwise from normal. 16 hðmÞ is independent of h and k as long as the elements are omni-directional with flat frequency response. Given uniform elements and spacing, and sources in the far-field, the individual element outputs have the same amplitude, hðmÞ ¼ h 0 .
The sum can be solved for any value of M and a as follows:
For decreasing values of d the beampattern converges to a sinc function.
A. Beam width
One of the main qualifiers of microphone arrays is beam width. In most cases, the beam is desired to be as narrow as possible for the given constraints, without introducing spatial aliasing. Beam width is generally defined as the angle between the zeros on either side of the center beam, shown in Fig. 1(a) . 17 By setting the numerator of Eq. (2) equal to zero, the argument of the sine in the numerator must be equal to 6p. This means that
thus the beam width is h beam ¼ 2arcsinðk=MdÞ.
where L is the aperture length, the beam width reduces to
purely a function of the aperture length relative to the wavelength observed. For a traditional uniform linear array at its design frequency, element separation is a half-wavelength (d ¼ k=2), so Eq. (3) would be simplified to sin h ¼ 62=M, which means h beam ¼ 2arcsinð2=MÞ; for h close to 0 (normal incidence) this reduces to h beam ¼ 4=M.
B. Aliasing
Standard uniform linear array element separation is determined by the observed wavelength and limited by the spatial Nyquist theorem such that the optimal intermicrophone distance is d ULA ¼ k=2: If this element separation is exceeded then aliasing occurs in the angular domain, causing additional beams, called grating lobes, 17 which are identical to and indistinguishable from the main beam.
Coprime array subarrays use sparse uniform spacing,
where N is an integer. This results in N lobes (including the main beam and grating lobes) between À90 and 90 . 17 Although increasing the total number of array elements does help to narrow each beam [per Eq. (3)], only element separation determines aliasing pattern (i.e., number of grating lobes).
Aliasing occurs in the transfer function described by Eq. (1) at phase angles jaj ! p, and grating lobes are formed when a ¼ 2pi, for integers ÀN=2 i N=2.
Since a ¼ ð2p=kÞd sin h, grating lobes can be found at physical angles
as shown in Fig. 1 (b), where N ¼ 2d=k via Eq. (5). This relation holds for any element separation at any frequency. This reduces to just one lobe when using uniform linear array separation, d ULA ¼ k=2, since N would be equal to 1, and the only integer within 6N=2 is 0, therefore the only lobe is the main beam at h 0 ¼ 0. Grating lobe width follows Eq. (3) for beam width, so in the case of sparse separation, sin h zeros is reduced by a factor of 1=N for d sparse ¼ Nd ULA .
C. Coprime arrays
For two integer numbers to be coprime (also known as mutually prime), their largest common divisor must be 1. A coprime receiving array is composed of two parallel, colocated uniform linear subarrays. In this work the subarrays are referred to as M-and N-array, referring not to the spacing factor, but rather the number of elements in the subarray (M > N here by convention). These subarrays have sparse coprime element spacings d M ¼ Nk=2 and d N ¼ Mk=2, respectively. As long as the aperture of each subarray is the same fixed length, L, the M-array has inter-element separation d M ¼ L=M and the N-array has inter-element separation d N ¼ L=N. The aliasing significantly narrows the center beam and introduces a coprime number of grating lobes in each subarray. The outputs of each sparse, uniform subarray are multiplied together, which causes their differing grating lobes to mostly cancel one another except in the one shared direction, where they form the main beam of the overall coprime array. Figure 2 shows the beampatterns of aliased subarrays of M ¼ 5 and N ¼ 4 in broken lines atop a representation of their sparse microphone element distributions. The solid line indicates their combined coprime beampattern.
Since the array length and number of elements in each subarray are fixed, the coprime array has a design frequency, implied by the following relationship: Replacing k by c=f in Eq. (7) leads to the coprime array design frequency
Through the use of beampattern simulations, Fig. 3 illustrates that the subarray grating lobes still cancel in much the same way at frequencies lower than f c , providing a singular narrow beam. Although beampatterns are shown for only a few frequencies below f c , grating lobe cancellation occurs in much the same way for the full range of frequencies. Beam width depends on frequency and aperture length as shown below.
It is important to note that although the upper limit frequency is determined by the coprime number of subarray elements, the beam width is the same as that of a uniform linear array for each respective frequency and is dependent on aperture length [shown by Eq. (4)]. Coprime configuration and processing allows for fewer array elements at the higher frequency, or put another way, it allows for a higher range of frequencies using the same overall number of elements.
D. Coprime beam position and width
The number of grating lobes in the subarray pattern is dependent on frequency and element separation. Using Eq. (5) with d ¼ L=M and solving for number of lobes, n, as a function of frequency, f , leads to
for the M-array.
where n is the number of lobes. Again with d ¼ L=M and substituting frequencydependent n for N, the equation for grating lobe location [see Eq. (6)
where n ¼ 2Lf =cM. The other subarray has the same length and is operated at the same frequency, but has N elements. Therefore, the N-array has m ¼ 2Lf =cN grating lobes at positions sin h j ¼ ðMk=LÞj, where Àm=2 j m=2.
Knowing the frequency-dependent positions of each subarray's grating lobes allows one to prove that grating lobe cancellation occurs similarly for any frequency below f c as well, and relies only on the coprimality of each subarray's total number of elements (for equal-length subarrays).
Proof. To prove that between the two subarrays there is at most only one shared grating lobe position, assume the contrary. Suppose that there are two sets of co-located grating lobes at ðMk=LÞi ¼ ðNk=LÞj and ðMk=LÞi 0 ¼ ðNk=LÞj
However, due to Eq. (10), if f f c , then jj À j 0 j < M and ji À i 0 j < N, which contradicts the coprimality of M and N. ٗ For all frequencies below the coprime design frequency, one and only one grating lobe pair is co-located among the subarrays (the main beam). At frequencies higher than the design frequency, f c , this no longer holds and there may be multiple sets of overlapping grating lobes, meaning there is "aliasing of the aliasing."
Because beam width depends only on wavelength and aperture length, per Eq. (4), both subarrays have the same beam width. When they are multiplied together the zeros overlap and the resulting coprime beam has angular width for any given frequency, f . Figure 3 shows simulated coprime beampatterns' dependence on frequency. At f ¼ f c , this reduces to
In other words, a coprime array with M þ N elements has the same main beam width as a uniform linear array with MN elements (as discussed in Sec. II A).
E. Coprime side lobe positions
The first (and most prominent) side lobes in the coprime beampattern arise from the overlap of the first two grating lobes on either side of the M-and N-array main beam. Since both subarrays are operated at the same frequency and they have the same overall length, their grating lobes are the same width [via Eq. (4)]; therefore, the maximum of their intersection happens at the average of their first lobe positions, given by Eq. (11). For a forward-facing beam (0 ), these characteristic coprime side lobes occur at
At f c ¼ cMN=2L this becomes
III. EXPERIMENTS AND DISCUSSION

A. Array construction
This work investigates a coprime array using 16 microphones, arranged in subarrays of 9 and 8 ("9 Â 8"), with aperture length of 1 m. The chassis is a thin piece of acrylic with CNC-milled holes through it for microphone placement at the locations listed in Table I . The microphones used are 6.35 mm diameter omni-directional microphones (CUI Inc., Tualatin, OR) and are mounted flush with the surface of the array chassis, which provides a good seal between the calibration tool and the array. The array is 4.76 mm thick, so when the array lays flat there is minimal diffraction around the edge only above the upper limit frequency of interest. Figure 4 illustrates the 9 Â 8 array on the large, printed protractor used for field measurement of incident angles.
It is advantageous to use coprime numbers that are as close together in value as possible while keeping their sum constant.
For further validating coprime theory, a second coprime array with subarrays of five and four is constructed of medium density fiberboard (MDF). It has a shorter 50 cm aperture length and uses 8 channels rather than 16, giving it an design frequency of 6860 Hz. Table I lists element placement positions for these arrays.
There could be a slight discrepancy between the two subarrays in terms of angles of incidence, because they are aligned at one side rather than at their geometric centers. However, due to the far field assumption this difference is negligible. It is assumed that the difference in incident angle between the first and last element of a given subarray is negligible; therefore, the difference between the two subarrays must also be negligible, since their geometric centers are closer together than each of their outside microphones pairs. domain to exclude room reflections so as to consider the measurements being conducted in free-field. The room is 20 m long, 16 m wide, and 14 m tall. Curtains are deployed to dampen side reflections as much as possible. A sound source and the receiver (array) were placed on the rigid floor as if it were conducted in a semi-anechoic environment. Two different experiments are conducted in the freefield condition, each using a different angle-viewing method: one uses fixed source position, and the array is turned physically using angular shifts of 1 increments, the other uses different source positions and fixed array orientation, and the array is turned virtually in discrete angles using the delayand-sum phase shifts. The measurement procedure follows that of Ref. 18 , 16-channel impulse responses measured through cross-correlation method. The output signal of the sound source is a logarithmic sweep of sine tones lasting 2 s (131 072 samples at 62.5 kHz sample frequency).
For the first experiment, the source was placed 7.33 m from the array and moved laterally by 50 cm for each successive measurement, keeping the radial distance from the array constant. The source separation distance was limited by proximity to possible reflecting surfaces in the room. For the second experiment, the source was in a fixed position 12.25 m from the array and the array was physically turned in increments of 1 . The impulse response measurement was exactly the same except only 5 averages were taken so that each measurement could be quick enough to allow time for 180 measurement angles between À90 and 90 . Alignment was slightly off: about À1 for the 9 Â 8 coprime array and þ1 for the 5 Â 4 coprime array. Though they were visibly aligned during experimentation, asymmetry in the directional patterns can be corrected by the aforementioned angles, suggesting slight misalignment during measurement.
C. Data analysis method
The experimental impulse response data represent a relatively flat-spectrum (over the frequency range of interest) with a specific angle of incidence depending on the position of the source. These impulse responses, which are relatively free of noise, are then convolved with a signal to be located. The signal used in these experiments is a clip of pseudo-random phase noise. Due to the measurement method, the resulting data set represents an ideal case. The current experimental investigations focus is on the directional characteristic so array gain is not part of the current discussion. Adhikari and Buck 19 analytically found that detection gain for a coprime sensor array theoretically pays a penalty of about 5 dB.
Subarray delay-and-sum processing
Because beampatterns are frequency-dependent, the windowed signals are filtered to a narrow band of frequencies at the start of processing. The 16 channels (or 8 for the 5 Â 4 array) of data are split into M and N channels (with the first channel being identical for each). Then within the subarrays, the delay-and-sum operation is performed with different delays corresponding to different angles of interest (angular bands). The minimum number of angular bands in 180 is MN, in order to see each lobe and zero in the pattern; however, the number of angular bands can be increased continuously, limited only by sample frequency. Time resolution can be artificially increased by up-sampling; this helps to smooth out the delay-and-sum operation, making directional responses more consistent between the first and fourth quadrants.
After delay-sum processing, the directional signals from each subarray are combined via point-by-point multiplication to get the coprime signal in that angular band. The rootmean-square (rms) value of the coprime signal is represented at the corresponding angle on the polar diagram to produce the coprime directional response. The process is repeated for as many angles as desired in order to form a complete semicircular pattern with sufficient finite resolution.
Using boldface vector notation for time-domain data, the signals from the array elements in each subarray are processed as follows to acquire the combined coprime signal.
where aðhÞ ¼ 2pd sin h=2k. The beampattern is simply the Euclidean norm of the coprime signal, h, as a function of angle, h,
D. Fixed spatial beamforming
When the signals from all elements in a subarray are added with no delays, that subarray's beam faces forward; multiplying the two subarrays' outputs provides a forwardfacing coprime beam. By changing the physical orientation of the array with respect to a fixed source (as done in the second free field experiment described in Sec. III B), the sensitivity can be recorded for each angle. These magnitudes are then normalized and presented on a polar diagram to show the coprime array's fixed beampattern. In this case angular resolution is limited by the number of impulse responses experimentally taken, but the resulting directional characteristics is an accurate representation of the true forward-facing beampattern, as shown in Fig. 5 .
For fixed spatial beamforming the process can still be described by Eq. (16), but with h ¼ 0, thus a equals zero and this becomes
The Euclidean norm is then taken to achieve a single value for each angle, h, of the beampattern. The left column of Fig. 5 contains simulated beampatterns using Eq. (1). As previously discussed, at the design frequency the M-array (M ¼ 9) contains 8 grating lobes, while the N-array (N ¼ 8) contains 9 grating lobes. When the subarray signals are recorded for every angle from the experimentally measured impulse responses (shown in the right column), the grating lobes are exactly identifiable at each predicted angle. Because the angular resolution is limited to 1 , more agreeable comparisons would require experiments with even higher spatial resolution. This is the main motivator for building a 50 cm coprime linear microphone array with subarrays of M ¼ 5 and N ¼ 4. Not only is the far-field condition more easily met with a shorter array, but also the design frequency is lower and the beam is not as narrow, which facilitates showing details of agreement with the simulation.
E. Delay-and-sum beamforming
By applying delay-and-sum processing, virtually turning the array in discrete shifts then recording the rms value at each angle, a directional response can be made showing the normalized pressure amplitude in each azimuthal direction. If the recorded signal only included one sound source, there should be just one peak in one angular band, and zero in all other bands. However, due to noise, reflections, diffraction, reverberation, and aliasing, there may be many smaller disturbances in the directional response. By recording in a low-noise, low-reverberation environment, cutting the signal after the direct sound, then convolving with pseudo-random noise, the only remaining influence is the aliasing pattern, which is of primary interest in this work.
The 50 cm coprime array with subarrays of M ¼ 5 and N ¼ 4 was tested with one normal-incident (turned out to be 1 incidence) impulse response and processed with delayand-sum to produce directional responses at its design frequency of 6860 Hz (see Fig. 6 ). The resulting pattern matches the simulation almost exactly.
F. Frequency dependence
Based on the proof in Sec. II D, it is possible to use the coprime array at frequencies below f c without misaligning the shared beam or grating lobes in a way that reduces effectiveness. Per Eq. (9), the number of grating lobes in each subarray is directly proportional to frequency. At f c the M ¼ 9 subarray has 8 grating lobes and the N ¼ 8 subarray has 9 grating lobes, so at f ¼ 1=2f c they should have 4 and 4.5 lobes, respectively. This is reflected in the experimental beampatterns in Fig. 7 when angles are adjusted by 1 to account for the slightly off-center source. Although the number of grating lobes is no longer coprime in the f < f c case, the positioning of the lobes is still such that similar cancellation occurs. The coprimeness of the elements in the subarrays proliferates throughout the data at all frequencies lower than the design frequency. Characteristic small side lobes in the coprime beampattern are the same level as in the f ¼ f c case (ca. À4.1 dB), but at different angles: À28 and 29 as opposed to À14 and 12 . These agree with Eq. (14), taking into consideration ca. 1 misalignment.
G. Bandwidth dependence
By processing in the time domain and using a broadband source, a narrow band of frequencies is left after filtering, rather than a single frequency. The apparent effect on the normalized directional response of viewing multiple frequencies is an averaging of the normalized beampatterns corresponding to that center frequency. All directional patterns share a center beam, regardless of aliasing; however, their grating lobes occur at differing angles, therefore the side lobe magnitudes are reduced by this "averaging." This effect occurs not only in both subarray beampatterns, but in the combined coprime beampattern as well. Given a relatively flat frequency spectrum, the side lobes in the coprime beampattern are reduced with increasingly wide-frequency bandpass filters. Figure 8 shows comparisons of varyingbandwidth beampatterns against their simulations. The number of discrete frequencies needed to simulate a band of frequencies is proportional to the temporal sample frequency and the length of the data. Simulated normalized singlefrequency beampatterns at these frequencies are then summed. The magnitude of each is weighted based on the magnitude of its corresponding frequency in the Fourier transform of the time-domain signal.
The 12th-octave (semitone) bandpass filtered data has a beampattern resembling that of the design frequency. As the frequency band is opened up to a third-octave (11 000 Hz f 13 860 Hz), the side lobes are drastically reduced. This effect continues as the bandwidth is opened up completely, allowing all frequencies below f Nyquist .
H. Multiple-source direction of arrival estimation By adding together two sets of 16-channel data with different source positions (impulse responses convolved with pseudo-random noise), the effect of two simultaneous sources can be emulated. First each impulse response is convolved with uncorrelated random phase white noise, then they are summed point by point. Scanning for the sound sources is then performed with the delay-and-sum method just as with the single source case.
The results of this are varied and depend heavily on side lobe activity of the juxtaposed beampatterns. As such, source locations are better identified with wider and wider bandwidth due to the side lobe mitigation. This is especially true when the sources are separated by an angle close to that of the prominent side lobes in the unweighted coprime beampattern. This happens at 13.66 for a coprime array with subarrays of M ¼ 9 and N ¼ 8 at f c according to Eq. (15) . Figure 9 shows delay-and-sum directional responses of said coprime array with center frequency f center ¼ f c viewing two simultaneous sources separated by 12 . At this separation, the side lobes from the pattern of one source interfere constructively with those of the other, making resolution of only two sources difficult at the array's design frequency. As the bandwidth of the data is opened up, the side lobes resulting from each source diminish in the way described in Sec. III G, such that the two sources can be separated and estimation of their directions of arrival becomes possible. The Rayleigh criterion for resolution indicates that for the two sources to be resolved, the peak of one lobe must coincide with the zero of the next. 20 For lobes near 0 , their widths are close to 3.2 [per Eq. (4)], so the Rayleigh criterion should be satisfied for sources at angles h D ¼ 1:6 from one another. However, there must still be points sampled between the peaks to show they are separated, which implies there is also a minimum angular resolution. Assuming the peaks fall at sampled angles, there must be at least one sample between them showing a dip in magnitude-this would require angular resolution of 1.6/3 ¼ 0. 53 . This means with experimental angular resolution of only 2.5 , the minimum resolvable angular separation between two simultaneous sources is 7.5 . Figure 10 illustrates broadband directional responses of two simultaneous sources separated by 4 , 8 , and 12 , respectively. Upsampling by 10Â and increasing the number of points between À90 and 90 improves this, but not necessarily tenfold, since the added points do not accurately represent the underlying analog waveform. However, since the side lobes have a negative impact on multi-source detection, it is beneficial to look at broad frequency ranges, which increases the beam width, increasing the Rayleigh criterion angle (Fig. 10 ).
I. DISCUSSION
This work represents the case that array elements are in a fixed position. Pyzdek and Culver 21 examined theoretical coprime beampatterns resulting from various degrees of bowing of the linear array. Grating lobes between the two subarrays do not cancel as well in this case; however, lobe reduction can be achieved in beamforming as long as the element positions are known.
It can be advantageous for nonuniform arrays (especially planar and volumetric random arrays) to collect data using different orientations, so that these data sets create the effect of having many more array elements. For a random spherical array, one method is to physically turn the array to take further data. Since the element locations are pseudorandom, there is a distinct lack of symmetry and turning the array allows for M new points, where M is the number of array elements. Turning the array N discrete times can simulate the effect of having MN array elements. Rigelsford and Tennant 13 propose using N discrete frequencies instead of orientations to create this side lobe-reducing effect. This is akin to the proposed method of observing a band of frequencies with coprime arrays, discussed in Sec. III G.
One major advantage of this method is the ability to use data from one measurement, rather than a set of separate measurements. A possible disadvantage is that the source needs to have enough sound energy at the frequencies being sampled in order for there to be an advantage to this method. Fortunately with coprime arrays as compared to random arrays, the locations of side lobes are easily predicted with simulations and formulas presented in Sec. III E, so it may be possible to artificially reduce side lobes in post-processing.
A method for efficiently estimating direction of arrival in limited, discrete angular bands suggested by Vaidyanathan and Pal 14 and further explored by Weng and Djuri 10 makes use of the Chinese remainder theorem and may be able to take advantage of advanced uniform linear array algorithms. By shifting the subarrays with phase delays relative to one another, the main beam can be oriented to any of the MN discrete angular bands available. This allows MN bands to be monitored using only M þ N shifts (combined in MN ways). So for the M-array, one must only view the M angles (2p=MN wide in the x domain) spanned by the main lobe within any contiguous 2p=N section of the aliased domain. Once the response of this 2p=N section of the M-array and the corresponding 2p=M section of the N-array are found, each 2p=MN angular step can be mapped to the corresponding angle in the full 2p with the Chinese remainder theorem. The method of Weng and Djuri 10 uses a two-dimensional plane to map the outputs of each subarray to the corresponding complete coprime output in a continuous way. This needs to be further explored, particularly by experimental validation.
By first estimating direction of arrival in a limited range of the subarrays, it may be possible to leverage any uniform linear array direction of arrival estimation algorithm currently available for processing coprime arrays. This could include algorithms such as Root-MUSIC, ESPRIT, IQML, and Root-WSF, 22 as well as methods in compressive sensing. 8 Though it has been shown to be possible to experimentally reproduce simulated beampatterns, the possibility of using said patterns as directional filters has yet to be further explored. Because the outputs of the subarrays are multiplied together, coprime sensing seems to lend itself to energybased approaches such as direction of arrival estimation. Future research should investigate new processing methods which may retain signal information in order to perform spatial filtering with coprime microphone arrays.
IV. CONCLUDING REMARKS
Sparsely spaced subarrays with coprime number of elements produce grating lobes which can be mitigated by combining their outputs while retaining the main beam; this can FIG. 10 . Broadband directional responses of a coprime array with subarrays of M ¼ 9 and N ¼ 8 for simultaneous-sources in a free-field condition with varying source separations. Two sources can be clearly distinguished until they are closer in angle than the minimum resolvable angular separation of the given array with the given sampling frequency (62.5 kHz).
drastically reduce the number of elements needed to spatially resolve acoustic sources at a given frequency. Beampatterns have been simulated for various configurations of coprime arrays. Two coprime microphone arrays were constructed, one with subarrays of M ¼ 9 and N ¼ 8 elements for experimental validation of achievable high-frequency narrow directivity, and one with M ¼ 5 and N ¼ 4 elements for showing details of the beampattern. Their beampatterns were experimentally validated against the theory for the prescribed design frequency.
The coprime sparse sensing theory for direction of arrival estimation has been shown to have a directional characteristic that agrees with simulated beampatterns. Coprime theory has also been generalized to frequencies below the design frequency implied by the sparse subarray spacing, and experimental data demonstrate the coprime sparse sensing theory to be valid at the design frequency and beneath. Experimental results also show that coprime beamforming is possible and in some cases preferable with a sufficiently wide band of frequencies.
For direction of arrival estimation (of a single source or multiple sources), side lobes in the coprime pattern can be mitigated by increasing the bandwidth of the observed data. This allows for resolution of two incoherent broad-spectrum sources separated by at least 8 in the case of a coprime linear array with subarrays of M ¼ 9 and N ¼ 8 having a 1 m aperture.
In this work pseudo-random noise signals (convolved with the impulse response data) are used as the sources whose angle of arrival is evaluated. This could be a realistic situation for wind tunnel measurement, but future research should investigate speech or other signals that are less homogeneous temporally and spectrally. Direction of arrival estimation is sound energy based; retention of the information within the main beam's signal may be the subject of future research. This would allow for spatial filtering of speech or other signals.
Another area for further consideration is the reduction of side lobe levels in the coprime pattern. Additional array elements can narrow the grating lobes, possibly reducing the overlap which causes the highestmagnitude side lobes. This, combined with array element weightings/shading, may be able to change side lobe behavior in a favorable way.
