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ABSTRACT
We consider the problem of generating a set of test cases
from a black box specification. We focus on stress testing,
i.e. picking test cases that seem most likely to reveal pro-
gram bugs. Our approach assumes that so-called interesting
points, i.e. points in a function’s domain where properties
change, e.g. maxima, are likely to reveal any problems and
examine how we can determine the interesting points for a
function defined by a complex expression if we know the in-
teresting points for the functions named in that expression.
Categories and Subject Descriptors
D.2.5 [Software]: Software EngineeringTesting and Debug-
ging
General Terms
Reliability, Documentation
Keywords
Tabular Expressions, Black Box Testing, Test Data Gener-
ation
1. INTRODUCTION
It is well understood that when testing software one can-
not test it completely. There are so many possible input
values that we do not have time to test them all and there
is always the possibility that the program fails on one of the
cases that we did not test. When the program has internal
persistent storage the situation is even worse; for a complete
test we should consider all possible states as well as all pos-
sible inputs. If we are testing the program as a black box
(see below), this means that we must test a very large set
of input sequences where the elements of the sequence are
themselves taken from a very large set. Unless we know an
upper bound to the number of states, we cannot even put
an upper bound on the length of the test sequence. Unless
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we reinitialise between tests, we are actually performing one
very long test rather than a large number of smaller ones.
Many researchers have concluded that testing is not a sat-
isfactory approach to software quality and proposed that
testing should be replaced by mathematical proof. They ar-
gue that, since we cannot test completely, only mathemati-
cal proof can result in our trusting software. Unfortunately,
proof also seems to be impractical in many cases. Proof of
correctness for badly written programs (the vast majority
of today’s software) is very difficult and time consuming.
More fundamentally, a program that has been proven cor-
rect might still fail during use if either (a) the specification
for that program was not correct, or (b) one of the com-
ponent or supporting programs did not have the properties
that were assumed in the proof (i.e. if a component does
not meet its specification).
For these reasons, we believe that a combination of proof/in-
spection and testing will always be needed. Since we cannot
test exhaustively, we must turn our attention to the selection
of the cases to be tested.
Testing methods are often classified as either Black Box,
Clear Box or Grey Box. In Black Box testing one chooses
test cases without looking at the internal structure of the
unit being tested. In Clear Box testing we can use all infor-
mation about the program in choosing test cases. Grey Box
testing, which is less often discussed, refers to testing of a
unit with internal memory and using information about the
state to avoid repeating tests already performed. For Clear
Box testing one can use a variety of code coverage and state
coverage information to select test cases. This paper deals
exclusively with Black Box testing and discusses how we can
use mathematical specifications for test case selection.
We find it useful to distinguish between testing for reli-
ability estimation and stress testing. Reliability estimation
is an important stage in deciding whether or not a product
is suitable for deployment. Stress testing is generally per-
formed at an earlier stage with the purpose of trying to find
the errors that are almost always present. In stress testing
it seems wise to use the values that are most likely to cause
failure. Experience suggests that if a program fails, a failure
is more likely at those points in its domain where the prop-
erties of a function changes suddenly. For example, failure
seems more likely where a function changes from positive
to negative, or where it has a discontinuity, reaches a lo-
cal maximum, it changes from constant to varying, etc. We
will call these points where failure is more likely ”interesting
points”.
There is, of course, a great deal previous work on the
important problem of test case selection and determining the
adequacy of a set of test cases. In the absence of information
about the internal structure of the programs, there are very
strong arguments for using statistical methods to predict
reliability and there is extensive literature on this matter.
For White Box testing, there is an extensive literature on
various types of code coverage criteria. Sadly, we have seen
relatively little on data state coverage criteria.
Highly relevant to this paper is the work of von Mohren-
schildt and Liu [11] to select test cases. This research is
aimed at finding what we will call interesting points in the
domain of a function. In the work by von Mohrenschildt
and Liu , there are several assumptions made:
1. The program is specified using tabular expressions [2]
2. The functions that appear in the tabular expression
are continuous and it is possible to solve equations to
find where one switches from one part of the table to
another.
In this paper we consider a more general problem. While
we are very interested in tabular expressions, we are also
interested in interesting points resulting from the properties
of the functions that are named within the tabular expres-
sion. We assume that when we are given the definition of
the function we are also given, or can derive, a description of
the set of interesting points of that function. We then want
to determine the set of interesting points for the function
that is represented by the tabular expression.
Our assumption is that if the set of interesting points
is reasonably small, all those points should be included in
stress tests. If the set of interesting points is too large, then
we will have to look at techniques for sampling from that
set. If we are interested in reliability estimation, we will
consider the use of operational profiles to select from the set
of sub-domains identified in the analysis that identifies the
interesting points.
2. TABULAR EXPRESSIONS
The new mathematical model for tabular expressions [2]
that is developed by SQRL, overcomes the limitations of the
old models [8, 9, 1] by separating the physical appearance of
the tabular expression from its mathematical model. In this
section we give only a brief introduction into the definitions
and we show some examples of already defined table-types.
For a more complete introduction we refer to [2].
A tabular expression is defined as a triple (GS, I, f) where
GS is the indexed set of grids, I is the index set of the grids
and f is a function that maps the index set, I, to its indexed
set, GS. A grid is defined as a triple (E, J, h) where E is
the indexed set of expressions, J is the index set of the
expressions, and h a function that maps the index set, J , to
the indexed set E.
This is a general definition for a very broad set of tab-
ular expressions. Any particular table type is defined only
by providing a specific restriction and a specific evaluation
term. We briefly introduce here only one example of the
many types of tables that can be defined using our model.
The semantic of the tabular expression is defined by means
of interpretation rules, which include a restriction, an eval-
uation term and a set of auxiliary functions that are used
in the selection and evaluations of the expressions. A re-
striction is defined as a predicate expression, that states the
Table 1: A normal function table
condition that a given tabular expression should meet. Re-
strictions refer to properties like the number of grids, the
size of the index set of the grids, the elements in each grid,
as well as conditions previously referred to as properness
[12].
The evaluation term states how the tabular expression
should be evaluated while the function eval is defined to
evaluate the evaluation term for a given assignment.
In Table 1 we show a normal function table. The restric-
tion term states, that the table contains at least 2 grids,
being indexed by positive integers. Expressions contained
in all grids, except the first grid, indexed by 0, are indexed
by positive integers, as well. The first grid’s index set is
formed by the cartesian product of the index sets of other
grids. The expressions in all grids except the first one are
predicates, which are disjoint for each grid, i.e. only one of
them can be true at a time, and complete, i.e. one of them
is always true. The tabular expression is evaluated for a
specific assignment, i.e. mapping of values to variables, by
evaluating all the predicates in the header grids, determin-
ing the indexes in each header grid where the predicate is
true and finally evaluating the expression in the main grid
that is indexed by the n-tuple constituted by the indices of
all true predicates in the headers.
3. PROPERTIES OF FUNCTIONS
We will focus on interesting points to partition the input
domain of functions, such that partitions are n-dimensional
hyperplanes in the n-dimensional input domain, and the
domain-boundaries, or at least the vertex-points1, are in-
teresting points. By partitioning the domain of a function
in this way we will generate sub-domains such that the func-
tions fulfils certain desired properties, i.e. be constant, total
and/or continuous in the whole sub-domain.
Here we mention only a few specific examples of inter-
esting points. What makes a point interesting can vary
with the application area. This paper is more concerned
with the propagation of these interesting points, i.e. if we
know the interesting points of the basic functions that are
used in the expression, what are the interesting points of the
constructed function - the one described by the expression.
Other examples of interesting points include: transition be-
tween intervals where the function is linear, monotonic in-
creasing or decreasing, points where the function is not dif-
ferentiable, transitions between intervals where the function
is poly-nomic with degree n, and more.
For the discussion below we assume that there is a to-
tal order given on the input domain of the function we are
analysing. If no such order is known, partitioning of the
input domain could still be done, but powerful techniques
for test data generation, e.g. extreme-points and boundary
analysis (see [3]) cannot be applied.
1The terminology is explained in detail by [3].
In our survey of interesting properties we will distinguish
between functions with not-enumerable domains and func-
tions with discrete, i.e. enumerable, domains. Based on
this basic categorisation we elaborate definitions of interest-
ing points- some of them being meaningful for both kinds
of functions, whereas others are only available for functions
with not-enumerable domains
Definition 1: Constant Function
A function f : D 7→ R is said to be constant over a specified
sub-domain S ⊆ D, if ∀s1, s2 ∈ S|f(s1) = f(s2). 2
Obviously, the domain D of a function can contain several
sub-domains S1, · · · , Sn, such that the function is constant
over each sub-domain. For each Si, we consider two ele-
ments, the maximum simax and minimum simin to be of
special interest. If the domain is discrete, we will also be
interested in the lower bound of {d|d ∈ D ∧ d > simax} and
the upper bound of {d|d ∈ D ∧ d < simin}.
Definition 2: Total and Partial Function
A function f : D 7→ R is called total relative to a set S, if
S ⊆ D. Otherwise, it is called partial relative to S. [4, 13]
2
We are specially interested in finding a set of intervals
{I1, I2, · · · , In}, with each Ii = [ii1 , ii2 ], i = 1 · · ·n, such
that f is total in Ii, and
Tn
i=1 Ii = ∅. D \
Sn
i=1 Ii = U ,
where U denotes the set of intervals, where f is undefined.
For each interval Ui ∈ U , we are interested again in two
elements, its maximum and its minimum.
Beside these general properties, we can examine continu-
ous functions for a further interesting property.
Definition 3: Continuity
Let I be an interval, f : I 7→ R and c ∈ I. The function f
is continuous at c, if for each ² > 0, there exists δ > 0, such
that |f(x)− f(c)| < ², for all x that satisfy |, x− c| < δ. f is
continuous on the interval I, if f is continuous at each point
of I [6]. 2
If I = [a..b], and the function is continuous over this sub-
domain, we consider a and b to be interesting points. A
function can be piecewise continuous, which is the most in-
teresting case in the work presented here. A function is con-
sidered piecewise continuous if it is continuous on all but a
finite number of points at which certain matching conditions
are sometimes required [16]. An example for a piecewise
continuous function is given in Figure 1(c) and Table 5.
See Figure 1 for examples of interesting points. In Fig-
ure 1(a) the plotted function is constant for the intervals
[a..b), [b..c) and [c..∞]. Obviously, a, b and c are interesting
points. It is important to note, that the function is defined
at these points, hence it is still a total function. More infor-
mation about dealing with piecewise continuous functions is
given in [13, 15].
In Figure 1(b) a similar function with a discrete domain
is plotted. However, as the domain of the function is not
discrete in this case, we have some more interesting points,
namely x, y and b or c.
In Figure 1(c) we see the plot of a piecewise continuous
function. Of course, functions with discrete domains can
be partial, too. The set U of undefined intervals is given
by U = {[a, a], [b, b], [c, c]}. In this figure, the undefined
intervals can also be used as an example for discontinuities.
(a) Plot of constant
function with continu-
ous domain
(b) Plot of constant
function with discrete
domain
(c) Plot of a piecewise
continuous function
Figure 1: Plots of functions with interesting points.
Further, there is a local maximum at point d, which also
might be of interest.
4. PARTITIONING OF THE INPUT DOMAIN
One common way to partition the input domain for white
box tests will assign the subset of the input domain that
leads to the execution of the same part of the program to
the same partition [7]2. As this can be only achieved by
examining the source code, we need a different definition for
black box tests. Subsequently, we aim to partition the in-
put domain of a function based on the interesting properties
introduced in the previous chapter. As we cannot exhaus-
tively discuss all possible kinds of interesting points here, we
use following definition:
Definition 4: Property Induced Partition of the In-
put Domain
A partition P of the n−dimensional input domain I of a
function f is an n−dimensional hyperplane, that is either en-
tirely delimited by interesting points or the domain bound-
aries, or at least the vertices are interesting points. 2
So far, we suggested a method of partitioning the input
domain of functions based on some basic interesting points.
However, the question remains how to determine these in-
teresting points. This section shows how to deduce inter-
esting points for composite functions, if we know about the
interesting points of their building blocks and take some
properties of the composition operation into account.
2Although common, this is not the only possible way.
Below we present a technique for the automatic generation
of test data from tabular specifications (see [2]). We build
on the work of Liu [11] here but we aim to extend it to match
the new mathematical model for tabular expressions.
We pursue this approach because tabular specifications
are more easily understood than e.g. algebraic specifications
or specifications in Z (see [5]), but, nevertheless, they are
mathematically precise. Additionally, by following SQRL’s
document driven approach, the tabular specification of a
function has to be created anyway, and the test data gener-
ation would be an additional benefit, without extra effort.
Our technique relies on a tabular specification of the func-
tion in question. At first the input domain is partitioned
according to the predicates in the index sets of the tabular
expression describing the function (see Section 4.2).
In the next step, test data can be generated by boundary
value analysis or other techniques as discussed e.g. in [11]
or [3]. In case of a huge set of partitions we suggest to take
statistical methods into account, as well. As they are com-
plimentary techniques, both boundary value analysis and
statistical test data generation can be applied.
4.1 Propagation of Properties of Functions
The properties discussed in Section 3 can be deduced
from an analytical discussion of most functions in question.
However, as a matter of fact, the functions we deal with
might be too complicated for a purely analytical approach.
We can assume that there exists a basic set of functions
F = {f1 : D1 7→ R1, f2 : D2 7→ R2, · · · fn : Dn 7→ Rn},
where for each f : D 7→ R ∈ F we know
1. A set C = {C1, · · · , Cn|Cj ⊆ D} of intervals of the
domain of f , where ∀cl, cm ∈ Ck, 1 ≤ k ≤ n|f(cl) =
f(cm). This set enumerates the intervals of the domain
of a function f , such that fi is piecewise constant in
the considered interval.
2. A set L = {x1, · · · , xn|xj ∈ D} with its elements de-
noting a point of discontinuity.
3. A set U = {u1, · · · , up|∀j = 1..p|uj ∈ D∧f(uj) = ∗}3.
In some cases, C, L or U can be infinite, e.g. for f(x) = x
sin x
,
U = {x|∃n ∈ N|x = pi ∗ n}.
Given a set of functions, the additional information stated
above and a basic set of rules that is discussed below, one
can deduce the properties of definedness, constancy and con-
tinuity for functions that are created by applying operators
or well-known functions to other well-known functions. We
consider a function to be well-known, if we know its range,
domain and the properties specified above.
In this paper we deal only with constancy, continuity
and definedness. However, as we have mentioned before
the approach can be easily extended to many other, maybe
domain-dependent, criteria. These criteria may be e.g. mono-
tonity, or be above or below a certain value of the range.
4.1.1 Constancy
In this paper we want to analyse definedness, constancy
and continuity with regard how they propagate. We do not
discuss the propagation for other properties, as there are
virtually no limits. Further, we will show the propagation
3We follow the notation and logic given in [13], where ∗
denotes that the result is undefined.
Constancy + − ∗
f ¯ g √ √ √
f ¯ g − − −, except
f(x) = 0
f ¯ g − − −, except
g(x) = 0
f ¯ g
−, except
f ′(x) =
− 1 ∗ g′(x)
−, except
f ′(x) =
g′(x)
−, except
f(x) =
c
g(x)
Constancy / ∧ ◦
f ¯ g
√
, except
g(x) = 0
√ √
f ¯ f2 −, exceptf(x) = 0
−, except
f(x) ∈ {0, 1}
√
f ¯ g − −, except
g(x) = 0
√
f ¯ g −, except
f(x) = c ∗ g(x)
−, except
f(x) = g(x)
√
t
−
Table 2: Construction rules for the set Ch of h, where h =
f ¯ g. The function printed in bold font is constant.
only for a view selected operations, i.e. +, / and ◦, denoting
function composition.
In Table 2 and Table 3 we assume that we define a function
h(x) = f(x) ¯ g(x), where ¯ is to be replaced with the
operation given in the column header. We assume that the
function that is typeset in bold style fulfils the property
specified in the upper left corner of the table for the interval
surveyed.
We assume that we already know the sets of interesting
points for f and g, i.e. Cf , Lf , Uf and Cg, Lg, Ug Informa-
tion about h would deliver very valuable information for the
testing process. We aim to construct it from the given in-
formation. The next paragraph deals with the propagation
of constancy.
If we examine two functions f : D 7→ R and g : D 7→ R,
with Cf = {[u..v], [w..x]} and Cg = {[y..z]}, such that u ≤
y ≤ v and w ≤ z ≤ x, we will have to check the following
intervals:
• [min(D)..u], where neither f nor g are constant,
• [u..y] where f is constant, and g is not,
• [y..v] where f and g are constant,
• [v..w] where g is constant and f is not,
• [w..z] where f and g are constant,
• [z..x] where f is constant, and g is not, and
• [x..max(D)] where neither f nor g are constant.
min(D) and max(D) refer to the smallest and the biggest
element in D.
It is trivial to see, that this method can be used to re-
solve all possible combinations of constant sub-domains of
f and g. The following two tables define the propagation
of constancy when new functions are created by the given
operators.
Table 2 can be summarised by stating:
• Combining two constant functions will yield a constant
function.
Continuity + − ∗ / ∧ ◦
f ¯ g √ √ √ √, except g = 0 √ √
f ¯ g − − − − − −
f ¯ g − − − − − −
f ¯ g ∗ ∗ ∗ ∗ ∗ ∗
Table 3: Construction rules for the set Lh of h = f ¯g. The
function printed in bold is continuous.
x < 0 x ≥ 0
false true
Table 4: Normal function table for the sgn(x) : N 7→
{true, false} function. This specific table can be evaluated
by evaluation of the cell in the column where the predicate
in the column header is true.
• If both functions are not constant, the result is con-
stant if one function always results in the inverse ele-
ment w.r.t. the applied operation4.
• Function composition is somehow special, as it will
always result in a constant function, if either the inner5
function is constant, or the outer function is constant
for the values in the range of the inner function, that
it returns.
4.1.2 Continuity
The next table builds on the same notation as the last
one and deals with continuity. This time, we assume that
functions typeset bold are continuous for the specific input
surveyed. We introduce the symbol ∗ to express that we do
not have enough information to decide. Cells marked with
a ∗ are discussed below.
This table shows that combining two functions that are
continuous for a given element of the input domain, they
will remain continuous for that input. If only one of them
is continuous6, the property of continuity will be lost. How-
ever, we cannot predict the result if both functions are not
continuous. It might as well be, that the discontinuity of
two different functions in a given point eliminate each other
when they are combined by a certain operator. Therefore,
information about the extent of the discontinuity at each
point of discontinuity of each involved function would be
needed.
Nevertheless, from a testing point of view these points still
remain at least very interesting. One example might be the
signum function sgn, that is defined in Table 4.
As each function f : D 7→ R and g : D 7→ R is described
by a set Lf and Lg respectively, as described above, we can
under some circumstances also calculate the extent of the
discontinuity. There are some rules when two discontinuities
cancel each other out. However, although we are aware of
these rules, their application is not suggested here. On the
opposite- we advocate that the resulting function still has
4The inverse element a−1 of a w.r.t. an operation ¯ is de-
fined as a ¯ a−1 = a−1 ¯ a = id , where id denotes the
identity-element. For an exhaustive discussion we refer to
an algebra-textbook, such as [4].
5If we compose f ◦ g we call g the inner function and f the
outer function, because this can also be written as f(g(x)).
6To simplify reading, we omit for a specific element of the
input domain, unless it is not clear from the context.
an interesting point, whenever one of their building blocks
has an interesting point.
4.1.3 Definedness
Often, the domain of a function has a slightly larger su-
perset, that is often confused with the domain (or easier for
a human to grasp). One famous example is that the domain
of the division is R×R\{0}, and thus the division by zero is
undefined. Apart from function composition, we can state
that if the a given input is not in the domain of one of the
functions that is applied to the input, the result is unde-
fined. For function composition, f ◦ g, with f : Df 7→ Rf
and g : Dg 7→ Rg, an input x yields undefined, if either
x 6∈ Dg, or g(x) 6∈ Df . The later can only be the case, if
Rg \Df 6= ∅.
Having these basic rules how to compose basic functions
into more complicated ones, we can tackle even more com-
plex ways to compose functions. Above we stated how one
can keep track of intervals where a function yields a constant
value, where it is continuous or where it is undefined. Subse-
quently we will show how tabular specifications of functions
can be used to further partition the input domain of a func-
tion into parts where it fulfils the properties stated above.
4.2 Partitioning the Input Domain using Tab-
ular Expressions
Our method to partition the input domain is based on
a fundamental rationale of tabular expressions. Below we
will give a formal general definition of the criteria to in-
duce equivalence classes in the domain of a function f that
is specified by a tabular expression t without knowing the
table type of t. Although the mathematical model imposes
no restrictions on the definition of table types, they are all
based on the same divide and conquer rationale, where the
divide part is actually used to partition the input domain.
We can deal with nested tables, i.e. tables that contain
other tabular expressions, by further partitioning the parti-
tion of of the input domain that will yield to the selection
of the nested tabular expression, according to its predicates.
However, while straightforward in the most general cases,
the partitioning can be complex in certain special cases of
table types.
The following definition specifies equivalence criteria for
partitioning the domain of a tabular expression.
Definition 5: Equivalence criteria for the input do-
main
Let R ⊆ I × O denote a relation that is specified by a tab-
ular expression t = (G, I, f), where G is denoting a set of
indexed sets, I an arbitrary set and f : I 7→ G a function
that is used to index G. Subsequently, t[m] is the element of
G that is indexed by m ∈ I. t[m][n] denotes the expression
that is indexed by n in the grid that is indexed by m.
Let us assume that E = {t[i1][j1], · · · t[il][jl]}, with
t[ik][jk], 1 ≤ k ≤ l being expressions in grids in G, is the set
of expressions that is selected for evaluation by the table’s
evaluation term. ik and jk can be terms for themselves, jk
is usually specified by means of auxiliary functions. We con-
sider two inputs p, q ∈ I equivalent, or p ≡ q, if ∀t[ik][jk] ∈
E|eval(ik, p) = eval(ik, q) ∧ eval(jk, p) = eval(jk, q). 2
Based on this definition of equivalent inputs, we can in-
duce partitions on the input domain.
x < 1 1 ≤ x ≤ 5 x > 5
|x| ∗ 2 x+ 2 7
Table 5: The function above should be interpreted as a nor-
mal function table. A discontinuity in the function is pos-
sible, when the selected subexpression changes, e.g. if the
input x becomes greater 1. However, that is not necessarily
the case, e.g. if x becomes greater 5. And, discontinu-
ities can occur without changing the subexpression, e.g. if
x equals 0.
Definition 6: Table Induced Partition of the Input
Domain
Let a relation R ⊆ I×O be specified by a tabular expression
t. The set I can be partitioned by means of the ≡-relation
from Definition 5 into subsets I1, · · · In, such that ∀im, in ∈
Ik|im ≡ in and 6 ∃ip ∈ Iq, ir ∈ Is|ip ≡ ir ∧ q 6= s. 2
If we consider R not to be a general relation, but a func-
tion, I represents its input domain. The set E that is used
in Definition 5 will have only a single element, as a func-
tion maps one element of the input domain exactly to one
element of its range. In this case the partitions we have de-
scribed above correspond to input that will yield to the eval-
uation of the same subexpression of the tabular expressions.
It is argued by [10] that tabular expressions are a convenient
tool to describe the requirements, after numerical methods
are chosen. One of the advantages of tabular expressions
is the way changes of the characteristics of a function are
handled. They can be expressed in a comprehensive way,
thus not overwhelming the reader with an accumulation of
different cases in the function description. From the ratio-
nal of a tabular expression we will expect a discontinuity or
a change of behaviour in the described function, when the
subexpression to be evaluated changes. For an example, see
Table 5.
There are some observations that can be made in the ta-
ble:
1. There is a discontinuity in the described function, when
x becomes greater 1. This discontinuity coincides with
the selection of another subexpression of the tabular
expression to describe the behaviour of the function.
2. The change of a subexpression does not have to entail
a discontinuity in the described function, e.g. if x be-
comes greater 5, a subexpression that is equivalent to
the one for x ≤ 5 is chosen.
3. There is a discontinuity in the function if x has the
value of 0, as |x| is not continuous at the point 0,
although no different case is stated in the table.
4. The function is constant in the interval (5,∞].
5. The function is total, as ∀x ∈ R|(x < 1) ∨ (1 ≤ x ≤
5) ∨ (x > 5) and the respective selected functions are
total as well.
One of the reasons why we break up the input domain for
the function into sub-domains is to generate test-data specif-
ically at the boundaries between different sub-domains. We
argue, that the boundaries are likely to coincide with ma-
jor changes of the characteristics of the described function.
Hence, in the second case of the example mentioned above,
we would simply generate test-data around an expected dis-
continuity, that is not there. As we pursue an automated
approach to testing, this case does not do much harm.
However, in the third case, we might miss to generate test-
data for interesting points inside the partition. We can apply
the techniques described in Section 3 inside the partitions
to overcome this drawback.
Interesting points of a function can occur, if
1. the function is defined in terms of different functions
for different intervals of the domain, as in case one in
Table 5,
2. the interesting points can be deduced from the way
expression that describes the function is constructed,
3. we get extra information, consisting of the sets C, L
and U .
For the first case, we will partition the input domain, such
that each partition of the input domain will trigger only one
of the constituent functions. In case of tabular expressions,
we described this method in Definition 6. The second case
can be tackled by the approaches described in the previous
section, the third case is trivial.
Hence, with knowledge of the input domain and a com-
puter algebra system, we can analyse the functions for in-
teresting points, and further split the input domain around
them.
It is easy to see, that the partitioning of the input do-
main of a tabular expression is not a one-step process, but
has to be applied iteratively. In the first step, the input
domain is partitioned into sub-domains, such that for each
sub-domains the (set of) subexpression(s) that is selected
for evaluation is the same. Consecutively, each of the ex-
pressions associated with each partition has to be checked.
1. The expression can be a tabular expression itself. In
this case, the identified partition of the input domain
has to be further partitioned.
2. The expression can contain a composite function and
has to be checked further.
3. The expression can be a conditional. In this case, it
should be formulated by means of a tabular expression,
and case 1 applies.
This sequence of steps is repeated, until for each partition
there is exactly one expression, that is not a tabular expres-
sion and there are no interesting points within the partition.
Thus, we can guarantee that we do not miss any interesting
points, while, as mentioned above, some of the partitions of
the input domain might be equivalent to others, with respect
to the expression selected for evaluation.
Due to the definition of our partitioning technique we can
assume that for each partition Ij there exists exactly one
term tj that is evaluated in order to compute the value of
t.
5. FURTHER WORK
The work introduced here is still work in progress, so fur-
ther research is required. Based on the partitioning of the
input data that is calculated by our technique we can use
extreme values [3, 11] or statistical techniques like usage
models [14] that have to be investigated further.
These efforts should eventually lead into the development
of a tool that is able to use a tabular specification of a func-
tion, if necessary some kind of usage model, and eventu-
ally creates a set of test-cases to test a component until the
probability of errors occurring in the actual use falls under
a certain user defined threshold.
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