For the nonlinear hyperbolic equation u (2, 1) = f x, t, u, u (1,0) , u (2, 0) , u (0, 1) , u (1, 1) problems on bounded solutions in a half strip and in a strip are studied. Unimprovable conditions of local and global solvability and unique solvability of these problems are established. 
Statement of the problem and main results
Let I ⊂ R be a compact interval containing zero and −∞ < a < b < +∞. For the nonlinear hyperbolic equation u (2, 1) = f x, t, u, u (1, 0) , u (2, 0) , u (0, 1) , u (1, 1) ( u(x, 0) = ϕ(x), u (1, 1) (a, t) = ψ 1 (t), u (1, 1) and the strip R × I , u(x, 0) = ϕ(x), sup u (2, 0 ) (x, s) + u (0,1) (x, s) : x ∈ R, s ∈ I t < +∞.
(1. Global and local solvability of problems (1.1), (1.3 k ) (k = 1, 2, 3) are defined similarly. The linear cases of Eq. (1.1) arise in study of nonsteady simple shearing flow of second order fluids (cf. [2, 3, 14] ) and also in the theory of seepage of homogeneous fluids through fissured rocks [1] .
In [1] problems (1.1), (1.3 1 ) and (1.1), (1.3 2 ) are considered, where (1.1) is a linear equation with coefficients independent of t. In [4] problem (1.1), (1.2 1 ) is considered in the case, where (1.1) is a linear equation of the special form.
In the present paper we develop a uniform method of investigation of the above-mentioned problems, which will allow us to obtain optimal sufficient conditions of solvability and unique solvability of these problems and sharp a priori estimates for their solutions as well. This method is a modification of the method developed in [8] [9] [10] [11] for studying initial-boundary value problems for second order hyperbolic systems.
Throughout the paper we will use the following notation:
C(J ) and C(Ω), respectively, are the Banach spaces of continuous functions z : J → R and u : Ω → R, with the norms
C m (J ) is the Banach space of m-times continuously differentiable functions z : I → R, with the norm
C m,n (Ω) is the Banach space of functions u : Ω → R, having continuous partial derivatives u (j,k) (j = 0, . . . , m; k = 0, . . . , n), with the norm
If l > 0, δ > 0 and η 0, then set
Let m ∈ {0, 1, 2} and n ∈ {0, 1}. We say that a continuous function hold on the set R × I × R 5 . Then: 
Then: On the basis of Theorem 1.1 from [12] it is easy to show that problem (1. All of the conditions (1.6), (1.7), (1.10) and (1.11) are optimal and they cannot be weakened. Weakening of condition (1.6) may result in a blow-up of a solution at some t 0 ∈ I . Without condi-tion (1.11) the problem under consideration may have multiple solutions. Appropriate examples can be easily constructed.
It is more interesting to observe what happens if either of conditions (1.7) and (1.10) is violated.
for which all of the conditions of Theorem 1.2, except (1.7) hold. Assume that this problem has a classical solution u. Then for sufficiently small t 0 we will have
By t * denote the supremum of all t 0 ∈ (0, 1] for which the latter inequality holds. For arbitrarily fixed t ∈ [0, t * ) introduce the function
where g(x) = arctan(u(x, t)) > 0 for −1 x 1. Therefore y(x) ≡ 0 and, consequently,
Hence, in view of definition of t * , we have t * = 1,
In view of these inequalities there exists t 1 ∈ (1, 2] such that
But the latter inequality contradicts to the periodicity of u (0,1) with respect to the first argument. Note that in the rectangle 
and, consequently, is discontinuous on
On the other hand, if ϕ(x) ≡ 0, then problem (1.23) has an infinite dimensional set of classical solutions of the form
where t 0 ∈ [0, 1], and also has an infinite dimensional set of nonclassical almost everywhere solutions of the form
where θ : [−1, 1] → {−1, 1} is an arbitrary nonconstant measurable function.
In the present paper we deal with classical solutions only, and do not consider almost everywhere solutions from Sobolev spaces. The reason for this is that under the conditions of Theorems 1.2 and 1.3 every such solution is necessarily a classical solution.
Auxiliary statements

Lemma on unique solvability of boundary value problems for second order differential inequalities
For the differential inequality 
and on the infinite intervals [a, +∞) and R consider the problems
By a solution of inequality on the interval I ⊂ R we understand a twice continuously differentiable function z : I → R satisfying (2.1) at every point of I . For any k ∈ {1, 2, 3} problem (2.1), (2.2 k ), as well as problem (2.1), (2.3 k ) , has only a trivial solution.
Lemma 2.1.
Proof. Consider problem (2.1), (2.2 1 ) (problem (2.1), (2.3 1 ) ) and assume that it has a nontrivial solution z. Then there exists x 0 > a such that
Without loss of generality we may assume that
Then from (2.1) we get
and, consequently, 
Lemmas on estimates of solutions to second order differential inequalities
Consider the differential inequality
where l and q are nonnegative constants.
Lemma 2.2. Let on the interval [a, b] inequality (2.4) have a solution z satisfying the condition
Then by condition (2.5) and Landau-Hadamard inequality (see [5] ) we have
Hence by (2.4) and (2.5), it follows that
Hence it is clear that
Consequently estimate (2.6) is valid. 2
Lemma 2.3. Let on [a, +∞) (on R) the differential inequality (2.4) have a solution z satisfying condition (2.5). Then the inequality
holds on [a, +∞) (on R).
Proof. By Lemma 2.2, for an arbitrary b ∈ (a, +∞) (for arbitrary a ∈ R and b ∈ (a, +∞)) inequality (2.6) holds. If in this inequality we pass to the limit as b → +∞ (as a → −∞ and b → +∞), then we arrive at inequality (2.7) on [a, +∞) (on R). 2
Lemmas on unique solvability of boundary value problems for second order nonlinear differential equations
Consider the nonlinear differential equation 10 3 ) and on the infinite intervals [a, +∞) and R consider the problems
and problem (2.3 3 ). For arbitrarily fixed l 0 and δ > 0 set 
Lemma 2.4. Let there exist constants δ > 0, l 0 and q 0 such that the conditions
Proof. First let us prove that for arbitrary k ∈ {1, 2, 3} problem (2.8), (2.10 k ) has at most one solution. Let z 1 and z 2 be arbitrary solutions to this problem, and ρ > 0 be large enough for inequalities 
Then
By means of the transform z = ζ + ζ k (x), problem (2.8), (2.10 k+1 ) for k = 1 is reduced to the problem
and for k = 2,
Then, by (2.13), (2.14) and (2.19), for every k ∈ {1, 2} we have
Hence, by previously well-known results on solvability of nonlinear boundary value problems (see, e.g., [6, Theorem 8.3 and Corollary 10.1]) it follows that for every k ∈ {1, 2} problem (2.20 k ), (2. 21 k ) has a solution ζ satisfying the inequality 
On the other hand, by (2.14), z is a solution of the differential inequality (2.4 
and 3 3 ) ). By condition (2.14), these functions are bounded solutions to differential inequality (2.4) on [a, +∞) (on R). By Lemma 2.3, z 1 and z 2 are also bounded on [a, +∞) (on R). Consequently, there exists ρ > 0 such that inequality (2.16) holds on [a, +∞) (on R). By (2.9), (2.13) and (2.14), the function z( 
space C 2,1 (R × I ) and is a solution of problem (1.1), (1.3 3 ) . Consequently, our goal is to show that the operator W has a unique fixed point in C 2,0 (R × I ).
. Then for arbitrarily fixed t ∈ I the function
is a solution of the problem
Besides, the function p satisfies condition (2.13) on the set R × I and
By Lemma 2.5, the function ζ admits the estimate
In the space C 2,0 (R × I ) introduce a new equivalent norm
Then in view of (2.26) and (2.27), for arbitrary u i ∈ C 2,0 (R × I ) (i = 1, 2) we have
Consequently, W is an operator of contraction, and by Banach's theorem, it has a unique fixed point in C 2,0 (R × I ). 2
Proofs of the main results
Theorems 1.1-1.3 will be proved on the basis of Lemmas 2.4-2.6. We will prove these theorems for problem (1.1), (1.3 3 ) only, since for the rest of the problems they can be proved in much the same way.
Proof of Theorem 1.1. Let u be a solution of problem (1.1), (1.3 3 ) . Then by condition (1.3 3 ) and the above mentioned Landau-Hadamard lemma, we have
For an arbitrarily fixed t ∈ I set
Then it is clear that z is a solution of problem (2.8), (2.3 3 ). On the other hand, by conditions (1.5)-(1.7) and (3.1), the function p satisfies conditions (2.9), (2.13) and (2.14), where
By Lemma 2.5, z admits estimate (2.22 3 ). Therefore
On the other hand, by conditions (1.6) and (3.1), we have
Taking into account (1.4) and (2.12), from the latter two inequalities we obtain
and therefore
Hence, by Gronwall's lemma, we have
In view of the latter inequality and notation (1.4), estimate (1.9 3 ) follows from (3.3). 2
Proof of Theorem 1.2. Let
f o rs 2ρ. 6) and consider the differential equation u (2, 1) =f x, t, u, u (1, 0) , u (2, 0) , u (0, 1) , u (1, 1) . First consider the case, where conditions (1.6), (1.7), (1.10) and (1.11) hold. Then, as it was shown above, the functionf satisfies conditions (3.10)-(3.12). However, by Lemma 2.6, these conditions guarantee unique solvability of problem (3.7), (1.3 3 ) . Now we pass on to the case, where conditions (1.6), (1.7) and (1.10) hold only. Let B be a Banach space of functions u : R × I → R continuous together with u (1, 0) and satisfying the condition
and let
where
and |I | is the length of I . 
z(l, δ)(s) ds ρ for x ∈ R, t ∈ I (ε).
In view of this estimate and equalities (3.5) and (3.21), it is clear that the function u is a solution of problem (1.1), (1.3 3 ) on the set R × I (ε). 2
