Abstract. Assuming a unitarily invariant norm ||| · ||| is given on a two-sided ideal of bounded linear operators acting on a separable Hilbert space, it induces some unitarily invariant norms ||| · ||| on matrix algebras M n for all finite values of n via |||A||| = |||A ⊕ 0|||.
Introduction
The Grüss inequality [11] , as a complement of Chebyshev's inequality, states that if f and by Banić, Ilišević and Varošanec [3] . Renaud [18] gave matrix analogue of Grüss inequality by replacing integrable functions by normal matrices and the integration by a trace function as follows: Let A, B be square matrices whose numerical ranges are lying in the circular discs of radii r and s, respectively. Then for a matrix X of trace one, |tr(XAB) − tr(XA)tr(XB)| ≤ krs , where 1 ≤ k ≤ 4. If A and B are normal, then k = 1. Another Grüss type inequality involving the trace functional is given by Bourin [7] . Perić and Rajić [15] extended the result of Renaud by showing that if Φ is a unital completely bounded linear map from a unital C * -algebra A to the C * -algebra of bounded operators on some Hilbert space H , then
for every A, B ∈ A , where W 1 (·) = {ϕ(·) : ϕ is a state of A } denotes the generalized numerical range and Φ cb = sup n Φ n . This result was extended by Moslehian and Rajić [16] for n-positive linear maps (n ≥ 3). In addition, Jocic, Krtinic and Moslehian [13] presented a Grüss inequality for inner product type integral transformers in norm ideals.
Also, several operator Grüss type inequalities are given by Dragomir in [9] by utilizing the continuous functional calculus and spectral resolution for self-adjoint operators.
In this paper, we present a general Grüss inequality for unital completely positive maps and unitarily invariant norms. Further we get a similar inequality for certain n-positive maps in the setting of full matrix algebras by emplying some matrix tricks. We also give a Grüss operator inequality in the setting of C * -algebras of arbitrary dimension and apply it to inequalities involving continuous fields of operators.
Preliminaries
Let B(H ) be the C * -algebra of all bounded linear operators on a complex (separable)
Hilbert space (H , ·, · ) and I be its identity. Whenever dim H = n, we identify B(H ) with the the full matrix algebra M n of all n × n matrices with entries in the complex field C and denote its identity by I n . We write A ≥ 0 if A is a positive operator (positive semidefinite matrix) in the sense that Ax, x ≥ 0 for all x ∈ H . Further, A ≥ B if A and B are self adjoint operators and A − B ≥ 0. Let K(H ) denote the ideal of compact operators on
in decreasing order and repeated according to multiplicity. If A ∈ M n , we take s k (A) = 0 for k > n.
Denote by c 0 the set of complex sequences converging to zero. Consider the set c F ⊆ c 0 of sequences with finite non-zero entries. For a ∈ c 0 , denote ⌊a⌋ = (|a n |) n∈N ∈ c 0 . Following [10, Section III.3] , a symmetric norming function (or symmetric gauge function for matrices [4, p. 86] ) is a map g : c F → R satisfying the properties (i) g is a norm on c F ;
(ii) g(a) = g(⌊a⌋) for every a ∈ c F ;
(iii) g is invariant under permutations.
For a = (a i ) ∈ c 0 , let us define g(a) = sup n∈N g(a 1 , . . . , a n , 0, . . .) ∈ R ∪ {+∞}. Throughout the paper we assume that a unitarily invariant norm ||| · ||| is given on a twosided ideal of bounded linear operators acting on a separable Hilbert space and then the norms ||| · ||| on matrix algebras M n for all finite values of n are induced by it via
Thus we indeed deal with a system of unitarily invariant norms {|||·||| s } on algebras M s , s ≤ N or on all algebras M s , s ≥ 1 satisfying the relation |||A||| s = |||A ⊕ 0 (t−s)(t−s) ||| t , A ∈ M s , t > s between norms of matrices of different sizes.
The unitary orbit of an operator A is defined as the set of all operators of the form UAU * , where U is a unitary. The diameter of the unitary orbit is
where ∆(A, CI) = inf λ∈C A − λI is the · -distance of A from the scalar operators; see [19] .
A linear map Φ : A → B between C * -algebras is called positive if Φ(A) ≥ 0 whenever A ≥ 0 and is called unital if Φ preserves the identity in the case that both C * -algebras A , B are unital. Without any ambiguity we denote the identity of a C * -algebra A by I as well.
It follows from the linearity of a positive map that Φ(A * ) = Φ(A * ) for any A ∈ A . Let M n (A ) denotes the n × n block matrix with entries from A . Each linear map Φ :
We say that Φ is n-positive if the map Φ n is positive and Φ is completely positive if the maps 
Grüss inequality for the finite dimensional case
To achieve our main result we need the following well-known lemmas. The first lemma is an immediate consequence of the min-max principle and the Ky Fan dominance theorem.
The next lemma gives an estimate of |||K||| when K is a contraction, i.e. a matrix of operator norm less than or equal one.
Lemma 3.2. Let |||.||| be a unitarily invariant norm on M n . If K is a contraction, then
Proof. It follows from Lemma 3.1 (ii) that
The two next lemmas deal with the positivity of block matrices. The next lemma is known as Horn's Theorem.
The celebrated Therefore we deduce that We are ready to establish our first main result. The first part is a Kantorovich additive type inequality and the second is a Grüss type one.
Theorem 3.6. Let A be a finite dimensional C * -algebra of dimension k and Φ : A → M n be a unital completely positive map. Then
Proof. (i) By using the Stinespring dilation theorem the positivity of
will follow once we prove the positivity of
As V is an isometry, we have V V * ≤ I dim(K ) . It follows from Lemma 3.3 that
3)
The positivity of (3.2) follows by pre-multiplying ( Utilizing the Stinespring theorem we have
Note that I dim(K ) − V V * is a projection and π is a * -homomorphism, hence
(since eigenvalues of matrices XY and Y X are the same) . for all k = 1, 2, . . . , n and λ ∈ C. Since the weak log-majorization inequality implies the weak majorization inequality (cf. [21, Theorem 10.15]), we get from (3.4) that
Thus, by using Lemma 3.1 (ii), we reach
(ii) Since (3.1) is positive, by Lemma 3.4, there exists a contraction K ∈ M n such that
It follows that
(by Lemma 3.1 (ii))
The result follows by replacing A * by A in the last inequality.
As a consequence we get the following Grüss inequalities for some known unitarily invariant norms.
Corollary 3.7. If Φ : M m → M n is a unital completely positive map, then
and
Proof. First observe that dim(M m ) = m 2 . Second note that the operator norm · and the Schatten p-norm · p whenever p ≥ 1 are unitarily invariant norms as well as
for every positive integer k ≥ 1. It is now sufficient to use Theorem 3.6.
If A is self-adjoint, with mI ≤ A ≤ MI for some real numbers m, M, then
As a consequence of Theorem 3.6 we have the following result. 
In [16] we estimate the operator norm of Φ(AB) − Φ(A)Φ(B) for an n-positive linear map Φ. Now we estimate any its unitarily invariant norm. We need the next two lemmas. The first is an equivalent version of Lemma 3.4. Proof.
Now we ready to extend the main theorem [16] in some directions by using some matrix tricks. 
As A is Hermitian, the unital C * -algebra C * (A, I m ) generated by A and the identity I m is commutative. Hence the restriction of Φ to C * (A, I m ) is a unital completely positive map.
Thus Theorem 3.6 (i) gives us the inequality
A similar formula is valid for B instead of A. Now the same reasoning as in the proof of Theorem 3.6 (ii) along with (3.6) shows that the inequality
holds for any Hermitian matrices A, B and any 3-positive map Φ.
Second let A and B be arbitrary and Hermitian matrices, respectively. Applying inequality 
for all λ, µ ∈ C. Thus
Remark 3.12. It is remarked that Theorem 3.11 is not true if Φ is supposed to be unital does not hold for the operator norm. The case when 2 < η < 12 remains unsolved.
Grüss inequality for the case of arbitrary dimension
A variant of the following lemma can be found in [17, Lemma 4.1] . We, however, prove it for the sake of completeness. Recall that the ball of diameter [x, y] in a normed space E is the set of all elements z ∈ E such that z − (x + y)/2 ≤ (x − y)/2 . Then
Proof. For any complex number c ∈ C, we have
The assumption of lemma implies that
It follows from (4.1) and (4.2) that
Remark 4.2. The geometric property that A ∈ A belongs to the ball of diameter [mI, MI] in Lemma 4.1 is equivalent to the fact that
We are ready to state our second main result. It should be notified that it is an operator inequality of Grüss type while inequality (ii) in Theorem 3.6 provides a Grüss norm inequality. 
Proof. Let us use the notation in Theorem 3.6. Using the positivity of block matrix (3.2) and Lemma 3.9, we get
where the first and the third inequalities follow from Lemma (4.1) by taking the positive linear map Φ(X) = V * π(X)V , where V is the isometry in the Stinespring theorem. Hence
Now the use of the Stinespring theorem yields
Replacing A * by A in the latter inequality gives us the desired inequality. 
Let A be a unital C * -algebra and let T be a locally compact Hausdorff space. Let C(T, Thus it is a conditional expectation and so it is completely positive. Applying Theorem 4.3
we reach to the following result. In the discrete case T = {1, · · · , n} we get 
