Abstract-We consider network coding for a noiseless broadcast channel, where each receiver demands a subset of the messages available at the transmitter and is equipped with noisy side information in the form of an erroneous version of the message symbols it demands. We view the message symbols as elements from a finite field and assume that the number of symbol errors in the noisy side information is upper bounded by a known constant. This communication problem, which we refer to as broadcasting with noisy side information (BNSI), has applications in the re-transmission phase of downlink networks. We derive a necessary and sufficient condition for a linear coding scheme to satisfy the demands of all the receivers in a given BNSI network, and show that syndrome decoding can be used at the receivers to decode the demanded messages from the received codeword and the available noisy side information. We represent BNSI problems as bipartite graphs, and using this representation, classify the family of problems, where linear coding provides bandwidth savings compared to uncoded transmission. We provide a simple algorithm to determine if a given BNSI network belongs to this family of problems, i.e., to identify if linear coding provides an advantage over uncoded transmission for the given BNSI problem. We provide lower bounds and upper bounds on the optimal codelength and constructions of linear coding schemes based on linear error correcting codes. For any given BNSI problem, we construct an equivalent index coding problem. A linear code is a valid scheme for a BNSI problem if and only if it is valid for the constructed scalar linear index coding problem.
I. INTRODUCTION
T HE problem of broadcasting messages in the presence of receiver side information has gained considerable attention in the literature, for example see [1] - [7] . Most of the problem scenarios considered in the literature assume each receiver to possess a portion of the transmitted messages as prior knowledge. In this paper we consider a broadcast scenario where each receiver possesses an erroneous version of the message symbols that it demands from the transmitter. Suppose a transmitter desires to transmit a block of n messages x = (x 1 , x 2 , . . . , x n ) through a noiseless broadcast channel to m users where each user is interested in a subset of the n messages. Let X i ⊆ {1, 2, . . . , n} be the index set of the messages of interest to the i th user, i.e., the message vector demanded by i th user is x X i = (x j | j ∈ X i ). An erroneous version of the message vector x X i , denoted by x e X i is available to i th user as its side information, where x e X i = x X i + i . The vector i is the error vector corresponding to i th user and its value is not known to the transmitter or any of the receivers. We assume that its Hamming weight wt( i ) is upper bounded by some constant integer δ s , which means that the actual demanded message differs from the side information in at the most δ s positions. The aim of the transmitter is to transmit a codeword with as small a codelength as possible such that each receiver can recover its own demanded message vector using the codeword and its side information.
We refer to this problem as Broadcasting with Noisy Side Information (BNSI).
Wireless broadcasting has several applications including cellular and satellite communications, wireless sensors networks and digital TV broadcasting. A motivating application of the BNSI problem is to model the re-transmission phase of downlink communication channels at the network layer. Suppose during the initial broadcast phase each receiver of a downlink network decodes its demanded message packet erroneously (such as when the wireless channel experiences outage). Instead of discarding this decoded message packet, the erroneous symbols from this packet can be used as noisy side information for the re-transmission phase. The number of channel uses required for the re-transmission phase can be reduced by intelligently coding the message symbols at the network layer provided the number of symbol errors present in the noisy side information is sufficiently small.
Consider the example scenario shown in Fig. 1 . The transmitter is required to broadcast 4 message symbols x 1 , x 2 , x 3 , x 4 taking values from the binary field F 2 to 3 users. Each user requires a subset of the message symbols, for example, User 1, User 2 and User 3 demand x X 1 = (x 1 , x 2 , x 3 ), x X 2 = (x 2 , x 3 , x 4 ) and x X 3 = (x 1 , x 3 , x 4 ), respectively. Suppose during the initial transmission the broadcast channel is in outage, as experienced during temporary weather conditions in satellite-to-terrestrial communications. As a result, at each user, one of the message symbols in the decoded packet is in error. Based on an error detection mechanism all the users request for a re-transmission. Suppose the transmitter attempts a retransmission when the channel conditions improve. Instead of retransmitting each message symbol individually, which will require 4 symbols to be transmitted, the transmitter will broadcast the coded sequence c c c = (x 1 + x 4 , x 2 + x 4 , x 3 + x 4 ) ∈ F 3 2 consisting of 3 symbols, as shown in Fig. 1 . Upon receiving the coded sequence each user can correctly retrieve its own demanded message symbols using the erroneous version that it already has. In order to show that successful decoding is possible, we now explicitly provide the decoding technique at User 1. The decoding at other users follows a similar procedure. User 1 has erroneous side-information x Since the arithmetic is over F 2 , the symbols p 1 , p 2 , q 1 , q 2 and the components of the error vector 1 are related as p 1 + q 1 = 1 (1) + 1 (2) and p 2 + q 2 = 1 (2) + 1 (3) .
The values of p 1 + q 1 and p 2 + q 2 for all possible error patterns 1 over F 2 with wt( 1 ) ≤ 1 is given in the following table.
From the above table we conclude that User 1 can uniquely identify the error vector 1 from the values of p 1 + q 1 and p 2 + q 2 , and can retrieve its demand as x X 1 = x e X 1 − 1 . Thus by using a carefully designed code the transmitter is able to reduce the number of channel uses in the retransmission phase.
A. Related Work
One of the most well studied problems related to broadcasting messages with receiver side information is Index coding [6] , first introduced by Birk and Kol [7] as Informed Source Coding On Demand (ISCOD) . Index coding problem considers the scenario of transmitting messages through a noiseless broadcast channel to a number of users where each user is equipped with a subset of the transmitted messages as prior knowledge and demands another subset of the transmitted messages. At each receiver, the subset of side information messages and the subset of demanded messages are disjoint. Several results on index coding are available based on algebraic and graph theoretic formulations [8] - [17] .
Several studies have considered broadcasting scenarios with variations in the structure of side information and demanded messages in index coding. For example, Kao et al. [18] assume that the transmitter knows only the number of side information symbols present at each receiver, [19] assumes that each receiver demands any t symbols apart from its side information. The problem studied in [20] considers index coding when the side information at each receiver is noisy. While the broadcast scenario in the classical index coding problem is noise free, [20] - [24] study index coding problem under noisy broadcast conditions.
The main difference between the problem scenario considered in this paper and the aforementioned work lies in the configuration of the side information messages. All the previous studies achieve bandwidth savings by requiring each receiver to know a subset of messages that it does not demand from the source. In contrast, the communication scenario considered in this paper assumes that each receiver knows a noisy version of its own demanded messages only. Hence at each receiver, the subset of side information messages and the subset of demanded messages are same whereas these two subsets are disjoint for the aforementioned problems in literature.
In Section VII-B of this paper, using an explicit construction, we prove that for every BNSI problem there exists an equivalent scalar linear index coding problem. Further, we show that not every scalar linear index coding problem is equivalent to a BNSI problem, i.e., BNSI problems are a strict subset of the set of all scalar linear index coding problems.
Our results in Section VII-B allow one to use any known coding technique for the equivalent scalar linear index coding problem to solve the given BNSI problem. However, the number of users in the equivalent index coding problem is considerably larger than that of the BNSI problem, resulting in equivalent index coding problems that are far more complex than the corresponding BNSI problems. It is generally believed that constructing good index codes is difficult. It is also known that the optimal solution to scalar linear index coding problems is equivalent to computing the min-rank of the side information graph or hypergraph representing the problem [6] , [29] , which is known to be NP-hard [30] . This provides a strong motivation for in-depth study of the BNSI problem as an independent problem. The techniques proposed in our paper exploit the structure inherent in BNSI networks, and provide a direct and elegant approach to solve BNSI problems.
B. Contributions and Organization
We view broadcasting with noisy side information as a coding theoretic problem at the network layer. The main contributions of this work are the following,
1) Encoding and Decoding (Sections III and IV):
In this paper, we consider linear coding schemes for the BNSI problem and provide a necessary and sufficient condition for a linear code to meet the demands of all the receivers in the broadcast channel (Theorem 1, Corollaries 1 and 2, Section III). Given a linear coding scheme for a BNSI problem, we show how each receiver can decode its demanded message from the transmitted codeword and its noisy side information using the syndrome decoding technique (Section IV). We also consider the code design problem when the broadcast channel is noisy (Section VIII).
2) Characterization of BNSI Networks Where Linear Coding Provides Savings in Transmission (Section V):
We provide an exact characterization of the family of BNSI problems where the number of channel uses required with linear coding is strictly less than that required by uncoded transmission (Theorem 2, Section V-B). We provide a simple algorithm to determine if a given BNSI network belongs to this family of problems using a representation of the problem in terms of a bipartite graph (Algorithm 2, Section V-C).
3) Bounds on Optimal Codelength and Code Constructions (Section VI):
We provide two lower bounds on the optimal codelength of linear coding schemes for BNSI problems, one is based on the size of the demanded message set of each user (Section VI-A1) and the other based on the graphical representation of BNSI problems (Section VI-A2). We describe a construction of linear coding schemes for BNSI problems based on the parity check matrix of linear error correcting codes (Section VI-B1). We also provide code constructions based on partitioning a BNSI problem into several sub problems (Section VI-B2, VI-B3) similar to the cycle covering scheme [16] and the partition multicast scheme [13] for index coding. Each construction also provides an upper bound on the optimal codelength of BNSI problem.
4) Relation to the Index Coding Problem (Section VII):
Finally we show that each BNSI problem is equivalent to an index coding problem in the following sense: a linear code is a valid coding scheme for a BNSI problem if and only if it is valid for the equivalent scalar linear index coding problem (Theorem 9, Section VII-B). The set of all linear BNSI problems forms a strict subset of the set of all scalar linear index coding problems. A lower bound on the optimal codelength of a BNSI problem is also derived from its equivalent index coding problem. Following an approach suggested by an anonymous reviewer, we construct another index coding problem from BNSI problem assuming that the positions of the erroneous side-information symbols are known at each receiver and derive a lower bound on the optimal codelength of the BNSI problem using this formulation (Section VII-C).
This paper starts with the system model of BNSI problem and few relevant definitions in Section II. Conclusions are drawn at the end of this paper in Section IX.
Notation: Matrices and row vectors are denoted by bold uppercase and lowercase letters, respectively. For any positive integer n, the symbol [n] denotes the set {1, . . . , n}. The Hamming weight of a vector x is denoted as wt(x). The symbol F q denotes the finite field of size q, where q is a prime power. The n × n identity matrix is denoted as I n . For any matrix L ∈ F n×N q , rowspan{L} denotes the subspace of F N q spanned by the rows of L, and L T is the transpose of L.
II. SYSTEM MODEL AND DEFINITIONS
Suppose a transmitter intends to broadcast a vector of n information symbols from a finite field F q denoted as x = (x 1 , x 2 , . . . , x n ) ∈ F n q to m users or receivers denoted as u 1 , u 2 , . . . , u m . The demanded information symbol vector of i th user u i is denoted as
is the demanded information symbol index set of the i th user. The m-tuple X = (X 1 , X 2 , . . . , X m ) represents the demands of all the m receivers in the broadcast channel. The erroneous version of the demanded information symbol vector available as side information at user u i is denoted as x
q . We will assume that the noisy side information x e X i differs from the actual demanded message vector x X i in at the most δ s coordinates, i.e., x e X i = x X i + i , where the noise
and wt( i ) ≤ δ s . The transmitter and all the receivers are assumed to know the value of δ s and X , but not the exact realization of the noise vectors 1 , . . . , m . We have assumed that the upper bound on the number of errors present in the side information of each user, i.e., δ s is same for all users. However, if we consider that the upper bound on the number of errors present in the side information of each user is different, i.e., the number of errors in the side information of i th user, i ∈ [m] is at the most δ s i , all the results will still hold if we consider δ s = max i∈ [m] δ s i .
The coding problem considered in this paper is to generate a transmit codeword c = (c 1 , . . . , c N ) ∈ F N q of as small a length N as possible to be broadcast from the transmitter such that each user u i , i ∈ [m], can correctly estimate its own demanded message x X i using the codeword c and the noisy 
satisfying the following property
for every x ∈ F n q and all i ∈ F
with wt( i ) ≤ δ s . The aim of the code construction is to design a tuple
. . , D m ) of encoding and decoding functions that minimizes the codelength N and to calculate the optimal codelength for the given problem which is the minimum codelength among all valid BNSI coding schemes. In this paper we will consider only linear coding schemes for the BNSI problem. By imposing linearity, we are able to utilize the rich set of mathematical tools available from linear algebra and the theory of error correcting codes to analyze the BNSI network.
Definition 2:
For a linear coding scheme, the codeword c = E(x) = xL, where x ∈ F n q and L ∈ F n×N q . The matrix L is the encoder matrix of the linear coding scheme. The minimum codelength among all valid linear coding schemes for the (m, n, X , δ s )-BNSI problem over the field F q will be denoted as either N q,opt (m, n, X , δ s ) or simply N q,opt if there is no ambiguity.
Note that the trivial coding scheme that transmits the information symbols x 'uncoded', i.e., c = E(x) = x is a valid coding scheme since each receiver u i can retrieve the demanded message x X i directly from the received codeword. Further, this code is linear with L = I n . Thus, we have the following trivial upper bound on the optimum linear codelength
We now introduce a representation of the BNSI problem as a bipartite graph.
Definition 3:
The bipartite graph B = (U, P, E) corresponding to the (m, n, X , δ s )-BNSI problem consists of the node-sets U = {u 1 , u 2 , . . . , u m } and P = {x 1 , x 2 , . . . , x n } and the set of undirected edges E = {u i , x j } | i ∈ [m] and j ∈ X i . The set U denotes the user-set and P denotes the set of packets or the information symbol-set and E represents the demands of each user in the broadcast channel. Note that the degree of the user node u i in B equals |X i |.
Example 1: Consider the BNSI problem with n = 4 information symbols, m = 3 users, and user demand index sets X 1 = {1, 2, 3}, X 2 = {2, 3, 4}, X 3 = {1, 3, 4}. The bipartite graph B = (U, P, E) in Fig. 2 describes this scenario where
III. DESIGN CRITERION FOR THE ENCODER MATRIX
We now derive a necessary and sufficient condition for a matrix L ∈ F n×N q to be a valid encoder matrix for the (m, n, X , δ s )-BNSI problem over F q . This code design criterion is similar in spirit to the design criteria of valid encoder matrices for Error Correcting Index Codes (ECIC) and Generalized Error Correcting Index Codes (GECIC) problems given in [20] and [21] , respectively. We define I(q, m, n, X , δ s ) as the set of vectors z of length n such that wt(
When there is no ambiguity we will denote I(q, m, n, X , δ s ) simply as I. . Equivalently, the condition xL = x L should hold for every pair x, x ∈ F n q such that
Therefore, L is a valid encoder matrix if and only if xL = x L ∀x, x ∈ F n q such that
. The statement of the theorem then follows by using (2) . 
It is easy to check that ∀z ∈ I, zL = 0 because wt(z) is either 1, 2 or 3 and any 3 rows of L are linearly independent. Hence, the matrix L in (3) is a valid encoder matrix, and this coding scheme with codelength N = 3 saves 1 channel use with respect to the uncoded transmission. It can be verified that no 4 × 2 binary matrix satisfies the criteria of Theorem 1 for this problem, and hence, N 2,opt = 3. We now provide a restatement of Theorem 1 in terms of the span of the rows of submatrices of L. Towards this we first introduce some notation. 
The scenario where the broadcast channel is noisy is considered only in Section VIII where we derive a necessary and sufficient condition for a matrix L ec ∈ F n×N ec q to be a valid encoder matrix with codelength N ec for the (m, n, X , δ s ) BNSI problem that can tolerate up to δ c channel errors.
IV. SYNDROME DECODING We now propose a decoding procedure for linear coding schemes for an arbitrary (m, n, X , δ s )-BNSI problem which uses the similar concept of syndrome decoding for linear error correcting codes. Consider a code for the (m, n, X , δ s )-BNSI problem generated by a valid encoder matrix 
In order to remove the interference due to β β β, the receiver multiplies y T with H i to obtain the syndrome We are yet to address the problem of designing coding schemes that admit efficient low-complexity implementations of syndrome decoding.
Example 3: We now consider syndrome decoding at user u 1 for the BNSI problem of Example 1 with the binary (q = 2) encoder matrix L given in (3) in Example 2. For u 1 , we have
In this case, the rows indexed by β 1 = Y 1 = {4} form a basis for rowspan{L Y 1 }. A parity check matrix for rowspan{L β 1 } is
The value of A 1 T for all possible of weight at the most δ s = 1 is given in the following look up table.
Note that the syndrome A 1 T is distinct for each possible error vector .
Suppose x = (1 0 0 1), i.e., the message vector demanded by u 1 is x X 1 = (1 0 0). The transmitter will transmit the codeword c = xL = (0 1 1). Suppose user u 1 has the erroneous demanded information symbol vector x e X 1 = (1 0 1), i.e., 1 = (0 0 1). User u 1 will calculate the syndrome
Using the syndrome look up table, the decoder will output 1 = (0 0 1) as the estimated error vector. This is subtracted from x e X 1 = (1 0 1) to obtain the estimate (1 0 0) of the demanded message x X 1 .
V. CHARACTERIZATION OF NETWORKS WITH N q,opt < n
We remarked in Section II that uncoded transmission L = I n is a valid linear coding scheme where number of channel uses N is equal to the length n of the message vector. It is important to identify the subset of BNSI problems for which the uncoded transmission is optimal (i.e., N q,opt = n), or equivalently, characterize the family of networks where linear coding provides strict gains over the uncoded transmission (i.e., N q,opt < n). This will allow us to identify the key structural properties of BNSI problems that lead to performance gains through network coding and will be helpful in conceiving systematic constructions of explicit encoder matrices. Our characterization of BNSI networks for which the uncoded transmission is optimal is partly motivated by the characterization of the optimality of the uncoded transmission in Index Coding with Side-Information Errors (ICSIE) problems given in [20, Th. 4] .
A. Preliminaries
We now derive a few results based on which we formulate a necessary and sufficient condition for a BNSI problem to have
Proof: Follows immediately from Corollaries 1 and 2 using the fact that number of rows of L X i is not more than 2δ s , and using the observation that the rows of L X i are linearly independent and their span intersects trivially with the span of the rows of 
The vector of information symbols for the new problem is x [n]\X i = x Y i , and the number of message symbols is n = n − |X i |. The bipartite graph B = (U , P , E ) for the derived problem will consist of the user-set
Note that B is the subgraph of B induced by the nodes {x k |k / ∈ X i }, the edges E incident on these nodes and the corresponding user nodes U . 
Lemma 3: If L is a valid encoder matrix for
(m, n, X , δ s ) BNSI problem, then L Y i is a valid encoder matrix for (m , n , X , δ s ) BNSI problem. Proof: Considering the (m , n , X , δ s ) BNSI problem, for any j ∈ [m]\{i } we have, Y j = Y j ∩Y i ⊂ Y j and X j = X j ∩ Y i ⊂ X j . From Corollary 1, any non-zero linear combination of 2δ s or fewer rows of L X j does not belong to rowspan{L Y j }. Since rowspan{L Y j } ⊂ rowspan{L Y j } and L X j is a submatrix of L X j ,
2) A Simple Coding Scheme for a Family of BNSI Problems:
We will now provide a simple coding scheme with N = n − 1 for any such problem.
Let L ∈ F n×(n−1) q be such that its first (n − 1) rows form the identity matrix I n−1 and the last row is the all-one vector
Observe that any (n − 1) rows of L are linearly independent. We now show that L satisfies the condition in Theorem 1. For any z ∈ I, there exists an
Since any (n − 1) rows of L are linearly independent, zL = 0. This proves that L is a valid encoder matrix for this problem. We do not claim that this scheme is optimal, however, this scheme is useful in proving the main result of this section. The linear code in Example 2 is an instance of this coding scheme. 
B. Characterization of Networks
Proof: Let L be an optimal encoder matrix with N = N q,opt . Since (B) = φ, there does not exist a non-empty
. In particular, choosing C = [n] we deduce that there exists at least one user u i 1 
Removing the information symbols x X i 1 from the problem (m, n, X , δ s ), we obtain a derived BNSI problem (m (1) , n (1) ,
is a valid encoder for this problem. The bipartite graph B (1) of the derived problem is a subgraph of B. Since (B) is empty, it follows from the definition of that (B (1) ) is empty as well. Also, rank(L) = |X i 1 | + rank(L (1) ).
Since (B (1) ) is empty, the arguments used with the original problem B in the previous paragraph hold for the derived problem B (1) as well. Hence, there exists an
is a valid encoder matrix for the problem (m (2) , n (2) , X (2) , δ s ) derived from (m (1) , n (1) ,
The bipartite graph B (2) for this problem is a subgraph of B (1) , and hence, satisfies (B (2) 
We continue this process until the size of the information symbols-set is at the most 2δ s . Say this happens in the t th iteration. Then, the matrix
has at the most 2δ s rows, from Corollary 1, all the rows of L (t ) are linearly independent, and hence, rank(
We will now show that N q,opt = n only if (B) = φ.
Proof: Here we will provide a constructive proof where we will design a valid coding scheme with N < n. Since (B) is non-empty, there exists a non-empty
The proposed linear coding scheme partitions the transmit codeword c into two parts (c 1 c 2 ). The vector c 1 carries the symbols x [n]\C uncoded, i.e., c 1 = x [n]\C . When c 2 is broadcast, we will assume all the receivers know the value of x [n]\C . Thus, the problem of designing the second part of the code transmission, wherein the symbols x C must be delivered to the receivers, is identical to the BNSI problem
Thus, the demand set of every receiver in the problem B has cardinality at least 2δ s +1. By using the coding scheme of Section V-A2 for the problem B , we require a code length of |P | − 1 = |C| − 1 for the vector c 2 . Hence, the codelength N of the overall coding scheme is the sum of the lengths of c 1 and c 2 , i.e., N = n − |C| + |C| − 1 = n − 1. We conclude that N q,opt < n.
The main result of this section follows immediately from Lemmas 4 and 5. 
C. An Algorithm to Determine if (B) Is Empty
We now propose a simple iterative procedure given in Algorithm 2 which determines whether (B) = φ for a given bipartite graph B = (U, P, E). The idea behind Algorithm 2 is to find a non-empty subset P C ⊆ P for which each user-node in the subgraph induced by information symbol-set P C has degree either 0 or 2δ s + 1. The procedure in Algorithm 2 proceeds as follows Initialize B = (U, P, E), where U = U, P = P, E = E. 1. Check whether every user-node in U has degree at least 2δ s + 1 (It cannot be 0 because each user has a nonempty demanded information symbol index set). If true, then C = { j | x j ∈ P } ∈ (B) and (B) is non-empty. If false, proceed to Step 2. 2. Find a user-node u i with 1 ≤ deg(u i ) ≤ 2δ s . Modify the graph B by removing the packet nodes {x j | j ∈ X i } and all the edges incident on these packet nodes. Then, remove any user node with zero degree. If |P| ≤ 2δ s declare (B) = φ, else go to Step 1. The correctness of the algorithm follows from the observation that the subgraph of B obtained in Step 2 by removing the packet nodes {x j | j ∈ X i } has non-empty if and only if the set (B) of the original graph B is itself non-empty. This is due to the fact that any member of (B) will contain no elements from X i since the degree of u i is at the most 2δ s .
Complexity of Algorithm 2:
In each iteration, the algorithm will check the degree for each user node in the bipartite graph and if it finds a node with degree less than 2δ s then it removes that user node and all the associated information symbol nodes. If we start with m users then after first iteration we might be left with (m − 1) users. The process is continued till all the remaining user nodes have degree at least 2δ s +1. Hence in first iteration, the algorithm searches for one user node with degree less than 2δ s among m users, in second iteration the search will be among at the most (m − 1) users and so on. In the worst case, the iteration is continued till there is only one user remaining. So the total number of iterations could be at the most m
Hence the complexity is O(m 2 ). The worst case complexity for the Algorithm 2 is quadratic in the size of the user-node set of a given bipartite graph.
The worst case happens in the scenario m = n, and
. For this case the number of searches is m(m + 1)/2.
Example 4: Consider the scenario mentioned in Example 2. Applying Algorithm 2 we obtain {1, 2, 3, 4} ∈ (B), so N q,opt < n, i.e., N q,opt < 4. A valid encoding and decoding scheme over F 2 with codelength 3 for this scenario is given in Example 3. If we consider the following scenario where n = 5, m = 4, δ s = 1, X 1 = {1, 2, 3, 4}, X 2 = {4, 5}, X 3 = {1, 3, 5} and X 4 = {1, 2, 4}. Again applying Algorithm 2, we can conclude that for this scenario (B) = φ, therefore N q,opt = n = 5 and the uncoded transmission is an optimal linear scheme in this case.
VI. BOUNDS ON N q,opt AND SOME CODE CONSTRUCTIONS Until now we have not described any systematic construction of an encoder matrix L or any methodology for calculating the optimal codelength N q,opt for a general (m, n, X , δ s ) BNSI problem. In this section we will present some lower bounds on the optimal codelength N q,opt and constructions of encoder matrices L for (m, n, X , δ s ) BNSI problem. These constructions will provide upper bounds on N q,opt .
A. Lower Bounds on N q,opt
Here we will describe two lower bounds on N q,opt , one of them is based on the size of the demanded information symbol index set of each user in a given BNSI problem and the other will be characterized based on the set defined on a subgraph of the bipartite graph representing the BNSI problem. At first, we will derive a result that will help to obtain these lower bounds on optimal codelength described in the two subsequent sub-sections.
Consider a bipartite graph
. In other words, the (m , n , X , δ s ) BNSI subproblem is derived from the (m, n, X , δ s ) BNSI problem by deleting some information symbols from the information symbol set of the original BNSI problem.
Proof: In the (m , n , X , δ s ) BNSI subproblem, the size of the demanded information symbol index set for each user is reduced compared to the original BNSI problem. Consider a valid encoder matrix L with optimal codelength Proof: To derive the lower bound, first we will show that for any subgraph B of B induced by the information symbols indexed by X S and any min{2δ s , n − |X S |} of the remaining information symbols, the set (B ) = φ. Then from Theorem 2 the optimal codelength N q,opt (B ) over F q for the subgraph B will be |X S | + min{2δ s , n − |X S |}, and then using Lemma 6, we 
Now to show (B ) = φ, we will use Algorithm 2. At first Algorithm 2 will take the bipartite graph B as input and check whether the size of its information symbol set is greater than 2δ s or not. Now we can have 2 cases, Case I. S = φ or Case II. S = φ.
Case I: If S = φ, |X S | = 0. Then the size of the information symbol set is min{2δ s , n −|X S |} which is at the most 2δ s . As a result for this case (B ) = φ from Algorithm 2.
Case II:
Hence, the size of the information symbol set could be 2δ s + 1 or more. If so, the bipartite graph B will go through the iteration steps in the while loop in Algorithm 2. In each step, one user node with index from S and its associated demanded information symbols will be removed from the bipartite graph B since the degree of each of these user nodes is at the most 2δ s . After removing all the information symbols indexed with X S , the remaining number of packets present in the graph will be min{2δ s , n − |X S |} which is at the most 2δ s . Therefore the algorithm will conclude that (B ) = φ.
A lower bound on the optimal codelength based on the size of the receiver side-information for the problem of index coding with side-information errors is given in [20, Corollary 2] .
2) Lower Bound Based on the Set (B): Using Theorem 2, we now provide another lower bound on N q,opt of a BNSI problem. We are interested in a subset B ⊆ [n] such that the subgraph induced by x B ⊆ P denoted by B x B satisfies (B x B ) = φ. Suppose B max denotes such a B with largest size. Now the following lower bound holds.
Theorem 4: The optimal codelength N q,opt over F q of the (m, n, X , δ s ) BNSI problem satisfies,
Proof: From Theorem 2, we have that for any choice of B with (B) = φ, the optimal codelength for the BNSI problem represented by the subgraph induced by B is |B|. As B max denotes such B with largest size, we have (B x Bmax ) = φ. Now using Lemma 6, N q,opt (m, n, X , δ s ) ≥ |B max |.
Now, we will provide a comparison between the two lower bounds given in Theorems 3 and 4.
Lemma 7: Let
Proof: In the proof of Theorem 3, we have already shown that for any subgraph B of B induced by the information symbols indexed by X S and any of the remaining min{2δ s , n − |X S |} information symbols, the set (B ) = φ. Therefore these information symbols constitute a set B such that (B x B ) = φ. Since B max is a set of largest size among all choices of B with the property (B x B ) = φ the inequality in Lemma 7 holds.
From Lemma 7, we can remark that given an (m, n, X , δ s ) BNSI problem the lower bound on optimal codelength N q,opt found in Theorem 4 is at least as good as the lower bound found in Theorem 3. However the lower bound in Theorem 3 can be computed easily while we do not know of an efficient technique to compute |B max |.
Example 5: Consider the BNSI problem scenario mentioned in Example 1. For this problem scenario |X S | = 0, hence from Theorem 3 we have N q,opt ≥ min{2δ s , n} = 2. Also we can check that any subset of {1, 2, 3, 4} of size 3, i.e., {1, 2, 3}, {1, 3, 4}, {2, 3, 4}, serves as B max . So, from Theorem 4 N q,opt ≥ |B max | = 3. A valid encoding and decoding scheme over F 2 is given in Example 3 that meets this lower bound for this scenario. Further, this scheme can be easily generalized to any finite field F q . Hence, N q,opt = 3 for this problem for any F q .
B. Linear Code Constructions and Upper Bounds on Optimal Codelength
In this subsection, we describe two different types of linear code constructions for a given BNSI problem. First we will describe a linear code construction of a BNSI problem based on linear error correcting codes. Next we will provide linear code construction of a BNSI problem based on partitioning the BNSI problem into several BNSI subproblems similar to cycle covering [16] , [25] and the partition multicast [7] , [13] techniques proposed for index coding. We provide two code constructions based on partitioning, one is partitioning using the repetition code technique and another one is partitioning using MDS codes. Each code construction provides one upper bound on optimal codelength.
1) Linear Code Construction Using Error Correcting Codes:
Here, we describe a construction of a valid encoder matrix L for an (m, n, X , δ s ) BNSI problem based on linear error correcting codes over F q . Consider a parity check matrix H ∈ F (n −k )×n q of an [n , k ] linear error correcting code over F q where n , k denote the blocklength and the dimension of the code, respectively. Let d min be the minimum distance of the code. Then any set of (d min − 1) columns of H are linearly independent and at least one set of d min columns are linearly dependent [26] . Define η = 2δ s + max i∈ [m] |Y i |, where Y i is the index set of the messages that are not demanded by i th user in the (m, n, X , δ s ) BNSI problem. Now if d min ≥ η + 1, n = n and L = H T , the following lemma holds. Among all the linear error correcting codes over F q having blocklength n and d min = η + 1, the dimension k will be maximum for Maximum Distance Separable (MDS) codes if such an MDS code exists over F q . Suppose L is a valid encoder matrix for an (m, n, X , δ s ) BNSI problem constructed based on the transpose of a parity check matrix H of an MDS code over F q , where q ≥ n, having blocklength n = n and d min = η + 1. Then the dimension of the code
Lemma 8: If
where x + = max{x, 0}. Hence we have the following upper bound on optimal codelength.
Theorem 5: The optimal codelength N q,opt over 
where α is a primitive element in F 8 . The transpose of the parity-check matrix of this code is a valid encoder matrix for the BNSI problem. Note that using this MDS code we save 3 transmissions compared to the uncoded scheme and using Theorem 5 N q,opt ≤ 10 − 3 = 7.
2) Code Construction Based on Partitioning Using the Repetition Code Technique: Now we provide a code construction for an (m, n, X , δ s ) BNSI problem represented by the bipartite graph B = (U, P, E) based on partitioning the BNSI problem into several subproblems and using an encoder matrix derived from a parity check matrix of a Repetition Code over F 2 . This coding scheme is motivated by Cycle-Covering scheme for index coding [16] , [25] . For each element C ∈ (B), the subgraph induced by
Therefore we can use the simple coding scheme described in Section V-A2 i.e., we use an encoder matrix which is transpose of a parity check matrix of an [n C , 1] Repetition Code over F 2 on (m C , n C , X C , δ s ) BNSI problem to save one transmission compared to the uncoded transmission. Therefore the length of this code to transmit all the information symbols indexed by C ⊆ [n] over F q is |C| − 1. Now, for some integer K , let
Given such a collection of elements of (B), we design a valid coding scheme as follows. We apply the coding scheme described in Section V-A2 on each element C 1 , C 2 , . . . , C K i.e., for each C i , i ∈ [K ], we use an encoder matrix L i which is derived from a parity check matrix of a [|C i |, 1] Repetition Code, and transmit the information symbols indexed by the set R uncoded. The codelength for this scheme is
In the next lemma, we will show that choosing C 1 , C 2 , . . . , C K as disjoint, rather than allowing intersection, does not affect the minimum possible codelength N achieved through this technique.
Lemma 9: Let N be the codelength of the linear coding scheme based on the set
. . . , C K ∈ (B) such that K ≤ K and the codelength N of the linear coding scheme based on
From the set
. . , C K into two sets C and R as follows, if C i ∈ (B) where i ∈ [K ], we keep the set C i in the set C otherwise keep the set C i in the set R . Without loss of generality we assume that the first K sets,
Note that R and R are disjoint. Now we design a valid coding scheme as follows, we apply the coding scheme described in Section V-A2 on each element of C and send the information symbols indexed by the set R mod uncoded. Therefore the codelength for this scheme is
and thus
Hence the lemma holds. Now applying our designed coding scheme on disjoint elements of (B) we have the following upper bound on the optimal codelength N q,opt .
Theorem 6: Let C be a largest collection of disjoint elements of (B) for an (m, n, X , δ s ) BNSI problem. The optimal codelength N q,opt for the (m, n, X , δ s ) BNSI problem over any finite field F q satisfies N q,opt ≤ n − |C|.
Proof:
Applying the coding scheme mentioned in Section V-A2 on each element of C, we can save one transmission compared to the uncoded scheme. Thereby we can save |C| transmissions for the collection C.
Lemma 10: Let C = {C 1 , C 2 , . . . , C K } and i 1 ∈ C 1 , i 2 ∈ C 2 , . . . , i K ∈ C K be such that the subgraph B of the bipartite graph B induced by P = P \ {x i 1 , x i 2 , . . . , x i K } satisfies (B ) = φ. Then the optimal codelength N q,opt over any finite field F q satisfies N q,opt = n − |C|.
Proof: From Theorem 6 we have the upper bound on N q,opt . It remains to show that N q,opt ≥ n − |C|. The number of information symbols in B is n − |C|. As (B ) = φ, from Theorem 2 we have N q,opt (B ) = n − |C|. Now using Lemma 6 we have N q,opt (B) ≥ N q,opt (B ) = n − |C|.
Example 8: Consider a BNSI problem scenario where m = 4, n = 7, δ s = 1, X 1 = {1, 3, 5}, X 2 = {2, 4, 6}, X 3 = {1, 3, 5, 7}, X 4 = {2, 4, 6, 7}. For this problem C = {{1, 3, 5}, {2, 4, 6}} is a largest collection of disjoint elements of (B). For any finite field F q , using Theorem 6 we obtain N q,opt ≤ n − 2 = 5. Therefore with partitioning using repetition code we save 2 transmissions for this BNSI problem. In contrast, if we use Theorem 5, i.e., without partitioning, we can save only one transmission over every large enough finite field. Hence partitioning can reduce number of transmissions. Now we delete index 3 from first element and index 6 from second element of C. Suppose B is the subgraph of B induced by the remaining information symbols x 1 , x 2 , x 4 , x 5 , x 7 . We verify using Algorithm 2 that (B ) = φ. Hence applying Lemma 10 we have N q,opt = 5.
3) Code Construction Based on Partitioning Using MDS Codes:
We now provide another partitioning based code construction for the (m, n, X , δ s ) BNSI problem represented by the bipartite graph B = (U, P, E) based on partitioning the maximum element of (B). This code construction is motivated by the partition multicast scheme for index coding as described in [7] and [13] . a) Technical lemmas: Now we will provide some results which will be required for this construction. First we will show that the set C output by Algorithm 2 is a maximal element of (B) and then prove that C is the unique maximal element in (B). Hence C is the maximum element in (B).
Lemma 11: If (B) = φ, the index set of the information symbols C output by Algorithm 2 is a maximal element of (B).
Proof: To show that set C is a maximal element, we will show that if we further append any set of information symbols with the set C then the resulting set will not be an element of (B). Algorithm 2 keeps deleting user u i and its corresponding X i iteratively until a C ∈ (B) is found. Suppose in Algorithm 2 after deleting t users from user-set U we found the set C and U del = {u 1 , u 2 , . . . , u t } is the set of deleted users, where without loss of generality we have assumed that u 1 is the first deleted user and then u 2 , u 3 , . . . , u t are deleted consecutively. The set of deleted information symbols is X del = X 1 ∪ X 2 ∪ · · · ∪ X t . Suppose we append a set of information symbols indexed by X A , X A ⊆ X del to the set C. Let i ∈ [t] be the smallest integer such that X i ∩X A = φ. Now in the subgraph B x (C ∪ X A ) induced by the information symbols indexed by the set
| which is the degree of u i in the graph B x (X i ∪X i+1 ∪···∪X t )∪C . However, this degree lies between 1 and 2δ s since Algorithm 2 deletes u i ∈ U del from the bipartite graph B x (X i ∪X i+1 ∪···∪X t )∪C in the i th iteration. So, the index set (C∪X A ) is not an element of (B) which shows that the set C is a maximal element of (B).
Lemma 12: (B) contains a unique maximal element. Proof:
The proof is by contradiction. Suppose C and C are two maximal elements of (B) such that C = C . Recall that for any i
Consider the set C ∪ C which is a subset of [n]. Now for any i th user, i ∈ [m], X i will satisfy one of the four following possibilities, (i)
From the knowledge that |X i ∩C| and |X i ∩ C | are either 0 or at least 2δ s + 1, we can conclude that |X i ∩ (C ∪ C )| is either 0 or at least 2δ s + 1. Therefore C ∪ C is an element of (B) and |(C ∪ C )| > |C|, |C | which contradicts the maximality of both C and C . Hence the lemma holds.
We denote the maximum or the unique maximal element of (B) as C max . We now prove a result relating to the information symbols that do not belong to the set C max .
Lemma 13: Suppose an (m, n, X , δ s ) BNSI problem is represented by the bipartite graph B = (U, P, E) and C max is the maximum element of (B). The subgraph B of B induced by the set P \ x C max satisfies (B ) = φ.
Proof: The proof is by contradiction. Suppose (B ) = φ and a set C ∈ (B ). Consider the set C max ∪C ⊆ [n]. Using the same argument used to prove Lemma 12, we can conclude that the set C max ∪C is an element of (B) which contradicts the maximality of C max . Hence, (B ) = φ.
b) Code construction: In Theorem 5, we deduced that for an (m, n, X , δ s ) BNSI problem if we denote d = min i∈[m]
(|X i | − 2δ s ) + , we can save d transmissions compared to the uncoded transmission by using an encoder matrix derived from an MDS code over F q (if it exists) with blocklength n and dimension d. We now consider K subsets For the (m a , n a , X a , δ s ) BNSI problem, we can save d a transmissions compared to the uncoded scheme by using an encoder matrix derived from a parity check matrix of an MDS code over F q (if it exists) with blocklength |S a | and dimension d a .
Now we describe the coding scheme based on MDS codes. We encode the symbols in each S a , a ∈ [K ] independently using an encoder matrix derived from a parity check matrix of an MDS code. From Lemma 13, we know that the uncoded transmission is optimal for the subproblem induced by symbols P \ x C max . Thus the symbols whose indices are not in C max are transmitted uncoded. Hence the codelength N of the coding scheme based on
The next lemma shows that choosing S 1 , S 2 , . . . , S K as disjoint, rather than allowing intersection, does not affect the minimum possible broadcast length N achieved through this technique.
Lemma 14: Let N be the codelength of the coding scheme using the sets 
Without loss of generality we can assume that first K 1 subsets, where 
Now the required codelength to transmit all the information symbols indexed by the subsets
Hence the lemma holds.
To save maximum transmissions we need to partition the set C max in a way that maximizes d sum = K a=1 d a . Therefore the optimal partitioning is the solution of the following optimization problem.
Optimization 1:
Remark 1: For any (m, n, X , δ s ) BNSI problem represented by the bipartite graph B = (U, P, E) if C max is the only element in (B) or in other words if |(B)| = 1, then partitioning C max into two or more subsets is not optimal. If we partition C max , none of the partitions will be an element of (B). Therefore we cannot save any transmission from any of the partition whereas using the full set, i.e., with K = 1, S 1 = C max we can save at least one transmission.
The solution of Optimization 1, i.e., optimal partitioning of the maximum element of (B) for a given bipartite graph B representing the (m, n, X , δ s ) BNSI problem is equivalent to finding disjoint elements of (B) that maximizes d sum . Note that only non zero d a can contribute to the value of d sum towards maximization. The value of d a will be greater than 0 if and only if min u i ∈U a |X i ∩ S a | ≥ 2δ s +1. Hence d a will be non-zero if and only if S a ∈ (B). Therefore, it is enough to consider only the disjoint elements of (B) while maximizing
The following upper bound on the optimal codelength N q,opt is a direct result of the optimal partitioning of C max .
Theorem 7: Let D sum be the solution to the optimization problem Optimization 1. Then optimal codelength N q,opt over every large enough finite field F q satisfies N q,opt ≤ n − D sum .
Remark 2: For a given (m, n, X , δ s ) BNSI problem, in general the upper bound on optimal codelength N q,opt found in Theorem 7 is at least as good as the upper bound found in Theorem 6. It is evident that for each
In other words, if we apply coding scheme mentioned in Section V-A2 on each C k ∈ C we can save exactly one transmission compared to the uncoded scheme whereas if we apply coding scheme based on an linear MDS code we can save at least one transmission. However for the upper bound given in Theorem 7 to hold we need the finite field size q to be sufficiently large while Theorem 6 holds for any F q .
In Appendix I we have identified two families of BNSI problems for which our proposed upper and lower bounds on the codelength match, and hence, N q,opt could be computed. This is in addition to the family of problems identified in Theorem 2, i.e., problems with (B) = φ, for which N q,opt has been explicitly determined.
VII. BNSI PROBLEM AND INDEX CODING
In Section VII-B we will show that every linear BNSI problem is equivalent to a scalar linear index coding problem and we relate a linear code for (m, n, X , δ s ) BNSI problem to a scalar linear code for its equivalent index coding problem. We also obtain a lower bound on N q,opt for a (m, n, X , δ s ) BNSI problem based on this property.
In Section VII-C we consider a genie-aided version of BNSI problem assuming the error positions in each user's sideinformation are known. In this scenario, the users keep the information symbols without error as side information and request those information symbols that have been affected by errors from the transmitter. In the presence of such a genie, the communication problem reduces to an index coding problem. Note that this problem is different from the index coding problem of Section VII-B. We use this formulation to obtain another lower bound on N q,opt based on finding the optimal codelength of this new index coding problem. First, we briefly recall the problem of index coding with side information.
A. Index Coding With Side Information
Index coding [6] deals with the problem of code design for the transmission of a vector of n IC information symbols or messages denoted as 
The set X i,IC is side information index set and f (i ) is demanded message index. Upon denoting X IC = (X 1,IC , X 2,IC , . . . , X m IC ,IC ) , we describe this index coding problem as (m IC , n IC , X IC , f ) index coding problem. As described in [6] , a valid encoding function over F q for an
q . The design objective is to design a tuple (E IC , D 1,IC , D 2,IC , . . . , D m IC ,IC ) of encoding and decoding functions that minimizes the codelength N IC and obtain the optimal codelength for the given index coding problem which is the minimum codelength among all valid index coding schemes.
A scalar linear Index Code for an (m IC , n IC , X IC , f ) index coding problem is defined as a coding scheme where the encoding function E IC :
is the encoder matrix for scalar linear Index Code. The minimum codelength among all valid scalar linear index coding schemes for the (m IC , n IC , X IC , f ) index coding problem over the field F q will be denoted as
From [21] we have a design criterion for a matrix L IC to be a valid encoder matrix for (m IC , n IC , X IC , f ) scalar linear index coding problem. Following the results in [21] , we define the set I IC (q, m IC , n IC , X IC , f ), or equivalently I IC , of vectors z of length n IC such that
From [21, Corollary 3.10] it follows that that L IC is a valid encoder matrix for an (m IC , n IC , X IC , f ) scalar linear index coding problem if and only if
It is possible to represent an (m IC , n IC , X IC , f ) index coding problem using a directed bipartite graph as described in [13] which is as follows. The directed bipartite graph
index coding problem consists of the node-sets
} and the edge set
The set U IC denotes the user-set and P IC denotes the set of packets or the information symbol-set. The directed edges from user-set to information symbol-set in E IC denotes the user's side information and directed edges from information symbolset to user-set in E IC denotes the user's demanded message.
Example 9: Consider the index coding problem with n IC = 3 information symbols, m IC = 3 users and user side information index sets X 1,IC = {2, 3}, X 2,IC = {1, 3}, X 3,IC = {1, 2}, and demands f (1) Fig. 5 describes this scenario where
B. Construction of an Equivalent Index Coding Problem From a Given BNSI Problem
From the definition of I(q, m, n, X , δ s ) given in (2) and Theorem 1, now we construct an (m, n,X , f ) index coding problem starting from an (m, n, X , δ s ) BNSI problem. For
and letm = m i=1m i . The side information configurationX and the demands f are obtained from the construction of the index coding problem as described in Algorithm 3. 
in (m, n, X , δ s ) BNSI problem, for every possible choice of an element p ∈ X i and a set Q ⊆ X i \ {p} such that |Q| = min{|X i | − 1, 2δ s − 1}, it defines a new user u j in the index coding problem with demand f ( j ) = p and side information X j,IC = X i \ (Q ∪ { p}). In the newly constructed index coding problem, the total number of users m IC =m, number of information symbols n IC = n, the tuple of side information index sets X IC is given byX and the demanded message f ( j ) of each user u j , j ∈ [m] is given by mapping f .
Example 10: Here we will consider the BNSI problem scenario given in Example 1. The total number of users in corresponding Index-Coding problem will be 3 × 3 C 1 × 2 C 1 = 18 but among them only 12 users have distinct (side information, demanded message) pair. The number of information symbols will be same for index coding and BNSI problem which is n = 4. Table I shows all the distinct users of the constructed index coding problem with their demanded message and side information symbols and Fig. 7 shows the corresponding bipartite graph for the constructed index coding problem. Now we relate the set I(q, m, n, X , δ s ) defined for the (m, n, X , δ s ) BNSI problem and the set I IC (q,m, n,X , f ) for the constructed (m, n,X , f ) Index-Coding problem.
Theorem 8: For any given (m, n, X , δ s ) BNSI problem and its corresponding
Proof:
and
Proof for I(q, m, n, X , δ s ) ⊆ I I C (q,m, n,X , f ): Suppose a vector z ∈ I(q, m, n, X , δ s ). Then from (2) , there exists at least one i ∈ [m] such that wt(z X i ) ∈ [2δ s ]. Therefore z X i = 0. Hence there exists a p ∈ X i such that z p = 0. Note that wt(z X i ) ≤ 2δ s and since wt(z X i \{ p} ) ≤ 2δ s − 1 there exists Q ⊆ X i \ {p} such that |Q| = min{|X i | − 1, 2δ s − 1} and z X i \(Q∪{ p}) = 0. Now using the construction procedure described in Algorithm 3 we see that there exists a user u j in the constructed index coding problem such that
From Algorithm 3 we see that there exists i ∈ [m] such that m, n, X , δ s ) . Hence the theorem holds.
Using the (m, n,X , f ) Index-Coding problem corresponding to an (m, n, X , δ s ) BNSI problem, now we relate the problem of constructing linear codes for BNSI networks to the problem of designing scalar linear index coding schemes. Proof: From Theorem 1 we know that L is a valid encoder matrix for the (m, n, X , δ s ) BNSI problem if and only if it satisfies zL = 0 for all z ∈ I(q, m, n, X , δ s ). Now from Theorem 8 we have I(q, m, n, X , δ s ) = I IC (q,m, n,X , f ). Therefore using (5) we can conclude that L is a valid encoder matrix for the (m, n,X , f ) scalar linear index coding problem if and only if L is a valid encoder matrix for the (m, n, X , δ s ) BNSI problem.
Theorem 9 claims that constructing an encoder matrix L for the (m, n, X , δ s ) linear BNSI problem is equivalent to constructing an encoder matrix for the (m, n,X , f ) scalar linear index coding problem. Thus, the family of linear BNSI problems is a subset of scalar linear index coding problems. From [6] and [21] , we know that an encoder matrix for scalar linear index coding problem can be found by finding a matrix that fits its side information hypergraph and the optimal length of a scalar linear Index Code equals the min-rank of its side information hypergraph.
Example 11: Here we will consider the BNSI problem scenario given in Example 1. The users in the corresponding index coding problem is listed in Table I and the graphical representation is given in Fig. 7 . In the bipartite graph, we can notice that the edge sets {(
3 )} constitute 3 cycles involving information symbol sets {x 1 , x 4 }, {x 2 , x 4 } and {x 3 , x 4 } respectively. Now using the Cyclic Code Actions as described in [16] on each of these cycles, we can save one transmission. We encode the information symbols corresponding to 1 st , 2 nd and 3 rd cycles as x 1 + x 4 , x 2 + x 4 , x 3 + x 4 respectively. Therefore the codeword (x 1 + x 4 , x 2 + x 4 , x 3 + x 4 ) saves one transmission. Hence, N q,opt,IC ≤ 3.
Again we can notice that users u 3 , u 6 , u 9 have x 4 as side information and each of the three users demands three distinct messages x 1 , x 2 , x 3 , respectively. Therefore the encoder needs to encode x 1 , x 2 , x 3 such that with appropriate decoding functions u 3 , u 6 , u 9 can decode x 1 , x 2 , x 3 respectively using the common side information x 4 . Hence, N q,opt,IC ≥ 3. So, N q,opt,IC = 3. The encoder matrix that generates the codeword
Note that this L we took in Example 2 to validate the design criterion of a valid encoder matrix for the (m, n, X , δ s ) BNSI problem given in Example 1 and we have also used this L to describe the Syndrome Decoding for (m, n, X , δ s ) BNSI problem in Example 3. Therefore the matrix L serves as a valid encoder matrix both for (m, n, X , δ s ) BNSI problem given in Example 1 and corresponding (m, n,X , f ) index coding problem given in Example 10.
The subset relationship between the set of all linear BNSI problems and the set of all scalar linear index coding problems is strict which is shown by the following example of a scalar linear index coding problem with no equivalent linear BNSI problem.
Example 12: Consider the scalar linear index coding problem with field size q = 2, m IC = n IC = 3, f (i ) = i and X i,IC = {1, 2, 3} \ {i } for i ∈ [m IC ]. For this problem, the set I IC = {z ∈ F 3 2 | wt(z) = 1}. It is straightforward to verify that it is impossible to construct a BNSI problem over F 2 with n = 3 symbols, for any choice of δ s ≥ 1 and m ≥ 1, such
The equivalence guaranteed by Theorem 9 allows us to use any known scalar linear index coding technique to solve BNSI problems. However, the number of usersm in the equivalent index coding problem is considerably larger than that of the BNSI problem, resulting in equivalent index coding problems that are more complex than the corresponding BNSI problems. 
The above lower bound exploits the fact that any BNSI problem is equivalent to some scalar linear index coding problem, and translates a known bound for index coding into a bound for BNSI problems. This allows us to utilize any coding scheme and converse result for index coding into upper and lower bounds on N q,opt . In Appendix II, we compare these index coding based bounds on N q,opt with the bounds presented in Section VI. We identify two families of BNSI networks where the index coding based lower bound Lemma 15 is weaker than Theorem 4 from Section VI. We then show that the upper bound of Theorem 7 matches with the bound obtained by applying the partition multicast index coding scheme [13] on the equivalent index coding problem.
C. An Index Coding Problem Related to Genie-Aided Transmission Scheme
Consider the genie-aided (m, n, X , δ s ) BNSI problem where the transmitter and all the receivers know the location of the errors in each receiver's side-information. Let E i and NE i denote the information symbol index sets for i th user which are in error and not in error respectively. Note that
Since the receivers know the location of the errors, they request only those messages that have been affected by these errors while using the error-free messages as side information. Hence this scenario is identical to an index coding problem with m users and n information symbols where i th user demands x E i and knows x NE i . We denote this index coding problem by the tuple (m, n,X ,f ), wheref (i ) = E i denotes the set of all demands of i th receiver andX = (X 1 , . . . ,X m ) denotes the side-information at the m receivers whereX i = NE i . From the results in [21] it follows that a matrix L IC ∈ F where 
Proof:
We will prove that 
Since we can write z
= 0 0 0. Hence z ∈ I and therefore I ⊆ I.
Example 13: Consider the BNSI problem with m = 6 users, n = 9 messages, δ s = 1, and demands X 1 = {1, 3, 5, 7, 8}, X 2 = {2, 6}, X 3 = {3, 5, 7, 9}, X 4 = {2, 3, 4}, X 5 = {5, 7, 9}, X 6 = {2, 4, 8}. Suppose E 1 = {1}, E 2 = {6}, E 3 = {3}, E 4 = {4}, E 5 = {5}, E 6 = {2}. Then NE 1 = {3, 5, 7, 8}, NE 2 = {2}, NE 3 = {5, 7, 9}, NE 4 = {2, 3}, NE 5 = {7, 9}, NE 6 = {4, 8} andf (i ) = {i }, i ∈ {1, 3, 4, 5}, f (2) = {6},f (6) = {2}. Note that information symbols x 7 , x 8 , x 9 can be removed from the resulting index coding problem since they are not demanded by any user. The resulting index coding problem is a unicast problem involving 6 messages and 6 receivers with side-information graph shown in Fig 8. The vertices of this graph denote the 6 receivers and their corresponding demands, and the outgoing edges denote the side-information available at each receiver. It can be noticed that the side-information graph contains one cycle. Hence N q,opt,IC (6, 9,X ,f ) ≤ 5. Also if we remove x 2 or x 4 from the side-information graph, the graph becomes acyclic. Hence N q,opt,IC (6, 9,X ,f ) ≥ 5. Therefore for this index coding problem N q,opt,IC (6, 9,X ,f ) = 5. Hence using Theorem 10 we have a lower bound on the optimal codelength of BNSI problem i.e., N q,opt ≥ N q,opt,IC (6, 9,X ,f ) = 5.
Comparison With Other Lower Bounds: For the BNSI problem of Example 13, {1, 5, 7, 9} is the only element in (B). Hence after removal of any one of the elements of {x 1 , x 5 , x 7 , x 9 } the remaining information symbol set forms a B max and hence |B max | = 8. Therefore using Theorem 4 we have N q,opt ≥ 8. Also, using Theorem 3 we have another lower bound as N q,opt ≥ 4. Hence for this (6, 9, X , 1) BNSI problem, the lower bound derived in Theorem 10 (N q,opt ≥ 5) is weaker than Theorem 4 but is stronger than the bound in Theorem 3.
VIII. CODE DESIGN FOR NOISY BROADCAST CHANNEL
In this section we study the (m, n, X , δ s ) BNSI problem when the broadcast channel is noisy. We intend to identify codes that can simultaneously tolerate δ s errors in receiver side information and δ c channels errors, where δ s and δ c are positive integers. The codes designed in Section VI can be used in this scenario by concatenating them with an appropriate error correcting code. By using an optimal BNSI code as an outer code, the n-length message vector x can be first encoded into a BNSI codeword of length N q,opt (m, n, X , δ s ), and to then protect this resulting vector from transmission errors, we can encode it using an inner error correcting code of dimension N q,opt and minimum distance at least 2δ c + 1. This simple concatenation scheme already provides bandwidth savings since the length of the vector to be protected by the inner error correcting code has been reduced from n to N q,opt . In the rest of this section we provide a criterion for a joint code design which can tolerate up to δ c errors during transmission and δ s errors in the side information.
We assume that the transmitter broadcasts a coded sequence xL ∈ F N q of codelength N where x ∈ F n q is the information vector and L ∈ F n×N q is the encoder matrix. The vector c,i ∈ F N q denotes the channel error vector that affects the channel output at the i th user u i , i ∈ [m]. We will assume that wt( c,i ) ≤ δ c . The user u i receives the vector y i = xL + c,i and decodes its demand x X i using y i and the noisy side information x X i + i . As before, we assume that the number of side information errors wt( i ) ≤ δ s . The following theorem provides the design criterion for a valid encoder matrix of an (m, n, X , δ s ) BNSI problem for tolerating up to δ c channel errors. where I(q, m, n, X , δ s ) is as defined in (2) .
Proof: We require the user u i to uniquely determine x X i from the channel output xL + c,i and the side information 
IX. CONCLUSION
We derived a design criterion for linear coding schemes for BNSI problems, and identified the subset of problems where linear coding provides gains over uncoded transmission. Reduction in the codelength is achieved by jointly coding the information symbols to simultaneously meet the demands of all the receivers. We have derived lower bounds on the optimal codelength. We have shown constructions of encoder matrices for BNSI problems based on parity check matrices of linear error correcting codes. Codelength can be further reduced by partitioning BNSI problems into several BNSI subproblems. Based on these constructions we found some upper bounds on optimal codelength. We have shown that each linear BNSI problem is equivalent to a scalar linear index coding problem. However this relation is strict and the converse is not true. The presented results bring to light several questions regarding BNSI networks, such as evaluation of optimum code length N q,opt , designing linear coding schemes that achieve this optimum length, designing schemes that admit low complexity decoding at the receivers, efficient algorithms to compute the presented lower and upper bounds and designing schemes for broadcasting in the presence of channel noise.
APPENDIX I OPTIMAL CODELENGTH FOR TWO FAMILIES OF BNSI PROBLEMS

A. Problems With Strongly Overlapping User Demands
Consider any (m, n, X , δ s ) BNSI problem, represented by the bipartite graph B = (U, P, E), where |X i | = 2δ s + 1 for all i ∈ [m], and X i ∩ X j = φ for any i = j . For convenience, we will refer to such BNSI problems as Type 1 problems. We now show that for any Type 1 problem N q,opt = n − 1.
Lemma 16: For any Type 1 BNSI problem |B max | = n − 1. Proof: It is easy to show that (B) = φ, and hence, |B max | ≤ n −1. Consider the information node set P obtained by removing any one element from P, i.e., P = P\{x j }, for some arbitrary j ∈ [n]. Let B = (U , P , E ) be the subgraph of B induced by the node set P . Algorithm 2 can be used to show that (B ) = φ, and hence, |B max | = n − 1. Since we removed one element from P, there exists at least one element u i ∈ U such that |X i | ≤ 2δ s . Hence the bipartite graph B will go through the iteration steps in the while loop in Algorithm 2. In each step, one element from u k ∈ U and its associated demands X k will be removed from the bipartite graph B . At each step, the deletion of one user results in the demand size of another user being less than or equal to 2δ s because for any k = k , X k and X k have at least one element in common. As initially |X k | = 2δ s + 1, deletion of one element results |X k | ≤ 2δ s . Hence the algorithm will result in (B ) = φ.
From Lemma 16 and Theorem 4, we obtain the lower bound N q,opt ≥ n − 1. For the matching upper bound, note that min i∈ [m] (|X i | − 2δ s ) + = 1. Hence, from Theorem 5 we have N q,opt ≤ n − 1 for all q ≥ n.
B. Problems With Non-Overlapping User Demands
We now consider the second family of BNSI problems, denoted as Type 2, where for any i = j , either X i = X j or X i ∩ X j = φ, that is, the demands of any two users are either identical or non-overlapping. Note that if X i = X j , then removing one of these users from the network does not change the code design problem since the demands and the side-information configurations of both the users are identical. Hence, without loss of generality, we will now consider only those (m, n, X , δ s ) BNSI problems where X i ∩ X j = φ for all i = j . We will show that for Type 2 problems N q,opt = n − m i=1 (|X i | − 2δ s ) + . To obtain an upper bound, we use the code construction technique of Section VI-B3, where the problem is partitioned into sub-problems and an MDS code based BNSI code is used in each partition. Applying MDS based codes independently on sets of information symbols corresponding to X 1 , . . . , X m , we have N q,opt ≤ n − 
APPENDIX II COMPARISON WITH BOUNDS BASED ON EQUIVALENT INDEX CODING PROBLEMS
Since any BNSI problem can be formulated as an equivalent scalar linear index coding problem, we can utilize known upper and lower bounds for index coding problems to analyze a BNSI network. We will now compare such index coding based bounds with the results presented in Section VI.
A. Comparison of Lower Bounds
For each user u i in an (m, n, X , δ s ) BNSI problem, for every possible choice of p ∈ X i and Q ⊆ X i \ {p} such that |Q| = min{|X i | − 1, 2δ s − 1}, there exists a user u j in the corresponding (m, n,X , f ) index coding problem with demand f ( j ) = p and side information X j,IC = X i \(Q∪{ p}). If |X i | ≥ 2δ s + 1, the message x i in this index coding problem is demanded by more than one receiver, and hence, in general, the equivalent index coding problem is a groupcast problem [9] . The bipartite graph B IC representing this index coding problem has directed edges of the form (x f ( j ) , u j ) representing demands and (u j , x i ), i ∈ X j,IC , representing side information. If the user u j of (m, n,X , f ) has been 'generated' from user u i of (m, n, X , δ s ) by Algorithm 3 then the amount of side information available at u j is |X j,IC | = (|X i | − 2δ s ) + . Hence, if |X i | ≤ 2δ s then user u j of the equivalent index coding problem has no side information, and the vertex u j has no outgoing edge in B IC . On the other hand, if |X i | ≥ 2δ s +1 it is straightforward to show that there exist at least two users u j and u k in (m, n,X , f ), both generated from u i by Algorithm 3, such that the demand of u j is available as side information at u k and the demand of u k is available as side information at u j . Hence, the graph B IC contains a directed cycle (
, where f ( j ), f (k) ∈ X i . In fact, for any two elements s, t ∈ X i , there exists a directed cycle of length 4 in B IC connecting the information nodes x s and x t .
Lemma 15 provides a lower bound on the optimal codelength of a BNSI problem based on acyclic induced subgraphs of B IC . It states that if B s IC is an acyclic subgraph of B IC induced by the information-set P As the (m, n, X , δ s ) BNSI problem satisfies (B) = φ, there exists at least one user u i in the BNSI problem whose demanded information size |X i | is at least 2δ s + 1. Hence for any s, t ∈ X i , there exists a cycle connecting x s and x t in B IC . This implies that at least |X i | − 1 information symbols must be removed from B IC to arrive at an acyclic subgraph. Hence we have |P max IC | ≤ n − |X i | + 1 ≤ n − 2δ s ≤ n − 2 < |B max |. Example 16: Consider a BNSI problem with m = 3, n = 4, δ s = 1 and X 1 = {1, 2, 3}, X 2 = {2, 3, 4}, X 3 = {1, 3, 4}. It can checked that for this BNSI problem {1, 2, 3, 4} is the only element in (B). Hence |B max | = 3, and by applying Theorem 4, we have N q,opt ≥ 3. Using the bound in Theorem 3 we arrive at N q,opt ≥ 2. In the bipartite graph representing the equivalent index coding problem there exists a length 4 cycle between every choice of pairs of information symbols. Hence |P max IC | = 1 and the index coding based lower bound N q,opt ≥ 1 is the weakest.
B. Comparison of Upper Bounds
Theorems 5 and 7 provide upper bounds on N q,opt based on a technique that uses the parity-check matrices of appropriate MDS codes for encoding. These schemes are inspired by the partial clique covering scheme [7] and the partition multicast scheme [13] for index coding. These index coding schemes partition the problem into K subproblems each involving a subset of information symbols and use the parity-check matrix of an appropriate MDS code to encode each subset of symbols independently.
The codelength obtained for a BNSI problem B using the coding scheme underlying Theorem 7 is identical to that obtained by applying the partition multicast coding scheme on the equivalent index coding problem B IC . While this result can be proved rigorously, for the sake of brevity, we will now consider the case where the coding problem is not partitioned into subproblems, or equivalently the number of subproblems is K = 1, and for this case show that the upper bound of Theorem 5 matches with the index coding based upper bound. The proof of the general case, i.e., K ≥ 1, is similar.
We will now briefly recall the partition multicast index coding scheme for the case K = 1. Let d = min j ∈[m] |X j,IC | denote the minimum knowledge of the receivers in the equivalent index coding problem B IC . Then each receiver in this index coding problem has at least d symbols as side information out of the n information symbols. The transmitted codeword is the syndrome of the information vector x computed using the parity-check matrix of an [n, d] MDS code. Each receiver decodes the entire message vector x by using the codeword, which is the syndrome of x, and by treating the unknown symbols x j , j ∈ [n] \ X i as erasures. The codelength in this case is the dimension of the syndrome vector n − d = n − min j ∈[m] |X j,IC |.
Suppose M i ⊂ [m] is the set of user indices in the equivalent index coding problem that are generated from i th user u i of the BNSI problem by Algorithm 3. Now from the construction of the equivalent index coding problem, we obtain that for any j ∈ M i , the number of symbols available as side information at u j in the index coding problem is |X (|X i | − 2δ s ) + which is equal to the upper bound obtained from Theorem 5.
