We study jitter control in networks guaranteeing quality of service (QoS). Jitter measures variability of delivery times in packet streams. We propose on-line algorithms that control jitter and compare their performance to the best possible (by an off-line algorithm) for any given arrival sequence. For delay jitter, where the goal is to minimize the difference between delay times of different packets, we give an on-line algorithm using buffer size of 2B which guarantees the same delay-jitter as an off-line algorithm using buffer space B. We show that 2B space is the minimum space required by any on-line algorithm to provide delayjitter related to the best possible delay-jitter using B buffer space. We also show that the guarantees made by our online algorithm hold even for distributed implementations, where the total buffer space is distributed along the path of the connection, provided that the input stream satisfies a certain simple property. For rate jitter, where the goal is to minimize the difference between inter-arrival times, we develop an on-line algorithm using a buffer of size 2B + h for any h 1, and compare its jitter to the jitter of an optimal off-line algorithm using buffer size B. Our algorithm guarantees that the difference is bounded by a term proportional to B=h. We also prove that 2B space is necessary for on-line algorithms with non-trivial guarantees for rate-jitter control.
Introduction
The need for networks with guaranteed quality of service (QoS) is widely recognized today (see, e.g., [6, 9] ). Unlike today's "best effort" networks such as the Internet, where the user has no guarantee on the performance it may expect from the network, QoS networks guarantee the end-user application a certain level of performance. For example, ATM networks support guaranteed QoS in various parameters, including end-to-end delay and delay jitter (called Cell Transfer Delay and Cell Delay Variation, respectively [4, 10] ). Jitter measures the variability of delay of packets in the given stream, which is an important property for many applications (for example, streaming real-time applications). Ideally, packets should be delivered in a perfectly periodic fashion; however, even if the source generates an evenly spaced stream, unavoidable jitter is introduced by the network due to the variable queuing and propagation delays, and packets arrive at the destination with a wide range of inter-arrival times. The jitter increases at switches along the path of a connection due to many factors, such as conflicts with other packets wishing to use the same links, and nondeterministic propagation delay in the data-link layer.
Jitter is quantified in two ways. One measure, called delay jitter, bounds the maximum difference in the total delay of different packets (assuming, without loss of generality, that the abstract source is perfectly periodic). This approach is useful in contexts such as interactive communication (e.g., voice and video tele-conferencing), where a guarantee on the delay jitter can be translated to the maximum buffer size needed at the destination. The second measure, called rate jitter, bounds the difference in packet delivery rates at various times. More precisely, rate jitter measures the difference between the minimal and maximal inter-arrival times (inter-arrival time between packets is the reciprocal of rate). Rate jitter is a useful measure for many real-time applications, such as a video broadcast over the net: a slight deviation of rate translates to only a small deterioration in the perceived quality.
Another important reason for keeping the jitter under control comes from the network management itself, even if there are no applications requiring jitter guarantees. For example, it is well known that traffic bursts tend to build in the network [6, 13] . Jitter control provides a means for regulating the traffic inside the network so that the behavior of internal traffic is more easily manageable. A more subtle argument in favor of jitter control (given by [15] ) proceeds as follows. When a QoS network admits a connection, a type of "contract" is agreed upon between the network and the user application: the user is committed to keeping its traffic within certain bounds (such as peak bandwidth, maximal burst size etc.), and the network is committed to providing certain service guarantees (such as maximal delay, loss rate etc.). Since the network itself consists of a collection of links and switches, its guarantees must depend on the guarantees made by its components. The guarantees made by a link or a switch, in turn, are contingent on some bounds on the locally incoming traffic. As mentioned above, unless some action is taken by the network, the characteristics of the connection may in fact get worse for switches further down the path, and thus they can only commit to lower QoS. Jitter control can be useful in allowing the network to ensure that the traffic incoming into a switch is "nicer," and get better guarantees from the switch. Jitter control implementation is usually modeled as follows [15, 6] . Traffic incoming into the switch is input into a jitter-regulator, which re-shapes the traffic by holding packets in an internal buffer. When a packet is released from the jitter-regulator, it is passed to the link scheduler, which schedules packet transmission on the output link. In this work we focus on studying jitter-regulators.
Our Results. We consider both delay-and rate-jitter. For delay-jitter, we give a very simple on-line algorithm, and prove that the delay-jitter in its output is no more than the delay-jitter produced by an optimal (off-line) algorithm using half the space. We give a lower bound on delay-jitter showing that doubling the space is necessary. We also consider a distributed implementation of our algorithm, where the total space of 2B is distributed along a path. We prove that the distributed algorithm guarantees the same delayjitter of a centralized, off-line algorithm using space B, provided that an additional condition on the beginning of the sequence is met. To complete the picture, we also describe an efficient optimal off-line algorithm. For all our delayjitter algorithms, we assume that the average inter-arrival time of the input stream (denoted X ave ) is given ahead of time. This assumption is natural for real-time connections (for example, it is included in the ATM standard [10] .)
For rate jitter, we assume that the on-line algorithm receives, in addition to X ave , two parameters denoted I max and I min , which are a lower and an upper bound on the desired time between consecutive packets in the output stream. The on-line algorithm we present uses a buffer of size 2B + h where h 1 is a parameter, and B is such that an off-line algorithm using buffer space B can release the packets with inter-departure times in the interval I min ; I max (but the optimal jitter may be much lower).
The algorithm guarantees that the rate-jitter of the released sequence is at most the best off-line jitter plus an additive term of 2B + 2I max , I min =h. We also show how can the algorithm adapt to unknown X ave . Finally, we prove that on-line algorithms using less than 2B buffer space are doomed to have trivial rate-jitter guarantees.
Related Work. QoS has been the subject of extensive research in the current decade, starting with the seminal work of Ferrari [1] (see [14] for a comprehensive survey). A number of algorithms has been proposed for jitter control. Partridge [7] proposed to time-stamp each message at the source, and fully reconstruct the stream at the destination based on a bound on the maximal end-to-end delay. Verma et al. [11] proposed the jitter-EDD algorithm, where a jitter controller at a switch computes for each packet its eligibility time, before which the packet is not submitted for to the link scheduler. The idea is to set the eligibility time to the difference between maximum delay for the previous link and the actual delay for the packet: this way the traffic is completely reconstructed at each jitter node. Note that jitter-EDD requires nodes to have synchronized clocks. The Leave-in-Time algorithm [2] replaces the synchronized clocks requirement of jitter-EDD with virtual clocks [17] . Golestani [3] proposed the Stop-and-Go algorithm, which can be described as follows. Time is divided to frames; all packets arriving in one frame are released in the following frame. This allows for high flexibility in re-shaping the traffic. Hierarchical Round-Robin (HRR), proposed in [5] , guarantees that in each time frame, each connection has some predetermined slots in which it can send packets. A comparative study of rate-control algorithms can be found in [16] . A new jitter control algorithm was proposed in [12] .
Paper Organization. In Section 2 we give the basic definitions and notations. In Section 3 we study delay jitter for a single switch. In Section 4 we extend the results of Section 3 to a distributed implementation. In section 5 we study rate jitter.
Model
We consider the following abstract communication model for a node in the network (see Fig. 1 ). We are given a sequence of packets denoted 0; 1; 2; : : : ; n , where each packet k arrives at time ak. Each packet is stored in the buffer upon arrival, and is released some time (perhaps immediately) after its arrival. Packets are released in FIFO order. The time of packet release (also called packet departure or packet send) is governed by a jitter control algorithm. Given an algorithm A and an arrival time sequence, we denote by s A k the time in which packet k is released by A.
We consider jitter control algorithms which use bounded-size buffer space. We shall assume that each buffer slot is capable of storing exactly one packet. All packets must be delivered, and hence the buffer size limitation can be formalized as follows. The release time sequence generated by algorithm A using a buffer of size B must satisfy the following condition for all 0 k n:
where we define ak = 1 for k n . A times sequence is a non-decreasing sequence of real numbers. We now turn to define properties of times sequences, which are our main interest in this paper. Given a times sequence = ft i g n i=0 , we define its average, minimum, and maximum inter-arrival times as follows.
The average inter-arrival time of is X ave = tn,t0 n .
The minimum inter-arrival time of is X min = min ft i+1 , t i j 0 k n g. 1 Note that our definition allows for 0-length intervals where more than B packets are in the system. This formal difficulty can be overcome by assuming explicitly that each event (packet arrival or release) occurs in a different time point. For clarity of exposition, we prefer this simplified model.
The maximum inter-arrival time of
is X max = max ft i+1 , t i j 0 k n g.
We shall omit the superscript when the context is clear.
The average rate of is simply 1=X ave .
We shall talk about the jitter of . We distinguish between two different kinds of jitter. The delay jitter, intuitively, measures how far off is the difference of delivery times of different packets from the ideal time difference in a perfectly periodic sequence, where packets are spaced exactly X ave time units apart. Formally, given a times sequence = ft i g n i=0 , we define the delay jitter of to be J = max 0i;kn fjt i , t k , i , kX ave jg :
We shall also be concerned with the rate jitter of , which can be described intuitively as the maximal difference between inter-arrival times, which is equivalent to the difference between rates at different times. Formally, we define the rate jitter of to be max 0i;j n fjt i+1 , t i , t j+1 , t j jg :
The following simple property shows the relationship between delay and rate jitter. Our means for analyzing the performance of jitter control algorithms is competitive analysis [8] . In our context, we shall measure the (delay or rate) jitter of the sequence produced by an on-line algorithm against the best jitter attainable for that sequence. As expected, finding the release times which minimize jitter may require knowledge of the complete arrival sequence in advance, i.e., it can be computed only by an off-line algorithm. Our results are expressed in terms of the performance of our on-line algorithms using buffer space B on as compared to the best jitter attainable by an off-line algorithm using space B o , where usually B o B on . We are interested in two parameters of the algorithms: the jitter (guaranteed by our on-line algorithms as a function of the best possible off-line guarantee) and the buffer size (used by the on-line algorithm, as a function of the buffer size used by an optimal off-line algorithm).
Delay-Jitter Control
In this section we analyze the best achievable delay-jitter. We first present an efficient off-line algorithm which attains the best possible delay jitter using a given buffer with space B. We then give a lower bound which shows that any online algorithm whose jitter guarantees are a function of the jitter guarantees of an off-line algorithm must have at least twice the space used by the off-line algorithm. We then proceed to the main result of this section, which is an online delay-jitter control algorithm which attains the best jitter guarantee that can be attained by any (off-line) algorithm which uses half the buffer space.
We start with the off-line case. Suppose we are given the complete sequence fakg n k=0 of packet arrival times.
We wish to find a sequence of release times fs o kg n k=0 which minimizes the delay jitter, using no more than B buffer space. The off-line algorithm is defined as follows.
Algorithm A: off-line delay-jitter control.
1. For each 0 k n, define the interval E k = ak , kX ave ; ak + B , kX ave ;
where we define ak = 1 for k n .
2. Find a minimal interval M which intersects all intervals E k . 3. For each packet k, let P k = minE k M, and define s o k = P k + kX ave . and the proof of correctness is complete. The optimality of the solution follows immediately from the minimality of
M.
Next, we give a lower bound for on-line delay-jitter control algorithms. The following theorem says that any online algorithm using less than 2B buffer space pays heavily in terms of delay jitter when compared to an off-line algorithm using space B. 2B ,`by assumption, it is forced to release at least`+ 1 packets immediately. Since the delays of packets 0 andà re equal, it follows from the definition of delay-jitter that the delay-jitter of the release sequence is at least`X ave .
For the case of an on-line algorithm with less than B space, consider the scenario where a batch of B packet arrive together at time 0, and then a batch of B more packets arrive at time T for some very large T. Since the on-line algorithm has to release packet 0 at time 0, we have that its delay jitter is at least T = B , 1, which can be arbitrarily large.
We now turn to our main result for delay-jitter control:
an on-line algorithm using 2B buffer space, which guarantees delay-jitter bounded by the best jitter achievable by an off-line algorithm using B space. The algorithm is simple: first the buffer is loaded with B packets, and when the B + 1 -st packet arrives, the algorithm releases the first buffered packet. From this time on, the algorithm tries to release packet k after kX ave time. Formally, the algorithm is defined as follows. 
1=X ave .
The following definition is useful in the analysis (see Fig. 2 ). The reader may note that since Lemma 3.4 (1,2) implies that J 0; J 0 J , Lemma 3.5 can be used to easily derive a bound of 2J on the delay-jitter attained by Algorithm B. Proving the promised bound of J requires a more refined analysis of the oriented jitter bounds. To facilitate it, we now introduce the following concept. Intuitively, k : t is the sequence obtained by assigning release time t to packet k, and changing the times of other packets to preserve the FIFO order (see Fig. 3 for an example): if packet k is to be released earlier than t k , then some packets before k may be moved as well; and if packet k is to be released later than t k , then some packets after k may be moved. The following properties for perturbed sequences are a direct consequence of the definition. We omit the proof. We can now tightly bound the delay-jitter obtained by Algorithm B.
Lemma 3.7 Let J be the optimal delay jitter for a given arrival sequence using space B. Let be an optimal sequence for which J 0 + J B is minimal among all optimal sequences. Then J 0 + J B J.
Proof: First, note that if either J 0 = 0 or J B = 0 , then we are done since by Lemma 3.4 (1,2) we have that J 0; J B J. So assume from now on that for all sequences using space B and attaining delay jitter J we have that J 0 0 and J B 0. We claim that in this case, t 0 = t B , i.e., the first and the B + 1 -st packets are released together (and hence all packets 0; 1; : : : ; B are released together). We prove this claim by contradiction: suppose that t 0 t B . Then it must be the case that either (i) t 0 aB or (ii) t B aB. If case (i) holds, let t = min t 0 + J 0; aB and consider the perturbed sequence 0:t in which packet 0 is released at time t. We note a few crucial properties of 0:t:
(1) 0:t is B-feasible, since it may differ from at most by packets 0; : : : ; B ,1. These packets are held a little longer in 0 : t, but they are released no later than aB. 
Distributed Delay-Jitter Control
In Section 3 we have considered a single delay-jitter regulator. In this section we prove an interesting property of composing many delay-jitter regulators employing our Algorithm B. Specifically, we consider a path of m links connecting nodes v 0 ; v 1 ; : : : ; v m , where v 0 is the source and v m is the destination. We make the simplifying assumption that the propagation delay in each link is deterministic. We denote the event of the arrival of packet k at node j by ak;j, and the release of packet k from node v j by sk;j. The input stream, generated by the source, is fsk;0g k , and the output stream is fsk;mg k . Each node has 2B=mbuffer space. The distributed algorithm is the following.
Algorithm BD: distributed on-line delay-jitter control.
For each 1 j m, node v j employs Algorithm B with buffer space 2B=m. Specifically, node j sets s on k;j = aB=m; j + kX ave , and it releases packet k as close as possible to s on k;j subject to 2B=m-feasibility (see Algorithm B).
We prove that the jitter control capability of Algorithm BD is the same as the jitter control capability of a centralized jitter control algorithm with the same total buffer space, under a certain condition for the beginning of the sequence (to be explained shortly). Put differently, one does not lose jitter control capability by dividing the buffer space along the path. The precise result is given in the theorem below. The lemma follows from backward induction on j.
The lemmas above are used in the proof of the following variant of Lemma 3.5. 
Rate-Jitter Control
In this section we consider the problem of minimizing the rate-jitter, i.e., how to keep the rate at which packets are released within the tightest possible bounds. We shall use the equivalent concept of minimizing the difference between inter-departure times. We present an on-line algorithm for rate-jitter control using space 2B + h and compare it to an off-line algorithm using space B and guaranteeing jitter J. Our algorithm guarantees rate jitter at most J + c B=h, for some constant c. The algorithm can work without knowledge of the exact average inter-arrival time: in this case, jitter guarantees will come into effect after an initial period in which packets may be released too slowly.
We start with a statement regarding the off-line algorithm, which we bring for completeness.
Theorem 5.1 Given an input sequence there is a polynomial time algorithm that decides if it can be delivered with
inter-departure times in the interval I min ; I max and using buffer space B.
We now turn to describe the main result for this section: an on-line algorithm for rate-jitter control. The algorithm is specified with the following parameters: B. X ave , the average inter-departure time in the input (and also the output) sequence.
The parameters I min and I max can be thought of as requirements: these should be the worst rate jitter bounds the application is willing to tolerate. The goal of a ratejitter control algorithm is to minimize the rate jitter, subject to the assumption that space B is sufficient (for an off-line algorithm) to bound the inter-departure times in the range I min ; I max . A trivial choice for I min and I max is X min and X max , which are the minimal and maximal inter arrival times in the input sequence. However, using tighter I min and I max , one may get a much stronger guarantee. The jitter guarantees will be expressed in terms of B; h; I max ; I min ; X ave and J, the best rate jitter for the given arrival sequence attainable by an off-line algorithm using space B.
Note that for an on-line algorithm, even achieving rate jitter I max , I min may be non-trivial. These are bounds on the performance of an off-line algorithm, whose precise specification may depend on events arbitrarily far in the future.
The basic idea in our algorithm is that the next release time is a monotonically decreasing function of the current number of packets in the buffer. In other words, the more packets there are in the buffer, the lower the inter-departure time between the packets (and thus the higher the release rate). Proof: Consider the events in the time interval t 1 ; t 2 . A packet arrival increases the number of stored packets for both the off-line and Algorithm C, and hence does not change their difference. It follows that di t 2 , di t 1 is exactly the difference in the number of packets sent by the two algorithms in the given interval.
The significance of Lemma 5.4 is in that it allows us to ignore packet arrivals when analyzing the space requirement of an algorithm: all we need is to consider the difference from the space requirement of the off-line algorithm. The following lemma, which bounds the minimal inter-departure time of Algorithm C, is an example for that. It is worthwhile noting that doubling the space is mandatory for on-line rate-jitter control (as well as for delay-jitter control), as the following theorem implies.
Theorem 5.7 Let 1 ` B. There exist arrival sequences for which an off-line algorithm using space B gets 0-jitter, and any on-line algorithm using 2B,`buffer space gets rate-jitter at least X ave B 2B,`.
Adapting to unknown X ave
We can avoid the need of knowing X ave in advance, if we are willing to tolerate slow rate in an initial segment of the online algorithm. This is done by changing the specification of the loading stage of Algorithm C to terminate when the buffer contains B packets (which corresponds to inter-arrival time of I max , as opposed to inter-arrival time of X ave in the original specification). Thereafter, the algorithm starts releasing packets according to the specification of IDT. Call the resulting algorithm C , . Below, we bound the time which elapses in an execution of C , until the buffer size will reach the value of L. 
Multiplicative rate jitter
For some applications, it may be useful to define jitter as the ratio between the maximal and minimal inter-arrival times. We call this measure the multiplicative rate jitter, or m-rate jitter for short. It is easy to adapt Algorithm C to the case where we are interested in the m-rate jitter. All that is needed is to define IDT m j = 
