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Abstract: A new technique for treating surface discontinuities within boundary element calculations is proposed. 
Multiple nodes are used to represent the geometry, and the necessary additional equations are obtained by 
differentiating the usual boundary element integral equation. In deriving expressions for the resulting singular 
integrals, it is found that constraints must be placed on the functional approximation at the discontinuity. An 
algorithm for incorporating these constraints is developed and numerical tests for an exactly solvable three-dimen- 
sional Laplace equation problem are presented. 
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1. Introduction 
This paper is concerned with the boundary element analysis [2] of a region containing 
geometric discontinuities, i.e., corners on boundary arcs in two dimensions or comers and more 
generally edges on boundary surfaces in three dimensions. The term corner will subsequently be 
used to designate any point on the boundary for which the surface normal, and hence the normal 
derivative (flux), is undefined. As surface discontinuities frequently occur in the description of 
many engineering problems, the ability to handle this situation is of considerable importance. 
Moreover, corners are also created in boundary element models when internal surfaces are 
imposed to subdivide a region. Such decompositions are employed in the treatment of inhomoge- 
neous domains [3], or when artificially splitting a region for the purpose of coupling finite and 
boundary element analyses [1,18]. 
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The presence of a corner creates serious numerical difficulties for a boundary element 
calculation because the surface normal derivative appears explicitly in the boundary integral 
equation formulation. Depending upon the known boundary data, solution of the problem may 
require determining the ill-defined normal derivative(s) at the corner. It is therefore not too 
surprising that under these conditions standard boundary element approximations are known to 
produce highly inaccurate comer solutions 1131. The various arrangements of boundary condi- 
tions create two distinct classes of problems, characterized by whether there is one, or more than 
one, unknown comer boundary value. This latter type of problem occurs when 
(a) Dirichlet boundary conditions are specified in the neighborhood of the corner, thus 
requiring that two or more normal derivative values be determined; or, 
(b) no boundary conditions are specified (an internal corner point arising from subdividing a 
region). 
As a consequence of the additional unknown(s), this type of problem is the more difficult one 
for a direct boundary element formulation [2] to handle, and will be the primary focus of this 
paper. The treatment of a “single unknown” problem will be discussed in Section 5. A variety of 
techniques have been proposed to improve the behavior of boundary elements at a surface 
discontinuity, but have met with limited success. A critical discussion of these modifications can 
be found in [16]. 
The purpose of this paper is to introduce a new boundary element technique for treating 
corners. The approach taken herein is purely experimental. Computational results presented 
below will indicate that the method works quite well, but as yet no study has been undertaken on 
the interesting questions of error analysis and convergence. For ease of exposition, the method 
will be described in the context of the three-dimensional Laplace equation v2V= 0 for the 
potential function V, with Green’s function 
G(X, X0)= 1 
4711x-&I II ’ 0.1) 
and with Dir-i&let boundary conditions at the comer. It is expected that extension to other 
situations will be straightforward. Consider the simple example of a comer shown in Fig. 1; in a 
standard boundary element formulation, “the flux” at the point Q would be included as an 
unknown in the system of equations. At best however, there are actually two unknowns at Q, the 
normal derivative approaching Q from the left (i.e., with normal direction n = nL as determined 
by the surface element LQ), and from the right (n = nR given by the element QR). Clearly these 
limits are in general not equal, as one cannot expect the flux to be continuous when traversing 
Fig. 1. A comer point Q with two distinct normal directions. 
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the corner. Depending upon the imposed boundary values of V, the situation at Q can be even 
worse, in that the limits may fail to exist, i.e., the flux can diverge as the comer is approached 
[14, p.161. This paper will consider the corner problem under the assumption that the limits exist; 
the treatment of divergent behavior at the corner will be taken up in a subsequent paper. 
As there are two unknowns at Q, it is sensible to discretize the comer using two nodes QL and 
Q R, and solve for the two quantities VI/- nL(QL) and vV* nR(QR). In what follows, it will be 
important to remember that these quantities are defined as limiting values approaching the 
comer; e.g., vV* nL( QL) = lim vV* nP( P), where P + Q along the surface LQ. For more 
complicated surface structure, as in the corner point of a cube, additional nodes would be 
employed, the number depending upon how many separate normal directions exist at the comer. 
However, for each extra node employed at Q, an additional equation must be generated. Using 
both QL and QR as collocation points X0 in the boundary element equation [2] 
4(X,) v(X,) + i-“(X) vG(X, X,) l n dS = j--G(X, X,) W/(X) l n dS (I -2) 
obviously fails, as the equations are identical. Mitra and Ingber [16] and independently Bruch [3] 
suggest obtaining the required additional equation by choosing a point X,, outside of the region 
D. As the solid angle coefficient 4(X,,) is zero for an exterior point, (1.2) does not introduce any 
additional unknowns, and the system of equations can be solved. However, this method can be 
difficult to use, especially in three dimensions. The difficulty stems from the apparent sensitivity 
of the answers to the choice of the external collocation points, and accurate results for particular 
problems may not be obtainable [4]. 
In this paper an alternate scheme for generating the necessary additional equations is 
proposed. The new equations are obtained as follows: replace the boundary point X0 in (1.2) by 
an interior point Y, and differentiate with respect to Y, in the direction N. As $( Y,) = 1, this 
yields 
vV(Y,)-N+J;~V(X) v,{v,G(X X,)-n}-NdS 
= iD[ vy,G(X, r,> lN] [W(X) l n] a. 0.3) 
Taking the limit as Y, approaches the boundary point X,,, and remembering that the singular 
integrals are to be interpreted in terms of this limit, this (interior limit) equation can be written 
as 
W(X,)*N+jjD~(X) vxo{vxG(X, X&n}-NdS 
=I [v&(X, X,)*N][vV(X)*n] dS. 
aD 
(1.4a) 
If a limit of points Y, from the exterior of the region is considered, a similar equation will result. 
In this case, $( Y,) = 0 and thus the first term drops out; the exterior limit equation is therefore 
JjDv(X) vx,{ vxG(X, X,) l n} *NdS = i,[ vxoG(X 4,) l N] [W(X) -1 dS. 
(1.4b) 
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Although (1.4a) and (1.4b) taken together may at first appear inconsistent, it must be remem- 
bered that the singular integrals are defined in terms of a limit, and may therefore depend upon 
which limiting process is employed. Equation (1.4) has been used successfully in conjunction 
with crack geometries (where there are also two unknowns at a single point) [5,7,9], and thus 
there is good reason to suspect that it can successfully (i.e., yielding a well-conditioned linear 
system) supply the necessary additional equations at a comer. Conversely, the techniques 
described herein are of importance for surface crack problems, as the intersection of a crack and 
an outer boundary will form a corner. Although the boundary conditions in this case are usually 
specified flux (leaving only one unknown to be determined), the crack treatment will nevertheless 
require the use of (1.4) at the comer [5,7]. The implementation of the techniques described below 
for surface crack problems in fracture mechanics will be reported elsewhere [15]. 
The principal task required by the use of (1.4) is to make reasonable sense of the singular 
integrals which arise. Due to the two derivatives of the Green’s function in the first integral, this 
term is highly singular, and has been termed hypersingulur [12]; strongly singular integral kernels 
of this type have been intensively investigated in connection with fracture mechanics problems, 
with a “finite part” evaluation being the most commonly used method [12,19]. As indicated 
above, the approach taken herein is to define the integrals as a limit of defined quantities. It has 
been shown that this approach, when combined with integrating completely around the singular 
point X0, yields finite values [5]. Although this procedure requires analytic evaluation and special 
numerical approximations (V(X) must be differentiable in the neighborhood of X0) [6], it is 
nevertheless a relatively simple and straightforward method for handling the hypersingular 
integral. The right-hand side integral in (1.4), which shall be called the flux integral, can be 
handled in a similar manner. As the kernel in this integral is less singular, only a continuous 
representation of the boundary flux vV( X) l n is required. 
The process of integrating completely around the singular point in effect requires that the 
surface be smooth at X0. This is clearly not the case when X0 is a corner point, and it is 
therefore not obvious that the interpretation of (1.4) as a limit can be employed in this situation. 
(Previous use of (1.4) for a corner point treated the singular integrals by in effect rounding the 
crack into a smooth surface [8]. This was possible in this problem because the unknown quantity 
on the crack was potential and not flux.) Moreover, the limiting flux values approaching a comer 
from different sides are, in general, not equal, and thus the flux will not be continuous traversing 
the corner: as mentioned above, a continuous flux is necessary to eliminate potentially singular 
terms from the flux integral. Thus, at a corner point both integrals in (1.4) will contain singular 
terms which, lacking a smooth “neighborhood”, will not vanish individually However, the 
analysis of the integrals will show that the singularities cancel. As in the treatment of hypersingu- 
lar integrals for a smooth surface, effecting this cancellation in the computation will place quite 
natural constraints on the functional interpolation at the corner; specifically, the potential and 
flux approximations at the comer must be constructed in a consistent fashion. These topics will 
be taken up in the following sections. 
2. Singular integrals 
The singular integrals in (1.4) must be reduced analytically to a form suitable for computation. 
Moreover, their behavior at a comer will dictate constraints which must be incorporated into the 
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boundary element approximation. The limit indicated by (1.4) must therefore be evaluated, and 
for this purpose it will be convenient to assume the simple geometry described above (Fig. l), 
wherein the comer point X0 lies on a straight boundary surface edge having only two distinct 
normal directions approaching X0. The acute angle at the comer will be denoted by /3. Although 
two nodes QL and QR will be used in the discretization of the comer, it will be convenient to 
continue to refer to the comer as simply X0. The extension of this analysis to more complicated 
situations that can arise in three dimensions (e.g., the comer of a cube) appears to be tedious but 
straightforward. 
As the boundary surface is smooth on either side of the edge, it is permissible, as in previous 
work, to assume a planar surface on either side of the edge. The complete neighborhood _Z of a 
corner node X0, defined as all surface elements containing this node, is therefore composed of 
two planar pieces .Zi and &. The treatment of the singular integrals differs from that for a 
smooth surface [5] in that singular terms arise from integrating over “the edge” between E1 and 
&. Whereas both integrals in (1.4) have finite limiting values for a smooth surface, the singular 
edge integrals are present on both sides of (1.4) and eventually cancel out of the equation. In 
addition, tangential derivative terms arising from components of N parallel to the surface (which 
played a minor role for a smooth surface) are now of importance. 
As stressed above, it is important to keep in mind that (1.4) is defined in terms of a limit, and 
that the same limiting sequence must be employed for all integrals. In what follows, the sequence 
of interior points will be chosen such that they converge to a point Y, interior to Ei, and then 
Y, -+ X0 along E:, (other choices for this sequence are possible). To evaluate the integrals over 
E,, k = 1, 2, local coordinates will be chosen so that this surface lies in the (x, y)-plane. As the 
singular point is moved off the surface and off the edge, X0 in (1.4) is replaced by X0 = (0, 0, z,,), 
where the origin (0, 0, 0) is a point interior to L; a distance 6 from the edge (note that the limit 
z0 -+ 0 is taken first, followed by 6 + 0). For &, the origin of the local coordinate system will be 
taken as the projection of X0 onto this plane, so that the singular point can still be represented as 
(0, 0, zO). For ease of discussion, it will be assumed that the origin for Z:, lies interior to this 
region (an exterior projection being handled similarly), and that polar coordinates (p, /3) in E,, 
0 < p < fi( f3), 0 < 8 < HIT, are chosen such that the edge is the y-axis, _Zk to the right. 
As might be expected, the hypersingular integral is the more troublesome and will therefore be 
treated first. The point source potential Green’s function (1.1) with X0 = (x,,, y,, zo) is 
(2-l) 
and the surface gradient with respect to X is differentiation with respect to z. Dropping, for 
convenience, the 4~ factor from all subsequent expressions, the hypersingular integral can be 
written as 
/ V(X)+Vix+N,y) dx dy+N,/ V(X) -? - 3z,z dx dy. 
2, -rk (r3 r5) 
(2.2) 
In this expression, r = [x2 +y2 + z~]-~/~ = [p2 + z:]-~/~ and N = ( N,, N2, N3) is the chosen 
flux direction at the comer (either nL or nR). As in previous work [6], a single polynomial P 
A 
V(x, y) = a, + a,x + a,y + u3z + &$x2 + a,xy + uexz + u,y2 + u,yz + u9z2 + * * * 
(2.3) 
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will be constructed to represent Van 2. This is done to achieve a differentiable approximation to 
V, necessary for the correct treatment of the hypersingular integral. Correct treatment at the 
corner will require that the interpolation be performed on .E, and not each piece Ek individually, 
which explains the presence of monomials in all three coordinates in (2.3). However, the analysis 
of the singular aspect of the integrals will only require consideration of the constant and linear 
terms: the higher-order terms are not singular and are precisely the same as for a smooth surface. 
Switching to polar coordinates, the lowest order terms for the normal ( N3) component integral 
in (2.2) are found to be 
2n z; 
N,a, --- 
ji 
1 
i3( e> w 1 de 
+N3jf[al c0s(e) + a2 sin(O)] 
#+(!#j + iog(i(e) + s(e)) - 14 I z. I> I de, (2-4 
where i*( 0) = ( fi2( 0) + z,‘). As the origin of the coordinate system will be “interior” to the 
domain of integration ,X1 or X2, the limits on 0 are 0 and 27. Integrating first over Ei, the limit 
z0 + 0 can be taken, and (2.4) can be split into two contributions, 
N3 -a0 
[ J 
71/z 1 
--IT,* s(e) 
- de + j:IT2[ a, cos(e) + a2 sin(e)] iog(2fi(e)) de 1 (2.5a) 
plus a “singular” term arising from the “edge region” of &, 
371’2 u cos t9 + a2 sin(e)] log(26(8)) de . L 0 1 (2.5b) 
The expressions in (2.5b) are badly behaved because the integral is over the edge joining 2, and 
Z2, and I;( 8) becomes small on this contour. 
Due to the manner in which the limit is taken, integrating (2.4) over Z2 produces different 
expressions (and this will in fact be the case for all the integrals in (1.4)). For the integral over 
&, to is allowed to go to zero first, and as indicated above, i(f?)/fi(e) = 1. When integrating 
over Z2 however, $( t9) is small along with z. in the edge region, and i( e)/fi( 0) is no longer 
constant. The expressions corresponding to (2.5a) and (2.5b) arising from the integration over & 
are thus given by 
cos e +u, sin(e)][-2+log(Z(O))] de , ( > 
I 
(2.5~) 
aoN 
3~12 ~02 
J i 
1 --- de 
n/2 i’(e) i(e) I 
+N,c[u, c0s(e) +u, sin(e)] - i(e) [ ““-(L!#)3 +10@(e) + s(e)) 
(2.5d) 
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Not surprisingly (as this term cancels by itself for a smooth surface), the singular a, contribu- 
tions from (2.5b) and (2.5d) will cancel with similar terms arising from the tangential derivatives 
in (2.2) (see the Appendix). The fi( 0)/;( 0) edge integral terms in (2.5d) are nonsingular and can 
be evaluated in the following manner. The singular point lies on 2, a distance z0 from Z,, and 
thus for a point on the edge, fi2( 0) = zi(tan*( p) cos’( 8))-‘, where p is the acute angle at the 
corner. In the limit z0 + 0, this yields 
J 3n’2 cos( B) iw - dB= -a, J 
3-n/2 
-a1 
COS( e> 
dt’ 
n/2 W> ~12 (l+ tan*(P) COS’(B))~‘~ 
= al 2P cow 
sin(p) ’ 
(2.5e) 
de= -a, 
cos( e) 
(1 + tan2( p) c0?(e))3’2 
de 
= 2a, cos2( p>. (2Sf) 
These manipulations are not valid if /3 = in, but in this case fi( 0) + 0, and the above equations 
still provide the correct answers. This completes the analysis of the normal component of the 
hypersingular integral, with the exception of the singular edge integral log(2$( 0)) and log( i( 0) + 
,6(e)) terms in (2.5b), (2.5d). Resolving this problem requires a discussion of flux integral in (1.4). 
This will be attended to now, the evaluation of the tangential integral in (2.2) being postponed 
until later. 
For the existence of the limiting value of the flux integral, the surface flux vV( X) l n need 
only be continuous. Moreover, as there is only one derivative of Green’s function, only the 
constant term poses any difficulty at a corner. It is therefore sufficient for this analysis to assume 
that the surface flux is constant, vV’( X0) l n = b,. The integral can therefore be written as 
bO/ {Nlx+N2Y-N3zO) ' dp de. 
z’, ( p2 + 2,2)3’2 
(2.6) 
First integrating the normal component over Zi (as above, with the singular point slightly off the 
edge) and taking the limit z0 + 0, we find 
lim - b,N,z, 
to-0 / 
02-(B2(e)-~z;)'/2 + & df?= -277bo~3mzo)~ (2.7a) 
where H( zO) = zo/ 1 z. 1 = f 1. The choice of sign in (2.7a) depends upon whether one ap- 
proaches the surface from the interior or exterior of the region. This term is therefore undefined 
on the surface, jumping discontinuously as one crosses the boundary. 
Integrating the normal component over .Y, is again a little more complicated because of the 
limiting process. The change from (2.7a) is that now the b(B)-term, integrated over the edge 
region, does not necessarily vanish in the limit. This integral is the same as in (2.5e) except for a 
factor of tan( fi) and yields 
2&N,H(z,)fi. (2.7b) 
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Fig. 2. A simple edge formed by two half planes. 
Integrating over p, the tangential component of (2.6) becomes 
b,~~[N,cos(8)+N,sin(8)][-~+log(P(B)+B(B))-log(Ir,I)]dB. (2.8a) 
As with the hypersingular integral, the log( 1 z,, I) and j3( 19)/i( 19) terms disappear, and a singular 
log(2fi(B)) edge integral remains from integrating over .Z:,. For Z2, expressions analogous to 
(~SC), (2Sd) are obtained, and the nonsingular edge integral once again as in (2.5e), 
de = b&H( zo) 2psiy_$?) . (2.8b) 
Note that the singular terms are of the same form as that in the hypersingular integral, and are 
multiplied by b,,, the value of the flux. The coefficients in (2.5) and (2.8) will in fact match up 
appropriately to cancel the singularity. 
The basic idea can be illustrated by the simple example shown in Fig. 2. The surface edge is 
the y-axis, formed by the two coordinate halfplanes z = 0, x 2 0 and x = 0, z 2 0. Assuming 
N = (0, 0, l), integrating first over the z = 0 plane produces a singular term in the hypersingular 
integral, multiplied by a,cos( f3), the sin( 0) integral dropping out (8, = $r, 9, = :T). The key 
observation is that, for this geometry, a, = V,, (the ,q subscript indicates a partial derivative in 
the q-direction) is the normal derivative on the x = 0 plane. The integration over this region is 
purely tangential, precisely the origin of the singular term in the flux integral, (2.8). It is a simple 
matter to check that the divergent terms do in fact cancel, leaving a finite contribution. A proof 
of this for an arbitrary angle of intersection of the two planes can be found in the Appendix. 
While this is a simple straight edge geometry, it is intuitive that the singular terms go away at 
more complicated curved and comer geometries: one should be able to compute sensible limiting 
flux values from the interior. 
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The relationship between the gradient on one side of the corner and the potential on the other 
side allows the cancellation of the singular terms. This relationship must therefore be enforced in 
the calculation in order to treat these terms correctly. This can be accomplished by placing 
constraints on the interpolation of the potential function; this topic will be discussed in Section 
3. 
To complete the evaluation of the singular integrals, the tangential component integral in (2.2) 
will now be examined. The coefficient of the constant term for Z, is found to be 
This follows directly from ,6( 0) > z0 and a Taylor expansion of the integrand, 
- 3/2 
(2.9) 
(2.10) 
which show that the integral behaves as z,, 2 in the limit. For ,X2, the limiting process once again 
requires that the edge region (3~ < 19 G $7) be treated separately. However, as shown in the 
Appendix, these terms nicely cancel with the corresponding terms in (2.5). 
Integrating over .X1, the coefficient of a, (and similarly for u2) is given by 
= 3a,z, 
J 
*= cos(B)[N, cos(8) + N2 sin(o)] 
0 
& - L + L 
w 3i( e)’ 
= 2WQv,H( zo). (2.11) 
As before, the integral over Z2 must reflect the limiting process. The vanishing fi( 0) terms in 
(2.11) now produce edge integrals which can be evaluated as in (2.5e), with the result 
-a,H(zo)%{2P + sin(2P)) - ~,~(zo)~2w3~. (2.12) 
The potentially singular integrals have now been reduced to a computationally manageable form. 
There remains the question of developing an algorithm for the interpolation of the potential 
(2.3), which includes the constraints required for the proper treatment of the integrals. This topic 
will be taken up in the next section. 
3. Functional approximation 
As pointed out in the previous section, the singular quantities at a corner cancel because the 
potential on Z, is related to the value of the flux on _Z2 (and vice versa). If this relationship is 
not enforced in the numerical approximations, then these singular terms will not have been dealt 
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with correctly, and incorrect solutions will result. (A numerical example will be presented in the 
next section.) Utilizing a previously developed algorithm for treating the hypersingular integral 
[6], this section will describe a procedure for including these constraints in the interpolation. 
As in Fig. 1, let QR and QL denote the two nodes representing the corner at X,,, and nR, nL 
the corresponding normal directions. From the representation of the potential in (2.3), the 
constraint equations at the corner can be expressed as 
ain; + u2n; + a+; = vV( Q,) l nL, u,& + u2n; + u& = VI/( Q,) l nR, (3.1) 
where nL = (ni, ni, ni), nR = (nk, ni, ni). Let X, = (xk, y,, zk), 1 G k G k,, denote the k, 
nodes which, in addition to X0, comprise the neighborhood 1. For simplicity, let us assume that 
V is to be approximated by the quadratic polynomial shown in (2.3). Incorporating the constant 
term a0 = V( X0) directly, the interpolating equations f( xk, yk, zk) = I’( X,), together with the 
two constraint equations (3.1), can be expressed in matrix form as 
/ 
Xl 
x2 
xko 
1 
*L 
1 
\n, 
Yl Zl 4 XlYl XlZl Y: YlZl z: 
Y2 z2 4 X2Y2 x222 2 Y2 Y2Z2 4 
. . . . . . 
Yko zk, xk2,, xk,Yk, xk,zk, do Ykozk,, z/t, 
2 
nL n; 0 0 0 0 0 0 
2 
nR n; 0 0 0 0 0 0 
WG) - v&> 
Jv2)- wfo) 
(3.2) 
If this matrix equation is written as Mu = W, then the matrix M is nonsquare (if necessary, 
higher-order terms being added to (2.3) to maintain an underdetermined system; this is done for 
numerical stability). In addition, the right-hand side vector w contains known data, namely the 
potentials V( X,) (again assuming Dirichlet boundary conditions at the corner), and the two 
unknown flux values. However, to construct the boundary element equations, all that is needed is 
to express the coefficients { uk } in terms of these quantities. Theoretically this is easily obtained 
by use of the generalized inverse of M: a = Mtw. This, however, is an expensive computation, 
and for three-dimensional problems this can add up to a significant expense due to a possibly 
large number of corner nodes. Fortunately, with a little algebraic manipulation, evaluation of the 
complete generalized inverse can be replaced by solving an equivalent least-squares system of 
equations. The details of this procedure can be found in [6]. 
4. 
is 
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Computational results 
319 
Test calculations will be performed using the three-dimensional model shown in Fig. 3(a). This 
a one-eighth symmetric section of a square box with cylinders located at the corners; a top 
view of this configuration is shown in Fig. 3(b). In Fig. 3(a), the top of the model is the z = 0 
plane (the positive z-axis extending downward in the figure). Along with the y = 0 and x = y 
planes, this is also a plane of symmetry. The zero-flux boundary conditions on these planes are 
included exactly by the use of a symmetrized Green’s function (of the form C,G( X, X,) [9]), so 
these surfaces are excluded from the model. Aside from the symmetry planes, the boundary 
conditions are applied potential, namely 
V(x, y, z) = z2 - :(x2 +y’). (4.1) 
In addition to complying with all of the symmetry conditions, this function satisfies Laplace’s 
equation, so that (4.1) is the solution throughout the region and all gradients can be computed 
exactly. 
There are two edges in this geometry: the juncture between the floor (z = 18) and the wall 
(x = 18), and the juncture between the cylinder surface and the half-disc “cap”. The algorithm 
can therefore be tested on a straight interior edge and a curved re-entrant edge. From (4.1), the 
exact flux (using an interior normal) on the floor is - 36.0, and that on the wall is 18.0. The flux 
on the cap will also be constant, 27.0, whereas the flux on the cylinder varies with position 
around the edge, from 18.0 to -23.0. The jumps in the flux in crossing the edges are therefore 
reasonably strong. 
Although the boundary conditions are fraudulent, concocted solely for the purpose of 
providing a test of the corner method, the geometry is part of a realistic electroplating cell 
configuration. In plating applications, the cylinders (anodes) would have applied potential 
boundary conditions, and therefore correct treatment of the cylinder/cap edge could be of 
Fig. 3(a). 
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Fig. 3(b). Top view of rank. 
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. . . . 
Fig. 4. Interior and exterior limits for the re-entrant and non-re-entrant corners. 
importance. In this regard, it has been found that it is very difficult to solve this test problem 
accurately using the external collocation point technique [4]. 
Before presenting the results, several comments about the calculations are in order. First, 
standard linear triangular elements are used, with the exception of, as described above, the 
singular terms in the hypersingular integral. For P in (2.3) a cubic polynomial was employed. 
Second, as discussed in Section 2, the singular integrals depend upon the path chosen to 
approach the corner. In the reported calculations, an interior limit was taken for the floor/wall 
edge, and an exterior limit at the cylinder/cap. This choice has an effect on (1.4) (presence of the 
first term) and the sign of H(z,). The reason for this particular choice of limit directions was to 
conform with the assumption that the projection of the singular point on _Zi lies interior to &. 
Imagine a sequence of points interior to the region approaching the cylinder surface just above 
the edge (see the re-entrant edge in Fig. 4). If these points are projected onto the plane of the 
cap, it is clear that they will lie outside the cap surface, and thus an exterior limit is desired. The 
final comment concerns the point (18,18,18) in the model. Because the symmetry planes are 
absent in this reduced model, this point does not appear to be an actual comer (i.e., having three 
separate normal directions present). In reality it is a comer, and therefore should be treated as 
such. Consequently, the third normal derivative constraint at this point was included in (3.2). 
Figures 5(a)-5(d) compare the four computed flux values at the two edges for four separate 
calculations (the horizontal axis in these figures is just a node numbering along the edge). The 
solid line represents the exact solution, while the dashed lines represent the results obtained by 
employing (1.2) and (1.4) at the edge; the more inaccurate of the two curves is the result of 
deleting the constraint equations from the interpolation. The dotted lines are obtained by using 
(1.4) twice at the comer, once for each normal direction (as before, the highly inaccurate curve is 
obtained without the constraints). Is is obviously essential that the constraints be included in the 
calculation. Both methods are in reasonably good agreement with the exact solution, despite the 
fact that linear elements have been used to represent the quadratic potential (4.1), and compare 
favorably with the corresponding results obtained using exterior collocation points [3]. The use of 
linear elements provides a possible explanation of the somewhat better overall results obtained 
by using only (1.4); in this approach, the linear interpolation of the potential is not employed at 
the corner. 
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error. 
Figures 5(e) and 5(f) display the relative errors for the second approach of using just (1.4) at 
the comer (with constraints). It is perhaps a little surprising that the results for the curved 
cylinder edge are better than for the floor edge, for which the geometry is exact. The explanation 
is that, as evidenced by the use of only nine nodes, the discretization on the floor and wall is 
significantly cruder (except near node 9, which is the comer point (18,18,18)) than on the 
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Table 1 
Interior point calculations 
6 Hypersingular Flux integral 
1.5000 14.133 - 19.087 
1.0000 13.933 - 19.892 
0.5000 12.588 - 21.960 
0.2500 10.838 - 24.013 
0.1250 9.005 - 26.037 
0.0670 7.191 - 28.041 
0.0335 5.839 - 30.030 
Normal derivative 
- 33.221 
- 33.825 
- 34.548 
- 34.851 
- 35.042 
- 35.232 
- 35.419 
Exact 
- 33.00 
- 34.00 
- 35.00 
- 35.50 
- 35.75 
- 35.87 
- 35.93 
cylinder. The larger errors in both figures are apparently correlated with the size of the 
neighborhood 2, indicating that, not surprisingly, a reasonably fine mesh should be employed at 
a comer. 
The effect of the third constraint at the cube corner point was investigated by performing the 
calculation (using (1.4) twice at the corner) without this equation. With all three constraints the 
computed normal derivatives at this point were 18.056 (wall) and - 35.086 (floor); using only 
two constraints, the respective values were 18.468 and - 38.623, clearly indicating the value of 
including all possible information in the calculation. 
As this problem is exactly solvable, it also provides a simple means of illustrating the theory 
presented in Section 2. Using the known values of V and V,, on the boundary, interior gradient 
values can be computed by using (1.4), evaluating all integrals numerically. This was done for a 
sequence of interior points converging to a boundary point on the floor surface and very near to 
the wall, thereby mimicking the limiting process at this edge. The contributions of the hypersin- 
gular integral and the flux integral were calculated separately, and the results are shown in Table 
1. In this table, 6 is the distance from the interior point to the boundary; as 6 + 0, the 
calculation will eventually break down due to the emergence of nearly singular integrals 
requiring specialized numerical techniques [ll]. Nevertheless, it is possible to get reasonably 
close to the boundary utilizing standard quadrature methods, and the reported sequence of 
values indicates that neither integral is converging. The presumed divergence of the two integrals 
is very slow, in accord with the above analysis which predicts a log( 6) dependence. As expected 
however, the difference (shown in the “Normal derivative” column) is close to the correct 
interior gradient (Exact) and is converging, as S + 0, to the value of the flux on the floor. 
5. Conclusions 
The problem posed by lack of a well-defined normal direction on the boundary has been 
resolved by the use of the hypersingular integral equation. Although previous applications of the 
flux equation (1.4) have relied on the assumption of a smooth surface, the results herein have 
demonstrated that this equation can also be employed at boundary comers. The theory was 
presented for a surface edge having only two different normals; however, it is expected that 
everything (most especially, the cancellation of the singular terms) will carry over to more general 
corner situations. This hope is somewhat justified by the excellent numerical results obtained by 
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Fig. 6. A simple mixed boundary value corner problem. 
using (1.4) for both equations at the corner. This indicates that employing multiple versions of 
this equation at the same node (with different directions N) is perfectly acceptable. 
As before, it was found that a limiting procedure (from the interior or exterior) yields a 
sensible interpretation of the singular integrals. Finite-part [12] and regularization [19] techniques 
have also been used to assign finite values to the hypersingular integral. As these methods attack 
the singular integral directly, placing the singular point on the boundary (i.e., without a limiting 
process), it is not clear how quantities which are discontinuous across the boundary surface 
((2.7a) and (2.10)) can be recognized and treated. Moreover, the analytical and numerical 
calculations presented herein show that the hypersingular and flux integrals are, by themselves, 
not finite at a corner; simply abandoning the singular part means losing the necessary informa- 
tion that the potential and the fluxes at the comer have a consistent representation. 
In several recent papers which have applied an extra equation at the comer [3,16,17], the 
proposed method has been tested on problems wherein the corners are formed by the intersec- 
tion of surfaces with Dir&let and Neumann boundary conditions; see Fig. 6 for a typical 
example (q = vi/* n). This type of problem is, however, fundamentally different from that 
treated herein because there is on& one unknown at the corner, namely the normal derivative on 
the Dir-i&let surface, and thus there should be no need to supplement (1.2) with another 
equation. Based on the computational results in Section 4, it is conjectured that the inaccurate 
results produced by boundary element algorithms in this situation is precisely the same 
phenomenon seen when the constraint equations are omitted from the calculations in Section 4. 
Thus, for this “mixed boundary data” comer problem, it is reasonable to conjecture that an 
accurate solution would be obtained by simply modifying the boundary element algorithm to 
constrain the V interpolation at the corner to conform with the local gradients. The interpolation 
algorithm described in Section 3 can be readily adapted for this purpose. The algorithm 
suggested by Ouazar and Zoukaghe [17] differs from this proposal in that their method employs 
the constraints as extra equations at the corner, rather than incorporating them directly in the 
interpolation, and is apparently lirnited to two-dimensional problems; nevertheless, it is based on 
the same idea of matching potential and gradient at the corner. 
Appendix. Proof of cancellation 
The proof that the singularities from the hypersingular and flux integrals cancel will be carried 
out for the simple geometry shown in Fig. 2, modified to treat the more general case of an 
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arbitrary angle between the two planes. The x = 0 plane will therefore be replaced by the plane 
z = (YX, x > 0, (Y > 0, and thus tan(p) = (Y. The limitation to a straight edge is probably not 
severe: a curved surface is locally flat, and thus analysis should thus carry over to a curved edge. 
No attempt is made to investigate corners having more than two normal directions present. 
It will be assumed that the orientation on the surface gives an interior normal, and that the 
gradient direction to be computed at the corner is N = (0, 0, 1). As a consequence, the 
integration over the z = 0 plane (Zi in the notation of Section 2) involves only normal 
derivatives. The singular contribution from this surface is therefore from the hypersingular 
integral (2.4), and is given by 
~‘““[V,,cos(8) + V,, sin(e)] log(i(8) +6(e)) de 
71/* 
= V, J 
3=‘2 cos( 0) log(2b( 0)) df9 
“J/2 
where 6 is the distance from the singular point X,, to the edge. Integrating over the z = ‘YX plane 
(&) will involve both normal and tangential components. To evaluate the integrals as in Section 
2, this plane will be rotated through an angle of IT - /3 onto the z = 0 plane. The transformation 
in the (x, z)-plane and the resulting flux direction are given by 
(A.2) 
The singular contribution from the hypersingular integral is therefore, as above (with the limits 
changed to reflect the fact that the edge is now to the right of the singular point), 
- cos( p,l”” ti,x cos( 6) log( i( 0) + fi( 0)) de, 
-71/2 
(A4 
where p,x is the partial with respect to x in the transformed coordinate system. In this 
expression, i( 19) is once again the distance from the singular point to an edge point (i.e., the 
same as 3(e) in (A.l)). From (A.2), 
f,x= -~os(p)V,~-sin(/3)V,.. (fw 
The tangential component produces a singular term from the flux integral (2.8), equal to 
- sin( b)lq’* ?,” cos(0) log(i(B) + S(0)) de, (A-5) 
-n/2 
and the local normal derivative is given by 
P,n = sin(p)V,, - cos(p)V,,. (A4 
Combining (A.3)-(A.6), it is seen that the V, terms cancel and, bringing the flux integral to the 
other side of the equation, that the V,, terms sum to 
- TX / :/1/2 cos(f3){log(i(e) + P(0))) de. (A-7) 
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As in (A.l), ,6( 19) = 8/cos( 0), where 8 = 13 cos( p) is the distance from the edge to the projection 
of X,, onto x2. Substituting these expressions in (A.7) and adding (Al), the log( 8) terms cancel, 
leaving (after some manipulation) 
vx 
2 
-210g2+ sin(p) a J 
’ cos( #) log(cos( ,8) + cos( a//)) dJ, . 
I 
(A-8) 
It is possible to evaluate this integral in closed form, but for our purposes only the value for /3 
= :a, which turns out to be simply -2V,x, is required. 
The remaining singular terms, those multiplying the coefficient a, in (2Sb) and (2.9), will now 
be considered. For a singular point on Z’, a distance S from the edge, (2.5b) yields 
/ 
357/z 1 
-a, - 
n/2 iw 
de = - ? /3n’2 cos 71,2 I (8)ld0= -q= -2 sin(p), (A-9) 
where z0 is the distance to &. The normal component from integrating over _ZZ is given by 
(2.5d), and this edge integral is readily seen to be 
- F sin(p) cos(p). (A.10) 
The tangential contribution from _?Z2 is given by (2.9). Away from the edge, B(0) = i(0) and the 
integral is easily evaluated; the edge piece is the same as in (2.5f), and thus the total tangential 
contribution is 
2aoN, 2aoN, -___ +- 
ZO 
z. cos’(P). (All) 
Substituting N1 = -sin(p), N3 = -cos( /3), it is seen that the sum of (A.9)-(A.11) is zero. 
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