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Vector space modelAlthough biomedical information available in articles and patents is increasing exponentially, we continue
to rely on the same information retrieval methods and use very few keywords to search millions of doc-
uments. We are developing a fundamentally different approach for ﬁnding much more precise and com-
plete information with a single query using predicates instead of keywords for both query and document
representation. Predicates are triples that are more complex datastructures than keywords and contain
more structured information. To make optimal use of them, we developed a new predicate-based vector
space model and query-document similarity function with adjusted tf-idf and boost function. Using a test
bed of 107,367 PubMed abstracts, we evaluated the ﬁrst essential function: retrieving information. Cancer
researchers provided 20 realistic queries, for which the top 15 abstracts were retrieved using a predicate-
based (new) and keyword-based (baseline) approach. Each abstract was evaluated, double-blind, by can-
cer researchers on a 0–5 point scale to calculate precision (0 versus higher) and relevance (0–5 score). Pre-
cision was signiﬁcantly higher (p < .001) for the predicate-based (80%) than for the keyword-based (71%)
approach. Relevance was almost doubled with the predicate-based approach—2.1 versus 1.6 without rank
order adjustment (p < .001) and 1.34 versus 0.98 with rank order adjustment (p < .001) for predicate—ver-
sus keyword-based approach respectively. Predicates can support more precise searching than keywords,
laying the foundation for rich and sophisticated information search.
 2013 Elsevier Inc. All rights reserved.1. Introduction words and phrases and it lends itself to a user interface whichThe availability of online medical and biomedical information
has increased dramatically in recent years [1]. For example, Pub-
Med currently contains over 19 million articles covering biomedi-
cine and health-related research, and adds approximately 0.7
million abstracts per year. Although search engines have been
developed into highly efﬁcient and effective tools, the availability
of more advanced underlying data structures and associated user
interfaces would make paradigm shifting improvements and alter-
nate uses possible.
Search engines and digital libraries are focused on, but also lim-
ited to, using strings of words. This is reﬂected in each user inter-
face—users are limited to typing a list of words, and, at most, can
indicate which words need to be combined or excluded by using
quotes or ‘‘not.’’ This limitation is a consequence of the underlying
phrase-based index which requires documents to be matched toencourages suboptimal user search habits. For example, it has been
shown that people continue to use very few keywords, only 2–3 on
average [2–7], regardless of the topic of our search [7]. This exist-
ing keyword search technique results in imprecise queries as
shown in Section 6.3.
To remedy the short queries, query expansion techniques have
been researched and are currently used by search engines. Varying
degrees of success are achieved when adding different numbers of
keywords [8–10], using the most frequent terms [11], or using
terms from different parts of documents [12–14]. However, people
do not like automated methods [15] and so interactive query
expansion is preferred. This has led to the modern query expan-
sion, popularized by many search engines, to select a query from
a popup with queries already used by others [16,17].
Unfortunately, today’s query expansion reduces the overall
diversity of searches thereby also reducing the information avail-
able. Exacerbating the problem is that many search engines ignore
portions of the queries. In most conventional keyword search en-
gines, relationships between keywords are not captured or used
to retrieve and rank the documents. Consequently, the search
results show irrelevant results that contain the keywords but not
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articles about ‘‘NBS1 interacts with endocytic proteins to affect the
central nervous system,’’ the query ‘‘NBS1, endocytosis, central ner-
vous system,’’ results in 329 documents of which only one of the
top 20 documents were related to the query intent. In this exam-
ple, the relation ‘‘interacts with’’ between ‘‘NBS1’’ and ‘‘endocytic
protein,’’ and the relation ‘‘affect’’ between ‘‘NBS1’’ and ‘‘central ner-
vous system’’ were not captured, and as a result most of the re-
trieved documents are about irrelevant matters (DNA damage,
functional polymorphisms in the NBS1, etc.).
Many improvements are possible, such as recognizing entities
or visualizing results, and they are the topic of much research
and development. Our work focuses on one such aspect—the inclu-
sion of the relationship between the keywords in a search query.
We deﬁne such a relationship as a predicate and store these as tri-
ples in the search engine index. The triples are a natural way of
describing the vast majority of online data and resources [18].
Moreover, triples consisting of subject, verb or preposition (predi-
cate), and object and form an elementary sentence that represents
the basic information of the search [1,18].
This study describes the development and evaluation of a pred-
icate-based search engine that uses predicates in addition to key-
words. Evaluated using a collection of more than 100,000
Medline abstracts the results showed that a basic implementation
of this new, hybrid approach outperformed a basic implementation
of the baseline approach (keyword-based search). In our study, the
average precision of the predicate-based search was signiﬁcantly
improved by 9.17% compared to that of a keyword-based approach.
The average relevance of the predicate-based search was signiﬁ-
cantly improved by 31.25% compared to that of a keyword-based
approach. Our pilot study [19] showed for three examples that
our approach to predicate-based search is an improvement. The
contribution of this work is the further improvement of algorithms
which are then evaluated with a new user study demonstrating the
strength of predicate-based searching in biomedicine, a necessary
ﬁrst step in laying a foundation for future general search mecha-
nisms. Although the approach can be applied to other types of text,
scientiﬁc texts that describe relationships between variables are
highly suited to our project.2. Related work
2.1. Search engine component overview
The search engine ﬁeld is diverse with applications ranging
from ﬁnding a document to ﬁnding a new house or partner.
While many different text search engines and digital libraries ex-
ist, all of their main components are the same—they match input
items, usually words, to elements stored in their collection. Text
search engines store documents, or links to those documents,
and indexes. User queries are interpreted and related to the doc-
uments by means of those indexes [20,21]. Most search engines
operate on vast collections of documents and various indexing
and searching algorithms, such as the Boolean retrieval model,
term-document incidence matrix, and inverted index, are re-
quired to ﬁnd the desired documents from the collection with
sufﬁcient accuracy and speed. For example, in the Boolean retrie-
val model, queries are represented in the form of a Boolean
expression of terms using operators such as AND, OR, and NOT,
and the search results are derived by posing the queries against
the term-document incidence matrix.
Indexing is used to avoid linearly scanning all available docu-
ments for each query. The term-document incidence matrix, which
consists of documents, terms, and frequencies of the terms in each
document, is the most popular way of indexing [20,21]. The size ofthis incidence matrix increases enormously as more documents are
added to the collection. However, since the data in this matrix is
sparse, an inverted index is used to record only the non-zero en-
tries of the matrix. The major components in the inverted index
are the dictionary, i.e., the list of terms, term frequency, and the
link from the term to the original documents, i.e., the identiﬁers’
list of documents that contains the term. Search engines use this
index to ﬁnd documents and rank them giving a higher weight to
the documents with the highest frequency of the search terms
[20]. This inverted index is used to represent term weights in the
vector space model and is the most commonly implemented model
of most current search engines [21].
Meanwhile, many approaches have been suggested and dis-
cussed to address the word mismatch problem of the traditional
word matching methods. Query expansion techniques improve
search performance by evaluating user search queries and expand-
ing them with additional terms [22]. These techniques also include
the use of synonyms or additional morphological forms of terms in
the query [23,24]. Other approaches have focused on linguistic
concepts, which can be deﬁned in lexical resources such as Word-
Net [25]. Latent Semantic Indexing (LSI), for example, aims to ex-
tract latent concepts from the text, construct meaningful groups
of words, and search for such latent concepts by applying Singular
Value Decomposition (SVD) to the original term-document matrix
[26]. Latent Dirichlet Allocation (LDA) is a probabilistic latent topic
model whose basic idea is to represent multi-lingual documents by
a mixture of latent concepts or topics [24,27–29]. While query
expansion or approaches based on latent concepts have become
common, these techniques rely on reusing queries from others or
lexical resources based on concepts and topics, not additional user
information.
2.2. Vector space model
While the above improvements are possible for search engines,
our work focuses on the central component—the representation of
information in the underlying index and how to match this to the
user’s query. We ﬁrst review the current approach—the vector
space model. To calculate the similarity between query and docu-
ment search engines use the vector space model which represents
both query and document as a vector of keywords. Weights repre-
sent the importance of the keywords in document d and query q
within the entire document collection [30].
di ¼ ðwi1;wi2; . . . ;witÞ ð1Þ
q ¼ ðwq1;wq2; . . . ;wqsÞ ð2Þ
Term weights can be deﬁned in various ways in a document
vector. The common, basic approach is to use the tf-idf method
[31] in which the weight of a term is determined by two factors,
(1) how often the term j occurs in a document di (term frequency
tfi,j) combined with (2) how often the term j occurs in the docu-
ment collection (document frequency dfj). Document frequency
dfj is needed to scale a term’s weight in the document collection.
Denoting the total number of documents in the document collec-
tion by N, the inverse document frequency (idfj) of a term j can
be deﬁned as in (3). This makes the idf of a rare term high but
makes the idf of a frequent term low [20]. The composite weight
for a term in each document combines term frequency and inverse
document frequency. Thus, when using tf-idfweighting, the weight
of a term j in document di is deﬁned by (4).
idfj ¼ log Ndfj ð3Þ
wi;j ¼ tfi;j  idfj ¼ tfi;j  logN=dfj ð4Þ
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quently in a small number of documents within the document set
[4,5].
Based on the tf-idf method, the vector space model calculates
cosine between the query and document vectors to measure the
similarity of the query and a document [4,5]. The cosine similarity
(cos h) of the vector representations of di of (1) and q of (2) is de-
rived as (5) by using the dot product of two vectors and the product
of their Euclidean lengths.
cos h ¼
~di ~q
j~dijj~qj
ð5Þ
From the Eq. (5), the dot product ð~di ~qÞ is deﬁned asPV
j¼1wq;j wi;j, where V is the term size and wq,j is the weight of
term j in the query q. The denominator ðj~dijj~qjÞ, the product of
Euclidean lengths, is deﬁned as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPV
j¼1w
2
q;j
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPV
j¼1w
2
i;j
q
, which is the
normalization factor to discard the effect of document length.
Combining these elements shows how the similarity between a
document di and a query q is deﬁned as
simðdi; qÞ ¼
PV
j¼1wq;j wi;jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPV
j¼1w
2
q;j
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPV
j¼1w
2
i;j
q ð6Þ
where V is the term size, wq,j is the weight of term j in the query q,
and wi,j is the weight of term j in document i. Unfortunately, the
computation of the normalization factor is expensive, because to
calculate
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPV
j¼1w
2
i;j
q
, the Euclidean length of document di, every
term in the document needs to be accessed [30]. Therefore, the fol-
lowing simpler approximations are usually used instead of the full
vector space model:
simðdi; qÞ ¼
XV
j¼1
wq;j wi;j=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
#of  terms  in  di
p
ð7Þ
The formula (7) approximates the effect of normalization by
using the square root of the number of terms in a document. The
drawback to this vector space model approach is that the relational
information between terms cannot be considered.
2.3. Predicates in biomedical text
In biomedical information retrieval recognizing biomedical
entities, e.g., disease names, symptoms, special medications, and
the relations between them, e.g., prooxidant causes hormonal dis-
turbances, improves searching for biomedical texts [32]. Such rela-
tions can be described as triples and several research projects have
focused on the usefulness of triples and how to extract them [32–
36].
To extract triples, both rule-based and statistical methods are
used. Rule-based methods utilize a set of rules and mathematical
models. For example, Sohn et al. developed 12 rules to extract drug
side effects from clinical narratives of psychiatry and psychology
patients and their approach achieved precision and recall of over
80% [37]. Xu et al. also constructed a rule-based system to extract
relational information from narrative clinical discharge summaries
[38]. On the other hand, Gurulingappa et al. developed a statistical
relation extraction system based on support vector machines
(SVM) to identify potential adverse drug events from medical case
reports [39] and Zheng et al. also used SVM to detect co-reference
in clinical narratives [40]. While this approach is widely applicable
and generally achieves high precision and recall for the described
triples, the parsers tend to have narrow coverage and are unable
to recognize the entire variety of triple patterns. In contrast, pars-
ers with broad coverage may over-detect irrelevant and incorrectpredicates [33]. In contrast to the rule-base methods statistical
methods use a training dataset of potential predicates so that they
can learn to classify them as being correct or incorrect. Methods
that derive decision boundaries by using a training dataset to clas-
sify the correct predicates typically outperform other statistical
learning approaches such as feature-based methods [33,34,41–
44], but achieve substandard results compared to rule-based meth-
ods [33,45].
By taking into account the advantages and disadvantages of the
rule-based methods and the statistical methods, we developed a
new parser for identifying and extracting predicates from text.
Our approach combines rule-based and statistical methods in the
form of Finite State Automata (FSA) and Support Vector Machines
(SVM). FSA were used to split a parse tree generated by the Stan-
ford Parser (available at http://nlp.stanford.edu/software) [46,47]
into subtrees that may contain triples. SVM were used to classify
each subtree based on whether or not it contained a relevant triple.
The evaluation results showed that using two generic triple pat-
terns for FSA increased recall, and the kernel-based SVM classiﬁer
based on the training data improved precision. Thus our combined
approach leveraged the strengths of each to compensate for the
other’s weaknesses. Using this combination of algorithms to iden-
tify triples precisely in the text allows us to then extract them from
the text [48].
To our knowledge, only two similar parsers exist. The ﬁrst is
SemRep/MetaMap, which extracts information from text [49–52]
and maps it to concepts in the Uniﬁed Medical Language System
(UMLS) Metathesaurus [53]. Another is GeneNetScene, formerly
called Genescene, a parser that allows visualization of biomedical
predicates [54]. Our approach differs from both because our pred-
icates are not the ﬁnal product but form the basis for information
retrieval. We do not limit users to information contained in predi-
cates, but instead use predicates to improve access to entire docu-
ments. This is accomplished by using the predicates in the index of
a search engine.3. Research question
Our research interest lies in the development of a search engine
that is not limited to keyword-based search. We focus on predi-
cates to enhance the search mechanisms, since a predicate can pro-
vide much more information, can be extracted automatically from
text, and can be augmented with proven weighting techniques for
matching queries to documents. We have conducted preliminary
studies showing that a suitable user interface using query dia-
grams would make such querying feasible for users. The ﬁrst com-
ponent, the triple parser, was discussed in [24]. In this work, we
focus on the second essential component, the development and
evaluation of a Predicate-based Vector Space Model, to utilize
predicates as the underlying data structure to calculate similarity
scores between the query and documents.4. Development of a predicate-based biomedical search engine
The two main components of any search engine are the front-
end (i.e., search interface) and back-end (i.e., search engine), and
we have completed preliminary work for both. To use predicates
in a query the currently-used text box will not be suitable. Instead,
we envision a search engine where diagrams can be used to submit
a query. Such diagrams are a natural and intuitive approach to
using predicates. We have tested this approach using a paper–pen-
cil prototype and have evidence that it is intuitive and leads to bet-
ter queries [55]. To develop a new back-end using predicates it is
necessary that these predicates be extracted from text automati-
cally. We have successfully developed and evaluated such a
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the chief technical advancement of the search engine: the predi-
cate-based indexing and searching (see Fig. 1). Using predicates re-
quires a new approach to be capable of indexing predicates and
matching queries to documents via that index. To this end we
started with the Vector Space Model and extended it with a tri-
ple-index and a triple-matcher. The term ‘triple’ is a synonym for
‘predicate’ which is more commonly used in database literature.
We have adopted ‘triple’ below to describe our back-end database
component and use ‘predicate’ when referring to the overall search
engine.
4.1. Predicate-based vector space model
The traditional vector space model was augmented to combine
triple matching with term matching. To understand the impact of
including triples in the vector and the index we compared a pure
keyword-based approach and a pure predicate-based approach
against an additive approach that combined the keyword-based
and predicate-based approaches. Keyword-based scores for a
query were calculated in the conventional method as described
above (8), while triple scores were calculated as in (9), and their
combined scores were gained by adding them (10)
Stermðq;diÞ ¼
XV
j¼1
wq;j wi;j=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
#of  terms  in  di
p
ð8Þ
Stripleðq;diÞ ¼
XM
k¼1
ðwtq;k wti;k þ rtkÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
#of  triples  in  di
p
ð9Þ
Sadditive ¼ Striple þ Sterm ð10Þ
wti;k ¼ tfi;k  idfk ð11ÞFig. 1. Overall architecture of the predicwtq;k ¼ tfq;k  idfk ð12Þ
wti,k (11) is the weight of triple k in document i, wtq,k (12) de-
notes the weight of triple k in the query q and M is the total num-
ber of triples in document i. rtk (13) is a boosting factor for partial
matching between triples; it is the weight of the partial match be-
tween the triple k in the query and the triple k in document i.
rtk ¼ ð1 dÞ2
f ðstq;k \ sti;kÞ
f ðstq;kÞ þ d
f ðptq;k \ pti;kÞ
f ðptq;kÞ
þ ð1 dÞ
2
 f ðotq;k \ oti;kÞ
f ðotq;kÞ ð13ÞIn Eq. (13) d is a factional number between 0 and 1 indicating the
weight of partial predicate matches in the triple matching score.
The predicate of the triple contains the relationship between the
subject and object thus d sets the weight of a match between the
relationship in the query and the relationship in the triple extracted
from the document. d ¼ 13 evenly weights matches in each compo-
nent of the triple. d > 13 gives greater weight to matches in the pred-
icate in turn giving greater emphasis on the relationship between
terms. d < 13 gives greater weight to matches in the subject and ob-
ject of the predicate. Initially we set d = 0.2 as we think noun
phrases are slightly more important than predicates, but further
studies will be needed to ﬁnd the optimal value. f(xt) is the number
of terms in component x of the triple where x can be s for the subject
of the triple, p for the predicate of the triple or o for the object of the
triple. For example, f(stq,k) is the number of terms of the triple k’s
subject in query q and f(sti,k) is the number of terms of the triple
k’s subject in document i. The number of terms in common between
the subject of triple k in query q and the subject of triple k in doc-
ument i is expressed as f(stq,k \ sti,k). f(ptq,k), f(pti,k), f(ptq,k \ pti,k),
f(otq,k), f(oti,k), and f(otq,k \ oti,k) are deﬁned in similar ways asate-based biomedical search engine.
Mutated NBS1
CNS Damage
cause
Neurotransmitter
Release
interfere with
Fig. 2 (continued)
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ple, respectively.
We conducted a pilot study using three cancer-related queries
[19] to compare the three search schemes deﬁned in Eqs. (8)–
(10). The additive approach always outperformed the two other
approaches, both of which achieved similar performance. However,
this pilot study also showed that results could be improved by
integrating the triple scores and keyword scores at the triple level
instead of simply adding the triple score and keyword score as was
done in Eq. (10).
We therefore developed a new hybrid similarity score (14). It is
calculated by summing the product of the tf-idf weights of the
query and document triples (wtq,k  wti,k) with a keyword-based
score vt(tk,di) (15) multiplied by the boosting factor for partial
matching between triples (1 + rtk). The keyword based score is cal-
culated in the same way as Sterm (8) where tk is a set of all terms in
the kth triple of the query. The value of the term rtk (13) ranges be-
tween 0 and 3, which is not the same scale as the product of the tf-
idf weights. Using (1 + rtk) as a boosting factor multiplied by the
keyword-based score gives partial matches between components
of the query triple and document triple considerably more weight
then they were given in (9). This modiﬁcation is expected to im-
prove the merge effects of the two approaches by combining scores
on a more detailed level, because the term-based score will repre-
sent the importance (i.e., weight) of a term in a triple.
SHybridðq; diÞ ¼
XM
k¼1
ðwtq;k wti;k þ ð1þ rtkÞ
 mtðtk;diÞÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
#of  triples  in  di
p
ð14ÞFig. 3. The algorithm of the predicate-based vector space model.mtðtk;diÞ ¼
XV
j¼1
wtk ;j wi;j=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
#of  terms  in  di
p
ð15Þ
As in Eq. (6) V is the term size, wtk ;j is the weight of term j in tk,
which is a set of all terms in the kth triple of the query, and wi,j is
the weight of term j in document i.
Figs. 2a and b show examples of the keyword-based and pred-
icate-based queries that represent the same query intent. This
query was provided as part of our user study which is discussed
in detail below. The keyword-based search uses four words
(Fig. 2a) and the predicate-based search uses a query diagram that
consists of 2 triples, each triple containing 4–6 words (Fig. 2b).
The keyword-based search calculates the similarity score using
formula (8), which is the sum of the tf-idf values of keywords in
the query. Our predicate-based search reﬂecting both keywords
and predicates uses formula (14) to calculate the similarity score.
In our example there are two triples expressed as ‘‘cause (mutated
NBS1, CNS damage)’’ and ‘‘interfere with (mutated NBS1, Neurotrans-
mitter release).’’ Each triple is considered one unit and treated in
the same manner as keywords are treated in the conventional ap-
proach. As described in (14), the predicate-based search algorithm
combines two components. The ﬁrst component (wtq,k  wti,k) is
the tf-idf of triples in the query. The second component
ð1þ rtkÞ  vtðtk; dÞiÞ takes into account the number of similar
words in a query triple and document triples. The more words they
have in common, the higher the score due to the multiplication of
the tf-idf mt(tk, di) of the words in the triple and a boosting compo-
nent. mt(tk, di) of words in a triple is calculated in the same way as
the keyword-based scheme; ‘‘cause, mutated, NBS1, CNS, damage’’
are used as words in the ﬁrst triple and ‘‘interfere, with, mutated,NBS1 neurotransmitter CNS Damage
Fig. 2. (a). Keyword search. (b). Predicate-based/diagram search.NBS1, Neurotransmitter release’’ are considered as words for the sec-
ond triple.
The boosting component (1 + rtj) is calculated by comparing
the overlap in words in each element (subject, predicate, object)
of the triples. For example, for a query containing the triple: [mu-
tated NBS1], [causes], and [CNS damage], and a document containing
the following triple: [NBS1 deletion], [causes], and [CNS damage],
the number of commonwords between query subjects of the query
triple and the document triple is 1 (NBS1) out of 2 subject words
(mutated NBS1) of the query triple. The number of common words
between the predicates is 1 (causes) out of 1 predicate words
(causes) of the query triple. The number of common words be-
tween the objects is 2 (CNS damage) out of 2 object words (CNS
damage) of the query triple. When d, which is the degree of a pred-
icate’s importance for the triple matching, is 0.2, rtj is calculated as
follows:
rt ¼ 0:8
2
 1
2
þ 0:2 1
1
þ 0:8
2
 2
2
¼ 0:2þ 0:2þ 0:4 ¼ 0:8
This score shows the degree of similarity between triples and
can be used to score documents that contain triples similar to
those of the query. Fig. 3 describes the pseudo code of calculating
a similarity score using the predicate-based search algorithm.
5. Complexity analysis evaluation
Since a search engine works with a large collection of indexed
documents, an algorithm matching queries to this index cannot
934 M. Kwak et al. / Journal of Biomedical Informatics 46 (2013) 929–939be slow. For the complexity analysis of our algorithm, we assume
that there are N documents in the collection, T triples in a query,
and K terms in a triple. The time necessary for calculating the pred-
icate-based similarity scores is (T(N + KN) + N), which is translated
using Big-O analysis to O(N). The time necessary for sorting the
documents based on the similarity score is (N log N). Therefore,
the overall complexity is O(N log N).6. User study evaluation
6.1. Test bed: abstracts, triples and test queries
To conduct a complete user study we worked with two cancer
researchers at the University of Arizona Cancer center who pro-
vided queries and evaluated results. Each cancer researcher has a
Ph.D. in molecular and cellular biology, and has extensive research
experience in the causes and remedies of speciﬁc cancers. To devel-
op a reasonable test bed relevant to these researchers, we re-
quested that they list keywords that broadly describe their
ongoing research. They provides us with the following terms: rds,
mdm2, bmh1, bmh2, 14-3-3, p53, egfr, 53bp1, hsp90, hsc70, nbs1,
cns, chk2, a.l.l., atr, tel1, xrs2, cdc20, g1/s, nbs, and dsb.
We downloaded the entire collection of Medline abstracts as
provided by the National Library of Medicine (NLM) for research
purposes. These abstracts were provided as compressed XML ﬁles
and each ﬁle contained hundreds of thousands of Medline ab-
stracts with complete information, i.e., title, abstract, authors, etc.
We developed an XML parser to extract each abstract that con-
tained any of the above keywords. This resulted in a collection of
107,367 abstracts each of which contained one or more of the key-
words. All abstracts for our test bed were stored locally on a MS
SQL Server and the title and abstract was parsed using our triple
parser [48] resulting in more than 4,500,000 triples (see Table 1)
which were stored in the database.
To evaluate the predicate-based searching algorithm, 20 test
queries were collected by the cancer researchers. These are ‘real’
queries used by the cancer researchers as part of their ongoing re-
search, collected over a period of twoweeks, and used for searching
the Medline abstract database. For each query, the cancer research-
ers provided a written description of the intent of the query, key-
words for keyword-based search, and a query diagram for the
triple-based search that shows the triples to be used for searching.
For example, in one instance a researcher wrote that the researcher
intended to determine if ‘‘ATR binds to NBS1 causing inhibition of
endocytosis.’’ In order to search for this he used the following three
keywords to search PubMed; ‘‘ATR, NBS1, endocytosis’’. The re-
search then, using pencil and paper, drew a search diagram to rep-
resent his search. The search diagram provided the following two
triples: ‘‘bind (ATR, NBS1)’’ and ‘‘inhibits (NBS1, Endocytosis)’’.
6.2. Experiment design and evaluation metrics
We used the 20 queries provided by the researchers to compare
two search schemes (independent variable): a keyword-based
search (baseline) versus the new predicate-based search. TheTable 1
Test bed fact sheet.
Test bed
Nr. abstracts: 107,367
Nr. unique triples: 4,563,300
Nr. unique subjects: 1,234,268
Nr. unique predicates: 505,459
Nr. unique objects: 1,250,245queries were submitted to keyword and predicate-based search
algorithms. In executing our baseline search method we needed
to avoid oversimpliﬁcation while also using only the keywords in
order to avoid confounded variables. We therefore used the Apache
Lucene search engine core, widely recognized and used in many
companies, to execute the baseline keyword search.
For each query evaluation we used the top 15 abstracts re-
trieved, and the ranking of the abstracts depended on the score re-
ceived in each approach. We combined all abstracts per query and
randomized their order. The cancer researchers then evaluated
each abstract with respect to their original query intent. They did
not know through which approach an abstract was retrieved,
allowing us to conduct this experiment in double-blind fashion.
To ensure a detailed evaluation, the cancer researchers scored
each abstract using a modiﬁed 5-point Likert scale. If a document
was not relevant at all to the search intention it was given a 0
(zero). If a document is considered to be relevant, it is given a value
between 1 and 5 inclusive with 5 indicating strong relevance. So, if
a retrieved abstract is strongly relevant to the query, its score will
be 5 and if the abstract is weakly relevant to the query, its score
will be 1. For our study, we averaged the scores per abstract for
the two cancer researchers.
Using these scores, we calculated precision, relevance, and
weighted relevance (dependent variables). We did not calculate re-
call since this would require the evaluation of each abstract in our
entire collection for each query. Precision was measured to evalu-
ate the correctness of the retrieved documents. It was calculated by
dividing the number of relevant documents (score of 1 or higher)
by the number of retrieved documents. Relevance was the score
average (0–5) given to each document by evaluators. To measure
the performance and impact of the ranking algorithm the weighted
relevance was calculated as the score average weighted by the re-
trieved order. The scores were adjusted by multiplying with weight
representing rank. For example, when 15 documents were re-
trieved, the ﬁrst ranked abstract was multiplied by 1.0, the second
ranked abstract by 1-1/15, the third ranked abstract by 1-2/15, and
so on.
precision ¼ #of relevant documents=#of retrieved documents
ð16Þ
relevance ¼
Xm
i¼1
Pn
j¼1scoreij
n
 ! !,
m ð17Þ
weighted relevance ¼
Xm
i¼1
Pn
j¼1scoreij
n
 !
xi
 !,
m;xi
¼ n ri
n
ð18Þ
where m is the number of retrieved documents, n is the number of
evaluators (i.e., cancer researchers), scoreij is the score given to doc-
ument i by evaluator j and ri is the rank of document i
(0 6 ri 6 n  1).
6.3. Results
Submitting the 20 queries using both search schemes and
retaining the top 15 of the retrieved abstracts, resulted in 600 ab-
stracts (20 queries  2 search schemes  15 abstracts). After
removing duplicate abstracts, 480 unique abstracts remained.
Tables 2–5 show the experiment results for the keyword-based
and predicate-based searches. We conducted paired-samples t-test
for all three evaluation metrics to compare both conditions since
each query was evaluated (repeated) for both approaches. In each
table, highest scores were marked in bold.
Table 2
Average Precision.
Average precision (%)
Keyword-based Predicate-based
Median 70.83 80.00
Min 53.33 53.33
Max 86.67 96.67
Table 3
Average relevance.
Average relevance (scale 0–5)
Keyword-based Predicate-based
Median 1.60 2.10
Min 0.73 0.7
Max 2.57 3.27
Table 4
Average weighted relevance.
Average weighted relevance (scale 0–5)
Keyword-based Predicate-based
Median 0.98 1.34
Min 0.41 0.51
Max 1.46 2.02
Table 5
Detailed results of precision, relevance, and weight relevance.
Querya Precision (%) Relevance (scale 0–5) Weighted Relevance
(scale 0–5)
Keyword-
based
Predicate-
based
Keyword-
based
Predicate-
based
Keyword-
based
Predicate-
based
1 63.33 83.33 1.23 2.00 0.86 1.28
2 76.67 90.00 2.37 3.13 1.45 1.86
3 83.33 86.67 2.37 2.93 1.38 1.82
4 80.00 86.67 1.67 2.27 0.99 1.38
5 56.67 56.67 0.93 0.97 0.56 0.66
6 60.00 70.00 0.90 1.50 0.60 0.97
7 83.33 83.33 2.23 2.47 1.36 1.69
8 80.00 90.00 2.17 2.80 1.31 1.76
9 63.33 73.33 0.97 1.43 0.66 1.04
10 56.67 73.33 1.47 1.93 0.93 1.29
11 76.67 90.00 2.20 3.27 1.27 2.02
12 63.33 63.33 0.77 1.03 0.41 0.65
13 70.00 73.33 1.17 1.83 0.82 1.30
14 80.00 90.00 2.07 2.63 1.28 1.62
15 86.67 96.67 2.57 3.20 1.46 1.87
16 53.33 73.33 1.03 1.40 0.64 0.92
17 86.67 90.00 1.50 1.93 0.79 1.10
18 70.00 86.67 1.40 1.83 0.98 1.22
19 53.33 53.33 0.73 0.70 0.53 0.51
20 73.33 90.00 2.20 2.77 1.41 1.78
Median 1.48 1.97 0.96 1.29
a Appendix A includes the detailed information of the 20 queries.
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keyword-based searches and 80.00% for predicate-based
searches—a 9.17% improvement. The paired-samples t-test showed
that the difference between the two approaches is statistically sig-
niﬁcant (t(19) = 6.011, p < 0.001). The predicate-based approach
clearly produced a performance improvement that is consistent—
16 out of 20 queries achieved higher precision. That is, the triplesand the search scheme allowed more precise searching and retrie-
val of abstracts.
Table 3 shows that the relevance for the keywords-based ap-
proach was on average 1.60 while it was on average 2.10 for the
predicate-based approach, a 31.25% improvement. A paired-sam-
ples t-test showed the difference was statistically signiﬁcant
(t(19) = 8.944, p < 0.001), and relevance showed the same pattern
of improvement as precision. Relevance was higher with the pred-
icate-based approach for all but one query (query 19).
The weighted relevance, shown in Table 4, was on average 0.98
for the keyword-based search and 1.34 for the predicate-based
search, a 36.73% improvement. Similar to the average evaluation
scores, a paired-samples t-test showed a signiﬁcant difference be-
tween the two weighted scores (t(19) = 10.348, p < 0.001).
Weighted relevance was again higher for the predicate-based ap-
proach for all but one query (Query 19).
Both relevance scores of the predicate-based search increased
by more than 30% compared to the keyword-based search. In addi-
tion, the rank weighted relevance scores were improved over the
regular relevance score (31.25%? 36.73%), indicating that the
predicate-based search enhanced the ranking performance com-
pared to the keyword-based search.
It should be noted that the relevance scores (1.60 and 2.10) and
weighted relevance scores (0.98 and 1.34) of two search schemes
seem to be relatively small on a 5-point Likert scale. That is be-
cause 6–8 of the top 15 retrieved documents per query were eval-
uated less relevant or not relevant to the search intent, (with scores
of 0, 1 or 2), thereby reducing the overall average. We may have
achieved higher relevance scores by reducing the number of ab-
stracts per query, for example, the top 10 instead of 15. However,
we opted for this larger set of abstracts to be able to conduct a
more detailed analysis of strengths and weaknesses of this
approach.
In Table 5 we displayed the scores of all 20 queries to demon-
strate the consistency of our approach. A detailed example demon-
strates the impact of limiting our evaluation to a smaller set of
abstracts. The query example discussed in the introduction (see
Figs. 2a and b) was Query 1 in our test bed. The researchers consid-
ered on average 9 out of 15 retrieved abstracts relevant for the key-
word-based search and 11 out of 15 relevant for the predicate-
based search. The average relevance score of Query 1 for the pred-
icate-based search was improved from 1.23 to 2.00 compared to
the keyword-based search. Had we limited our evaluation to the
top 5 abstracts, the average relevance scores would have been
3.06 and 2.35 for the predicate-based and keyword-based search
respectively.
There is one interesting exception in our results. The relevance
scores of the predicate-based search for Query 19 were not im-
proved. Upon examination, we found that most of triples in the
query do not fully match the triples from the documents, resulting
in the decrease of the similarity scores in the predicate-based
search.7. Conclusion
Our goal is to develop a search engine that can retrieve precisely
matched information. To make this possible, a richer data structure
is needed to match documents to queries. Switching from key-
words to predicates, i.e., triples consisting of a subject, object,
and predicate (verb or preposition) may provide the answer. Since
we have preliminary evidence that an intuitive interface can be
developed for this new approach using search diagrams, and we
have developed an effective predicate parser, we focused this study
on the essential back-end component—the search engine index and
its matching/searching algorithms. We developed the new
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evaluated the results in a user study with 20 queries tested against
a test bed of more than 100,000 Medline abstracts, and had them
evaluated in double-blind test by two cancer researchers. Our
study showed signiﬁcantly increased precision and relevance of
documents retrieved by the predicate-based versus the keyword-
based approach. Precision of the predicate-based search was im-
proved by 9.17% over the keyword-based approach. Relevance for
the predicate-based search was improved by 31.25% compared to
relevance with the keyword-based approach, while the weighted
relevance of the predicate-based approach, which takes order into
account, was improved by 36.73% compared to weighted relevance
of the keyword-based approach.
Although our approach showed promise, there is room for
improvement. The ﬁrst limitation of our approach was the literal
matching of terms. In future research we will include stemming
and also evaluate the use of synonyms to improve document
matches. The second limitation is that all triples were treated
equally in our approach. We believe that by adjusting the scoring
for ‘important’ triples, we will be able to improve our approach.
The importance of a triple may depend on a variety of factors such
as content or placing in the query diagram. The third limitation is
that active voice predicates and passive voice predicates are trea-
ted as two different predicates in our model even when they are
semantically the same. We believe that a solution to this problemAppendix A. The List of query intent, keywords, and diagram queri
Query intent Keywords
1. TEL1 activates XRS2 which binds to CDC20,
causing a cell cycle delay.
TEL1, XRS2, CDC2
Delay
2. DSBreaks in Nijmegen Break Syndrome (NBS)
are not the cause of the CNS defects in these
patients.
Double Strand DN
Nijmegen, CNS
3. NBS1 interacts with endocytic proteins to
affect the central nervous system.
NBS1, Endocytosis
4. Mutated NBS1 causes decreased
neurotransmitter release, which results in CNS
damage.
NBS1, Neurotrans
damage
5. Defects in endocytosis change the subcellular
localization of XRS2 leading to increased DNA
damage.
Endocytosis, Subc
localization, XRS2
damage
6. 14-3-3 proteins regulate the G1/S checkpoint
by binding to cyclins.
14-3-3, G1/S checcould signiﬁcantly improve performance. The fourth limitation is
that the textual interface of traditional search engines may allow
users to enter searches more quickly than the query diagram inter-
face describe in our approach. It would require additional effort to
create a working query diagram interface convenient enough for
users; however, we demonstrated the possibility that query crea-
tion could be easy to use for a wide variety of people in our previ-
ous study [55] with a paper-based prototype. Additionally, touch
screen interfaces in which various diagrams and search objects
such as text boxes and arrows can be easily created and manipu-
lated are increasingly being adopted in today’s computers and
we believe that touch screen adoption rates will continue to in-
crease in the future. Finally, we will evaluate search speed and take
it into account for further development. Search engines process
millions of documents, which result in billions of triples. A triple
store that allows management of such vast data may be needed,
e.g., HBase.
We believe our approach may lay the foundation for a very dif-
ferent type of search approach, allowing for greater sophistication
even with small interfaces such as mobile devices. Our future work
will not only include improvements of the triple based approach,
but also the development of an intuitive user interface. Finally,
we believe that our approach will be especially useful with full text
documents instead of abstracts where much more text is available
for matching query triples.es
Diagram query
0, Cell Cycle
A breaks,
, CNS
mitter, CNS
elluler
, DNA
kpoint
Appendix A (continued)
Query intent Keywords Diagram query
7. TEL1 binds XRS2 and the complex modulates
the cell cycle via CDC20.
TEL1, XRS2, Cell cycle, CDC20
8. Defective NBS1 causes DNA double-strand
breaks which lead to neurologic damage.
NBS1, Mutation, DNA double-
strand breaks, Neurologic
damage
9. ATR binds to NBS1 causing inhibition of
endocytosis.
ATR, NBS1, Endocytosis
10. Do patients treated for A.L.L (acute
lymphocytic leukemia) develop cognitive
defects?
Acute Lymphocytic Leukemia,
Cognition, Therapy
11. The relationship between heat-shock and
DNA damage response pathway.
Heat-shock, DNA damage
response
12. Relationship between HSC70 and P53 HSC70, P53
13. Relationship between HSP90 and P53
activation
HSP90, P53
14. Relationship between 53BP1 and P53
activation
53BP1, P53
15. The role of Mdm2 in regulation of P53
nuclear transport
Mdm2, P53
16. The effect of Deoxycholic Acid and Reception
Endocytosis
Deoxycholic Acid,
Endocytosis
(continued on next page)
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Appendix A (continued)
Query intent Keywords Diagram query
17. The effect of Deoxycholic Acid and EGFR
Localization
Deoxycholic Acid, EGFR
18. The effect of Deoxycholic Acid and EGFR
Signaling
Deoxycholic Acid, EGFR
19. Mutations of NBS1 inhibit endocytosis by
binding endocytic proteins
Mutation, NBS1, Endocytosis
20. Isoforms 14-3-3 proteins bind to ChK2 to
activate (inhibit) checkpoint activity
14-3-3, Isoforms, ChK2,
Checkpoint
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