Abstract
Introduction
Dominant plane is an area which occupies the largest domain in an image captured by cameras. Due to its abundance in man-made environments, as well as to its attractive geometric properties, detection of the dominant plane is an essential task for the autonomous navigation and the path planning of the mobile robot (such as Unmanned Aerial Vehicle) equipped with a vision system [1] .
For the autonomous navigation of mobile robots, vision sensors are low cost devices and provide a simple system for the robot navigation. Stationary vision sensors are difficult to obtain range information for detection of obstacles. However, vision sensors mounted on a mobile robot can obtain an image sequence, since a camera mounted on the robot moves with the robot. The image sequence provides the motion and structure information from correspondences of points on successive images. We can use the motion and structure information to detect the dominant plane in the actual scene. This can replace the function of laser scan or merge effectively with the information of laser scan.
Despite a wide range related to plane detection is found in the literature [2, 3, 4, 5] , the automatic extraction of planar regions is still a difficult task. In [6] , the normal vector to a plane is estimated by using only three corresponding points from stereo images. A method for detecting multiple planar regions using a progressive voting procedure from the solution of a linear system exploiting the two view geometry is presented in [7] . SIFT (Scale Invariant Feature Transform) features are used in [8] to obtain the estimates of the planar homography which represents the motion of the major planes in the scene. They track a combined Harris and SIFT features using the prediction by these homographies. The approach presented in [1] detects three-dimensional planar surfaces using 3D Hough transformation to extract plane segment candidates. Finally, a detailed review and performance comparisons of planar homography estimation techniques can be found in [9] .
The mentioned algorithms concentrate on finding feature point or image regions underlying a common homography. It is operated in image space. This will bring some drawbacks such as incorrect point or region corresponding and unstable plane detection. An iterative approach for fitting planes to disparity maps was proposed by [10] , but this approach could only find the most dominant planes in each image. Beside, various approaches for robustly detecting multiple planes in the scene [11] and recoving piecewise planar reconstructions [12] [13] have been proposed. Unfortunately, these approaches are lack of robustness and geometric detail makes them unusable for the kind of complex scenes.
In this paper, we propose a dominant plane detection algorithm for image sequences. The method consists of two parts: progressive structure from motion and dominant plane fitting, as shown in Figure. 1.
For the image sequences, we propose a progressive structure from motion algorithm to obtain the information of the 3D point cloud in real scene. During our algorithm, a novel selective strategy of the initial frames and key ones is introduce to get better initial reconstruction. With the reconstruction from the initial frames, we do the operation of the reconstruction on the key frames. In the following, Automation, Chinese Academy of Sciences 114 Nanta street, Shenyang, 110016 fbjbys@163.com using the above reconstructive results, the remaining images are reconstructed. At last, we globally optimize all the reconstructive results by the sparse bundle adjust, and complete the progressive structure from motion on the image sequence. Beside, during the process of progressive reconstruction, some strategies to reduce the reconstructive error and increase the speed are introduced. With the information of 3D point cloud, we present a dominant plane fitting algorithm based on least median square estimation and RANSAC theory. Firstly, we find the inlier points from the reconstructive 3D points by the least median square estimation algorithm. The points which lie on or approach the local surface of the actual scene are regarded as the inlier points. In the following, the RANSAC plane fitting algorithm is implemented on the inlier points to find the dominant plane. Various experiments from different outdoor image sequences show that our proposed algorithm can robustly and accurately detect the dominant plane in real scene. The rest of this paper is organized as follows: In section 2, we describe our proposed dominant plane fitting algorithm. It contains two steps: progressive structure from motion and dominant plane fitting. In section 3, we present our experimental results of dominant plane detection in different outdoor image sequences. Section 4 contains the conclusion and our future work. 
Novel Dominant Plant Detection Algorithm for Image Sequence

Dominant Plane Extraction from Image Sequences
In this section, we introduce the proposed algorithm for dominant plane detection in details. Table. 1 gives an over-view of the framework of our algorithm. It contains two steps: progressive structure from motion and dominant plane fitting. Firstly, dense point clouds are recovered from the image sequence by structure from motion. In the following, based on the least median square estimation and RANSAC theory, we present a novel plane fitting algorithm to find the dominant plane approaching the scene surface from the reconstructive points. to reconstruct the point clouds in scene. 6 Refine the whole structure and motion through SBA
Dominant plane fitting
1 From the reconstructive point clouds, use the least median square estimation and ransac sample to find the inlier points. 2 Obtain the dominant plane from the inlier points by the ransac plane fitting algorithm.
Progressive structure from motion
The first step is to detect and track SURF feature points in image sequence. The matches between consecutive frames are constrained by the epipolar geometry. We use RANSAC algorithm to find a set of inliers that have consistent epipolar geometry, as shown in Figure. 2. The matched feature points constitute the feature tracks illustrated in Figure. 3. Let N be the minimal track length we required. Then we select the tracks not shorter than N as superior tracks for recon-struction [14] . We use the interval 1 2 N − to select the key frames to ensure that all superior tracks stride over at least two key frames. We also require that three consecutive key frames have sufficient of common tracks (at least 45 in our following experiments) for robust estimation. Generally, a subsequence or initial views suitable for metric recon-struction should satisfy the following factors:
(1). There are sufficient feature matches (2). The configurations are not near-degenerate These two criteria are usually employed to select initial pairs for initialization. We select three consecutive key frames which have the most number of matches and the biggest image-based distance as initial frames. With three initial frames, we can accomplish the task for initializing the metric structure and motion recovery. For the initial structure and motion estimation from the initial frames. The reconstructive 3D points are projected back to the initial frames. If the projective back errors are large, the matched points are invalid, and the 3D point should be discarded. For every additional key frame, we use a local on-demand scheme to reduce the computational cost of SBA. Firstly, we only refine the additional key frame and its visible pl 3D points (i.e., those 3D points that have the corresponding 2D feature points in this frame). Other cameras and 3D feature points are fixed, in order to reduce the computational cost. In fact, we only need to fix the exterior orientation of cameras of the ql key frames that also present one or more of these pl 3D points. All other unrelated the exterior orientation of cameras and 3D feature points are not touched. The similar operation is also used in the recovery of all non-key frames.
For increased robustness and speed, we make a few modifications to the basic procedure outlined above. First, we introduce the strategy to reduce the accumulated error during the progressive structure from motion. After every run of SBA, we detect outlier tracks that contain at least one keypoint with a high reprojection error, and remove these tracks from the optimization. We then rerun SBA, rejecting outliers after each run, until no more outliers are detected. Second, rather than adding a single camera at a time into SBA, we add multiple cameras. We first find the camera with the greatest number of matches M , to existing 3D points, then add any camera with at least 0.8M matches to existing 3D points.
Dominant plane fitting
With the above structure from motion, 3D point clouds are recovered from the image sequence. The least median square estimation is used to find the inlier points, which lie on or approach the local surface of the scene. Then, RANSAC plane fitting algorithm is operated on the inlier points to find the dominant plane.
The LMedSq algorithm uses the following principal: three points define a plane; investigate multiple triples of 3D points in M and eventually a triple that is free of outlier points will be found. The number of triples t that must be investigated is based on the expected percentage o of rock points in M and the desired probability P of obtaining a triple without outliers from the equation ( x x x randomly from N . Next compute the parameters ( , ) n d for the plane that is defined by the three points using the equation (2) .
Given this plane, the square plane errors i r are computed for each of the remaining point in N .
If the median of the above square plane errors is less than the median square plane error computed for all previous planes med med r , the current plane parameters becomes the best encountered ( , )
best best n d . The process is repeated for all of the t triples. This procedure finds the plane that minimizes the median square plane error. Next the robust standard deviation from the equation (4) 
Experiments
Using the camera with known interior parameters, we obtain two image sequences about different outdoor scenes. Here, we use the calibrated camera for its robustness and stability. The progressive structure from motion and dominant plane fitting algorithms are operated on image sequences. In order to display intuitively our experimental results, two tools: matlab and meshlab are used to show the recovered point clouds. In matlab, the red points represent the reconstructive 3D points from the image sequence, and the blue tri-bodies stand for the position of the camera when it captures the image. In meshlab, it shows the real texture information of the 3D point clouds. The structure and motion recoveries of image sequences are shown the section (b) and (c) in Figure 4 and 5 respectively. We illustrate the final dominant plane in matlab. The inlier points which lie on or are close to the detected plane are marked up the green points. The outlier points are labled as the red point, as shown in section (d) in Figure 4 and 5. This part in each figure contains four images. The former three images is the observation of the detected dominant plane from different views. The last image in this part is the projection of the detected plane result on the XY coordinate plane.
From the Figure 4 and 5, we can see that dense point clouds are obtained by the progressive structure from motion. The dominant plane fitting algorithm detects accurately the right plane. The experimental results are close to the actual scenes, and verify the effectiveness and robustness of the proposed algorithm. 
Conclusion
This paper proposes an effective algorithm to detect automatic dominant plane from image sequence. It has two steps: progressive structure from motion and dominant plane fitting. Experimental results from different outdoor scenarios show that the proposed method is effective, accurate and robust. This method is benefit to the autonomous navigation of mobile robots. In the future, we will extend our work for the handheld camera, and introduce robust the self-calibrated algorithm
