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Abstract. We study the problem of classifying all Poisson-Lie structures on the group G∞ of formal
diffeomorphisms of the real line R1 which leave the origin fixed, as well as the extended group of dif-
feomorphisms G0∞ ⊃ G∞ whose action on R1 does not necessarily fix the origin. A complete local
classification of all Poisson-Lie structures on the groups G∞ and G0∞ is given. This includes a classifica-
tion of all Lie-bialgebra structures on the Lie algebra G∞ of G∞, which we prove to be all of coboundary
type, and a classification of all Lie-bialgebra strucutures on the Lie algebra G0∞ (the Witt algebra) of
G0∞ which also turned out to be all of coboundary type. A large class of Poisson structures on the space
Vλ of λ-densities on the real line is found such that Vλ becomes a homogeneous Poisson space under the
action of the Poisson-Lie group G∞. We construct a series of quantum semigroups whose quasiclassical
limits are finite-dimensional Poisson-Lie factor groups of G∞ and G0∞.
Introduction
Quantum groups have been introduced in [D2,Ji] as deformations of universal enveloping alge-
bras of Lie groups and of the algebra of functions on Poisson-Lie groups [FRT]. The latter are Lie
groups equipped with Poisson structures compatible with the group structure (from where the term
Poisson-Lie group originates). In this approach to constructing quantum groups the first step is to
analyze existence of Poisson-Lie structures on the corresponding Lie group. The question of classi-
fying all Poisson-Lie structures on a given Lie group (provided any exist) has been posed originally
by Drinfel’d and Belavin [BD]. In the same paper they give a complete solution for the case of finite
dimensional complex (semi)simple Lie groups. The problem, in general, is very difficult. It has been
solved for some other groups in low dimensions. Let us give a list of groups for which the solution
of the classification problem is known at present:
(a) Finite dimensional complex (semi)simple Lie groups [BD],
(b) The groups GL(2,R), SL(2,R), GL(1|1) [Ku1,2],
(c) The 3-dimensional Heisenberg group [Ku3], and some higher unipotent groups [KS2]
(d) The group of affine transformations of the line Aff(1),
(e) The group of motions of R1 × R1,
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(f) The Lorentz group considered as a realification of SL(2,C) [Za].
Note that all the groups mentioned above are finite-dimensional, and the only infinite series for
which the classification has been completed are complex not real groups.
In the work presented here we study the problem of local classification (up to a local change of
coordinates) of all the Poisson-Lie structures on the group G∞ of formal diffeomorphisms of the real
line R1 which leave the origin fixed, as well as the extended group of diffeomorphisms G0∞ ⊃ G∞
whose action on R1 does not necessarily fix the origin. The latter we treat as a formal group.
The existence of Poisson-Lie structures on G∞ and G0∞ is far from being obvious. For instance,
since G∞ is a projective limit of groups of finite jets (cf. Sec. 2), if we consider the group of 3-jets
leaving the origin fixed, then there exists a Poisson-Lie structure on this group [KS1], which can
not be extended to G∞. Even though the above groups are infinite dimensional, surprisingly, the
classification problem has a complete solution.
The Lie algebras of the groups G0∞ and G∞ are the Witt algebra
G0∞ = spank{ei | [ei, ej] = (i− j)ei+j , i, j ≥ −1}, where k = R or C,
and its principal subalgebra G∞ ⊂ G0∞. We prove that there is a one-to-one correspondence between
the Poisson-Lie structures on G∞ and the Lie-bialgebra structures on G∞. The latter are shown to
be all of coboundary type. All Lie-bialgebra structures on G0∞ are of coboundary type, they are all
classified, and there is a one-to-one correspondence between them and an explicitly listed family of
the Poisson-Lie structures on G0∞. Thus a complete classification of all Lie-bialgebra structures on
the Witt algebra G0∞ and its principal subalgebra G∞ is given.
With an arbitrary fixed Poisson-Lie structure the group G∞ acts naturally on the space Vλ of
λ-densities on R1. For each Poisson-Lie structure on the group G∞ we determine a Poisson structure
on Vλ such that Vλ becomes a homogeneous Poisson G∞-space under the action of the Poisson-Lie
group G∞.
Finally, the quantization problem is addressed. We construct a series of finitely generated non-
commutative non-cocommutative bialgebras (quantum semigroups) whose quasi-classical limits are
finite-dimensional Poisson-Lie factor groups of G∞ and G0∞. The Poisson-Lie structures on these
finite-dimensional groups are restrictions of the Poisson-Lie structures on G∞ and G0∞.
We give now a brief guide to the organization of the text. In Section 1 we introduce the basic
concepts related to the Poisson-Lie theory and formulate the fundamental theorem of Drinfel’d
relating Poisson-Lie groups and Lie-bialgebras. In Section 2 we introduce the infinite-dimensional
group G∞ and a smooth structure on it. In Section 3 we find all bialgebra structures on the Lie
algebras G0∞ and G∞. In Section 4 we find a class of Poisson-Lie structures on G∞. In Section 5 we
show that there is a one-to-one correspondence between the Lie-bialgebra structures on G∞ and the
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Poisson-Lie structures found on G∞, and prove that the latter give a complete list of all Poisson-Lie
structures on G∞. In Section 6 we study Poisson-Lie structures on G0∞ which correspond to all
Lie-bialgebra structures on G0∞. Section 7 is devoted to elements of representation theory for the
Poisson-Lie group G∞ on the homogeneous spaces Vλ. In Section 8 we describe a series of finitely
generated quantum semigroups. These, we believe to be precursors of quantizations of G∞ and G0∞
which are presently unknown.
1. Poisson-Lie Theory
In this section we review the basic objects to be studied: Poisson manifolds, Poisson-Lie groups,
Lie bialgebras, and some basic results about them.
LetM be a finite-dimensional smooth manifold. A Poisson structure (bracket) onM is defined
as a bilinear map { , } : C∞(M)×C∞(M)→ C∞(M), which makes C∞(M) into a Lie algebra, and
is a derivation with respect to each argument. That is, there exists a section ω ∈ ∧2TM, where TM is
the tangent bundle ofM, such that for any f, g, h ∈ C∞(M) we have (f, g) 7→ {f, g} =
〈
ω, df ∧dg
〉
,
and
(i) {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0 (Jacobi identity);
(ii) {f, gh} = {f, g}h+ {f, h}g (derivation property);
(iii) {f, g} = −{g, f} (antisymmetry),
where 〈 , 〉 denotes the natural pairing between ∧2TM and ∧2T ∗M, where T
∗
M is the tangent bundle
ofM. The second property, (ii), amounts to compatibility between the Lie algebra structure defined
by { , } and the multiplication in C∞(M). In local coordinates,
{f, g}(x) = ωij(x)
∂f
∂xi
∂g
∂xj
,
where ωx = ωij(x)
∂
∂xi
∧ ∂
∂xj
∈ ∧2Tx is a bi-vector field at the point x ∈ M, and
{
∂
∂xi
}
is a basis of
the tangent space Tx at x ∈M in the local coordinates (xi).
Here and throughout this text a summation is understood over repeated nonfixed indices unless
stated otherwise. Note also that our convention about the position of indices of tensors is the opposite
to the standard one. Namely, all contravariant(covariant) tensors have lower(upper) indices. We
found this notation more convenient when working with power series, and hope that it will not create
confusion.
The Jacobi identity (i) is equivalent to the following system of equations for the components
ωij(x) = −ωji(x):
(1.1) ωij
∂ωkl
∂xi
+ ωik
∂ωlj
∂xi
+ ωil
∂ωjk
∂xi
= 0.
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Definition 1.1 (Poisson Manifold)[L]. A Poisson manifold is a smooth manifold with a Poisson
structure.
A smooth map F : M1 → M2, of two Poisson manifolds M1 and M2, is said to be Poisson
if F ∗({g, h}M2) = {F
∗(g), F ∗(h)}M1 , for all g, h ∈ C
∞(M2), where (F ∗(g))(x):=g(F (x)), for any
x ∈ M1, and { , }M1 , { , }M2 are the Poisson brackets on M1 and M2 respectively. Thus the
above condition is equivalent to {g, h}M2 ◦ F = {g ◦ F, h ◦ F}M1 .
If M1 and M2 are two Poisson manifolds with Poisson structures defined by ω1 ∈ ∧2TM1 and
ω2 ∈ ∧2TM2 , respectively, we define the direct product Poisson structure on M1 ×M2 as
(1.2) ω1 × ω2:=ω1 × 1 + 1× ω2,
which is a map : ∧2TM1 ⊕ ∧
2TM2 →֒ ∧
2TM1×M2 . Here the space C
∞(M1 ×M2) is identified
with the space C∞(M1) ⊗ C∞(M2)(the reason being that a Poisson structure on C∞(M1 ×M2)
is uniquely defined by the one on C∞(M1)⊗C∞(M2)) under appropriate completion of the tensor
product. In more detail, for any function f ∈ C∞(M1 ×M2), and for each x ∈ M1 and y ∈ M2
let us define the functions fx on M2 and fy on M1 as follows:
fx(y) = f(x, y) and fy(x) = f(x, y).
Then (1.2) means
(1.3) {f1, f2}M1×M2(x, y) = {f
x
1 , f
x
2 }M2(y) + {f
y
1 , f
y
2 }M1(x),
for any two functions f1, f2 ∈ C∞(M1 ×M2).
Definition 1.2 (Poisson-Lie group)[D1]. Let G be a Lie group. Let ω be a Poisson structure on
G. The pair (G,ω) is said to be a Poisson-Lie group if the multiplication map m : G × G → G is
Poisson, where the manifold G×G is equipped with the direct product Poisson structure ω × ω.
Let Lx : G→ G andRx : G→ G be the left and right actions ofG on itself defined by y 7→ xy and
y 7→ yx respectively, where x, y ∈ G. Then for any two functions f1, f2 ∈ C∞(G) the compatibility
between the product Poisson structure on G×G introduced by (1.2) and the Poisson structure on
G can be witten as
(1.4)
{f1, f2}G(xy) = m
∗({f1, f2}G)(x, y)
= {m∗f1,m
∗f2}G×G(x, y)
= {(m∗f1)
x, (m∗f2)
x}G(y) + {(m
∗f1)
y , (m∗f2)
y}G(x)
= {f1 ◦ Lx, f2 ◦ Lx}G(y) + {f1 ◦Ry, f2 ◦Ry}G(x).
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If (Lx)∗y and (Ry)∗x are the tangent maps to Lx and Ry evaluated at the points y and x respectively,
we deduce
(1.5) ωxy = (Lx)∗yωy + (Ry)∗xωx.
In local coordinates
(1.6) ωij(z) = ωkl(x)
∂zi
∂xk
∂zj
∂xl
+ ωkl(y)
∂zi
∂yk
∂zj
∂yl
,
where z = xy.
If e ∈ G is the identity of G, then (1.5) yields 2ωe = ωe. Therefore ωe = 0. This implies that
ω is not a symplectic structure since the rank of ω at the identity of G is zero, and we are dealing
with more general Poisson manifolds.
Thus, locally, (1.1) and (1.6) are the defining equations of a Poisson-Lie group. Many examples
have been worked out. They are mostly examples of Poisson-Lie structures on algebraic groups.
Presently there is no general method of classifying all Poisson-Lie structures on a given Lie group.
Some results are known for finite dimensional Lie groups. The most general is the classification of
all Poisson-Lie structures for complex simple Lie groups, due to Belavin and Drinfel’d [BD]. Little
is known in the infinite dimensional case.
Remark. In the definitions above all manifolds were finite-dimensional (M, respectively the group
G). To extend these to the infinite-dimensional case, one needs two objects: TM and C
∞(M).
Since we shall study infinite-dimensional groups in this text, the infinite-dimensional aspects will be
addressed at the moment they are introduced.
We now proceed with the definition of a Lie-bialgebra and formulate a theorem (again due to
Drinfel’d) relating the concept of a Lie-bialgebra to the concept of a Poisson-Lie group.
Definition 1.3. A Lie-bialgebra G is a Lie algebra G equipped with a coalgebra map α : G → G ∧G
such that α is a 1-cocycle of G with values in the G-module ∧2G, where G acts on ∧2G by means of
the adjoint representation, and α satisfies the co-Jacobi identity. Thus, (G, α) is a Lie bialgebra iff
(i) τ ◦ α = −α
(ii) α
(
[X,Y ]
)
= adXα(Y )− adY α(X), X, Y ∈ G,
(iii) [1⊗ 1⊗ 1 + (τ ⊗ 1)(1⊗ τ) + (1 ⊗ τ)(τ ⊗ 1)](1⊗ α) ◦ α = 0,
where τ is the transposition map τ : G ⊗ G → G ⊗ G defined by τ(a⊗ b) = b⊗ a, for any a, b ∈ G.
This definition encompasses the case when G is infinite-dimensional. Condition (ii) means that
α is a 1-cocycle in the Chevalley-Eilenberg cohomology of Lie algebras. Therefore we will refer to (ii)
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as the 1-cocycle condition in the sequel. In the case when α = δα0 is a 1-coboundary, α(X) = adXr,
where r ∈ G ∧ G is a 0-cochain, which is referred to as the classical r-matrix [STS2].
Let {ei} be a basis of G and let us write α in this basis as α(en) = αnijei ∧ ej . Let C
ij
n be
the structure constants of G defining the Lie structure on G by [ei, ej] = Cijn en. Property (i) in the
definition of α implies that αnij = −α
n
ji. Then the equation (iii) written in terms of α
n
ij becomes
(1.7) αnijα
j
sp + α
n
pjα
j
is + α
n
sjα
j
pi = 0.
Similarly, equation (ii) expressed in terms of αnij and the structure constants C
ij
n of G becomes
(1.8) Cijn α
n
kl = α
j
mlC
im
k + α
j
kmC
im
l − α
i
mlC
jm
k − α
i
kmC
jm
l .
Thus, these two systems of equations, (1.7) and (1.8), plus the Jacobi identity for the structure
constants of the Lie algebra G
CijmC
mk
n + C
jk
m C
mi
n + C
ki
mC
mj
n = 0,
define a Lie-bialgebra structure on G. Then we have the following result.
Theorem 1.4 [D1]. The category of connected, simply connected finite dimensional Poisson-Lie
groups is equivalent to the category of finite dimensional Lie-bialgebras.
For a proof see, e.g., [LW,St]. We now prove a property of (finite-dimensional) Poisson-Lie
groups, which is usually assumed to be part of the definition.
Theorem 1.5. Let G be a Poisson-Lie group. Then the map ϕ : G → G defined by ϕ(x) = x−1 is
an anti-Poisson map.
Proof. We prove the statement in a neighbourhood of the identity element of G. Let zi = zi(x, y),
for i = 1, . . . , n, be the coordinate functions of z = xy. The multiplicativity condition reads
(1.9) ωij(z) = ωkl(x)
∂zi
∂xk
∂zj
∂xl
+ ωkl(y)
∂zi
∂yk
∂zj
∂yl
.
After solving zi = zi(x, y) with respect to the coordinates of y we have yi = yi(x, z). We differentiate
the identities
yi ≡ yi(x, z(x, y)), for i = 1, . . . , n,
with respect to yk for each k = 1, . . . , n to obtain
(1.10) δki =
∂yi
∂zl
∣∣∣∣
(x,z)
∂zl
∂yk
∣∣∣∣
(x,y)
.
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Let ϕ : G→ G be the map defined by ϕ(x) = x−1, which is given in coordinates by the functions
ϕi = ϕi(x). The we have
(1.11) 0 = zi(x, ϕ(x)), for i = 1, . . . , n.
We differentiate (1.11) with respect to xk to obtain
(1.12) 0 =
∂zl
∂xk
∣∣∣∣
(x,ϕ(x))
+
∂zi
∂yl
∣∣∣∣
(x,ϕ(x))
∂ϕl
∂xk
.
After multiplying both sides of (1.9) by ∂ym
∂zi
∣∣∣
(x,z)
∂yn
∂zj
∣∣∣
(x,z)
and summing over i, j we get
(1.13)
∂ym
∂zi
∣∣∣∣
(x,z)
∂yn
∂zj
∣∣∣∣
(x,z)
ωij(z) =
∂ym
∂zi
∣∣∣∣
(x,z)
∂yn
∂zj
∣∣∣∣
(x,z)
ωkl(x)
∂zi
∂xk
∂zj
∂xl
+ ωmn(y),
where we used (1.10).
We now set z = e = xϕ(x) in (1.13), and obtain
(1.14) 0 =
∂ym
∂zi
∣∣∣∣
(x,e)
∂yn
∂zj
∣∣∣∣
(x,e)
ωkl(x)
∂zi
∂xk
∣∣∣∣
(x,ϕ(x))
∂zj
∂xl
∣∣∣∣
(x,ϕ(x))
+ωmn(ϕ(x)).
Using (1.12) the above equality is equivalent to
0 =
∂ym
∂zi
∣∣∣∣
(x,e)
∂yn
∂zj
∣∣∣∣
(x,e)
ωkl(x)
∂zi
∂yp
∣∣∣∣
(x,ϕ(x))
∂ϕp
∂xk
∂zj
∂ys
∣∣∣∣
(x,ϕ(x))
∂ϕs
∂xl
+ ωmn(ϕ(x)).
Now using again (1.19) as
δki =
∂yi
∂zl
∣∣∣∣
(x,e)
∂zl
∂yk
∣∣∣∣
(x,ϕ(x))
,
we finally conclude that
ωmn(ϕ(x)) = −ωkl(x)
∂ϕm
∂xk
∂ϕn
∂xl
. 
In the following sections we will adapt the above given definitions for the case where G will
stand for particular infinite-dimensional groups, and address the classification problem. We will
show that theorems analogous to Theorems 1.4 and 1.5 above also hold in this case.
2. The group of infinite-jets G∞ and its Lie algebra
Let G∞ = {x = (x1, x2, . . . ) ∈ R∞ | x 6= 0} ⊂ R∞ be a subset of the set of infinite sequences of
real numbers. (We may adopt a purely formal point of view and take sequences of letters (indeter-
minates) which we interpret as generators of an algebra of “functions” on the group. This is done
in Sec. 6 where the group of diffeomorphisms of the line is treated as a formal group. For the group
of diffeomorphisms of a point, introduced below, both points of view are possible, and they lead
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to the same results, since our treatment is mostly algebraic in nature.) For each x ∈ G∞ consider
the formal power series, x(u) =
∑∞
i=1 xiu
i, in the variable u. This defines a bijective map from
G∞ into the group of ∞-jets, maps from R1 → R1 at 0 ∈ R1, as follows. Define a multiplication
m∞ : G∞×G∞ → G∞ on G∞ induced by the substitution of formal power series. For any x, y ∈ G∞
define xy ∈ G∞ by (xy)(u) := x(y(u)). The induced multiplication makes G∞ a group with an iden-
tity e = (1, 0, 0, . . . ) or e(u) = u. That is, e : R1 → R1 is the identity map. The associativity of
multiplication is implied by the associativity of substitution of power series. In coordinates
(2.1) zk =
k∑
i=1
xi
∑
(
∑
i
α=1
jα)=k
yj1 . . . yji ,
where z(u) = (xy)(u) =
∑∞
i=1 ziu
i. The first several formulae are given below
z1 = x1y1
z2 = x1y2 + x2y
2
1
z3 = x1y3 + x22y1y2 + x3y
3
1
z4 = x1y4 + x2(y
2
2 + 2y1y3) + x33y
2
1y2 + x4y
4
1
...
zn = x1yn + xny
n
1 + yn−12y1x2 + xn−1(n− 1)y
n−2
1 y2 +O(< n− 1), n > 3
....
The group so obtained is the group of formal diffeomorphisms (∞-jets) of the line, leaving the
origin fixed. It can be viewed as a projective limit of a family of finite dimensional Lie groups with a
smooth structure introduced as follows. Consider the family of Lie groups and maps (Gn, πn+1,n)n∈N,
where Gn = R
n \Mn and Mn = { (x1, . . . , xn) ∈ Rn | x1 = 0 }. The multiplication mn : Gn ×
Gn → Gn is induced by substitution
(
XnYn
)
(u) = Xn
(
Yn(u)
)
mod un+1, where Xn and Yn are
polynomials in u of degree n. That is, the groupGn is an open subset of R
n, that carries the structure
of a finite dimensional C∞ manifold modeled on Rn. The maps πn+1,n : Gn+1 → Gn defined by
πn+1,n(x1, . . . , xn+1) = (x1, . . . , xn) are homomorphisms, i.e., πn+1,n ◦ mn+1 = mn ◦ (πn+1,n ×
πn+1,n). This follows from the definition of πn+1,n and (2.1). The family (Gn, πn+1,n)n∈N has a
projective limit (G∞, (π∞,n)n∈N), where G∞ = {x ∈ R∞ | x1 6= 0} is an open subset of R∞. The
maps π∞,n : G∞ → Gn are defined by π∞,n(x1, . . . , xn, xn+1, . . . ) = (x1, . . . , xn). Obviously, these
maps satisfy π∞,n = πn+1,n ◦ π∞,n+1, and are homomorphisms, π∞,n ◦m∞ = mn ◦ (π∞,n × π∞,n),
where m∞ : G∞ ×G∞ → G∞ is defined by (2.1).
Let us consider now the family of spaces and maps (C∞(Gn), π
∗
n,n+1)n∈N, where the maps
π∗n,n+1 : C
∞(Gn) → C∞(Gn+1) are defined by (π∗n,n+1(f))(x1, . . . , xn, xn+1) = f(x1, . . . , xn), for
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any f ∈ C∞(Gn). Then the above family has an inductive limit (C∞(G∞), π∗n,∞), where π
∗
n,∞ :
C∞(Gn) → C∞(G∞) is defined by ((π∗n,∞)(f))(x) = f(x1, . . . , xn) for any x ∈ G∞ and f ∈
C∞(Gn). Thus, by definition, the space C
∞(G∞) of smooth functions on G∞ is the space of smooth
functions (of finite number of variables) on R∞, restricted to R∞\M , whereM = {x ∈ R∞ | x1 = 0}.
One can define the Lie algebra of G∞ in different ways. Probably the most efficient one is as
the Lie algebra of derivations (smooth vector fields) of the algebra C∞(G∞). These are of the form
(2.2) X =
∞∑
i=1
vi
∂
∂xi
, vi ∈ C
∞(G∞).
Note that if f ∈ C∞(G∞), then X(f) =
∑n
i=1 vi
∂f
∂xi
is a finite sum, for some n ∈ N, since f depends
only upon a finite number of variables. We also have X(f) ∈ C∞(G∞). Every automorphism
ϕ : G∞ → G∞ acts on the space of derivations by (ϕ∗X) = (ϕ−1∗ )Xϕ
∗, and on C∞(G∞) it acts by
(ϕ∗f)(x) = f(ϕ(x)). Since the functions f ∈ C∞(G∞) are functions of finite number of variables it
is enough to describe the map ϕ∗ on vector fields restricted to C
∞(Gn) for each n ∈ N.
Lemma 2.11. The set {Xn}n≥1 of left-invariant vector fields on G∞ is given by
(2.3) Xn =
∞∑
i=1
ixi
∂
∂xi+n−1
.
Proof. From (2.1) the map y 7→ xy is given by
(2.4) zn = (xy)n = x1yn + y
n
1 xn +
n−1∑
i=2
xi
∑
(
∑
i
α=1
jα)=n
yj1 . . . yji , for each n ≥ 1.
The matrix of the tangent to the map defined by (2.4) is ∂zn
∂ym
∣∣∣
y=e
. The only terms in
n−1∑
i=2
xi
∑
(
∑
i
α=1
jα)=n
yj1 . . . yji , for each n ≥ 1,
that would contribute to the tangent map are the ones for which the product yj1 . . . yji has exactly
(i − 1) multiples equal to y1 and the one remaining equal to yjα for some α, 2 ≤ α ≤ i. There are
exactly
(
i
i−1
)
= i terms of this form. Therefore we rewrite (2.4) as
zn =
n∑
i=1
ixiy
i−1
1 yn−i+1 + . . . ,
where the dots indicate terms that do not contribute to ∂zn
∂ym
∣∣∣
y=e
. Hence,
∂zn
∂ym
∣∣∣∣
y=e
=
n∑
i=1
ixiδ
m
n−i+1 = (n−m+ 1)xn−m+1.
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If { ∂
∂yi
} is a basis of vector fields at the identity, then
(
ϕ∗
∂
∂ym
)
x
=
n∑
i=1
∂zi
∂ym
∣∣∣∣
y=e
∂
∂xi
=
n∑
i=m
(i−m+ 1)xi−m+1
∂
∂xi
=
n−m+1∑
i=1
ixi
∂
∂xi+m−1
.
Therefore for each n ∈ N, the set of vector fields {Xk}nk=1, whereXk =
∑n−k+1
i=1 ixi
∂
∂xi+k−1
, for 1 ≤
k ≤ n, forms a basis of left-invariant vector fields on Gn. Therefore the set {Xn}n≥1, where
Xn =
∑∞
i=1 ixi
∂
∂xi+n−1
, forms a basis of left invariant vector fields on G∞. 
Lemma 2.12. Every smooth vector field on G∞ is generated by the set {Xn}n≥1 of left-invariant
vector fields (2.3) on G∞.
Proof. Let Y =
∑∞
i=1 vi
∂
∂xi
be a smooth vector field on G∞. We define inductively the following
sequence of smooth vector fields. Let
Y1 =Y −
v1
x1
X1 = Y − ψ1X1, where ψ1 :=
v1
x1
,
Y2 =Y1 − ψ2X2, where ψ2 :=
1
x1
(
v2 − 2x2ψ1
)
,
...(2.5)
Yn =Yn−1 − ψnXn, where ψn :=
1
x1
(
vn −
n∑
i=2
ixiψn−i+1
)
,
...
Summing up the first n equalities in (2.5) we get Y =
∑n
i=1 ψiXi + Yn. By construction Yn is such
that Yn
∣∣∣
C∞(Gn)
= 0, for any n ∈ N. Hence, Y =
∑∞
i=1 ψiXi. 
We now show that {Xn}n≥1 forms a Lie subalgebra of the Lie algebra of vector fields on G∞
with a Lie bracket given by
(2.6)
[
Xn, Xm
]
= (n−m)Xn+m−1.
For that we need to compute the commutator of two left-invariant vector fieldsXn =
∑∞
i=1 ixi
∂
∂xi+n−1
10
and Xm =
∑∞
j=1 jxj
∂
∂xj+m−1
. Namely,[
Xn, Xm
]
=
∞∑
i=1
∞∑
j=1
ixijδ
j
i+n−1
∂
∂xj+m−1
−
∞∑
i=1
∞∑
j=1
jxj iδ
i
j+n−1
∂
∂xi+n−1
=
∞∑
i=1
ixi(i + n− 1)
∂
∂xi+n+m−2
−
∞∑
j=1
jxj(j +m− 1)
∂
∂xj+n+m−2
=(n−m)
∞∑
i=1
ixi
∂
∂xi+n+m−2
=(n−m)Xn+m−1.
To make correspondence with the more familiar notation we shift the indeces by 1, and introduce
X˜n := Xn+1. Then
[
X˜n, X˜m
]
= (n −m)X˜n+m, for all n,m ≥ 0. Thus, the algebra so obtained is
the maximal subalgebra of the Witt algebra.
Let us assume now that Gn are equipped with Poisson-Lie structures { , }n : C∞(Gn) ×
C∞(Gn) → C∞(Gn). It is natural to require that the projection maps πn+1,n : Gn+1 → Gn
are Poisson, i.e., π∗n+1,n({f, g}n) = {π
∗
n+1,n(f), π
∗
n+1,n(g)}n+1, where, as above, (π
∗
n+1,n(f))(x) :=
f(πn+1,n(x)) for every f ∈ C∞(Gn) and x ∈ Gn+1.
For a smooth bivector field ω on G∞ (i.e., a rank 2 skew-symmetric tensor such that ωij ∈
C∞(G∞) and ωx = ωij(x)
∂
∂xi
∧ ∂
∂xj
) let us assume that the map { , } : C∞(G∞) × C∞(G∞) →
C∞(G∞) gives a Poisson-Lie structure on G∞ defined by {f, g}(x) = ωij(x)
∂f
∂xi
∂g
∂xj
for any f, g ∈
C∞(G∞). Then it is also natural to require that the maps π∞,n are Poisson. That is, we want the
condition π∗n,∞
(
{f, g}n
)
= {π∗n,∞(f), π
∗
n,∞(g)} to be satisfied, for any f, g ∈ C
∞(Gn). Then one
defines (G∞, { , }, (π∞,n)n∈N) to be the projective limit of the family of Poisson-Lie groups and
maps (Gn, { , }n, πn+1,n)n∈N. Later it will be clear that for the Poisson-Lie groups studied in this
text these conditions are automatically satisfied.
Are there any Poisson-Lie structures on G∞? If such structures exist, can they be classified?
Also, since for any finite n there is a one-to-one correspondence between the Poisson-Lie structures
on Gn and the Lie-bialgebra structures on the Lie algebra Gn of Gn, one is led to enquire if there are
any Lie-bialgebra structures on the Lie algebra G∞ of G∞. The same questions exist for the group
G0∞ of formal diffeomorphisms of the line without fixed points and its Lie algebra G0∞, which is the
Witt algebra. It turns out that all these questions can be fully answered. Let us turn our attention
to the Lie-algebraic picture first. Our first goal is to find all bialgebra structures on G∞ and G0∞.
The next section is devoted to this.
3. Bialgebra structures on the Witt algebra G0∞ and its principal subalgebra G∞
In this section we use completely elementary methods to compute the Shevalley-Eilenberg co-
homology groups H1(G0∞,G0∞∧̂G0∞) and H1(G∞,G∞∧̂G∞) with coefficients in the completion of
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the tensor product under the natural grading induced from the gradings on G0∞ and G∞. We show
that both are trivial. Thus, we find all 1-cocycles on the Lie algebra G0∞ (the Witt algebra), and
all 1-cocycles on the Lie algebra G∞ of the group G∞. All of them are coboundaries, and they are
all explicitly enumerated. The algebras G0∞ and G∞ are taken over R (or C).
Let {ei}i≥−1 be a basis of the Lie algebra G0∞ (the Witt algebra). We recall that the Lie
algebra structure on G0∞ is defined by
(3.1) [en, em] = (n−m)en+m n,m ≥ −1.
To find the 1-cocycles we turn to the 1-cocycle equation
(3.2) α([en, em]) = en.α(em)− em.α(en),
which we rewrite as
(3.3) (n−m)α(en+m) = en.α(em)− em.α(en) n,m ≥ −1.
Let α(en) =
∑∞
i,j=−1 α
n
ijei ∧ ej ∈ G0∞∧̂G0∞ =
⊕
k⊕i+j=kG0i ∧ G0j , where G0i is the 1-
dimensional subspase of G0∞ generated by ei. Then (3.3) is equivalent to the following infinite
system of linear equations
(3.4) (n−m)αn+mij = (2n− i)α
m
i−n,j + (2n− j)α
m
i,j−n − (2m− i)α
n
i−m,j − (2m− j)α
n
i,j−m,
where n,m, i, j ≥ −1. Therefore, to find all 1-cocycles, one has to describe all solutions of this
system. We now formulate the first main theorem of this section.
Theorem 3.1. All 1-cocycles on the Lie algebra G0∞ are coboundaries.
Proof. We observe that (3.4) consists of two independent subsystems. Namely, one for αnij ’s with
n 6= i+ j and the other for αnij ’s with n = i+ j.
Set m = 0 in (3.4). (Note that (3.4) is symmetric with respect to m→ n, n→ m.) Then from
(3.4) we deduce that
(3.5) (n− i− j)αnij = (2n− i)α
0
i−n,j + (2n− j)α
0
i,j−n, for every n, i, j ≥ −1.
(a) In case n 6= i+ j we obtain from (3.5) immediately the solution of the first subsystem
αnij =
(2n− i)
(n− i− j)
α0i−n,j +
(2n− j)
(n− i− j)
α0i,j−n.
This means that the coalgebra structure constants αnij , where n 6= i + j, are given in terms of α
0
ij ,
i, j ∈ Z+, which are arbitrary.
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(b) The case n = i + j requires more thorough analysis. Set j = n +m − i in (3.4). Then we
have
(3.6)
(n−m)αn+mi,n+m−i = (2n− i)α
m
i−n,m+n−i+(n−m+ i)α
m
i,m−i−(2m− i)α
n
i−m,n+m−i−(m−n+ i)α
n
i,n−i,
where n,m, i ≥ −1. It turns out that it is enough to investigate (3.6) for a few values of m and i
in order to obtain a complete set of reccurence relations sufficient to find the general solution for
αni,n−i. First we set m = 0 in (3.6). This implies that 0 = (2n− i)α
0
i−n,n−i + (n+ i)α
0
i,−i, for every
i, n ≥ −1. In particular, if n = i we obtain 0 = iα0−i,i, for every i ≥ −1, since α
0
0,0 = 0 by the
antisymmetry of αnij(= −α
n
ji). Therefore α
0
−i,i = 0, for every i ≥ −1. Set m = −1 = i in (3.6) to
obtain
(3.7) (n+ 1)αn−1−1,n = (2n+ 1)α
−1
−1−n,n + nα
−1
−1,0 + α
n
0,n + (n+ 2)α
n
−1,n+1.
Then we have the following lemma.
Lemma 3.2. One has αn−1,n+1 =
1
n+2
[n(n+1)
2 α
−1
0,−1 −
∑n
i=1 α
i
0,i
]
, for every n ≥ 1.
Proof. For n = −1, 0, (3.7) is identically satisfied. For n = 1 we have from (3.7): 2α0−1,1 = α
−1
−1,0 +
α10,1 + 3α
1
−1,2, where we used that α
−1
−2,1 = 0. From this it follows that α
1
−1,2 =
1
3
[
α−10,−1 − α
1
0,1
]
,
Assume that αk−1,k+1 =
1
k+2
[
k(k+1)
2 α
−1
0,−1 −
∑k
i=1 α
i
0,i
]
, for all k, such that 1 ≤ k ≤ n − 1. Then
from (3.7), using the induction hypothesis we have
αn−1,n+1 =
1
(n+ 2)
[
nα−10,−1 − α
n
0,n + (n+ 1)α
n−1
−1,n
]
=
1
(n+ 2)
[
nα−10,−1 − α
n
0,n +
n(n− 1)
2
α−10,−1 −
n−1∑
i=1
αi0,i
]
=
1
(n+ 2)
[
nα−10,−1 +
n(n− 1)
2
α−10,−1 −
n∑
i=1
αi0,i
]
=
1
(n+ 2)
[
n(n+ 1)
2
α−10,−1 −
n∑
i=1
αi0,i
]
. 
Lemma 3.3. One has α20,2 = α
1
0,1−α
−1
0,−1, and α
n
1,n−1 =
(n+1)
2
[
−α−10,−1 + α
n−1
0,n−1 − α
n
0,n
]
, for every
n ≥ 3.
Proof. From (3.6), after setting m = −1, i = 0, we obtain
(3.8) (n+ 1)αn−10,n−1 = 2nα
−1
−n,n−1 + (n+ 1)α
−1
0,−1 + 2α
n
1,n−1 + (n+ 1)α
n
0,n.
For n = −1, 0, 1, (3.8) is identically satisfied. Next, for n = 2 we obtain from (3.8) that
(3.9) α20,2 = α
1
0,1 − α
−1
0,−1,
since α−1−2,1 = 0. Finally, since α
−1
−n,n−1 = 0 for n ≥ 2, we obtain from (3.8) the second assertion of
the Lemma. 
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Lemma 3.4. The formula αn2,n−2 =
n(n+1)
6
[
αn−20,n−2 − 2α
n−1
0,n−1 + α
n
0,n
]
is valid for every n ≥ 5.
Proof. In (3.6) set m = −1, i = 1. Then we have
(3.10) (n+ 1)αn−11,n−2 = (2n− 1)α
−1
1−n,n−2 + 3α
n
2,n−2 + nα
n
1,n−1.
For n = −1, 0 this formula yields trivial identitites. For n = 1 we obtain that 3α1−1,2 = α
−1
0,−1−α
1
0,1 (=
−α20,2). The case n = 2 reduces to formula (3.9), and n = 3 yields the identity 0 = 3α
3
2,1 + 3α
3
1,2.
For n = 4 we obtain the relation
(3.11) 5α31,2 = 4α
4
1,3.
If n ≥ 5, then α−11−n,n−2 = 0, and using Lemma 3.3 we obtain that
αn2,n−2 =
1
3
[
(n+ 1)αn−11,n−2 − nα
n
1,n−1
]
=
1
3
[
n(n+ 1)
2
(
−α−10,−1 + α
n−2
0,n−2 − α
n−1
0,n−1
)
−
n(n+ 1)
2
(
−α−10,−1 + α
n−1
0,n−1 − α
n
0,n
)]
=
n(n+ 1)
6
[
αn−20,n−2 − 2α
n−1
0,n−1 + α
n
0,n
]
. 
The result obtained in Lemma 3.4 is suggestive in finding a general formula for αni,n−i (i.e., α
n
ij
with n = i+ j) in terms of αn0,n, . . . , α
n−i
0,n−i, for every i ≥ 2 and n ≥ i+ 3.
Lemma 3.5. For every i ≥ 2, and n ≥ i+ 3 the following formula is valid:
(3.12) αni,n−i =
1
i+ 1
(
n+ 1
i
) i∑
k=0
(
i
k
)
(−1)i−kαn−k0,n−k.
Proof. We use an induction in i. For i = 2 the statetment is true by Lemma 3.4. Assume that (3.12)
is true for all αnj,n−j , where 2 ≤ j ≤ i. We now proceed in proving that it is true for j = i + 1 and
all n ≥ i+ 4. Setting m = −1 in (3.6) and using that i ≥ 2 and n ≥ i+ 3 we obtain
(3.13) (n+ 1)αn−1i,n−i−1 − (n+ 1− i)α
n
i,n−i = (i + 2)α
n
i+1,n−i−1.
Then we use induction hypothesis in the left-hand-side of (3.13) and deduce that
αni+1,n−i−1 =
1
i+ 2
[
(n+ 1)
i+ 1
(
n
i
) i∑
k=0
(
i
k
)
(−1)i−kαn−k−10,n−k−1 −
(n+ 1− i)
i+ 1
(
n+ 1
i
) i∑
k=0
(
i
k
)
(−1)i−kαn−k0,n−k
]
=
1
i+ 2
(
n+ 1
i+ 1
)[ i∑
k=0
(
i
k
)
(−1)i−kαn−k−10,n−k−1 −
i∑
k=0
(
i
k
)
(−1)i−kαn−k0,n−k
]
=
1
i+ 2
(
n+ 1
i+ 1
)[i+1∑
k=1
(
i
k − 1
)
(−1)i−k+1αn−k0,n−k +
i∑
k=0
(
i
k
)
(−1)i−k+1αn−k0,n−k
]
=
1
i+ 2
(
n+ 1
i+ 1
)[ i∑
k=1
[(
i
k − 1
)
+
(
i
k
)]
(−1)i−k+1αn−k0,n−k + α
n−i−1
0,n−i−1 + (−1)
i+1αn0,n
]
=
1
i+ 2
(
n+ 1
i+ 1
) i+1∑
k=0
(
i+ 1
k
)
(−1)i+1−kαn−k0,n−k,
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which concludes the proof. It is also an immediate corollary that the relation (3.11) is identically
satisfied. 
Let m = 1, i = −1 in (3.6). Then we have
(3.14) (n− 1)αn+1−1,n+2 = (2n+ 1)α
1
−1−n,n+2 + (n− 2)α
1
−1,2 + nα
n
−1,n+1.
For n = −1 (3.14) yields α1−1,2 =
1
3
(
α−10,−1 − α
1
0,1
)
. For n = 0, 1, it is identically satisfied. For n = 2,
we obtain the relation
(3.15) α3−1,4 = 2α
2
−1,3.
Continuing further we have
2α4−1,5 =α
1
−1,2 + 3α
3
−1,4, (n = 3),
3α5−1,6 =2α
1
−1,2 + 4α
4
−1,5, (n = 4),
...
which, as we shall see later, are all identically satisfied.
Lemma 3.6. The following formula is valid for every n ≥ 2:
(3.16) αn0,n = an(α
1
0,1 − α
−1
0,−1),
where a2 = 1, a3 = 3, and the coefficients an, (n ≥ 4) are computed by the recursive formula
(3.17) an+1 =
2n
(n− 1)(n+ 2)
+
2(n+ 1)
(n+ 2)
an −
(n+ 1)(n− 2)
(n− 1)(n+ 2)
an−1,
which is valid for all n ≥ 3.
Proof. For n = 2 the statement is true according to formula (3.9). In order to compute a3 we use
the relation (3.15) and Lemma 3.2. From Lemma 3.2 we have
α2−1,3 =
1
2
[
2α−10,−1 − α
1
0,1
]
, and α3−1,4 =
1
5
[
7α−10,−1 − 2α
1
0,1 − α
3
0,3
]
.
Then from (3.15) it follows that α30,3 = 3(α
1
0,1 − α
−1
0,−1). After setting m = 1, i = 1 in (3.6) one
obtains
(3.18) (n− 1)αn+11,n = −nα
1
0,1 − α
n
0,n + (n− 2)α
n
1,n−1, for n ≥ 3,
since α11−n,n = 0, for n ≥ 3. Next, we use Lemma 3.3 to write formulae for
αn1,n−1 =
(n+ 1)
2
[
−α−10,−1 + α
n+1
0,n+1 − α
n
0,n
]
, and αn+11,n =
(n+ 2)
2
[
−α−10,−1 + α
n
0,n − α
n+1
0,n+1
]
.
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Substituting the above formulae into (3.18) we obtain, after some algebra, that
(3.19)
αn+10,n+1 =
2n
(n− 1)(n+ 2)
(
α10,1 − α
−1
0,−1
)
+
2(n+ 1)
(n+ 2)
αn0,n −
(n+ 1)(n− 2)
(n− 1)(n+ 2)
αn−10,n−1, for all n ≥ 3.
Now, we make an induction hypothesis. Namely, we assume that for all k, 2 ≤ k ≤ n, it is true that
αk0,k = ak(α
1
0,1 − α
−1
0,−1), for some ak. Then from (3.19) it follows that α
n+1
0,n+1 = an+1(α
1
0,1 − α
−1
0,−1),
where
an+1 =
2n
(n− 1)(n+ 2)
+
2(n+ 1)
(n+ 2)
an −
(n+ 1)(n− 2)
(n− 1)(n+ 2)
an−1.
The first several coefficients are: a2 = 1, a3 = 3, a4 = 5, a5 =
64
9 , a6 =
28
3 , a7 =
451
45 , . . . . This
concludes the proof. 
Corollary 3.7. From Lemma 3.6 and Lemma 3.5 it follows that
(3.20) αni,n−i =
1
i+ 1
(
n+ 1
i
) i∑
k=0
(
i
k
)
(−1)i−kan−k(α
1
0,1 − α
−1
0,−1),
for every i ≥ 2 and n ≥ i + 3.
Lemma 3.8. One has the following relation: α−10,−1 = α
1
0,1.
Proof. In (3.6) set m = 0, i = −1. Then one has
(3.21) (n− 2)αn+2−1,n+3 = (2n+ 1)α
2
−1−n,n+3 + (n− 3)α
2
−1,3 + (n− 1)α
n
−1,n+1.
For n = −1 we obtain from (3.21) that −3α1−1,2 = −α
2
0,2−4α
2
−1,3−2α
−1
−1,0, which, after using Lemma
3.2, turns into an identity. For n = 0 we have an identity. For n = 1 we obtain −α3−1,4 = −2α
2
−1,3,
which leads to an identity after using Lemma 3.2 and Lemma 3.6. The case n = 2 leads to an
identity. For n = 3 we obtain the non-trivial relation
(3.22) α5−1,6 = 2α
3
−1,4.
We use now Lemma 3.2 and Lemma 3.6 to reduce both sides of the relation (3.22) which leads to
1
7
[
15α−10,−1 −
5∑
i=1
αi0,i
]
=
2
5
[
6α−10,−1 −
3∑
i=1
αi0,i
]
1
7
[
15α−10,−1 − α
1
0,1 −
(
1 + 3 + 5 +
64
9
)(
α10,1 − α
−1
0,−1
)]
=
2
5
[
6α−10,−1 − α
1
0,1 − (1 + 3)
(
α10,1 − α
−1
0,−1
)]
1
7
[
15α−10,−1 −
154
9
α10,1 +
145
9
α−10,−1
]
=
2
5
[
6α−10,−1 − 5α
1
0,1 + 4α
−1
0,−1
]
1
7
[
280
9
α−10,−1 −
154
9
α10,1
]
=
2
5
[
10α−10,−1 − 5α
1
0,1
]
40
9
α−10,−1 −
22
9
α10,1 = 4α
−1
0,−1 − 2α
1
0,1
4
9
α−10,−1 =
4
9
α10,1
α−10,−1 = α
1
0,1.
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This concludes the proof. 
Immediately several corollaries follow.
Corollary 3.9. One has αn0,n = 0, for all n ≥ 2.
Corollary 3.10. One obtains that αn−1,n+1 =
1
n+2
[
n(n+1)
2 α
−1
0,−1 − α
1
0,1
]
= (n−1)2 α
1
0,1, for all n ≥
−1.
Corollary 3.11. One has αni,n−i = 0, for all i ≥ 2 and n ≥ i+ 3.
Corollary 3.12. One has αn1,n−1 = −
(n+1)
2 α
1
0,1, for all n ≥ 3.
In the above formulae α10,1 is arbitrary. As a result we are now able to write a formula for the
general solution of (3.3). Namely,
(3.23)
α(en) =
∞∑
i,j=−1
αnijei ∧ ej
=
∞∑
i,j=−1,i+j 6=n
αnijei ∧ ej +
∞∑
i,j=−1,i+j=n
αnijei ∧ ej
=
∞∑
i,j=−1,i+j 6=n
[
(2n− i)
(n− i− j)
α0i−n,j +
(2n− j)
(n− i− j)
α0i,j−n
]
ei ∧ ej +
∞∑
i=−1
αni,n−iei ∧ en−i
= en.
− ∞∑
i,j=−1,i+j 6=0
1
(i+ j)
α0ijei ∧ ej
+ αn−1,n+1e−1 ∧ en+1 + αn0,ne0 ∧ en + αn1,n−1e1 ∧ en−1
= en.
− ∞∑
i,j=−1,i+j 6=0
1
(i+ j)
α0ijei ∧ ej +
1
2
α10,1(1 + δn,±1)e−1 ∧ e1
 , for all n ≥ −1.
This shows that the general solution of (3.3) is a coboundary. The proof of Theorem 3.1 is com-
pleted. 
With different technique it has been obtained in [Dz] that the first cohomology of G0∞ with
coefficients in the ordinary tensor product is trivial, which follows also from Theorem 3.1.
We now proceed with describing all bialgebra structures on the Lie algebra G∞ of the group
G∞. The problem now is to describe all solutions of
(3.24) (n−m)α(en+m) = en.α(em)− em.α(en) for all n,m ≥ 0.
Equation (3.24) is now equivalent to the following infinite system of equations for the coalgebra
structure constants αnij :
(3.25) (n−m)αn+mij = (2n− i)α
m
i−n,j + (2n− j)α
m
i,j−n − (2m− i)α
n
i−m,j − (2m− j)α
n
i,j−m,
where n,m, i, j ≥ 0.
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Theorem 3.13. All 1-cocycles on the Lie algebra G∞ are coboundaries.
Proof. The begining of the argument is similar to the one in the proof of Theorem 3.1. Namely, the
system of equations (3.25) is split into two completely independent systems. One for the structure
constants αnij with n 6= i + j, and one for the structure constants α
n
ij with n = i + j. In the first
case, after setting m = 0 in (3.25) we obtain:
(3.26) (n− i− j)αnij = (2n− i)α
0
i−n,j + (2n− j)α
0
i,j−n, for every n, i, j ≥ 0.
Since n 6= i+ j we obtain that
(3.27) αnij =
(2n− i)
(n− i− j)
α0i−n,j +
(2n− j)
(n− i− j)
α0i,j−n,
i.e, the coalgebra structure constants αnij , where n 6= i + j, are expressed in terms of α
0
ij , i, j ≥ 0,
which are arbitrary.
We now turn to the second case, which requires more complicated analysis. The system of
equations for the coalgebra structure constants αnij with n = i+ j is obtained from (3.25) by setting
j = n+m− i:
(3.28)
(n−m)αn+mi,n+m−i = (2n− i)α
m
i−n,m+n−i+(n−m+ i)α
m
i,m−i−(2m− i)α
n
i−m,n+m−i−(m−n+ i)α
n
i,n−i,
where n,m, i ≥ 0.
Again we split the rest of the proof into lemmas.
Lemma 3.14. One has αn0,n = nα
1
0,1, for all n ≥ 0.
Proof. After setting ,m = 1, i = 0 in (3.28) one obtains
(3.29) αn+10,n+1 = α
1
0,1 + α
n
0,n,
since nα1−n,n+1 = 0 for all n ≥ 0. A simple inductive argument now leads to α
n
0,n = nα
1
0,1, for all
n ≥ 0. 
Lemma 3.15. One has αn+11,n = −(n+ 2)α
1
0,1 for all n ≥ 2.
Proof. Set m = 1, i = 1 in (3.28). Then one has
(3.30) (n− 1)αn+11,n = (2n− 1)α
1
1−n,n − 2nα
1
0,1 + (n− 2)α
n
1,n−1.
Let us investigate (3.30) for small values of n. For n = 0, 1 one obtains identities. For n = 2 we
obtain the first non-trivial relation. Namely, α31,2 = −4α
1
0,1. Clearly, since α
1
1−n,n = 0 for all n ≥ 2,
(3.30) is equivalent to
(3.31) (n− 1)αn+11,n = −2nα
1
0,1 + (n− 2)α
n
1,n−1,
for all n ≥ 2. Again, an induction argument leads to αn+11,n = −(n+ 2)α
1
0,1, for all n ≥ 2. 
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Lemma 3.16. One has αn+ii,n = −(n+ 2i)α
1
0,1 +
3(1−i2)
(n−i) α
1
0,1 for all n ≥ 1, and all i ≥ 1, and n 6= i.
Proof. Set m = i in (3.28) to obtain
(3.32) (n− i)αn+ii,n = (2n− i)α
i
i−n,n + nα
i
i,0 − iα
n
0,n + (n− 2i)α
n
i,n−i.
After using Lemma 3.14, (3.32) reduces to
(3.33) (n− i)αn+ii,n = −2niα
1
0,1 + (n− 2i)α
n
i,n−i.
If we set n = i in (3.33) it reduces further to 2iαi0,i = 2i
2α10,1, from where for i 6= 0 it is equivalent
to the assertion of Lemma 3.14. Let n 6= i. Then the general solution of (3.33) is given by
(3.34) αn+ii,n = −(n+ 2i)α
1
0,1 + f(n, i),
where f(n, i) satisfies the equation (n − i)f(n, i) = (n − 2i)f(n − i, i). If we define α(n, i) :=
(n − i)f(n, i) then this equation is equivalent to α(n, i) = α(n − i, i). From here it follows that
α(n, i) = α(i), i.e., α is independent of n. Therefore the general solution (3.34) is given by
(3.35) αn+ii,n = −(n+ 2i)α
1
0,1 +
α(i)
(n− i)
.
Our next goal is to determine the parameters α(i), for all i ≥ 2. From the conclusion of Lemma
3.14 we know that α(1) = 0. Set n = 1 in (3.35). This yields αi+1i,1 = −(1 + 2i)α
1
0,1 +
α(i)
(1−i) .
Using the result of Lemma 3.14, this leads to the equations −(1 + 2i)α10,1 +
α(i)
(1−i) = (i + 2)α
1
0,1, for
all i ≥ 2, from where, solving for α(i), we obtain α(i) = 3(1 − i2)α10,1, for all i ≥ 2. Therefore,
αn+ii,n = −(n+ 2i)α
1
0,1 +
3(1−i2)
(n−i) α
1
0,1, for all n ≥ 1, and all i ≥ 1, and n 6= i. 
Quite similarly as in the case of the Witt algebra the following observation helps to complete
the argument.
Lemma 3.17. One has α10,1 = 0.
Proof. Set m = 2, i = 1 in (3.28) to obtain
(3.36) (n− 2)αn+21,n+1 = (2n− 1)α
2
1−n,n+1 + (n− 3)α
n
1,n−1.
We investigate (3.36) for small values of n. For n = 0 it yields an identity. For n = 1 it gives
−α31,2 = α
2
0,2 − 2α
1
1,0 = 4α
1
0,1, a fact we learned from Lemma 3.16. For n = 2 it yields a trivial
identity. For n = 3 it gives α51,4 = 0. But from Lemma 3.15 we have α
5
1,4 = −6α
1
0,1, a clear
contradiction. Therefore we conclude that α10,1 = 0, which is what we set out to show. 
The following two corollaries are direct consequences of the last result and the preceding lemmas.
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Corollary 3.18. One has αn0,n = 0, for all n ≥ 1.
Corollary 3.19. One has αn+ii,n = 0 for all n, i ≥ 1.
Thus, all coalgebra structure constants αnij = 0, whenever n = i + j. Therefore the general
solution of (3.24) is described by
(3.37)
α(en) =
∞∑
i,j=0
αnijei ∧ ej
=
∞∑
i,j=0,i+j 6=n
αnijei ∧ ej
=
∞∑
i,j=0,i+j 6=n
[
(2n− i)
(n− i− j)
α0i−n,j +
(2n− j)
(n− i− j)
α0i,j−n
]
ei ∧ ej
= en.
− ∞∑
i,j=0,i+j 6=0
1
(i+ j)
α0ijei ∧ ej
 .
This shows that for G∞ all 1-cocycles are coboundaries. 
4. Poisson-Lie structures on G∞
In this section we study Poisson-Lie structures on the group G∞. It turns out that there exists
a large class of such structures, which can be described explicitly. In the next section we prove that
in fact this class exhausts all Poisson-Lie structures on G∞.
We recall the definition of a Poisson-Lie structure on the group G∞ given in Sec. 2. It is defined
as a skew-symmetric map { , } : C∞(G∞) × C∞(G∞) → C∞(G∞) which is multiplicative, is a
derivation in both arguments, and satisfies the Jacobi identity. The derivation property implies that
there is a bi-vector field ω ∈ ∧2TG∞ given locally by ωx = ωij(x)
∂
∂xi
∧ ∂
∂xj
, where ωij ∈ C∞(G∞)
are smooth function on G∞. Then for every f, g ∈ C∞(G∞) we have {f, g}(x) = ωij(x)
∂f
∂xi
∂g
∂xj
. Note
that on the right hand side we have in effect a finite sum since the functions f and g depend only
upon finite number of arguments. In particular, {Xi,Xj} = ωij , where Xi, i ∈ N, are the coordinate
functions of x ∈ G∞, i.e., Xi(x) = xi. Similarly, the 1-cocycle equation (1.6) for ωij is given by
(4.0) ωij(xy) = ωkl(x)
∂zi
∂xk
∂zj
∂xl
+ ωkl(y)
∂zi
∂yk
∂zj
∂yl
.
Here again the sums on the right-hand-side are finite, since for every n ∈ N we have zn =
zn(x1, . . . , xn; y1, . . . , yn). The same is true for the sums in the Jacobi identity (1.1) for the functions
ωij .
Let us introduce the formal series X (u) :=
∑∞
i=1 Xiu
i. Then x(u) = X (u)(x) =
∑∞
i=1 xiu
i (cf.
Sec. 2). Define the formal series Ω(u, v;X ) :=
∑∞
i,j=1 ωiju
ivj . Thus Ω(u, v;X ) is a generating series
for the brackets ωij . Evaluating at x ∈ G∞ we have Ω(u, v;x) =
∑∞
i,j=1 ωij(x)u
ivj .
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Lemma 4.0. In terms of Ω the cocycle condition (4.0) assumes the form
(4.1) Ω(u, v; z) = Ω(y(u), y(v);x) + Ω(u, v; y)x′(y(u))x′(y(v)), z(u) = x(y(u)).
Proof. Recall that z(u) = x(y(u)) =
∑∞
i=1 xi
[
y(u)
]i
=
∑∞
i=1 ziu
i, where zi = (xy)i. From the last
formula we obtain that
∂z(u)
∂xk
=
[
y(u)
]k (
=
∞∑
i=1
∂zi
∂xk
ui
)
, and
∂z(u)
∂yk
=
∞∑
i=1
ixiu
k
[
y(u)
]i−1
= uk
∞∑
i=1
ixi
[
y(u)
]i−1
= ukx′
(
y(u)
) (
=
∞∑
i=1
∂zi
∂yk
ui
)
.
Here x′(u) denotes the derivative of x(u) with respect to its argument u. If we multiply both sides
of equation (4.0) by uivj and sum over i and j we obtain
∞∑
i,j=1
ωij(z)u
ivj =
∞∑
k,l=1
ωkl(x)
∞∑
i=1
∂zi
∂xk
ui
∞∑
j=1
∂zj
∂xl
vj +
∞∑
k,l=1
ωkl(y)
∞∑
i=1
∂zi
∂yk
ui
∞∑
j=1
∂zj
∂yl
vj
=
∞∑
k,l=1
ωkl(x)
[
y(u)
]k[
y(v)
]l
+ x′
(
y(u)
)
x′
(
y(v)
) ∞∑
k,l=1
ωkl(y)u
kvl.
Now, using the definition of Ω we finally obtain that
Ω(u, v; z) = Ω(y(u), y(v);x) + Ω(u, v; y)x′(y(u))x′(y(v)).
Notice also that both sides of the above equation are divisible by uv. 
Equation (4.1) has a large class of solutions Ω(u, v;x). Namely, we have the following theorem.
Theorem 4.1. For any ϕ = ϕ(u, v) with the properties
(i) ϕ(u, v) is divisible by u and v;
(ii) ϕ(u, v) = −ϕ(v, u),
we have the following solution of (4.1):
(4.2) Ω(u, v;x) = ϕ(u, v)x′(u)x′(v)− ϕ(x(u), x(v)).
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Proof. Indeed, in terms of (4.2), the left hand side of the equation (4.1) reads
Ω(u, v; z) = ϕ(u, v)z′(u)z′(v)− ϕ(z(u), z(v))
= ϕ(u, v)x′(y(u))y′(u)x′(y(v))y′(v)− ϕ(z(u), z(v)).
The right hand side of (4.1) gives
Ω(y(u), y(v);x) + Ω(u, v; y)x′(y(u))x′(y(v)) =
+ ϕ(y(u), y(v))x′(y(u))x′(y(v)) − ϕ(z(u), z(v))+
+ ϕ(u, v)x′(y(u))y′(u)x′(y(v))y′(v)− ϕ(y(u), y(v))x′(y(u))x′(y(v)).
Compairing both sides we obtain an identity.
The condition (ii) is equivalent to Ω(u, v;X ) = −Ω(v, u;X ) which on the other hand is equivalent
to the skew-symmetry of the ωij ’s.
The condition (i) is needed since as noticed above Ω(u, v;x) is divisible by uv. This requires
that the r.h.s. of (4.2) is divisible by uv. From the definition of x(u) it is clear that x′(u)x′(v) is not
divisible by uv. It begins with a term x21 +2x1x2(u+ v) + . . . . Suppose that ϕ(u, v) is not divisible
by uv. Then ϕ(x(u), x(v)) is also not divisible by uv, and so is the difference ϕ(u, v)z′(u)z′(v) −
ϕ(z(u), z(v)), as an easy analysis shows. 
Next, we would like to find out for which classes of ϕ’s the Jacobi identity is satisfied. This will
be an important step in the solution of the problem of classifying all possible Lie-Poisson structures
on G∞. For this we use the following technical tool.
Let U = {u1, u2, . . . } be a countably infinite set of indeterminates. Consider the ring of formal
power series C∞(G∞)
[[
U
]]
in U over the algebra C∞(G∞) defined as the inductive limit of the
rings {C∞(G∞) [[u1, . . . , un]]}n∈N. Then the map { , } : C
∞(G∞)×C∞(G∞)→ C∞(G∞) induces
a map { , } : C∞(G∞)
[[
U
]]
× C∞(G∞)
[[
U
]]
→ C∞(G∞)
[[
U
]]
. In particular we have
{X (u),X (v)} =
∞∑
i,j=1
{Xi,Xj}u
ivj = Ω(u, v;X ),
where u = ui and v = uj for some ui, uj ∈ U . Then the Jacobi identities (1.1), in terms of generating
series, can be put together in a single equation
(4.3) {X (w), {X (u),X (v)}} + {X (u), {X (v),X (w)}} + {X (v), {X (w),X (u)}} = 0,
for any u, v, w ∈ U . On the other hand we have
{X (w), {X (u),X (v)}} = {X (w), ϕ(u, v)X ′(u)X ′(v)− ϕ(X (u),X (v)}
= ϕ(u, v)
[
{X (w),X ′(u)}X ′(v) + {X (w),X ′(v)}X ′(u)
]
−
− ∂1ϕ(X (u),X (v)){X (w),X (u)} − ∂2ϕ(X (u),X (v)){X (w),X (v)},
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where ∂1 denotes the derivative with respect to the first argument and ∂2 is the derivative with
respect to the second argument. Also
{X (w),X ′(u)} = ∂u{X (w),X (u)}
= ∂uϕ(w, u)X
′(w)X ′(u) + ϕ(w, u)X ′(w)X ′′(u) + ∂2ϕ(X (w),X (u))X
′(u),
and we have similar formulae when considering the remaining two terms in (4.3) with w, u, v per-
muted.
Lemma 4.2. The solution (4.2) satisfies the Jacobi identity (4.3) iff ϕ(u, v) satisfies the following
functional (partial) differential equation
(4.4) ϕ(u, v)
[
∂uϕ(w, u) + ∂vϕ(w, v)
]
+ c.p. = 0.
Proof. After substituting (4.2) into (4.3), using the formulae derived above, and collecting terms we
obtain
(*)
(
ϕ(u, v) [∂uϕ(w, v) + ∂vϕ(w, v)] + c.p.
)
X ′(w)X ′(u)X ′(v)+
+
(
ϕ(X (v),X (u))[∂2ϕ(X (w),X (v)) + ∂2ϕ(X (w),X (u))] + c.p.
)
= 0.
Let us define Φ(w, u, v) by
Φ(w, u, v) := ϕ(u, v)
[
∂uϕ(w, u) + ∂vϕ(w, v)
]
+ c.p.
It is easily verified that Φ(w, u, v) is antisymmetric with respect to each pair of its arguments. For
example Φ(w, u, v) = −Φ(u,w, v). After evaluation at x (*) becomes
Φ(x(w), x(u), x(v)) = x′(w)x′(u)x′(v)Φ(w, u, v).
This equation is satisfied for every x(u). In particular, it is true for x(u) = λu, where λ 6= 0.
In this case the above equation is equivalent to Φ(λw, λu, λv) = λ3Φ(w, u, v). In other words Φ is
homogeneous of degree 3. But the only homogeneous function Φ(w, u, v) of degree 3 which is also
antisymmetric with respect to each pair of its arguments is Φ = 0. Therefore the statement of the
Lemma follows. 
Theorem 4.3. The map x 7→ x−1 is an anti-Poisson map.
Proof. Let X (u) denote the inverse of X (u). Then we have the identities
X (X (u)) = u, and X (X (u)) = u,
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as well as (following from them)
X ′(X (u))X ′(u) = 1, and X ′(X (u))X ′(u) = 1.
On the other hand we have
0 = {u,X (v)}
= {X (X (u)),X (v)}
= {X (w),X (v)}|w=X (u) + X
′(w)|w=X (u){X (u),X (v)}.
Therefore,
(4.5) {X (v),X (w)}|w=X (u) = X
′(w)|w=X (u){X (u),X (v)}.
Also, we have the following chain of identities
0 = {v,X (w)}|w=X (u)
= {X (X (v)),X (w)}|w=X (u)
= {X (s),X (w)}|s=X (v),w=X (u) + X
′(s)|s=X (v){X (v),X (w)}|w=X (u).
Using (4.2) and (4.5), the last identity can be rewritten as
0 = ϕ(X (v),X (u))X ′(X (v))X ′(X (u))− ϕ(v, u)
+ X ′(X (v))X ′(X (u)) [ϕ(u, v)X ′(u)X ′(v)− ϕ(X (u),X (v))]
= {X (s),X (w)}|s=X (v),w=X (u) + ϕ(u, v)−X
′(w)X ′(s)ϕ(w, s).
Thus,
{X (w),X (s)} = −
[
X ′(w)X ′(s)ϕ(w, s) − ϕ(X (w),X (s))
]
,
and the proof is finished. 
Theorem 4.4. For every d ∈ Z, the function ϕ(u, v) = uv(ud − vd) solves (4.4). In particular, for
each d ∈ Z+, it gives rise to a family of Lie-Poisson structures on the group G∞.
Proof. Substituting ϕ(u, v) = uv(ud − vd) into the equation (4.4) we obtain
[ud+1v − uvd+1][wd+1 − (d+ 1)wud + wd+1 − (d+ 1)wvd] + c.p.
?
= 0.
But this is an identity, since
2ud+1wd+1v − 2uvd+1wd+1 + c.p. = 0,
(d+ 1)uwv2d+1 − (d+ 1)u2d+1vw + c.p. = 0,
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and
(d+ 1)ud+1vd+1w − (d+ 1)wud+1vd+1 + c.p. = 0. 
Writing formula (4.2) in components, with ϕ(u, v) = uv(ud − vd), we obtain
ωij(x) = (i− d)jxjxi−d − i(j − d)xixj−d + xi
∑∑
d+1
k=1
sk=j
xs1 . . . xsd+1 − xj
∑∑
d+1
k=1
sk=i
xs1 . . . xsd+1 .
These formulae describe a countable family of Poisson-Lie structures on G∞, thus answering
the question of existence of such.
In order to classify all Poisson-Lie structures on G∞ one has, in particular, to classify all
solutions of the functional (partial) differential equation (4.4). The main result of this section is
formulated below.
Theorem 4.5. For each d ∈ N, and any fd(u), gd(u) such that f ′d(u)gd(u)−fd(u)g
′
d(u) = −dλ1,d+1fd(u),
where λ1,d+1 6= 0 is an arbitrary parameter, and fd has a zero of order d + 1 at u = 0, there is a
solution of (4.4) given by the series
ϕd(u, v) =
1
λ1,d+1
[
fd(u)gd(v)− fd(v)gd(u)
]
.
The set of all solutions of (4.4) is described in this way.
First, we prove a helpful lemma.
Lemma 4.6. For any two functions f(u), g(u) satisfying the relation f ′(u)g(u) − f(u)g′(u) =
αf(u) + βg(u), where α, β are arbitrary constants, (4.4) has a solution in the form ϕ(u, v) =
f(u)g(v)− f(v)g(u).
Proof. After substituting ϕ(u, v) = f(u)g(v)− f(v)g(u) into (4.4) and collecting terms we obtain
[f(u)g′(u)− f ′(u)g(u)] f(w)g(v)− [f(u)g′(u)− f ′(u)g(u)] f(v)g(w) + c.p. = 0.
Using the relation
f ′(u)g(u)− f(u)g′(u) = αf(u) + βg(u)
the above equality transforms to
−
[
αf(u) + βg(u)
]
f(w)g(v) +
[
αf(u) + βg(u)
]
f(v)g(w) + c.p. = 0.
The last equality is equivalent to
α
[
f(u)f(v)g(w)− f(u)f(w)g(v) + c.p.
]
+ β
[
f(v)g(u)g(w)− f(w)g(u)g(v) + c.p.
]
= 0.
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But the expressions in the square brackets are identically zero as one can easily check. Thus we
obtain an identity. 
In fact, we shall show that all solutions of the functional differential equation (4.4) with the
additional assumption that ϕ(u, v) is divisible by uv are of the above form, with β = 0.
We will seek the general solution of (4.4) as a formal power series ϕ(u, v) =
∑∞
n,m=1 λnmu
nvm.
Here, the antisymmetry of ϕ(u, v) implies the antisymmetry of λnm, namely λnm = −λmn.
Substituting into (4.4) we obtain∑
k,n,r
∑
s
s[λk−s+1,nλrs + λk,n−s+1λrs + λn−s+1,rλks + λn,r−s+1λks + λr−s+1,kλns+
+ λr,k−s+1λns]u
kvnwr = 0,
or
(4.6)
max(k,n,r)∑
s=1
s[(λk−s+1,n + λk,n−s+1)λrs + (λn−s+1,r + λn,r−s+1)λks + (λr−s+1,k+
+ λr,k−s+1)λns] = 0.
We may assume k < n < r, since if at least two of the indices k, n, r are equal then (4.6) is identically
satisfied. Then max(k, n, r) = r. Let k = 1 and n < r, then we have
r∑
s=1
s [λ2−s,nλrs + λ1,n−s+1λrs + λn−s+1,rλ1s + λn,r−s+1λ1s + λr−s+1,1λns + λr,2−sλns] = 0,
which is equivalent to
λ1nλr1 +
n∑
s=1
sλ1,n−s+1λrs +
n∑
s=1
sλn−s+1,rλ1s +
r∑
s=1
sλn,r−s+1λ1s+
+
r∑
s=1
sλr−s+1,1λns + λr1λn1 = 0.
The first and the last terms in the above equation cancel each other. We make the change of variables
s 7→ n− s+ 1, and s 7→ r − s+ 1 in the third and the forth terms respectively to obtain
n∑
s=1
sλ1,n−s+1λrs +
n∑
s=1
(n− s+ 1)λsrλ1,n−s+1 +
r∑
s=1
(r − s+ 1)λnsλ1,r−s+1+
+
r∑
s=1
sλr−s+1,1λns = 0,
which is equivalent to
(4.7)
n∑
s=1
(n− 2s+ 1)λ1,n−s+1λsr =
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λsn.
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A close look at the first several equations of (4.6)
λ12λ13 = 0
λ12(2λ14 + λ23) = 0
λ13(λ14 + λ23) = 0
3λ14λ23 − (λ23)
2 − 4λ13λ24 + 5λ12λ34 = 0
λ12(3λ15 + 2λ24) = 0
λ13λ15 + λ14λ23 + λ12λ34 = 0
3λ15λ23 − 2λ23λ24 − 5λ13λ25 + 6λ12λ35 = 0
− λ14λ15 − 2λ14λ24 + λ13λ25 − λ12λ35 = 0
4λ15λ24 − 2(λ24)
2 − 5λ14λ25 + λ23λ25 + 7λ12λ45 = 0
5λ15λ34 − 2λ24λ34 − 6λ14λ35 + λ23λ35 + 7λ13λ45 = 0
...
shows that the solutions of this infinite system of quadrics fall into three main classes. Namely those
with λ13 = 0, these with λ12 = 0, and these with λ12 = 0 = λ13, the last one being an intersection
of the first two. We now proceed with describing these classes.
(i) Let λ12 6= 0 and λ13 = 0. Then, from (4.7) with n = 2 we obtain
−λ12λ1r =
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λ2s.
After multiplying both sides of the above equation by ur, and summing over r we obtain
−λ12
∞∑
r=1
λ1ru
r =
∞∑
r=1
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λ2su
r
m r 7→ m+ s− 1
−λ12
∞∑
r=1
λ1ru
r =
∞∑
m=1
∞∑
s=1
(m− s)λ1mλ2su
m+s−1
=
∞∑
m=1
∞∑
s=1
mλ1mu
m−1λ2su
s −
∞∑
m=1
∞∑
s=1
sλ2su
s−1λ1mu
m
.
Now, if we define f1(u) =
∑∞
r=1 λ1ru
r, and g1(u) =
∑∞
s=1 λ2su
s, the above equation becomes
−λ12f1(u) = f
′
1(u)g1(u)− f1(u)g
′
1(u).
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(ii) Let λ12 = 0 and λ13 6= 0. Then, from (4.7) with n = 3 we have
−2λ13λ1r =
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λ3s.
Define f2(u), and g2(u) to be f2(u) =
∑∞
r=1 λ1ru
r, and g1(u) =
∑∞
s=1 λ3su
s. Then, performing the
same manipulations as in the case (i) above we obtain
−2λ13f2(u) = f
′
2(u)g2(u)− f2(u)g
′
2(u).
(iii) For λ12 = 0 = λ13, let us assume temporarily that λ14 6= 0. Then from (4.7) with n = 4 we have
−3λ14λ1r =
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λ4s,
and therefore
−3λ14f3(u) = f
′
3(u)g3(u)− f3(u)g
′
3(u).
Where f3(u) =
∑∞
s=1 λ1su
s, g3(u) =
∑∞
s=1 λ4su
s.
The above considerations suggest the following argument. If the first non-zero element of the
set {λ1n}n≥2 is λ1,d+1 (d ≥ 1), then from (4.7) we deduce that
−dλ1,d+1λ1r =
r∑
s=1
(r − 2s+ 1)λ1,r−s+1λd+1,s,
and the above equation is equivalent to
−dλ1,d+1fd(u) = f
′
d(u)gd(u)− fd(u)g
′
d(u).
Here fd, gd are defined as fd(u) =
∑∞
s=1 λ1su
s, and gd(u) =
∑∞
s=1 λd+1,su
s. (Obviously, the first d
terms in the definition of fd are zero.)
Thus, we will parametrize all classes of solutions of (4.4) by d ∈ N such that λ12 = . . . = λ1d = 0,
and λ1,d+1 6= 0. In what follows, we will show that for each d ∈ N with the above property ϕ(u, v)
is given by ϕd(u, v) =
1
λ1,d+1
[fd(u)gd(v)− fd(v)gd(u)], and therefore is a solution of (4.4), according
to Lemma 4.6. This we will show by proving that for each d ∈ N we have
(4.8) λnm =
1
λ1,d+1
[
λ1nλd+1,m − λ1mλd+1,n
]
, for all n,m ≥ 1.
Lemma 4.7. For any fixed d ∈ N such that λ1n = 0 for 1 ≤ n ≤ d, λ1,d+1 6= 0, it follows that
λsn = 0 for 1 ≤ s ≤ d− 1, 1 ≤ n ≤ d.
Proof. Since 1 ≤ n ≤ d, it follows from (4.7) that (the l.h.s. is zero)
(4.9)
r−d∑
s=1
(r − 2s+ 1)λ1,r−s+1λsn = 0.
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Since n < r, if
(i) r = d+ 1, then dλ1,d+1λ1n = 0, which is an identity;
(ii) r = d+2, then (d+1)λ1,d+2λ1n+(d−1)λ1,d+1λ2n = 0 =⇒ (d−1)λ1,d+1λ2n = 0 =⇒ λ2n = 0.
Assume now that λsn = 0 for 1 ≤ s ≤ m < d − 1, 1 ≤ n ≤ d. We would like to show that this
implies λm+1,n = 0. But from (4.9) with r = d+m+1 it follows that (d−m)λ1,d+1λm+1,n = 0 =⇒
λm+1,n = 0. Therefore, letting r run in the interval d+ 1 ≤ r ≤ 2d− 1 finishes the proof. 
Remark. For r = 2d and r = 2d+ 1 we obtain identities. For r > 2d+ 1 we obtain relations which
are particular cases of (4.8). For example, when r = 2d+ 2 we have
λ1,d+2λd+1,n − λ1,d+1λd+2,n = 0 =⇒ λn,d+2 =
λ1,d+2
λ1,d+1
λn,d+1.
Lemma 4.8. For each fixed d ∈ N, such that λ1m = 0 for 1 ≤ m ≤ d, λ1,d+1 6= 0, it follows that
λd+1,n is a rational function of λ1,d+1, . . . , λ1,d+n, ∀ n ≥ 1.
Proof. Let us consider (4.7) with r = n+ d
(4.10)
d+1∑
s=1
(d− 2s+ 1)λ1,d+2−sλs,n+d =
n∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+1 (n ≥ 1),
which is equivalent to
dλ1,d+1λ1,n+d =
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+1 + (d− n+ 1)λ1,d+1λn,d+1
since only the first term on the l.h.s. is non-zero. Therefore, solving for λd+1,n we obtain
(4.11) λd+1,n = −
1
(d− n+ 1)λ1,d+1
[
dλ1,d+1λ1,n+d −
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+1
]
.
The above formula gives a recursive relation for λn,d+1’s, whenever n 6= d + 1. To finish the
proof of the lemma we write the first three relations. For n = 1, (4.10) is an identity. For n = 2 we
have
dλ1,d+1λ1,2+d = (d+ 1)λ1,2+dλ1,d+1 + (d− 1)λ1,d+1λ2,d+1,
from which it follows that
(4.12) λ2,d+1 = −
1
d− 1
λ1,d+2.
For n = 3 we have
λd+1,3 = −
1
(d− 2)λ1,d+1
[
dλ1,d+1λ1,d+3 − (d+ 2)λ1,d+3λ1,d+1 − dλ1,d+2λ1,d+1
]
= −
1
(d− 2)λ1,d+1
[
−2λ1,d+1λ1,d+3 +
d
d− 1
(λ1,d+2)
2
]
,
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where we have used (4.11). Finally for n = 4 we have
λd+1,4 = −
1
(d− 3)λ1,d+1
[
dλ1,d+1λ1,d+4 − (d+ 3)λ1,d+4λ1,d+1 − (d+ 1)λ1,d+3λ2,d+1−
− (d− 1)λ1,d+2λ3,d+1
]
= −
1
(d− 3)λ1,d+1
[
−3λ1,d+1λ1,d+4 +
(3d− 5)d
(d− 1)(d− 2)
λ1,d+2λ1,d+3 −
d
d− 2
(λ1,d+2)
3
λ1,d+1
]
.
Therefore, repeating this process n times we obtain that λd+1,n is a rational function of the type as
stated, since all λd+1,s with 1 ≤ s ≤ n − 1 are rational functions. This completes the proof of the
lemma. 
Remark. Lemma 4.8 shows that for each d ∈ N the series fd and gd are defined only in terms of
{λ1n}n≥d+1. That is, for each d ∈ N we will have a solution of (4.4) determined by this infinite set
of parameters. It turns out that these parameters are not completely independent. Namely, we have
the following lemma.
Lemma 4.9. For each d ∈ N there exists the following single relation between λ1n’s (with d+ 1 ≤
n ≤ 2d+ 1)
λ1,2d+1 = −
1
dλ1,d+1
d∑
s=2
2(d+ 1− s)λ1,2d+2−sλs,d+1.
Here λs,d+1 = λs,d+1(λ1,d+1, . . . , λ1,d+s), 2 ≤ s ≤ d, are rational functions according to the previous
lemma.
Proof. From (4.11) we have
−(d− n+ 1)λ1,d+1λd+1,n = dλ1,d+1λ1,n+d −
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+1.
If n = d+ 1 the l.h.s. is zero, and we obtain
dλ1,d+1λ1,2d+1 =
d∑
s=1
(2d+ 2− 2s)λ1,2d+2−sλs,d+1
= 2dλ1,2d+1λ1,d+1 +
d∑
s=2
2(d+ 1− s)λ1,2d+2−sλs,d+1.
From this, the statement follows. This means that for each d ∈ N we can solve for λ2d+1 in terms
of λ1,d+1, . . . , λ1,2d, and λ1,2d+1 is a rational function of these variables. This is the only relation
between λ1n’s. This is easily seen from (4.11). Multiplying both sides of (4.10) by (d + 1 − n) we
see that the l.h.s. of the equality so obtained vanishes if and only if n = d+ 1. From this we obtain
exactly one relation between λ1n’s for d + 1 ≤ n ≤ 2d + 1. Thus for d = 1 we obtain λ13 = 0, for
d = 2 we have λ15 =
(λ14)
2
λ13
, for d = 3 we have λ17 = 2
λ15λ16
λ14
− (λ15)
3
(λ14)2
, and so on. 
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Summarizing, each natural number d ∈ N labels a branch in the space of solutions of (4.6) for
which the set of parameters {λ1n}n≥d+1,n6=2d+1 forms a basis. Here λ1,2d+1 is a rational function of
λ1,d+1, . . . , λ1,2d.
Lemma 4.10. For each fixed d ∈ N and every n,m ≥ 1 the following formula is valid
(4.13) λmn =
1
λ1,d+1
[
λ1mλd+1,n − λ1nλd+1,m
]
.
Proof. The plan of the proof is as follows
(i) First we prove (4.13) for 1 ≤ m ≤ d and n ≥ d + 1. For n < d + 1 there is nothing to prove,
because all λmn’s are zero according to Lemma 4.7;
(ii) Second, we prove (4.13) for m ≤ 2d and n > m, using (i). Here, we prove it first for λd+2,d+3
(for λd+1,d+2 the statement is trivial). Then, we prove it for λd+2,n, and every n ≥ d + 3, using
an inductive argument. Next, we prove that if the statement is true for λm−1,m, then it is true for
λm,m+1, for some m ≤ 2d. Last, we fix m ≤ 2d, and use again an inductive argument to prove it for
λmn, and every n > m;
(iii) Our third step is to apply induction to the argument m. Namely, assuming that the statement
is true for λmn, where m ≤ (k − 1)d, and every n > m, we prove it for m ≤ kd, and every n > m.
The proof is technical, but not difficult, and uses extensively formula (4.11), which we now write
as
(4.14)
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+1 = (d− n+ 1)λ1,d+1λd+1,n + dλ1,d+1λ1,n+d.
(i) Let 1 ≤ m ≤ d, and N ≥ d+1. Fix m, and assume that the statement is true for all d+1 ≤ n ≤
N − 1. We want to prove it for λmN . But from (4.7) we have
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1λs,N+d = −
N∑
s=d+1
(N + d− 2s+ 1)λ1,N+d−s+1λms.
But the l.h.s. of this equation is zero, since m ≤ d. Therefore
0 =
N−1∑
s=d+1
(N + d− 2s+ 1)λ1,N+d−s+1λms + (d−N + 1)λ1,d+1λmN
=
1
λ1,d+1
N−1∑
s=d+1
(N + d− 2s+ 1)λ1,N+d−s+1 [λ1mλd+1,s − λ1sλd+1,m] +
+(d−N + 1)λ1,d+1λmN
= −
λd+1,m
λ1,d+1
N−1∑
s=d+1
(N + d− 2s+ 1)λ1,N+d−s+1λ1s + (d−N + 1)λ1,d+1λmN
= (d−N + 1)λd+1,mλ1N + (d−N + 1)λ1,d+1λmN ,
31
and we obtain
λmN = −
λ1N
λd+1,m
λ1,d+1.
This is exactly (4.13) with λ1m = 0, which is a consequence of the assumption on m.
(ii.a) The statement is true for λd+1,d+2. Let us now assume that m = d+ 2, n = d+ 3. Then from
(4.7) we have
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3λs,2d+3 =
d+1∑
s=1
(2d− 2s+ 3)λ1,2d−s+3λs,d+2 − 2λ1,d+1λd+3,d+2.
Now, we use (i) in both sides of the above equation to obtain
1
λ1,d+1
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3 [λ1sλd+1,2d+3 − λ1,2d+3λd+1,s] =
=
1
λ1,d+1
d+1∑
s=1
(2d− 2s+ 3)λ1,2d−s+3 [λ1sλd+1,d+2 − λ1,d+2λd+1,s]− 2λ1,d+1λd+3,d+2,
which is equivalent to
λd+1,2d+3
λ1,d+1
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3λ1s −
λ1,2d+3
λ1,d+1
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3λd+1,s =
= −2λ1,d+1λd+3,d+2 +
λ1,2d+3
λ1,d+1
d+1∑
s=1
(2d− 2s+ 4)λ1,2d−s+4λ1s−
−
λ1,d+2
λ1,d+1
d+1∑
s=1
(2d− 2s+ 4)λ1,2d−s+4λd+1,s.
The first term on the l.h.s. is zero, and the second term on the r.h.s. contains only one summand
thus giving
−
λ1,2d+3
λ1,d+1
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3λd+1,s =
= −2λ1,d+1λd+3,d+2 + 2λ1,d+2λd+1,d+2 −
λ1,d+2
λ1,d+1
d+1∑
s=1
(2d− 2s+ 3)λ1,2d−s+3λd+1,s.
The term on the l.h.s. has only two summands. The third term on the r.h.s. we transform using
(4.14). Thus,
λ1,2d+3
λ1,d+1
[(d+ 1)λ1,d+2λ1,d+1 + (d− 1)λ1,d+1λ2,d+1] =
= −2λ1,d+1λd+3,d+2 + 2λ1,d+3λd+1,d+3 +
λ1,d+2
λ1,d+1
[−2λ1,d+1λd+1,d+3 + dλ1,d+1λ2d+3] .
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Collecting all the terms we obtain
λd+2,d+3 =
1
λ1,d+1
[
λ1,d+2λd+1,d+3 − λ1,d+3λd+1,d+3
]
.
(ii.b) Let us assume now that the statement is true for λd+2,k, d+ 3 ≤ k ≤ n− 1. We would like to
prove it for k = n. From (4.7) we have
d+1∑
s=1
(d− 2s+ 3)λ1,d−s+3λs,n+d =
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λs,d+2 + (d− n+ 1)λ1,d+1λn,d+2.
The l.h.s. has only two summands. Also, applying the inductive hypothesis we obtain
(d+ 1)λ1,d+2λ1,n+d + (d− 1)λ1,d+1λ2,n+d =
=
1
λ1,d+1
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1
[
λ1sλd+1,d+2 − λ1,d+2λd+1,s
]
+
+(d− n+ 1)λ1,d+1λn,d+2
=
λd+1,d+2
λ1,d+1
n−1∑
d+1
(n+ d− 2s+ 1)λ1,n+d−s+1λ1s−
−
λ1,d+2
λ1,d+1
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λd+1,s + (d− n+ 1)λ1,d+1λn,d+2
= (n− d− 1)λd+1,d+2λ1n +
λ1,d+2
λ1,d+1
[
(d− n+ 1)λ1,d+1λd+1,n + dλ1,d+1λ1,n+d
]
+
+(d− n+ 1)λ1,d+1λn,d+2.
The second term in the above expression has been obtained by using formula (4.14). Applying the
inductive argument to λ2,n+d, namely λ2,n+d = −
1
λ1,d+1
[−λ1,n+dλd+1,2], and collecting terms we
obtain
λd+2,n =
1
λ1,d+1
[
λ1,d+2λd+1,n − λ1nλd+1,d+2
]
.
(ii.c) Suppose that the statement is true for λm−1,n, ∀ n ≥ m− 1. We are going to prove it for
λm,m+1. From (4.7) we have
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1λs,m+d+1 =
m∑
s=1
(m+ d− 2s+ 2)λ1,m+d−s+2λsm + (d−m)λ1,d+1λm+1,m.
Using the induction hypothesis the above equation transforms to
1
λ1,d+1
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1 [λ1sλd+1,m+d+1 − λ1,m+d+1λd+1,s] =
= (d−m)λ1,d+1λm+1,m +
1
λ1,d+1
m−1∑
s=1
(m+ d− 2s+ 2)λ1,m+d−s+2 [λ1sλd+1,m − λ1mλd+1,s] .
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Expanding, we have
λd+1,m+d+1
λ1,d+1
m−d∑
s=d+1
(m− 2s+ 1)λ1,m−s+1λ1s −
λ1,m+d+1
λ1,d+1
m−d∑
s=1
(m− 2s+ 1)λ1,m−s+1λd+1,s =
= (d−m)λ1,d+1λm+1,m +
λd+1,m
λ1,d+1
m∑
s=d+1
(m+ d− 2s+ 2)λ1,m+d−s+2λ1s−
−
λ1m
λ1,d+1
(m+1)−1∑
s=1
(m+ d− 2s+ 2)λ1,m+d−s+2λd+1,s.
The first term on the l.h.s. is zero. From the others we obtain
− (2d−m+ 1)λ1,m+d+1λd+1,m−d +
λ1,m+d+1
λ1,d+1
[
(2d−m+ 1)λ1,d+1λd+1,m−d + dλ1,d+1λ1m
]
=
= (d−m)λ1,d+1λm+1,m + (m− d)λ1,m+1λd+1,m+
+
λ1m
λ1,d+1
[
(d−m)λ1,d+1λd+1,m+1 + dλ1,d+1λ1,m+d+1
]
.
Collecting terms we arrive at
λm,m+1 =
1
λ1,d+1
[
λ1,mλd+1,m+1 − λ1,m+1λd+1,m
]
.
(ii.d) Let us assume now, that the statement is true for λmk, where m ≤ 2d, and all k ≥ m+ 1 up
to k = n− 1. We will prove it for k = n. Again, from (4.7) we have
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1λs,n+d =
n+1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λsm + (d− n+ 1)λ1,d+1λnm.
Next, we apply the induction hypothesis to obtain
1
λ1,d+1
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1 [λ1sλd+1,n+d − λ1,n+dλd+1,s] =
=
1
λ1,d+1
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1 [λ1sλd+1,m − λ1mλd+1,s] + (d− n+ 1)λ1,d+1λnm,
which leads to
(*)
λd+1,n+d
λ1,d+1
m−1∑
s=d+1
(m− 2s+ 1)λ1,m−s+1λ1s −
λ1,n+d
λ1,d+1
m−1∑
s=1
(m− 2s+ 1)λ1,m−s+1λd+1,s =
= (d− n+ 1)λ1,d+1λnm +
λd+1,m
λ1,d+1
n−1∑
s=d+1
(n+ d− 2s+ 1)λ1,n+d−s+1λ1s−
−
λ1m
λ1,d+1
n−1∑
s=1
(n+ d− 2s+ 1)λ1,n+d−s+1λd+1,s.
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The first term on the l.h.s. is zero. The second one we represent as (notice that the sum is up to
m− d)
−(2d−m+ 1)λ1,n+dλd+1,n−d +
m−(d+1)∑
s=1
(m− 2s+ 1)λ1,m−s+1λs,d+1.
For the second term in the expression above we apply (4.14), namely
m−(d+1)∑
s=1
(m− 2s+ 1)λ1,m−s+1λs,d+1 = (2d−m+ 1)λ1,d+1λd+1,m−d + dλ1,d+1λ1m.
We do the same for the last term on the r.h.s. of (*) too. Thus finally, we come to the equality
− (2d−m+ 1)λ1,n+dλd+1,m−d + (2d−m+ 1)λ1,n+dλd+1,m−d + dλ1,n+dλ1m =
= (d− n+ 1)λ1,d+1λnm + (n− d− 1)λd+1,mλ1n + (d− n+ 1)λd+1,nλ1m + dλ1,n+dλ1m,
and after cancellation we get
λmn =
1
λ1,d+1
[
λ1mλd+1,n − λ1nλd+1,m
]
.
(iii) In this case the arguments repeat vis-a`-vis the arguments presented in case (ii). Thus, we omit
them.
This concludes the proof Lemma 4.10 and of Theorem 4.5. 
Using the above results we are going to describe now a one-parameter extension of the solution
ϕ(u, v) = uv(ud − vd) obtained in Theorem 4.5, which is of course a particular case of the general
infinite-parameter solution.
Lemma 4.11. For each d ∈ N \ {1}, if λ1n =
(λ1,d+2)
n−d−1
(λ1,d+1)n−d−2
, for every n ≥ d+ 1, it follows that
λn,d+1 = 0, for every n ≥ d+ 1, and λn,d+1 = −
1
d−1
(λ1,d+2)
n−1
(λ1,d+1)n−2
, for all n such that 2 ≤ n ≤ d.
Proof. From (4.10) we obtain
(4.15) λn,d+1 =
1
(d− n+ 1)λ1,d+1
[
d
(λ1,d+1)
n−1
(λ1,d+1)n−3
−
n−1∑
s=1
(n+ d− 2s+ 1)
(λ1,d+2)
n−s
(λ1,d+1)n−s−1
λs,d+1
]
.
If n = 2 we have
λ2,d+1 =
1
(d− n+ 1)λ1,d+1
[
dλ1,d+1λ1,d+2 − (d+ 1)λ1,d+2λ1,d+1
]
= −
1
d− 1
λ1,d+2.
Let as assume now that λk,d+1 = −
1
d−1
(λ1,d+2)
k−1
(λ1,d+1)k−2
for all k, such that 2 ≤ k ≤ n − 1 < d. We will
now prove that this relation is true for k = n ≤ d. From (4.14) we obtain
λn,d+1 =
1
(d− n+ 1)λ1,d+1
[
d
(λ1,d+2)
n−1
(λ1,d+1)n−3
+
1
d− 1
n−1∑
s=1
(n+ d− 2s+ 1)
(λ1,d+2)
n−s
(λ1,d+1)n−s−1
λs,d+1
]
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=
1
(d− n+ 1)λ1,d+1
[
d
(λ1,d+2)
n−1
(λ1,d+1)n−3
+
1
d− 1
(λ1,d+2)
n−1
(λ1,d+1)n−3
n−1∑
s=2
(n+ d− 2s+ 1)
]
−
−
(λ1,d+2)
n−1
(λ1,d+1)n−2
=
1
(d− n+ 1)λ1,d+1
[
−(n− 1) +
1
d− 1
(n− 2)(n+ d+ 1)−
−
2
d− 1
(
n(n− 1)
2
− 1
)]
(λ1,d+2)
n−1
(λ1,d+1)n−3
=
1
(d− n+ 1)(d− 1)
[
−(n− 1)(d− 1) + (n− 2)(n+ d+ 1)−
−n(n− 1) + 2
]
(λ1,d+2)
n−1
(λ1,d+1)n−2
=
1
(d− n+ 1)(d− 1)
(−d+ n− 1)
(λ1,d+2)
n−1
(λ1,d+1)n−2
= −
1
d− 1
(λ1,d+2)
n−1
(λ1,d+1)n−2
.
This proves the second part of the lemma. If n = d + 1, then the l.h.s. of (4.15) is zero. We
check for consistency of whether the r.h.s. is zero. The expression in the brackets reads
−d+
1
d− 1
d∑
s=2
2(d− s+ 1) =
1
d− 1
[
−d2 + d+ 2(d+ 1)(d− 1)− 2
(
d(d+ 1)
2
− 1
)]
= 0.
Now, we check whether the statement is true for λd+2,d+1. From (4.15) one has
λd+2,d+1 = −
[
−(d+ 1) +
1
d− 1
d∑
s=2
(2d+ 3− 2s)
]
(λ1,d+2)
d+1
(λ1,d+1)d
= −
1
d− 1
[
−d2 + 1 + (d− 1)(2d+ 3)− 2
(
d(d + 1)
2
− 1
)]
(λ1,d+2)
d+1
(λ1,d+1)d
= 0.
Thus λd+2,d+1 = 0. We use again an inductive argument. We assume that λk,d+1 = 0 for all k such
that d+1 ≤ k ≤ n− 1, and we would like to show that this implies λn,d+1 = 0. From (4.15) we have
λn,d+1 =
1
(d− n+)
[
d
(λ1,d+2)
n−1
(λ1,d+1)n−2
−
d∑
s=1
(n+ d− 2s+ 1)
(λ1,d+2)
n−s
(λ1,d+1)n−2
λs,d+1
]
=
1
(d− n+ 1)
[
−(n− 1) +
1
d− 1
d∑
s=2
(n+ d− 2s+ 1)
]
(λ1,d+2)
n−1
(λ1,d+1)n−2
=
1
(d− n+ 1)(d− 1)
[
−(n− 1)(d− 1) + (d− 1)(n+ d+ 1)−
−2
(
d(d+ 1)
2
− 1
)]
(λ1,d+2)
n−1
(λ1,d+1)n−2
= 0.
This concludes the proof of the lemma. 
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Theorem 4.12. For every d ≥ 2 and λ := λ1,d+2
λ1,d+1
the function
(4.16) ϕd,λ(u, v) =
1
(d− 1)(1− λu)(1 − λv)
{
(d− 1)uv(vd − ud) + λdu2v2(ud−1 − vd−1)
}
is a solution of (4.4). It is a one-parameter extension of the solution ϕ(u, v) = uv(vd − ud), for
every d ≥ 2, which we obtain back from (4.16) by setting λ = 0.
Remark. One can obtain the solution ϕ(u, v) = uv(v− u), which gives the Poisson-Lie structure for
d = 1 in Theorem 4.4, from (4.16) in the following way. Rewriting (4.16) as
ϕd,λ(u, v) =
uv(vd − ud)
(1− λu)(1 − λv)
+
λdu2v2
(1− λu)(1 − λv)
ud−1 − vd−1
d− 1
,
we pass to the limit d→ 1 and then set λ = 0.
Proof. With the assumptions of Lemma 4.11 we have
fd(u) =
∞∑
n=d+1
λ1nu
n =
∞∑
n=d+1
(λ1,d+2)
n−d−1
(λ1,d+1)n−d−2
un = λ1,d+1u
d+1
∞∑
n=0
(
λ1,d+2
λ1,d+1
u
)n
=
λ1,d+1
1− λu
ud+1,
and
gd(u, v) = −
d∑
n=1
λn,d+1u
n = −λ1,d+1u+
1
d− 1
d∑
n=2
(λ1,d+2)
n−1
(λ1,d+1)n−2
un
= −λ1,d+1u+
λ1,d+2u
2
d− 1
d∑
n=2
(
λ1,d+2
λ1,d+1
u
)n−2
= −λ1,d+1u+
1
d− 1
λ1,d+2u
2
[
1− (λu)d−1
1− λu
]
=
λ1,d+1
(d− 1)(1− λu)
[
−(d− 1)(1− λu)u+ λu2
[
1− (λu)d−1
]]
=
λ1,d+1
(d− 1)(1− λu)
[
dλu2 − u
(
d− 1 + (λu)d
)]
.
By Theorem 4.5 we obtain
ϕd,λ(u, v) =
1
λ1,d+1
[
fd(u)gd(v)− fd(v)gd(u)
]
=
1
(d− 1)(1− λu)(1− λv)
{
vd+1
[
−λdu2 + u(d− 1 + (λu)d)
]
−
−ud+1
[
−λdv2 + v(d− 1 + (λv)d)
]}
.
After simplification we finally have
ϕd,λ(u, v) =
1
(d− 1)(1− λu)(1 − λv)
{
(d− 1)uv(vd − ud) + λdu2v2(ud−1 − vd−1)
}
. 
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Remark. One can independently verify that (4.16) solves the functional (partial) differential equation
by directly substituting (4.16) into the equation.
Summarizing, we showed existence of an infinite parameter family of Poisson-Lie structures
on the group G∞. In the next section we shall show that this family exhausts all such possible
structures on G∞.
5. The group G∞ and the r-matrix
In this section we describe the correspondence between the solution
(5.1) Ω(u, v;x) = ϕ(u, v)x′(u)x′(v)− ϕ(x(u), x(v))
of the cocycle equation and the classical r-matrix on G∞ [STS2]. It turns out that there is a one-
to-one correspondence between the Poisson-Lie structures on G∞ given by (5.1) and r-matrices on
G∞. Namely, if we write ϕ(u, v) =
∑∞
m,n=1 λmnu
mvn, where λmn = −λnm, and r = rijei ∧ ej be
the classical r-matrix, where rij = −rji and {ei}i≥0 form a basis of the Lie algebra G∞, one shows
that λi+1,j+1 = rij , ∀i,j≥0. This we will prove by demonstrating that the λij ’s and the rij ’s satisfy
the same infinite system of algebraic equations. In what follows, {xi}i≥1 will be again a set of local
coordinates of a point of the group G∞. We recall also that a 1-cochain α : G∞ → G∞ ∧ G∞ acting
on a basis element en ∈ G∞ is written as α(en) = αnijei ∧ ej, where summation is understood over
the repeated indices. If α is 1-cocycle, then
(5.2) (δα)(el, em) = el.α(em)− em.α(el)− α([el, em]) = 0.
where δ is the coboundary operator in the Chevalley-Eilenberg cohomology of Lie algebras.
Let us assume for a momment that G is a finite-dimensional Lie algebra. Let r = rijei∧ej ∈ ∧2G
be a 0-cochain, and let α : G → G ∧ G be defined as α = δr. Let us also define < r, r >∈ ⊗3G as
(5.3) < r, r >:=
[
r12, r13
]
+
[
r12, r23
]
+
[
r13, r23
]
,
where we have [
r12, r13
]
:= rijrkl [ei, ek] ∧ ej ∧ el = rijrklC
ik
n en ∧ ej ∧ el,[
r12, r23
]
:= rnirklen ∧ [ei, ek] ∧ el = rnirklC
ik
j en ∧ ej ∧ el,[
r13, r23
]
:= rnirjken ∧ ej ∧ [ei, ek] = rnirjkC
ik
l en ∧ ej ∧ el.
In the above expressions we used [ei, ek] = C
ik
n en, where C
ki
n are the structure constants of the Lie
algebra G. Now, we can rewrite (5.3) in tensor notation as
(5.4) < r, r >= [Cikn rijrkl + C
ik
j rilrkn + C
ik
l rinrkj ]en ∧ ej ∧ el.
We have the following:
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Lemma 5.1 [D2]. The coboundary α satisfies the co-Jacobi identity, i.e., α defines a Lie-bialgebra
structure on G, if and only if < r, r > is G-invariant with respect to the adjoint action of G on itself.
Proof. Let α(en) = α
n
ijei ∧ ej. Then α satisfies the co-Jacobi identity (cf. (iii), Def. 3.1, Sec. 1) if
and only if
(5.5) αnijα
j
sp + α
n
pjα
j
is + α
n
sjα
j
pi = 0.
Using the fact that α is a coboundary α(en) = δr(en) = (risC
ns
j + rsjC
ns
i )ei ∧ ej we rewrite (5.5) as
(risC
ns
j + rsjC
ns
i )(rkpC
jp
l + rplC
jp
k )+
+ (rksC
ns
j + rsjC
ns
k )(rlpC
jp
i + rpiC
jp
l )+
+ (rlsC
ns
j + rsjC
ns
l )(ripC
jp
k + rpkC
jp
i ) = 0.
This system of equations is equivalent to
risC
ns
j rkpC
jp
l + rsjC
ns
i rkpC
jp
l + risC
ns
j rplC
jp
k + rsjC
ns
i rplC
jp
k
+ rksC
ns
j rlpC
jp
i + rsjC
ns
k rlpC
jp
i + rksC
ns
j rpiC
jp
l + rsjC
ns
k rpiC
jp
l
+ rlsC
ns
j ripC
jp
k + rsjC
ns
l ripC
jp
k + rlsC
ns
j rpkC
jp
i + rsjC
ns
l rpkC
jp
i = 0.
Next we perform some algebraic manipulations using the Jacobi identity for the Lie algebra structure
constants of G
CijmC
mk
n + C
jk
m C
mi
n + C
ki
mC
mj
n = 0.
We observe that
risC
ns
j rkpC
jp
l + rksC
ns
j rpiC
jp
l = risC
ns
j rkpC
jp
l + rkpC
np
j rsiC
js
l
= risrkp(C
ns
j C
jp
l − C
np
j C
js
l )
= −risrkp(C
sn
j C
jp
l + C
np
j C
js
l )
= risrkpC
ps
j C
jn
l .
Similarly we have
risC
ns
j rplC
jp
k + rlsC
ns
j ripC
jp
k = risrplC
ps
j C
jn
k ,
and
rksC
ns
j rlpC
jp
i + rlsC
ns
j rpkC
jp
i = rksrlpC
ps
j C
jn
i .
Therefore the co-Jacobi identity is equivalent to
(5.6)
risrkpC
ps
j C
jn
l + rsjC
ns
i rkpC
jp
l + rsjC
ns
i rplC
jp
k
+rsjC
ns
k rlpC
jp
i + rsjC
ns
k rpiC
jp
l + risrplC
ps
j C
jn
k
+rksrlpC
ps
j C
jn
i + rsjC
ns
l ripC
jp
k + rsjC
ns
l rpkC
jp
i = 0.
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Let us now consider the system of equations em. < r, r >= 0 for every m ≥ 0. That is,
(5.7) [Cikn rijrkl + C
ik
j rnirkl + C
ik
l rnirjk]em.(en ∧ ej ∧ el) = 0.
Calculating
em.(en ∧ ej ∧ el) = [em, en] ∧ ej ∧ el + en ∧ [em, ej] ∧ el + en ∧ ej ∧ [em, el]
= Cmns es ∧ ej ∧ el + C
mj
s en ∧ es ∧ el + C
ml
s en ∧ ej ∧ es,
and renaming indices when necessary we obtain that (5.7) is equivalent to
(5.8)
rijrklC
ik
s C
ms
n + risC
ik
n rklC
ms
j + rijC
ik
n rksC
ms
l
+rsirklC
ik
j C
ms
n + rniC
ik
s rklC
ms
j + rniC
ik
j rksC
ms
l
+rsirjkC
ik
l C
ms
n + rniC
ik
l rskC
ms
j + rniC
ik
s rjkC
ms
l = 0.
Again after renaming indices we conclude that the above system of equations is identical to (5.6).
This concludes the proof. 
A subclass of coboundary Lie-bialgebra structures is obtained when < r, r >= 0; written ex-
plicitly, this condition has the form
(5.9) Cikn rijrkl + C
ik
j rilrkn + C
ik
l rinrkj = 0.
This is the so-called Classical Yang-Baxter Equation (CYBE) [STS2].
For the Lie algebra G∞ the structure constants are C
ij
k = (i−j)δ
i+j
k , where i, j, k ≥ 1. One easily
sees that the arguments given above apply in this case, since the presence of the Kronecker symbol
in the formula for the structure constants as well as the fact that rij = 0 whenever i < 0, j < 0
make all sums finite. Therefore (5.9) becomes
(i− k)δi+kn rijrkl + (i− k)δ
i+k
j rilrkn + (i− k)δ
i+k
l rinrkj = 0,
or
(5.10)
max (n,j,l)∑
k=0
[(n− 2k)rn−k,jrkl + (j − 2k)rj−k,lrkn + (l − 2k)rl−k,nrkj ] = 0.
Using the fact that
∑n
k=0(n− k)rn−k,jrkl =
∑n
k=0 krkjrn−k,l, we have
n∑
k=0
(n− 2k)rn−k,jrkl =
n∑
k=0
[(n− k)rn−k,jrkl − krn−k,jrkl]
=
n∑
k=0
k [rkjrn−k,l − rn−k,jrkl]
=
n∑
k=0
k [rkjrn−k,l + rj,n−krkl] ,
40
and similarly for the other two terms in (5.10). Thus, (5.10) assumes the form
(5.11)
max (n,j,l)∑
k=0
k [(rn−k,l + rn,l−k)rkj + (rj,n−k + rj−k,n)rkl + (rl,j−k + rl−k,j)rkn] = 0.
(In the above formulae we implicitly assume that rij = 0 whenever i < 0 or j < 0.) This is the
Classical Yang-Baxter Equation for G∞.
We now proceed with the proof of the following important result.
Lemma 5.2. For the Lie algebra G∞ the system of equations en. < r, r >= 0, n ∈ Z+, implies
< r, r >= 0.
Remark. This means that all coboundary Lie-bialgebra structures on G∞ are given by the solutions
of the CYBE.
Proof. For G∞ the equation em. < r, r >= 0, for any m ∈ Z+, becomes A+B + C = 0, where
A =(i− k)(m− s)δi+ks δ
m+s
n rijrkl + (i− k)(m− s)δ
i+k
n δ
m+s
j risrkl + (i− k)(m− s)δ
i+k
n δ
m+s
l rijrks
=(i− k)(m− i− k)δm+i+kn rijrkl + (2i− n)(2m− j)ri,j−mrn−i,l + (2i− n)(2m− j)rijrn−i,l−m
=(2i+m− n)(2m− n)rijrn−m−i,l + (2i− n)(2m− j)ri,j−mrn−i,l + (2i− n)(2m− j)rijrn−i,l−m,
B = (2i− j)(2m− n)rn−m,irj−i,l + (2i− j +m)(2m− j)rnirj−m−i,l + (2i− j)(2m− l)rnirj−i,l−m,
and
C = (2i− l)(2m− n)rn−m,irj,l−i + (2i− l)(2m− j)rnirj−m,l−i + (2i− l +m)(2m− l)rnirj,l−m−i.
Therefore the system of equations em. < r, r >= 0 is equivalent to the following system of equations
n−m∑
i=0
(2i+m− n)(2m− n)rijrn−m−i,l +
j−m∑
i=0
(2i− j +m)(2m− j)rnirj−m−i,l+
+
l−m∑
i=0
(2i− l +m)(2m− l)rnirj,l−m−i
+
n∑
i=0
[(2i− n)(2m− j)ri,j−mrn−i,l + (2i− n)(2m− j)rijrn−i,l−m]
+
j∑
i=0
[(2i− j)(2m− n)rn−m,irj−i,l + (2i− j)(2m− l)rnirj−i,l−m]
+
l∑
i=0
[(2i− l)(2m− n)rn−m,irj,l−i + (2i− l)(2m− j)rnirj−m,l−i] = 0.
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In order to prove that em. < r, r >= 0 implies < r, r >= 0 it is enough to prove this implication
form = 0, i.e., that e0. < r, r >= 0 implies < r, r >= 0. Letm = 0 in the above system of equations.
Then we have
−
n∑
i=0
(2i− n)nrijrn−i,l −
j∑
i=0
(2i− j)jrnirj−i,l −
l∑
i=0
(2i− l)lrnirj,l−i
+
n∑
i=0
[−(2i− n)jrijrn−i,l − (2i− n)lrijrn−i,l]
+
j∑
i=0
[−(2i− j)nrnirj−i,l − (2i− j)lrnirj−i,l]
+
l∑
i=0
[−(2i− l)nrnirj,l−i − (2i− l)jrnirj,l−i] = 0,
which is finally equivalent to
(n+ j + l)
{ n∑
i=0
(2i− n)rijrn−i,l +
j∑
i=0
(2i− j)rnirj−i,l +
l∑
i=0
(2i− l)rnirj,l−i
}
= 0.
Now, using the identities
n∑
i=0
(2i− n)rijrn−i,l =
n∑
i=0
irijrn−i,l +
n∑
i=0
(i − n)rijrn−i,l
=
n∑
i=0
i(rijrn−i,l − rn−i,jril)
=
n∑
i=0
i(rijrn−i,l + rj,n−iril),
and similarly for
j∑
i=0
(2i− j)rnirj−i,l =
j∑
i=0
i(rnirj−i,l + rj−i,nril),
and for
l∑
i=0
(2i− l)rnirj,l−i =
l∑
i=0
i(rnirj,l−i + rn,l−irij),
we conclude that e0. < r, r >= 0 is equivalent to
(n+ j + l)
{max (n,j,l)∑
i=0
i [(rn−i,l + rn,l−i)rij + (rj,n−i + rj−i,n)ril + (rl,j−i + rl−i,j)rin]
}
= 0.
Since n+ j + l = 0 if and only if n = j = l = 0, and in this case em. < r, r > is identically zero
for any m ∈ Z+, the above system of equations implies that the expression in the curly brackets
vanishes, and by formula (5.11) this is exactly < r, r >= 0. 
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As we have seen, if α is a coboundary of r then α has the form
α(en) = (δr)(en) = en.r = rij([en, ei] ∧ ej + ei ∧ [en, ej]) = (rljC
nl
i + rilC
nl
j )ei ∧ ej .
Therefore,
(5.12) αnij = rljC
nl
i + rilC
nl
j = (2n− i)ri−n,j + (2n− j)ri,j−n.
Now, we turn our attention to the Poisson bracket on the group, written in local coordinates,
by writing Ω(u, v;x) in components. In order to do this we shall need the formula
x(u)n =
∞∑
s1=1
xs1u
s1 . . .
∞∑
sn=1
xsnu
sn =
∞∑
s1=1
. . .
∞∑
sn=1
xs1 . . . xsnu
s1+...+sn =
∞∑
i=n
 ∑(∑
n
k=1
sk
)
=i
xs1 . . . xsn
ui.
Then we have
Ω(u, v;x) = ϕ(u, v)x′(u)x′(v)− ϕ(x(u), x(v)) =
=
∞∑
p,q=1
λpqu
pvq
∞∑
i=1
ixiu
i−1
∞∑
j=1
jxjv
j−1−
−
∞∑
p,q=1
λpq
∞∑
i=p
 ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
 ui ∞∑
j=q
 ∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq
 vj
=
∞∑
p,q=1
∞∑
i=1
∞∑
j=1
λpqixijxju
p+i−1vq+j−1−
−
∞∑
p,q=1
∞∑
i=p
∞∑
j=q
λpq
 ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq
 uivj
=
∞∑
p,q=1
∞∑
i=p
∞∑
j=q
λi−p+1,j−q+1pxpqxq − λpq ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq
uivj
=
∞∑
i,j=1
 i∑
p=1
j∑
q=1
λi−p+1,j−q+1pxpqxq − λpq ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq

 uivj .
Therefore for {xi, xj} = ωij(x) we obtain
(5.13) ωij(x) =
=
i∑
p=1
j∑
q=1
pxpqxqλi−p+1,j−q+1 −
i∑
p=1
j∑
q=1
λpq
 ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq
 .
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Before we continue further, let us deduce the following useful formulae
∂
∂xn
∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp =
∑(∑
p
k=1
rk
)
=i
( p∑
l=1
xr1 . . . δ
n
rl
. . . xrp
)
=
p∑
l=1
 ∑(∑
p
k=1
rk
)
=i
xr1 . . . δ
n
rl
. . . xrp

= p
∑(∑
p−1
k=1
rk
)
=i−n
xr1 . . . xrp−1 ,
as well as ∑(∑
p−1
k=1
rk
)
=i−n
xr1 . . . xrp−1 |e =
∑(∑
p−1
k=1
rk
)
=i−n
δ1r1 . . . δ
1
rp−1
= δp−1i−n ,
(
∂
∂xn
∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
)∣∣∣∣
e
= pδp−1i−n .
Differentiating (5.13) with respect to xn we obtain
∂ωij
∂xn
∣∣∣∣
x
=
i∑
p=1
j∑
q=1
(pδnp qxqλi−p+1,j−q+1 + pxpδ
n
q qλi−p+1,j−q+1)
−
i∑
p=1
j∑
q=1
p ∑(∑
p−1
k=1
rk
)
=i−n
xr1 . . . xrp−1
∑(∑
q
l=1
sl
)
=j
xs1 . . . xsq
λpq
−
i∑
p=1
j∑
q=1
q ∑(∑
p
k=1
rk
)
=i
xr1 . . . xrp
∑(∑
q−1
l=1
sk
)
=j−n
xs1 . . . xsq−1
λpq.
From the above formula we have (keeping in mind that xp|e = δ1p)
βnij :=
∂ωij
∂xn
∣∣∣∣
e
=
i∑
p=1
pδnpλi−p+1,j +
j∑
q=1
qδnq λi,j−q+1 −
i∑
p=1
j∑
q=1
λpq
[
pδpi−n+1δ
q
j + qδ
p
i δ
q
j−n+1
]
=
i∑
p=1
(pδnp λi−p+1,j − pδ
p
i−n+1λpj) +
j∑
q=1
(qδnq λi,j−q+1 − qδ
q
j−n+1λiq)
= nλi−n+1,j − (i − n+ 1)λi−n+1,j + nλi,j−n+1 − (j − n+ 1)λi,j−n+1
= (2n− i − 1)λi−n+1,j + (2n− j − 1)λi,j−n+1.
Thus, we finally obtain that
(5.14) βnij = (2n− i− 1)λi−n+1,j + (2n− j − 1)λi,j−n+1,
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which is the same as (5.12) after we make the identification ri,j−1 = λi+1,j , for every i ≥ 0, j ≥ 1,
which is equivalent to rij = λi+1,j+1, for every i, j ≥ 0, since rij and λij are antisymmetric.
On the other hand the system of equations (5.11) is exactly the same as the system of equations
(4.6) for the entries of the infinite matrix Λ = (λij). Thus Λ and r differ only by a non-zero multiple.
The results of the calculations made in this section may be summarized in the following theorem.
Theorem 5.3. There is a one-to-one correspondence between the coboundary Lie bialgebra struc-
tures on G∞ given by r and the Poisson-Lie structures of the type (5.1) on G∞. Since all Lie
bialgebra structures on G∞ are given by r (cf. Theorem 3.1), Theorem 4.5 gives a classification of
all solutions of the classical Yang-Baxter equation for G∞.
Proof. Recall that ωmn satisfy the infinite system of functional equations (1.6):
(5.15) ωmn(z) = ωkl(x)
∂zm
∂xk
∂zn
∂xl
+ ωkl(y)
∂zm
∂yk
∂zn
∂yl
, where x, y ∈ G∞,
and zn = zn(x, y) is given by formula (2.1)
(5.16) zn =
n∑
i=1
xi
∑(∑
i
α=1
jα
)
=n
yj1 . . . yji .
From (5.16) it follows that
(5.17)
∂zi
∂yk
∣∣∣∣
y=e
= (i− k + 1)xi−k+1 and
∂zi
∂xk
∣∣∣∣
y=e
= δki .
Let us fix n ∈ N and consider a subsystem of the system of equations (5.15) for all ωij with
1 ≤ i < j ≤ n. After differentiating (5.15) with respect to yj , for each j such that 1 ≤ j ≤ n,
and setting y = e we deduce that ωmn satisfy the following inhomogeneous system of linear partial
differential equations
(5.18)
n∑
i=j
(i+ 1− j)xi+1−j
∂ωmn
∂xi
= ωm+1−j,n(x)(m + 1− j) + ωm,n+1−j(x)(n+ 1− j)+
+
m∑
k=1
n∑
l=1
βjkl(m+ 1− k)(n+ 1− l)xm+1−kxn+1−l,
for 1 ≤ j ≤ n, and where βjkl =
∂ωkl
∂yj
∣∣∣
y=e
.
The idea of the proof is as follows. Let βjkl be given by (5.14). For each n ∈ N the general
solution of (5.18) is a linear combination of the general solution of the homogeneous system of
equations
(5.19)
n∑
i=j
(i+ 1− j)xi+1−j
∂ωmn
∂xi
= ωm+1−j,n(x)(m + 1− j) + ωm,n+1−j(x)(n+ 1− j)
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and a particular solution of the inhomogeneous system (5.18). We now show that for each n ∈ N and
1 ≤ m < n the system (5.18) has a unique solution by demonstrating that the only solution of the
homogeneous system is the zero solution. Therefore, since every solution of the system of functional
equations (5.15) is a solution of the system of partial differential equations (5.18) it follows that the
class of solutions of (5.15) found in Sec. 4 exhausts all possible solutions of (5.15). We will prove
that the only solution of (5.19) is the zero solution by induction applied in several steps. Recall that
(5.20) ωmn(e) = 0, for every n,m ∈ N.
In the following arguments we implicitly assume that ωmn = 0 whenever n < 1 or m < 1.
(i) If n = 1 there is nothing to prove. Let n = 2. Then from (5.19) we obtain
(5.21) x1
∂ω12
∂x1
= 3ω12.
The most general solution of this equation is ω12(x) = Cx
3
1, where C is an arbitrary constant. From
(5.20) it follows that C = 0. Therefore ω12(x) = 0 is the only solution of (5.21). Let n = 3. Then
from (5.19) we obtain
x1
∂ω13
∂x1
+ 2x2
∂ω13
∂x2
= 4ω13(5.22)
x1
∂ω13
∂x2
= 0.(5.23)
From (5.23) it follows that ω13(x) = ω13(x1). From (5.22) we deduce that ω13(x1) satisfies the
equation
(5.24) x1
∂ω13
∂x1
= 4ω13.
Therefore ω13(x) = Cx
5
1, and from (5.20) it follows that C = 0, and ω13(x) = 0. Let us assume now
that ω1k(x) = 0 for 2 ≤ k ≤ n− 1. From (5.19) we have
(5.25)
n∑
i=j
(i+ 1− j)xi+1−j
∂ω1n
∂xi
= ω2−j,n(x)(2 − j) + ω1,n+1−j(x)(n + 1− j), for 1 ≤ j ≤ n,
which implies
n∑
i=1
ixi
∂ω1n
∂xi
= (n+ 1)ω1n(x),(5.26)
n∑
i=j
(i+ 1− j)xi+1−j
∂ω1n
∂xi
= 0, for 2 ≤ j ≤ n.(5.27)
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We used above the induction hypothesis: ω1k(x) = 0 for 2 ≤ k ≤ n− 1 from which follows that the
r.h.s of (5.27) is zero. From (5.27) it follows that ω1n(x) = ω1n(x1). Then from (5.26) it follows
that ω1n(x1) satisfies
(5.28) x1
∂ω1n
∂x1
= (n+ 1)ω1n.
From (5.28) we have that ω1n(x) = Cx
n+1
1 for an arbitrary constant C. Applying again (5.20) we
conclude that ω1n(x) = 0. Therefore ω1n(x) = 0 for every n ∈ N.
(ii) Let m = 2 and n = 3. Then from (5.19) we have the following homogeneous system of
partial differential equations for ω23:
x1
∂ω23
∂x1
+ 2x2
∂ω23
∂x2
+ 3x3
∂ω23
∂x3
= 5ω23
x1
∂ω23
∂x2
+ 2x2
∂ω23
∂x3
= ω13 = 0
x1
∂ω23
∂x3
= −ω12 = 0.
Arguing in a similar manner as above we obtain that ω23(x) = 0. Let us assume that ω2k(x) = 0
for all k such that 3 ≤ k ≤ n− 1. We now prove that ω2n(x) = 0. From (5.19) we have
(5.29)
n∑
i=j
(i+ 1− j)xi+1−j
∂ω2n
∂xi
= ω3−j,n(x)(3 − j) + ω2,n+1−j(x)(n + 1− j), for 1 ≤ j ≤ n.
After using the induction hypothesis and the already proved fact that ω1n = 0, for every n ∈ N,
(5.29) yields
n∑
i=1
ixi
∂ω2n
∂xi
= (n+ 2)ω2n(x),(5.30)
n∑
i=j
(i+ 1− j)xi+1−j
∂ω2n
∂xi
= 0, for 2 ≤ j ≤ n.(5.31)
Therefore from (5.31) and (5.30) it follows that ω2n(x) = ω2n(x1) = Cx
n+2
1 , and imposing (5.20)
again we obtain that ω2n(x1) = 0. Thus ω2n(x) = 0 for every n ∈ N.
(iii) Let us assume that ωsn = 0 for all s such that 1 ≤ s ≤ m − 1, for some m ≥ 2 and all
n > s. We will prove that ωmn = 0 for all n ≥ m. Let n = m+ 1. From (5.19) we have
(5.32)
m+1∑
i=j
(i+ 1− j)xi+1−j
∂ωm,m+1
∂xi
= ωm+1−j,n(x)(m + 1− j) + ωm,m+2−j(x)(m + 2− j),
for 1 ≤ j ≤ m+ 1.
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We apply now the induction hypothesis and deduce from (5.32) the following system of equations
m+1∑
i=1
ixi
∂ωm,m+1
∂xi
= (2m+ 1)ωm,m+1(x),(5.33)
m+1∑
i=j
(i + 1− j)xi+1−j
∂ωm,m+1
∂xi
= 0, for 2 ≤ j ≤ m+ 1.(5.34)
From (5.34) it follows that ωm,m+1(x) = ωm,m+1(x1), and from (5.33) we deduce that ωm,m+1(x)
must satisfy
(5.35) x1
∂ωm,m+1
∂x1
= (2m+ 1)ωm,m+1.
The solution of the above equation is ωm,m+1(x) = Cx
2m+1
1 , where C is an arbitrary constant. Then
from ωm,m+1(e) = C = 0 we obtain that ωm,m+1(x) = 0. Finally, we assume that ωmk = 0 for all
k such that m + 1 ≤ k ≤ n − 1, and we prove it for k = n. Indeed, from (5.19), after applying the
induction hypothesis, we obtain
n∑
i=1
ixi
∂ωmn
∂xi
= (m+ n)ωmn(x),(5.36)
n∑
i=j
(i+ 1− j)xi+1−j
∂ωmn
∂xi
= 0, for 2 ≤ j ≤ n.(5.37)
Again, from (5.37) it follows that ωmn(x) = ωmn(x1), and that ωmn(x) must satisfy
(5.38) x1
∂ωmn
∂x1
= (m+ n)ωmn.
From here we conclude that ωmn(x) = Cx
m+n
1 for an arbitrary constant C. But the requirement
ωmn(e) = 0 fixes the value of this constant to be C = 0. Therefore ωmn(x) = 0.
Thus, we showed that for every m,n ∈ N the only solution of (5.19) is the zero solution.
Therefore the system of partial differential equations (5.18) has a unique solution. The existence of
the solution follows from the existence of the solution of the system of functional equations (5.15) of
which (5.18) is a consequence. Thus, the structure constants βjkl of the Lie-bialgebra G∞, as given
by (5.14), determine uniquely all Poisson-Lie structures on the group G∞. The proof of Theorem
5.3 is completed. 
We conclude this section by writing an explicit formula for the family of Lie-bialgebra structures
arising from the family of Poisson-Lie structures obtained in Theorem 4.4, as well as the more general
one-parameter family, of which it is a particular case for d ≥ 1. An elegant way to do this is by
deriving a global formula for the Lie-bialgebra structures on G∞ in terms of generating series and
solutions of
ϕ(u, v)
[
∂uϕ(w, u) + ∂vϕ(w, v)
]
+ c.p. = 0.
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Let us define An(u, v) as
An(u, v) :=
∂
∂xn
Ω(u, v;X )
∣∣∣∣
e
=
∞∑
i,j=1
αniju
ivj .
Then we have the following lemma.
Lemma 5.4. The generating series An(u, v) is given by
An(u, v) = nϕ(u, v)
(
un−1 + vn−1
)
−
[
un∂uϕ(u, v) + v
n∂vϕ(u, v)
]
.
Proof. We use formula (5.1) and the following facts. If x(u) =
∑∞
i=1 xiu
i then X ′(u)
∣∣
x
=
∑∞
i=1 ixiu
i−1 =⇒
X ′(u)
∣∣
e
= 1, and also ∂
∂xn
X ′(u)
∣∣
x
=
∑∞
i=1 iδ
n
i u
i−1 = nun−1. From this it follows that
∂
∂xn
[
X ′(u)X ′(v)
] ∣∣∣∣
x
= nun−1x′(v) + nvn−1x′(u) =⇒
∂
∂xn
[
X ′(u)X ′(v)
] ∣∣∣∣
e
= n(un−1 + vn−1).
Finally we have
∂
∂xn
ϕ
(
X (u),X (v)
) ∣∣∣∣
e
=
∂X (u)
∂xn
∂1ϕ
(
X (u),X (v)
) ∣∣∣∣
e
+
∂X (v)
∂xn
∂2ϕ
(
X (u),X (v)
) ∣∣∣∣
e
= un∂uϕ(u, v) + v
n∂vϕ(u, v).
In the above equality we used that ∂X (u)
∂xn
∣∣
e
= un. 
Proposition 5.5 [Mi,Ta]. For each d ∈ N the family of Poisson-Lie structures (5.1) given by
ϕd(u, v) = uv(v
d − ud) gives rise to the following family of Lie-bialgebra structures on G∞:
(5.39) α(en) = 2ned ∧ en − 2(n− d)e0 ∧ ed+n, (n ≥ 0),
where {en}n∈Z+ is a basis for G∞.
Proof. The generating series An,d in this case is
An,d(u, v) =n
[
uvd+1 − vud+1
](
un−1 + vn−1
)
−
−
{
un
[
vd+1 − (d+ 1)vud
]
+ vn
[
(d+ 1)uvd − ud+1
]}
=(n− 1)unvd+1 − (n− 1)vnud+1 + (n− d− 1)uvn+d − (n− d− 1)vun+d
=
{
(n− 1)
[
δni δ
d+1
j − δ
n
j δ
d+1
i
]
+ (n− d− 1)
[
δ1i δ
d+n
j − δ
1
j δ
d+n
i
]}
uivj
=
∞∑
i,j=1
αnij|du
ivj ,
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where
αnij|d =
{
(n− 1)
[
δni δ
d+1
j − δ
n
j δ
d+1
i
]
+ (n− d− 1)
[
δ1i δ
d+n
j − δ
1
j δ
d+n
i
]}
.
Therefore
αd(en) = α
n
ij|dei ∧ ej = (n− 1)
[
en ∧ ed+1 − ed+1 ∧ en
]
+ (n− d− 1)
[
e1 ∧ ed+n − ed+n ∧ e1
]
= 2(n− 1)en ∧ ed+1 + 2(n− d− 1)e1 ∧ en+d,
and after shifting indices by 1 we obtain
αd(en) = −2ned ∧ en + 2(n− d)e0 ∧ en+d for every n ∈ Z+.
A second way to derive the above formula is by using Theorem 5.3. The r-matrix is given in this
case by rij = δ
1
i+1δ
d+1
j+1 − δ
d+1
i+1 δ
1
j+1 = λi+1,j+1. Therefore, using (5.12), we have
α(en) = α
n
ijei ∧ ej = [(2n− i)ri−n,j + (2n− j)ri,j−n] ei ∧ ej
= − (2n− i)δd+1i−n+1δ
1
j+1ei ∧ ej + (2n− i)δ
1
i−n+1δ
d+1
j+1 ei ∧ ej
− (2n− j)δd+1i+1 δ
1
j−n+1ei ∧ ej + (2n− j)δ
1
i+1δ
d+1
j−n+1ei ∧ ej
= − (n− d)ed+n ∧ e0 + nen ∧ ed+1 − ned+1 ∧ en + (n− d)e0 ∧ ed+n
= − 2ned ∧ en + 2(n− d)e0 ∧ ed+n.
This concludes the proof. 
Proposition 5.6. For every d ≥ 2 the family of Poisson-Lie structures described by (4.15) gives
rise to the following family of Lie-bialgebra structures on G∞:
αd,λ(en) =2
∞∑
i=d+n
(2n− i)λi−(n+d)e0 ∧ ei − 2n
∞∑
i=d
λi−dei ∧ en+
+
2
d− 1
∞∑
i=d+n
d−1∑
j=1
(2n− i)λi+j−(n+d)ei ∧ ej(5.40)
+
2
d− 1
∞∑
i=d
d+n−1∑
j=n+1
(2n− j)λi+j−(n+d)ei ∧ ej ,
for every n ∈ Z+.
Proof. Let αd,λ(en) = α
n
ij|dei ∧ ej , where {en}n≥1 is a basis of G∞, and
αnij|d = (2n− i− 1)λi−n+1,j + (2n− j − 1)λi,j−n+1, for every n, i, j ∈ N.
With the assumptions of Lemma 4.11 and Theorem 4.12 we have
λij =
1
λ1,d+1
[
λ1iλd+1,j − λ1jλd+1,i
]
,
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where
λn,d+1 = 0, for every n ≥ d+ 1,
λn,d+1 = −
1
d− 1
(λ1,d+2)
n−1
(λ1,d+1)n−2
= −
1
d− 1
λ1,d+1λ
n−1, for 2 ≤ n ≤ d,(5.41)
λ1n =
(λ1,d+2)
n−d−1
(λ1,d+1)n−d−2
= λ1,d+1λ
n−d−1, for every n ≥ d+ 1,
and where we have introduced λ :=
λ1,d+2
λ1,d+1
. Then
αd,λ(en) =
[
(2n− i− 1)λi−n+1,j + (2n− j − 1)λi,j−n+1
]
ei ∧ ej
=
1
λ1,d+1
{
(2n− i− 1)
[
λ1,i−n+1λd+1,j − λ1jλd+1,i−n+1
]
+
+ (2n− j − 1)
[
λ1iλd+1,j−n+1 − λ1,j−n+1λd+1,i
]}
ei ∧ ej
=
1
λ1,d+1
{
∞∑
i=d+n
d∑
j=1
(2n− i− 1)λ1,i−n+1λd+1,jei ∧ ej−
−
d+n−1∑
i=n
∞∑
j=d+1
(2n− i− 1)λ1jλd+1,i−n+1ei ∧ ej
+
∞∑
i=d+1
d+n−1∑
j=n
(2n− j − 1)λ1iλd+1,j−n+1ei ∧ ej−
−
d∑
i=1
∞∑
j=d+n
(2n− j − 1)λ1,j−n+1λd+1,iei ∧ ej
}
=
1
λ1,d+1
{
∞∑
i=d+n
d∑
j=2
(2n− i− 1)λ1,i−n+1λd+1,jei ∧ ej+
+ λd+1,1
∞∑
i=d+n
(2n− i− 1)λ1,i−n+1ei ∧ e1
−
d+n−1∑
i=n+1
∞∑
j=d+1
(2n− i− 1)λ1jλd+1,i−n+1ei ∧ ej − λd+1,1
∞∑
j=d+1
(n− 1)λ1jen ∧ ej
+
∞∑
i=d+1
d+n−1∑
j=n+1
(2n− j − 1)λ1iλd+1,j−n+1ei ∧ ej + λd+1,1
∞∑
i=d+1
(n− 1)λ1iei ∧ en
−
d∑
i=2
∞∑
j=d+n
(2n− j − 1)λ1,j−n+1λd+1,iei ∧ ej−
− λd+1,1
∞∑
j=d+n
(2n− j − 1)λ1,j−n+1e1 ∧ ej
}
=
1
λ1,d+1
{
2
∞∑
i=d+n
d∑
j=2
(2n− i− 1)λ1,i−n+1λd+1,jei ∧ ej+
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+ 2
∞∑
i=d+1
d+n−1∑
j=n+1
(2n− j − 1)λ1iλd+1,j−n+1ei ∧ ej
+ 2λ1,d+1
∞∑
i=d+n
(2n− i− 1)λ1,i−n+1e1 ∧ ei − 2λ1,d+1
∞∑
i=d+1
(n− 1)λ1iei ∧ en
}
=λ1,d+1
{
2
d− 1
∞∑
i=d+n
d∑
j=2
(2n− i− 1)λi+j−(n+d+1)ei ∧ ej+
+
2
d− 1
∞∑
i=d+1
d+n−1∑
j=n+1
(2n− j − 1)λi+j−(n+d+1)ei ∧ ej
+ 2
∞∑
i=d+n
(2n− i− 1)λi−(n+d)e1 ∧ ei − 2
∞∑
i=d+1
(n− 1)λi−(d+1)ei ∧ en
}
,
where we used formulae (5.41) to obtain the last equality. Hence, after normalizing by the factor
λ1,d+1 6= 0 and shifting indices by 1 we obtain (5.40). 
Remark. One can show directly that αd,λ satisfies the co-Jacobi identity. The r.h.s. of (5.40) is
understood as an element of the completed tensor product G∞⊗̂G∞ [Di].
6. The group G0∞ and Poisson-Lie structures on it
In this section we study the group G0∞ of which G∞ is a subgroup. We classify all Poisson-Lie
structures on G0∞ corresponding to coboundary Lie-bialgebra structures on the Lie algebra G0∞ of
G0∞.
Let X = {xi}i∈Z+ be a countable set of indeterminates. Let k
[[
X
]]
be the ring of formal power
series over X whitout constant term with the standard multiplication. Here k is a commutative
field assumed to be of characteristic zero. Let Y = {yi}i∈Z+ be a second set of indeterminates, and
k[[Y ]] be the corresponding ring of formal power series over Y . Consider the formal group G0∞
defined by a formal group law F = (Fi)i∈Z+ [Se,Di] in countably infinite number of variables, where
Fi ∈ k[[X,Y ]] for every i ∈ Z+, induced by a substitution of formal power series in one variable. Let
x(u) =
∑∞
i=0 xiu
i ∈ k[[X ]][[u]] and y(u) =
∑∞
i=0 yiu
i ∈ k[[Y ]][[u]] be elements in the rings of formal
power series with a constant term in the variable u over the rings k[[X ]] and k[[Y ]] respectively. The
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multiplication of formal power series in the variable u is defined again as the substitution:
(6.1)
(xy)(u) = x(y(u)) =
∞∑
i=0
xi(y(u))
i
=
∞∑
i=0
xi
yi0 + ∞∑
j=1
(
∑(∑
i
α=1
sα
)
=j
ys1 . . . ysi)u
j

=
∞∑
i=0
xiy
i
0 +
∞∑
i=1
xi
∞∑
j=1
 ∑(∑
i
α=1
sα
)
=j
ys1 . . . ysi
uj
=
∞∑
i=0
xiy
i
0 +
∞∑
j=1
 ∞∑
i=1
xi
∑(∑
i
α=1
sα
)
=j
ys1 . . . ysi
uj.
Therefore from (6.1) we obtain
(6.1.1)
F0(X,Y ) =
∞∑
i=0
xiy
i
0,
Fj(X,Y ) =
∞∑
i=1
xi
∑(∑
i
α=1
sα
)
=j
ys1 . . . ysi , for every j ≥ 1.
This is a model of the group of diffeomorphisms of R1 not necessarily leaving the point u = 0 fixed.
The identity here is e = (0, 1, 0, 0, . . . ). Formulae (6.1.1) have the following interpretation. The ring
k[[X ]] is naturally graded. Namely, let us introduce a degree | | : X → Z+ defined on the generators
by |xi| := i. We extend it to monomials as |xi1 . . . xin | = i1 + · · · + in. The grading on k[[X ]] and
k[[Y ]] induces a grading on k[[X,Y ]] in an obvious way. Then Fi(X,Y ) =
∑
n fn(X,Y ), where each
fn(X,Y ) is a finite linear combination of monomials of degree n. Clearly G∞, if viewed as a formal
group, will be a subgroup of G0∞. We define a Poisson structure ωx = ωij(x)
∂
∂xi
∧ ∂
∂xj
on the
group G0∞ as a bi-derivation ωx : k
[[
X
]]
⊗ k
[[
X
]]
→ k
[[
X
]]
, where ωij(x) = −ωji(x) ∈ k
[[
X
]]
,
satisfying the Jacobi identity. The methods developed in analyzing the Poisson-Lie structures on
G∞ apply without major changes to the case of G0∞, but with two important differences. Namely,
Theorem 4.1 still holds with Ω(u, v;X ) defined as Ω(u, v;X ) :=
∑∞
i,j=0 ωiju
ivj , but in the solution
of the cocycle equation
(6.2) Ω(u, v;x) = ϕ(u, v)x′(u)x′(v)− ϕ(x(u), x(v))
ϕ(u, v) does not have to be divisible by uv. Thus, this condition is dropped. This change affects the
analysis of the equation
(6.3) ϕ(u, v) [∂uϕ(w, u) + ∂vϕ(w, v)] + c.p. = 0,
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as well as the structure of its solutions.
Still, we shall show that the Poisson-Lie structures on G0∞ fall into two main classes. Also, as
we found in the previous section, the solution (6.2) corresponds to a cocycle that is a coboundary
in the Lie algebra G∞. This result carries over to the case of G0∞ without change. We showed that
all cocycles on G0∞ are coboundaries. This allows us to completely classify them. That is, we shall
give a classification of all r-matrices on G0∞.
We start with two special solutions of (6.3). These two solutions are only two “points” in the
otherwise infinite-parameter space of solutions of (6.3).
Theorem 6.1. The functions
(i) ϕ(u, v) = u− v, and
(ii) ϕ(u, v) = eλu − eλv, where λ is an arbitrary parameter,
are solutons of (6.3), thus giving rise to two Poisson-Lie structures on G0∞.
These are the only solutions of (6.3) of the form ϕ(u, v) = a(u)− a(v).
The proof is straightforward and we omit it. Here, we only write the Poisson brackets in
coordinates. For the case (i) we have
ωij(x) = i(j + 1)xixj+1 − (i + 1)jxi+1xj − xiδ
0
j + xjδ
0
i , i, j ∈ Z+.
Notice, that there are no terms higher than quadratic in the right hand side. For the case (ii) we
obtain
ωij(x) = (j + 1)xj+1
i+1∑
p=0
pxp
(i− p+ 1)!
− (i+ 1)xi+1
j+1∑
q=0
qxq
(j − q + 1)!
− δ0j
i∑
p=0
1
p!
∑
r1+...+rp=i
xr1 . . . xrp + δ
0
i
j∑
q=0
1
q!
∑
r1+...+rq=j
xr1 . . . xrq .
Now, we proceed with the main result of this section.
Theorem 6.2. All solutions of (6.3) fall into the following two classes
(a) The first class is given by Theorem 4.4.
(b) The second class is given by
ϕ(u, v) =
1
λ01
[
f(u)g(v)− f(v)g(u)
]
where λ01 6= 0, for any formal power series f(u) and g(u) satisfying the relation
f ′(u)g(u)− f(u)g′(u) = λ01g(u)− 2λ02f(u).
Here, λ01 and λ02 are arbitrary parameters with λ01 being subject to the above restriction: λ01 6= 0.
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Proof. We look again for a solution of (6.3) in a form of a formal power series ϕ(u, v) =
∑∞
m,n=0 λmnu
mvn,
where λmn = −λnm. Substituting into (6.3) we obtain (in a similar way as in the proof of Theorem
4.5)
(6.4)
k+1∑
s=0
(k − 2s+ 1)λn,k−s+1λrs −
n+1∑
s=0
(n− 2s+ 1)λk,n−s+1λrs −
r+1∑
s=0
(r − 2s+ 1)λn,r−s+1λks = 0
where k < n < r.
Let k = 0. Then (6.4) becomes
(6.4*) λn1λr0 − λn0λr1 −
n+1∑
s=0
(n− 2s+ 1)λ0,n−s+1λrs −
r+1∑
s=0
(r − 2s+ 1)λn,r−s+1λ0s = 0.
Notice that the summation in the sums above is to n and r respectively. If we now let n = 1, we
finally obtain
−λ01λ1r + 2λ02λ0r =
r∑
s=0
(r − 2s+ 1)λ1,r−s+1λ0s = −
r∑
s=0
(r − 2s+ 1)λ0,r−s+1λ1s.
Therefore,
(6.5)
r∑
s=0
(r − s+ 1)λ0,r−s+1λ1s −
r∑
s=0
sλ0,r−s+1λ1s = λ01λ1r − 2λ02λ0r .
Let us define the functions f(u) =
∑∞
n=0 λ0nu
n and g(u) =
∑∞
n=0 λ1nu
n. Then, after multiplying
both sides of (6.5) by ur, and summing over r we obtain
∞∑
r=0
r∑
s=0
(r − s+ 1)λ0,r−s+1λ1su
r −
∞∑
r=0
r∑
s=0
sλ0,r−s+1λ1su
r = λ01g(u)− 2λ02f(u),
which, after the change of variables r = q + s− 1, is equivalent to
∞∑
s=0
∞∑
q=0
qλ0qλ1su
q+s−1 −
∞∑
s=0
∞∑
q=0
sλ0qλ1su
q+s−1 = λ01g(u)− 2λ02f(u).
Thus, the functions f(u), and g(u) satisfy f ′(u)g(u)− f(u)g′(u) = λ01g(u)− 2λ02f(u). 
Next, we split the remaining part of the proof into five lemmas.
Lemma 6.3. For every n ≥ 1 the parameters λ1n are rational functions of λ0n, provided that
λ01 6= 0.
Remark. The case of λ01 = 0 will be treated in Lemmas 6.5, 6.6, and 6.7.
Proof. From (6.5) we have
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1λ1s − (r − 1)λ01λ1r = λ01λ1r − 2λ02λ0r,
thus
λ1r =
1
rλ01
[
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1λ1s + 2λ02λ0r
]
.
This gives us a recursive relation for λ1r . Here are the first several λ1r’s
λ12 =
1
λ01
[
3λ03λ10 + 2(λ02)
2
]
=
1
2
[
2
(λ02)
2
λ01
− 3λ03
]
λ13 =
1
3
[
2
λ02λ03
λ01
− 4λ04
]
λ14 =
1
24
[
2
(λ02)
2λ03
(λ01)2
− 9
(λ03)
2
λ01
+ 20
λ02λ04
λ01
− 30λ05
]
...
Therefore, the claim is proved by induction. 
Lemma 6.4. If λ01 6= 0, then we have the following formula:
λnr =
1
λ01
[
λ0nλ1r − λ1nλ0r
]
, for all n, r ≥ 0.
Proof. From (6.4*) with n = 2 we obtain
(6.6) λ12λ0r − λ01λ2r + 3λ03λ0r −
r+1∑
s=0
(r − 2s+ 1)λ2,r−s+1λ0s = 0.
If we now let r = 3, we obtain a formula for λ23:
λ12λ03 − λ01λ23 + 3(λ03)
2 − 2λ23λ01 − 2λ12λ03 − 4λ02λ04 = 0,
from which
λ23 =
1
λ01
[
−
1
3
(λ02)
2
λ01
λ03 +
2
3
(λ03)
2 −
4
3
λ02λ04
]
=
1
λ01
[
1
3
(
2
λ02λ03
λ01
− 4λ04
)
λ02 −
1
2
(
2
(λ02)
2
λ01
− 3λ03
)
λ03
]
=
1
λ01
[
λ02λ13 − λ12λ03
]
.
Now, let us assume that λ2k =
1
λ01
[λ02λ1k − λ12λ0k] for 1 ≤ k ≤ r − 1. We need to prove that
it is true for k = r. From (6.6) we have
λ12λ0r − λ01λ2r + 3λ03λ0r + (1 − r)λ01λ2r +
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1λ2s = 0.
Using the induction hypothesis we transform the above equation into
λ12λ0r + 3λ03λ0r +
1
λ01
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1 [λ02λ1s − λ12λ0s] = rλ01λ2r.
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Next, using the fact that
∑r−1
s=2(r− 2s+ 1)λ0,r−s+1λ0s = 0 we transform the above equality further
into
(2− r)λ12λ0r + 3λ03λ0r +
λ02
λ01
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1λ1s = rλ01λ2r.
The final step is to use (6.5) and the formula for λ12 obtained in the proof of Lemma 6.3. This leads
to (
2
(λ02)
2
λ01
− 3λ03
)
λ0r − rλ12λ0r + 3λ03λ0r +
λ02
λ01
[
rλ01λ1r − 2λ02λ0r
]
= rλ01λ2r.
After collecting all terms we obtain
λ2r =
1
λ01
[
λ02λ1r − λ12λ0r
]
.
Finally, we assume that λnk =
1
λ01
[λ0nλ1k − λ1nλ0k] for 1 ≤ k ≤ r − 1 and each n ≥ 1. Then,
we show that it is true for k = r. The steps are essentially the same as in the previous calculation.
From (6.4*) we have
λ1nλ0r − λ0nλ1r +
n−1∑
s=0
(n− 2s+ 1)λ0,n−s+1λsr +
r−1∑
s=0
(r − 2s+ 1)λ0,r−s+1λns = (r + n− 2)λ01λnr.
Applying the induction hypothesis, the above equation transforms to
(2− r)λ1nλ0r +(n− 2)λ1rλ0n−
λ0r
λ01
n−1∑
s=0
(n− 2s+1)λ0,n−s+1λ1s +
λ0n
λ01
r−1∑
s=0
(r− 2s+1)λ0,r−s+1λ1s =
= (r + n− 2)λ01λnr.
Now, we use (6.5) to obtain
(2− r)λ1nλ0r + (n− 2)λ1rλ0n −
λ0r
λ01
[
nλ01λ1n − 2λ02λ0n
]
+
λ0n
λ01
[
rλ01λ1r − 2λ02λ0r
]
=
= (r + n− 2)λ01λnr,
and collecting terms we have
λnr =
1
λ01
[
λ0nλ1r − λ1nλ0r
]
.
This completes the proof of the lemma. 
As a consequence,
ϕ(u, v) =
∞∑
n,m=0
λnmu
nvm =
1
λ01
[
f(u)g(v)− f(v)g(u)
]
,
where f(u) =
∑∞
s=0 λ0su
s and g(u) =
∑∞
s=0 λ1su
s.
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Lemma 6.5. If λ01 = 0, then λ02 = 0. If in addition we assume that λ12 6= 0, then it follows that
λ0n = 0, ∀ n ≥ 2.
Proof. Again, from (6.5) with λ01 = 0 we obtain
r−1∑
s=1
(r − 2s+ 1)λ0,r−s+1λ1s + 2λ02λ0r = 0, for all r ≥ 2.
For r = 2 we have (λ02)
2 = 0. Using this fact, the above equation reduces to
(6.7)
r−1∑
s=1
(r − 2s+ 1)λ0,r−s+1λ1s = 0, for all r ≥ 3.
For r = 3 we have an identity. For r = 4 we obtain λ03λ12 − λ02λ13 = λ03λ12 = 0 =⇒ λ03 = 0.
Therefore, if we assume that 0 = λ01 = λ02 = . . . = λ0,r−2, equation (6.7) gives (r − 3)λ0,r−1λ12 =
0 =⇒ λ0,r−1 = 0,for all r > 3. As a result the system of equations (6.4) reduces to the system
(4.6). But for λ12 6= 0 the solution of that system of equations is the one corresponding to d = 1 as
described by Theorem 4.5. 
Lemma 6.6. Suppose that λ01 = 0 = λ02. If λ12 = . . . = λ1n = 0 for some n ≥ 2, then λ03 = . . . =
λ0,n+1 = 0.
Proof. From (6.4) with k = 0 and r = n+ 1 we obtain
(6.8)
n∑
s=1
(n− 2s+ 1)λn+1,n−s+1λ0s +
n+1∑
s=1
(n− 2s+ 2)λ0,n−s+2λns =
− λ0,n+1λ1n + λ0nλ1,n+1 − (n+ 1)(λ0,n+1)
2 + (n+ 2)λ0,n+2λ0n
For n = 2 the above equation gives 3(λ03)
2 = λ03λ12. Thus if λ12 = 0 then λ03 = 0.
Assume that λ12 = . . . = λ1,n−1 = 0 and λ03 = . . . = λ0n = 0. Then from (6.8) we obtain
(n+ 1)(λ0,n+1)
2 = −(n− 1)λ0,n+1λ1n. Therefore if λ1n = 0, then λ0,n+1 = 0. 
Lemma 6.7. Suppose that λ01 = 0, and λ12 = . . . = λ1d = 0, and λ1,d+1 6= 0 for some d ∈ N.
Then λ0n = 0 for every n ≥ 2.
Proof. From Lemma 6.6 it follows that λ02 = . . . = λ0,d+1 = 0. Further, from (6.7) we have
(6.9)
n∑
s=d+1
(n− 2s+ 1)λ0,n−s+1λ1s = 0.
Let n = 2d+ 2. Then
2d+2∑
s=d+1
(2d− 2s+ 3)λ0,2d−s+3λ1s = λ0,d+2λ1,d+1 − λ0,d+1λ1,d+2 = 0.
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But λ0,d+1 = 0 according to Lemma 6.5. Therefore λ0,d+2λ1,d+1 = 0. Since λ1,d+1 6= 0 then λ0,d+2 =
0. Now, from (6.9) with n = 2d+3 we obtain
∑2d+3
s=d+1(2d−2s+4)λ0,2d−s+4λ1s = 2λ0,d+3λ1,d+1 = 0,
therefore λ0,d+3 = 0. By induction the statetment follows. 
The above arguments show that if λ01 = 0 the classification of the solutions of (6.3) reduces
to the classification of all those solutions ϕ(u, v) of (6.3) which are divisible by uv. But all such
solutions have been given by Theorem 4.5, and the proof of Theorem 6.2 is finished. 
Next, we discuss an interesting particular case which follows from the general formulae. First
we write the Lie bialgebra structures on G0∞ that correspond to the Poisson-Lie structures (i) and
(ii) of Theorem 6.1. Namely, if en ∈ G0∞ is a basis element we have
α(en) = α
n
ijei ∧ ej
=
[
(δ1i−n+1δ
0
j+1 − δ
0
i−n+1δ
0
j+1)(2n− i) + (δ
1
i+1δ
0
j−n+1 − δ
0
i+1δ
1
j−n+1)(2n− j)
]
ei ∧ ej
= −2ne−1 ∧ en + 2(n+ 1)e0 ∧ en−1
.
Thus, for the case (i) we obtain
(6.10) α(en) = −2ne−1 ∧ en + 2(n+ 1)e0 ∧ en−1.
Similarly, for the case (ii)
α(en) =
[
1
(i− n+ 1)!
δ0j+1 −
1
(j + 1)!
δ0i−n+1
]
(2n− i)ei ∧ ej
+
[
1
(i+ 1)!
δ0j−n+1 −
1
(j − n+ 1)!
δ0i+1
]
(2n− j)ei ∧ ej
=− 2
∞∑
j=n−1
(2n− j)
(j − n+ 1)!
e−1 ∧ ej + 2(n+ 1)
∞∑
i=−1
1
(i+ 1)!
ei ∧ en−1.
The commutator for G0∞ has the standard form [en, em] = (n−m)en+m, (n,m ≥ −1). That
is, G0∞ is the Witt algebra.
It is well known that the Witt algebra contains sl2 as a Lie subalgebra. In our notation the
defining relations are given by
[e1, e−1] = 2e0, [e1, e0] = e1, [e0, e−1] = e−1.
If we now turn to the formula (6.10)
α(en) = −2ne−1 ∧ en + 2(n+ 1)e0 ∧ en−1,
it gives us the following Lie bialgebra structure on sl2:
α(e−1) = 0, α(e0) = 2e0 ∧ e−1, α(e1) = −2e−1 ∧ e1.
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On the other hand if we take formula (5.15)
α(en) = −2ned ∧ en + 2(n− d)e0 ∧ ed+n,
and consider it for d = 1, that is
α(en) = −2ne1 ∧ en + 2(n− 1)e0 ∧ en+1.
It gives a second Lie bialgebra structure on sl2, namely
α(e−1) = 2e1 ∧ e−1, α(e0) = −2e0 ∧ e1, α(e1) = 0.
However, it turns out that these two structures are isomorphic under the action of the group of
automorphisms of the Witt algebra.
7. Elements of Representation Theory
Let G be a Poisson-Lie group and ω be a Poisson-Lie structure on G. Let V be a space on
which G acts, i.e., there is a map G× V → V . Such a space is called a G-space. Assume that V is
equipped with a Poisson structure ω. Recall the following definition [STS1].
Definition 7.1. The action of G on V is called Poisson if the map G × V → V is Poisson. Here
G× V is equipped with the product Poisson structure.
In this section we study the following problem. Suppose that we are given the Poisson-Lie group
G∞. Consider the space Vλ = {x(u)(du)λ | x(u) =
∑∞
i=0 xiu
i}, λ ∈ R. The space Vλ is sometimes
referred to as the space of λ-densities (Jacobians) over the real line. The group G∞ acts naturally
on Vλ. Let y ∈ G∞ and x(u)(du)λ ∈ Vλ. Then the action of G∞ on Vλ is defined by
x(u)(du)λ 7→ x (y(u)) (y′(u))
λ
(du)λ,
where y(u) =
∑∞
i=1 yiu
i, and
(y′(u))
λ
=
(
∞∑
i=1
iyiu
i−1
)λ
=
(
y1 +
∞∑
i=2
iyiu
i−1
)λ
= yλ1
(
1 +
∞∑
i=2
i
yi
y1
ui−1
)λ
= yλ1
1 + λ
1!
∞∑
i=2
i
yi
y1
ui−1 +
λ(λ− 1)
2!
(
∞∑
i=2
i
yi
y1
ui−1
)2
+ . . .
 .
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A question arises. Are there Poisson structures on the space Vλ such that the above action of
G∞ on Vλ is a Poisson action? In other words, is there a Poisson strucuture ω on Vλ such that the
map G∞ × Vλ → Vλ is a Poisson map? Here again G∞ × Vλ is equipped with the product Poisson
structure.
Let y(u) =
∑∞
i=1 yiu
i ∈ G∞, and x(u)(du)λ ∈ Vλ. Let us define zλ(u) := x(y(u))
[
y′(u)
]λ
=∑∞
i=0 ziu
i, where zi = zi(x, y;λ) are the coordinates of zλ. If we also introduce the notation J(u) :=
y′(u) =
∑∞
i=1 iyiu
i−1, we have
x(u)(du)λ 7→ x(y(u))(y′(u))λ(du)λ = x(y(u))(J(u))λ(du)λ
= zλ(u)(du)
λ
=
∞∑
i=0
xi(y(u))
i
(
∞∑
i=1
iyiu
i−1
)λ
(du)λ.
Defining z(u) := x(y(u)) and using the definition zλ(u) = x(y(u))
[
J(u)
]λ
we deduce that
z′λ(u) = z
′(u)(J(u))λ + z(u)
[
(J(u))λ
]′
, where ′ stands for the derivative with respect to u.
An argument analogous to the argument given in Sec. 1 implies that the map G∞ × Vλ → Vλ
is Poisson if and only if
(7.2) ωij(z) = ωkl(x)
∂zi
∂xk
∂zj
∂xl
+ ωkl(y)
∂zi
∂yk
∂zj
∂yl
.
Here ωij(x) = {xi, xj} and ωij(y) = {yi, yj} where {xi}i∈Z+ and {yi}i∈Z+ are the coordinates on
Vλ and G∞ respectively. Also, let us introduce in a manner similar to the one used in Sec. 4 a
generating series for the Poisson strucutures on Vλ as Ω(u, v;X ) :=
∑∞
i,j=0 ωiju
ivj .
Lemma 7.2. The multiplicativity condition (7.2) is equivalent to the following functional equation
(7.3)
Ω(u, v; zλ) =Ω(y(u), y(v);x)(J(u))
λ(J(v))λ +Ω(u, v; y)z′(u)(J(u))λ−1z′(v)(J(v))λ−1+
+ λ∂uΩ(u, v; y)z(u)(J(u))
λ−1z′(v)(J(v))λ−1+
+ λ∂vΩ(u, v; y)z
′(u)(J(u))λ−1z(v)(J(v))λ−1+
+ λ2∂2u,vΩ(u, v; y)z(u)(J(u))
λ−1z(v)(J(v))λ−1.
Here Ω stands for the generating series of the Poisson-Lie strucutures on G∞.
Proof. Multiplying both sides of equation (7.2) by uivj , summing over i and j, and using the
definition of Ω we obtain
(7.4) Ω(u, v; zλ) = ωkl(x)
∂zλ
∂xk
∂zλ
∂xl
+ ωkl(y)
∂zλ
∂yk
∂zλ
∂yl
.
On the other hand, the following formulae are valid
∂zλ
∂xk
=
 ∞∑
j=1
yju
j
k( ∞∑
i=1
iyiu
i−1
)λ
=
[
y(u)
]k[
J(u)
]λ
,
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∂zλ
∂yk
=
 ∞∑
i=0
ixi
 ∞∑
j=1
yju
j
i−1 uk
( ∞∑
i=1
iyiu
i−1
)λ
+
 ∞∑
i=0
xi
 ∞∑
j=1
yju
j
i
 λ( ∞∑
i=1
iyiu
i−1
)λ−1
kuk−1
=x′(y(u))(J(u))λuk + λx(y(u))[J(u)]λ−1kuk−1
=z′(u)[J(u)]λ−1uk + λzλ(u)[J(u)]
−1kuk−1.
Therefore equation (7.4) takes the form
Ω(u, v; zλ) =Ω(y(u), y(v);x)(J(u))
λ(J(v))λ+
+ ωkl(y)
[
z′(u)(J(u))λ−1uk + λz(u)(J(u))λ−1kuk−1
]
×
×
[
z′(v)(J(v))λ−1vl + λz(v)(J(v))λ−1lvl−1
]
=Ω(y(u), y(v);x)(J(u))λ(J(v))λ + ωkl(y)z
′(u)(J(u))λ−1ukz′(v)(J(v))λ−1vl+
+ ωkl(y)λz(u)(J(u))
λ−1kuk−1z′(v)(J(v))λ−1vl+
+ ωkl(y)z
′(u)(J(u))λ−1ukλz(v)(J(v))λ−1lvl−1+
+ λ2ωkl(y)z(u)(J(u))
λ−1kuk−1z(v)(J(v))λ−1lvl−1
=Ω(y(u), y(v);x)(J(u))λ(J(v))λ +Ω(u, v; y)z′(u)(J(u))λ−1z′(v)(J(v))λ−1+
+ λ∂uΩ(u, v; y)z(u)(J(u))
λ−1z′(v)(J(v))λ−1+
+ λ∂vΩ(u, v; y)z
′(u)(J(u))λ−1z(v)(J(v))λ−1+
+ λ2∂2u,vΩ(u, v; y)z(u)(J(u))
λ−1z(v)(J(v))λ−1.
This concludes the proof of the Lemma. 
In the above formulae Ω is given by (cf. Sec. 4)
(7.5) Ω(u, v; y) = ϕ(u, v)y′(u)y′(v) − ϕ(y(u), y(v)),
where the function ϕ(u, v) satisfies the equation
(7.6) ϕ(u, v) [∂uϕ(w, u) + ∂vϕ(w, v)] + c.p. = 0.
In other words ϕ(u, v) is given by ϕ(u, v) = f(u)g(v)− f(v)g(u), (cf. Sec. 4.), where the functions
f and g satisfy the relation
(7.7) f ′(u)g(u)−f(u)g′(u) = αf ′(u)+βg′(u)
(
=⇒ f ′′(u)g(u)−f(u)g′′(u) = αf ′′(u)+βg′′(u)
)
.
Here, α and β are arbitrary constants.
Now we will describe a class of solutions of equation (7.3).
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Theorem 7.3. If ϕ(u, v) is defined by the equation (7.6) and Ω is defined by (7.5) one has the
following solution of (7.3):
(7.8)
Ω(u, v;x) = ϕ(u, v)x′(u)x′(v) + λ∂uϕ(u, v)x(u)x
′(v)+
+ λ∂vϕ(u, v)x
′(u)x(v) + λ2∂2u,vϕ(u, v)x(u)x(v).
Proof. Using formula (7.5) in the r.h.s. of equation (7.4) we obtain
r.h.s. = Ω(y(u), y(v);x)(J(u))λ(J(v))λ + ϕ(u, v)z′(u)z′(v)(J(u))λ(J(v))λ−
− ϕ(y(u), y(v))z′(u)z′(v)(J(u))λ−1(J(v))λ−1 + λ∂uϕ(u, v)zλ(u)z
′(v)(J(v))λ+
+ ϕ(u, v)z(u)z′(v)
[
(J(u))λ
]′
(J(v))λ − λ∂1ϕ(y(u), y(v))zλ(u)z
′(v)(J(v))λ−1+
+ λ∂vϕ(u, v)zλ(v)z
′(u)(J(u))λ + ϕ(u, v)z′(u)z(v)
[
(J(v))λ
]′
(J(u))λ−
− λ∂2ϕ(y(u), y(v))zλ(v)z
′(u)(J(u))λ−1 + λ2∂2u,vϕ(u, v)zλ(u)zλ(v)
+ λ∂uϕ(u, v)zλ(u)z(v)
[
(J(v))λ
]′
+ λ∂vϕ(u, v)zλ(v)z(u)
[
(J(u))λ
]′
+
+ ϕ(u, v)z(u)z(v)
[
(J(u))λ
]′[
(J(v))λ
]′
− λ2∂21,2ϕ(y(u), y(v))zλ(u)zλ(v).
We used above the formulae
∂uΩ(u, v; y) =∂uϕ(u, v)J(u)J(v) + ϕ(u, v)J
′(u)J(v)− ∂1ϕ(y(u), y(v))J(u), and
∂vΩ(u, v; y) =∂vϕ(u, v)J(u)J(v) + ϕ(u, v)J(u)J
′(v)− ∂2ϕ(y(u), y(v))J(v).
For the l.h.s. of equation (7.4) we have
l.h.s. =ϕ(u, v)z′λ(u)z
′
λ(v) + λ∂uϕ(u, v)zλ(u)z
′
λ(v)+
+ λ∂vϕ(u, v)z
′
λ(u)zλ(v) + λ
2∂2u,vϕ(u, v)zλ(u)zλ(v)
=ϕ(u, v)
{
z′(u)(J(u))λ + z(u)
[
(J(u))λ
]′}{
z′(v)(J(v))λ + z(v)
[
(J(v))λ
]′}
+
+ remaining terms
=ϕ(u, v)z′(u)z′(v)(J(u))λ(J(v))λ + ϕ(u, v)z′(u)z(v)(J(u))λ
[
(J(v))λ
]′
+
+ ϕ(u, v)z(u)z′(v)(J(v))λ
[
(J(u))λ
]′
+ ϕ(u, v)z(u)z(v)
[
(J(u))λ
]′ [
(J(v))λ
]′
+
+ λ∂uϕ(u, v)zλ(u)z
′(v)(J(v))λ + λ∂uϕ(u, v)zλ(u)z(v)
[
(J(v))λ
]′
+
+ λ∂vϕ(u, v)zλ(v)z
′(u)(J(u))λ + λ∂vϕ(u, v)zλ(v)z(u)
[
(J(u))λ
]′
+
+ λ2∂2u,vϕ(u, v)zλ(u)zλ(v).
On the other hand we also have
Ω(y(u), y(v);x)(J(u))λ(J(v))λ = ϕ(y(u), y(v))z′(u)z′(v)(J(u))λ−1(J(v))λ−1+
+ λ∂1ϕ(y(u), y(v))zλ(u)z
′(v)(J(v))λ−1+
+ λ∂2ϕ(y(u), y(v))zλ(v)z
′(u)(J(u))λ−1+
+ λ2∂21,2ϕ(y(u), y(v))zλ(u)zλ(v).
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After comparing the terms on the l.h.s. and the r.h.s. of equation (7.4) we obtain an identity.
This concludes the proof of the Theorem. 
Remark. Notice that for λ 6= 0 we can not have an inhomogeneous term of the form ϕ(x(u), x(v))
in (7.8). Had it been the case it would impose on ϕ(u, v) the condition of being a homogeneous
function of degree 1 in both arguments. In order to satisfy the equation (7.4) ϕ(u, v) must have the
property ϕ(zλ(u), zλ(v)) = ϕ(z(u)(J(u))
λ, z(v)(J(v))λ) = ϕ(z(u), z(v))(J(u))λ(J(v))λ). But since
ϕ(u, v) must be also antisymmetric it follows that the only function with these properties is ϕ = 0.
On the contrary, for λ = 0 we have a solution of (7.4) of the form
Ω(u, v;x) = ϕ(u, v)x′(u)x′(v)− ϕ(x(u), x(v)),
where the function ϕ has the property ϕ(u, v) = −ϕ(v, u). The Jacobi identity for Ω then implies
that ϕ must satisfy (7.6).
Next we come to the following remarkable fact.
Theorem 7.4. If ϕ(u, v) is defined by (7.6) then the solution (7.8) satisfies the Jacobi identity, thus
defining a class of Poisson structures on Vλ for which the action of G∞ on Vλ is a Poisson action.
Proof. We shall use again the bracket
{
X (u),X (v)
}
:=
∑∞
i,j=0{Xi,Xj}u
ivj introduced in Sec. 4.
Then we have
(7.9)
{
X (u),X (v)
}
=ϕ(u, v)X ′(u)X ′(v) + λ∂uϕ(u, v)X (u)X
′(v)+
+ λ∂vϕ(u, v)X
′(u)X (v) + λ2∂2u,vϕ(u, v)X (u)X (v),
as well as
∂u
{
X (u),X (v)
}
= ∂vϕ(u, v)X
′(u)X ′(v) + ϕ(u, v)X ′(u)X ′′(v)+
+λ2∂2u,vϕ(u, v)X (u)X
′(v)+λ∂uϕ(u, v)X (u)X
′′(v)+λ∂2vϕ(u, v)X
′(u)X (v)+λ∂vϕ(u, v)X
′(u)X ′(v)+
+ λ2∂3u,v2ϕ(u, v)X (u)X (v) + λ
2∂2u,vϕ(u, v)X (u)X
′(v).
The Jacobi identity
{
X (w),
{
X (u),X (v)
}}
+ c.p. = 0 is equivalent to the following equation:
A+ B + C +D = 0. Here,
A =ϕ(u, v)
{
X (w),X ′(u)X ′(v)
}
+ c.p.
=ϕ(u, v)
[
∂u
{
X (w),X (u)
}
X ′(v) + ∂v
{
X (w),X (v)
}
X ′(u)
]
+ c.p.
B =λ∂uϕ(u, v)
{
X (w),X (u)X ′(v)
}
+ c.p.
=λ∂uϕ(u, v)
[{
X (w),X (u)
}
X (v) + ∂v
{
X (w),X (v)
}
X (u)
]
+ c.p.
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C =λ∂vϕ(u, v)
{
X (w),X ′(u)X (v)
}
+ c.p.
=λ∂vϕ(u, v)
[
∂u
{
X (w),X (u)
}
X (v) +
{
X (w),X (v)
}
X ′(u)
]
+ c.p.
D =λ2∂2u,vϕ(u, v)
{
X (w),X (u)X (v)
}
+ c.p.
=λ2∂2u,vϕ(u, v)
[{
X (w),X (u)
}
X (v) +
{
X (w),X (v)
}
X (u)
]
+ c.p.
For the expressions in the square brackets for each term we therefore obtain
A′ =∂uϕ(w, u)X
′(w)X ′(u)X ′(v) + ϕ(w, u)X ′(w)X ′′(u)X ′(v)+
+ λ∂2w,uϕ(w, u)X (w)X
′(u)X ′(v) + λ∂wϕ(w, u)X (w)X
′′(u)X ′(v)+
+ λ∂2uϕ(w, u)X
′(w)X (u)X ′(v) + λ∂uϕ(w, u)X
′(w)X ′(u)X ′(v)+
+ λ2∂3w,u2ϕ(w, u)X (w)X (u)X
′(v) + λ2∂2w,uϕ(w, u)X (w)X
′(u)X ′(v)+
+ ∂vϕ(w, v)X
′(w)X ′(u)X ′(v) + ϕ(w, v)X ′(w)X ′(u)X ′′(v)+
+ λ∂2w,vϕ(w, v)X (w)X
′(u)X ′(v) + λ∂wϕ(w, v)X (w)X
′(u)X ′′(v)+
+ λ∂2vϕ(w, v)X
′(w)X ′(u)X (v) + λ∂vϕ(w, v)X
′(w)X ′(u)X ′(v)+
+ λ2∂3w,v2ϕ(w, v)X (w)X
′(u)X (v) + λ2∂2w,vϕ(w, v)X (w)X
′(u)X ′(v),
B′ =ϕ(w, u)X ′(w)X ′(u)X ′(v) + λ∂wϕ(w, u)X (w)X
′(u)X ′(v)+
+ λ∂uϕ(w, u)X
′(w)X (u)X ′(v) + λ2∂2w,uϕ(w, u)X (w)X (u)X
′(v)+
+ ∂vϕ(w, v)X
′(w)X (u)X ′(v) + ϕ(w, v)X ′(w)X (u)X ′′(v)+
+ λ∂2w,vϕ(w, v)X (w)X (u)X
′(v) + λ∂wϕ(w, v)X (w)X (u)X
′′(v)+
+ λ∂2vϕ(w, v)X
′(w)X (u)X (v) + λ∂vϕ(w, v)X
′(w)X (u)X ′(v)+
+ λ2∂3w,v2ϕ(w, v)X (w)X (u)X (v) + λ
2∂2w,vϕ(w, v)X (w)X (u)X
′(v),
C′ =∂uϕ(w, u)X
′(w)X ′(u)X (v) + ϕ(w, u)X ′(w)X ′′(u)X (v)+
+ λ∂2w,uϕ(w, u)X (w)X
′(u)X (v) + λ∂wϕ(w, u)X (w)X
′′(u)X (v)+
+ λ∂2uϕ(w, u)X
′(w)X (u)X (v) + λ∂uϕ(w, u)X
′(w)X ′(u)X (v)+
+ λ2∂3w,u2ϕ(w, u)X (w)X (u)X (v) + λ
2∂2w,uϕ(w, u)X (w)X
′(u)X (v)+
+ ϕ(w, v)X ′(w)X ′(u)X ′(v) + λ∂wϕ(w, v)X (w)X
′(u)X ′(v)+
+ λ∂2w,vϕ(w, v)X (w)X
′(u)X (v) + λ∂vϕ(w, v)X
′(w)X ′(u)X (v),
D′ =ϕ(w, u)X ′(w)X ′(u)X (v) + λ∂wϕ(w, u)X (w)X
′(u)X (v)+
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+ λ∂uϕ(w, u)X
′(w)X (u)X (v) + λ2∂2w,uϕ(w, u)X (w)X (u)X (v)+
+ ϕ(w, v)X ′(w)X (u)X ′(v) + λ∂wϕ(w, v)X (w)X (u)X
′(v)+
+ λ∂vϕ(w, v)X
′(w)X (u)X (v) + λ2∂2w,vϕ(w, u)X (w)X (u)X (v).
As a result we will study the four terms in the Jacobi identity written as
A = ϕ(u, v)A′ + c.p. B = λ∂uϕ(u, v)B
′ + c.p.
C = λ∂vϕ(u, v)C
′ + c.p. D = λ2∂2u,vϕ(u, v)D
′ + c.p.
We split the analysis of the Jacobi identity into seven steps (A)-(G).
(A) Terms of the form X ′X ′X ′. From them we obtain (after cyclicly permuting the arguments of
some of them): {
ϕ(u, v)
[
∂uϕ(w, u) + ∂vϕ(w, v)
]
+ c.p.
}
X ′(w)X ′(u)X ′(v).
But from (7.6) it follows that the above term is zero.
(B) Terms of the form XX ′′X ′ cancel each other out after cyclic permutation.
(C) Terms of the form XX ′′X cancel each other out after cyclic permutation.
(D) Terms of the form XXX give
λ3
[
∂uϕ(u, v)∂
3
w,v2ϕ(w, v) + ∂vϕ(u, v)∂
3
w,u2ϕ(w, u) + c.p.
]
X (w)X (u)X (v)+
+ λ4
[
∂2u,vϕ(u, v)
(
∂2w,uϕ(w, u) + ∂
2
w,vϕ(w, v)
)
+ c.p.
]
X (w)X (u)X (v).
Since ϕ(u, v) is a solution of (7.6) the results obtained in Ch. VI showed that ϕ(u, v) = f(u)g(v)−
f(v)g(u), where f and g satisfy (7.7). Therefore the λ3-term becomes
λ3
{[
f ′(u)g(v)− f(v)g′(u)
][
f ′(w)g′′(v)− f ′′(v)g′(w)
]
+
+
[
f(u)g′(v)− f ′(v)g(u)
][
f ′(w)g′′(u)− f ′′(u)g′(w)
]
+ c.p.
}
X (w)X (u)X (v),
and the λ4-term assumes the form
λ4
{[
f ′(u)g′(v)− f ′(v)g′(u)
]
×
×
[
f ′(w)g′(u)− f ′(u)g′(w) + f ′(w)g′(v)− f ′(v)g′(w)
]
+ c.p.
}
X (w)X (u)X (v).
Using the identities f ′(u)g(u) − f(u)g′(u) = αf ′(u) + βg′(u)
(
=⇒ f ′′(u)g(u) − f(u)g′′(u) =
αf ′′(u) + βg′′(u)
)
one easily shows that both terms proportional to λ3 and λ4 respectively are
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identically zero.
(E) Terms of the form XXX ′ give
λ2
[
ϕ(u, v)∂3w,u2ϕ(w, u) + ϕ(v, w)∂
3
u,w2ϕ(u,w)+
+ ∂uϕ(u, v)∂
2
w,vϕ(w, v) + ∂wϕ(w, u)∂
2
uϕ(v, u)
+ ∂uϕ(w, u)∂
2
wϕ(v, w) + ∂wϕ(v, w)∂
2
u,vϕ(u, v)
]
X (w)X (u)X ′(v) + c.p.
The expression in the square brackets becomes identically zero after using (7.7) in a similar way as
in (D). Also we have a term proportional to λ3 which reads
λ3
[
∂uϕ(u, v)∂
2
w,uϕ(w, u) + ∂uϕ(u, v)∂
2
w,vϕ(w, v)+
+ ∂wϕ(v, w)∂
2
u,vϕ(u, v) + ∂wϕ(v, w)∂
2
u,wϕ(u,w)+
+ ∂wϕ(v, w)∂
2
w,uϕ(w, u) + ∂uϕ(u, v)∂
2
v,wϕ(v, w)+
+ ∂wϕ(w, v)∂
2
u,vϕ(u, v) + ∂uϕ(v, u)∂
2
w,uϕ(w, u)
]
X (w)X (u)X ′(v) + c.p.,
which is identically zero.
(F) Terms of the form XX ′X ′ give
λ
[
ϕ(u, v)∂2w,uϕ(w, u) + ϕ(w, u)∂
2
wϕ(v, w)+
+ ϕ(u, v)∂2w,vϕ(w, v) + ϕ(v, w)∂
2
wϕ(u,w)+
+ ∂wϕ(w, u)∂uϕ(v, u) + ∂wϕ(v, w)∂vϕ(u, v)
]
X (w)X ′(u)X ′(v) + c.p.
The expression in the square brackets can be shown to be identically zero after using (7.7) in a
similar way as in (D) and (E).
The other two terms of the same form are
λ2
[
ϕ(u, v)∂2w,uϕ(w, u) + ϕ(u, v)∂
2
w,vϕ(w, v)+
+ ϕ(v, u)∂2w,uϕ(w, u) + ϕ(u, v)∂
2
w,vϕ(v, w)
]
X (w)X ′(u)X ′(v) + c.p.,
which is identically zero, and
λ2
[
∂wϕ(w, u)∂uϕ(u, v) + ∂wϕ(w, u)∂wϕ(v, w)+
+ ∂wϕ(w, u)∂uϕ(v, u) + ∂wϕ(v, w)∂vϕ(u, v)+
+ ∂vϕ(u, v)∂wϕ(w, v) + ∂wϕ(v, w)∂wϕ(u,w)
]
X (w)X ′(u)X ′(v) + c.p.,
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which is again identically zero.
(G) Terms of the form X ′X ′′X ′ cancel each other.
Thus all terms have been covered and the proof of Theorem 7.4 is completed. 
The consequence of Theorem 7.3 and Theorem 7.4 is that for each Poisson-Lie structure on G∞
defined by a function ϕ satisfying the equation (7.6) there exists a Poisson structure on Vλ for which
the action of G∞ is Poisson. Thus we obtain a series of representations Vϕ,λ of the Poisson-Lie group
G∞ in the Poisson spaces Vλ.
8. Quantization
This section is devoted to the quantization of some of the Poisson-Lie structures on the group
G∞ restricted to the finite dimensional factor-groups Gn. We shall construct explicitly families
of finitely generated quantum (semi)groups. Their quasi-classical limits are the finite-dimensional
Poisson-Lie groups endowed with Poisson-Lie structures, which are restrictions of the Poisson-Lie
structures on the group G∞, belonging to the countable family obtained by Theorem 4.4. This
means that we shall consider factor-groups Gn = G∞mod{un+1}, for n ≥ 5 (cf. Sec. 2). In this
aproach to quantization we shall start from the quasi-classical limits, i.e., the corresponding Poisson-
Lie groups, and reconstruct from this data their quantum counterparts. This quantization procedure
is a deformation quantization of the Poisson algebra A of C∞ functions on the corresponding finite-
dimensional Poisson-Lie groups to a non-commutative non-cocommutative bialgebra Ah such that
Ah/hAh ∼= A. The second postulate of quantization requires that the deformation be ‘flat’, i.e., the
dimension of Ah as a k[[h]]-module, for a field k of characteristic zero, be the same as the dimension
of A as a k-module. For the general philosophy underlying the method we refer the reader to [D2].
(i) Let X = {xi}i∈N be a set of indeterminates. Let us introduce a grading on the algebra
k[X ], where k denotes the ground field (assumed to be of characteristic zero), by assigning a degree
(denoted | |) to each of the generators xi of k[X ] by the following definition:
(8.1) |xi| = i− 1, for every i ∈ N.
We extend it on monomials by |AB| = |A|+ |B|, for every two monomials A,B.
As we have mentioned above, in this section we shall be concerned with the quantization problem
for the countable family of Poisson-Lie structures on the group G∞, found in Sec. 4, the formulae
for which we now recall:
(8.2)
{xi, xj} =(i− d)jxjxi−d − i(j − d)xixj−d
+ xi
∑(∑
d+1
k=1
sk
)
=j
xs1 . . . xsd+1 − xj
∑(∑
d+1
k=1
sk
)
=i
xs1 . . . xsd+1 , for all d ∈ N.
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It is clear from the right hand side of (8.2) that for each d ∈ N the degree of the bracket {xi, xj} is
given by
(8.3) |{xi, xj}| = |xi|+ |xj | − d = i+ j − d− 2.
(ii) Let X = {xi}i∈N be a set of indeterminates and let 〈X〉 be a free associative semigroup with
identity on X . Let k[[h]]〈X〉 be the semigroup algebra of 〈X〉 over the ring of formal power series
k[[h]] in the parameter h. Here k is assumed to be a field of characteristic zero. Consider the set of
relations
(8.4) Rh = {xixj − xjxi = fij|h(x) | i, j ∈ N}
where fij|h(x) are polynomials in xi with coefficients in k[[h]], such that fij|0 = 0. Let Ih be the
ideal generated by Rh. Define Ah := k[[h]]〈X〉/Ih, and define a grading on k〈X〉 as was done in (i).
The following is the first postulate of quantization. As explained earlier we require that
Ah/hAh ∼= k〈X〉, i.e.,
(8.5)
[
xi, xj
]
= h{xi, xj}+O(h
2).
Here [xi, xj ] = xixj − xjxi, and the product is the product in Ah. In other words we would like
to recover the Poisson-Lie bracket on G∞ (or the factor groups Gn = G∞mod u
n+1) in the quasi-
classical limit h→ 0. This also means that for h→ 0 we should have
(8.6) fij|h(x) = h{xi, xj}+O(h
2).
After computing the degree of the right hand side of the above equality |h{xi, xj}| = |h|+|{xi, xj}| =
|h|+ i + j − d− 2, we deduce that for each d ∈ N the parameter h must have degree |h| = d, since
|[xi, xj ]| = i+ j − 2.
(iii) Consider the semigroup algebra k[[h]]〈X〉 of 〈X〉 over the ring k[[h]]. For each d ∈ N
consider the set of relations
(8.7) Rdh = {xixj = xjxi + f
d
ij|h(x) | i < j for i, j ∈ N}
where fdij|h(x) ∈ k[[h]]〈X〉 are linear combinations of monomials h
nxn1i1 . . . x
nk
ik
such that i1 > . . . > ik
and nd+
∑k
s=1 ns(is − 1) = i+ j − d− 2. We shall say that these monomials are in canonical form.
Thus fdij|h(x) are linear combinations of monomials in canonical form. Recall the following definition.
Definition 8.1. The semigroup algebra k[[h]]〈X〉 has a Poincare´-Birkhoff-Witt (PBW) property if
every monomial A ∈ 〈X〉 can be reduced to a unique expression as a linear combination of monomials
in canonical form using the set of relations (8.7) independently of the choice of a reduction procedure.
We shall use a version of the result known as the Diamond Lemma [Be], applicable here, which
allows us to prove the PBW property, by only proving it for the monomials with so called ‘overlap’
ambiguities [Be].
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Definition 8.2. For each d ∈ N a quantum semigroup Gd∞|h is defined as follows. As a ‘quantum
space’ Gd∞|h is defined by its factor semigroup algebra A
d
h := k[[h]]〈X〉/I
d
h, where I
d
h ⊂ k[[h]]〈X〉
is the ideal generated by the set of relations (8.7), and we require that in the quasi-classical limit[
xi, xj
]
= h{xi, xj}+ O(h2), one obtains the Poisson algebra of functions on the Poisson-Lie group
Gd∞ defined by (8.2). The multiplication of formal power series in one variable under the operation
of substitution (xy) (u) = x (y(u)) , where x(u) =
∑∞
i=1 xiu
i, and y(u) =
∑∞
i=1 yiu
i, gives rise to a
comultiplication map ∆: Adh → A
d
h ⊗A
d
h, which is defined on the generators by
∆(xn) =
n∑
i=1
xi ⊗
∑∑
i
α=1
jα=n
xj1 . . . xji , n ∈ N,
and is required to be an algebra homomorphism. Also one defines a counit map c : Adh → k[[h]] by
c(xi) = δ
1
i , i ∈ N.
All tensor products are over k[[h]]. This endows Adh with a structure of a bialgebra and the quantum
semigroup Gd∞|h is defined to be the bialgebra A
d
h, if in addition k[[h]]〈X〉 has the PBW basis
described above.
Does such an object exist? We do not know yet. However, if we consider the Poisson-Lie factor
groups Gdn = G
d
∞mod{u
n+1}, for n ≥ 5, then there exist quantum objects that satisfy the above
definition for small values of d, d ≤ 5, and whose quasi-classical limits are the Poisson-Lie groups Gdn.
The definition of the finitely generated quantum semigroups Gdn|h is the same as the definition above
with Idh being an ideal generated by a finite set of relations R
d
h. Their defining semigroup algebras
turn out to have other interesting properties. We shall describe in more detail the construction
of the quantum semigroup G25|h, while omitting parts of the construction that consist of lengthy
and tedious calculations, and we shall state the results for the quantum semigroups G14|h and G
3
5|h
without entering into the details of the calculations. The construction of the last two mimics exactly
the construction of G25|h.
Let G25 = G
2
∞mod{u
n+1}, for n ≥ 5, be the finite dimensional (dim = 5, d = 2) Poisson-Lie
group with a Poisson-Lie structure defined by
(8.10)
{xi, xj} =(i− 2)jxjxi−2 − i(j − 2)xixj−2
+ xi
∑
s1+s2+s3=j
xs1xs2xs3 − xj
∑
s1+s2+s3=i
xs1xs2xs3 .
The above formulae are obtained from (8.2) with d = 2, and we adopt the convention that xi = 0
whenever i < 1. In more detail we have
{x1, x2} = 0,
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{x1, x3} = −x
2
1 + x
4
1,
{x2, x3} = x2(x
3
1 − 2x1),
{x1, x4} = x2(3x
3
1 − 2x1),
{x2, x4} = x
2
2(3x
3
1 − 4),
{x3, x4} = x4(4x1 − x
3
1) + x3x2(3x
2
1 − 6),(8.11)
{x1, x5} = x3(3x
3
1 − 3x1) + 3x
2
2x
2
1,
{x2, x5} = 3x
3
2x1 + x3x2(3x
2
1 − 6),
{x3, x5} = x5(5x1 − x
3
1) + x
2
3(3x
2
1 − 9) + 3x3x
2
2x1,
{x4, x5} = x5x2(10− 3x
2
1) + x4x3(3x
2
1 − 12) + 3x4x
2
2x1.
Theorem 8.3. Let X = {xi}1≤i≤5 be a set of indeterminatesand let 〈X〉 be the associative semi-
group with identity generated by X. Consider an ideal I2h generated by the set of relations R
2
h in
k[[h]]〈X〉
x1x2 = x2x1
x1x3 = x3x1 + h(−x
2
1 + x
4
1)
x2x3 = x3x2 + hx2(x
3
1 − 2x1)
x1x4 = x4x1 + hx2(3x
3
1 − 2x1)
x2x4 = x4x2 + hx
2
2(3x
3
1 − 4)
x3x4 = x4x3 + h[x4(4x1 − x
3
1) + x3x2(3x
2
1 − 6)]
+ 2h2x2x1(8.12)
x1x5 = x5x1 + h[x3(3x
3
1 − 3x1) + 3x
2
2x
2
1]
+ h2(−6x41 +
9
2
x61 +
3
2
x21)
x2x5 = x5x2 + h[3x
3
2x1 + x3x2(3x
2
1 − 6)]
+ h2x2(6x1 − 9x
3
1 +
9
2
x51)
x3x5 = x5x3 + h[x5(5x1 − x
3
1) + x
2
3(3x
2
1 − 9) + 3x3x
2
2x1]
+ h2x3(−
15
2
x1 + 6x
3
1 +
3
2
x51)
+ h3C(x81 − x
2
1)
x4x5 = x5x4 + h[x5x2(10− 3x
2
1) + x4x3(3x
2
1 − 12) + 3x4x
2
2x1]
+ h2
[
x4(−24x1 + 9x
3
1 +
3
2
x51) + 6x3x2
]
+ h3x2
[
−(6 + 2C)x1 + 3Cx
7
1
]
,
where C ∈ k is an arbitrary parameter. Then the semigroup factor algebra k[[h]]〈X〉/I2h defines
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a quantum semigroup G25|h in the sense of Definition 8.2 with a comultiplication defined by (8.8).
Namely,
∆x1 = x1 ⊗ x1
∆x2 = x1 ⊗ x2 + x2 ⊗ x
2
1
∆x3 = x1 ⊗ x3 + x2 ⊗ x1x2 + x2 ⊗ x2x1 + x3 ⊗ x
3
1
∆x4 = x1 ⊗ x4 + x2 ⊗ x1x3 + x2 ⊗ x
2
2 + x2 ⊗ x3x1 + x3 ⊗ x
2
1x2 + x3 ⊗ x1x2x1 + x3 ⊗ x2x
2
1 + x4 ⊗ x
4
1
∆x5 = x1 ⊗ x5 + x2 ⊗ x1x4 + x2 ⊗ x2x3 + x2 ⊗ x3x2 + x2x4x1 + x3x
2
1x3
+ x3 ⊗ x1x
2
2 + x3 ⊗ x1x3x1 + x3 ⊗ x2x1x2 + x3 ⊗ x
2
2x1 + x3 ⊗ x3x
2
1 + x4 ⊗ x
3
1x2
+ x4 ⊗ x
2
1x2x1 + x4 ⊗ x1x2x
2
1 + x4 ⊗ x2x
3
1 + x5 ⊗ x
4
1.
(8.13)
Moreover the semigroup algebra k[[h]]〈X〉 has the Poincare´-Birkhoff-Witt property.
Proof. The proof is constructive. We look for a set of relations R2h in k[[h]]〈X〉 in the following form
x1x2 = x2x1
x1x3 = x3x1 + h(−x
2
1 + x
4
1)
x2x3 = x3x2 + hx2(x
3
1 − 2x1)
x1x4 = x4x1 + hx2(3x
3
1 − 2x1)
x2x4 = x4x2 + hx
2
2(3x
3
1 − 4) + h
2f1(x1)
x3x4 = x4x3 + h[x4(4x1 − x
3
1) + x3x2(3x
2
1 − 6)]
+ h2x2f2(x1)
x1x5 = x5x1 + h[x3(3x
3
1 − 3x1) + 3x
2
2x
2
1]
+ h2f3(x1)
x2x5 = x5x2 + h[x3x2(3x
2
1 − 6) + 3x
3
2x1]
+ h2x2f4(x1)
x3x5 = x5x3 + h[x5(5x1 − x
3
1) + x
2
3(3x
2
1 − 9) + 3x3x
2
2x1]
+ h2
[
x3f5(x1) + x
2
2f6(x1)
]
+ h3f7(x1)
x4x5 = x5x4 + h[x5x2(10− 3x
2
1) + x4x3(3x
2
1 − 12) + 3x4x
2
2x1]
+ h2
[
x4f8(x1) + x3x2f9(x1) + x
3
2f10(x1)
]
+ h3x2f11(x1),(8.14)
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where {fi(x)}1≤i≤11 is a set of arbitrary polynomials. Since the degree of h is |h| = 2 and the degree
of x1 is |x1| = 0 this is the most general form of the set of relations that one can have, such that
their quasi-classical limit gives the Poisson-Lie structure on G25.
We now require k[[h]]〈X〉/I2h to be a bialgebra, i.e., that ∆ be an algebra homomorphism. This
leads to some restrictions on the polynomials fi(x). Using the formulae for comultiplication (8.13)
one can see that the first four relations are compatible with the coalgebra structure. One obtains
functional equations for fi(x) from the remaining six relations after a reduction to a canonical form.
We shall analyse first the equations that arise from terms of order h2.
(a) The compatibility with comultiplication induces that
∆(x2x4) = ∆(x4x2) + h(−4∆x
2
2 + 3∆(x
2
2x
2
1)) + h
2f1(∆x1).
After reducing both sides of this relation to a canonical form, using the comultiplication formulae
(8.13), we obtain the following linear functional equation for f1(x): −f1(x1⊗x1)+x21⊗f1(x1)+x
6
1⊗
f1(x1) = 0. From now on since all equations for the unknowns fi will depend only on the variable
x1 we shall use the notation x := x1. Therefore we have
(8.15) −f1(x⊗ x) + x
2 ⊗ f1(x) + x
6 ⊗ f1(x) = 0.
The most general solution of the above equation is
(8.16) f1(x) = C1(x
6 − x2),
where C1 ∈ k is an arbitrary constant. There are no terms of higher order in h that arise in the
analysis of this relation. We move on to the next.
(b) Again after reducing to a canonical form both sides of
∆(x3x4) = ∆(x4x3) + h(∆(4x4x1)−∆(x4x
3
1)−∆(6x3x2) + ∆(3x3x2x
2
1)) + h
2∆(x2f2(x1))
we obtain two equations. One of them arises from a term proportional to x2 ⊗ 1, i.e., we have a
term of the form
(x2 ⊗ 1)
[
−f2(x1 ⊗ x1) + (2 − 2C1)x1 ⊗ x1 + f2(x1)⊗ x
5
1 + (−2 + 2C1)x1 ⊗ x
5
1
]
,
which does not cancel. It leads to the equation
(8.17) −f2(x⊗ x) + (2 − 2C1)x⊗ x+ f2(x)⊗ x
5 + (−2 + 2C1)x ⊗ x
5 = 0.
The term proportional to 1⊗ x2 leads to
(8.18) −f2(x⊗ x) + x⊗ f2(x) − 2C1x⊗ x
5 + 2C1x
5 ⊗ x5 = 0.
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Solving (8.17) and (8.18) together we obtain
(8.19) f2(x) = (2− 2C1)x + 2C1x
5.
There are no terms of higher order in h arising from this relation.
At this stage of the calculation we check whether the PBW property is satisfied in the subalgebra
of k[[h]]〈X〉 generated by the set {x1, x2, x3, x4} and subject to the first six relations of (8.14). By
direct calculation, using the Diamond Lemma, one shows that the monomial x2x3x4 can be reduced
to a unique canonical form if and only if C1 = 0. The other possible monomials of three variables
have a unique canonical form. Therefore we obtain that
(8.20) f1(x) = 0 and f2(x) = 2x.
(c) From the next relation one has
∆(x1x5) = ∆(x5x1) + h(−3∆(x3x1) + 3∆(x
2
2x
2
1) + 3∆(x3x
3
1)) + h
2f3(∆x1),
after a reduction to a canonical one is lead to the equation
(8.21) −f3(x⊗ x) + x
2 ⊗ f3(x) + 6x
2 ⊗ x4 + x6 ⊗ f3(x)− 6x
4 ⊗ x4 − 6x2 ⊗ x6 + 6x4 ⊗ x6 = 0.
The most general solution of the above equation is given by
(8.22) f3(x) = 6x
2 − 6x4 + C2(x
6 − x2),
where C2 ∈ k is an arbitrary constant. There are no terms of order h3 or higher that arise after the
reduction to a canonical form of the above relation.
(d) The analysis of the next relation
∆(x2x5) = ∆(x5x2) + h(−6∆(x3x2) + 3∆(x
3
2x1) + 3∆(x3x2x
2
1)) + h
2∆(x2f4(x1))
leads to two equations. The first one is
(8.23) −f4(x⊗ x) + (15− 2C2)x⊗ x+ f4(x)⊗ x
5 − 9x3 ⊗ x3 + (−15+ 2C2)x⊗ x
5 + 9x3 ⊗ x5 = 0,
and comes from a term proportional to h2x2⊗1. The second equation comes from a term proportional
to h2(1⊗ x2) and reads
(8.24) −f4(x ⊗ x) + x⊗ f4(x) + 9x⊗ x
3 − 9x3 ⊗ x3 − C2x⊗ x
5 + C2x
5 ⊗ x5 = 0.
Solving together (8.23) and (8.24) one obtains
(8.25) f4(x) = (15− 2C2)x− 9x
3 + C2x
5.
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There are no terms of higher order in h that do not cancel after the reduction to a canonical form.
(e) We move on to the next relation which gives
∆(x3x5) = ∆(x5x3) + h∆(5x5x1 − 9x
2
3 + 3x3x
2
2x1 + 3x
2
3x
2
1 − x5x
3
1)
+ h2∆
[
x3f5(x1) + x
2
2f6(x1)
]
+ h3∆f7(x1).
Terms of order h2 give rise to five functional equations which we now describe.
(i) A term proportional to x3 ⊗ 1 gives rise to
(8.26) −f5(x⊗ x) + (6− 3C2)x⊗ x+ f5(x)⊗ x
5 + 6x3 ⊗ x3 − 6x3 ⊗ x5 + (−6 + 3C2)x⊗ x
5 = 0,
and a term prortional to 1⊗ x3 gives rise to the equation
(8.27) −f5(x⊗ x) + x⊗ f5(x)− 6x⊗ x
3 + 6x3 ⊗ x3 + (3− C2)x⊗ x
5 + (−3 + C2)x
5 ⊗ x5 = 0.
Solving (8.26) and (8.27) together we obtain for f5,
(8.28) f5(x) = (6− 3C2)x+ 6x
3 + (−3 + C2)x
5.
(ii) Terms proportional to x22 ⊗ 1 and 1⊗ x
2
2 give rise to another two functional equations:
−f6(x⊗ x) + x
4 ⊗ f6(x) = 0, and(8.29)
−f6(x⊗ x) + 1⊗ f6(x) = 0(8.30)
respectively. The only solution that satisfies both (8.28) and (8.29) is
(8.31) f6(x) = 0.
(iii) The last term from the terms of order h2 is a term proportional to x2 ⊗ x2 which gives rise to
the following equation for f5 and f6:
(8.32) −2f5(x⊗ x) + (12− 6C2)x ⊗ x− 2(x⊗ x)f6(x⊗ x) + 12x
3 ⊗ x3 + (−6 + 2C2)x
5 ⊗ x5 = 0.
After substituting the solutions (8.25) and (8.31) into (8.32) we obtain that it is satisfied identically.
There is one term of order h3 that arises which gives rise to
(8.33) x2 ⊗ f7(x) + f7(x)⊗ x
8 − f7(x ⊗ x) = 0.
The most general solution of (8.33) is given by
(8.34) f7(x) = C3(x
8 − x2),
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where C3 ∈ k is an arbitrary constant. No terms of higher order in h arise.
(f) The last relation to be analyzed is
∆(x4x5) = ∆(x5x4) + h∆(10x5x2 − 12x4x3 + 3x4x
2
2x1 + 3x4x3x
2
1 − 3x5x2x
2
1)
+ h2∆
[
x4f8(x1) + x3x2f9(x1) + x
3
2f10(x1)
]
+ h3∆(x2f11(x1)).
After reducing to a canonical form both sides of the above relation we obtain ten terms of order h2
that do not cancel and two terms of order h3. We analyze first the terms of order h2.
(i) Two terms proportional to x4 ⊗ 1 and 1⊗ x4 give rise to the following two equations
−f8(x⊗ x) + (−6− 4C2)x ⊗ x+ f8(x) ⊗ x
5 + 9x3 ⊗ x3 + (6 + 4C2)x ⊗ x
5 − 9x3 ⊗ x5 = 0,
(8.35)
−f8(x⊗ y) + x⊗ f8(y)− 9x⊗ y
3 + 9x3 ⊗ y3 + (3− C2)x⊗ y
5 + (−3 + C2)x
5 ⊗ y5 = 0.
(8.36)
The most general solution of (8.35) and (8.36) is
(8.37) f8(x) = (−6− 4C2)x+ 9x
3 + (−3 + C2)x
5.
(ii) Terms proportional to x3x2 ⊗ 1 and 1⊗ x3x2 give rise to the equations
6(1⊗ 1)− f9(x⊗ x)− 6(1⊗ x
4) + f9(x) ⊗ x
4 = 0,(8.38)
−f9(x⊗ x) + 1⊗ f9(x) = 0.(8.39)
The solution of the system (8.38) and (8.39) is
(8.40) f9(x) = 6.
(iii) A term proportional to x3 ⊗ x2 gives rise to
(8.41) −3f8(x⊗ x) + (−12− 12C2)x⊗ x− (x⊗ x)f9(x⊗ x) + 27x
3 ⊗ x3 + (−9 + 3C2)x
5 ⊗ x5 = 0.
After substituting (8.37) and (8.40) into (8.41) it yields an identity. Similarly the term proportional
to x2 ⊗ x3 leads to an identity.
(iv) Two terms proportional to x32 ⊗ 1 and 1⊗ x
3
2 lead to the equations
−f10(x⊗ x) + f10(x) ⊗ x
3 = 0,(8.42)
1⊗ f10(x) − (x⊗ 1)f10(x⊗ x) = 0.(8.43)
The only solution of (8.42) and (8.43) solved together is
(8.44) f10(x) = 0.
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(v) The terms proportional to x2 ⊗ x22 and x
2
2 ⊗ x2 give rise to
(8.45)
−f8(x⊗x)+(6−4C2)x⊗x−2(x⊗x)f9(x⊗x)−3(x
2⊗x2)f10(x⊗x)+9x
3⊗x3+(−3+C2)x
5⊗x5 = 0,
and
(8.46) 12(1⊗ 1)− 2f9(x⊗ x)− 3(x⊗ x)f10(x⊗ x) = 0
which are identically satisfied. This becomes obvious after substituting (8.37), (8.40) and (8.44) into
(8.45) and (8.46).
The two terms of order h3 are proportional to x2 ⊗ 1 and 1⊗ x2 and give rise to
−f11(x⊗ x) + (3 − 2C2 − 2C3)x ⊗ x+ f11(x) ⊗ x+ (−3 + 2C2 + 2C3)x ⊗ x
7 = 0,
(8.47)
−f11(x ⊗ x) + x⊗ f11(x)− 3C3x⊗ x
7 + 3C3x
7 ⊗ x7 = 0(8.48)
respectively. The most general solution of (8.47) and (8.48) is
(8.49) f11(x) = (3− 2C2 − 2C3)x+ 3C3x
7.
We need one last step in order to complete the construction. We would like to find whether the
so obtained set of relations define an algebra with the PBW property. After lengthy and tedious
calculation one shows that the requirement that the monomials x1x3x5, x1x4x5, x2x4x5, and x3x4x5
can be reduced to a unique canonical form imposes the following single equation on the arbitrary
constant C2:
(8.50) −9 + 2C2 = 0.
The monomial x1x2x5 is reducible to a canonical form without imposing any conditions. Thus
C2 =
9
2 . If we introduce C := C3 we obtain the statement of the Theorem. This concludes the
proof. 
Remark. Notice that our construction yields a one-parameter family of quantum semigroups G
2|C
5|h
parametrized by the parameter C. The following theorem will describe a family of quantum semi-
groups parametrized by even more parameters.
Let G14 = G
1
∞mod{u
n+1}, for n ≥ 4, be the finite dimensional (dim = 4, d = 1) Poisson-Lie
group with a Poisson-Lie structure defined by
(8.51)
{xi, xj} =(i− 1)jxjxi−1 − i(j − 1)xixj−1
+ xi
∑
s1+s2=j
xs1xs2 − xj
∑
s1+s2=i
xs1xs2 .
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The above formulae are obtained from (8.2) with d = 1. Writing them explicitly we have
{x1, x2} =x
3
1 − x
2
1
{x1, x3} =2x2(x
2
1 − x1)
{x2, x3} =(3x1 − x
2
1)x3 + x
2
2(2x1 − 4)
{x1, x4} =x3(2x
2
1 − 3x1) + x
2
2x1(8.52)
{x2, x4} =x4(4x1 − x
2
1) + x3x2(2x1 − 6)
{x3, x4} =x4x2(8 − 2x1) + x3x
2
2 + x
2
3(2x1 − 9).
Theorem 8.4. Let X = {xi}1≤i≤4 be a set of indeterminates and let 〈X〉 be the associative semi-
group with identity generated by X. Consider an ideal I1h generated by the set of relations R
1
h in
k[[h]]〈X〉
x1x2 = x2x1+h(x
3
1 − x
2
1)
x1x3 = x3x1+h(2x2x
2
1 − 2x2x1)
+h2(2x41 − 3x
3
1 + x
2
1)
x2x3 = x3x2+h(3x3x1 − x3x
2
1 + 2x
2
2x1 − 4x
2
2)
+h2(3x2x
2
1 − 3x2x1)
+h3(2− 2C3)(x
5
1 − x
2
1)
x1x4 = x4x1+h(−3x3x1 + 2x3x
2
1 + x
2
2x1)
+h2x2(3x1 − 8x
2
1 + 5x
3
1)
+h3
[
(5x51 − 12x
4
1 + 7x
3
1) + C3(x
5
1 − x
2
1)
]
(8.53)
x2x4 = x4x2+h(4x4x1 − x4x
2
1 + 2x3x2x1 − 6x3x2 + x
3
2)
+h2(3x22x
2
1 − 10x
2
2x1 + 12x
2
2 + 12x3x
2
1 − 2x3x
3
1 − 15x3x1)
+h3x2
[
(9 + 2C3)x1 − 17x
2
1 + 6x
3
1 + (5− 5C3)x
4
1
]
+h4
[
(22− 22C3)x
2
1 + (−4 + 4C3)x
3
1 + (−18 + 18C3)x
5
1 + C4(x
6
1 − x
2
1)
]
78
x3x4 = x4x3+h(8x4x2 − 2x4x2x1 + x3x
2
2 − 9x
2
3 + 2x
2
3x1)
+h2
[
x3x2(−x
2
1 + 16x1 − 24) + x4(−7x
2
1 + 16x1)
]
+h3
[
(10− 10C3)x
2
2x
3
1 + (−9 + 8C3)x
2
2
]
+h3
[
(−5 + 5C3)x3x
4
1 + 16x3x
2
1 − (6 + 9C3)x3x1
]
+h4
[
(8− 9C3 − 2C4)x2x1 + (−8C3 + 9)x2x
2
1 + (10− 10C3)x2x
4
1
]
+h4(2C4 − 18 + 18C3)x2x
5
1
+h5
[
(C4 + 2C3 − 2)x
2
1 + (4− 4C3 − C4)x
6
1
]
+h5
[
(2C3 − 2)x
5
1 + C5(x
7
1 − x
2
1)
]
.
where C3, C4, C5 ∈ k are arbitrary parameters. Then the semigroup factor algebra k[[h]]〈X〉/I1h
defines a quantum semigroup G14|h in the sense of Definition 8.2 with a comultiplication defined by
(8.13). Also the semigroup algebra k[[h]]〈X〉 has the Poincare´-Birkhoff-Witt property.
Remark. The proof of Theorem 8.4 goes along the same lines as the proof of Theorem 8.3, i.e. it is
constructive. In the course of the construction five arbitrary constants C1, C2, C3, C4, C5, appear in
solving the corresponding functional equations. The requirement for the existence of a PBW basis
fixes two of them. Namely, C1 = 1 and C2 = 2 − 2C3. Thus we obtain a 3-parameter family of
quantum semigroups G
1|C3,C4,C5
4|h .
Finally we describe a third quantum semigroup arising after the quantization of the Poisson
algebra of functions on the finite dimensional (dim = 5, d = 3) Poisson-Lie group G35. The Poisson-
Lie structure on G35 is given by
(8.54)
{xi, xj} =(i− 3)jxjxi−3 − i(j − 3)xixj−3
+ xi
∑
s1+s2+s3+s4=j
xs1xs2xs3xs4 − xj
∑
s1+s2+s3+s4=i
xs1xs2xs3xs4 .
The above formulae are obtained again from (8.2) with d = 3. Writing them explicitly we have
{x1, x2} = 0
{x1, x3} = 0
{x2, x3} = 0
{x1, x4} = x
5
1 − x
2
1
{x2, x4} = x2(x
4
1 − 2x1)
{x3, x4} = x3(x
4
1 − 3x1)(8.55)
{x1, x5} = x2(4x
4
1 − 2x1)
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{x2, x5} = x
2
2(4x
4
1 − 4)
{x3, x5} = x3x2(4x
3
1 − 6)
{x4, x5} = x4x2(4x
3
1 − 8) + x5(5x1 − x
4
1).
Then we have our last theorem.
Theorem 8.5. Let X = {xi}1≤i≤5 be a set and let 〈X〉 be the associative semigroup with identity
generated by X. Consider an ideal I3h generated by the set of relations R
3
h in k[[h]]〈X〉:
x1x2 = x2x1
x1x3 = x3x1
x2x3 = x3x2
x1x4 = x4x1 + h(x
5
1 − x
2
1)
x2x4 = x4x2 + hx2(x
4
1 − 2x1)
x3x4 = x4x3 + hx3(x
4
1 − 3x1)(8.56)
x1x5 = x5x1 + hx2(4x
4
1 − 2x1)
x2x5 = x5x2 + hx
2
2(4x
4
1 − 4)
x3x5 = x5x3 + hx3x2(4x
3
1 − 6)
x4x5 = x5x4 + h
[
x4x2(4x
3
1 − 8) + x5(5x1 − x
4
1)
]
+ h23x2x1.
Then the semigroup factor algebra k[[h]]〈X〉/I3h defines a quantum semigroup G
3
5|h in the sense of
Definition 8.2 with a comultiplication defined by (8.13), and the semigroup algebra k[[h]]〈X〉 has the
Poincare´-Birkhoff-Witt property.
Remark. The proof is again constructive. Note that no arbitrary parameters arise in dimension 5 for
d = 3. Arbitrary parameters arise in higher dimensions though. We have been able to construct all
quantum semigroups Gdn|h for n ≤ 7 and d ≤ 5. However, we refrain from describing more examples
here.
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