Abstract-The pyramid algorithm for computing single wavelet transform coefficients is well known. The pyramid algorithm can be implemented by using tree-structured multirate filter banks. In this paper, we propose a general algorithm to compute multiwavelet transform coeficients by adding proper premultirate filter banks before the vector filter banks that generate multiwavelets. The proposed algorithm can be thought of as a discrete vector-valued wavelet transform for certain discretetime vector-valued signals. The proposed algorithm can be also thought of as a discrete multiwavelet transform for discrete-time signals. We then present some numerical experiments to illustrate the performance of the algorithm, which indicates that the energy compaction for discrete multiwavelet transforms may be better than the one for conventional discrete wavelet transforms.
I. INTRODUCTION AVELET transforms with single-mother wavelet functions have been studied extensively in the last ten years and are now well understood. One of their main properties is the time-frequency localization property of wavelet functions. However, it is known that there is a limitation for the timefrequency localization of a single wavelet function. Recently, multiwavelets have been studied, for example, [1]- [17] , where several mother wavelet functions were used to expand a function. For instance, Geronimo, Hardin and Massopust [ 11 (GHM) constructed two scaling functions $1 (t) and 42 (t), and in [2] and [ l l ] two related mother wavelets y!Jl(t) and y!Jz (t) are constructed. The scaling functions and associated wavelets are constructed so that $l(t -k l ) , 4z(t -k z ) , k single orthogonal wavelet with compact support cannot have any symmetry. For other orthogonal multiwavelets, see [2] and [3] . Another way to generate multiwavelets is using a vector/matrix-valued wavelet approach for vector/matrix-valued signals [ 
81.
It is known that multiresolution analysis plays an important role in single-wavelet transforms. Similarly, multiresolution analysis is also very important in multiwavelet transforms, such as those associated with spline spaces [4] - [6] , intertwining multiresolution analysis for multiwavelets [3] , and vectorvalued multiresolution analysis for vector-valued wavelets [SI. With multiresolution analysis structure wavelet transform coefficients with single mother wavelet function can be computed by using pyramid algorithms, such as Mallat's algorithm [20] and Shensa's algorithm [22] ; also see, for example, [20] - [25] . These algorithms are based on the quadrature mirror filters H ( w ) and G ( w ) that generate scaling and mother wavelet functions. The algorithm structure can also be viewed as treestructured multirate filter banks [181, [191, [301, [321, 1331 . The rationale for these algorithms is that the samples f ( n / Z J ) of a signal f for a large J are close to the orthogonal projection coefficients c J ,~ of f onto the multiresolution analysis space VJ. This, however, is no longer true for multiwavelets. In Section 11, we will discuss it in more detail.
1053-587W96$05.00 0 1996 IEEE In this paper, we propose a pyramid algorithm for computing multiwavelet transform coefficients. The proposed algorithm is based on a pre and postconventional multirate filter bank and a tree-structured multirate vector filter bank [8], 191. We investigate how the properties of the pre-and postfilters are reflected in the system as a whole. In particular we examine the relation between these filters and the lowpass and bandpass properties of the system. We call these filters, which provide a good match with the whole system, good pre-and postfilters. For any given multiwavelets, we are able to determine good prefilters associated to them, which are wavelet dependent.
Discrete vector-valued orthogonal wavelet transforms for vector-valued signals were introduced in [8] , where the lowpass and bandpass properties for the vector quadrature mirror filters associated with vector-valued wavelets were interpreted similar to single wavelets, i.e., H(0) is identity and G(0) vanishes. In this case, prefiltering is not necessary but the conditions are restrictive. In this paper, we will also show that the proposed algorithm for computing multiwavelet transform coefficients can be thought of as a discrete vector-valued wavelet transform for certain vector-valued signals, where the highpass and bandpass properties are interpreted in a different way.
With the proposed algorithm, the multiwavelet series transform coefficients sometimes can not be computed exactly. In this paper, we present a necessary and sufficient condition for the exact computation. The proposed algorithm also suggests a discrete multiwavelet transform for discrete-time signals. In the last section, we present numerical experiments for the algorithm. The results show that better energy compaction can be achieved by using the proposed algorithm with good prefilters than the one by using the Daubechies wavelets Dq. The energy compaction improvement is mainly due to the flexibility in choosing prefilters for multiwavelets so that some high-frequency components can be put into the lowfrequency parts. Notice that an intuitive prefiltering procedure for the two wavelets generated by Geronimo, Hardin, and Massopust was also used by Heller et aZ. in [17] for image compression without much analysis. Discrete multiwavelet transforms without prefiltering appeared also in [13] , [34] , and [35], but no performance was discussed. This paper is organized as follows. In Section II, we illustrate the motivation for the algorithm we want to propose, by making use of the scaling functions generated by Geronimo, Hardin and Massopust. In Section III, we introduce the algorithm and study its properties. In Section IV, we present some numerical experiments using the proposed algorithm.
MOTIVATION AND ANALYSIS FOR THE TWO-WAVELET CASE
Before going to the algorithm, we briefly review the scaling functions obtained by Geronimo, Hardin, and Massopust. The two scaling functions and their corresponding mother wavelet functions can be generated by the following matrix dilation equations [2] 
Then, the two scaling function +l(t) and +z(t) in Fig. 1 can be generated via
The two mother wavelet functions $ 1 ( t ) and $ 2 ( t ) can be constructed by
Let VJ = closure of the linear span of 2J/2+1(2Jt -k ) , 1 = 1,2; k E Z. With the above constructions, it has been proved that &(t -k ) , I = 1,2; k E Z form an orthonormal basis for VO, and moreover the dilations and translations
for L2(R) [l] , [2] , [4] . In other words, the spaces V,, J E Z,
form an orthogonal multiresolution analysis of L2 (R). Let From the orthogonality, we have 
(2.19) Let & ( U ) be the polyphase matrix of Ql(w) and Qz(w) with sampling rate 2, i.e.,
Then, the decomposition part in Fig. 2 (a) can be redrawn in Fig. 3 . Thus, the decomposition and reconstruction in Figs. 2 and 3 can be split into two separate systems as shown in Fig. 4 , where the one in (a) is a conventional two-channel filter bank and the one in (b) is a two-channel vector filter bank [9] . We have the following straightforward result. Proposition 1: The perfect reconstruction property of the system in Fig. 2 is equivalent to the perfect reconstruction properties of the two systems in Fig. 4 
where Jo < 0 and C Z ,~,~, dl,,,k are defined by (2.1 l), (2.12). Let
Then, similar to (2.13)-(2.15), we have the following decomposition and reconstruction 
rate I/M. Let z[n]
In this section, we first generalize the analysis in Section I1 from the two-wavelet case to N wavelet case. We then study the conditions and properties on prefilters.
Suppose we have samples f ( n / M ) of f ( t ) with sampling j ( n /~) , n E Z,
A. Solvability of the Transform Coej'icients from Samples
We consider general orthogonal N wavelets with compact support, where there are N compactly supported scaling 
@(t) ' ( d l ( t ) . . . , I $ N ( t ) ) T , @(t) ' ($l(t) . . . , $ N ( t ) ) T *
Then, we have the following matrix dilation equations q t ) = 2 c HkQ(2t -IC)
Gk@(2t -IC). ...
P ( w ) =
The Fourier transform of (3.3) with t = $ + n, m = 0,1,. . . , M -1 yields (xO(w), ' Since we usually need to use efficient sampling, the sampling rate should be as small as possible. Thus, based on Clearly, the matrix function P ( w ) in (2.22) satisfies Corollary 1. Actually, the matrix Q ( w ) in (2.23) is its inverse.
', X M -l ( " J ) ) T = p ( w ) ( c l , O ( w )
Let Q ( w ) be the inverse of P ( w ) , i.e., P ( w ) Q ( w ) = I N . Then the decomposition and reconstruction of cg,k and d J , k from f ( n / N ) can be shown by the diagram in Fig. 8 . With the system in Fig. 8 , we have the following result on the perfect reconstruction similar to the one in Section 11. In the case that (3.13) and (3.14) can not be satisfied, we consider the following relaxed conditions on Q ( w ) and P ( w ) given H ( w ) and G ( w ) 
B. Existence and Construction of Good Prejilters
First, we formulate fil(w) and Gl(w). Let
Then (see [32] and [33] )
Rearrange the summation in (3.19) and ( . . , p from (3.14) or (3.16) and (3.25).
We next have a complete analysis of the N = 2 case. Proposition 4: Suppose N = 2, i.e., two-wavelet case. If a good prefilter Q ( w ) exists that satisfies (3.13) and (3.14) and has an inverse P(w), then both H(0) and G(0) are singular. Conversely, if H(0) and G(0) are both singular and clH(0) # czG(0) for any constants c1 and c2, then a good prefilter Q(w) exists that satisfies (3.13) and (3.14) and has an inverse P(w). If H(0) and G(0) are both singular and clH(O) = c2G(O) for some constants c1 and cz, then there do not exist any good prefilters.
Proofi Equations (3.22) and (3.23) are
If H(0) or G(0) is nonsingular, then, by (3.13), (3.14),
This implies that Q(0) is singular, i.e., no inverse of &(U) exists. This proves the first part of the proposition. If H(0) and G(0) are both singular, then, by (3.13) and (3.14) and without loss of generality
where al # 0 and a2 # 0 are two constants. If clH(0) # c2G(O) for any constants c1 and C Z , then, a1 # U Z . Thus, Q(0) with determinant f l exists. This proves the second part of the proposition.
When H(0) and G(0) are both singular and clH(0) = czG(0) for two constants c1 and c2, the conditions (3.13) and (3.14) imply al = a2 in the above equations and Qll(0) = alQ2l(O) for 1 = 1,2. Therefore, Q(0) is singular and Q(w) does not have an inverse. From the singularities of both matrixes H(0) and G(O), the conditions (3.15) and (3.16) cannot be satisfied for cl and 61, 1 = 1 , 2 that are not all zero.
U When H(0) and G(0) are both nonsingular, then we conThis proves the last part of the proposition.
sider a prefilter satisfying (3.15) and (3.16) . In this case,
where cl and 61, 1 = 1,2 are small numbers and the Clk and dlk are the elements of (H(O))-l and (G(O))-l. Therefore, Qnm(0) are also small. Thus, the condition det(Q(0)) = f 1 is impossible. This proves the following result.
Proposition 5: When H(0) and G(0) are both nonsingular, there do not exist any good prefilters, where N = 2.
We now investigate the case when one of H(0) and G(0) is singular and the other one is nonsingular.
When H(0) is nonsingular, let H-l(O) = (: i).
( :
By ( frequency are small. This implies that the high-frequency part in a decomposition of a signal will be suppressed, so that some of them are moved into the low-frequency parts while the perfect reconstruction of the signal from the decomposition is still possible. It is, however, impossible for single wavelets, where the lowpass and highpass filters U ( w ) and G ( w ) are complimentary filters. This is exactly the reason why the energy compaction ratio can be significantly improved with multiwavelet transforms. We will see this property in the numerical examples in the next section.
C. Discrete Vector-Valued Wavelet Transform Point of View
Given two matrix filters H(w) and G ( w ) that satisfy Let MWT stand for multiwavelet transform and WT stand for wavelet transform. Fig. 13 shows the decomposition by using MWT without prefiltering, i.e., Q ( w ) = IN in Fig. 8 . can see from Figs. 13-15 the improvement of the prefiltering process in the implementation of MWT. One can also see that some high-frequency signals are included in the lowpass parts of MWT in Figs. 13-15 , and the bandpass parts in Figs. 14 and 15 are smoother than the one in Fig. 16 with Daubechies 0 4 basis. This tells us that more information is concentrated in the lowpass part of MWT, while the perfect reconstruction from the decomposition signals is still maintained. This can also be seen from the energy compaction ratios shown in Table I . The energy compaction ratio T in this case (two-step decomposition) is defined by the ratio of the energy of the bandpass parts over the total energy of the signal where y[n] is the MWT of the test signal. The reason behind it is due to the small magnitudes of the filters I?l(w) and G l ( w ) at high frequencies, see coefficients from the samples of signals. We also studied some properties of a prefilter, such as lowpass and bandpass properties. We analyzed and constructed good prefilters. Our numerical examples showed that the decomposition by using the proposed algorithm with good prefiltering has better energy compaction than the one with Daubechies 0 4 wavelets. The main reason is that the frequency responses of all the filters &(U) and &:I(w) for multiwavelet transforms are significantly smaller at high frequencies compared to the peaks at other frequencies and, moreover, the perfect reconstruction is still maintained. This is, however, impossible for the filters for single wavelets (orthogonal or biorthogonal wavelets). This suggests its potential applications in imagelvideo compression. The authors would like to thank the anonymous reviewers for their detailed comments and one reviewer who pointed out an error in the proof of Proposition 4 in the original version of this manuscript. They would also like to thank C. Heil and M. Smith for various discussions on filter bank theory. experiments, the energy compaction ratio is not sensitive to the small changes of the parameters €:I.
V. CONCLUSION
In this paper, we introduced a pyramid algorithm for the implementation of multiwavelet transforms by adding a pre-and postfilter to a tree-structured vector filter bank. The algorithm also suggests a discrete multiwavelet transform for discretetime signals. We obtained a necessary and sufficient condition for the exact determination of the multiwavelet transform
