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RESUME
Ce projet de recherche porte sur une méthode numérique permettant de prédire l'évolution du 
profil 2D de la couche solide qui recouvre l'intérieur des parois de plusieurs fours de 
transformation à haute température. Un modèle mathématique basé sur la formulation faible 
de l'énergie est d'abord développé et validé. Une méthode de transfert thermique inverse 
reposant sur ce modèle est ensuite développée afin d'obtenir une mesure rapide et continue de 
l'évolution du profil de cette couche solide. Vu la grande inertie thermique du système à 
l'étude, différentes stratégies sont proposées afin de faciliter la mise en œuvre de cette 
méthode numérique. Finalement, cette approche inverse est confrontée aux résultats 
expérimentaux obtenus à l'aide d'un réacteur métallurgique.
Une étude préliminaire montre que les fours de transformation présentent une très grande 
inertie thermique qui limite grandement l'utilisation des méthodes inverses. En effet, la 
sensibilité de cette méthode numérique repose essentiellement sur le délai temporel observé 
entre la variation du profil du banc et la fluctuation de la température à la surface externe de la 
paroi du four. Les résultats obtenus démontrent qu’une partie de ce délai est proportionnel à la 
chaleur latente de fusion lorsque le matériau à changement de phase est constitué d'un mélange 
non eutectique.
Afin de limiter l’impact de ce délai temporel, deux astuces numériques sont proposées : 
réutiliser plus d'une fois les mesures de température et modifier le problème thermique dans 
les régions pâteuse et liquide. D’une part, le concept de chevauchement proposé permet de 
réduire le temps d'acquisition des données entre chacune des prédictions. D’autre part, 
l’approche virtuelle développée permet de réduire l'inertie thermique du système et, par le fait 
même, le délai temporel associé à la diffusion de la chaleur. Ces deux stratégies ont permis de 
prédire efficacement l'évolution 1D de l'épaisseur de la couche de gelée qui se solidifie à 
l'intérieur des cuves d'électrolyse.
Par ailleurs, l'important temps de calcul associé à la mise en œuvre de la méthode inverse a été 
réduit en utilisant une approche pseudo 2D pour résoudre le problème inverse 2D. Cette 
approche consiste à diviser le domaine à l'étude en plusieurs tranches unidimensionnelles pour 
lesquelles la méthode inverse 1D est rapidement mise en œuvre. L'ensemble des solutions est 
ensuite combiné pour mener à la prédiction de l'évolution du profil de l’interface de 
changement de phase. Il est à noter que la validité de cette méthode dépend fortement de 
l'importance des effets 2D dans le système. Un abaque portant sur le domaine d'application de 
cette méthode est d’ailleurs présenté dans cet ouvrage.
Finalement, l'efficacité de cette méthode numérique a été validée à l’aide d’un montage 
expérimental s'apparentant à une cuve d'électrolyse réelle. Les résultats obtenus permettent de 
conclure que la méthode inverse proposée peut être efficacement implémentée dans un 
dispositif de mesure permettant de prédire rapidement et à moindre coût l'évolution du profil 
de la couche protectrice que l'on retrouve dans ces cuves d'électrolyse.
Mots-clés : Méthode inverse, cuve d'électrolyse, temps de diffusion, four de transformation, 
chevauchement, domaine virtuel
AVANT-PROPOS
Je tiens tout d'abord à exprimer ma profonde reconnaissance à mes deux directeurs de 
recherche, soit le Pr. Martin Désilets et le Pr. Marcel Lacroix. Leur support tout au long des 
études doctorales et leurs judicieux conseils ont été d'une aide précieuse. Je ne pourrais passer 
sous silence la contribution de mes collègues Marc Lebreux, Clément Bertrand et Clément 
Rousseau qui ont su m'alimenter en idées à diverses occasions. Je tiens également à remercier 
Alexandre Biais et Jean-François Bilodeau pour leur soutien technique.
Tout au long de ces travaux, le Centre de Calcul Scientifique de PUdeS m'a fourni les 
ressources informatiques nécessaires à la réalisation de ce projet. Ce travail a été rendu 
possible grâce à eux. Je tiens tout spécialement à remercier Michel Barrette qui m'a soutenu 
dans ma démarche.
De plus, ce projet de recherche a été rendu possible grâce au support financier du Conseil de 
Recherche en Science Naturelle et en Génie (CRSNG) et celui de Rio Tinto Alcan (RTA). Je 
remercie également le Pr. Martin Désilets pour le soutien financier qu'il m'a accordé.
Finalement, rien de tout cela n’aurait été possible sans le soutien inconditionnel de mon 








LISTE DES ACRONYMES............................................................................................................. xix
CHAPITRE 1 INTRODUCTION...................................................................................................1
1.1. Mise en contexte et problématique.....................................................................................1
1.1.1. Les fours de transformation à haute tem pérature ....................................................................................................1
1.1.2. La production  d'alum inium ................................................................................................................................................2
1.1.3. La cuve d ’électrolyse ............................................................................................................................................................ 2
1.1.4. Le bilan therm ique ..................................................................................................................................................................4
1.1.5. L'influence du profû  de la couche de g elée .................................................................................................................6
1.1.6. La mesure directe du p ro fd  de la  couche de g e lé e ...................................................................................................7
1.2. Définition du projet de recherche....................................................................................... 8
1.3. Objectifs du projet de recherche......................................................................................... 8
1.3.1. O b jec tifp rin cip a l...................................................................................................................................................................8
1.3.2. Objectifs in term édia ires ......................................................................................................................................................8
1.4. Contributions originales...................................................................................................... 9
1.5. Plan du document............................................................................................................... 10
CHAPITRE 2 ÉTAT DE L’ART..................................................................................................13
2.1. Géométrie de la couche gelée en régime permanent  .............................................. 13
2.2. Dynamique de la géométrie de la couche gelée............................................................. 15
2.3. Modèle dynamique 2 D .......................................................................................................16
2.4. Méthodes inverses.............................................................................................................. 17
2.5. Conclusion...........................................................................................................................20
CHAPITRE 3 PROBLÈME DIRECT.........................................................................................23
3.1. Formulation du problème physique..................................................................................23
3.2. Discrétisation du problème................................................................................................25
3.2.1. P as d 'espace ...........................................................................................................................................................................25
3.2.2. Pas de tem ps .......................................................................................................................................................................... 27
3.3. Validation du modèle direct..............................................................................................28
3.3.1. Validation analytique .........................................................................................................................................................28
3.3.2. Validation expérim entale .................................................................................................................................................30
3.4. Conclusion...........................................................................................................................32
CHAPITRE 4 PROBLÈME INVERSE...................................................................................... 35
4.1. Énoncé du problème...........................................................................................................35
4.2. Formulation du problème inverse..................................................................................... 35
4.2.1. Fonction coût.........................................................................................................................................................................35
4.2.2. Techniques de m inim isation ............................................................................................................................................36
4.2.3. H orizon d ’observation ....................................................................................................................................................... 37
4.3. Difficultés rencontrées....................................................................................................... 38
4.3.1. D élai tem porel...................................................................................................................................................................... 38
4.3.2. Am ortissem ent du s ig n a l..................................................................................................................................................39
4.4. Validation des méthodes inverses proposées..................................................................41
CHAPITRE 5 CHEVAUCHEMENT DES SÉQUENCES D’OBSERVATION.................. 43
v
vi TABLE DES MATIÈRES
5.1. Introduction......................................................................................................................... 45
5.2. Problem statement and assumptions................................................................................. 46
5.3. The direct problem............................................................................................................. 48
5.4. The inverse problem........................................................................................................... 48
5 .4 .1. The O ptim ization P rob lem ................................................................................................................................................. 49
5.4.2. The Sensitivity P ro b lem ...................................................................................................................................................... 51
5.4.3. The A djoint P roblem .............................................................................................................................................................52
5.4.4. The Sequential Function Estimation M ethod (SFEM) ...........................................................................................53
5.4.5. The overlapping procedu re ................................................................................................................................................54
5.5. Results and discussion........................................................................................................ 56
5.5.1. The Sequential Function Estimation M ethod .............................................................................................................57
5.5.2 ...............................................................................................................................................................................................................60
5.5.3. The overlapping p rocedu re ................................................................................................................................................60
5.6. Conclusion........................................................................................................................... 62
CHAPITRE 6 APPROCHE NÉGLIGEANT LA CHALEUR LATENTE..............................65
6.1. Introduction......................................................................................................................... 67
6.2. Problem statement and assumptions................................................................................. 69
6.3. The direct problem............................................................................................................. 70
6.3.1. The Enthalpy m eth od ............................................................................................................................................................70
6.3.2. The Single Phase m ethod ....................................................................................................................................................71
6.4. The inverse problem........................................................................................................... 71
6.5. The virtual iterative approach........................................................................................... 73
6.6. The time analysis................................................................................................................ 74
6.7. Results and discussion........................................................................................................ 75
6.7.1. Calculation o f  the “m easured tem peratures "............................................................................................................76
6.7.2. Validation o f  the virtual approach .................................................................................................................................. 77
6.7.3. The virtual approach ben efits .......................................................................................................................................... 81
6.8. Conclusion........................................................................................................................... 84
CHAPITRE 7 APPROCHE PSEUDO 2D....................................................................................87
7.1. Introduction......................................................................................................................... 89
7.2. Problem statement and assumptions................................................................................. 90
7.3. The direct problem............................................................................................................. 91
7.4. The inverse problem........................................................................................................... 94
7.5. Results and discussion........................................................................................................97
7.5.1. 2D  Inverse M odel  ....................................................................................................................................................... 97
7.5.2. Q uasi-2D  Inverse M odel.................................................................................................................................................. 100
7.6. Conclusion......................................................................................................................... 105
CHAPITRE 8 VALIDATION EXPÉRIMENTALE............................................................... 107
8.1. Introduction....................................................................................................................... 109
8.2. Experimental setup.......................................................................................................... 111
8.3. Experimental procedure......................................... ........................................................ 113
8.4. Numerical procedure.......................................................................................................114
8.4.1. Presentation o f  the quasi-2D  m odel............................................................................................................................ 114
8.4.2. The inverse procedu re ........................................................................................................................................................117
8.5. Results and discussion.....................................................................................................119
8.6. Conclusions....................................................................................................................... 124





ANNEXE A - EFFET THERMOSTAT.................................................................................... 133
Solution stationnaire......................................................................................................................133
Solution instationnaire.................................................................................................................. 134
ANNEXE B - PROPRIÉTÉS THERMIQUES......................................................................... 137
ANNEXE C - DISCRÉTISATION............................................................................................139
Problème direct de changement de phase...................................................................................139
Problème de sensibilité................................................................................................................. 145
Problème adjoint............................................................................................................................ 146
ANNEXE D - TEMPS DE DIFFUSION...................................................................................147
ANNEXE E - TEMPS CARACTÉRISTIQUES......................................................................151
ANNEXE F - PARAMÈTRES ADIMENSIONNÉS.............................................................. 153





F i g u r e  1.1 S c h e m a  d 'u n e  c u v e  d 'e l e c t r o l y s e ...................................................................................................... 3
F i g u r e  1 .2  S c h e m a  d e s  p e r t e s  t h e r m i q u e s  d a n s  u n e  c u v e  d ’ e l e c t r o l y s e
FONCTIONNANT EN REGIME ETABLI AVEC UNE TEMPERATURE DE BAIN DE
L’ORDRE DE 9 7 7 ° C  [ 4 ] .......................................................................................................................................5
F i g u r e  1 .3 D e s c r i p t i o n  d e s  p r o b l è m e s  r e l a t i f s  a u  p r o f i l  d e  l a  g e l e e ........................................ 6
F i g u r e  1 .4  S c h e m a  d u  m o n t a g e  u t i l i s e  p o u r  l a  m e s u r e  d i r e c t e  d e  l 'e p a i s s e u r
DE LA GELEE [ 2 1 ]  .................................................................................................................................................. 7
FIGURE 2 .1  SCHEMA DU CIRCUIT THERMIQUE ASSOCIE AU MUR DE COTE..................................................14
F i g u r e  3 .1  R e p r e s e n t a t i o n  s c h é m a t i q u e  d u  s y s t è m e  p h y s i q u e  a  l 'e t u d e ..............................2 4
F i g u r e  3 . 2  In f l u e n c e  d u  p a s  d 'e s p a c e  s u r  l 'é v o l u t i o n  t e m p o r e l l e  d e  A P  [ 2 8 ] ................... 2 7
F i g u r e  3 .3  In f l u e n c e  d u  p a s  d e  t e m p s  s u r  l 'é v o l u t i o n  t e m p o r e l l e  d e  A P  [ 2 8 ] ..................2 8
F i g u r e  3 . 4  R e p r e s e n t a t i o n  s c h é m a t i q u e  d u  p r o b l è m e  d e  N e u m a n n .............................................2 9
F i g u r e  3 .5  V a l i d a t i o n  a n a l y t i q u e  d u  m o d è l e  n u m é r i q u e  p r é s e n t e ........................................... 3 0
F i g u r e  3 . 6  S c h e m a  d u  m o n t a g e  e x p e r i m e n t a l  u t i l i s e  p o u r  v a l i d e r  l e  m o d è l e
NUMERIQUE [ 9 4 ]  ................................................................................................................................................ 31
F i g u r e  3 . 7  C o m p a r a i s o n  e n t r e  l a  g e o m e t r i e  d u  f r o n t  d e  s o l i d i f i c a t i o n
OBTENUE EXPERIMENTALEMENT ET CELLE ISSUE DU MODELE NUMERIQUE...............3 2
F i g u r e  5 .1  S c h e m a t i c  r e p r e s e n t a t i o n  o f  t h e  p h a s e  c h a n g e  p r o c e s s ..........................................4 7
F i g u r e  5 .2  O v e r a l l  i n v e r s e  h e a t  t r a n s f e r  c a l c u l a t i o n  p r o c e d u r e ........................................ 51
F i g u r e  5 .3  S c h e m a t i c  o f  t h e  o v e r l a p p i n g  c o n c e p t ......................................................................................5 5
F i g u r e  5 . 4  E f f e c t  o f  t h e  i n v e r s e  m e t h o d  o n  t h e  p r e d i c t e d  t i m e - v a r y i n g  h e a t
FLUX ON THE Q 4 B O U N D A R Y ...................................................................................................................... 5 7
F i g u r e  5 .5  E f f e c t  o f  t h e  s l i d i n g  t i m e  h o r i z o n  f o r  d i f f e r e n t  i n v e r s e  m e t h o d s ............... 5 8
F i g u r e  5 . 6  E f f e c t  o f  t h e  i n v e r s e  m e t h o d  o n  t h e  p r e d i c t e d  t i m e - v a r y i n g
BANK THICKNESS................................................................................................................................................ 5 9
F i g u r e  5 . 7  E f f e c t  o f  t h e  t i m e  d e l a y  f o r  d i f f e r e n t  s l i d i n g  t i m e  h o r i z o n s  tq
WITH THE S F E M  APPROACH........................................................................................................................6 0
F i g u r e  5 .8  T i m e - v a r y i n g  h e a t - f l u x  i m p o s e d  o n  t h e  Q 4 b o u n d a r y  f o r  t h e
OVERLAPPING A N AL Y SIS ...............................................................................................................................61
F i g u r e  5 . 9  E f f e c t  o f  t h e  o v e r l a p p i n g  p r o c e d u r e .........................................................................................61
F i g u r e  5 . 1 0  E f f e c t  o f  t h e  o v e r l a p p i n g  p r o c e d u r e  o n  t h e  p r e d i c t e d  t i m e -
v a r y i n g  BANK THICKNESS.........................................................................................................................6 2
F i g u r e  6 .1  S c h e m a t i c  r e p r e s e n t a t i o n  o f  t h e  p h a s e  c h a n g e  p r o c e s s ..........................................6 9
F i g u r e  6 . 2  E f f e c t  o f  t h e  i t e r a t i v e  d i r e c t  m e t h o d  o n  t h e  t e m p e r a t u r e
MEASUREMENT FOR THE STEP CASE........................................................................................................7 7
F i g u r e  6 .3  E f f e c t  o f  t h e  i t e r a t i v e  d i r e c t  m e t h o d  o n  t h e  p r e d i c t e d  t i m e -
v a r y i n g  HEAT-FLUX ON THE Q 4 BO UN D A RY ................................................................................. 7 8
F i g u r e  6 . 4  E f f e c t  o f  t h e  i t e r a t i v e  d i r e c t  m e t h o d  o n  t h e  p r e d i c t e d  t i m e -
v a r y i n g  BANK THICKNESS.........................................................................................................................7 8
F i g u r e  6 .5  V a l i d a t i o n  o f  t h e  v i r t u a l  a p p r o a c h  f o r  t h e  t r a c k i n g  i n v e r s e
S t e f a n  p r o b l e m ...............................................................................................................................................7 9
F i g u r e  6 . 6  E f f e c t  o f  t h e  e f f e c t i v e  l a t e n t  h e a t  o f  f u s i o n  o n  t h e  p r e d i c t e d
TIME-VARYING BANK THICKNESS AND INCIDENT HEAT FLUX................................................8 0
X LISTE DES FIGURES
F i g u r e  6 . 7  E f f e c t  o f  m e a s u r e m e n t  e r r o r s  o n  t h e  p r e d i c t e d  t i m e - v a r y i n g
BANK THICKNESS ................................................................................................................................................. 8 0
F i g u r e  6 .8  E f f e c t  o f  t h e  n o i s e  l e v e l  o n  t h e  ERs................................................................... 81
F i g u r e  6 . 9  T i m e - v a r y i n g  h e a t - f l u x  i m p o s e d  o n  t h e  Q 4 b o u n d a r y  f o r  t h e
v i r t u a l  a p p r o a c h  b e n e f i t s  a n a l y s i s ...........................................................................................8 2
F i g u r e  6 . 1 0  E f f e c t  o f  t h e  i t e r a t i v e  d i r e c t  m e t h o d  f o r  a  e u t e c t i c  m a t e r i a l ..................8 2
F i g u r e  6 .1 1  E f f e c t  o f  t h e  i t e r a t i v e  d i r e c t  m e t h o d  o n  t h e  c o m p u t a t i o n a l
t i m e ............................................................................................................................................................................. 8 3
F i g u r e  6 . 1 2  E f f e c t  o f  t h e  l a t e n t  h e a t  f o r  d i f f e r e n t  i t e r a t i v e  d i r e c t
m e t h o d s ................................................................................................................................................................. 8 4
F i g u r e  7 .1  S c h e m a t i c  o f  h i g h  t e m p e r a t u r e  f u r n a c e  w i t h  a  b a n k  a t  s t e a d y -
s t a t e .......................................................................................................................................................................... 9 0
F i g u r e  7 .2  S c h e m a t i c  r e p r e s e n t a t i o n  f o r  t h e  p r o b l e m  o f  s o l i d i f i c a t i o n  o f  a
c o n t i n u o u s  c a s t  s t e e l  b i l l e t  [ 4 7 ] ..................................................................................................9 3
F i g u r e  7 .3  V a l i d a t i o n  o f  t h e  e n t h a l p y  m e t h o d  f o r  t h e  s o l i d i f i c a t i o n  a
c o n t i n u o u s  c a s t  s t e e l  b i l l e t  [ 4 7 ] ..................................................................................................9 3
F i g u r e  7 . 4  S c h e m a t i c  o f  t h e  2 D  p h a s e  c h a n g e  p r o c e s s  b r o k e n  d o w n  i n t o  I D
h o r i z o n t a l  s l i c e s ......................................................................................................................................... 9 6
F i g u r e  7 .5  O v e r a l l  i n v e r s e  h e a t  t r a n s f e r  c a l c u l a t i o n  p r o c e d u r e .......................................9 6
F i g u r e  7 .6  P r e d i c t e d  t i m e - v a r y i n g  s h a p e  o f  t h e  b a n k ....................................  9 7
F i g u r e  7 .7  E f f e c t  o f  m e s h  s i z e  in  b o t h  x  a n d  y  d i r e c t i o n s ................................................................. 9 9
F i g u r e  7 .8  E f f e c t  o f  t h e  s t a n d a r d  d e v i a t i o n  o f  m e a s u r e m e n t s  f o r  d i f f e r e n t
SAM PLING TIME PERIODS T ...........................................................................................................................9 9
F i g u r e  7 .9  S c h e m a t i c  o f  t h e  2 D  In v e r s e  M o d e l  a n d  t h e  Q u a s i - 2 D  In v e r s e
M o d e l ( M  =  3 ) .............................................................................................................................................. 101
F i g u r e  7 . 1 0  P r e d i c t e d  t i m e - v a r y i n g  s h a p e  o f  t h e  b a n k .................................................................... 1 0 2
F i g u r e  7 .1 1  S c h e m a t i c  o f  t h e  l a r g e s t  l i n e a r  v a r i a t i o n  in  t h e  s h a p e  o f  t h e
b a n k ....................................................................................................................................... 1 0 3
F i g u r e  7 . 1 2  Q u a s i - 2 D  In v e r s e  M o d e l : R e g i o n  O u  a p p l i c a b l e ; R e g i o n  0>2 : n o t
a p p l i c a b l e ........................................................................................................................................................ 1 0 4
F i g u r e  8 .1  S c h e m a t i c  r e p r e s e n t a t i o n  o f  t h e  e x p e r i m e n t a l  s e t u p ............................................1 1 2
F i g u r e  8 .2  S c h e m a t i c  r e p r e s e n t a t i o n  o f  t h e  p h a s e  c h a n g e  p r o c e s s ........................................1 1 5
F i g u r e  8 .3  E x t r a p o l a t e d  t i m e - v a r y i n g  h e a t  t r a n s f e r  c o e f f i c i e n t ....................................... 121
F i g u r e  8 .4  T e m p e r a t u r e  h i s t o r y  a t  t h e  o u t e r  s u r f a c e  o f  t h e  c r u c i b l e ........................... 1 2 2
F i g u r e  8 .5  P r e d i c t i o n  o f  t h e  t i m e - v a r y i n g  t h i c k n e s s  o f  m o l t e n  s a l t  b a n k .................. 1 2 3
F i g u r e  8 .6  S o l i d i f i c a t i o n  f r o n t  p r o f i l e  h i s t o r y ...................................................................................... 1 2 4
F i g u r e  A .  1 In f l u e n c e  d e  l a  t e m p e r a t u r e  d u  b a i n  s u r  l a  p r o p o r t i o n  d e s
FLUX THERMIQUES SO R T A N T S ...............................................................................................................  1 3 4
F i g u r e  C . l  R e p r e s e n t a t i o n  s c h é m a t i q u e  d e s  v o l u m e s  d e  c o n t r ô l e .......................................1 4 0
F i g u r e  G .  1 C o e f f i c i e n t  d e  c o n v e c t i o n  t h e r m i q u e  a  l a  f r o n t i è r e  ü 3 ...................................... 1 5 7
F i g u r e  G .2  F o r m e  c a r a c t é r i s t i q u e  d u  h  l o c a l  l e  l o n g  d e  l a  p l a q u e  [ 4 4 ] .......................... 1 5 7
F i g u r e  G .3  C o e f f i c i e n t  d e  t r a n s f e r t  t h e r m i q u e  g l o b a l  (Tamh =  3 0 0 AT ) ........................... 1 5 9
LISTE DES TABLEAUX
T a b l e a u  2 .1  C o m p a r a i s o n  d e s  d i f f é r e n t s  t y p e s  d ’ e t u d e s  s u r  le p r o f i l  d e  l a  g e l e e ... .  15  
T a b l e  5 .1  P h y s i c a l  p r o p e r t i e s , b o u n d a r y  c o n d i t i o n s  a n d  i n i t i a l  c o n d i t i o n s  f o r
TYPICAL INDUSTRIAL PHASE CHANGE PROCESS [ 8 1 ] ................................................................... 5 6
T a b l e  5 . 2  N u m e r i c a l  p a r a m e t e r s  g o v e r n i n g  t h e  i n v e r s e  p r o c e d u r e ........................................ 5 6
T a b l e  6 .1  P h y s i c a l  p r o p e r t i e s , b o u n d a r y  c o n d i t i o n s  a n d  i n i t i a l  c o n d i t i o n s  f o r
THE STANDARD TEST CASE [ 8 0 ] ................................................................................................................. 7 6
T a b l e  7 .1  P h y s i c a l  p r o p e r t i e s  f o r  t h e  c o n t i n u o u s  c a s t  s t e e l  b i l l e t  p r o b l e m  [ 4 7 ] ...... 9 2
T a b l e  7 . 2  P h y s i c a l  p r o p e r t i e s , b o u n d a r y  c o n d i t i o n s  a n d  i n i t i a l  c o n d i t i o n s  f o r
THE STANDARD TEST CASE [ 2 8 ] .................................................................................................................9 7
T a b l e  7 .3  N u m e r i c a l  p a r a m e t e r s  f o r  t h e  s t a n d a r d  t e s t  c a s e ........................................................ 9 8
T a b l e  8 .1  G e o m e t r i c  p a r a m e t e r s  o f  t h e  e x p e r i m e n t a l  s e t u p ...................................................... 1 1 2
T a b l e  8 .2  P h y s i c a l  p r o p e r t i e s , b o u n d a r y  c o n d i t i o n s  a n d  i n i t i a l  c o n d i t i o n s  f o r
THE TEST CASE [ 8 0 ] ....................................................................................................................................... 1 1 7
T a b l e  8 .3  In i t i a l  c o n d i t i o n s  f o r  t h e  t e s t  c a s e ............................................................................................1 1 9
T a b l e  8 . 4  S o l i d i f i c a t i o n  f r o n t  m e a s u r e m e n t s  r e c o r d e d  a t  t h r e e  d i f f e r e n t
RADIAL POSITIONS FROM THE CENTER OF THE CRUCIBLE, I.E. AT
rt =  |r ;, = 9 .5 ,r ,,2 = 4 . 7 5 , ^  =  o )  C M .................................................................................................... 1 2 0
T a b l e a u  B . l  D i m e n s i o n s  c a r a c t é r i s t i q u e s  d ’u n e  c u v e  d ' e l e c t r o l y s e  [ 3 , 1 4 , 4 4 ] ........... 1 3 7
T a b l e a u  B . 2  P r o p r i é t é s  t h e r m o p h y s i q u e s  d e s  p r i n c i p a u x  e l e m e n t s  c o n s t i t u a n t
UNE CUVE D'ELECTROLYSE [3 ,  1 4 ,  4 4 ] .............................................................................................  1 3 7
T a b l e a u  B .3  P r o p r i é t é s  t h e r m o p h y s i q u e s  d u  s y s t è m e  t h e r m i q u e  u t i l i s é e s  p o u r
VALIDER LE MODELE NUMERIQUE PROPOSE [ 9 4 ] ...................................................................... 1 3 8
T a b l e a u  B . 4  P r o p r i é t é s  p h y s i q u e s  d u  s y s t è m e  t h e r m i q u e  m o d e l i s e  [ 4 , 2 8 ] ...........................1 3 8
T a b l e a u  E . l  T e m p s  c a r a c t é r i s t i q u e s  a s s o c i e s  a u  p r o c é d é  d 'e l e c t r o l y s e  d e
l ' a l u m i n i u m  [ 1 3 1 ] ..................................................................................................................  151
T a b l e a u  G . l  P r o p r i é t é s  p h y s i q u e s  d u  s y s t è m e  d e  r e f r o i d i s s e m e n t  [ 4 4 ] ..................................1 5 6
T a b l e a u  G .2  P r o p r i é t é s  t h e r m i q u e s  d e  l ’a z o t e  [ 4 4 ] .................................................................................. 1 5 6




Coefficient de sensibilité Coefficient caractérisant l'augmentation de la 
température en un endroit et un temps donné 
lorsqu'il y a perturbation du paramètre à estimer.
Cryolithe Principal constituant du bain électrolytique donné 
par la formule chimique suivante : Na^AlFb.
Électrolyte Composé permettant le passage du courant 
électrique par déplacement d'ions quand il est à l'état 
liquide ou en solution. C'est également le milieu 
dans lequel est dissoute la matière première à 
électrolyser.
Gelée Banc solidifié sur la surface interne de la paroi 
latérale des cuves d'électrolyse. Ce banc est 
principalement constitué de cryolithe.
Méthode inverse Méthode numérique qui consiste à prédire les causes 
d'un phénomène (flux thermique incident à l'une des 
frontières) à partir de mesures expérimentales 
traitant des effets observés sur le système (mesures 
de température).
Problème adjoint Problème engendré par l'application des contraintes 
relatives au problème de sensibilité.
Problème de sensibilité Problème thermique complémentaire issu d'une 





A Surface (m2), ratio entre les dimensions caractéristiques
Bi Nombre de Biot
c Chaleur massique moyennée (J/kgK)
C Fonction d’essai
cp Chaleur massique (J/kgK)
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g Fraction liquide
h Coefficient de transfert de chaleur (W/m2K)
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Ratio entre les conductivités thermiques liquide et 
solide
L Chaleur latente de fusion (J/kg)
Lx, Ly Dimension
M Nombre de capteurs
N Nombre de coefficients inconnus
P Paramètre de la fonction estimée, puissance (W)
q Flux de chaleur (W/m2)
r
R
Nombre de mesures par séquence 
Variation linéaire normalisée, résistance 
thermique (m2K/W)




x, y Coordonnées cartésiennes (m)
Xm Position des capteurs (m)
X, Y Dimension (m)
Y Mesure de température (K)
Z Matrice/coefficient de sensibilité
a Diffusivité (m2/s)
P Paramètre de descente
Y Coefficient de conjugaison
AL Lagrangien
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At Pas de temps (s)
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température adimensionnée 
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p Front de solidification, présent
PCM Matériau à changement de phase
PCM1 PCM sous forme liquide
PCMs PCM sous forme solide
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» Dérivée par rapport à la tempérât







CPU Unité centrale de traitement 
(processeur)
FSM Méthode de la fonction spécifiée
GCPA Technique du gradient conjuguée 
avec problème adjoint
IHTP Problème inverse de diffusion 
thermique
LVDT Capteur électrique inductif de 
déplacements linéaires
PCM/MCP Matériau à changement de phase
SFEM Méthode séquentielle d'estimation 
de fonction




1.1. Mise en contexte et problématique
1.1.1. Les fours de transformation à haute température
Bien que la notion de haute température dépende fortement du secteur d’activité considéré, les 
fours de sidérurgie, de verrerie et de cimenterie représentent quelques exemples de fours de 
transformation à haute température [1], La présente étude se limite toutefois aux fours 
métallurgiques utilisés dans le secteur manufacturier de la production primaire des métaux. En 
particulier, les cuves d’électrolyse utilisées pour la production d’aluminium primaire ainsi que 
les hauts fourneaux et le four à arc électrique utilisés pour la métallurgie du fer en sont 
quelques exemples [2]. Dorénavant, afin d'abréger l'écriture, le terme four  se rapportera aux 
fours métallurgiques dont il est question dans cette étude.
La croissance de cette industrie manufacturière est principalement dictée par l’amélioration du 
contrôle des procédés utilisés [1, 3]. Parmi les différentes opérations de contrôle possibles, il y 
a notamment l’alimentation en ressource première et l’ajout d’additifs chimiques [4]. Il va de 
soit que ces opérations de contrôle reposent essentiellement sur différents paramètres mesurés 
périodiquement tels que la chute de potentiel observée entre l'entrée et la sortie du four et la 
quantité de métal liquide recueilli. Dans bien des cas, un autre paramètre d'importance est 
l’évolution du profil de la couche protectrice qui se solidifie sur la paroi latérale de ces fours. 
En effet, ce banc solide est généralement indispensable pour assurer l'intégrité des fours ainsi 
que le bon fonctionnement du procédé [5-7]. En pratique, toutefois, il est difficile et très 
coûteux de sonder directement l'épaisseur de cette couche solide due aux conditions hostiles 
qui régnent à l'intérieur des fours. Cette mesure, bien qu'essentielle, est donc rarement réalisée 
en industrie.
Tel que spécifié plus haut, les cuves d’électrolyse utilisées pour la production d’aluminium 
primaire représentent un exemple typique de four de transformation à haute température. Ce 
système thermique sera donc utilisé comme système de référence pour l’ensemble de cet
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ouvrage. Par conséquent, une mise en situation plus approfondie portant sur la production 
d’aluminium primaire est présentée à la section suivante.
1.1.2. La production d ’aluminium
Le Canada est le troisième producteur d'importance d’aluminium de première fusion dans le 
monde [8]. En particulier, les alumineries canadiennes produisent plus de 3 Mt d’aluminium 
de première fusion par année. Malgré une légère réduction du prix de l’aluminium en 2009, les 
revenus bruts générés par cette production canadienne d’aluminium étaient de l’ordre de 6.5 
milliards de dollars en 2010. Puisqu’il faut en moyenne plus de 15 kWh pour produire 1 kg 
d’Al [9], la consommation énergétique annuelle reliée à cette industrie canadienne est de 
l’ordre de 45 TWh. A titre d'exemple, cela représente près de 25 % de l'énergie 
hydroélectrique générée par l'ensemble des centrales d’Hydro-Québec en 2010 [10], Il n ’est 
donc pas étonnant que la consommation électrique représente un peu plus du tiers des coûts 
d’exploitation d’une aluminerie [11, 12].
Force est de constater que, d'un point de vue économique, il est essentiel pour l’industrie de 
l’aluminium de s’assurer du meilleur rendement énergétique pour le procédé d’électrolyse. 
Parallèlement, ce besoin est crucial d'un point de vue environnemental puisque le procédé 
d'électrolyse génère une grande quantité de gaz à effet de serre fortement corrélée à ce 
rendement énergétique [13], Le reste de ce chapitre explique en quoi l'amélioration de ce 
rendement énergétique passe par l'amélioration des méthodes de mesure utilisées pour 
connaître le comportement transitoire de la couche protectrice solidifiée sur la paroi latérale 
des cuves d'électrolyse.
1.1.3. La cuve d ’électrolyse
Une cuve d'électrolyse de l'aluminium est un four de transformation de plus de 12m de long, 
4m de large et 1.5m de haut [14]. L'énergie électrique injectée dans la cuve d'électrolyse, de 
l'ordre de 1 MW, permet d'extraire l’aluminium de l’alumine (Al^Oj) à l’aide du procédé Hall- 
Héroult [3]. La ressource première, l’alumine, est dissoute à haute température (~970°C) dans 
un bain électrolytique constitué principalement de cryolite {Na^ilF^). Par électrolyse, les 
molécules d’alumine sont réduites en aluminium et en oxygène. L’oxygène provenant de
3l’alumine réagit avec le carbone issu de l'anode pour former du gaz carbonique (voir l’éq .(l.l))
[3]. L’aluminium, plus dense que le bain, s’accumule au fond de la cuve [14]. Le schéma 













Figure 1.1 Schéma d’une cuve d'électrolyse
La chute de potentiel électrique aux bornes d'une cuve d'électrolyse est de l’ordre de 4,5 V [4], 
Parallèlement, les cuves d’électrolyse actuelles requièrent généralement un courant continu de 
plusieurs centaines de kA pour assurer la réduction électrolytique de l’aluminium, soit un 
apport d’énergie de plus de 1 MW par cuve d’électrolyse [3, 12, 16]. Ce courant est acheminé 
à la cuve par des barres d’alimentation insérées à l’intérieur des anodes. Ces anodes précuites 
(~), faites à base de coke de pétrole calciné, se consument lentement lors de la réaction globale 
d’extraction de l’aluminium donnée par [15]
2 A l 20 3 ( l )  +  3 C ( s )  - >  3 C O , ( g )  +  4 A l ( l )  ( U )
La réaction endothermique présentée à l’équation (1.1) se produit à une température d’environ 
965°C [17, 18]. L’aluminium produit est extrait périodiquement de la cuve. Le bloc 
cathodique, composé de blocs préformés à base de carbone, limite l’espace du creuset [15]. 
Des barres collectrices de courant y sont insérées pour extraire le courant du système et 
l’acheminer aux cuves suivantes. Les salles de cuves regroupent ainsi jusqu’à plusieurs 
centaines de cuves d’électrolyse [15]. Le Tableau B.2 présente les dimensions caractéristiques 
des principaux éléments constituant une cuve d'électrolyse ainsi que les propriétés 
thermophysiques des matériaux l'on y retrouve (voir annexe B).
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1.1.4. Le bilan thermique
Malgré sa grande maturité, le procédé de réduction électrolytique de l'aluminium ne présente 
qu’une faible efficacité thermique. En fait, plus de la moitié de la puissance électrique 
nécessaire pour assurer le bon fonctionnement d’une cuve d’électrolyse est perdue sous forme 
de chaleur, soit près de 0.5 MW [4], Cette faible efficacité thermique est pourtant inhérente au 
procédé d'électrolyse. En effet, la productivité de la cuve est proportionnelle à la densité de 
courant anodique qui, par effet joule, génère de l'énergie thermique. Bien qu'une cértaine 
quantité d'énergie thermique soit nécessaire à la réaction d ’électrolyse, la majorité de l'énergie 
thermique doit être évacuée de la cuve. Il est à noter toutefois que l'amélioration de la 
productivité des cuves d'électrolyse passe par un meilleur contrôle de ces pertes thermiques
[4]. En effet, le bilan d'énergie régissant ces pertes thermiques est établi de façon à assurer la 
présence d'une couche d'électrolyte solide sur les parois latérales du four, i.e. la gelée [3]. Plus 
l'épaisseur de la gelée est petite, plus la productivité de la cuve est grande (voir section 1.15). 
Cependant, puisque l'évolution temporelle de la gelée est un paramètre méconnu, ce bilan 
d'énergie a toujours été défini de telle façon à surestimer l'épaisseur de la gelée pour éviter les 
points chauds [7, 19].
Les études thermiques portant sur les cuves d’électrolyse ne considèrent généralement que 
l'énergie thermique générée dans le bain électrolytique [13]. En réalité, la chaleur issue de la 
cuve d'électrolyse provient principalement de la formation du gaz carbonique à la surface de 
l'anode (voir l’équation. (1.1)) ainsi que de la puissance électrique réduite en chaleur par effet 
joule dans les milieux les plus résistifs, i.e. l'anode, la cathode et le bain électrolytique [13]. 
Toutefois, en plus d'être responsable de plus des deux tiers de l'énergie thermique générée 
dans la cuve, le bain électrolytique est le siège de la grande majorité des perturbations 
thermiques observées. Ainsi, le bain est sans contredit le milieu le plus important dans l'étude 
des pertes thermiques issues de la cuve d'électrolyse [13].
L'énergie thermique issue du bain électrolytique est dissipée par différents vecteurs thermiques 
tels qu’illustrés sur la Figure 1.2.
5Figure 1.2 Schéma des pertes thermiques dans une cuve d’électrolyse fonctionnant en régime 
établi avec une température de bain de l’ordre de 977°C [4]
Le bilan thermique présenté à la Figure 1.2 caractérise une cuve d ’électrolyse standard 
fonctionnant en régime établi [4], Ainsi, plus de 50 % de l’énergie thermique générée par le 
procédé d’électrolyse est généralement acheminée au milieu environnant par les blocs 
anodique et cathodique. Finalement, les pertes thermiques traversant le mur de côté 
représentent plus de 35 % de l’énergie thermique dissipée.
Toutefois, lorsqu’il y a perturbation de la température du bain, l'énergie thermique 
supplémentaire est principalement évacuée par le mur de côté [18, 20]. En effet, la gelée agit 
comme un « élément thermostat » [21]. S’il y a variation rapide de la température du bain, la 
surchauffe (ATsur=T\,am-Tuq) ainsi que l’épaisseur de la couche de gelée varient rapidement 
pour adapter le flux thermique traversant la paroi et ainsi permettre à l’équilibre thermique 
d'être rétablie [21, 22], Une analyse plus complète présentée à l’annexe A montre que les 
autres vecteurs thermiques présentés à la Figure 1.2 n’apportent qu’une contribution 
négligeable au retour de l’équilibre thermique. Par conséquent, la géométrie de la gelée varie 
constamment dans le temps dû aux différentes variables d ’opération d’une cuve d’électrolyse 
telles que l’ajout d’alumine, le remplacement d’anodes et l’extraction de l’aluminium liquide 
[17, 23],
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1.1.5. L’influence du profil de la couche de gelée
Comme mentionné plus haut, la couche de gelée isole thermiquement le côté de la cuve et 
protège ses parois de l’attaque chimique du bain électrolytique. Ainsi, lorsque la couche de 
gelée s'amincit, il risque d’y avoir certains endroits du bloc de côté exposés à l’électrolyte 
liquide (voir la Figure 1.3). La durée de vie de la cuve s’en verra alors réduite [3, 7]. À 
l'opposé, lorsque cette couche de gelée s'épaissit, elle risque de s’insérer entre le bloc 
cathodique et l’anode, perturbant ainsi le champ électrique dans la cuve. Cette perturbation 
engendre des mouvements magnétohydrodynamiques dans l’aluminium liquide accumulé au 
fond de la cuve. Ces mouvements tendent à diminuer le rendement Faraday1 en favorisant la 
réaction chimique inverse donnée par [3]
2Al{l) + 3C02(g) -> 2Al20 2(dissout) + 3CO(g)  (1 2)
Ces deux phénomènes indésirables sont illustrés à la Figure 1.3.
Corrosion du bloc 
de côté
/ ' A ' / i ï A F  r i f c  ; - T  1
Figure 1.3 Description des problèmes relatifs au profil de la gelée
Il est donc impératif de contrôler l’évolution temporelle du profil de la couche de gelée. Pour 
ce faire, un contrôle indirect est possible en ajustant la composition du bain, en modifiant la 
distance entre les électrodes et en modifiant le courant électrique injecté dans la cuve [24].
1 C e rendem ent, utilisé pour déterm iner la productivité d ’une usine, représente le  ratio entre les productions réelle  
et théorique d ’alum inium .
7Quoi qu'il en soit, toujours faut-il être en mesure de connaître l’évolution temporelle de ce 
profil de gelée...
1.1.6. La mesure directe du profil de la couche de gelée
Malheureusement, les conditions extrêmes (sels corrosifs, haute température d ’opération) qui 
prévalent dans la cuve rendent difficile et coûteuse la mesure directe de l’épaisseur de la gelée 
[21,25],
En dépit des progrès réalisés dans le développement de la technologie des cuves d’électrolyse, 
la mesure directe du profil de la couche de gelée n’a que très peu évolué avec les années. Les 
mesures d’épaisseur de la gelée sont généralement effectuées méthodiquement sur une grille 
constituée de 6 à 8 mesures [4]. Comme le montre la Figure 1.4, ces mesures sont réalisées 





Figure 1.4 Schéma du montage utilisé pour la mesure directe de l'épaisseur de la gelée [21]
Cette campagne de mesures requiert donc beaucoup de préparation et du personnel qualifié 
[21], Par conséquent, bien que ces mesures soient primordiales pour assurer le contrôle du 
profil de la gelée, le coût, les risques d'incidents et le temps d'acquisition sont souvent des 
éléments qui freinent la réalisation fréquente de ces mesures. Ainsi, en plus du nombre de 
cuves endommagées par un point chaud détecté trop tard, le rendement énergétique du procédé 
d’électrolyse n’est généralement pas maximisé dû à la méconnaissance de l’évolution
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temporelle du profil de la gelée. Ce projet de recherche vise justement à remédier à cette 
situation.
1.2. Définition du projet de recherche
En résumé, il est essentiel de connaître le comportement transitoire du profil de la couche 
protectrice qui se solidifie sur la paroi latérale des fours de transformation à haute température. 
La mesure directe du profil de cette couche protectrice est toutefois difficile et très coûteuse. Il 
est donc nécessaire de développer une méthode de mesure alternative qui facilitera cette tâche. 
De ce fait, la question de départ de ce projet de recherche est la suivante : « Est-il possible, à 
Laide d’une méthode inverse, de prédire l’évolution temporelle de la géométrie du front de 
solidification des bancs recouvrant les parois intérieures des fours et quelles sont les difficultés 
inhérentes à cette démarche? ».
Comme il a été mentionné plus haut, la cuve d’électrolyse représente le four typique qui sera 
étudié tout au long de cet ouvrage. Ainsi, les conclusions spécifiques tirées de ce projet de 
recherche se limiteront à la production d’aluminium primaire. Toutefois, les concepts 
présentés dans cet ouvrage s’étendent naturellement à tous les types de fours de transformation 
à haute température.
1.3. Objectifs du projet de recherche
1.3.1. Objectif principal
L’objectif principal de cette étude est de développer un dispositif formé de capteurs 
thermiques externes permettant de prédire l’évolution temporelle du profil de la couche 
d’électrolyte solidifiée sur la paroi interne des fours de transformation à haute température.
1.3.2. Objectifs intermédiaires
Le développement d’un tel dispositif de capteurs regroupe un certain nombre d'objectifs 
intermédiaires. Pour ce faire, il est nécessaire de développer une méthode d’analyse, de 
déterminer ses limitations et de la valider expérimentalement. Les objectifs intermédiaires de 
ce projet de recherche sont donc :
91. Mettre en place un modèle numérique permettant de simuler les phénomènes 
thermiques se produisant à l’intérieur des fours métallurgiques.
2. Développer une méthode numérique inverse permettant de compenser le manque 
d ’informations concernant le comportement transitoire de l’interface de changement 
de phase par des mesures de température recueillies à la surface externe de la paroi 
latérale des fours métallurgiques.
3. Minimiser l’horizon d’observation nécessaire à la mise en œuvre de la méthode 
inverse afin d'être en mesure de détecter la perturbation des phénomènes 
caractéristiques se produisant à l’intérieur des fours.
4. Valider le modèle numérique avec des résultats expérimentaux obtenus sur un banc 
d’essai.
L’atteinte de ces objectifs permettra de déterminer s’il est envisageable de prédire 
efficacement, à l’aide d’une méthode inverse, l’évolution temporelle de la géométrie du front 
de solidification des bancs recouvrant les parois intérieures des fours de transformation à haute 
température.
1.4. Contributions originales
Tel que mentionné plus haut, il est essentiel de connaître le comportement transitoire de la 
couche d’électrolyte solidifiée sur la paroi interne des fours métallurgiques. Cependant, dû aux 
conditions hostiles qui régnent à l’intérieur de ces fours, ce paramètre n’est que très peu sondé 
en industrie. En tentant de remédier à ce problème, le projet de recherche proposé est très 
innovateur et original à plusieurs points de vue :
1. Développement d’un modèle numérique 2D élaboré à partir d’une formulation 
enthalpique permettant de prédire la cinétique du changement d'état d'un matériau à 
changement de phase (MCP).
2. Développement de plusieurs stratégies de résolution inverse permettant d’augmenter 
la fréquence à laquelle le comportement transitoire de la couche d’électrolyte solide 
peut être prédit.
a. Chevaucher les horizons d’observation de façon à réutiliser plus d'une fois les 
mesures de température effectuées sur la frontière observable.
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b. Définir un problème thermique virtuel pour lier le paramètre prédit à la 
grandeur observable mesurée.
3. Développement d’une méthode inverse basée sur l’algorithme de minimisation du 
gradient conjugué et faisant intervenir un problème adjoint pour déterminer le 
coefficient de sensibilité.
4. Développement d ’une méthode inverse pseudo 2D reposant sur l’algorithme de 
minimisation de Levenberg-Marquardt.
5. Validation de la méthode inverse avec des résultats expérimentaux issus d’un banc 
d’essai soumis à des conditions d’utilisation similaires à celles rencontrées dans les 
cuves d’électrolyse de l’aluminium.
1.5. Plan du document
Le corps de la thèse est constitué de neuf chapitres.
Dans le chapitre 2, une revue de la littérature est réalisée dans le but de justifier l’intérêt de ce 
projet de recherche ainsi que ses objectifs. Cet état de l’art aborde la question de départ de ce 
projet de recherche sur 3 volets : les transferts thermiques dans les cuves d’électrolyse de 
l’aluminium, le problème direct de changement de phase et les méthodes inverses.
Dans le chapitre 3, le problème direct à l'étude est formalisé et mis en équations. On y retrouve 
également une discussion sur le choix des discrétisations spatiale et temporelle du modèle. 
Finalement, la qualité de ce modèle direct est vérifiée analytiquement et expérimentalement 
puisqu'il constitue le fondement de cette étude.
Dans le chapitre 4, le problème inverse à frontière mobile est posé. De plus, le concept 
d’horizon d’observation est introduit. Un survol des différentes méthodes inverses qui seront 
utilisées est présenté. Finalement, les difficultés numériques que représente l’inversion sont 
données. Ces difficultés, principalement reliées au délai temporel associé à la propagation de 
la chaleur, sont à l’origine des principaux éléments d ’originalité de ce projet de recherche. En 
effet, dans les chapitres 5 et 6, des stratégies sont proposées dans le but de diminuer l’impact
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de ces difficultés inhérentes aux méthodes inverses : chevauchement des séquences 
d'observation et approche virtuelle pour résoudre le problème direct.
Le chapitre 7 présente une méthode inverse basée sur une approche pseudo 2D qui diminue le 
temps de calcul nécessaire à la prédiction de l’évolution du profil du banc solidifié. Cette 
approche est d ’ailleurs utilisée au chapitre 8 pour prédire l’évolution du profil de gelée 
observée à l’intérieur d’un banc d’essai. Ainsi, l'ensemble de ce travail numérique est validé 
expérimentalement afin de démontrer la faisabilité de l'approche inverse.

CHAPITRE 2 ETAT DE L’ART
Ce chapitre brosse un tableau des différents travaux de recherche issus de la littérature et 
traitant des principaux aspects du projet. Cette revue de la littérature permet de mieux saisir 
l’originalité de ce projet de recherche tout en le situant par rapport aux autres travaux effectués 
dans le domaine. Tout d’abord, un survol des travaux réalisés sur la prédiction de l’évolution 
temporelle du profil de la couche de gelée sera abordé. Ce survol portera également sur les 
différents modèles numériques disponibles pour simuler ce phénomène. Finalement, cette 
discussion mènera à une revue des travaux réalisés sur l'utilisation des méthodes inverses pour 
prédire l'évolution temporelle de la géométrie d'un front de transition de phase. Il sera alors 
possible de constater l'originalité du projet ainsi que de son intérêt considérant que le MCP à 
l'étude présente une grande inertie thermique.
2.1. Géométrie de la couche gelée en régime permanent
L'étude des pertes thermiques traversant le mur de côté a principalement débuté par des 
modèles statiques unidimensionnels [26]. Ces modèles reposaient essentiellement sur une 
analyse des résistances thermiques caractérisant le mur de côté. Ainsi, la première estimation 
de l'épaisseur de la couche de gelée, xsoi, était donnée par
*.W = k R
T  - T  v 11 I. 1 am h V  D 1
~ 2 a R‘ — (2 . 1)A  (Th ~ ) ,„i hàmb
où kg est la conductivité thermique de la gelée; TL et Tamb représentent les températures 
liquidus et ambiante, respectivement; 7* est la température du bain de cryolite; hh et hamb sont 
les coefficients de transfert thermique globaux entre les interfaces bain/gelée et mur de 
côté/milieu ambiant, respectivement ; /?, représente l’une des N  résistances thermiques 
correspondant à la composante i du mur de côté (voir la Figure 2.1).
2 11 est à noter que le coeffic ien t hb, déterm iné expérim entalem ent, provient principalem ent d ’un écou lem en t de 
con vection  m ixte, de l ’influence des b u lles d e C 0 2 générées sous l ’anode ainsi que des m ouvem ents  
m agnétohydrodynam iques [22, 132],
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Électrolyte
Aluminium liquid*
Figure 2.1 Schéma du circuit thermique associé au mur de côté
Ces modèles, bien que très simplifiés, permettent un traitement analytique du problème. Ils 
sont d’ailleurs encore utilisés de nos jours pour la formation du personnel et pour développer 
de nouvelles stratégies de contrôle [27]. Ce type d’études permet également de valider les 
modèles plus complexes développés [28]. Néanmoins, l’utilité de ces modèles simplifiés est 
limitée, car ils ne sont pas en mesure de tenir compte des points chauds ainsi que de la gelée 
filant sous l’anode (voir la Figure 1.3).
Depuis les années 1990, des modèles statiques 2D ont vu le jour dans le but de mieux 
comprendre la géométrie de la couche de gelée [29, 30], Ces études, strictement numériques, 
sont principalement utilisées comme support pour la conception thermoélectrique des cuves 
[27]. Cependant, il est impossible de valider ces modèles analytiquement, difficulté attribuable 
à la non-linéarité du problème à l’étude [31]. Le seul moyen utilisé pour confirmer ces 
modèles mathématiques demeure les campagnes de mesures effectuées en milieu industriel 
(voir la Figure 1.4).
Finalement sont apparus les modèles statiques 3D vers la fin des années 1990. Ces modèles, 
élaborés à l’aide de logiciels commerciaux, permettent d’obtenir une vue d’ensemble des 
phénomènes de transfert de chaleur dans les cuves d’électrolyse [32]. Tout comme les modèles 
statiques 2D, les modèles statiques 3D sont souvent utilisés en industrie pour la conception 
thermoélectrique des cuves d’électrolyse [12, 33, 34].
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2.2. Dynamique de la géométrie de la couche gelée
Depuis les années 1980, des études dynamiques 1D permettent de déterminer l’impact des 
différentes variables d’opération sur l’épaisseur de la gelée [19, 35]. Parallèlement, plusieurs 
analyses expérimentales ont permis de confirmer ces études [4, 7, 23]. Ce type d’analyse 
permet théoriquement d'utiliser la cuve de façon optimale, dans la mesure où les points chauds 
sont négligés et où le profil de la gelée filant sous l’anode n’est pas considéré. Or, ces deux 
éléments ne peuvent être négligés, car ils ont une influence notable sur la longévité et la 
productivité des cuves d’électrolyse [13, 28].
En pratique, il n'y a que très peu d’études dynamiques 2D traitant du profil de la gelée. Ces 
études, toutes numériques, permettent de prédire la géométrie complexe de la couche de gelée 
et son évolution temporelle [36, 37]. Ces modèles sont également utilisés pour déterminer 
l’impact des propriétés thermophysiques sur l’évolution de l’épaisseur de la gelée [21] et 
l'effet des variables d’opération sur les points chauds du système [7, 28]. Les quelques études 
dynamiques 3D traitant du comportement transitoire du profil de la gelée portent sur l'étude 
thermo-électro-mécanique du préchauffage d'une cuve d'électrolyse [38-40].
Le Tableau 2.1 résume l'utilité des différents types d'études dédiées à comprendre la cinétique 
de la couche de gelée. En résumé, il est nécessaire d'utiliser un modèle dynamique 2D pour 
prédire l'évolution temporelle de la géométrie de la couche de gelée afin de prévenir les points 
chauds ainsi que la baisse de productivité de la cuve.
Tableau 2.1 Comparaison des différents types d’études sur le profil de la gelée
Type d ’études Objectifs
Statique 1D
-Formation du personnel 
-Orientation des idées 
-Validation des modèles
Statique 2D-3D -Conception de la cuve -Gestion du profil de la gelée
Dynamique ID -Contrôle de l’épaisseur de la gelée -Impacts des opérations de production
Dynamique 2D-3D
-Contrôle de la gelée filant sous l'anode et des 
points chauds 
-Impacts des opérations de production |
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2.3. Modèle dynamique 2D
Il convient de spécifier que les modèles dynamiques 2D, décrits à la section précédente, sont 
des modèles directs puisqu'ils supposent que les conditions initiales, les conditions aux limites 
et les propriétés physiques du système sont toutes connues. À l'aide de ces informations, le 
champ thermique peut être prédit à tout instant dans un système à deux phases (solide et 
liquide). Par le fait même, il est possible d'estimer la géométrie de l'interface de transition de 
phase. C'est un problème bien posé qui peut être abordé de plusieurs façons.
C'est Joseph Black, en 1761, qui a identifié pour la première fois la libération ou l'absorption 
locale de chaleur latente lorsqu'il y a changement de phase [41]. En 1860, Franz Neumann 
présenta quelques résultats sur les problèmes à frontière libre, caractéristiques des problèmes 
de changement de phase. Toutefois, le premier scientifique à résoudre un problème de 
changement de phase liquide-solide fut Josef Stefan, en 18723 [41]. Ce type de problèmes, que 
l'on désigne aujourd'hui comme un problème de Stefan, consistait à déterminer le 
comportement transitoire du front de solidification. Il fallut attendre plus d'un siècle avant 
d'obtenir la solution théorique de la distribution du champ thermique dans un tel milieu. En 
effet, Rubinsky proposa en 1978 une méthode de résolution du champ de température dans la 
région liquide à l’aide d’une décomposition de Taylor du champ thermique lorsque la position 
de l'interface de transition de phase est connue [42], Plus tard, Frederick et ses collaborateurs 
ont utilisé cette solution particulière pour prédire la distribution du champ thermique dans les 
deux phases d’un MCP dont la région solide correspondait à un milieu semi-infini [43]. En 
effet, la solution au problème de changement de phase pour un domaine semi-infini existe. 
Cette solution, permettant de déterminer la position de l'interface de transition de phase, est 
bien détaillée dans [44], Force est de constater toutefois que cette méthode de résolution, 
proposée par Frederick et ses collaborateurs, conduit à l'unique solution analytique valable 
pour le champ thermique dans un milieu diphasique. En fait, vu la non-linéarité du processus, 
la résolution dynamique d'un problème de changement de phase 2D se fait exclusivement à 
l'aide de modèles numériques [45].
3 La problém atique traitée abordait la question des g laciers polaires
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Il convient de spécifier toutefois que, pour le problème de Stefan, il n’est pas nécessaire de 
déterminer le champ thermique dans la phase liquide pour prédire la géométrie du front de 
solidification. Ainsi, il existe deux principales approches numériques pour résoudre le 
problème de Stefan. La première est l'utilisation d'un maillage adaptatif afin que la frontière 
libre coïncide constamment avec l'une des frontières du système à l'étude. Le problème 
consiste alors à déterminer le maillage spatial qui permet de retrouver l’état du système à 
chaque pas de temps [46]. Il est alors relativement simple de déterminer le champ thermique 
dans le solide à l'aide de la condition limite de Dirichlet correspondant à la température de 
fusion, Tf. L'adaptation du maillage devient toutefois ardue lorsque le problème fait intervenir 
un domaine 2D. De plus, il est impossible de tenir compte d'une zone pâteuse. C'est pourquoi 
les modèles dynamiques 2D reposent essentiellement sur des maillages fixes pour lesquels 
l'interface de transition de phase correspond à l'isotherme T=Tp. Lorsque le MCP est constitué 
d'un mélange eutectique, le champ thermique est déterminé à l'aide de la condition de Stefan 
[31]. Lorsqu'il y a présence d'une zone pâteuse, la formulation faible de l'équation d'énergie est 
utilisée pour déterminer le champ thermique [45]. Cette formulation fait intervenir l'enthalpie 
massique qui tient compte à la fois de la chaleur spécifique et de la chaleur latente de fusion 
[47]. C'est ce modèle dynamique qui est généralement utilisé pour résoudre les problèmes 
inverses d'identification de la géométrie de l'interface de transition de phase.
2.4. Méthodes inverses
Tel que mentionné précédemment, les modèles dynamiques 2D décrits ci-haut ont un caractère 
« bien posé » puisqu'ils reposent sur l'hypothèse que les conditions initiales, les conditions aux 
limites et les propriétés physiques du système sont toutes connues. Lorsqu'un de ces 
paramètres est inconnu, il est possible de résoudre le problème à l'aide d’une mesure de 
température effectuée sur le système thermique. Les méthodes inverses consistent à déterminer 
le paramètre inconnu qui minimise une fonction coût basée sur cette mesure de température. 
Généralement, cette fonction coût est définie comme l'écart quadratique entre la mesure de 
température réalisée sur le système et le champ thermique prédit à l'aide d'un modèle 
numérique (modèle dynamique 2D). L’estimation de la géométrie de l'interface de transition 
de phase devient donc un problème d'optimisation basé sur l'algorithme des moindres carrés 
récursifs [48].
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La théorie et l'application des méthodes inverses sont apparues vers les années 1950. À cette 
époque, c'est principalement l'industrie aérospatiale qui a contribué au développement de cette 
théorie [48]. En effet, la puissance de calcul disponible à cette époque limitait grandement 
l'utilisation de ces méthodes. Ainsi, depuis l'avènement des superordinateurs et de 
l'amélioration continue des outils de calcul, l'intérêt porté à l'égard de ces méthodes 
numériques a récemment pris de l'ampleur et s'est étendu à l'ensemble de la communauté 
scientifique.
Par conséquent, il n'est pas étonnant que l'intérêt porté aux problèmes inverses de transfert 
thermique n’ait cessé de croître depuis les dernières décennies [55]. Un des premiers ouvrages 
portant sur l'application des techniques inverses dans le domaine du transfert de chaleur a été 
écrit par Beck et ses collaborateurs en 1985 [56], Ils ont ainsi établi le « nouveau paradigme » 
selon lequel il est impératif d'adapter les méthodes numériques au caractère « mal posé » de la 
question inverse dont la solution ne satisfait pas aux conditions classiques d'existence, 
d'unicité et de continuité des problèmes [55]. En effet, puisque la mesure sur laquelle repose 
ces méthodes numériques présente une certaine incertitude, la cause de la perturbation 
mesurée n’est pas unique. Par ailleurs, le délai temporel inhérent aux problèmes diffusifs 
limite l’existence de la solution : si l’effet n’est pas détecté, la solution inverse n’existe tout 
simplement pas. Ce paradigme, faisant suite aux travaux de Tikhonov portant sur les 
problèmes « mal posés » [57], a mené à l'apparition de nombreuses méthodes de 
régularisation, dont la résolution spécifique et la régularisation de Tikhonov [49, 56, 58, 59], 
C'est ainsi qu'a débuté l'analyse inverse de systèmes thermiques plus complexes, dont l'étude 
inverse d'un front de transition de phase liquide-solide [60, 61].
La principale voie explorée pour l'étude inverse de la cinétique du changement d'état fut 
l'estimation des conditions de refroidissement permettant d'obtenir une dynamique de 
solidification prescrite [62, 63]. Cette problématique, caractéristique du moulage des métaux, 
a été investiguée par de nombreux auteurs [64, 65].
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Une voie très peu explorée est la prédiction d'un front de solidification inconnu à partir des 
mesures de température dans la région solide. En 1987, Chun et ses collaborateurs montrent la 
faisabilité de l'inversion numérique pour prédire l'évolution temporelle d'un front de 
solidification [66]. En 1990, Afshari dépose sa thèse portant sur l'identification de l'évolution 
d'un front de fusion/solidification par résolution inverse de l'équation de la chaleur dans le 
domaine solide [45]. Il fut l'un des premiers à traiter ce problème inverse pour un domaine 2D. 
Par la suite, Samai et ses collaborateurs ont présenté un formalisme mathématique plus 
complet du problème inverse considéré pour un domaine 1D [67]. Depuis, de nombreux 
travaux ont été réalisés afin de déterminer les diverses limites d'utilisation des méthodes 
inverses appliquées à cette problématique [68, 69].
Entre-temps, afin de faciliter la prédiction de l’isotherme de changement de phase, certains 
auteurs ont proposé différentes stratégies pour traiter de cette problématique [25, 70]. Une 
voie des plus prometteuses a été explorée par Momose et ses collaborateurs qui ont proposé 
une méthode virtuelle négligeant la présence de la phase liquide et s'appuyant sur des sources 
de chaleur imaginaires [70]. Cette stratégie visant à remplacer la phase liquide par une phase 
solide imaginaire a été reprise dans de nombreuses études [71, 72].
Dans le contexte de l'industrie métallurgique, les techniques inverses visant à prédire 
l'évolution temporelle d'un front de solidification furent d'abord utilisées pour étudier le 
soudage [73]. Elles furent également utilisées pour prédire les propriétés thermophysiques des 
métaux lors de la fusion [74, 75]. Par la suite, ces techniques permirent de prédire la 
dégradation des murs de côté dans les fours métallurgiques [72, 76]. Un brevet a d'ailleurs été 
déposé en 1998 sur une technique inverse permettant d'estimer cette détérioration [77]. 
Finalement, Boily et ses collaborateurs furent les premiers à proposer d'utiliser les méthodes 
inverses pour prédire la formation des bancs solides qui se trouvent sur la paroi intérieure des 
murs de côté des fours métallurgiques [78]. La méthode inverse proposée fut validée sur un 
montage expérimental constitué de matériaux ayant des propriétés physiques similaires aux 
cuves d'électrolyse [21]. En 2006, Tadrari et Lacroix ont proposé d'utiliser une méthode 
inverse 1D pour connaître à tout moment l'épaisseur du banc solide cristallisé sur la paroi 
intérieure du four de transformation à arc électrique [5], Lebreux et ses collaborateurs ont
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repris cette idée et ont proposé un modèle inverse 1D simplifié permettant de réduire 
grandement le temps de calcul nécessaire à la mise en œuvre de cette méthode pour une 
perspective de contrôle de procédé [25],
Force est de constater toutefois qu'aucun modèle inverse 2D n'a été proposé dans la littérature 
pour prédire l'évolution temporelle du banc solide cristallisé sur la paroi intérieure des fours de 
transformation. En fait, en plus du caractère « mal posé » de ce problème inverse [55, 56], 
deux difficultés majeures limitent cette étude : la grande inertie thermique de ces systèmes 
thermiques [79, 80] et le temps de calcul nécessaire à la mise en œuvre de la méthode inverse 
qui augmente rapidement lorsque le problème est traité en deux dimensions [81]. D'une part, 
puisque le transfert de chaleur est un phénomène diffusif, il existe un délai temporel entre une 
perturbation du front de solidification et la variation de la température correspondante au point 
de mesure. Naturellement, ce délai temporel augmente avec l’inertie thermique du système. Si 
la mesure n’est pas influencée par le paramètre à prédire, il est impossible de détecter la 
perturbation étudiée, i.e. la méthode inverse est inadmissible. Ainsi, le délai temporel fixe le 
critère de stabilité temporel des méthodes inverses séquentielles [82-84]. Par conséquent, les 
systèmes très inertiels ne sont que rarement étudiés. Malgré le peu d'études portant sur ces 
systèmes, Battaglia a récemment proposé une approche modale qui permet de limiter le temps 
de calcul lorsque le délai temporel devient important sans toutefois s'attaquer au problème de 
sensibilité [54], D'autre part, pour ce type de problèmes inverses, il n'y a que très peu d'études 
multidimensionnelles qui proposent des stratégies simples et efficaces pour réduire le temps de 
calcul qui limite l'utilisation des méthodes inverses dans un contexte industriel [68, 70, 85-87].
C'est dans ce contexte que les présents travaux de recherche ont été effectués. Une méthode 
inverse a été développée afin de prédire l'évolution temporelle de la géométrie de la couche de 
gelée. Différentes stratégies ont été proposées afin de pallier les deux problèmes majeurs 
rencontrés, i.e. le délai temporel [79, 80] et le temps de calcul [81].
2.5. Conclusion
En conclusion, il a toujours été primordial de connaître l'évolution temporelle de la couche de 
gelée dans les cuves d'électrolyse. Initialement, la prédiction du profil moyen de cette couche
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était réalisée à l'aide d'une analyse basée sur les résistances thermiques. Ces modèles se sont 
complexifiés et ont donné naissance au modèle dynamique 2D. Ce modèle, utilisé 
principalement pour la conception des cuves d'électrolyse, dépend toutefois des conditions 
d'utilisation standards d'une cuve d'électrolyse, supposées connues. Puisque ces conditions 
d'utilisation fluctuent constamment en pratique, ces modèles dynamiques 2D ne permettent 
pas de connaître de façon continue l'évolution temporelle de la couche de gelée. En 
contrepartie, la mesure directe de cette couche constitue une tâche difficilement réalisable. Par 
conséquent, les méthodes inverses constituent une alternative intéressante pour prédire ce 
paramètre. Force est de constater toutefois qu'aucun modèle inverse 2D n'a été proposé dans la 
littérature pour prédire l'évolution temporelle de cette couche de gelée. De plus, les problèmes 
de sensibilité rencontrés lorsque les méthodes inverses sont appliquées à des systèmes 
thermiques présentant une grande inertie thermique n’ont jamais été réellement abordés.

CHAPITRE 3 PROBLÈME DIRECT
Toute méthode inverse repose sur un critère d'optimalité qui nécessite la modélisation du 
problème direct. Ce chapitre est donc le fondement de cet ouvrage. La formulation générale du 
problème physique à l'étude y est présentée. Par la suite, le problème est mis en équations et la 
méthode des volumes de contrôle utilisée pour résoudre ces équations est détaillée. À l'aide de 
ce modèle, une étude sur les variables de discrétisation est réalisée afin de montrer les limites 
de ce modèle direct. Finalement, les résultats obtenus avec ce modèle numérique ont été 
validés analytiquement et expérimentalement.
3.1. Formulation du problème physique
Une représentation schématique d'un four métallurgique, vu de côté, est présentée à la Figure
3.1. Le MCP est confiné dans une région ç  = ç s u  çm u  çt formée d'une zone solide çs , d'une
zone liquide ç t et d'une zone pâteuse çm. Un mur de côté, noté ç w, sépare le MCP du milieu 
ambiant. Les frontières au-dessus et en dessous du four, £1/ et Çl2, sont parfaitement isolées. 
Un flux de chaleur incident imposé à la frontière CI4  représente la chaleur générée dans 
l'électrolyte et dissipée par le mur de côté. Un flux de chaleur convectif est imposé à la 
frontière fij. Le coefficient de transfert thermique global tient compte à la fois du transfert de 
chaleur radiatif ainsi que du phénomène de convection naturelle le long de la paroi extérieure. 
Le champ de température est initialement en régime permanent avec qin(t < t0) = qQ.
L'étude de cette problématique a été élaborée à partir des hypothèses ci-dessous :
1. Les transferts de chaleur dans les phases liquides et solides sont régis strictement par 
la loi de diffusion de Fourier.
2. Le MCP est constitué d'un mélange non eutectique.
3. La résistance thermique de contact entre le mur de côté et le banc est négligeable.
4. Le flux de chaleur traversant le dessus et le dessous du four est négligeable 
comparativement à celui traversant le caisson (voir la Figure 1.2).
5. Les propriétés thermiques du MCP ne varient pas en fonction de la température.
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6. La conductivité thermique ainsi que la chaleur spécifique varient linéairement avec la 
fraction volumique liquide dans la zone pâteuse [88].
Malgré l'hypothèse 1, l'effet des mouvements convectifs dans le liquide est pris en compte par 
l'emploi d’une conductivité thermique rehaussée [5, 45]. L'hypothèse 4 a été retenue pour sa 
simplicité. Bien que non nuls, ces flux de chaleurs ont une influence négligeable sur le profil 
du front de solidification. En effet, c'est qQi (y») qui est principalement responsable des effets 
2D inhérents à cette problématique, i.e., qui dicte le profil du front de solidification [37, 89],






Volume de contrôle 
Mur de côté




Conditions aux limites (Volume de contrôle):
-Q, = Cï2 : Adiabatique 
-Q3 : Refroidissement par convection 
Mesures thermiques 
-Q. : Flux de chaleur inconnu
Figure 3.1 Représentation schématique du système physique à l'étude
La méthode numérique employée pour résoudre ce problème de changement de phase repose 
sur une formulation enthalpique [47]. Par conséquent, la distribution de la température dans 
tous les milieux constituant le four satisfait l’équation générale de conservation de l'énergie 
suivante
ÔT -  „ .d gp c —  = V . ( k V T ) - 8 H- 
dt V 7 Ôt (3.1)
où ÔH = p \ c pJ -  cps )r + L\. k  est la conductivité thermique du matériau considéré. Le second
terme du membre de droite de l'équation (3.1) représente l'énergie emmagasinée ou libérée 
lors du changement de phase, g est la fraction volumique liquide qui varie linéairement entre
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le solidus TSoi et le liquidus TUq (voir l'hypothèse 5) [5], La chaleur spécifique moyenne du 
MCP, c, est estimée à l'aide de la fraction volumique liquide comme suit
c = ^~g)cp,>+gcpj ( 3 2 )
où les indices s et l réfèrent aux phases solide et liquide, respectivement. Les conditions aux 






- h { T x = Q - T a m b )  ( 3 3 )
dx = qn.
où h est le coefficient de transfert de chaleur global. Le champ de température initial 
correspond à la solution de l'équation (3.1) en régime permanent avec q\ = q . .  LesIQ4 <
équations (3.1) et (3.3) sont discrétisées à l'aide d'une approximation numérique de type 
volumes finis (voir l'annexe C). Le système linéaire résultant est résolu à l’aide de la méthode 
implicite des directions alternées [90].
3.2. Discrétisation du problème
L'exactitude de la résolution numérique du modèle présenté à la section précédente dépend 
fortement des variables de discrétisation choisies, i.e. les pas de temps et d'espace. En effet, si 
le choix de l'une ou l'autre de ces variables est inadéquat, des erreurs numériques peuvent 
apparaître et ainsi altérer la qualité de la solution. Le choix de ces deux variables de 
discrétisation est validé dans cette section.
3.2.1. Pas d'espace
Le pas d'espace est naturellement tributaire de la précision de la solution obtenue. D'une part, 
il est impossible d'observer un gradient de température à l'échelle de la maille puisque la 
température y est considérée uniforme [91]. D'autre part, puisque le schéma de résolution 
adopté repose sur la méthode des volumes finis, une erreur de troncature inhérente à cette 
approximation apparaît. La méthode des volumes finis fournit une approximation de la dérivée
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qui néglige les termes 0(Ax2) [92], À l'aide d'une analyse s'appuyant sur les séries de Taylor, il 
est possible de montrer que l'erreur apportée par cette approximation est O(Ax) [92]. Cette 
erreur influence directement la précision du phénomène de diffusion modélisé par la loi de 
Fourier [44].
Une étude comparative des solutions au problème thermique présenté à la section 3.1 a permis 
de sélectionner le pas d'espace maximal admissible (voir le Figure 3.2). Cette analyse a été 
effectuée à l'aide d'un pas de temps At=10s [28], Les propriétés physiques utilisées sont 
présentées au Tableau B.3. Le champ thermique initial imposé dans le système est réparti 
uniformément à la température moyenne de T=Tnq. Il est à noter que l’étude est restreinte à un 
domaine 1D afin de simplifier l'analyse.
Pour déterminer l’influence des pas d'espace sur la précision des résultats obtenus, le bilan 
thermique du système à l'étude [28], AP = 100-(F* - P,,)/P, , a été étudié en fonction du 
nombre de Fo, défini par
Fo = t
Lr (3.4)
M C I’ , /  - ' x M C I '
où Pi et P0  sont les puissances thermiques entrante et sortante du système. L'indice MCP réfère 
au matériau à changement de phase et Lx représente la dimension du système à l'étude selon 
l'axe x .
D'après la Figure 3.2, plus le pas d'espace est petit, plus le phénomène de diffusion représenté 
numériquement est rapide. En fait, le temps caractéristique d'accumulation des chaleurs latente 
et sensible est directement relié au maillage sélectionné [93]. Plus le maillage est grossier, plus 
le stockage de l'énergie thermique à l'intérieur d'une même maille freine la diffusion de la 
chaleur. Comme le montre la Figure 3.2, lorsque le pas d'espace Ajc devient suffisamment petit 
( Ax < 0.005m ), le modèle numérique n'est plus réellement influencé par le maillage 
sélectionné [28]. De plus, l'erreur de troncature associée à ce pas d'espace (0(Ax) ) est 
inférieure à la précision des mesures du front de solidification dans les fours de transformation 
[20]. Quoi qu'il en soit, il est à noter que le choix du pas d'espace impose des restrictions à la 
sélection du pas de temps.
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Figure 3.2 Influence du pas d’espace sur l’évolution temporelle de AP [28]
3.2.2. Pas de temps
D’une part, le pas de temps doit assurer la stabilité numérique du schéma de résolution utilisé, 
soit le schéma d’Euler explicite décentré au premier ordre [93]. D’autre part, le pas de temps 
sélectionné est tributaire à l’exactitude de la solution dynamique obtenue. En effet, l’erreur 
numérique découlant de l’approximation de la dérivée partielle temporelle repose 
essentiellement sur le nombre de Fourier de maille, définie comme [93]
a r-AFo = ----------
p cpAx (3-5)
Ce nombre de Fourier de maille caractérise le phénomène de diffusion au sein de chacune des 
mailles. Ainsi, par analogie avec le temps caractéristique de diffusion, le pas de temps A t 
sélectionné doit être suffisamment petit afin de bien représenter le phénomène transitoire, i.e. 
A Fo< <1 [93]. Cette condition, fixée par le pas d’espace choisi, constitue le réel critère de 
sélection du pas de temps minimum admissible.
La Figure 3.3 compare différentes solutions au problème thermique présenté à la section 
précédente lorsque At varie. En accord les conclusions de la section 3.2.1, cette analyse a été 
effectuée à l’aide d’un pas d’espace de Ax=0.005m. D’après la Figure 3.3, plus le pas de temps 
est petit, plus le phénomène de diffusion représenté numériquement est rapide. En fait, une 
discrétisation plus fine du temps permet à la température de chacune des mailles de varier plus
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fréquemment et, par conséquent, accélère le phénomène de diffusion. Lorsque le pas de temps 
A/ devient suffisamment petit ( A/ < 1 Os ), le modèle numérique permet de bien représenter la 
dynamique des échanges de chaleur [28]. Conséquemment, les différentes simulations 
numériques présentées dans cet ouvrage ont été réalisées avec un maillage de Ajc=Ay=0.005m 
et un pas de temps de Aî= 1 0 s.
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Figure 3.3 Influence du pas de temps sur l’évolution temporelle de AP [28]
3.3. Validation du modèle direct
Tous les résultats présentés dans cet ouvrage ont été obtenus à l'aide du modèle numérique 
présenté à la section précédente. Ainsi, afin d'assurer la validité de ce modèle, trois problèmes 
numériques sont étudiés: le problème de Neumann, une analyse expérimentale présentée dans 
la littérature et une analyse expérimentale réalisée en laboratoire.
3.3.1. Validation analytique
Tout d'abord, le problème posé par Neumann est la solidification d'un MCP à l'état liquide 
dans un domaine semi-infini soumis à un échelon de température à sa surface, tel qu'illustré à 
la Figure 3.4 [31, 45]. Le changement de phase est supposé isotherme à la température de 
fusion T F= T iiq. Les propriétés physiques utilisées sont présentées au Tableau B.3. Le MCP est 
initialement à  Ta -  Thq + a  o ù  e  est un nombre réel infinitésimal. L'échelon de température 
imposé à la surface est de A T=-377°C.
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Front de solidification (Q5)
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%
Volume de contrôle 
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Conditions aux limites:
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-Q3 : Température de surface imposé
Figure 3.4 Représentation schématique du problème de Neumann
Il existe une solution analytique à ce problème thermique donnée par [31]
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La Figure 3.5 compare l'évolution temporelle du front de solidification prédit par l'équation
(3.6) et le résultat obtenu à l'aide du modèle numérique proposé. Cette figure révèle que les 
résultats obtenus à partir du modèle numérique concordent avec ceux prédits par [31]. La 
qualité des résultats numériques obtenus vient corroborer que le modèle proposé permet de 
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Figure 3.5 Validation analytique du modèle numérique présenté
3.3.2. Validation expérimentale
Par la suite, les résultats obtenus à l'aide de ce modèle ont été confrontés à ceux obtenus par 
Swaminathan et Voiler en 1992 [47]. Cette étude, présentée la section 7.3, montre que le 
modèle proposé mène à des résultats satisfaisants pour un problème thermique 2D faisant 
intervenir un flux convectif imposé aux limites du système à l'étude [47].
Finalement, le modèle numérique a été validé expérimentalement à l'aide d'un four 
métallurgique cylindrique renfermant du zinc pur [94], Le montage expérimental utilisé est 
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Figure 3.6 Schéma du montage expérimental utilisé pour valider le modèle numérique [94]
L'évolution temporelle de la géométrie de l'interface de changement de phase est mesurée à 
l'aide d'un système LVDT qui mesure la position de la tige d'alumine par rapport à un point de 
référence choisi [94, 95], Le MCP (i.e. le zinc) est contenu dans un creuset de carbone semi- 
graphitique. Les éléments du four chauffent le dessus et le côté du creuset tandis que le 
dessous est refroidi à l'azote. Le champ thermique au-dessous du creuset est mesuré en tout 
temps à l'aide d'une caméra thermique. Une description plus complète du montage 
expérimental est présentée au chapitre 8.
Dans ce cas, le modèle numérique repose sur l’équation (3.1) exprimée en coordonnées 
cylindriques (voir l'annexe C). Les propriétés thermiques utilisées sont rassemblées au 
Tableau B.3. Le champ de température dans le système est initialement isotherme à T0= 4 7 7 °C  
et la température ambiante est de Tamb=23°C. Des conditions de Dirichlet sont imposées au- 
dessus du creuset (Tfour) et sur la surface latérale du creuset (voir la Figure 3.6). Cette dernière 
condition aux limites est estimée à l'aide de deux thermocouples insérés dans le four. 





transfert thermique est calculé en fonction des paramètres physiques du système de 
refroidissement (voir l'annexe G).
La Figure 3.7 montre l'évolution temporelle de la géométrie du front de solidification. D'après 
cette figure, les résultats numériques déduits de la résolution de l'équation (3.1) mènent à des 
résultats en accord avec l'expérience. Les légers écarts de température observés près de la 
surface latérale du creuset proviennent de l'estimation de la condition de Dirichlet à cette 
frontière. En effet, les deux thermocouples insérés dans le four ne permettaient d'obtenir 
qu'une approximation linéaire du profil de température à cette frontière. Davantage de 
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Figure 3.7 Comparaison entre la géométrie du front de solidification obtenue 
expérimentalement et celle issue du modèle numérique
3.4. Conclusion
Dans ce chapitre, le problème physique à l'étude a été formalisé et mis en équations. Une étude 
portant sur la discrétisation du modèle proposé a été menée afin de sélectionner les variables 
de discrétisation admissibles. Par la suite, trois problèmes numériques ont été étudiés afin 
d'assurer la validité de ce modèle. Les principales conclusions issues de ce chapitre sont :
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• Le modèle numérique construit à partir d'un pas de temps de At=10s et d'un 
maillage de Ax=Ay=0.005m permet de bien représenter la dynamique des échanges 
de chaleur.
• Le modèle proposé permet de résoudre adéquatement les problèmes de changement 
de phase isotherme (problème de Neumann).
• Le modèle proposé permet de résoudre adéquatement les problèmes thermiques 2D 
faisant intervenir un flux convectif imposé aux limites du système à l'étude [47].
• Le modèle proposé permet de prédire adéquatement l'évolution temporelle de la 
géométrie de l'interface de transition de phase d'un MCP qui se solidifie à l'intérieur 
du réacteur métallurgique expérimental.
Bref, les résultats présentés dans ce chapitre permettent de conclure que le modèle numérique 
proposé peut être utilisé pour résoudre les problèmes inverses dont il est question dans cet 
ouvrage.

CHAPITRE 4 PROBLÈME INVERSE
4.1. Énoncé du problème
Le problème de transfert de chaleur énoncé au chapitre 3 consiste à prédire l'évolution du 
champ de température à l'intérieur d'un système lorsque les conditions initiales, les conditions 
limites et les propriétés physiques sont bien connues. C'est un problème direct résolu à l'aide 
d'une méthode de suivi de front [96]. Toutefois, puisqu'il est difficile de connaître le flux de 
chaleur incident sur la frontière Q 4 , il est proposé de mesurer le champ de température à la 
surface Q. 3 pour remonter à ce flux de chaleur et ainsi, d'estimer l'évolution du front de 
solidification. Ce problème d'optimisation est appelé un problème inverse de diffusion 
thermique.
4.2. Formulation du problème inverse
Il existe une multitude de méthodes inverses pour résoudre un même problème. Toutes ces 
méthodes diffèrent principalement selon la fonction coût à minimiser et l'algorithme 
d'optimisation utilisé. Ce chapitre présente les différentes méthodes inverses utilisées dans cet 
ouvrage ainsi que les difficultés rencontrées pour mettre en œuvre ces méthodes.
4.2.1. Fonction coût
Comme il est mentionné plus haut, les méthodes inverses à l'étude consistent à déterminer le 
flux de chaleur incident qui minimise l'écart entre les températures T (x ,y , t ) issues de la 
résolution de l'équation (3.1) et les températures Y (x ,y , t) mesurées à la frontière Q 3 . 
Mathématiquement, le critère d'écart à minimiser est la fonction des moindres carrés [48]
S{t)= \ § Y ( x , y , t ) - T ( x , y , t \ q f  dO.
n
où q représente l'estimation du flux de chaleur incident sur la frontière Çl4  et S(t) est la 
fonction coût. La résolution de l’équation (4.1) repose sur l’hypothèse que la fonction T(x,y.t) 




4.2.2. Techniques de minimisation
Il existe une multitude de techniques de minimisation pour déterminer q{t). Dans cet ouvrage, 
deux techniques ont été adoptées : la technique de Levenberg-Marquardt pour l'estimation de 
paramètres et la technique du gradient conjugué avec problème adjoint (GCPA) pour 
l'estimation de fonctions. La première technique, plus simple et plus facile à mettre en oeuvre, 
permet de bien comprendre la procédure de résolution inverse. Cette méthode a également été 
employée pour valider la technique du GCPA. La technique du GCPA, quant à elle, est plus 
robuste et permet d'obtenir une convergence plus rapide [48]. Par conséquent, cette dernière 
technique de minimisation a été utilisée pour valider les stratégies de résolution inverse 
développées dans cet ouvrage.
La technique de Levenberg-Marquardt pour l'estimation de paramètres présente deux aspects 
distinctifs [48]:
1. La fonction à prédire est décomposée dans une base orthogonale linéaire, i.e.
m
q(y>0 -  (x,y,t)  où m est le nombre de fonctions C, linéairement
i=i
indépendantes formant la base de décomposition et P, est le coefficient associé à la 
fonction C,.
2. Le schéma d'identification repose essentiellement sur la méthode de Gauss à laquelle 
un facteur de régulation, fj. , est ajouté [48]. Les coefficients de sensibilité, 
Z, =dT/ôPt , sont estimés par différence finie.
Ainsi, cette technique de minimisation consiste à estimer les m paramètres Pt minimisant la 
fonction coût définie à l'équation (4.1). Une explication plus complète de cette méthode est 
présentée au chapitre 7.
À l'opposé, la technique du CGPA consiste à estimer directement la fonction q(y , t ) à l'aide 
d'un problème adjoint. Cette stratégie permet d'éviter le calcul explicite des coefficients de 
sensibilité, Z„ à chaque itération. La minimisation de la fonction coût passe par le calcul de
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VS à l'aide du formalisme mathématique introduit par les multiplicateurs de Lagrange. En 
fait, ce formalisme s'appuie sur la définition de la dérivée directionnelle de S par rapport à 
q(y,t)  pour déterminer V S , donnée par [49, 80]
D*tS =  \\vs{y,r ,q)&q{y,t )d t  ( 4  2)
1 y
où D ^ S  = ^ et s  e iRls «  1. Le schéma de résolution itératif utilisé repose
e
sur la méthode du gradient conjugué, soit [49]
q(y,t)k+' =q{y, t)k - P kd(y, t)k (4.3)
où p k est le paramètre de minimisation qui fixe l’amplitude du pas effectué dans la direction 
d k pour ajourner la valeur de q(t).
La technique du CGPA comporte plusieurs avantages comparativement à la technique de 
Levenberg-Marquardt énoncée plus haut. D'une part, il n'est plus nécessaire de faire intervenir 
une base de décomposition qui influence grandement la prédiction de q(y , t ) .  D'autre part, le
calcul de VS ne repose plus sur aucune approximation [48]. Une explication plus complète de 
cet algorithme de minimisation est présentée au chapitre 5.
4.2.3. Horizon d ’observation
L'estimation de la fonction q{y,t)  est réalisée sur un domaine temporel fini, souvent appelé 
l’horizon d'observation glissant, noté x0 [45]. Cet horizon d'observation est maximal lorsqu'il 
s'étend à toute la période d'acquisition des mesures. C’est historiquement la première approche 
qui fut utilisée par le passé [48]. Toutefois, bien que cette méthode de résolution globale ait 
l'avantage de n'introduire aucune restriction sur le pas de temps à utiliser, l'évolution du front 
de solidification est prédite en temps différé, i.e. après la période d'intérêt. Cette méthode de 
résolution est utilisée au chapitre 7.
L'approche séquentielle quant à elle découpe la période d'intérêt en plusieurs horizons 
d'observation. Généralement, pour chaque séquence, la fonction q est temporairement 
considérée constante pour les R mesures de la séquence. Cette approche est appelée la
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méthode séquentielle de la fonction spécifiée (FSM) [56]. Cette approche séquentielle 
nécessite toutefois un horizon d'observation minimal à chaque séquence. En effet, puisque la 
propagation de la chaleur est un phénomène diffusif, la mesure à la frontière Q s n'est pas 
immédiatement sensible à l'évolution du flux de chaleur prédit à la frontière EL. Incidemment, 
lorsque le système à l’étude présente une grande inertie thermique, la FSM n'est plus 
applicable, car le biais apporté par la restriction imposée sur la forme de la fonction q devient 
trop grand [80]. Une approche séquentielle adaptée à ce type de systèmes est présentée au 
chapitre 5.
4.3. Difficultés rencontrées
Cette restriction sur l'horizon d'observation minimal provient du caractère « mal posé » des 
méthodes inverses. En effet, puisque le phénomène de diffusion est régi par une relation 
causale, le problème d'identification à l'étude ne satisfait pas aux conditions classiques 
d'existence, d'unicité et de continuité [55]. A ce caractère « mal posé » est également associé 
le délai temporel entre la cause et l'effet ainsi que l'amortissement du signal. Les chapitres 5 à 
8  présentent des stratégies permettant de diminuer l'impact de ce caractère « mal posé » sur la 
précision de la solution obtenue tout en réduisant le temps de CPU considérable nécessaire à la 
mise en œuvre des méthodes inverses.
4.3.1. Délai temporel
Le délai temporel entre la variation du champ de température à la surface engendrée par une 
perturbation de la géométrie du front de solidification peut devenir important lorsque le 
système thermique à l'étude présente une grande inertie thermique. Puisque les parois latérales 
des cuves d'électrolyse de l'aluminium représentent un système thermique très inertiel, le délai 
temporel observé limite l'utilisation des méthodes inverses séquentielles (voir l'annexe D). En 
effet, comme il sera montré dans les prochaines sections, l'horizon d'observation minimal, 
T„ mm ~ 2 à 5 hr e s , est plus grand que la durée de plusieurs phénomènes se produisant à 
l'intérieur des cuves d'électrolyse, i.e. At < 1 hre (voir l'annexe E) [27],
Afin de remédier à cette difficulté, il est proposé au chapitre 5 d'utiliser une procédure de 
chevauchement permettant d'utiliser plus d'une fois chacune des mesures de température prises
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à la surface extérieure de la cuve d'électrolyse. De cette façon, il est possible de diminuer le 
temps de diagnostic4 et, par conséquent, détecter l'occurrence de phénomènes d'intérêt se 
produisant à l'intérieur des cuves d'électrolyse. Il est à noter toutefois que le temps de calcul 
nécessaire à la mise en œuvre de la méthode inverse pour une séquence donnée limite le temps 
de diagnostic minimal qu'il est possible d'atteindre à l'aide de la procédure de chevauchement.
Au chapitre 6 , une seconde stratégie est proposée pour atténuer le délai temporel entre l'entrée 
et la sortie. En effet, il est proposé d'utiliser une approche virtuelle négligeant l'accumulation 
et la libération de la chaleur latente. Cette approche permet de réduire le temps caractéristique 
de diffusion tout en diminuant le temps de calcul nécessaire à la mise en œuvre de la méthode 
inverse.
4.3.2. Amortissement du signal
Le délai temporel constitue un problème rencontré lors de l'étude d’un problème inverse 
transitoire. Une autre difficulté généralement rencontrée lors de la mise en œuvre des 
méthodes inverses est l'amortissement du signal [56]. En régime permanent, les variations de 
température sont plus importantes à l'interface de changement de phase qu'à la surface 
extérieure de la paroi de la cuve (voir le chapitre 3). Ainsi, l'erreur de mesure apporte un biais 
grandissant d'autant que les capteurs de température sont placés loin du front de solidification 
[65, 84]. Pour minimiser le biais apporté par l'erreur de mesure, les données recueillies au 
chapitre 8  ont été préalablement filtrées en éliminant le bruit de mesure [94],
Il est à noter toutefois que l'amortissement du signal ne détériore pas significativement la 
prédiction de l'épaisseur du banc solide. En effet, dans le problème à l'étude, deux coefficients
de sensibilité sont en cause, soient Z = dTsur fdq  et Z = dTsur / ôxml . A l'aide de l'équation
(2 .1 ) et en supposant un régime quasi statique, il est possible d'estimer l'ordre de grandeur de 
ces deux coefficients de sensibilité, soient
4 Le tem ps de diagnostic représente le retard avec lequel le front de so lid ification  est identifié.
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Selon les propriétés physiques présentées à l'annexe B, les équations (4.4) et (4.5) mènent à
K  _ fç
2  ~ 0 .1 —— -  et Z ~ 9000— . Puisque l'imprécision sur les mesures de température est de 
W m m
l’ordre de AT ~ 10AT, l'erreur d'estimation du flux de chaleur et de l'épaisseur du front de 
solidification prédits est de l'ordre de Aq ~ l 0 0 W /m 2 et de Axsi)j ~ 1 mm , respectivement.
Cette erreur est inférieure à l'erreur de mesure associée à la mesure directe de l'épaisseur de la 
couche de gelée dans les cuves d'électrolyse qui est de l’ordre de Axsol meKuré ~ 5mm (voir
section 1.1.6) [20]. Par conséquent, l'amortissement du signal ne pose pas de difficultés 
particulières pour la mise en œuvre de la méthode inverse utilisée pour prédire l'évolution de 
l’épaisseur de la couche de gelée.
Par contre, dans le cas d'un problème inverse 2D, l'erreur d'estimation du flux de chaleur, 
amplifiée par la nature 2D de la diffusion de la chaleur, est suffisamment grande pour 
détériorer significativement la stabilité de la solution. Cette difficulté est, en partie, une 
conséquence du modèle numérique employé (voir le chapitre 3). En effet, puisque la méthode 
inverse proposée repose sur une méthode directe dirigée à partir d'un maillage fixe, la région 
liquide est incluse dans le domaine de résolution. Par conséquent, la conductivité thermique 
augmentée dans cette région mène à un champ de température pratiquement uniforme dans le 
liquide (voir l'annexe B). De ce fait, l'erreur d'estimation du flux de chaleur décrite plus haut 
mène à une solution qui ne satisfait pas la condition d'unicité d'Hadamard énoncée 
précédemment [49, 55]. En effet, sans l'emploi de techniques adaptées susceptibles de 
restaurer le caractère « bien posé » de la méthode inverse, il devient impossible de retrouver la 
réelle distribution spatiale du flux de chaleur incident et, par conséquent, la géométrie du front 
de transition de phase.
Pour remédier à ce problème, il est proposé au chapitre 7 d'utiliser une approche pseudo 2D 
pour résoudre le problème inverse 2D. Cette approche consiste d'abord à découper le domaine
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spatial en une série de tranches 1D d'épaisseur Ax. Ensuite, l'épaisseur du front de 
solidification est prédite par résolution inverse pour chacune de ces tranches. Finalement, la 
géométrie de l'interface de changement de phase est reconstruite en juxtaposant chacune des 
solutions aux problèmes inverses 1D. Cette stratégie permet à la fois d'éliminer les effets 2D 
dans la région liquide, qui n'apporte aucune information utile pour la résolution inverse, tout 
en diminuant grandement le temps de calcul [81]. Le domaine d'application de cette méthode 
est présenté au chapitre 7.
4.4. Validation des méthodes inverses proposées
L'applicabilité des approches virtuelle et pseudo-2D, présentées aux chapitres 6  et 7, a été 
validée au chapitre 8  à l'aide d'un réacteur métallurgique expérimental (voir section 3.3.2). Ce 
montage expérimental a été conçu de manière à reproduire le plus fidèlement possible le 
système thermique d'une cuve d'électrolyse. Il est à noter toutefois que ce travail colossal de 
conception n'a pas été réalisé dans le cadre de ce projet de recherche. Ce montage 
expérimental a toutefois été sélectionné puisqu'il représentait une belle opportunité de valider 
l'applicabilité des méthodes inverses exposées dans cet ouvrage.
Par conséquent, puisque ce montage expérimental n'a pas été construit spécifiquement pour ce 
projet de recherche, force est de constater qu’il présente certaines lacunes. Ces difficultés 
supplémentaires rencontrées apportent toutefois un intérêt supplémentaire à cette validation 
expérimentale puisqu'elles illustrent bien les différentes limites pratiques inhérentes à 
l'utilisation des méthodes inverses dans un contexte expérimental. En particulier, les résultats 
obtenus mènent à la conclusion qu'il est essentiel de mesurer à la fois la température et le flux 
de chaleur à la surface extérieure du réacteur pour obtenir une solution inverse valable.

CHAPITRE 5 CHEVAUCHEMENT DES 
SÉQUENCES D’OBSERVATION
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Résumé français :
Cette étude présente une méthode inverse séquentielle simplifiée pour prédire l’évolution 
temporelle de l’épaisseur du banc solidifié qui protège l’intérieur des parois des fours à haute 
température. La principale caractéristique de la procédure inverse avec chevauchement est 
d’augmenter la fréquence de diagnostic pour des problèmes à changement de phase présentant 
de grandes inerties thermiques. La méthode inverse repose sur le problème adjoint et sur la 
méthode de minimisation du gradient conjugué. Les prédictions sont effectuées à l’aide de 
mesures de température non intrusives. Les résultats indiquent que la procédure inverse 
proposée est attrayante dans le cas des fours à haute température. En effet, pour des conditions 
d’opération typiques, cette procédure double la fréquence de diagnostic permise pour prédire 
l’évolution temporelle de l’épaisseur du banc.
45
5.1. Introduction
The purpose of this study is to predict the time-varying thickness of phase change banks found 
on the inside surface of many high temperature industrial facilities such as electric arc 
furnaces [5] and aluminum reduction cells [16, 81]. This solidification process, well described 
by Marois and al., consists in the formation of a bank which is created as the molten material 
inside the furnace comes into contact with the cooled surface of the wall [81]. Due to the 
hostile conditions that prevail inside the furnace, probing this bank with devices inserted into 
the bath of molten material is very difficult. Therefore, investigations have been conducted to 
handle this problem by employing inverse heat transfer methods [5, 25, 65, 6 8 , 76, 81].
This tracking inverse Stefan problem usually consists in recovering the moving boundary 
location (bank’s thickness) based on temperature measurements made inside the solid phase. 
Most of the published studies that tackle these inverse heat transfer problems (IHTP) deal with 
phase change material (PCM) with a high thermal diffusivity [5, 68-70, 76], A common 
feature of these studies is that the sliding time horizon is not an important issue. The tracking 
inverse Stefan problem for PCMs with large thermal inertia (small thermal diffusivities) such 
as the phase change banks that grow on the inside surface of the walls of high temperature 
furnaces is a far more challenging problem. It is much more sensitive to the noise that affects 
the recorded temperatures. As a result, it requires the implementation of a longer sliding time 
horizon. Indeed, a larger thermal inertia increases the time delay of the surface temperature 
response with respect to the time-varying bank thickness [56, 83, 97]. The few investigations 
that have been reported in the open literature and address this inverse Stefan problem 
generally assume that the temporal stability condition is satisfied [25, 65, 81],
In consequence o f this lagging effect, the allowable sliding time horizon limits the diagnostic 
frequency for sequential inverse methods such as the Sequential Function Specification 
Method (SFSM) [56, 83]. Moreover, it is a well known fact that the closer the sensor to the 
moving boundary location, the better the predictions [84]. Therefore, it is not surprising that 
few studies using sensors located at the outside surface of a furnace wall have been reported in
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the open literature [25, 6 6 , 81]. In spite of the fact that, from an industrial point of view, it is a 
convenient location for a sensor, it maximizes the undesirable lagging effect [65].
The objective of this study is to present a new inverse procedure which maximizes the 
diagnostic frequency in such a way as to facilitate its implementation and operation in an 
industrial environment. The inverse model rests on the Adjoint Problem and the Conjugate 
Gradient Method and relies on non intrusive temperature measurements taken at the outer 
surface of the furnace wall.
In the next section, the problem under investigation is stated. The direct model for handling 
the phase change process is then outlined. The inverse procedure is developed followed by the 
sequential function estimation concept and the overlapping procedure. The proposed 
Sequential Function Estimation Method (SFEM) is compared with the conventional SFSM for 
typical operating conditions that prevail inside high temperature furnaces. Finally, it is shown 
that the SFEM approach implemented with an overlapping procedure is a promising technique 
for maximizing the diagnostic frequency for high thermal inertia system.
5.2. Problem statement and assumptions
A schematic representation of the one-dimension phase change problem is depicted in Figure 
5.1. The PCM is confined to a finite region g = gs u  gm kj gt , including a solid zone gs , a
mushy zone gm and a liquid zone g , . The top boundary Q, and the bottom boundary Q 2 are
both adiabatic. A heat flux qin(t) mimicking the furnace heat load is imposed on the Q 4
boundary over the time interval t =]0, / / [ .  A convection heat transfer boundary condition is
imposed at the outer surface of the furnace (Q 3 boundary). The PCM is initially in steady-
state with qin (/ < tQ ) = q0. The initial bank thickness is Xsol (fo ) -  Xo •
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Wall/bank interface (Q6) Bank thickness (Q„)
z
Control volume 
■  Side wall
1Ü Furnace top and bottom 
□  Molten phase 
EH Solid phase 
F I  Mushy phase
B oundary conditions (control volume):
-Q1 = Q2 : Adiabatic
-Q3 : Convection cooling; Sensor
-Q4 : Unknown heat flux
-Q5 : T = Tsoi; Unknown bank thickness
Figure 5.1 Schematic representation of the phase change process 
The following assumptions are made regarding the modeling of the phase change problem:
1. Heat transfer inside the liquid phase of the PCM is conduction-dominated.
2. The temperature gradients in the x-direction are much larger than that in the vertical 
y-direction and as a result a one-dimensional analysis is applied.
3. The phase change is non isothermal, i.e., melting and solidification occur over a 
temperature range.
4. The thermal contact resistance between the furnace wall and the bank is ignored.
5. The thermal properties of the bank are temperature independent.
6 . The thermal conductivity and the heat capacity vary linearly with the liquid fraction 
in the two-phase mushy zone [8 8 ].
7. The heat loss at the outer surface of the furnace wall accounts for both radiation and 
convection heat transfer.
In spite of assumption I, the present diffusion model could always take into account 
convection heat transfer inside the melt. In this case, the effect o f  the flow circulation may be 
mimicked with an enhanced thermal conductivity [5, 30, 81]. Assumption 2 neglects the 
temperature gradients across y-direction although it could be of importance near the top
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boundary Q, and the bottom boundary Q 2 [81]. The two-dimensional analysis however does 
not modify the conclusions of the present work.
5.3. The direct problem
The above phase change problem is handled with the general source-based enthalpy method 
promoted by Swaminathan and Voiler [47]. The governing heat diffusion equation for the 
PCM as well as for the side wall may be stated as
ÔT dp c —  = —  
dt dx
k ^ -
dx ~ 5H—  (5 1 )dt P - 1)




The second term on the right-hand side of this equation accounts for the energy released or 
absorbed during phase change. Of course, this source term vanishes inside the side wall, g  is 
the liquid fraction that varies linearly between the solidus To/ and the liquidus Ttiq and
SH = p l c p J - c t J )r + l \  [81]. The average heat capacity c for the PCM is estimated with the
liquid fraction, i.e., c = (l -  g)cp s + gcp l . Referring to Figure 5.1, the boundary conditions for
the system are
T x=0 ~  T amb )
(5.2)
o4
The heat transfer coefficient h accounts for both radiation and convection heat transfer. The 
initial temperature field for the system comes from the solution of Eq.(5.1) for the steady-state 
with qin{t < t 0 ) = q 0. Eqs.(5.1)-(5.2) are discretized and solved using a finite volume method 
that has been proposed and validated by Marois and al. [81].
5.4. The inverse problem
The direct model outlined above is concerned with the prediction o f the temperature field of 
the system T(x,t) and the time-varying bank thickness when the physical properties, the 
boundary conditions as well as the initial conditions are known. For the IHTP, the incident 
heat flux on Qq boundary is unknown. Transient temperature readings ( Y(x,t) ) are however 
recorded by sensors located at the outside surface of the furnace wall ( x M = 0 ). The IFITP
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consists in estimating the time-varying heat flux that minimized the following least square 
function, defined as the cost function [98]
/  is the total number of sampling instants for the sliding time horizon r 0  [99]. Atm and x M 
are the sampling time step and the sensor location, respectively. T(x,t;q)  is the temperature 
field calculated from Eqs. (5.1)-(5.2). The superscript denotes an estimated function.
The performance o f the inverse method was measured in terms of a relative discrepancy 
between the bank thickness predicted by the inverse model, xsol, and that predicted by the
direct model, xsol [81]. It is given by
This IHTP was already investigated by Marois and al. using the Levengerg-Marquardt method 
combined to a quasi-2D model [81]. Their study focused on the prediction of the time 
independent heat flux on the Q 4 boundary. The present study however examines the more
boundary for the operating conditions that prevail in high temperature melting furnaces. In 
order to solve the IHTP of function estimation, the Conjugate Gradient Method of 
minimization with Adjoint Problem is adopted [5, 48],
5.4.1. The Optimization Problem
The optimization problem consists in estimating the time-varying heat flux that minimizes the 
cost function S (r ,q ) defined in Eq.(5.3). The proposed minimization technique, based on the 
Conjugate Gradient Method, is attractive from an industrial point of view since there is no 
need for a priori information on the functional form of the incident heat flux.
1 = 1 (5.3)




challenging and realistic problem of predicting the time-varying incident heat flux on the Q 4
50 CHEVAUCHEMENT DES SÉQUENCES
In the iterative procedure of the Conjugate Gradient Method, the next optimum location for 
the minimum is determined using an optimal search step size taken along a given direction of 
descent. It is given by [48]
« C 'W  = (5.5)
where the superscript k stands for the iteration number. The search step size, f i k , is given by
[5]
/
X  q))AT(xM,/, ;q )
P k ------------ 7-------------------------------------
T (xM, t , ; q ) f  (5.6)
;=i
where AT(x, t;q ) = T(x,t;q + Aq) -  T (x , t ;q )
AT(x,t;q)  is the sensitivity function fixed by the Sensitivity Problem described below. The 
search step size given in Eq.(5.6) minimizes the cost function S(r ,q)  for a given direction of 
descent, £/* (/^  ). The direction of descent for the first iteration is d°( t t ) = VN((^°). Otherwise, 
it is given by
d k(‘, ) = V S , ( q ) + r kd k-'(‘,)  (5 .7)
where VA,(<y) is the solution of the Adjoint Problem also described below. The conjugation
coefficient, y k , has been fixed by the Polak-Ribiere expression since it improves convergence 
in nonlinear estimation problems [49], It is defined as
_ 1 = 1
r  “  ' U  I , « 2  <5 -8 )
/=1
with y° = 0.  The iterative procedure of Eq.(5.5) is repeated until the following stopping 
criterion is met [5]
s(qk+t) < a 2I ( 5  9 )


















Figure 5.2 Overall inverse heat transfer calculation procedure
The Levenberg-Marquardt method proposed by Marois and al. aims at minimizing the cost 
function S(r,q)  using a linearized scheme for VS,(q)  based on a Taylor series expansion of 
T(x, t \q ) and the sensitivity coefficients j ( x , t )=  dT/dq [81]. For the optimization problem 
considered here however, an Adjoint Problem is solved to obtain VS, (q ). This technique is
faster in term of CPU time and yields the exact V S ^ q ) .  This Adjoint Problem and the 
Sensitivity Problem highlighted earlier are two auxiliary problems of the proposed iterative 
procedure. These auxiliary problems are described in the next sections.
5.4.2. The Sensitivity Problem
The Sensitivity Problem is developed using the directional derivative defined as
A T(XJ- ,q+eùü j )= T(x' , ' î  + ^ ) - T{x-t ’î ) (5.10)
The perturbed temperature T(x,t;q + sAq) is substituted into the governing heat diffusion 
equation to yield to a second partial differential equation which is conveniently cast in terms 
of T(x,t;q)  and AT(x,t;q + sAq) . Comparison of this equation with Eq.(5.1) leads to the 
Sensitivity Problem reported by Tadrari and Lacroix [5] 
d(cpA T ) _ d 2(kAT)
dt dx1 dt dt dt
dx
(5.11)
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dx
A7-(O = 0
where g '= d g jô T ,  A =p[çp ! - c p s ) and fi = p L . It is worth noting that k , cp and g  are all
perturbed quantities when the temperature is perturbed by an amount e A T . The finite 
difference discretization of Eq.(5.11) is reported in the Appendix C.
5.4.3. The Adjoint Problem
As discussed previously, the above iterative procedure needs VS: (q ) that is the solution of the 
Adjoint Problem. The derivation of the Adjoint Problem stems from the directional derivative 
of S ^ q )  in the direction Aq , defined as
r=i (5.12)
Eq.(5.12) is valid as long as q e L2 (t0 , t f ) .  It is seen that DXqS{q)  depends on V S ^ q ) .  This 
directional derivative is also defined by
D ^ S ( q )  = AS{q + sAq)
(5.13)
where AS(q ) = S(q + sAq ) -  S(q )
Substituting Eq.(5.13) into Eq.(5.12), the sensitivity function AS(^) may be expressed as [49]
/= i
(5.14)
The Adjoint Problem technique consists in replacing the sensitivity function AS(<3r) by its 
associated Lagrangian AL(q),  given by [5]
AL(q) =
i=i
2S  {Y(Tv/ T, ) -  T{XM , t , ;q)}AT(xXf , t t■ ;q ) +
d 2 (kAT) d 2 (kAT) d(cpA T )------------------ 1----------------------p ----------
/=!
+ -
dx 2  dyL ' dt




One may observe that AL(q)= AS(q ) [67]. Indeed, /( /, ) is a Lagrange multiplier that appears 
since AS(q)  needs to satisfy the constraint defined in Eq.(5.1). The Adjoint Problem appears 
in such a way as to reduce Eq.(5.15) in the same form of Eq. (5.14). It is defined as [5]
ÔÂ d 2A i 4 dg ,dA ,d(AT) ( w   ^






hA{x = 0 )
k ( x ^
ox
=  0
The numerical discretization of Eq.(5.16) is detailed in Appendix C. Note that the Adjoint 
Problem is a final value problem [48]. Substituting Eq.(5.16) into Eq.(5.15) yields
A S ( ? ) = £ ' l (<7) l n / A<7A/ ( 5 1 7 )
/=!
Therefore, comparison of Eq.(5.14) and Eq.(5.17) yields the exact VSt (q ), given by
V SI.(g )  =  A (^ )n< ( 5 18)
5.4.4. The Sequential Function Estimation Method (SFEM)
Inverse methods are usually unsuitable for handling phase change problems with high thermal 
inertia. Too long time delays are observed for the surface temperature response with respect to 
the time-varying bank thickness. Indeed, the required sliding time horizon usually exceeds the 
time scale of the phenomena occurring inside industrial furnace. In this case, the Sequential 
Function Specification Method (SFSM) proposed by Beck gives no insight on the time- 
varying location of the moving boundary during a process disturbance [56, 84]. Indeed, for the 
SFSM approach, the r numbers of predicted heat flux components included in a sequence are 
kept temporarily constants in order to add stability to the IHTP algorithm. In particular,
<1 m = Qxi+i = •••= Qv+r (5.19)
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In order to remedy this problem, a Sequential Function Estimation Method (SFEM) is 
proposed. This inverse method is similar to the SFSM, but no explicit functional form for q(t) 
is assumed over a sliding time horizon. It follows that the r number of heat flux components 
included in a sequence can take any physical value. In particular,
4.1/ *  *  ••• < l x f + r  ( 5 . 2 0 )
where M  is the first measurement of the considered sequence. In other words, this method is 
still sequential in nature but each sequence may be regarded as a whole time domain [48]. 
Furthermore, in order to add stability to the proposed IHTP algorithm, the heat flux 
components are predicted at each time step. The difference between the measured 
temperatures and the estimated surface temperatures, 0{t)= Y( t\q ) -T( t;q ) ,  is interpolated at 
each time step found between two successive measurements. It follows that the effective 
number of sampling instants is I  = r(Atm/At) .
5.4.5. The overlapping procedure
The above SFEM aims at increasing the efficiency of the inverse method. The important 
lagging effect however still limits the diagnostic time interval, rdia. This parameter, illustrated
in Figure 5.3, is the time delay between two successive predictions of the time-varying bank 
thickness over the sliding time horizon. To facilitate the implementation of inverse analyses in
an industrial context, the diagnostic frequency, denoted as f dia = rdia~l , has to be minimized.
It is shown in Figure 5.3 that rdm = r 0  for the SFEM approach without overlap. Thus, the only
way to diminish rdia is to decrease r 0 , thus increasing the lagging effect. In this paper, it is
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Figure 5.3 Schematic of the overlapping concept
This procedure consists in overlapping the sliding time horizons in such a way as to diminish 
the diagnostic time interval to a desired value. The diagnostic frequency for the overlapping 
procedure is dictated by the recording time between two successive sequences, z rec. Note that 
the temperature measurements are used more than once. The initial temperature field for a new 
sequence is the up to date temperature field predicted in the previous sequence at t = t u .
This procedure is recommended only for system with high thermal inertia. Indeed, the 
overlapping procedure is a trade off between the desired diagnostic frequency and the CPU 
time required to implement the inverse analysis for a particular sequence, zCPU [100]. This 
criterion can be written as
T C P U ^ T r e c  (5.21)
Examination of Figure 5.3 reveals that zrec allows a minimal diagnostic time interval of 
Tdia = Trec f°r both procedures. If zCPU > zrec however, the CPU time will exceed the 
recording time and, as a result, will increase the minimum diagnostic time interval.
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5.5. Results and discussion
The inverse heat transfer procedure described above was employed to estimate the unknown 
heat flux q(t) and to predict the time-varying thickness of the protective bank for different 
sliding time horizons. The physical properties, the boundary conditions and the initial 
conditions for a typical industrial phase change process are reported in Table 5.1. This typical 
process is hereupon called the standard test case. The numerical parameters governing the 
inverse procedure are provided in Table 5.2. For the sake o f this work, the “measured 
temperature” Y(x,t) was obtained from the solution of Eqs.(5.1)-(5.2) using an imposed time- 
varying heat flux on the Q 4  boundary. Moreover, to take into account the influence of 
measurement errors, a zero-mean Gaussian white noise with standard deviation a  was added 
to the “measured temperatures” [5, 81, 8 6 ], For all cases examined, a limit of 10% on the 
relative discrepancy ERS was adopted to delineate the range o f t 0  for which the inverse 
method is o f interest. Above this limit, ERS is no more correlated to rG, which means that the 
surface temperature is no more sensitive to the predicted q on the Q 4  boundary. The sliding 
time horizon that corresponds to ERS = 10% is denoted as r 0 mjn .
Table 5.1 Physical properties, boundary conditions and initial conditions for typical industrial
phase chan ge process [81]
Parameters Magnitude Parameters Magnitude
L ( J /kg  ) 300 000 C p . P C M  ( J / kSK  ) 1850
L mt <*> 300 P P C M  ) 2 1 0 0
T,„ < K  ) 1223 k P C M l  ( W/ mK ) 1 0 0
<*> 1203 k p C M s  ( W / m K  ) 1
9000 Cp,w ( J / kZK ) 720
h (W f  m 2  K  ) 40 p w ( k g /m 3 ) 2 2 0 0
kw (W/mK  ) 34
Table 5.2 Numerical parameters governing the inverse procedure
Numerical parameter Magnitude
r 1 0
A t ( s ) 1 0
Ax ( m) 0.005
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5.5.1. The Sequential Function Estimation Method
First of all, the relevance of the SFEM approach ought to be tested before it can be 
implemented in an overlapping procedure. Figure 5.4 depicts the exact time-varying incident 
heat flux imposed on the Q 4  boundary. The predicted incident heat flux for both SFEM and 
Beck’s SFSM approach are also shown in Figure 5.4 for r G = lO/i. As expected, the predicted
heat flux is time independent over each sequence with the SFSM approach. On the other hand, 
the predicted heat flux with the SFEM approach is much more accurate since it allows a time- 
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Figure 5.4 Effect of the inverse method on the predicted time-varying heat flux on the Q4
boundary
Figure 5.5 compares the accuracy of both methods for different sliding time horizons. It is 
shown that the SFEM is the most accurate approach when the inverse method is applicable. 
This behavior is due to the fact that there is no bias error introduced by the regulation 
parameter r for the SFEM approach. Note that for r0  > 5h , the effect o f the inverse method is 
nearly imperceptible. Indeed, for these r0, the total number of temperature measurements is not 
sufficient enough to capture the time-varying heat flux on the boundary. As a result, the 
SFEM approach provides the average incident heat flux over the considered sequence.
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Furthermore, one may observe that when r 0 < r o min, the relative discrepancy ERS for the 
SFEM approach increases rapidly as r 0 is diminished. Indeed, when the lagging effect





Figure 5.5 Effect of the sliding time horizon for different inverse methods
Figure 5.6 illustrates the effect of the selected approach on the accuracy of the predicted time- 
varying bank thickness for r 0 =10//. As expected, the SFSM approach captures the overall 
trend of the bank thickness, whereas the SFEM approach provides a more accurate prediction 
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Figure 5.6 Effect of the inverse method on the predicted time-varying bank thickness
Examination of Figure 5.5 reveals that for typical operating conditions, r omjn « 2 .5 h.  This
figure also delineates the minimum time interval for which the inverse methods are applicable. 
Below this limit, both inverse methods become unreliable as the sensitivity to measurement 
errors is too strong (Figure 5.7). On the other hand, if the sliding time horizon augments from 
r 0  = \h to r 0 = 3.33h , i.e., r 0 > r 0  mjn, the solution becomes much more accurate. In spite of
the lagging effect inherent to diffusion problems, the diagnostic time interval can be diminish 
in such a way as to increase the response frequency for predicting the time-varying bank 
thickness. This is the main feature of the overlapping procedure developed in the next section.
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Figure 5.7 Effect of the time delay for different sliding time horizons r 0  with the SFEM
approach
5.5.2.
5.5.3. The overlapping procedure
As discussed previously, the above SFEM approach increases the efficiency of the inverse 
method for phase change processes with large thermal inertia. It was found however that the 
diagnostic time interval decreases with the sliding time horizon. It is proposed here to overlap 
successive sliding time horizons in order to increase the diagnostic frequency.
Figure 5.8 depicts the exact time-varying heat flux imposed on the Q4 boundary. The sliding 
time horizon used in the overlapping procedure is kept constant at ra - 2 h.  This time interval 
corresponds approximately to the time delay determined earlier. It is seen in Figure 5.9 that as 
long as rdja > r 0  mjn, the overlapping procedure has no effect on the accuracy of the predicted
bank thickness. Below this limit however, the overlapping procedure stabilizes the IHTP 
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Figure 5.8 Time-varying heat-flux imposed on the Q 4 boundary for the overlapping analysis
As pointed out earlier, the overlapping procedure is applicable only if if/ < \ ,  where if/ is the
time ratio defined by if/ = rCPU lTrec (Eq.(5.21)). It is shown in Figure 5.9 that the limit if/ = 1
corresponds to xdia = 0.66h for a SFEM approach with overlaps implemented on a 616 Intel
Xeon quad core 2.8 Ghz computer. This is more than twice as short as the minimal diagnostic 
time interval provided by a SFEM approach without overlap. Consequently, the overlapping 
procedure is o f interest for a diagnostic time interval that ranges between 0 ,6 6 h < x dia < 2 h .
 x0=tcl1a ( w * t t i ° u t  o v e r t a p )




Figure 5.9 Effect of the overlapping procedure
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Figure 5.10 shows the effect of the overlapping procedure on the predicted time-varying bank 
thickness for rdia = 0.66 h . This zdia belongs to the time interval for which the overlapping
procedure is of interest (Figure 5.9). For this particular rdia, it is seen that one needs to 
implement the overlapping procedure to get a stable inverse method under typical melting 
furnace operating conditions. This example illustrates the fact that industrial applications that 
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Figure 5.10 Effect of the overlapping procedure on the predicted time-varying bank thickness
5.6. Conclusion
This study presented a simple sequential inverse method for predicting time-varying thickness 
of the phase change protective bank found on the inside surface of a wall of a high 
temperature furnace. The main feature o f the proposed overlapping approach is its unique 
capability to increase the diagnostic frequency for phase change processes with large thermal 
inertia. The inverse method rests on the Adjoint Problem and the Conjugate Gradient Method 
and it relies on non intrusive temperature measurements taken at the outer surface of the
5 In the case  o f  the alum inium  reduction ce ll, the required idia~ l  hour (see  A ppendix  E).
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furnace wall. It was found that the SFEM approach is more accurate than the SFSM approach 
for large thermal inertia systems. Results also indicated that under typical melting furnace 
operating conditions, the proposed SFEM approach implemented with an overlapping 
procedure doubles the allowable diagnostic frequency for predicting the time-varying bank 
thickness.

CHAPITRE 6 APPROCHE NEGLIGEANT LA 
CHALEUR LATENTE
Avant-propos









Quelle est la meilleure méthode directe à domaine fixe pour résoudre un problème de Stefan 
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Résumé français :
Cette étude présente une méthode inverse utilisée pour prédire l’évolution temporelle de 
l’épaisseur du banc solidifié qui protège l’intérieur des parois des fours à haute température. 
Le problème direct est traité à l’aide d’une méthode industrielle négligeant la chaleur latente. 
La méthode inverse repose sur le problème adjoint et sur la méthode de minimisation du 
gradient conjugué. Il est montré que cette procédure inverse basée sur cette méthode 
industrielle prédit un flux de chaleur virtuel dans la zone liquide tout en permettant de mener à 
l’évolution temporelle réelle de l’épaisseur du banc. Les résultats indiquent que la procédure 
inverse proposée présente deux principaux intérêts : le temps de calcul nécessaire pour 
résoudre le problème inverse est diminué et le délai temporel inhérent à l’inversion est réduit 
pour un matériau non eutectique. Pour les conditions d’opération typiques des fours à haute 
température, cette approche virtuelle double la fréquence de diagnostic permise pour prédire 
l’évolution temporelle de l’épaisseur du banc.
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6.1. Introduction
The purpose of this study is to predict the time-varying thickness o f phase-change banks found 
on the inside surface of many high temperature industrial facilities such as electric arc 
furnaces [5] and aluminum reduction cells [3, 7, 81]. This fascinating solidification process, 
well described by [81], consists in the formation of a bank which is created as the molten 
material inside the furnace comes into contact with the cooled surface of the wall. 
Unfortunately, probing this protective bank with devices inserted into the bath o f molten 
material is a very difficult task owing to the hostile conditions that prevail inside these 
furnaces. Therefore, investigations have been conducted to handle this problem by employing 
inverse methods [5, 25, 6 8 , 76, 81].
This tracking inverse Stefan problem consists in inferring the bank’s thickness based on 
temperature measurements made on the inside or at the outer surface of the furnace’s sidewall. 
Due to the large thermal inertia of the phase change materials and of the furnace walls, the 
temperature measurements are plagued by long time delays with respect to the time-varying 
bank thickness [80]. As a result, one should choose a sliding time horizon sufficiently large in 
order to ensure the temporal stability o f the inverse method [101]. In practice, the few 
investigations that have been reported in the open literature and that have addressed this 
inverse Stefan problem generally assume that the temporal stability condition is satisfied [25, 
65, 81],
Most of the published studies dealing with the lagging effect have focused on the effect of the 
sensors locations [65, 102], Indeed, it is a well known fact that the closer the sensor to the 
moving boundary location, the better the predictions [84], For practical reasons however, it is 
desirable to place the sensors on the outer surface of the sidewall. Hence, the lagging effect is 
taken into account by increasing the sliding time horizon [80]. The minimum sliding time 
horizon becomes however rapidly prohibitive in an industrial context. Indeed, the required 
sliding time horizon usually exceeds the timescale of the phenomena occurring inside the 
furnace. In order to overcome such a difficulty, an overlapping procedure based on a 
sequential function estimation method has been proposed by Marois and al. [80]. The
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drawback of this technique is that it is CPU time consuming as the diagnostic frequency 
increases.
The present context is directed toward the identification algorithm that requires the resolution 
of the direct problem. Among the numerous existing approaches, fixed grid methods are 
efficient for the numerical modeling of the direct problem since the phase change process can 
be easily incorporated to existing heat transfer numerical methods [47]. Marois and al. have 
indicated however that the phase change process accounts for a large part of the undesirable 
lagging effect in melting furnaces [101]. One may observe however that the limited area of 
interest according to the tracking inverse Stefan problem corresponds to the solid zone, which 
excluded the mushy zone where the phase change takes place. As a result, though the general 
source-based enthalpy method promoted by Voiler and Swaminathan is one of the most 
accurate fixed grid direct methods, it is not necessarily the most suitable fixed grid phase 
change method for inverse problem [8 8 ]. Indeed, it is proposed in the present study to take 
advantage of this area o f interest that presents a new boundary condition that corresponds to 
the melting point (solidus).
The objective of the study involves maximizing the diagnostic frequency that is the frequency 
at which values are estimated in the inverse problem6. It is done through reducing the 
minimum sliding time horizon in such a way as to implement an inverse technique in an 
industrial environment. For that purpose, a new numerical inverse method based on the single 
phase method for solving the direct phase change problem detailed in [28] is proposed. The 
resulting inverse method relies on a concept of virtual area widely applied to nonlinear inverse 
heat transfer problems [70, 72, 103]. It rests on the Adjoint Problem and the Conjugate 
Gradient Method and it relies on non intrusive temperature measurements taken at the outer 
surface of the furnace wall.
In the next section, the problem under investigation is stated. Two different direct models used 
for handling the phase change process are then presented and compared. The formulation of
6 In the case o f  the alum inium  reduction ce ll, the required Tdia is about 1 hour (see  A ppendix E).
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the inverse problem is developed as well as the virtual concept. Both direct models that have 
been retained for the inverse procedure are tested and compared using a whole time scheme. 
Finally, it is shown that the single phase direct method used iteratively in the sequential 
inverse method is a promising technique for minimizing the inherent time delay found in high 
temperature furnaces.
6.2. Problem statement and assumptions
A schematic representation of the one-dimension phase-change problem is depicted in Figure 
6.1. The phase change material (PCM) is confined to a finite region ç = ^s u ç mu ç ; , 
including a solid zone gs , a mushy zone gm and a liquid zone gt . The top and the bottom 
boundaries, Hi and 0 .2 , are both adiabatic. A heat flux q,„(t) mimicking the average heat 
dissipated through the sidewall of the furnace is imposed on the f i 4 boundary over the time 
interval t jo, tjf. A convection heat transfer boundary condition is imposed at the outer surface 
of the furnace (Q 3 boundary). The bank thickness corresponds to the solidus isotherm (Q 5 
boundary). The PCM is initially in steady-state with qm(t<t0)=q0• The initial bank thickness is
X so l(to ) ~ X 0 .




B  Side wall
i l l  Furnace top and bottom 
Q  Molten phase  
Ü23 Solid phase  
Q  Mushy phase
Figure 6 .1 Schematic representation of the phase change process
Boundary cond itions (control volume):
-Qt = 0 2 : Adiabatic
-Q3 : Convection cooling; Sensor
-Q4 : Unknown heat flux
-Q5 : T = 1501; Unknown bank thickness
A conduction-dominated model that takes into account the thermal convection effects in the 
bulk fluid region is adopted. Therefore, an enhanced thermal conductivity for the liquid zone
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mimics the effect of the flow circulation [5, 30, 81]. The following additional assumptions are 
made regarding the modeling of the phase change problem:
1. The temperature gradients in the x-direction are much larger than that in the vertical 
y-direction and as a result a one-dimensional analysis is applied.
2. The phase change is non isothermal, i.e., melting and solidification occur over a 
temperature range.
3. The thermal contact resistance between the furnace wall and the bank is ignored.
4. The thermal properties of the bank are temperature independent.
5. The thermal conductivity and the heat capacity o f the PCM vary linearly with the 
liquid fraction in the two-phase mushy zone [8 8 ].
6 . The heat losses at the outer surface of the furnace wall accounts for both radiation
importance near the top and the bottom boundaries, Qi and Q2 [81]. Assumption 5 has been 
retained for its simplicity. The estimation of the thermal properties of the PCM in the mushy 
zone is beyond the scope of the present study. Furthermore, the authors recognize that a two- 
dimensional analysis would reveal conduction effects in the sidewall which are not captured 
by the present one-dimensional model [104], Nevertheless, these 2D effects do not modify the 
conclusions of the present analysis concerning the virtual approach benefits.
6.3. The direct problem
6.3.1. The Enthalpy method
The above phase-change problem is first handled with the general source-based enthalpy 
method promoted by Swaminathan and Voiler [47]. The governing heat diffusion equation for 
the PCM as well as for the side wall may be stated as
The second term on the right-hand side of this equation accounts for the energy released or
and convection heat transfer.
Assumption 1 neglects the temperature gradients in the y-direction although it could be of
(6 . 1)
absorbed during phase change. Of course, this source term vanishes inside the side wall, g  is
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the liquid fraction that varies linearly between the solidus Ts„i and the liquidus Tiiq and 
ôH = p \ c p , - c  )r + l \ [ 81]. The average heat capacity c for the PCM is estimated with the 
liquid fraction, i.e., c = (l -  g)cp s + gcp l . Referring to Figure 6.1, Eq.(6.1) is subjected to the 
following boundary conditions
ÔTk
dx -  h{Tx=0 Tamb )>k   = q
dx C24
The heat transfer coefficient h accounts for both radiation and convection heat transfer. The 
initial temperature field for the system comes from the solution of Eq. (6.1) at steady-state 
with q:„(t<to)=q0■ Eqs. (6.1)-(6.2) are discretized and solved using a finite volume method that 
has been proposed and validated by Marois and al. [81].
6.3.2. The Single Phase method
The single phase method is a simplified direct method that ignores the latent heat storage [28]. 
In such a case, the enthalpy term in Eq. (6.1) vanishes, leading to the following heat diffusion 
equation
p c—  = —  
dt dx dx (6.3)
It is instructive to note that the mushy zone remains in effect in the single phase method [28]. 
Therefore, the liquid fraction as well as the average heat capacity and the average thermal 
conductivity are treated in the same way as in the general source-based enthalpy method. In 
fact, the only difference between both direct methods rests on the value of the latent heat of 
fusion that vanishes in the case of the single phase problem.
6.4. The inverse problem
The direct models outlined above are concerned with the prediction of the temperature field 
T(x,t) and of the time-varying bank thickness when the physical properties, the boundary 
conditions as well as the initial conditions are known. For the inverse heat transfer problem 
(IHTP), the incident heat flux on Q4 boundary and the bank thickness (Q5 boundary location) 
are unknown. Transient temperature readings (Y(x,t)) are however recorded by sensors located
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at the outside surface of the furnace wall (jcm=0). The IHTP consists in estimating the time- 
varying heat flux that minimizes the following least square function, defined as the cost 
function [98]
S (r ,q )  = £ s , ( q )
' =1 (6.4)
S i ( 9  ) = \Y(x m , t, ) -  T , ti ;q ) \ 2 Atm
where Atm and xu  are the sampling time step and the sensor location, respectively. T(x ,f ,q ) is 
the temperature field calculated from Eqs. (6.1)-(6.2). The superscript denotes an 
estimated function. /  is the total number of sampling instants over the sliding time horizon rG 
[99], It is worth noting that for sequential inverse methods, r0 represents the sampling time 
window for every sequences. Furthermore, for inverse methods implemented over a whole 
time domain At/, the sliding time horizon is defined as ra=Atf. The diagnostic frequency is
defined as /  = r 0~' for a sequential function estimation method [81].
The minimization technique rests on the Adjoint Problem and the Conjugate Gradient Method 
detailed in [81]. The performance of the sequential inverse method is measured in terms of a 
relative discrepancy between the exact time-varying bank thickness, xsoi, predicted with the 
direct model and the estimated bank thickness predicted with the inverse model, xml [81]. It is
given by
ER =





where is the total number of sampling instants over the whole time domain. The inverse 
heat transfer procedure may be summarized in terms of the following steps:
1. Choose an initial guess for q ( t ) , i.e. q k~° (/) = q a ■
2. The direct problem is solved for T(x,t',q) and 5’(^A+1) is computed from Eq.(6.4).
3. If s (g ^+l )< a 2 1 , go to the next sequence. Otherwise, go to step 4.
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4. The new estimate of q k+X(t ) is determined from the Conjugated Gradient algorithm 
[48,81],
6.5. The virtual iterative approach
The IHTP described previously aims at solving the direct problem for each iteration of the 
identification algorithm. Due to the fact that it takes into account the latent heat effect, inverse 
procedures based on the direct enthalpy method are hereafter called the enthalpy iterative 
approach. At the opposite, inverse procedures based on the single phase method for solving 
the direct problem are called the virtual iterative approach. Indeed, it is similar to the virtual 
domain concept proposed in the literature [70, 72, 103], In such approaches, the heat transfer 
problem is redefined in order to facilitate the implementation of the inverse procedure without 
decreasing the accuracy of the predictions.
The proposed virtual approach takes advantage of the limited area of interest according to the 
tracking inverse Stefan problem, i.e. the solid PCM and the sidewall. Indeed, this inverse 
analysis predicts the time-varying bank thickness from measurements collected at the outside 
surface of the furnace wall, no matter phenomena occurring inside the liquid zone. According 
to the linear system theory, the enthalpy method as well as the single phase method provide a 
unique transient and steady-state solution to the direct problem in the solid zone for given 
initial and boundary conditions [72, 103]. Indeed, since the temperature and the heat flux on 
the Q3 boundary are known, the temperature contour line at the solidus temperature has a 
unique solution. The inverse methods that incorporate the moving boundary using a variable 
grid size take advantage of the existence of this unique solution [46].
It is worth to point out however that the problem of unknown boundary under consideration is 
converted into a problem of unknown incident heat flux owing to the fixed grid numerical 
modelling methodology employed. Incidentally, the time-varying heat flux on the Q4 
boundary is predicted in such a way as to match the Q 5 boundary condition, which 
corresponds to the solidus isotherm, as well as the unique solution in the solid zone. For the 
enthalpy approach, the real heat flux experienced by the system on the Q4 boundary is sought.
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For the virtual approach however, only a virtual incident heat flux can be estimated due to the
fact that the single phase method is not an accurate model for the mushy zone nor for the 
liquid zone. One may observe however that both approaches predict the real time-varying 
bank thickness since it only depends on the estimated temperature field in the solid zone.
6 .6 . The time analysis
temperature fluctuations recorded by sensors. The feasibility of the inversion strongly depends
heat flux on the ÇI4  boundary, rdelay- This time delay represents a fraction k  of the heat diffusion 
time through the thermal system, r diff [101, 105]. For inverse heat transfer problems, this
lagging effect is directly linked to the temporal stability criterion known as [83]
AXS is the dimension of the solid zone and c is a coefficient that takes into account the effect 
of the measurement noise level and the relationship between the lagging effect and the heat 
diffusion time. In practice, the recommended value for ç is about 1% and it should be 
diminished for measurements of high quality [83]. Note that, according to this semi-empirical 
criterion, r0 -  E,Tdi^  corresponds to the minimum allowable sliding time horizon r0 min.
Eq.(6 .6 ) stands for any inverse heat transfer problem. Nonetheless, the heat diffusion time 
through multiple layers and under typical melting furnace operating conditions is (see 
Appendix D) [101]
where the subscript s, m, I and w refer to the solid zone, the mushy zone, the liquid zone and 
the wall, respectively. AX, and a, are the dimension and the diffusivity for each of the 
considered region. The terms in Eq.(6 .8 ) that account for the effect of the phase change 
process on the time delay are
The IHTP aims at predicting the time-varying heat flux which best explains the surface
on the time delay of the surface temperature response with respect to the time-varying incident
*0 >  ^d,ff
where r diff = p cpA X s2 j k s
(6.6)
(6.7)
i j * i
(6 .8)
Where am is the effective diffusivity in the mushy region defined as 
a m =(ki - ks^Tliq- T ^ y ip L ln l k /  k s)] [101]. Under typical melting furnace operating
conditions, an order of magnitude analysis indicates that the additional time delay displayed in 
Eq.(6.9) represents a large part o f the undesirable global lagging effect when the direct 
problem is treated with the enthalpy method [ 1 0 1 ].
One may observe that this additional time delay vanishes when the single phase method is 
used for solving the direct problem. Indeed, the latent heat effect is neglected in this case. 
Incidentally, the surface temperatures estimated with single phase method are not plagued 
with the additional time delay that arises from the phase change process (see Eq. (6.9)). 
Therefore, the minimum allowable sliding time horizon r 0 min is decreased for the virtual
approach compared to the enthalpy approach. Substitution of Eq.(6 .8 ) into Eq. (6 .6 ) yields the 
time ratio between ra min (for the enthalpy method) and x0  mjn (for the single phase method)
+ 2 A X m
i a,n 'ia '”A -  1 + ------
A X W AX AX,+ + —=L
la w
CLi i J*i
i , j  e{s ,m ,l,w}  ( 6  10)
4 a >a j
For typical industrial phase change process, Eq.(6.10) leads to A » 1.7 [101].
6.7. Results and discussion
The inverse heat transfer procedure described above was employed for estimating the 
unknown heat flux q{t) and for predicting the time-varying thickness o f the protective bank 
for different sliding horizon. The physical properties, the boundary conditions and the initial 
conditions for a typical industrial phase change process are summarized in Table 6.1. This 
typical process is hereupon called the standard test case. For the sake of the present analysis, 
the “measured temperatures” Y{x,t) were obtained from the solution of Eqs.(6.1)-(6.2) 
subjected to an imposed time-varying heat flux on the Q4 boundary. In order to capture the
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exact transient behaviour of the phase change bank, the values o f Y(x,t) were calculated 
using the enthalpy method [47], Moreover, to simulate the effect of measurement errors, a 
zero-mean Gaussian white noise with standard deviation a  was added to the '‘measured 
temperatures” [5, 81, 8 6 ], Numerical simulations were carried out on a 616 Intel Xeon quad 
core 2.8 GHz computer. A uniform grid of 54 control volumes, a time step of At=10s and a 
sampling time step of Ats=10s were retained.
Table 6.1 Physical properties, boundary conditions and initial conditions for the standard test 
_______________________case [80]_______________________
Parameters Magnitude Parameters Magnitude
L ( J /k g ) 300 000 C p . P C M  ( J / kSK ) 1850
Tamt ( K ) 300 Ppcm  ( W " I3 ) 2100
T,« < *  ) 1223 k p c x t /  { W / m K ) 100
1203 k p c M s  ( W / m K ) 1
T0 (AT) 1223 cp„ 720
( W / m K ) 34 h ( W / m 2K ) 40
P„  ( kg/irIs ) 2200 q0( W / m 2 ) 9000
A X , (m ) 0.12
6.7.1. Calculation o f  the “measured temperatures”
The effect of the direct method on the estimated surface temperature was exemplified by 
increasing suddenly the incident heat flux from 9kW/m2  to 13kW/m2. The predicted surface 
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Figure 6.2 Effect of the iterative direct method on the temperature measurement for the step
case
As expected, the surface temperature calculated with the enthalpy method is delayed with 
respect to that of the single phase method. This is due to the fact that the enthalpy method 
takes into account the latent heat absorbed during the phase change process [28]. As a result, 
the “measured temperatures” employed in the inverse analysis have to be calculated with the 
enthalpy method since these measurements result from a real phase change process that 
involves latent heat exchanges of energy.
6.7.2. Validation o f  the virtual approach
As illustrated by the previous results, the single phase method is inefficient in predicting the 
outside surface temperature for a prescribed incident heat flux on the Q4 boundary. An 
iterative inverse procedure based on this single phase method predicts however a virtual 
incident heat flux on the Q4 boundary that yields accurate time-varying bank thicknesses. This 
procedure known as the virtual approach has been detailed earlier.
In order to validate the virtual approach, the inverse procedure was implemented for both 
enthalpy and virtual approaches. Figure 6.3 depicts the exact time-varying incident heat flux 
imposed on the Q4 boundary. The predicted incident heat flux for both whole time domain 
iterative approaches is also shown in Figure 6.3.












Figure 6.3 Effect of the iterative direct method on the predicted time-varying heat-flux on the
Q4 boundary
As expected, the predicted fluctuations of the heat flux are damped for the virtual approach 
owing to the neglected latent energy absorbed during phase change. The heat flux predicted 
with the enthalpy approach is much more accurate. Nevertheless, the heat flux predicted by the 
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Figure 6.4 Effect of the iterative direct method on the predicted time-varying bank thickness
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To validate the uniqueness of the solution, the time-varying temperature predicted with both 
approaches at x = {0,6,15,27}cm is presented in Figure 6.5. It is seen that the temperature 
predictions given by the virtual approach are, overall, in very good agreement with that 
obtained with the enthalpy approach. Though the single phase model is erroneous in the liquid 
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Figure 6.5 Validation of the virtual approach for the tracking inverse Stefan problem
It must be pointed out however that these results are independent to the value of the latent heat 
of fusion, L. The effect of L on the accuracy of the predicted time-varying bank thickness and 
incident heat flux is illustrated in Figure 6 .6 . As expected, the relative discrepancy (ERS) is 
nearly insensitive to L. Indeed, it is only in the mushy zone that the value of this parameter 
significantly affects the heat transfer phenomena, i.e. outside the limited area o f interest 
according to the tracking inverse Stefan problem. Examination o f Figure 6 . 6  also reveals, once 
again, that although the virtual approach is inefficient in recovering the exact incident heat 
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Figure 6 . 6  Effect of the effective latent heat o f fusion on the predicted time-varying bank
thickness and incident heat flux.
Finally, the effect of the noise level on the predicted time-varying bank thickness is 




 o = 1%






Figure 6.7 Effect of measurement errors on the predicted time-varying bank thickness.
It is seen however that the predictions remain fairly accurate even for large noise level, i.e. 
ERs(cr < 10% )< 6 % (see Figure 6 .8 ). It must be pointed out however that the predictions 
become more sensitive to measurement errors when the sliding time horizon diminishes [81].
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Therefore, despite the virtual approach benefits presented in the next section, it must be 
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Figure 6 . 8  Effect o f the noise level on the ERS.
6.7.3. The virtual approach benefits
As mentioned earlier, the virtual approach takes advantage of the limited area o f interest 
according to the tracking inverse Stefan problem. It follows that the benefits of this approach 
are twofold: (1) the CPU time required for solving the inverse problem is reduced and (2) the 
lagging effect inherent to the inverse analysis is diminished for non isothermal phase change 
processes. In order to illustrate these benefits, the inverse procedure has been first 
implemented for a eutectic PCM -  which exhibits an isothermal phase change. The results are . 
then compared to those obtained for a non isothermal phase change process. Figure 6.9 depicts 
the exact time-varying incident heat flux imposed on the Q4 boundary for these numerical 
experiments.
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Figure 6.9 Time-varying heat-flux imposed on the f i 4 boundary for the virtual approach
benefits analysis
For isothermal phase change processes, the time ratio presented in Eq.(6.10) becomes A = 1. It 
follows that the lagging effect should be similar for both approaches. To validate this 
assumption, Figure 6.10 compares the accuracy of both approaches for different sliding time 
horizons.
40
 Enthalpy m ethod




Figure 6.10 Effect of the iterative direct method for a eutectic material
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A limit of 10% on the relative discrepancy ERS is adopted so as to delineate the range of 
application of the inverse method. Above this limit, the ERS is no longer correlated to r0,
Q4 boundary. This limit which corresponds to about ± 0.7 cm is similar to the expected 
accuracy for bank thicknesses measurements taken inside high temperature melting furnaces 
[20]. A close inspection of Figure 6.10 reveals that the minimum sliding time horizon, romin, is 
nearly identical for both approaches. The computation time for the enthalpy approach is, 
however, unmatched (Figure 6.11). It is seen that no matter the sliding time horizon, the 
virtual approach is faster. Under typical melting furnace operating conditions, the CPU time 
gain using the virtual approach is about 2 h.
which means that the surface temperature has become insensitive to the predicted q(t) on the
12
1 1  Enthalnv m ethod
5
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Figure 6.11 Effect of the iterative direct method on the computational time
On the other hand, for the standard test case, the melting range increases to A Tm = 20K  and
the time ratio raises to A = 1.7 (see Eq.(6.10)) [101]. As a result, the lagging effect for both 
iterative approaches is matchless (Figure 6.12).
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Figure 6 .12 Effect of the latent heat for different iterative direct methods
According to the benchmark accuracy established earlier, T0 ,min~2.5h for the virtual approach 
whereas it is about x0 ,min~5h for the enthalpy approach. As expected, this set of results leads to 
a graphically determined time ratio A graph - 1 .7 5 .  This time ratio is in excellent agreement
with that estimated with the aid of Eq.(6 .10), i.e., A = 1.7. This finding reveals that the inverse 
procedure based on the single phase method for solving the iterative direct problem is the most 
suitable fixed grid phase change method for handling inverse problems in the context o f high 
temperature furnaces. Indeed, the virtual approach widens the allowable diagnostic frequency 
for predicting the time-varying bank thickness for phase change processes with large thermal 
inertia while reducing the CPU time.
6.8. Conclusion
This study presented a simple inverse heat transfer method for predicting the time-varying 
bank thickness of the phase change protective bank inside a high temperature furnace. The 
main feature of the proposed virtual approach is its unique capability to diminish the lagging 
effect inherent phase change processes with large thermal inertia. The inverse method rests on 
the Adjoint Problem and the Conjugate Gradient Method and it relies on non intrusive 
temperature measurements taken at the outer surface of the furnace wall. It was found that the 
iterative inverse procedure based on the single phase method predicts a virtual incident heat 
flux on the Q4 boundary that yields accurate time-varying bank predictions. Results indicate
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that the benefits of the virtual iterative approach are twofold: the CPU time required for 
solving the inverse problem is reduced and the lagging effect inherent to the inversion is 
diminished for non isothermal phase change processes. In particular, under typical melting 
furnace operating conditions, it was shown that the virtual approach doubles the allowable 
diagnostic frequency for predicting the time-varying bank thickness.
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Résumé français:
Cette étude présente une méthode inverse utilisée pour prédire l’évolution temporelle du profil 
du banc solidifié qui protège l’intérieur des parois des fours à haute température. La méthode 
inverse repose sur la technique de minimisation de Levenberg-Marquardt et sur des mesures 
de température non intrusives. Les résultats obtenus indiquent que la procédure inverse 2D est 
valable pour les conditions d'opération typiques des fours à haute température. Afin de 
faciliter l’utilisation de cette méthode inverse pour résoudre de vraies problématiques 
industrielles, une méthode inverse pseudo 2D est proposée. Cette méthode tout aussi précise 
est toutefois près de 10 fois plus rapide à mettre en œuvre qu’un modèle inverse 2D.
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7.1. Introduction
This study deals with the prediction of the time-varying shape of the phase change bank found 
inside many high temperature industrial facilities such as electric arc furnaces [5], blast 
furnaces [106] and aluminum reduction cells [7]. This bank is created as the molten material 
inside the furnace comes into contact with the cooled surface of the wall and undergoes a 
solidification process. Maintaining this bank is, in many instances, imperative in order to 
protect the wall against the corrosive action of the molten material. Probing and controlling 
the bank with devices and sensors inserted into the bath of molten material is however very 
difficult, time consuming and, in most cases, impractical [3, 6 8 ], That is why some authors 
have attempted to handle this problem by employing inverse methods [5, 25, 107]. 
Temperatures (or heat fluxes) recorded by sensors embedded in the furnace wall or placed on 
its outer surface are fed to an inverse heat conduction model that tracks the time-varying size 
o f the protective bank pressed against the inner side of the furnace wall.
All the aforementioned studies rest on 1D inverse methods that can predict however only the 
size of the bank not its shape. Predicting the temporal shape of the bank is a far more 
challenging problem. It is multi dimensional and time-consuming and the few investigations 
on this matter that have been reported in the open literature are hardly amenable to industrial 
applications that require fast computations of the bank’s shape [56, 68-70, 72, 85, 8 6 ]. This 
situation is remedied in the present study.
The objective of the study is twofold: First, a 2D inverse model is presented for predicting the 
time-varying shape of a phase-change bank on the inside surface of a furnace wall. Second, in 
order to cut down on CPU time and provide a useful tool for real time industrial applications, a 
quasi-2D inverse model, based on the full 2D inverse methodology, is developed. Both 
inverse models rest on the Levenberg-Marquardt least-square minimisation technique and rely 
on non intrusive temperature measurements taken at the outer surface of the furnace wall.
In the next section the problem under investigation is stated. The direct model for handling the 
phase change process is then presented and validated. The 2D inverse heat conduction model
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is developed followed by the quasi-2D inverse model. Both inverse models are tested, 
validated and compared to the direct model for typical operating conditions that prevail inside 
high temperature furnaces. Finally, the range of application of the quasi-2D model is 
delineated in terms of dimensionless numbers.
7.2. Problem statement and assumptions
A schematic of the phase-change problem under investigation is presented in Figure 7.1.





|  Side wall
Üj Furnace top and bottom 
f ~ l  Molten phase 
U i Solid phase  
I I Mushy phase
Figure 7.1 Schematic of high temperature furnace with a bank at steady-state.
The PCM is confined to a rectangular enclosure of aspect ratio A = LxjL y . The top boundary 
Q, and the bottom boundary Q 2 are both adiabatic. The PCM is initially in its liquid phase 
and its temperature is Tt . A  heat flux mimicking the furnace heat load is suddenly imposed on 
the Q 4 boundary. The vertical distribution of this heat flux is maximum at the axis of 
symmetry and decreases linearly towards the Q, and Q 2 boundaries. A convection heat 
transfer boundary condition is imposed at the outer surface of the furnace ( Q 3 boundary).
Boundary conditions (control volume):
-Q, = Q2 : Adiabatic
-Q3 : Convection cooling; Sensors
-Q4 : Unknown heat flux
-Q5 : T = Ts; Unknown shape of bank
The following assumptions are made regarding the modeling of the phase change problem:
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1. Heat transfer inside the liquid phase of the PCM is conduction-dominated.
2. The phase change is non isothermal, i.e., melting and solidification occur over a 
temperature range.
3. The thermal contact resistance between the furnace wall and the bank is ignored.
4. The thermal properties of the bank are temperature independent.
5. The thermal conductivity and the heat capacity vary linearly with the liquid fraction 
in the two-phase mushy zone [8 8 ].
6 . The heat loss at the outer surface of the furnace wall accounts for both radiation and 
convection heat transfer.
In spite of assumption 1, the present diffusion model could always take into account 
convection heat transfer inside the melt. In this case, the effect of the flow circulation is 
mimicked with an enhanced thermal conductivity [5,28,30].
7.3. The direct problem
The above phase-change problem is handled with the general source-based enthalpy method 
promoted by Swaminathan and Voiler [47]. The governing heat diffusion equation for the 
PCM as well as for the side wall may be stated as
The second term on the right-hand side of this equation accounts for the energy released or 
absorbed during phase change. Of course, this source term vanishes inside the side wall, g  is
dt dt (7.1)
the liquid fraction that varies linearly between the solidus To/ and the liquidus Tljq and 
ôH  = p \ c pl - c p s )r + l \ [5]. The average heat capacity c for the PCM is estimated with the 
liquid fraction, i.e., c = (l -  g)cp s + gcp ,. Referring to Figure 7.1, the boundary conditions for 
the system are
(7.2)
92 APPROCHE PSEUDO 2D
ÔT_
Ôx ~ T'amb )n,
a r
dx qa 4
The heat transfer coefficient h accounts for both radiation and convection heat transfer. The 
initial condition for the system is
T{x,y,t = 0) = Thq (7.3)
Eq. (7.1)-(7.3) are discretized using the control volume finite difference method [108]. The 
resulting linear system is solved using an alternating direction implicit method (ADI) [90]. 
The phase change source term is updated at each time step according to the liquid fraction 
temperature approach proposed by Voiler and Swaminathan [8 8 ].
The above finite-difference model, hereupon called the direct model, was thoroughly tested 
and validated. Its numerical predictions were first compared to the classical Neumann solution 
for the one-phase Stefan problem reported in Alexiades and Solomon [31]. Next, the direct 
model was validated using the solidification problem of a continuous cast steel billet reported 
in Swaminathan and Voiler [47]. A schematic representation of this test problem is depicted in 
Figure 7.2. The physical properties of the materials are summarized in Table 7.1. The entire 
outer surface of a square enclosure is subject to a convective boundary condition with a 
constant heat transfer coefficient h = \0 0 0 W /m 2K  and a surrounding temperature 
T'amb = 500AT. The initial state o f the PCM is liquid and its temperature is set equal to 
Tj = 1845 K . Due to the symmetry of the problem, only a quarter o f the enclosure is simulated. 
The numerical simulation was carried out with a uniform grid of 21x21 control volumes and a 
time step dt = \Qs. Figure 7.3 shows that the predicted time-varying temperatures at 
x  = y  = 0 .018/m (node 89) and at x = y  = 0.045m (node 221) are in excellent agreement with 
that reported by Swaminathan and Voiler [47].
Table 7.1 Physical properties for the continuous cast steel bil
Thermal properties Magnitude Thermal properties Magnitude
L ( J /k g ) 272 000 w .  ( J i kgK) 682.0
et problem [47]
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Tamh ( * ) 500 Cp.pc.ui ( J / kSK ) 710.0
T„q ( * ) 1795 P PCM ( k g  !  m  ) 7400
Tso, ( * ) 1750 k pcsu ( W lm K  ) 256
kpcMs (W /m K ) 36.6
X
§!§ Solid  phase H  Spray cooling
Q  M ushy phase □  Liquid phase
Figure 7.2 Schematic representation for the problem of solidification of a continuous cast
steel billet [47]
d Direct Model (node 89) 
A Direct Model (node 221 ) 
Swaminathan Solution
T l =  1 7 9 5  K
T  =  1 7 5 0  Kg  1700
H  1500
400 500100 200 300
Time (s)
Figure 7.3 Validation of the enthalpy method for the solidification a continuous cast steel
billet [47]
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7.4. The inverse problem
The direct model outlined above is concerned with the determination of the temperature field 
of the system T(x,y ,t)  and the time-varying shape of the bank when the physical properties, 
the boundary conditions as well as the initial conditions are known. For the inverse problem, 
the boundary condition for the heat flux on Q4  is unknown. Transient temperature readings 
( Y (x ,y , t)) are however recorded by sensors distributed along the outside surface of the wall 
(boundary Qj). These temperature readings are then used to estimate the heat flux on the Q 4  
boundary and, therefore, the temperature distribution of the system and the shape of the bank 
may be computed. This type of problem is an inverse heat transfer problem of unknown 
boundary geometry.
Since the phase-change problem is handled with a numerical source-based method, the 
tracking problem consists in estimating the heat flux q on the Ü 4  boundary. This is done by 
minimizing the difference between the temperatures (or the heat fluxes) calculated from 
Eqs.(7.1)-(7.3), i.e., (Y (x,y ,t:q)  and the temperatures (or the heat fluxes) recorded by the 
sensors, i.e., Y(x,y ,t)  over the whole time domain. Mathematically, the criterion to be
minimized is the least square function given by [98]
/  1/
S(t) -  (7.4)
( = 1  m = 1
where I  and M  are the total number of sampling instants and sensors, respectively. The 
superscript “ ” denotes an estimated function.
For the sake of this work, the “measured parameter” Y(x,y ,t)  was obtained from the solution 
of Eqs.(7.1)-(7.3) using the heat flux distribution on the Û 4  boundary shown in Figure 7.2. 
Moreover, in order to mimic measurement errors on the recorded experimental data, a white 
Gaussian noise with a standard deviation a  was added to the “measured parameter” [5, 8 6 ],
The least square criterion (Eq.(7.4)) is minimized by employing the Levenberg-Marquardt 
method for parameter estimation [48]. In this method, it is assumed that there is an ‘a priori’
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information regarding the form of the estimated function which is parameterized in the 
following manner
= (7.5)
/  =  1
where N  is the number of unknown parameters P, and trial functions C,. Due to the fact that 
the heat flux on the Q 4  boundary is time independent, N  = 1.
The Levenberg-Marquardt iterative procedure is based on the steepest descent method, leading 
to the following numerical scheme [109]
p k+x = p k + ( z k J  Z k + jukÙ k ( z ^ T - T ^ P * ) ]  (7 6 )
where Z = T/dPf is the output/input sensitivity and f £ l k is the Marquardt damping term. 
The superscripts ►” and “<->■” refer to the vector and matrix notation, respectively. The 
sensitivity coefficients are estimated with a forward finite difference. The iterative procedure 
of Eq.(7.6) is repeated until the following stopping criterion is met [5].
s [?‘* '] -s |j *J<o-2M/ (77)
where S jq* J stands for the square norm function calculated with the predicted heat flux q k at
iteration k.
The inverse procedure outlined above yields the heat flux on boundary Q4  for M  one­
dimensional horizontal slices (x-direction) as illustrated in Figure 7.4. The predicted time- 
varying shape of the bank is obtained from the solution of Eqs.(7.1)-(7.3) with respect to the 
linearly interpolated boundary condition on Q4 .







1D slice along x-direction
~~ U —   ....... '""W—q
Figure 7.4 Schematic o f the 2D phase change process broken down into ID horizontal slices
The performance of the inverse method was measured in terms of a relative discrepancy 
between the shape of the bank predicted by the inverse model and that predicted by the direct 
model [69]:
ERS = 1=1 oi=l
I M,  
1=1 01=1
(7.8)
where .v and 5  stand for the exact (direct model) and estimated (inverse model) location of the 
solidus front respectively. My is the grid size in the y-direction. The overall inverse heat 

















Figure 7.5 Overall inverse heat transfer calculation procedure
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7.5. Results and discussion
7.5.1. 2D  Inverse Model
The inverse heat transfer procedure described above was employed to predict the time-varying 
shape of the protective bank for different phase change scenarios.
As an example, Figure 7.6 compares the estimated (inverse model) and the exact (direct 
model) time-varying shapes of the bank for a typical industrial phase-change process, 
hereupon called the standard test case. The physical properties, the boundary conditions and 
the initial conditions for this test case are reported in Table 7.2. The numerical parameters 
governing the inverse procedure are provided in Table 7.3. Due to the symmetry o f the 
problem, only half of the geometry is retained (Figure 7.1). The heat flux distribution imposed 
on the Q 4  boundary varies linearly in the y-direction (Figure 7.4). Numerical simulations were 
carried out with a time-step dt = lO.v and a measurement sampling time d r  = 405 .
0.2
-  D irect M od el ! 










Figure 7.6 Predicted time-varying shape of the bank
Table 7.2 Physical properties, boundary conditions and initial conditions for the standard test 
_______________________case [28]_______________________
Parameters Magnitude Parameters Magnitude
L ( J /kg  ) 300 000 C  p . PCM ( J / k g K  ) 1850
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Tamh^ ) 300 P P C M  ( W ^ 3 ) 2 1 0 0
1223 k P C M l  0 V/ mK ) 1 0 0
Tsoi I * * 1203 kpcx(S ( W jmK ) 1
To (K ) 1223 720
k w ( W / m K ) 34 h (W  /  m 2  K ) 40
A ,  ( W " * 3 ) 2 2 0 0
Table 7.3 Numerical parameters for the standard test case
Numerical parameters Magnitude
d t ( s ) 1 0
dr (s  ) 40
Ax, Ay O ) 0 . 0 1
number of sensors 3
°  (%) 1
Examination of Figure 7.6 reveals that a slight discrepancy appears as the bank thickness 
increases. This behavior is due to the fact that, as the thermal resistance across the solid layer 
augments, the coefficients of the sensitivity matrix Z diminish and, as a result, the inverse 
predictions for the shape of the bank become less accurate.
The effect of key parameters on the accuracy of the predicted time-varying shape of the bank 
was also investigated. These parameters are the mesh size, the standard deviation of 
measurements and the number of sensors located on the outside surface of the furnace wall.
The effect of the mesh size in both x and y-directions is exemplified in Figure 7.7. When one 
spatial increment varies, the other one is set equal to 0.01m. As expected, the relative 
discrepancy ERS defined in Eq.(7.8) is strongly dependent on the magnitude of Ax, that is on 
the mesh size along the prevailing heat transfer direction. The smaller the horizontal mesh 
size, the more accurate the predictions. On the other hand, the inverse heat transfer predictions 
are nearly insensitive to Ay since, for the standard test case, the bank’s shape barely changes 
in the y-direction. Consequently, in order to minimize CPU times, coarse grids in the y- 
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Mesh size (m)
Figure 7.7 Effect of mesh size in both x and y directions
Figure 7.8 shows the effect of the noise level on ERS for different sampling periods. It is seen 
that predictions remain fairly accurate even for large noise level as long as the sampling period 
exceeds 10 hours. When the sampling period becomes smaller than 10 hours, the relative 
discrepancy ERS increases rapidly with the noise level. This is due to the fact that the estimated 
parameters become more sensitive to the measurement errors when the sampling period 
diminishes [56],
25
—  x =  2  hours
—  x =  5 hours
 x =  10 hours
“ ' x =  2 0  hours
20
a  ( % )
Figure 7.8 Effect of the standard deviation of measurements for different sampling
time periods r
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The effect of the number of equidistant sensors placed on the outside surface of the furnace 
wall was also investigated. It was found that increasing the number o f sensors do not 
significantly improve the predicted shapes o f the bank. In fact, two sensors only are required 
to capture the linear shape of the imposed heat flux distribution on the Q 4  boundary. More 
than two sensors may be necessary for cases in which the imposed heat flux distribution on the 
Q4 boundary is non linear. In any case, minimizing the number o f sensors with respect to the 
imposed heat flux distribution is imperative in order to reduce the CPU time. For example, 
with four sensors, the calculation time exceeds 48 hours on a 616 Intel Xeon quad core 2.8 
GHz computer. For industrial applications that require fast predictions of the bank’s shape, the 
order of magnitude of these CPU times is simply unacceptable. Therefore, to remedy this 
situation, a fast computing quasi-2D inverse model was developed. It is presented next.
7.5.2. Quasi-2D Inverse Model
The above 2D inverse heat conduction method is aimed at minimizing simultaneously the least 
square norms for all the data recorded (Eq.(7.4)). It was found that the CPU time for the 2D 
inverse method becomes quickly prohibitive as the number o f sensors and the frequency of 
measurements increase. To alleviate this problem, a simpler version of the 2D inverse model 
called the quasi-2D inverse model was developed. The quasi-2D inverse heat conduction 
method rests on the assumption that as the aspect ratio A = LxjL y of the rectangular
enclosure diminishes, heat diffusion becomes increasingly dominant in the x-direction with 
respect to that in the y-direction. As a result, the time consuming 2D inverse heat conduction 
problem can be split into simpler ID inverse heat conduction problems for M horizontal slices 






Quasi-2D inverse model {  (y, /; q2 )




Figure 7.9 Schematic of the 2D Inverse Model and the Quasi-2D Inverse Model ( M  = 3 )
Each of these ID problems is solved separately (Eq.(7.1)) and their solutions ( if •(/)) are next 
integrated in order to generate a full 2D solution. The boundary conditions that apply for each
horizontal slice domain are:
ÔT
Ôx






where the subscripts ‘f  refers to the slice number (Figure 7.9). The criterion to be minimized 
in the 1 D inverse analysis is :
/
(7-10)^ ( /) = Z|^(TyT)-T i(y7,r;^)|:/=!
Indeed, the previous least square function S j  depends solely on the estimated function of the 
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Finally, the M  estimated functions (q j{ t) )  are coupled via linear interpolation in order to 
calculate the final T'f.x, >>,/;</) distribution. Of course, the proposed quasi-2D inverse model is 
expected to reduce the CPU time with no loss in accuracy.
The quasi-2D inverse model was validated for the standard test case presented above. Figure 
7.10 compares the predictions of the quasi-2D inverse model to that of the 2D inverse model 
and to the direct model. It is seen that the predictions o f both inverse models are nearly 
identical and are very close to the predictions of the direct model. The computation times for 
the inverse methods are however unmatched. The CPU time required for the full 2D inverse 
solution exceeds 46 hours while that for the quasi-2D inverse solution is less than 5 hours.
0.2
 Direct m odel
 2D  Inverse model
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Figure 7.10 Predicted time-varying shape of the bank
Of course, the quasi-2D inverse heat transfer model remains valid as long as heat conduction 
is dominant in the x-direction. More precisely, the range of application of the quasi-2D inverse 
model may be delineated in terms of three characteristic dimensionless parameters (see 
Appendix F). These parameters are the Biot number ( Bi = hLx/ k PCXfs ), the aspect ratio of the
enclosure (A  = Lx/L y ) and the liquid-to-solid thermal conductivity ratio ( K = kPCX1s /  k PCXU ).
Two-dimensional heat conduction is also influenced by the vertical distribution o f the heat 
flux on the Cfi boundary. Indeed, since more energy is locally injected where the heat flux is
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greater, temperature at this point must be greater than elsewhere. The maximum temperature 
difference, thus two-dimensional heat conduction, increases with the variation of the incident 
heat flux on the Q4 boundary. Therefore, the effect of the nonhomogeneous Q4 boundary is 
maximized using operating conditions that yield to the largest linear variation in the shape of 








Figure 7.11 Schematic of the largest linear variation in the shape of the bank
These operating conditions have been fixed using an approximated ID analysis with the 
maximal and minimal banks thickness desired [26]. In such a case, the solution of the quasi- 
2D inverse model reveals the limit of the operating conditions for which this quasi-2D inverse 
model is valid.
Figure 7.12 delineates the ranges of Biot number Bi and aspect ratio A for which the quasi-2D 
inverse model is applicable (region A limit of 5% on ERS was adopted here. This limit 
corresponds to the expected accuracy for bank thicknesses in high temperature melting 
furnaces [19]. In addition, as illustrated in Figure 7.11, a less-specific thermal system with no 
sidewall has been considered in Figure 7.12. It is worth to point out that the results presented 
in Figure 7.12 are also valid for thermal system that include a sidewall (Figure 7.4) as long as 
the thermal resistance across the sidewall remains much smaller that of the protective bank.
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Figure 7.12 Quasi-2D Inverse Model: Region <t>i: applicable; Region d>2 : not
applicable
As expected, the predictions for the shape of the bank improve as the aspect ratio of the 
enclosure decreases. For small Bi (‘small BV being dependent here on the magnitude of the K  
ratio), the surface temperature becomes very sensitive to the predicted bank thickness. In these 
cases, a weighted stabilizing function is required to regularize the inverse procedure [56]. On 
the other hand, for large Bi, the temperature drop inside the PCM becomes much larger than 
the temperature difference between the surface temperature and the outside temperature. As a 
result, heat diffusion is truly two-dimensional and no simplification of the 2D inverse model is 
allowable. Finally, it is seen that as the K  ratio increases, the surface temperature becomes 
more sensitive to the vertical distribution of the incident heat flux and the range of application 
of the quasi-2D inverse model enlarges.
It must be pointed out that the range of application of the quasi-2D inverse model is chiefly 
dictated by the relative discrepancy ERS one chooses and the linear variation in the shape of 
the bank. Indeed, Figure 7.12 delineates the upper limit for which the quasi-2D inverse model 
is applicable (region i). This range may be arbitrarily extended if  the relative discrepancy 
ERS is increased. It must be done however in such a way as to maintain the accuracy of the 
inverse predictions of the bank thickness within the safety limits o f operation of the furnace. 
The limits of region ®i may also be extended if the variation in the shape of the bank is
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diminished. As an example, the characteristic parameters for the standard test case are Bi = 8 , 
A = 1 and K = 0,01. As mentioned earlier in this section, the quasi-2D inverse analysis is 
accurate for this test case (Figure 7.10), albeit it corresponds to region O2 in Figure 7.12. This 
finding is in agreement with the results presented in Figure 7.12 since the linear variation in 
the shape of the bank, in this particular case, is smaller than the one used in Figure 7.12.
7.6. Conclusion
This study presented an inverse heat transfer method for predicting the two-dimensional time- 
varying shape of the phase change protective bank on the inside surface of a wall of a high 
temperature furnace filled with molten material. The method rests on the Levenberg- 
Marquardt least-square minimisation technique and it relies on non intrusive temperature 
measurements taken on the outside surface of the furnace wall. The inverse heat transfer 
procedure was validated and thoroughly tested for typical melting/solidification conditions 
that prevail inside indiistrial facilities. It was found however that the 2D inverse method is 
time-consuming and, for industrial applications that require fast responses, a simpler yet 
accurate quasi-2D inverse method was proposed. The quasi-2D inverse model was validated 
and compared to the full 2D inverse model. It was shown that its range of application may be 
delineated in terms of the Biot number of the process, the aspect ratio o f the enclosure and the 
liquid-to-solid thermal conductivity ratio. Results indicated that under typical melting furnace 
operating conditions, the proposed quasi-2D inverse model provides accurate predictions of 
the time-varying shapes of the bank nearly ten times faster than the full 2D inverse model.
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Titre français :
Comparaison entre les mesures directes et les prédictions inverses de la formation d'un banc 
solide à l'intérieur d'un réacteur métallurgique.
Contribution au document :
Cet article contribue à la thèse puisqu'il permet de valider l'applicabilité des différentes 
stratégies de résolution présentées aux chapitres 6  et 7. Il permet également de faire ressortir 
certaines difficultés associées à l'utilisation des méthodes inverses dans un contexte 
expérimental.
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Résumé français:
Cette étude présente une comparaison entre les mesures directes et les prédictions inverses 
d'un banc de cryolite se solidifiant à l'intérieur d'un réacteur métallurgique. Les principales 
difficultés rencontrées lors de la mise en œuvre d'une méthode inverse dans un cas réel sont 
présentées. En effet, la méthode inverse proposée repose sur de réelles données 
expérimentales, soit des mesures de température obtenues à l'aide d'une caméra infrarouge. La 
technique de minimisation utilisée est la méthode du gradient conjugué avec problème adjoint. 
Un système LVDT permet de mesurer le front de solidification réel. Les résultats indiquent 
que la méthode inverse permet la localisation du front de solidification. Il est toutefois montré 
que la mesure directe du flux de chaleur dissipé par le fond du creuset est essentielle à la mise 
en œuvre de la méthode inverse.
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8.1. Introduction
The continuous increase in energy cost represents an important financial impact for the 
metallurgical industry which is a large energy consumer. Incidentally, the optimisation of 
production processes has become a priority. One may observe however that the control of 
processes involving phase change phenomena, such as those found in casting of alloys or 
occurring inside aluminium electrolysis cell, can be a complex task. On one hand, the 
behaviour of the phase change phenomenon is not well understood. On the other hand, 
intrusive experimental measurements should be avoided in order to limit the perturbations 
created by the measurement itself. In the case of smelting industries, the solidification of the 
electrolytic bath, a complex multi-component mixture o f industrial chemicals, occurs when it 
comes into contact with the cooled reactor wall thus generating a frozen layer. This bank 
protects the wall against the corrosive action of the electrolytic bath. Moreover, it greatly 
influences the energy efficiency of the process [3]. Unfortunately, the measurement o f the 
position of such solidification front is time-consuming and even represents a technological 
issue.
Many studies are dedicated to the design of measurement techniques in order to improve the 
understanding of the phase change processes and validate numerical models studies [2 0 , 1 1 1 - 
118]. All the developed measurement techniques can be grouped into two categories:
•  Intrusive techniques: The measurement system penetrates inside the phase change 
material (PCM).
• Indirect or non-intrusive techniques. The measurement system is located at the 
external surface of the studied PCM, farther from the solidification front location.
A common intrusive measurement technique reported in the literature consists in using a 
mechanical probe to measure directly the solidification front locations relative to a known 
reference [111, 119]. Many other papers are concerned with the use of an arrangement of 
thermocouples precisely distributed inside the liquid PCM. In this case, the cooling curves of 
the thermal sensors lead to the location of the solid/liquid interface as long as the melting
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temperature of the studied PCM is known [20, 120]. The main problem with this technique is 
that the temperature field inside the enclosure is disturbed by the measurement system. 
Consequently, the dynamics of the solidification front may be altered.
Non-intrusive techniques such as X-rays tracking systems [112, 113, 121], optical instruments 
[114, 115, 122, 123] and ultrasounds probes [116-118, 124, 125] aim at recovering the 
solid/liquid interface at the expense o f a fastidious data processing. Furthermore, the range of 
application of these non-intrusive techniques is generally non applicable to high melting 
temperature and/or highly corrosive PCMs. In addition, despite the fact that X-rays allow the 
study of a large variety of PCM (pure, alloy, multi-component) with a very good accuracy, the 
instrument is limited by the size of the sample. In the same order of idea, although optical 
instruments are useful for transparent PCMs, a measurement technique based on this 
technology is not realistic for the present application. Ultrasound techniques are sensitive to 
the quality of the contact between the piezoelectric sensor and the surface studied as well as to 
the acoustic impedance of the tested material. In order to remedy these difficulties, it is 
proposed to use another technique that consists in predicting the time-varying location of the 
solid/liquid interface based on transient temperature readings and by resolving an inverse heat 
transfer problem.
Many studies found in the open literature tackle the solution of such tracking inverse Stefan 
problem [5, 49, 69, 80, 103]. Although these various approaches allow the determination of 
the time-varying bank, they are rarely effective in term of CPU time. In order to reduce the 
important computer resources required by the inverse procedure, some recent studies proposed 
innovative strategies [25, 70, 79, 81, 103]. A common feature o f all of these investigations is 
that the temperature measurements that are fed to the inverse procedure are obtained by direct 
simulation. Although this is a common approach, the associate set of randomly scattered data 
does not represent realistic cases. Indeed, the measurement errors rarely correspond to the 
statistical description presented by Beck, i.e. additive, zero mean, constant variance, 
uncorrelated and Gaussian distribution [48, 56].
I l l
Few studies have been devoted to implement an inverse method using experimental data. 
Among these experimental studies, one should mention the work of [67] and [6 6 ]. One may 
observe however that these studies handle a one-dimensional experimental setup. A more 
realistic case would require a two-dimensional analysis. This far more challenging problem is 
investigated in this paper.
The main objective o f the present work is to show that the developed inverse numerical 
procedure is efficient in simulating the thermal behaviour of large quantity o f molten salts in a 
realistic experimental setup. Firstly, a description of the setup is done. The experimental 
procedure used to get the transient thermal data is detailed followed by an explanation o f the 
inverse numerical procedure. Then, a comparison between experimental and numerical results 
shows that the proposed non-intrusive method leads to an accurate prediction of the time- 
varying front location.
8.2. Experimental setup
One of the main challenges of the present work was to develop an experimental bench that 
allows the study of corrosive and high temperature PCMs. The measurement techniques were 
selected to limit as much as possible the perturbations of the thermal field inside the PCM.
The experimental setup, illustrated in Figure 8.1, rests on a 20 kW cylindrical oven, designed 
by Pyradia Inc. The heating elements, directly inserted inside ceramic plates, are placed on a 
two-layer bottom specially designed to increase the thermal and mechanical resistances o f the 
setup.
The base of the oven has a 0.31 m opening to get a direct access to the carbon crucible where 
the cooling process and the non-intrusive measurements are taking place. The oven is elevated 
at 1.28 m over the ground level, to provide sufficient space for the cooling system and the 
thermal measurement equipments. A cylindrical graphite crucible, containing the PCM, is 
placed at the center of the oven using a crucible holder specially designed for the injection of 
argon, an inert gas used to ensure a protective atmosphere within and around the crucible. 
Indeed, the crucible deteriorates rapidly when it is exposed to oxygen when temperature o f the
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test exceeds 500°C. This configuration allows a preferential heat flow in the downward 
direction. The heat flow and gravity directions being aligned, the convective phenomena 
within the liquid PCM are minimized [126]. The geometric parameters used for the inverse 
method are listed in Table 1. The control of the furnace temperature is done using an E5CK 
Omron Controller coupled with a type K thermocouple, T/C 5 (Figure 8.1). The cooling 
system is composed of a mass flow controller (Omega model FMA 2612A) coupled with a 
brass straight nozzle (0.006 m internal diameter).
-Argon inp u t
D isp lacem en t
system
rucib le  h o ld e r
LVDT-
Extension rod- •H eating e le m e n ts




C ooling  fixation 
system -T herm ocoup leT/C5
-Nitrogen m ass 
flow con tro lle r
Figure 8.1 Schematic representation of the experimental setup
Table 8.1 Geometric parameters of the experimental setup
Parameters Magnitude Parameters Magnitude
Crucible height (cm) 26.7 Crucible holder opening (cm) 19.0
Crucible external diameter (cm) 33.7 Concrete layer thickness (cm) 6.4
Crucible internal diameter (cm) 28.6 Insidation brick thickness (cm) 11.4
Crucible thickness (cm) 4.4 Oven opening (cm) 31.0
Crucible holder thickness (cm) 1.30 Nozzle-crucible distance (cm) 1 2 . 2
Four type K thermocouples (accuracy ±0.75%), T/C 1-4, are placed inside the carbon crucible 
at specific locations (see Figure 8.1). T/C 1 and T/C 3 are placed at 12.4 cm from the center of
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the crucible with a distance of 7.5 and 2.5 cm from the bottom of the crucible. T/C 2 and T/C 
4 are fixed at a distance of 6.7 cm from the center of the crucible and are disposed vertically at 
the same elevation as T/C 1 and T/C 3.
A linear variable displacement transducer (LVDT) coupled with a 0.76 m long extension rod 
(0.0125 m OD) is used to measure the position of the solid/liquid interface. The front location 
measurements are only done along the crucible diameter since the temperature field inside the 
oven is mainly axisymmetric [94]. The front measurement errors a  is about ±2 mm, based on 
the repetitiveness of the measurements at each sampling location. Indeed, several LVDT 
measurements were done to improve the statistical treatment o f the data since the presence of 
a mushy zone can have an important impact on the accuracy of the front measurement [94], 
Note that the instrument uncertainties can be neglected in comparison to the manual handling 
errors. An infrared camera, serving as an indirect measurement system, is placed under the 
reactor to record the temperature distribution under the carbon crucible during the cooling 
process. An accuracy of ±4% is achieved with the temperature profile measurements.
The furnace controller and the cooling gas mass flow controller are handled by a Labview 
application on a Dell Precision T3400 (Intel Core 2 Quad Q6600, 2.40 Ghz). A two 16-bit 
analog input board (NI PXI-6221), within a five-slot PXI data acquisition instrument from 
National Instruments (model NI PXI-1033), is used to acquire DC voltage coming from the 
LVDT. Finally, the inert gases flows are manually controlled with Omega variable area 
rotameters.
8.3. Experimental procedure
The experimental PCM is a molten salt composed of 80.5% of cryolite (NæAlFô) and three 
additives (11.5% A1F3, 5.45% CaF2 and 2.5% AI2O3). The PCM is initially in the solid state. 
The adopted experimental procedure is summarized below:
1. The furnace temperature is fixed to 1000°C with a heating speed of 4°C/min. An 
argon volumetric flow rate of 34 L/min (50 psi) is set inside the crucible holder to
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maintain an inert atmosphere inside the furnace in order to avoid any crucible 
oxidation.
2. During the heating process, an insulation block is installed inside the bottom furnace 
opening to reduce heat losses and to limit the oxidation of the exposed surface o f the 
graphite crucible. A nitrogen flow rate of 16 L/min (50 psi) is also injected between 
the insulation block and the crucible to flush away any air at this critical location.
3. Once the furnace temperature reaches 1000°C, the steady-state is obtained after 
approximately 4 hours. At this time, the PCM is completely melted.
4. During the cooling process, the insulation block is first removed. The brass nozzle is 
then maintained at a fixed relative position with respect to the graphite crucible. To 
avoid any thermal shock, the forced nitrogen flow is gradually increased up to 150 
L/min with 20 L/min increments.
5. The infrared camera is installed under the furnace.
6. Thermocouples readings are manually taken at a sampling interval o f 10 min.
7. Three measurements are done with the LVDT system, at the following prescribed 
point: rpi = (0, 4.75 and 9.5} cm from the center of the crucible. Seven repetitive 
LVDT measurements are done at each location.
8.4. Numerical procedure
The numerical procedure developed here aims at predicting the formation of the time-varying 
bank thickness that takes place inside the experimental setup described in section 8.2. As 
mentioned earlier, it is proposed to infer the time-varying phase-change front from 
measurements taken at the outside surface of the reactor. The overall inverse approach is 
detailed in this section.
8.4.1. Presentation o f  the quasi-2D model
In order to implement the inverse procedure, a quasi-2D axisymmetric numerical model 
describing the phase-change phenomena has been developed. A schematic o f the phase-change 
problem occurring inside the experimental setup is presented in Figure 8.2. A cylindrical 
enclosure, filled with a phase-change material (molten salt), is initially in a liquid state. It is
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supposed that the system is initially in steady-state. A heat flux qm {r.t) mimicking the reactor 
heat load is imposed on the Q 4 boundary over the time interval t = ] 0 , f .
A convection heat transfer boundary condition is imposed at the outer surface of the furnace 
(Q 3 boundary). Due to the complex cooling system, the global heat transfer coefficient is
estimated experimentally. This procedure is detailed in section 8.5. The initial temperature 








Figure 8.2 Schematic representation of the phase change process.
The mathematical model described below aims at estimating the outer surface temperature of 
the crucible required by the inverse procedure. Therefore, the following assumptions are made 
regarding the modeling of the phase change problem:
1. Heat transfer inside the liquid phase of the PCM is conduction-dominated.
2. The temperature field in the reactor is assumed to be axisymmetric. This assumption 
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3. The temperature gradients in the y-direction are much larger than that in the r- 
direction and as a result a quasi-2D analysis is applied [81].
4. The phase change is non-isothermal, i.e., melting and solidification occur over a 
temperature range.
5. The latent heat effect is neglected [79],
6. The thermal contact resistance between the crucible and the molten salt is ignored.
7. The thermal properties of the molten salt as well as the carbon crucible are 
temperature independent.
8. The thermal conductivity and the heat capacity vary linearly with the liquid fraction 
in the two-phase mushy zone [88].
9. The global heat transfer coefficient varies linearly with the temperature at the outer 
surface of the crucible.
In spite of assumption 1, the present diffusion model takes into account convection heat 
transfer inside the melt. Indeed, the effect of the flow circulation is mimicked with an 
enhanced thermal conductivity [5, 30, 81]. It is worth noting however that as long as the 
diffusion time is negligible in the liquid phase, the considered physical properties o f the liquid 
PCM do not affect the inverse predictions [79]. Indeed, although it has an important impact on 
the predicted temperature field, the limited area of interest according to the considered 
tracking inverse Stefan problem corresponds to the solid PCM and the crucible [79], 
Incidentally, the energy released during the phase-change can also be neglected without 
deteriorating the inverse predictions (assumption 5). According to assumption 3, the 2D heat 
conduction problem can be split into simpler ID problem for M  vertical slices of the 
metallurgical reactor [81]. Assumption 9 has been retained for its simplicity and its accuracy. 
Indeed, although the simplicity of this boundary condition, it remains more accurate than the 
empirical relations found in the open literature due to the lack of information on the cooling 
parameters (see appendix G).
Based on the foregoing assumptions, the governing heat diffusion equation, the initial and 
boundary conditions for the metallurgical reactor may be expressed as follows:
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(8.3)
T(r,,y,t =0)=To(r,,y) i e {1,2,...,M} (8 4)
One may observe that with the quasi-2D approach, the boundary conditions Q / and ÇI2  become 
irrelevant. The initial temperature field for the system comes from the linear extrapolation of 
the temperature measurements (see Table 8.3) [94], According to assumption 9, the time- 
varying heat transfer coefficient is estimated from experimental measurements collected at the 
beginning and at the end of the experiment (see section 8.5). Eqs.(8.1)-(8.4) are discretized 
and solved using a finite volume method that has been proposed and validated by Marois and 
al. [81, 88]. The physical properties, the boundary conditions and the initial conditions for this 
test case are reported in Table 8.2 [80].
Table 8.2 Physical properties, boundary conditions and initial conditions for the test case [80]
Parameters Magnitude Parameters Magnitude
TX (K ) 300 p w (kg/™* ) 2 2 0 0
T„g (K ) 1215 P p c m  (kg / ™ 3 > 2250
Tsol ( K )  . 1205 C p c (J /kg K ) 720
kc ( W /m K ) 1 0 c p . p c m  (J /kg K ) 1850
k P C M l  ( w l m K ) 30 h ( W jm 2 K ) 90
k p c u s  (W!mK> 1.17
8.4.2. The inverse procedure
The direct model outlined above is concerned with the prediction of the temperature field of 
the system T{r,t) and the time-varying bank thickness when the physical properties, the 
boundary conditions as well as the initial conditions are known. For the experiment detailed in 
section 8.3, the incident heat flux qm(r,t) on Q4  boundary is unknown. It follows that the 
solid/liquid interface s(r,y,t) is sought using an inverse procedure. The inverse heat transfer
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problem (IHTP) consists in estimating the time-varying heat flux that minimizes the following 
least square function for each of the M  vertical slices, defined as the cost function [98]
w / ) = £ s , ( ? )
1=1 (8.5)
where Atm and /  are the sampling time step and the total number of sampling instants, 
respectively. T(r,t;q ) is the temperature field calculated from Eqs.(8.1)-(8.4). Y{r,t) 
represents the transient temperature readings recorded at the outside surface of the reactor 
using the infrared camera. The superscript denotes an estimated function.
The IHTP, proposed in this paper, rests on a quasi-2D virtual approach based on the conjugate 
gradient method of minimization with adjoint problem detailed in [80]. The adjoint problem, 
based on a Lagrange multiplier analysis, appears in such a way as to obtain an exact result for 
VS(y,t;q).  On the other side, the conjugate gradient algorithm dictates the following iterative 
procedure used to minimize the cost function displayed in Eq.(8.5)
( 8.6)
where is the search step size, ct is the direction o f descent and k is the number of iterations. 
The basic steps in the application of this minimization technique for each of the selected slices 
are described below :
1. An initial guess for q k=n (t) is chosen.
2. The direct problem T k+X (y , t;q ) is solved and S (q k+' ) is computed from Eq.(8.5).
3. If S (qk+l) < cr2/Arm , stop. Otherwise, go to step 4 [80].
4. The adjoint problem is solved in order to estimate V S (y , t ;q ) .
5. The direction of descent (cf) is computed from the Polak-Ribiere version of the 
conjugate gradient method [49].
6. The sensitivity problem AT(y = 0, t \q )  is solved in order to estimate f i k .
7. The new estimate for q k+' (f) is determined from Eq.(8.6). Return to step 2.
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The performance of the inverse method was measured in terms of a relative discrepancy 
between the bank thickness predicted by the inverse model, v(r,r), and that measured directly 
using the LVDT system, s(r,t) [81]. It is given by
ER =
A/ LZ Z ^ ’O-^T,))2
I / = !
ZZ-kT,)2
I m=1 /=!
where Im and M  are the total number of LVDT sampling and sensors, respectively.
(8.7)
The quasi-2D approach proposed in this paper slightly differs from the one detailed in [81]. 
Indeed, the incident heat fluxes obtained for each of the ID problems ( qm{t)) are not
integrated in order to generate a full 2D solution. The solid/liquid interface is simply 
extrapolated from the solutions of each of the ID problem, i.e. the time-varying bank 
thickness predicted for the considered slice. This new quasi-2D approach takes advantage of 
the limited area of interest, i.e. the solid PCM and the crucible. Indeed, since the full 2D 
problem is never solved, this approach is not affected by the 2D effect occurring in the liquid 
region.
8.5. Results and discussion
Numerical simulations were first performed to evaluate the mesh and time step independences. 
A time-step At-lO s  and uniform space steps o f Ar=0.005m and Ay=0.002m were chosen for 
the numerical model [28]. Each slice of the quasi-2D model consists in a uniform grid o f 22 
control volumes distributed inside the crucible and 38 control volumes distributed inside the 
PCM. The inverse procedure described above was then validated with the experimental setup. 
The local temperature measurements used to extrapolate the initial temperature distribution are 
gathered in Table 8.3.
Table 8.3 Initial conditions for the test case
Coordinate Initial 
temperature (K)
r (cm) y (cm) T(r,y)
0.5 0 . 0 1059
4.4 1242
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9.6 1260
1 2 . 0 1265
9.5 0 . 0 1 1 1 1
4.4 1246.5
9.6 1262.5
1 2 . 0 1267.5
With the aid of Table 8.3, the initial global heat transfer coefficient is given by
*u*('V  = o) = —yc
T ( r , y J - T ( r , y  = 0)'
T(r,y  = 0)-T„  
where y c=0.044m is the thickness of the crucible.
(8.8)
The final global heat transfer coefficient is determined using the measurement of the front 
thickness gathered in Table 8.4, i.e.
K À r ) =
( rv„; - r ( r , y  = 0)) 
T(r,y = 0 ) - T x
s(r) [ yc
k.. k„ (8.9)
Table 8.4 Solidification front measurements recorded at three different radial positions from 
the center of the crucible, i.e. at rt = {r,, = 9.5,rr = 4.75, = oj cm
Time (hours) Measurements (cm)
Sol Sp2 Sp3
0.47 0.76 1 . 0 2 0.95
0.90 1.67 2.05 1.79
1.24 2.25 2.55 2.38
1.56 2.71 2.92 2.69
2.06 3.32 3.21 3.26
The time-varying heat transfer coefficient h(t), presented in Figure 8.3, is inferred from hmm 
and hmax. For convenience, it is assumed that h(t) is proportional to the outer surface 










Figure 8.3 Extrapolated time-varying heat transfer coefficient
Raw experimental data provided by the infrared camera were processed using an averaging 
method in such a way as to filter the deviation signal [67]. The temperature measurements 
used for the inverse procedure were deduced from a fit to power function models [126].
Figure 8.4 compares the transient temperature measurements made at the outer surface of the 
crucible to the numerical values predicted with the inverse procedure. Note that Pi represents 
the sensor located at rK1 = {r,, =9.5 ,r l>2 = 4.75,rn = o} cm (see Figure 8.2). Examination of
Figure 8.4 reveals that the inverse procedure gives accurate temperature predictions, i.e. that 
the inverse method has converged. It must be pointed out however that, due to the ill-posed 
nature of the problem, the accuracy of this parameter doesn't guarantee the accuracy of the 
inverse prediction. Indeed, the function being sought, i.e. the solidification front, is very 
sensitive to the measurements errors as well as to the considered physical properties, boundary 
conditions and initial conditions. Thus, even with existence and convergence, uniqueness is 
not guaranteed.
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Figure 8.4 Temperature history at the outer surface of the crucible
The time-varying thickness of the molten salt bank predicted by the inverse procedure is 
presented in Figure 8.5. These results agree very well with the experimental data provided by 
the LVDT instrument (see Table 8.3). As expected, a slight discrepancy appears at the early 
stage of the bank formation. The high temperatures, recorded at the outer surface of the 
crucible, give rise to an important radiative heat flux component that invalidates the linear 
approximation made in assumption 9. One may observe however that both curves are in good 
agreement for the rest o f the experiment. In particular, it is seen that the freezing rate predicted 
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Figure 8.5 Prediction of the time-varying thickness of molten salt bank
A closer inspection of Figure 8.5 reveals that the front thickness predicted at the end of the 
experiment is overestimated in the center of the crucible while this tendency reverses as the 
radial position increases. This trend is illustrated in Figure 8 . 6  that depicts the solidification 
front profile history. Once again, one may observe that the molten salt bank thickness is 
overestimated at the early stage of the bank formation. On the other side, it is seen that the 
solidification front predictions rapidly gets very close to measured values, inside the 
measurement errors on the recorded experimental data. The relative discrepancy ERS which 
expresses the global error between the predicted and the measured front thickness is 
approximately 16% (see Eq.(8.7)).
Although the inverse method leads to accurate predictions, one may observe that the shape of 
the molten salt bank is not recovered (see Figure 8 .6 ). It is interesting to note that this 
discrepancy is introduced by two different approximations: the quasi-2D approximation 
(assumption 3) and the lack of information on the cooling flux on the Q 3 boundary. First, a 
non negligible incident heat flux comes from the lateral wall of the crucible since the 
temperature is distributed uniformly inside the reactor. Therefore, the predicted front thickness 
should be underestimated closer to the lateral wall. As expected, the Figure 8 . 6  reveals that a
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slight discrepancy appears closer to the lateral wall as the bank thickness increases. On the 
other hand, results indicate that the time-varying discrepancy between the measured and the 
predicted front is maximal in the center o f the crucible. Incidentally, it is suspected that the 
shape discrepancy stems from the lack of information on the cooling flux on the O 3 boundary, 
data being difficult to obtain here due to the complexity of the cooling fluid flow. As a matter 
of fact, the design features of this system, like the cooling chamber formed by the cavity 
underneath the crucible, have been intentionally chosen to tackle specific safety problems and 
to minimize oxidation of the crucible. Although a direct measurement of the heat flux released 
at the bottom of the crucible would have increased the accuracy o f the inverse prediction, it 













Figure 8 . 6  Solidification front profile history
8.6. Conclusions
A comparison between direct measurements and inverse predictions of a molten salt bank 
formation inside a metallurgical reactor has been presented. The inverse method developed 
relies on real experimental data obtained with a system mimicking real industrial conditions. 
The 2D inverse method rests on the adjoint problem and the conjugate gradient method and 
uses non-intrusive temperature measurements taken by an infrared camera. A LVDT coupled 
to an extension rod was used to provide the experimental solidification front data needed to
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validate the inverse procedure. It was found that the inverse heat transfer method led to 
accurate predictions of the time-varying shape of a molten salt bank, i.e. ERS~16%. Results 
indicate however that, despite it represents a challenging measurement, it is imperative to 
evaluate the heat flux released by the crucible on the Q 3 boundary. It was shown that this 




Le projet de recherche présenté dans cette thèse est une étude portant sur la faisabilité de 
prédire, à l'aide d'une méthode inverse, l'évolution de la géométrie de l'interface de 
changement de phase du banc solide qui recouvre l'intérieur de la paroi latérale des fours de 
transformation à haute température. Plus spécifiquement, ce travail se limite à l'étude des fours 
métallurgiques par l'entremise d'une problématique typique retrouvée en industrie : la 
formation de la couche de gelée à l'intérieur des cuves d'électrolyse de l'aluminium primaire. Il 
est proposé dans cet ouvrage d'utiliser les méthodes inverses afin de prédire l'évolution 
temporelle de la géométrie de cette couche de gelée.
Toutefois, les parois réfractaires latérales de ces réacteurs métallurgiques présentent une 
grande inertie thermique. Par conséquent, le délai temporel entre la variation du profil du banc 
solide et la fluctuation de la température à la surface externe de la paroi du four rend difficile 
la mise en oeuvre des méthodes inverses. De plus, puisque le champ de température est 
pratiquement uniforme à l'intérieur de l'électrolyte liquide, les méthodes inverses à domaine 
fixe peinent à reconstruire la géométrie du front de solidification. Afin de favoriser l'utilisation 
de ces méthodes dans le contexte industriel des fours métallurgiques, ce projet de recherche 
propose des stratégies pour remédier à ces problèmes.
Tout d'abord, un modèle direct basé sur la formulation faible de l'équation de conservation de 
l'énergie a été présenté. Le système d'équations résultant a été résolu à l'aide de 
l'approximation numérique de type volumes finis. Puisque ce modèle direct constitue le 
fondement des méthodes inverses, il a été validé analytiquement et expérimentalement. Les 
résultats numériques issus de ce modèle ont permis d'estimer le délai temporel entre la 
variation du flux de chaleur incident et la fluctuation de la température à la surface externe de 
la paroi du four, i.e. At ~ 45 m in .
Le problème inverse à l'étude a par la suite été présenté. Une explication succincte portant sur 
la fonction coût et les différentes techniques de minimisation utilisées a été donnée. Cette
127
1 2 8 CONCLUSION
discussion a mené à la définition de l'horizon d'observation, variable tributaire à la sensibilité 
des méthodes inverses. En effet, il a été montré qu'il existe un horizon d'observation minimum 
en dessous duquel le délai temporel devient trop important. La sensibilité décroît alors 
radicalement générant des instabilités lors de la résolution inverse. Dans le cas des cuves 
d'électrolyses, cet horizon d'observation minimal est r„ min ~ 2 à5 hres.
Afin de remédier à ce problème, deux astuces numériques sont proposées : réutiliser plus d'une 
fois les mesures de température prises à la surface extérieure et modifier le problème 
thermique dans les régions pâteuse et liquide. Dans le premier cas, le concept de 
chevauchement permet de réduire le temps d'acquisition de données entre chacune des 
prédictions. Dans le deuxième cas, la modification du problème thermique dans les régions 
pâteuse et liquide permet de réduire artificiellement l'inertie thermique du système ce qui 
réduit le délai temporel associé à la propagation de la chaleur. Ces deux astuces ont permis de 
prédire efficacement l'évolution 1D de l’épaisseur de la couche gelée se solidifiant à l'intérieur 
des cuves d'électrolyse tout en réduisant d'un facteur 2 l'horizon d'observation minimal et le 
temps de diagnostic. Le temps de diagnostic minimal ainsi obtenu est de rJia ~ 40 m in , ce qui
est inférieur à l'objectif visé de xJia mjn = 1 hre .
Finalement, l'important temps de calcul associé à la mise en œuvre de la méthode inverse a été 
réduit en utilisant une approche pseudo 2D pour résoudre le problème inverse 2D. Dans le cas 
d'une méthode inverse basée sur la technique de Levenberg-Marquardt, cette approche réduit 
le temps de calcul d'un facteur 10. Pour ce faire, le domaine à l’étude a été divisé en tranches 
unidimensionnelles pour lesquelles la méthode inverse 1D est rapidement mise en œuvre. 
L'ensemble des solutions est alors combiné pour mener à la prédiction de l'évolution du profil 
de la couche de gelée.
Finalement, l'efficacité de cette méthode numérique a été validée sur un montage expérimental 
s'apparentant à une cuve d'électrolyse réelle. En effet, le modèle pseudo 2D couplé à 
l'approche virtuelle a permis de prédire le comportement du front de solidification avec une 
précision de ERS ~ 16%. Les résultats obtenus ont permis de conclure qu'il est essentiel de
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mesurer à la fois la température et le flux de chaleur à la surface extérieure du réacteur pour 
obtenir une solution inverse valable, solution sensible aux conditions aux limites posées. Cette 
expérience a ainsi démontré que la méthode inverse présentée peut être efficacement utilisée 
dans le contexte des cuves d'électrolyse. Ainsi, en y combinant une stratégie de 
chevauchement des horizons d'observation, les études présentées dans cet ouvrage suggèrent 
cette méthode inverse pourra permettra de prédire rapidement et à peu de frais l'évolution du 
profil de la couche protectrice que l'on retrouve à l'intérieur des cuves d'électrolyse.
9.2. Contributions
En tentant de remédier à la problématique présentée plus haut, le projet de recherche proposé a 
mené à quatre articles de revue et trois articles de conférence. Voici donc les principales 
contributions apportées par ce projet de recherche :
Contribution #1: Développement d’un modèle numérique 2D élaboré à partir d’une 
formulation enthalpique permettant de prédire la cinétique du changement 
d'état d'un MCP.
Intérêt Ce modèle numérique a permis de prédire les phénomènes thermiques 
explorés à l'aide du montage expérimental décrit au chapitre 8. Ce modèle sera 
également réutilisé lors d'un prochain projet industriel pour mettre en œuvre la 
méthode inverse développée dans ce présent ouvrage.
Contribution #2: Développement d’une méthode inverse basée sur l’algorithme de 
minimisation du gradient conjugué et faisant intervenir un problème adjoint 
pour déterminer le coefficient de sensibilité.
Intérêt. Cette méthode inverse sera utilisée en industrie pour prédire la géométrie de la 
couche de gelée solidifiée sur la paroi interne des cuves d'électrolyse.
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Contribution #3: Calcul analytique du temps caractéristique de diffusion thermique lorsque 
le milieu à l'étude est constitué d'une région pâteuse dont la dimension est 
non négligeable.
Intérêt: Cette analyse présente un formalisme mathématique pour estimer le temps 
caractéristique de diffusion lorsque le milieu à l'étude est constitué de 
plusieurs régions, dont une région pâteuse. L'équation obtenue pourra être 
utilisée dans bon nombre de travaux pour estimer la durée de phénomènes de 
changement de phase.
Contribution #4: Développement d’une méthode inverse pseudo 2D reposant sur 
l’algorithme de minimisation de Levenberg-Marquardt. Un abaque a été 
réalisé afin de circonscrire les conditions pour lesquelles cette méthode est 
admissible.
Intérêt: Cette approche permet de diminuer le temps de calcul associé à la résolution 
inverse d'un problème 2D. Cette approche permet également de s'affranchir 
des effets 2D dans la région liquide qui perturbent la géométrie du front de 
solidification prédite. L'abaque produit permettra de juger de la validité de 
cette méthode pour tout autre problème de changement de phase étudié.
Contribution #5: Développement d’une méthode inverse utilisant un concept de 
chevauchement des horizons d’observation. Cette approche permet de 
réutiliser plus d'une fois les mesures de température effectuées sur la 
frontière observable.
Intérêt'. Cette approche permet d’augmenter la fréquence à laquelle l’évolution 
temporelle de la géométrie du front de solidification peut être prédite. Il est à 
noter toutefois que l'applicabilité de cette approche est limitée par le temps de 
calcul nécessaire à la mise en œuvre de la méthode inverse.
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Contribution #6: Développement d'une approche virtuelle négligeant l'accumulation et la 
libération de la chaleur latente pour résoudre le problème de conduction 
inverse. Cette approche néglige les phénomènes qui n’ont aucun impact sur 
la mise en œuvre de la méthode inverse.
Intérêt: Cette approche permet de réduire le temps caractéristique de diffusion tout en 
diminuant le temps de calcul nécessaire à la mise en œuvre de la méthode 
inverse.
Contribution #7: Validation de la méthode inverse avec des résultats expérimentaux issus 
d’un banc d ’essai soumis à des conditions d ’utilisation similaires à celles 
rencontrées dans les cuves d’électrolyse de l’aluminium.
Intérêt: Cette expérience pourra certainement être une référence pour les travaux 
futurs portant sur la prédiction inverse de l'évolution du profil du banc qui se 
solidifie à l'intérieur des fours de transformation à haute température.
9.3. Travaux futurs
Bien que ce projet de recherche ait considérablement contribué à l'avancement du savoir-faire 
dans le domaine des méthodes inverses et du transfert de chaleur, l'intégration de ce dispositif 
de mesure en milieu industriel reste à faire. En effet, des travaux futurs porteront sur 
l'utilisation des méthodes inverses pour prédire l'évolution de la couche de gelée qui se 
solidifie à l'intérieur des cuves d'électrolyse. Cela implique entre autres de modifier 
légèrement la géométrie du système, d'intégrer les différentes stratégies proposées à un modèle 
inverse 2D, de raffiner les conditions aux limites posées, de valider les propriétés des 
matériaux et de travailler de concert avec les intervenants industriels.
La géométrie du système à l'étude devra tenir compte d'un bloc de carbone supplémentaire 
dans le bas de la cuve, i.e. la pente monolithique (voir la Figure 1.1). Cet ajout aura pour effet 
d'augmenter l'épaisseur du mur de côté à cet endroit et, par le fait même, les effets 2D. Il sera 
alors possible que l'approche pseudo 2D ne soit plus applicable. Il sera alors justifié d'élaborer
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un modèle inverse 2D faisant intervenir les différentes stratégies proposées dans cet ouvrage. 
Ce modèle inverse 2D, dirigé à partir d’un maillage fixe, sera construit à partir de relations 
encore peu documentées dans la littérature, i.e. la description du problème adjoint 2D lorsqu'il 
y a présence d'une zone pâteuse. Dans ce cas, le formalisme mathématique présenté au 
chapitre 5 sera certainement bien utile.
A la lumière de ce projet de recherche, il est essentiel de mesurer à la fois le champ de 
température à la surface de la cuve ainsi que le flux de chaleur à cette même frontière afin 
d'assurer la qualité du paramètre reconstruit. Toutefois, si la solution inverse obtenue diverge 
de la géométrie réelle de la couche de gelée, il sera alors nécessaire de considérer l'influence 
des flux de chaleur dissipés à travers la croûte d'alumine au-dessus du four et à travers la 
cathode en dessous du four. En effet, bien que le modèle pseudo 2D présenté dans cet ouvrage 
néglige ces phénomènes, il convient de mentionner que certains auteurs en tiennent compte 
[32]. Ainsi, il risque d'être nécessaire d'intégrer au modèle inverse 2D ces nouvelles conditions 
aux limites. Si la méthode inverse ne permet toujours pas de retrouver la réelle géométrie de la 
couche de gelée, il sera nécessaire d'améliorer les corrélations utilisées pour tenir compte de la 
variabilité des propriétés des matériaux. Par exemple, il pourrait être nécessaire d'inclure 
l'influence de la température sur les propriétés thermiques du carbone et de la gelée [13].
Finalement, le développement d'un tel dispositif en contexte industriel demande la 
coordination de plusieurs intervenants et d'un certain nombre d’appareils de mesure. Par 
conséquent, ce projet nécessitera certainement une bonne gestion des ressources. En somme, 
ce projet ambitieux devra s'intégrer à un milieu de production où l'espace et les ressources 
constituent des enjeux prioritaires.
Pour conclure, l'implantation industrielle d'un dispositif de mesure formé de capteurs 
thermiques externes, permettant de prédire l’évolution du profil de la couche d’électrolyte 
solidifiée sur la paroi interne d'un four de transformation à haute température, représente un 
défi stimulant. Cette réalisation future pourra certainement bénéficier des notions et 
connaissances présentées dans cette thèse. De surcroît, ce travail constitue un point de départ à 
l'étude inverse des milieux très inertiels, quel qu'il soit.
ANNEXE A - EFFET THERMOSTAT
Lorsque la température du bain augmente soudainement, il y a nécessairement une 
perturbation des différents flux thermiques traversant les éléments de la cuve (voir la Figure 
1.2). D'une part, les pertes de chaleur provenant du mur de côté et celles dues à l'évaporation
à noter toutefois que le flux thermique associé au phénomène d'évaporation du bain est 
négligeable devant celui traversant le mur de côté. D'autre part, lorsque la chaleur est 
simplement transmise par conduction du bain à l'extérieur de la structure (anode, cathode), le 
flux thermique demeure pratiquement inchangé lorsque 7* varie [13]. Bref, c'est 
principalement le flux thermique traversant le mur de côté qui tend à contrecarrer toute 
augmentation de la température du bain.
Cette annexe décrit l'effet thermostat par lequel la gelée permet de stabiliser le champ de 
température à l'intérieur de la cuve d'électrolyse de l'aluminium. Pour ce faire, l'effet d'une 
augmentation soudaine de la température du bain sur les flux de chaleur traversant les 
différents chemins thermiques sera analysé. Cette étude fera intervenir la technique de 
superposition par laquelle la solution stationnaire est traitée séparément de la solution 
instationnaire [105],
Solution stationnaire
Lorsque la température du bain augmente soudainement, le ratio entre le flux thermique 
traversant le mur de côté, qm, et celui dissipé par les électrodes, qe, augmente. En effet, ce 
ratio est défini comme
où h est le coefficient de transfert de chaleur convectif, Tuq est la température du liquidus et A 
est la surface d'échange de chaleur. Les indices b, e et m réfèrent respectivement au bain, aux 
électrodes et au mur de côté. En régime permanent, la température de la surface interne des 
électrodes, Te, augmente avec la température du bain, tandis que la température à l’interface 
gelée/bain demeure inchangée, i.e. à Tm=Tnq. En effet, c'est l'épaisseur de la couche de gelée 
qui s'amincira, diminuant ainsi la résistance thermique globale du mur de côté.
L'ordre de grandeur de ce ratio peut être calculé à l'aide de la Figure 1.2. En effet, la Figure 1.2 
révèle que 25% de l'énergie thermique est dissipée par les anodes tandis que 35% de celle-ci 
est dissipée par le mur de côté. En supposant que la surface d'échange est similaire dans les
où Tamb est la température ambiante à l'intérieur des salles de cuve et Req est la résistance 
thermique équivalente du chemin thermique considéré. Selon les températures caractéristiques 
présentées au Tableau B.3, le ratio entre les résistances thermiques équivalentes devient
du bain sont plus sensibles à une perturbation soudaine de la température du bain 7* [13]. Il est
vp _ (im_ _ ^(7* T/jg )Am ^  (Th Tsol )Am 
<7, h(T„-Te)Ae (T„-T,)A ,
(A.1)
deux cas, i.e. Ae=Am=A [13
K , A n - T awi) 0.25 (A.2)
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Il est à noter que ce ratio demeure inchangé lorsqu'il y a variation ATb de la température du 
bain. Ainsi, en combinant les équations (A.2) et (A.3), il est possible d'estimer le nouveau ratio 
des flux thermiques engendré par une perturbation ATb, soit
(A Tt + T „ - T j )
La Figure A .l illustre la variation importante de ¥  lorsque Tb fluctue (voir équation (A.4)). Ce 
phénomène représente l'effet thermostat par lequel une augmentation permanente de la 
température du bain se traduit principalement par une fluctuation du flux de chaleur traversant 
le mur de côté, i.e. une modification de l'épaisseur de la gelée. Puisque tous les autres éléments 
de la cuve se comportent de façon similaire à l'anode, il est possible de conclure qu'en régime 
permanent, une variation A7* se traduit principalement par une variation de l'épaisseur de la 









Figure A.l Influence de la température du bain sur la proportion des flux thermiques sortants 
Solution instationnaire
En régime transitoire, la température de la surface interne des électrodes, Te, augmente 
graduellement. Ainsi, l’effet thermostat présenté plus haut se produit en temps différé. Le 
comportement transitoire du flux thermique traversant l'anode, qe(t), diffère de celui exposé 
précédemment. Il convient de préciser toutefois que les conclusions sur le comportement du 
flux thermique dissipé par le mur de côté demeurent inchangées.
Il est toutefois possible d'estimer la durée de ce régime transitoire. Si l'on suppose que le 
temps caractéristique de diffusion de la chaleur dans l'anode est très faible ( B i« l ) ,  une
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analyse sur le temps caractéristique d'accumulation de la chaleur dans l'anode est admissible 
[93]. Ainsi, la durée de ce régime transitoire peut être estimée par le temps de capacité, soit
p  c AX ^  ( A 5 )
h
où l'indice a réfère à l'anode. Selon les propriétés présentées au Tableau B.2, ce temps 
caractéristique correspond à xacc~12m in. Il est à noter toutefois qu'en pratique, le temps de 
diffusion de la chaleur dans l'anode est non nul. Il en résulte que le temps nécessaire pour 
atteindre la température d'équilibre dans le bain est inférieur à xacc. La réelle durée du régime 
transitoire est inférieure à xacc. Puisque ce laps de temps peut être considéré comme 
négligeable dans le contexte industriel à l'étude [13], la durée du régime transitoire peut être 
négligée.
En conclusion, toute variation de Tb se traduit principalement par une perturbation du flux 
thermique traversant le mur de côté. En effet, la gelée est le principal élément qui permet de 
stabiliser le champ de température à l’intérieur de la cuve d'électrolyse de l'aluminium. Par 
conséquent, le profil de la gelée varie constamment dans le temps dû aux différentes variables 
d’opération d’une cuve d’électrolyse. Il est donc indispensable de connaître le comportement 
transitoire de celui-ci afin d'éviter d'endommager prématurément la cuve d'électrolyse et de 
diminuer la productivité de celle-ci.

ANNEXE B - PROPRIETES THERMIQUES
Cette annexe présente l'ensemble des propriétés thermophysiques des systèmes thermiques 
étudiés dans cet ouvrage.






















Gelée Cryolithe (s) 0.08 13.5 1.2 2100 1.85
Cryolithe (1) 0.12 13.5 100 2100 1.85
Bloc de côté Carbonegraphitisé 0.12 13.5 34 2200 0.72
Pente
monolithique Carbone 0.1-0.2 - 5-15
1500-
2000 0.72
Anode Anthracite 0.5 24 5 1600 0.7
Croûte
d'alumine Alumine 0.07 23.5 25 3555 0.88
Caisson
d'acier Acier 0.02 n/a 45 7800 0.45
Bloc
cathodique Anthracite 0.2 48 8 1600 0.7
Brique 0.1 48 1 2500 0.95
Tableau B.2 Propriétés thermophysiques des principaux éléments constituant une cuve 













1.2 2100 1.85 300
Cryolithe
(1)
100 2100 1.85 300





Anode Anthracite 5 1600 0.7 -
Croûte
d'alumine Alumine 25 3555 0.88 -
Caisson
d'acier Acier 45 7800 0.45 -
Bloc Anthracite 8 1600 0.7
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cathodique
Brique 1 2500 0.95




















Carbone 0.025 0.12 20 1750 0.85 - -
Creuset
(Dessous) Carbone 0.17 0.05 20 1750 0.85 - -
MCP Zinc 0.17 0.08 -0.079T+151.4 7140
0.131T
+366.7 109.88 421
Tableau B.4 Propriétés physiques du système thermique modélisé [4, 28]
Propriétés physiques Valeurs






ANNEXE C - DISCRÉTISATION
Problème direct de changement de phase
Le problème de changement de phase présenté au chapitre 3 est résolu à l’aide de la méthode 
des volumes de contrôle décrite par Swaminathan et Voiler en 1992 [47]. Ce problème de 
changement de phase est régi par l’équation générale de conservation de l'énergie suivante 
[105]
(x ^  = V -{ k V T )- (A T  + B ) ^  (C.l)
où A = p(cp l -  cps ) et B = pL.  Les conditions aux limites sont les suivantes
[ * ^ L  =°
( c .2 )
[*vrL, = q
Il est à noter que l'équation (C .l) est exprimée sous sa forme générale, indépendamment du 
choix de coordonnées. Dans cet ouvrage, deux types de coordonnées sont utilisés : les 
coordonnées cartésiennes et cylindriques. La discrétisation du problème direct de changement 
de phase sera alors présentée pour ces deux types de coordonnées.
Coordonnées cartésiennes
L’équation (C .l) exprimée en coordonnées cartésiennes devient [105]
* . ± [ k ? L \ ± . { k * L ] A a t  + b )^
dt ô x \  dx )  dy y dy ) dt








Qy . . . .
La méthode des volumes de contrôle consiste à décomposer l'espace en une grille formée de 
petits volumes de contrôle correspondant à chacune des mailles de la grille. L'équation (C .l) 
est ainsi intégrée en espace et en temps sur chacun de ces petits volumes de contrôle de 
dimension AL = AxAy  (voir la Figure C .l). La maille P représente le volume de contrôle à 
l’étude et les mailles N, S, E, W représentent les volumes de contrôle au nord, au sud, à l'est et 
à l'ouest, respectivement.
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Figure C.l Représentation schématique des volumes de contrôle 
En approximant les dérivées partielles par différence finie, il devient [108]






v dx w ) Ax
dT \AVAt




où l'exposant "°" réfère au pas de temps précédent et les indices N, S, E, W réfèrent aux mailles 
situées au nord, au sud, à l'est et à l'ouest de la maille P à l'étude, respectivement. At est le pas
de temps. kt est la moyenne harmonique de la conductivité thermique définie comme
k. =
O5 + 0 ^  
k. k„
i = {N ,S ,E ,W } (C.6)
L'approximation de Swaminathan et de Voiler est utilisée pour estimer la valeur de gp, soit 
[47]
g p = g 'p ( Tp - F ~'{?pm)) (C.7)
où l'exposant m réfère à l'itération précédente et gp' correspond à la dérivée spatiale de gp. En 
substituant l’équation (C.7) dans l'équation (C.5) et en regroupant les termes en Tp ■> Te , Tw ,
Ts  et en Ts , il devient
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r r [ ^ K + < ^ x ] + f c + * » - ) ^ + ( * v + * v ) ^ ;
T,: kh: f -  ~ Tw k„ ^  -  Ts k ,  £■ -  Ts ks ^  =
Ax Ax Ay Ay
(C.8 )
t ;  ^  k . "  + ■ « , ( « ; '+ ï , f "  (g ,"  )1
o » * , = K  + B). En exprimant l'équation (C.8 ) en fonction des coefficients de la matrice 
de transfert, le schéma itératif de résolution devient
“pTp + “J e + awTw + aNTN + a sTs = b 
Où
an = — ■ VeP + ÔHpS'n ]+ f e  + kw )~ ^  + + k s
a, ~k P
aw = - k w
ün = ~kN










7 (t r-rt  t)b -  ap Tp
La condition de convection sur la frontière Q 3 , présentée à l'équation (C.2), correspond à
<l = h { T ^ - T amh) (C.10)
Cette condition doit être transformée en une condition de Neumann pour être adéquatement 
intégrée au schéma de résolution. Pour ce faire, la température à la frontière Q 3 est déterminé à 




En combinant les équations (C.10) et (C.l 1), il devient
<1 =
r n1 Ay




Finalement, ce flux de chaleur est intégré au schéma numérique en ajoutant un nouveau terme 
à ù, soit
b = a ; ’T ; + s
(C. 13) 
où S  = qAx
Il est à noter que lorsque la condition de Neumann est directement donnée (voir la frontière 
Çl4), l'équation (C.13) s'applique.
ANNEXE C - DISCRÉTISATION
Coordonnées cylindriques
La principale différence apportée par les coordonnées cylindriques provient des termes en r . 
En effet, l’équation (C .l) exprimée en coordonnées cylindriques devient [105]
ÔT 1 ô ( ,  ÔT \  d ( .  ôT ^  kr
fXp dt r dr dr ôy dy
- ( AT + B )
dt (C.14)
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[ATp - B \ g p - g ; ) A V
(C.15)
(C.l  6)
où re représentent la valeur de r à la limite des nœuds P et E (voir la Figure C .l). Dans la 
même ligne, rlv est défini comme la valeur de r à la limite des nœuds P et W. Il est à noter que
la dimension des volumes de contrôle A V ainsi que les conductivités thermiques moyennes kr; 
et kw diffèrent de celles établies en coordonnées cartésiennes.
En effet, sous forme générale, A V est défini comme
AV = fd V (C.l 7)
Selon cette définition, la dimension des volumes de contrôle en coordonnées cylindriques est 
donnée par
'E
AV = J J ^ rdrdddy (C .l 8)
r„ e >■
En intégrant l'équation (C .l8), il devient
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AV = rAOAy 
où
(C.l 9)
Parallèlement, la définition des conductivités thermiques moyennes kf  et kw est établie afin
d'assurer la continuité du flux de chaleur traversant la frontière des mailles dans la direction r . 
Cette condition, tirée de l'équation (C.14), s'écrit sous la forme [127]
ÔT
' ' ' (C.20)kr-ôr
i e {e,w}
où A,- est une constante. L'intégration de l'équation (C.20) sur l'intervalle [rw. rE]  conduit à
T' ' - r» =A’ ) î  <C 2 1 >
Tr. - T , = A , \ -  (C.22)
rr
D'un autre côté, en comparant les équations (C.20) et (C .l6), il est possible de constater que
(C.23)
dT
a V ÔT A  = k,,re —
or
Aw = k lvr
dr (C.24)
En appliquant la méthode des différences finies, les équations (C.23) et (C.24) peuvent être 
mises sous la forme suivante
T - T  1 k 1  r
A  = h r w
Ar 




En substituant les équations (C.25) et (C.26) dans les équations (C.21) et (C.22), il devient










Puisque k  est considéré comme constant sur chacune des mailles, la solution aux équations 
(C.27) et (C.28) mène aux conductivités thermiques moyennes ki; et kw , soient
ANNEXE C - DISCRÉTISATION
= à r /r w
k, = Ar j  r.






En substituant les équations (C .l9), (C.29) et (C.30) dans l'équation (C .l6 ) et en regroupant les 
termes en Tp, TE, Tw, 7\ et en Ts , il devient
r r j ^ T * ' ,  + S H rg \ \ + { k , :r. + î » . r u. ) ^  +  (* v
î A - ;  7 ^ -  ^  -  r „ * ,  - f  - -  7 ;.*, - f  =
Ar Ar Ay Ay
(C.31)
r / « , ( * /  + g ' ^ ’(g /"  1  
où <57/p = (i4r + 5 ). En exprimant l'équation (C.31) en fonction des coefficients de la matrice 
de transfert, le schéma itératif de résolution devient
apTP + ai:Ti: +awTiV + aNTN + asTs =b 
Où
, . _  1+1 k . r  + k ...r  I—— 4- \k:.. +  le . I VP P*> P .° P = ^ PCp +Æ/^ ] +fcr« + + ^s ) A^
aE = - k , ;re
a w = ~ k w r»









b = a ; r ;
° ; = v  ■^  k ” + k + a  k  1
La condition de convection sur la frontière O 3 est toujours donnée par l'équation (C .l2). 
Toutefois, ce flux de chaleur convectif ainsi que celui à la frontière Çl4  sont intégrés au schéma 
numérique en ajoutant un nouveau terme à b, i.e.
S = qr (C.33)
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Problème de sensibilité
Le problème de sensibilité est discrétisé de façon similaire au problème direct présenté 
précédemment, i.e. à l'aide de la méthode des volumes de contrôle. Ce problème est régi par 
l'équation suivante, présentée au chapitre 5
d(cpAT) _ ô 2 {kAT)
Ôt ô x 1











Ainsi, contrairement au problème direct, le problème de sensibilité fait intervenir un nouveau 
terme dans l'équation aux dérivées partielles. Le schéma itératif de résolution devient [108]
a pATp + aKATN +asATs = b 
où
Ax













B g '°+ A g f O rpP  P
o Axr  t
^  = y A p ° p
Il est à noter que l'équation (C.35) n'est plus valide à la frontière Qô, i-e. à l'interface mur/banc 
(voir la Figure 5.1). En effet, il y a discontinuité de la conductivité thermique à cette interface. 
Ainsi, la conductivité thermique effective des nœuds adjacents à la frontière Qô doit être 
modifiée. Pour ce faire, la moyenne harmonique des conductivités thermiques est utilisée de 
telle façon à assurer la continuité du flux de chaleur traversant l'interface Q <5 (voir l'équation 
(C.6)). Les coefficients de la matrice de transfert prennent alors la forme
^ [pcp -  A{gp - g p° )+ Bg'p +Ag'p Tp ]+a.
Ax
Maille au nord de la frontière Q.(, : as =
Ax
k.,
Maille au sud de la frontière Cï(, : aN -  —
Ax
(C.36)
Par ailleurs, les conditions aux limites sont données par











La discrétisation numérique de l'équation (5.16) doit tenir compte d'une fonction de Dirac. 
Ainsi, l'intégration de l'équation (5.16) sur un volume de contrôle mène à l'équation suivante






AXp(gp - g p° )d x -B g 'p (xp - X p°)cix- 
Ag'p (*PTP -  X ; t ;  )dx -  2[rni ( r ) -  r n , ( r)> r
(C.38)
Le schéma numérique de résolution devient
Ax
Ar
apXp +a NXN +as Xs =b  
où







\pc+Bg'p +Ag'p T ; \ (C.39)
a N = a s =
k
Ax
Axi 0 ^ 0  L±x
b  =  a p  À P —Ar
Il est à noter que la fonction de Dirac n'intervient pas dans l'équation (C.39). En effet, puisque 
la position des capteurs est à la surface extérieure du mur de côté du four, le dernier terme de 
l'équation (C.38) correspond à une condition aux limites. Ainsi, les conditions aux limites 











K O O -W r)] + X.
(CAO)
=  q , ,
ANNEXE D - TEMPS DE DIFFUSION
Les méthodes de conduction inverses présentées dans cet ouvrage consistent à prédire le flux 
de chaleur q(x,t)  qui permet de retrouver le champ de température mesuré à la surface. 
Toutefois, il existe un délai temporel entre le flux de chaleur estimé à la frontière Clj et la 
réponse à cette perturbation à la frontière Qj. Ce délai temporel, qui influence grandement la 
sensibilité de la méthode inverse, peut être estimé à l'aide du temps caractéristique de diffusion 
thermique, rd,ff- Ce temps caractéristique de diffusion est calculé à partir de l'équation générale 
de conservation de l'énergie (voir l'équation (1.1)) appliquée à chacune des quatre régions du 
système à l'étude (çs, çm, g et çw), soit
Région ç„, ç.v, q
Région çm
P,cr
c  + L  —  +
p ÔT
ô tl  = 1
dt
g  + T
ô 2 T.
ô x 2








Le temps de diffusion défini par l'équation (D .l) est construit à partir du nombre Fourier relatif 
à la direction choisie, soit [44]
Fo, = a i i e {s,l, H-} (D.3)
où AXj et a, correspondent à la dimension caractéristique et la diffusivité thermique de la 
région considérée. Puisque le nombre de Fourier représente le ratio entre la variable t et le 
temps caractéristique de diffusion associé au milieu considéré, Fo = tjTdltf , le temps de
diffusion caractérisant le transfert de la chaleur dans les régions liquides et solides ainsi que 
dans le mur correspond à [93, 105]




Ce temps caractéristique apparaît explicitement dans le critère de stabilité de la méthode 
inverse proposé par Beck [56].
Le temps caractéristique de diffusion thermique dans la région pâteuse est estimé à 
l'aide de l'équation (D.2). Selon l'hypothèse 5 énoncée au chapitre 3, Ôg/ÔT=l/ATm dans la 
région pâteuse, où ATm est l'intervalle de solidification défini comme ATm=Tuq-Tso\ [128], De 
plus, puisque la chaleur spécifique est indépendante de la phase du MCP (voir le Tableau B.3), 
l'équation (D.2) devient
° P + A T
ô t
ax
(D.5)Ë L - J L
dt ôx
Afin de ramener l'équation (D.5) à une forme similaire à l'équation (D .l), il est nécessaire 
d'estimer une conductivité thermique moyenne caractérisant la diffusion thermique dans la 
région pâteuse. Afin d'assurer la continuité du flux de chaleur, cette conductivité thermique 
effective est donnée par [129]
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{k, ~ k, ) 
ln(*/ ■*,)
(D.6)
Il est à noter que selon l'hypothèse 5 donnée au chapitre 3, km=[ks(AXm-x)+kpcJ/AXm où AXm est 
la dimension caractéristique de la région pâteuse. En substituant cette relation à l'équation 
(D.6), il devient
~ (k, -& ,)
n , , * >  <D-7>
Il en résulte que l'équation (D.5) peut s'écrire sous une forme plus simple donnée par





où Ste est le nombre de Stefan défini comme Ste=CpATJL. Par conséquent, en comparant 
l'équation (D.8) à l'équation (D.l), on en déduit que le temps caractéristique de diffusion 
thermique associé à la région pâteuse est défini comme suit
p c„„XXz
(D.9)
Il est à noter que pour le cas à l'étude, Ste '>>J (voir le Tableau B.3). Il en résulte que xdlf] m 
est proportionnel à la chaleur latente et qu'il est donné par
pLAX m 2
k m A T m
La comparaison entre les équations (D.10) et (D.4) conduit à la diffusivité thermique effective 




(D . l  1)
Le calcul du temps caractéristique de diffusion global associé à tout le système à l'étude 
s'inspire du concept de similitude dynamique rencontré en mécanique des fluides [130]. Pour 
ce faire, les propriétés thermiques associées à l'ensemble des régions du système sont 
uniformisées. Cependant, afin de conserver la dynamique du phénomène de transfert de 
chaleur, le temps de diffusion local pour chacune des régions doit être conservé. Ce concept de 
similitude mène à un ensemble de dimensions caractéristiques effectives donné par
AX', =
a r e f
a ,
AX, (D.l 2)
où AX) et aref  correspondent à la dimension effective de la région considérée et une diffusivité 
de référence, respectivement. En combinant les équations (D .l2) et (D.4), le temps de 
diffusion global est donné par
149
I  a*',
Td,ff ~ \  <
(D.13)
a ref
Pour des raisons de commodité évidentes, l'équation (D.13) est écrite sous la forme suivante
t AX ^ AX j
i a i i j * i  ~Ja i a j
Il est à noter que l'impact du phénomène de changement de phase sur la grandeur du temps
(D.14)
caractéristique de diffusion est
Ar AX„d,ff +  2 -
AX„ A X W AX AX,— + +~1=L (D.l 5)
Finalement, l'équation (D.14) fait apparaître un nouveau critère de stabilité associé à 
l'application des méthodes inverses, soit [101]
1 a,
(D.l 6)
où ç est un coefficient introduit pour lier le délai temporel au temps caractéristique de 
diffusion ainsi que pour inclure l'impact des erreurs de mesure [83],

ANNEXE E - TEMPS CARACTÉRISTIQUES
L'inertie thermique constitue l'une des principales difficultés associées à l'utilisation des 
méthodes inverses pour prédire le comportement de la gelée dans les cuves d'électrolyse de 
l'aluminium. En effet, le temps de diffusion caractéristique important de ce système thermique 
( Tj,ff > 4hres ) limite l'horizon d'observation minimal associé à l'implémentation d'une
méthode inverse séquentielle (voir l'Éq.(6.6)). Cet horizon d'observation est directement lié à 
la fréquence maximale à laquelle le comportement de la gelée peut être prédit par la méthode 
inverse. Si ce temps de diagnostic est supérieur à la durée des phénomènes se produisant à 
l'intérieur des cuves d'électrolyse, les méthodes inverses ne peuvent être utilisées pour le 
contrôle du procédé (voir le Tableau E.l). Dans ce cas, l'utilité des méthodes inverses se limite 
à l'étude du comportement transitoire de la gelée suite à une perturbation des variables 
d'opération de la cuve.
Tableau E.l Temps caractéristiques associés au procédé d'électrolyse de l'aluminium f 1311
Variable d ’opération Durée de l ’impact thermique
Changement d'anode 8-24 heures
Ajout d'AlF3 1 à 24 heures
Travaux sur la ligne 1 heure
Effet d'anode 1 -8 minutes; 12 heures
Ajout d'alumine 1 -2 minutes
Le Tableau E.l révèle qu'il est impossible de prévenir un effet d'anode à l'aide des méthodes 
inverses. En effet, l'effet d'anode ne dure que moins de 8 minutes, ce qui est inférieur au temps 
de calcul nécessaire à l’implémentation de la méthode inverse. Toutefois, il est à noter que 
dans ce cas, la simple mesure de température prise à la surface du caisson suffit pour indiquer 
l’avènement d'un effet d'anode. Aussi, selon le Tableau E .l, il est impossible d'étudier, à l'aide 
des méthodes inverses, l'impact de l'ajout d'alumine sur le comportement de la gelée. En effet, 
la fréquence d'alimentation est tellement grande que par effet de peau, la température du 
caisson ne sera jamais affectée par cette variable d'opération [105].
Quoi qu'il en soit, le Tableau E.l indique clairement qu'il est tout à fait approprié d'utiliser les 
méthodes inverses pour étudier le retour à l'équilibre thermique de la cuve suite à un effet 
d'anode (-12 heures) ou à un changement d'anode (-8-24 heures). En fait, la principale utilité 
des stratégies de résolution développées dans cet ouvrage est d'étendre l'utilisation des 
méthodes inverses dans des stratégies de contrôle lors de travaux sur la ligne ou lors d'ajout 
d'AlF3 . Ainsi, l'horizon d'observation minimal cible est de r„ mm < 1 hre .
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ANNEXE F - PARAMÈTRES ADIMENSIONNÉS
Puisque le champ de température initial dans le milieu est considéré comme uniforme, les flux 
thermiques dans le milieu s'intensifient avec le temps et atteignent une grandeur maximale en 
régime permanent. Par conséquent, la précision de la solution obtenue à l’aide de l'approche 
pseudo 2D dépend des paramètres adimensionnés qui interviennent dans l'équation générale de 
conservation de l'énergie en régime permanent (voir l’équation (7.1)), soit
ô£ 2 cÿ2
où 6  est le champ de température adimensionné défini comme 6  = T - T ç
(F.l) 
. Le symbole
n  I  k“ m ean x  ! I
réfère aux variables adimensionnées et qmea„ est le flux de chaleur moyen. A correspond 
au rapport de forme (A  = LX/L y ). Le système thermique est soumis aux conditions aux 










-  Bi(eq4 -  0amh ) (F.2)
= 1 + R„ y
p
2
où Rq représente le flux de chaleur normalisé à la frontière Q 4 (R q = Aq lq mea„ ). Le nombre 
de Biot correspond à Bi = hLx /k PCMs. Finalement, à l'interface de changement de phase (f2j), 
les conditions aux limites sont
0{v*  = 0a,*e
w e nf„e-ven^+e - o (F.3)
où K  correspond au ratio entre les conductivités thermiques solide et liquide 
( K  = kpCMs/ k PCXU ). Ainsi, les paramètres adimensionnés caractérisant la distribution du
champ thermique en régime permanent sont le nombre de Biot (Bi), le rapport de forme (A) et 
le ratio entre les conductivités thermiques solide et liquide (K). Il est à noter que le pas de 
temps associé aux mesures de température doit être ajusté en fonction de la grandeur de ces 




ANNEXE G - COEFFICIENT DE TRANSFERT 
THERMIQUE GLOBAL
Le réacteur métallurgique présenté au chapitre 8  permet de reproduire en laboratoire les 
conditions expérimentales d'une cuve d'électrolyse. Toutefois, le mode de refroidissement 
utilisé n'est pas simple à modéliser. Comme il est présenté au chapitre 8 , il est possible 
d'estimer le coefficient de transfert thermique global à la frontière Q3 à l'aide des conditions 
initiales et finales de l'expérience en supposant h oc Tsurface. Toutefois, une description plus
physique des transferts thermiques sur cette face aurait pu être utilisée, i.e. analyse de l'impact 
du rayonnement et du jet gazeux. Ces phénomènes ainsi que les difficultés inhérentes à cette 
analyse sont présentés dans cette annexe.
Cette condition de refroidissement à la frontière Q 3 fait intervenir deux modes fondamentaux 
de transfert thermique qui seront traités séparément : convection et rayonnement.
Convection
Le calcul du coefficient de convection thermique moyen associé à un jet impactant sur une 
plaque plane est calculé à l'aide de la corrélation empirique suivante [44]
kNu
(G .l)
Nu = Pr042 G
G L hL
KD'  D j
D
Dh
— V( Re )
, D D )  K
1-1 .1  (D/r)
r l + 0.l(D r - 6 )D r 






où Dh est le diamètre hydraulique de la buse correspondant au diamètre D de la buse; r est le 
rayon de la plaque; H est la distance entre la plaque et la buse; Re est le nombre de Reynolds; 
k, u et Pr sont la conductivité thermique, la viscosité cinématique et le nombre de Prandtl 
caractérisant le fluide refroidissant (azote), respectivement; et Ve est la vitesse du fluide à la 
sortie de la buse. Les propriétés thermophysiques relatives à ce problème thermique sont 
présentées au Tableau G.l et au Tableau G.2. Il est à noter que le domaine de validité de cette 
corrélation empirique est
2000 < Re < 400000
2 < H / D < \ 2  (G.6 )
2.5 <r / D < 7.5




ANNEXE F -COEFFICIENT DE TRANSFERT THERMIQUE GLOBAL
Dh 5 mm
r 9.5 cm
H 1 2 . 2 2  cm
Ve 169 m/s




(Ns/m2) k (x ia 3) Pr
100 2 9,58 0,768
150 4,45 13,9 0,759
200 7,65 18,3 0,736
250 11,48 22,2 0,727
300 15,86 25,9 0,716
350 20,78 29,3 0,711
400 26,16 32,7 0,704
450 32,01 35,8 0,703
500 38,24 38,9 0,7
550 44,86 41,7 0,702
600 51,79 . 44,6 0,701
700 66,71 49,9 0,706
800 82,9 54,8 0,715
900 100,3 59,7 0,721
1000 118,7 64,7 0,721
1100 138,2 70 0,718
1200 158,6 75,8 0,707
1300 179,9 81 0,701
La Figure G.l illustre la valeur du coefficient de convection thermique moyen en fonction de 
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Figure G. 1 Coefficient de convection thermique à la frontière Qj 
Le flux de chaleur convectif dissipé par la frontière Q 3 est alors donné par:
Vann- = M?», ~ T azote j (G.7)
Il est à noter qu'il y a trois principales sources d'erreur associées à ce calcul du flux de chaleur 
convectif dissipé par la frontière Q 3 . D'une part, la température de sortie de l’azote, Ta:ole, est 
inconnue et dépend fortement du flux de chaleur radiatif réchauffant le fluide avant sa sortie 
de la buse, qmJ. En effet, en supposant que cette énergie soit complètement transmise au 
fluide, il devient:
T -  1 T i r1 azote ~  jr +  1 amh (G .ô )
P aVeCp,a
où Anmm est la surface du tuyau irradiée; Tamh est la température ambiante dans le laboratoire; 
Pa et cp a sont la densité et la chaleur spécifique de l’azote, respectivement. D'autre part,
l'hypothèse selon laquelle le problème se simplifie à un jet impactant sur une surface plane 
n'est pas exacte. Le jet est en fait confiné dans une enceinte cylindrique où la turbulence risque 
de jouer un rôle prépondérant. Finalement, puisque H / D >  5, la forme réelle du coefficient de 
convection thermique à la surface externe du creuset n'est pas uniforme (voir la Figure G.2).
h
r
Figure G.2 Forme caractéristique du h local le long de la plaque [44]
ANNEXE F -COEFFICIENT DE TRANSFERT THERMIQUE GLOBAL
Rayonnement
Le flux de chaleur radiatif dissipé par la frontière O 3 (notée So) est transmis à 4 surfaces 
distinctes : le béton à haute température (Si), les briques réfractaires (S2), le guide d'acier (S3 ) 
et le sol (S4 ) (voir la Figure 8.2). Afin de simplifier l'analyse, ces surfaces sont assimilées à des 
corps noirs (s~l). Par conséquent, le flux thermique transféré par rayonnement entre So et 
l'ensemble des autres surfaces est donné par:
- V K  (g .9)
où o est la constante de Stefan-Boltzmann. Foi est le facteur d’angle de la surface S0  sur la 
surface Sj. Ces paramètres géométriques ainsi que les températures moyennes des surfaces 
environnantes sont présentés au Tableau G.3.
Tableau G. 3 Température et facteur d'angle des surfaces environnantes




Briques 500 0 . 2 1
Guide 300 0.4458
Sol 50 0.257
Il est à noter que ces températures moyennes ne sont que très approximatives puisque ces 
mesures ont été réalisées par pyrométrie infrarouge7 (±100°C). Quoi qu'il en soit, il y a deux 
autres principales sources d'erreur associées à ce calcul du flux de chaleur radiatif dissipé par 
la frontière £2 3 . Tout d'abord, bien que difficile à estimer, l'émissivité des surfaces en jeu est 
certainement inférieure à e=l. Toutefois, cette erreur est négligeable comparativement à celle 
engendrée par l'hypothèse selon laquelle Ts = c te . En fait, sur chacune des surfaces
environnantes, il existe un important gradient de température ( AT,, AT2, ATj > 100°C) et ces 
profils de températures fluctuent beaucoup tout au long de l'expérience (5°C < AT  < 300°C ).
Flux de chaleur global
Finalement, en combinant les deux modes fondamentaux de transfert thermique, le flux de 
chaleur global dissipé par la frontière ÇI3  devient:
ï  = A(rn, - T Si%  (0.10)
1 = 1
Comme mentionné plus haut, la géométrie du problème et l'absence d'information sur la 
température de l'azote à la sortie de la buse représentent des difficultés majeures à l'utilisation 
de la corrélation empirique proposée plus haut. De plus, l'important gradient de température 
sur la surface des parois environnantes rend difficile l’analyse du rayonnement entre les
7 D eux types de therm ocouple infrarouge ont été  u tilisés : O aklon infrapro 1 (C o le  Palmer) et O S 5 2 0  (O m ega)
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surfaces d'échange. Ainsi, vu les inconnues du problème, il n'est pas possible de fixer, à l'aide 
d’un modèle théorique, la condition de refroidissement à la frontière Q 3 . Toutefois, il est 
intéressant de noter qu'en posant Ta:ole ~ 275°C, le coefficient de transfert thermique global 











Figure G.3 Coefficient de transfert thermique global (Tümh = 300K  )
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