The covert capacity is characterized for a noncoherent fast Rayleigh-fading wireless channel, in which a legitimate user wishes to communicate reliably with a legitimate receiver while escaping detection from a warden. It is shown that the covert capacity is achieved with an amplitude-constrained input distribution that consists of a finite number of mass points including one at zero and numerically tractable bounds are provided. It is also conjectured that distributions with two mass points in fixed locations are optimal.
I. INTRODUCTION
I N COGNITIVE radio networks or adversarial communication settings, situations arise in which legitimate users may attempt to communicate covertly, in the sense of achieving a low probability of detection. Motivated by such applications, [1] proposed an information-theoretic model to study the throughput at which two users could reliably and covertly communicate over an Additive White Gaussian Noise (AWGN) channel in the presence of an adversary who observes the transmission through another noisy channel. The optimal covert communication throughput has been shown to satisfy a square root law, by which the maximum number of bits is on the order of √ n bits over n uses of the channel. The square root law was subsequently established for some quantum channels [2] and proved to hold without requiring secret keys for binary symmetric channels under some channel conditions [3] . The exact pre-constant associated to the square root law, which plays the role of a covert capacity, has since been nearly completely characterized for point-to-point discrete and AWGN classical channels [4] - [6] , as well as some classical-quantum channels [7] , [8] . With the notable exception of [6] , the covert capacity is typically derived when using the relative entropy as a proxy metric for covertness. Recent results [9] offer a more nuanced perspective and show that the optimal signaling scheme for covert communication Manuscript over AWGN channels at finite length is metric-dependent; nevertheless, the present work still uses relative entropy to characterize covert capacity because of its convenient mathematical properties. For Discrete Memoryless Channels (DMCs), the covertcapacity achieving input distribution takes the form of sparse signaling, by which those symbols that might arouse suspicion if transmitted, are used a fraction 1/ √ n of the time if n is the block length. Perhaps surprisingly, sparse signalling does not achieve the covert-capacity of AWGN channels [10] , as the optimal coding scheme exploits instead Gaussian or Binary Phase-Shift Keying (BPSK) [4] signaling with an average power vanishing as O (1/n). In other words, encoding information in the phase of modulation symbols together with a diffuse power is crucial for optimality. Gaussian signaling has therefore been used to further study covertness over Gaussian and wireless channels, as in [11] , [12] to show the benefits of uninformed jammers, in [13] to analyze the role of randomized timing, in [14] to study the effect of randomized power allocation, and in [15] to analyze covert relaying strategies. We note that all aforementioned works exploit random Gaussian codebooks, which simplifies the covertness analysis by reducing the optimal attack to a radiometer. In contrast, we analyze covertness with non-random codebooks using the conceptual approach laid out in [5] .
While Gaussian codebooks provide valuable insight into the properties of coding schemes for covert communications over AWGN channels, operating in the vanishing-power regime as suggested by the results might prove challenging. In particular, not only may phase-lock loops fail to properly track the phase of the transmitted signals but symbols with low amplitude may also be severely affected by phase noise, resulting in a significant degradation of the transmission reliability. These effects are also likely to be amplified by the presence of fading in wireless links. The objective of the present paper is to develop insight into this problem by characterizing the covert capacity of non-coherent fast Rayleigh-fading channels (Theorem III.1 in Section III), in which the phase is uniformly distributed over [0; 2π[; although no channel state information is available to the transmitter and receivers, some symbol-level synchronization is assumed.
Our analysis of the covert capacity for non-coherent channels builds upon the ideas initially developed in [16] , [17] for amplitude constrained channels and extended to [18] for memoryless non-coherent Rayleigh fading channels under an average power constraint. In particular we show that an 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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optimal covert capacity achieving input distribution is discrete, with one mass point located at zero and subject to an amplitude constraint. While the discrete nature of the distribution may not be a surprise, the fact that the location of the mass points is bounded results from the specific nature of the covertness constraint. We also conjecture that two mass points in fixed locations is actually optimal, which is supported by numerical results although we do not have a formal proof. Overall, our results suggest that, in the presence of phase uncertainty, sparse signaling might be an efficient modulation scheme for covert communication.
Our proof technique follows for the most part the highlevel approach outlined in [16] - [18] ; however, the covert communication constraint makes the analysis more intricate as the optimal capacity-achieving input distribution turns out to depend on the block length. In particular, the converse arguments for single-letterization lead to a parameter-dependent constrained optimization problem, in which the parameter should be taken to zero as the blocklength goes to infinity (see the statement of Theorem III. 1 and (95) in Section IV-B). This requires us to analyze the fine dependence of the objective function and the Lagrange multipliers as a function of a parameter using ideas from sensitivity analysis [19] .
The rest of the paper is organized as follows. In Section III, we introduce the precise model for covert communication over non-coherent Rayleigh-fading channels and discuss our characterization of the covert capacity. In Section IV, we develop the proof of our main result, with the achievability proof in Section IV-A and the converse proof in Section IV-B.
II. NOTATION AND CONVENTIONS
Let (S, F ) be a measurable space. When S is a subset of R, we always consider the ρ-algebra induced by Borel sets, which converts S to a measurable space. Let f : S → R be measurable and μ be a measure over S ⊂ R. We call f integrable if S |f |dμ < ∞. We then denote the Lebesgue's integral by
If μ is a probability measure, X : S → R is a random variable, and A is an event, we use P μ (A) and E μ (X) to denote μ(A) and S X(s)dμ, respectively. When the probability measure μ is discrete, it can be characterized with a Probability Mass Function (PMF) P : S → [0, 1] satisfying μ(A) = s∈A P (s). When the probability measure μ is continuous, it can be characterized with a Probability Density
We do not distinguish between a probability measure and its PMF or PDF (if they exist). The product of two measures μ and μ is defined in the standard way and is denoted by μ ⊗ μ . We define the relative entropy between two probability measures μ and μ as D(μμ )
is the Radon-Nikodym derivative. We also define the χ 2 divergence as
If μ x is always continuous, we write w Y |X (y|x) to denote the PDF of μ x . If μ is a probability measure on X and
where E x {( x, y) ∈ E : x = x}. We also define the marginal probability measure induced on Y by w Y |X • μ. If X and Y denote the joint random variables associated to the measure μ × w W |X , we allow ourselves to denote their mutual information by I(μ, w Y |X ) I(X; Y ).
We shall use the standard asymptotic notations such as O(·), o(·), Ω(·), ω(·) and Θ(·).
III. SYSTEM MODEL
We consider the fast Rayleigh-fading wireless channel illustrated in Fig. 1 , in which the input-output relationships at every time instant are given by
where X is the channel input, Y is the received signal at the legitimate receiver, and Z is the received signal at the warden attempting to detect the transmission. The fading coefficients H m and H w are independent complex circular Gaussian random variables with zero-mean and variances θ 2 m and θ 2 w , respectively. The noises N m and N w are also independent zero-mean complex circular random variables with variance ρ 2 m and ρ 2 w , respectively. Furthermore, we assume that the channels are stationary and memoryless. The fading coefficients are unknown to all parties, who only have access to their statistical distributions. Since the phase of the fading parameters is uniform, information can only be encoded into the magnitude of X; additionally, |Y | 2 and |Z| 2 become sufficient statistics for detection. Hence, as shown in [18] , upon re-labeling |X| 2 by X and the outputs |Y | 2 and |Z| 2 by Y and Z, the non-coherent channel is effectively a new memoryless channel with input and output symbols in [0, ∞[ and transition probabilities
By properly normalizing Y and Z, we can assume that ρ w = ρ m = 1, and by normalizing X, we can further assume that θ w = 1. Thus, we can parameterize the channel by a single parameter 1 θ m , for which the transition probabilities are
1 Note that θm in (3) is different from θm in (5). Although the input and output sets of the channels are all equal to [0, ∞[, we distinguish them with the labels X , Y, and Z for the input set, the output of main channel, and the output of the warden's channel, respectively. We next formally describe the covert communication problem in the wireless setting; as depicted in Fig. 1 , the transmitter aims to communicate a message W ∈ 1, M n by encoding it into a sequence X = (X 1 , · · · , X n ) of n symbols using a publicly known coding scheme. Upon observing the corresponding noisy sequence Y = (Y 1 , · · · , Y n ), the receiver forms an estimate W of W . The encoding and decoding may also use a pre-shared secret key S with an arbitrary distribution over a measurable space. 2 The objective of the warden is to detect the presence of a transmission based on its noisy observation Z = (Z 1 , · · · , Z n ). The requirements for reliable and covert communication may be formalized as follows. We let q Z denote the output distribution induced by the coding scheme and q ⊗n 0 the product output distribution expected in the absence of communication when the channel input is set to x = 0. The performance of an (M n , n) code transmitting one of M n message over n channel uses is then measured in terms of the average probability of error P( W = W ) and in terms of the relative entropy D( q Z q ⊗n 0 ). 3 Let δ > 0. We say that a covert throughput R is δ-achievable if there exist (M n , n) codes of increasing block length n such that log M n = ω(log n),
lim n→∞ P(
The covert capacity, C no-CSI (δ), is defined as the supremum of all δ-achievable covert throughputs. Note that we do not 2 We show in our achievability proof that a key uniformly distributed over a discrete set with size O(Mn) is sufficient to achieve the covert capacity. 3 The constraint D( q Z q ⊗n 0 ) δ ensures that, regardless of the test performed by the adversary, the sum of the probability of missed detection and false alarm is lower-bounded by 1 − √ δ. Please refer to [5, Appendix A] for a detailed discussion of the operational meaning of an upper-bound on the relative entropy. The choice of this specific relative entropy to measure covertness is driven in part by the ease of analysis using channel resolvability techniques. One could of course consider alternative metrics, such as variational distance or a relative entropy with a reversed order of arguments, as discussed in [5] , [6] . While the operational meaning of these other metrics remains the same, the analysis and the exact dependence on the constraint δ is metric-specific. specify δ in our terminology of achievable throughput, since it turns out that the normalization of log M n in (10) removes the dependence on δ.
Theorem III.1. Let Ω >0 be the set of discrete probability measures over ]0, 1[ with a finite number of mass points. C no−CSI (δ) is independent of δ and equal to
In addition, the following simple bounds hold:
max x∈]0,1]
Theorem III.1 provides useful insight into the problem of covert communication over non-coherent channels in several regards. First, a straightforward calculation shows that
. The expression in (11) is therefore a counterpart of [5, Corollary 3] and [4, Eq. (28) ]. Second, Theorem III.1 shows that we may restrict the signaling schemes for covert communications to finite and amplitude bounded constellations; while the finite nature of the constellation was somewhat expected from the non-coherent nature of the channel, the bound on the amplitude of the points is perhaps more surprising as it was not imposed a priori. We numerically evaluate and plot in (11) Fig. 2 when the number of mass points in μ is fixed using a brute-force search. Based on our numerical results, we conjecture that two mass points and On-Off Keying (OOK) signaling is optimal for covert communication.
IV. PROOF OF THEOREM III.1
A. Achievability Proof
We prove the achievability result in two steps. 1) Let {μ n } n 1 be a sequence of probability measures over X such that for all n, (i) for some x > 0, sup(support (μ n )) x;
(ii) lim sup n→∞ nD w Z|X • μ n q 0 = δ; and (iii) nI(μ n , w Y |X ) = ω(log n). We then show for all ζ > 0 that the covert throughput
is δ-achievable. 2) Let μ ∈ Ω >0 . We construct for an arbitrary δ > 0, a sequence {μ n } n 1 satisfying
in addition to the conditions of step 1.
1) Step One: A Random Coding Argument:
Although we pursue the same approach as in [5] , [20] in this step, the result requires a proof of its own because of the continuous nature of the channels. Let {μ n } n 1 be a sequence of probability measures as described earlier, i.e., for all n, (i) for some x > 0, sup(support (μ n ))
x;
For any ζ > 0, we shall prove the existence of a sequence of codes {C n } n 1 achieving the covert throughput (1 − ζ) lim inf n→∞
with the relative entropy constraint δ. We use a random coding argument and in particular, fix some n, and consider a random encoder F : 1, K n × 1, M n → X n whose codewords are independent and identically distributed (i.i.d.) according to μ ⊗n n . The transmitter uses the uniformly distributed message W and the shared key S together with the encoder F to obtain the codeword F (S, W ) that is transmitted through the channel. By [21] , for any γ > 0, we upper-bound the expected value with respect to random coding of the probability of error of an optimal decoder by
Applying a Chernoff bound to the first term of the right hand side of the above inequality, for all s > 0, we obtain
For any probability measure μ on X , upon defining
we can re-write the right-hand side of (16) as
To upper-bound the above expression, we need the following technical lemma describing the behavior of φ rel (s, μ) for small s.
For all x > 0, there exist constants B > 0, s > 0, and A > 0, such that for all probability measures μ and
Proof. See Appendix D.
Applying Lemma IV.1 to (18) with w = δ/n, we upperbound (16) by
For n large enough, we then set A = log n/(2(4 x + 1)) to ensure
= O log 2 n n − 1 2 + 2 x+2
where the constant hidden in O (·) depends on x, δ, and the channel. Therefore, we have for s = n −β ,
where (a) follows from (24) . The expression in (28) will be o(sI(μ n , w Y |X )) when I(μ n , w Y |X ) = Ω n − 1 2 and max(1/4, 1/2 − 1/(2(4 x + 1))) < β. Moreover, if we choose β < 1/2, which is feasible with the previous constraint, we guarantee that snI(μ n , w Y |X ) n c for some c > 0 and n large enough. Finally, for γ = (1 − ζ/2)I(μ n , w Y |X )n and log M n = (1 − ζ)I(μ n , w Y |X )n, we have by (15) 
2 exp (−ζn c ) .
This completes the reliability part of the proof.
We now proceed to the resolvability part. Recall that we denote the induced distribution at the output of the warden's channel by p Z 1 MnKn Kn s=1 Mn w=1 w ⊗n Z|X (z|F (s, w)), where M n and K n are the message size and the key size, respectively. By a modification of [22, Equation (194) ], we know that for all s ∈ [0, 1],
where
Since the above function is the same as φ rel except that w Y |X is replaced by w Z|X , w Z|X is a special case of w Y |X for θ m = 1.
If we choose s in the reliability part so that log 1 s = O(log n) and log M n + log K n (1 + ζ)I(μ n , w Z|X )n, we can follow the same approach to obtain for some c > 0,
Therefore, the expected value of the covertness of the random code is
where (a) follows from Fubini's theorem and
. Applying Markov's inequality for large n, we obtain (46) shown at the bottom of this page. This implies that there exists a sequence of codes {C n } n 1 such that C n satisfies
The covert throughput would be then
Since lim sup n→∞ nD w Z|X • μ n q 0 δ by our assumption, we have
Step Two: Obtaining the Bound in Theorem III.1: Let μ ∈ Ω >0 and let μ 0 be the probability measure with a single mass point at zero. We define α n δ nχ2(w Z|X •μq0) and
μ n α n μ + (1 − α n )μ 0 . We have max(support (μ n )) = max(support (μ)) a < 1 by definition of Ω >0 . Hence, it is enough to check that
We next state a lemma providing a general upper-bound for the relative entropy in terms of the χ 2 divergence.
Applying Lemma IV.2 to μ n with some M n and , we obtain
where a = max(support (μ)). We will prove for appropriately chosen M n and that
Note that E μn (X) = α n E μ (X), and therefore,
is a constant independent of n specified later. We then have
where (a) requires that B < 2 1+a 3a−1 when a > 1/3. We further have ∞
where (a) requires that B > 2(1 + ). Finally, we have
where (a) requires that B > 1 + a. If a 1/3, we only need to choose B and such that B > max(2
This complete the proof of (61). Note next that by Lemma C.5
where (a) follows from the definition of μ n and (b) follows from the definition of α n . We therefore have
Following the same reasoning, one can show that
which yields that
To obtain the lower-bound in (12), we choose μ to be a probability measure with a single mass point at x ∈]0, 1[. We then have
B. Converse Proof
Before delving into the detailed proofs, we first provide a sketch of the various steps of the converse proof.
1) We first follow the reasoning of the converse proof of [5] to show that if R is a δ-achievable rate, then there exists a sequence of probability measures {μ n } n , over X such that D w Z|X • μ n q 0 δ/n for n and
2) We show that the probability measure μ n can be further restricted to be discrete with a finite number of mass points and a mass point at zero. This is achieved by investigating the optimization problem
and adapting some techniques developed in [18] . 3) We prove that we can still upper-bound a covert throughput even if we constrain the amplitude of μ n as max(support (μ n )) 1 + ζ for any ζ > 0. 4) Let {μ n } n 1 be a sequence of probability measures such that μ n has a finite number of mass and max(support (μ n )) 1 + ζ. We show that
1) Step One: A General Converse for Covert Communication:
We consider a sequence of codes {C n } n 1 where each code C n transmits log M n = ω(log n) bits with probability of error n and relative entropy at most δ n , and we have lim n→∞ n = 0 and lim sup n→∞ δ n δ. If (X, Y, Z) denotes the input and the output of the channels when C n is used and p XYZ denotes the joint distribution, a standard application of Fano's inequality yields
. One can then upper-bound the mutual information I(X; Y) using standard techniques [23] to obtain
where the random variables X n and Y n are distributed according to p Xn (x)
. Note that lim n→∞ nI( X n ; Y n ) = ∞ since we assumed that log M n = ω(log n). Following [4] , [24] , one can also lower-bound the relative entropy as
where the sequence of distributions {p Xn Yn Zn } n 1 is subject to the constraint D(p Zn q 0 ) δn n . This completes the first step of the converse proof.
2)
Step Two: Discreteness of the Optimal Distribution: We define the optimization problem
where Ω is the set of all probability measures μ over X such that D w Z|X • μq 0 < ∞. The next lemma shows that there exists a unique maximizer to the above problem.
We next characterize the unconstrained form of the optimization in (95).
0 such that the following holds. 1) We have
and μ * ν is the unique maximizer of the above optimization.
if and only if
is discrete with a finite number of points in any bounded interval.
We assume that there exists an interval with an infinite number of points in support (μ * ν ) and obtain a contradiction for ν small enough in four steps.
Step 1: We first use the argument in [18] to show that the KKT condition in (101) holds for all x 0. By the Bolzano-Weierstrass theorem, there exists a convergent sequence
We now show that φ ν (x) is analytic in x over the domain
where (a) follows from |e z | = e R(z) . This implies that Theorem B.1 yields that ∞ 0 |p x (y) log r(y)|dy is analytic over D. One can similarly argue that ∞ 0 q x (z) log f (z)dx is also analytic over D and therefore φ ν is analytic. Since φ ν (x) is an analytic function over D, and φ ν (x) = 0 over a set with a limit point in D, the identity theorem [25] states that φ ν (x) = 0 for all x ∈ D. Thus, φ ν (x) = 0 holds over the entire real line.
To obtain a contradiction, we cannot use the Laplace transform approach of [18] because there are two integrals in (110), which is therefore the sum of two Laplace transforms with different arguments. Hence, we continue the proof with another approach.
Step 2: In this step, we shall find the supremum of the support of μ * ν in terms of γ(ν). We first consider any
Thus, for any y, by definition of r(y) and the law of total probability, we lower-bound r(y) by
and similarly, lower-bound f (z) by
Substituting these bounds in (110), we obtain
where κ is a constant not depending on x. Since (117) holds for all x, by taking the limit x → ∞, we should have
Moreover, by letting Δ tend to zero, we obtain
which implies that x * sup(support (μ * ν )) < ∞. Furthermore, upon finiteness of x * , we have
and
Replacing these upper-bounds in (110), we obtain
where κ is a constant not depending on x. Since (124) holds for all x, we have
By definition of the support of a distribution, it should be closed, and therefore, x * ∈ support (μ * ν ). Since (119) holds for all points in the support, we can set x = x * and obtain
Step 3: Using (126), we derive an upper-bound on A(ν) depending on γ(ν) and ν. By definition of μ * ν , it holds that
where (a) follows from log(1 + x) x − x 2 /2 for x 0, and (b) follows from Lemma C.2. Therefore, we can use (126) to obtain
Step 4: We complete the proof by obtaining a contradiction. Lemma F.1 part 4 implies that there exists ν 0 > 0 and C > 0 such that A(ν) C √ ν for all 0 < ν ν 0 . By Theorem IV.1 part 4, we can choose ν 0 small such that
Since by decreasing ν 0 , the statement would be weaker, we can always assume that ν 0 < 1. Thus,
Lemma IV.5. There exists ν 0 > 0 such that for any ν 0 > ν > 0, the support of μ * ν has a finite number of points.
Proof. We proceed by contradiction. Assume that the support of μ * ν has infinitely many points
Since we proved that in any bounded interval, we can only have a finite number of points, lim i→∞ x i = ∞. Note that for any j 1, we have
Therefore, for all j
where κ is a constant not depending on x. Furthermore, the KKT condition in (101) implies that (149) is non-negative for all x i , and since x i can be large enough, we should have
Because x j can be large enough, we have −γ(ν) 0. This cannot be true for small ν since lim ν→0 + γ(ν) = ∞ by Theorem IV.1.
Lemma IV.6. There exists ν 0 > 0 such that for all ν 0 > ν > 0, μ * ν has a mass point at 0. The proof of Lemma IV.6 will require the following technical result which is a modification of [18, Lemma 1].
Lemma IV.7. Let f (z) be a PDF with mean m and g(z) be a strictly monotonically increasing function, then Proof of Lemma IV. 6 . Let ν 0 be as in Lemma IV.5 so that μ * ν has a finite number of mass points for all 0 < ν ν 0 . For the sake of a contradiction, assume that μ * ν is a discrete probability measure over X with k mass points 0 < x 1 < · · · < x k with corresponding probabilities α 1 , · · · , α k . In [18] , it is proved that reducing x 1 increases the mutual information I(μ, w Y |X ). Therefore, to complete the proof, it is enough to show that
By Lemma C.4, Z |f (x 1 , z)|dz < ∞, and we have ∂f
which satisfies that
The right hand side of (153), is bounded with an integrable function of z independent of x 1 , if x 1 is bounded. Hence, Theorem A.1 implies that
> 0, and hence, by decreasing x 1 , the constraint D w Z|X • μq 0 ν still holds and I(μ, w Y |X ) is increased. This contradicts the definition of μ * ν and, therefore, there exists a mass point at zero.
3)
Step Three: An Amplitude Constraint: For a probability measure μ on X and a > 0, we define C a [μ] as a new probability measure μ on X such that
Intuitively, μ is obtained by moving all the probability mass in of ]a, ∞[ in μ to a single mass point at a. 
To prove this result, we need the following lemmas.
Lemma IV.8. If μ is a discrete probability measure on X with finite number of mass points x 1 < · · · < x k and corresponding probabilities α 1 , · · · , α k , then
Proof. Similar to (154), for all i ∈ 1, k , we have
Hence, by moving all mass points located in ]a, ∞[ to a to obtain C a [μ], we decrease the relative entropy. Applying the same argument to the channel w Y |X , we have
which implies that 
Proof. Fix ν > 0 small enough and suppose that μ μ * ν has mass points x 1 < · · · < x k with corresponding probabilities α 1 , · · · , α k . Let r(y) (w Y |X • μ)(z) and f (z) (w Z|X • μ)(z). Substituting the lower-bounds
in the KKT condition (101) for the point x = x k , we obtain
Since lim ν→0 + γ(ν)ν = 0, for small ν, −1 − A(ν) + γ(ν) ν 0, and therefore, (171) implies that
Furthermore, if x k is large enough, we have log(1 + x k ) (1+x k )a 4(1+a) , and if ν is small enough and x k is large enough, by Theorem IV.1 part 4, we have
. Hence, there exist ν 0 > 0 and x > 0 such that if ν ν 0 and x k x, we have
Since
We are now ready to establish the upper bound in (12) of Theorem IV.2.
Proof of Theorem IV.2. Let x * n max(support μ * νn ). By Lemma IV.5, if n is large enough μ * νn is a discrete probability measure with finite number of mass points, and so is
Therefore, it is enough to show that
To do so, we consider ν 0 , x, and ξ from Lemma IV.9. For n large enough such that 2
which is less than 2 − 1 2 ξx * n for large enough n. Thus, x * n 2 ξ log 1 νn implies that x * n μ * νn (]a, ∞[) ν n . For the other case when x * n < 2 ξ log 1 νn , let μ be a probability distribution on X with two mass points at 0 and a with probabilities 1 − μ * νn (]a, ∞[) and μ * νn (]a, ∞[), respectively. Then, we have
where (a) follows from the same argument as in the proof of Lemma IV.8, and (b) follows from Lemma C.6 for a constant K depending on a. Therefore, we have
Since both ν n and 2 ξ log 1
are o( √ ν n ), we have (176).
4)
Step Four: Obtaining the Bound in Theorem III.1: We first prove a lemma that relates the constraint on the relative entropy to χ 2 divergence. Let Ω 0 be the set of discrete probability measures over [0, 1[ with finite number of mass points.
Lemma IV.10. Let > 0 be small enough and {ν n } n be a sequence of real numbers such that lim n→∞ ν n = 0 and 2 √ ν n + ν n 0.5 for all n. There exists a sequence of probability measures {λ n } n 1 such that λ n ∈ Ω 0 and
where a n inf a:μn(]a,∞[) ν 1 2 +ξ n a and a n min(1 − ζ, a n ). Let {ν n } n be a sequence of real numbers such that lim n→∞ ν n = 0 and 2 √ ν n + ν n 0.5 for all n. By construction, we have μ n ([a n , ∞[) ν 1 2 +ξ n and μ n (]a n , ∞[) ν 1 2 +ξ n . We next use the following lemma to upper-bound
Lemma IV.11. Let μ ∈ Ω 0 such that D w Z|X • μq 0 ν and max (support (μ)) a < 1. If 2 √ ν + ν < 1/2 and for some M > 0, we have (w Z|X • μ)(M )/q 0 (M ) e, then
Proof. See Appendix E.
We first establish a lower-bound on (w Z|X • μ n (z))/q 0 (z) to use Lemma IV.11. Since a n a n , we have
Choosing M n = 1+an
Therefore, Lemma IV.11
implies that
Mn 0 e z(−1+ 3an 1+an ) dz
where (a) follows since by Lemma IV.8
and (b) follows since by Lemma C.2, we have E μ n (X) 2 √ ν n + ν n 3 √ ν n . We now show that (194)
For the first limit, we consider two cases. 
We now consider I(μ n , w Y |X ) and show that it is close to
If a n = 1 − ζ, then by a modification of Lemma IV.8
If a n = a n , by Lemma IV.8
Therefore,
where (a) follows from the argument of Theorem IV.2. Taking λ n = μ n ∈ Ω 0 , by (214) and (205), we have (181) for = 6ζ 1−ζ .
Let μ ∈ Ω 0 . We claim that
Let us define μ as
In other words, μ is the probability measure μ conditioned to the event ]0, 1[. We have
where (a) follows since θ 2 m x − log(1 + θ 2 m x) = 0 for x = 0. Moreover,
Furthermore, with the help of Lemma F.1, Eq. (437), we have that
Therefore, we obtain the upper-bound in (12) .
V. CONCLUSION
For covert communications over non-coherent wireless channels, we showed that discrete constellations with an amplitude constraint are optimal. This differs from the results for coherent Gaussian channels in which using the phase is required to achieve the covert capacity. Supported by numerical results, we also conjecture that the optimal number of points is two and that their positions are fixed.
APPENDIX A LEIBNIZ INTEGRAL RULE
For a reader's convenience, we recall Leibniz integral rule here as it is used extensively throughout the paper. Proof. The proof is a straightforward application of Fubini's theorem and Morera's theorem. Fixing any closed piecewise
where (a) follows from Fubini's theorem and our assumption on g, and (b) follows since g(·, z) is analytic and from Cauchy's integral theorem. Therefore, f satisfies the condition of Morera's theorem and is analytic.
APPENDIX C AUXILIARY RESULTS
We gather here essential technical tools to prove the achievability and converse results. To begin with, we bound the PDF of the output distributions of the channels w Y |X and w Z|X for an arbitrary input distribution μ.
Proposition C.1. For any probability measure μ on X with E μ (X) < ∞ and all y ∈ Y, z ∈ Z, we have
Proof. We only prove (227) and (229), from which (228) and (230) follow by setting θ m = 1. To obtain (227), observe that for any x ∈ X , we have p x (y)
where (a) follows from Jensen's inequality, (b) follows from log(1 + x)
x for x > −1, and (c) follows from P μ (X 0) = 1. To obtain (229), note that
where (a) follows from Fubini's theorem and the fact that for all x, y, yp x (y) 0.
Lemma C.1. Let μ be a probability measure over X .
Proof. We proceed by contradiction. Consider a positive real number γ 1 and let 2 μ([γ 1 , ∞). We have > 0, because otherwise E μ (X) γ 1 < ∞. By the continuity of a probability, we have
(242)
Therefore, there exists γ 2 γ 1 such that μ([γ 1 , γ 2 ]) . We then have
The next result shows that an upper-bound on D w Z|X • μq 0 leads to an upper-bound on E μ (X).
Lemma C.2.
For any ν > 0 and for any probability measure
Proof. For any x ∈ R + , we first consider the relative entropy D w Z|X • μq x and show that it exists. By (228) in Proposition C.1 applied to a distribution with a single mass point at 
Furthermore, by our assumption that D w Z|X • μq 0 ν, we have
Adding the inequalities in (253) and (255), we obtain
where (a) follows from (230). Hence, we have
Choosing x = √ ν, we obtain the desired upper-bound.
Lemma C.3. For any probability measure μ on X with E μ (X) < ∞, I(μ, w Y |X ) is well-defined and finite, and
Proof. To check that I(μ, w Y |X ) is well-defined and finite, it is enough to show that log
where (a) follows from (227), and (b) follows from (229). Note next that
and therefore, we can use the linearity of expectation to write
which completes the proof of (261).
Lemma C.4. Suppose that D w Z|X • μ 1 q 0 and D w Z|X • μ 2 q 0 exist and are finite for two probability measures μ 1 and μ 2 on X . Then, the cross entropy ∞ 0 (w Z|X • μ 1 )(z) log(w Z|X • μ 2 (z))dz exists and is finite. Proof. We shall show that ∞ 0 (w Z|X • μ 1 )(z)| log((w Z|X • μ 2 )(z))|dz < ∞. By Lemma C.2, we know that E μ1 (X) and E μ2 (X) are finite. Therefore, we have ∞
where (a) follows from (228), and (b) follows from (230).
Lemma C.5. Let μ be a probability measure over X such that sup(support (μ)) < ∞. We then have
Furthermore, if we have sup(support (μ)) < 1, then
Proof. We have
where (a) follows from the straightforward calculation of the relative entropy between two exponential distribution. Additionally, we have
where (a) follows from Fubini theorem and
Lemma C.6. If a > 1 and β > 0 is small enough, then
where Γ(x) ∞ 0 y x−1 e −y dy. If a < 1 and β > 0 is small enough, then
Proof. We only consider the case where a > 1 and the other case follows from similar approach. By definition, we have
By substitution u e az 1+a in the above integral, we obtain ∞
Note next that for all real numbers λ 1 , λ 2 , a primitive function 1 (a, b; c; x) is the hypergeometric function. Additionally, for λ 1 < −1, the limit of this primitive function at u = ∞ is
Therefore, if we define λ β (1−β)(1+a) , by linearity of integral, we have (305), shown at the bottom of this page, where (a) follows since for x going to zero 2 F 1 (a, b; c; x) = 1 + abx/c + O(x 2 ) and log(1 + x) = x + O(x 2 ) by Taylor's expansion. By rearranging the terms in above expression and disregarding the higher order terms, we obtain
Combining (295), (296), and (306), we have
APPENDIX D ERROR EXPONENTS ANALYSIS Lemma D.1. For a probability measure on X , μ, for which we have max(support (μ))
x max < ∞ and D w Z|X • μq 0 ν and for any A > 0, it holds that
dy for which we have
for any A > 0. To upper-bound the first term, we note that
Considering each term separately in the above expression, we have
where (a) follows from the mean value theorem and an upperbound on derivative. For the next term in (315), we have
Combining these two inequalities, we obtain
Hence, using the inequalities log 2 (x) (1 − x) 2 (1 + x −2 ) for x > −1 and
This yields that
For the second term in (309), if x x max , then we have ∞
Therefore, for all x ∈ X , it holds that
which implies that
Finally, by
Proof of Lemma IV.1. We fix μ with sup(support (μ)) x < ∞ and use Theorem A.1 along with induction to show that for a small neighborhood around zero and all i 0, we have
The statement is true for i = 0 by definition. For i > 0, we take O = [0, s], Ω = (X × Y, w Y |X × μ), and
and check the three conditions in Theorem A.1: 1) For x x, we have |f (s, x, y)| (340)
where (a) follows from Proposition C.1. Because the above upper-bound does not depend on x, we can write
Moreover, note that the moment generating function of a random variable with exponential distribution and mean λ exists in [0, λ), which implies that the moment generating
Hence, there exists s depending on x such that 
3) Similar to the first part, we can upper-bound the partial derivative as
The above bound is increasing in s. Thus, by choosing s small enough such that the expectation is finite for s = s, we can choose
Then, E w Y |X ×μ (θ(X, Y )) < ∞ and for all s s, we have ∂f ∂s (s, x, y) θ(x, y).
We can now use Theorem A.1 and obtain
Therefore, the induction hypothesis implies (338). By the chain rule, φ rel (s, μ) is also a smooth function on an interval [0, s] for all μ with sup(support (μ)) x. Hence, we can use Taylor's theorem to obtain
for some η ∈ [0, s]. The derivatives of φ rel would be
Moreover, Lemma D.1 yields that
for some B 1 depending on θ 2 m and x. With similar arguments as we had to check the third condition of Theorem A.1, we can prove that there exists B 2 depending on x, such that for all η ∈ [0, s], we have
Choosing B = max(B 1 /2, B 2 /6) completes the proof. c) To lower-bound − M 0 q 0 φ 3 /2, we first upper-bound φ as follows.
4) There exist constants ν 0 > 0 and C > 0 such that for all 0 < ν ν 0 , we have A(ν) C √ ν.
5) We have lim ν→0
Proof. 1) By definition of A(ν), it follows that A(ν) is nondecreasing. To check concavity, we take any ν 1 , 1] . By convexity of the relative entropy, we have
Therefore, by concavity of the mutual information, 
Furthermore, since E w Y |X •μ (Y ) = 1 + θ 2 m E μ (X) by (229) and the support of w Y |X • μ is included in [0, ∞), the differential entropy of w Y |X • μ is upper-bounded by the differential entropy of an exponential distribution with the same mean [29] . Therefore, we have
Furthermore, we have
where (a) follows since log q 0 (z) = −z and 
Additionally, since A(ν) is non-decreasing and nonnegative, we have 
Let μ be a discrete probability measure on X with two mass points at 0 and x with probabilities 1 − α and α, respectively, such that x < min(1, 1/θ 2 m ). Then, by Lemma C.6,
Similarly, we can obtain
Therefore, we can lower-bound the mutual information by
(444)
= λ sup μ1∈Ω:D(w Z|X •μ1q0) ν1
Hence, by choosing
we have D w Z|X • μq 0 ν and
Choosing ν 0 > 0 such that
447) the claim of the lemma holds for
is decreasing, and therefore, it is enough to show that for any L > 0 there exists some ν > 0 with A (ν + ) L. To this end, we fix some ν > 0 and define B(ν) Proof of Lemma IV.3. We only prove the existence of a solution and the uniqueness follows from strict concavity of the mutual information [18] . Consider a sequence {μ n } n 1 in Ω such that D w Z|X • μ n q 0 ν and lim n→∞ I(μ n , w Y |X ) = A(ν). To use F.1, we first check that this sequence is tight. For any > 0, we have
where (a) follows from applying Markov's inequality to the almost surely non-negative random variable X, and (b) follows from Lemma C.2. Since [0, (2 √ ν + ν)/] is compact, the sequence {μ n } n 1 is tight. Therefore, we are permitted to use Theorem F.1 that shows the existence of a subsequence {μ n k } k 1 and probability measure μ on R such that {μ n k } k 1 converges weakly to μ. We claim that μ * ν is indeed μ and prove it in three steps.
Step 1: Theorem F.1 only guarantees the existence of a probability measure on R which can possibly have positive measure on negative numbers. In this step, we show that this is not the case. By the Portmanteau theorem, the weak convergence of {μ n k } k 1 to μ implies that lim inf k→∞ μ n k (U ) μ(U ) for any open set U ⊂ R. Taking U =]−∞, 0[, we obtain that
which means that μ(] − ∞, 0[) = 0.
Step 2: In this step we prove that μ satisfies the optimization constraint, i.e., D w Z|X • μq 0 ν. Let us define f k (z) (w Z|X • μ n k )(z) and f (z) (w Z|X • μ)(z). Since for any z ∈ Z, q x (z) = e −z/(1+x) /(1 + x) is a continuous and bounded function in x, by weak convergence definition, we have f k (z) = E μn k (q X (z)) → E μ (q X (z)) = f (z).
(452)
In the next lemma, we show that |f k (z) log f k (z)| is uniformly upper-bounded by an integrable function.
We are now eligible to use dominated convergence theorem and exchange limit and integral to obtain 
Hence, (261) implies that I(μ, w Y |X ) A(ν).
Proof of Theorem IV.1. We prove all four statements in order. The proof heavily relies on results from convex optimization for general vector spaces and properties of the optimization problem in (96), which we have gathered in Appendix F for the reader's convenience. 
By convexity of the relative entropy and concavity of mutual information in the input distribution, φ and G are convex functions, with μ 1 the deterministic probability measure with all mass point at zero, we also have G(μ 1 ) = −ν < 0. Therefore, we can apply Theorem F.2 to show the existence of γ(ν) 0 such that 
which results in the unconstrained reformulation of A(ν) as sup μ∈Ω 
This implies that μ 1 = μ * ν if and only if for all μ ∈ Ω, we have f (μ 1 ) E μ (w (X, μ 1 , ν) ). Since A(ν) = sup μ∈Ω f (μ) f (μ 1 ), if μ 1 = μ * ν , then for all μ ∈ Ω, we have A(ν) f (μ 1 ) E μ (w (X, μ 1 , ν) ).
3) Assume (100) is true, we take the expectation and obtain (98). We now show the opposite direction and prove that if (98) holds, we have (100) and (101). Applying (98) with μ a deterministic probability measure with all mass point at x, we obtain A(ν) E μ (w(X, μ 1 , ν)) = w(x, μ 1 , ν).
Furthermore, for any x ∈ support (μ 1 ), we prove that w(x, μ 1 , ν) = A(ν) by contradiction. If A(ν) − w(x, μ 1 , ν) δ > 0, by continuity of A(ν) − w(x, μ 1 , ν) in x, there exists a neighborhood N of x such that for all x ∈ N , we have A(ν) − w(x , μ 1 , ν) δ/2. Also, since x ∈ support (μ 1 ), we know that P μ1 (X ∈ N ) = > 0.
Therefore, we obtain A(ν) = E μ1 (w(X, μ 1 , ν)) (481) = E μ1 (w(X, μ 1 , ν)1{X ∈ N })
which is a contradiction. 4) To prove that lim ν→0 + γ(ν) = ∞, we prove that γ(ν) A (ν + ), and the result will follow from lim ν→0 + A (ν + ) = ∞ as shown in Lemma F.1. Consider any ν 1 , ν 2 > 0, and similar to the sensitivity analysis in [19, Section 5.6] , note that
where (a) follows since μ * ν1 is the maximizer of sup μ I(μ, w Y |X )− γ(ν 1 )(D w Z|X • μq 0 − ν 1 ), and (b) follows since γ(ν 1 ) 0. Thus, for any ν > 0 and ν > h > 0, we have
A(ν)−A(ν − h) h γ(ν) and
A(ν +h)−A(ν) h γ(ν).
Taking the limit h → 0 + , we obtain A (ν + ) γ(ν) A (ν − ).
To prove that lim ν→0 + γ(ν)ν = 0, note that for all ν > 0,
where (a) follows from concavity of A. In the proof of Lemma F.1, we show that lim ν→0 + A(ν) = 0, which yields the result.
