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I. INTRODUCTION
I N 1958, Prange [2] introduced quadratic residue (QR) codes, which are cyclic codes. These QR codes have code rates greater than or equal to 1/2 and generally have large minimum distances, so that most of the known QR codes are the best-known codes. There are eleven binary QR codes with code length less than 100, say 7, 17, 23, 31, 41, 47, 71, 73, 79, 89, and 97. Among those codes, (7, 4, 3) and (23, 12, 7) QR codes are the well-known Hamming code [3] and Golay code [4] - [6] , respectively. Of the others, the (17, 9, 5) , (31, 16, 7) [7] , [8] , (41, 21, 9) [8] , [9] , (47, 24, 11) [1] , [10] , and (73, 37, 13) [11] QR codes have been decoded, but the decoding schemes for (71, 36, 11), (79, 40, 15) , (89, 45, 17) , and (97, 49, 15) QR codes are not available in the literature.
In the past, the methods used most often to decode binary QR codes are the Sylvester resultant or Gröbner bases methods. These methods can be used to solve the Newton identities that are nonlinear, multivariate equations of quite high degrees. It becomes very difficult when the code length becomes large. Moreover, different QR codes use different sets of conditions to deter- mine the error locations. These facts make it difficult for hardware implementation.
Recently, a new algebraic decoding algorithm for QR codes was developed by Truong et al. [1] . The advantage of this new decoding scheme is that it makes use of the inverse-free Berlekamp-Massey (BM) algorithm [12] - [14] , which is a powerful and efficient method for determining the error-locator polynomial. The new decoding algorithm is not only easier to implement than the previous ones, but also able to serve as a useful decoding scheme for many other binary QR codes. The decoding procedures consist of three steps. First, calculate the unknown syndromes [15] . Next, use the inverse-free BM algorithm to determine the error-locator polynomial. Finally, use the Chien search method [16] , [17] or the fast algorithm [18] to find the roots of the error-locator polynomial.
In this paper, one applies the new decoding algorithm developed in [1] to decode the (71, 36, 11), (79, 40, 15) , and (97, 49, 15) QR codes which were not decoded before. The results have been verified by software simulation. Programs in C++ language have been executed to check every possible error pattern of three QR codes.
The QR code of length 89 is omitted, because the generating polynomial of this code is not irreducible over . However, each of the three QR codes in this paper has an irreducible generating polynomial and the decoding scheme mentioned in this paper is mainly used for this kind of QR codes.
The organization of this paper is as follows. The background of the ( , , ) QR code is given in Section II. Section III determines the unknown syndromes of the (71, 36, 11), (79, 40, 15) , and (97, 49, 15) QR codes, and Section IV presents the decoding flowcharts by applying the inverse-free BM algorithm to decode these QR codes. A few short remarks and conclusions are given in the final section.
II. TERMINOLOGY AND BACKGROUND OF THE QR CODES
Let be a prime number of the form , where is a positive integer. The set of quadratic residues modulo is the set of nonzero squares modulo ; that is for
Let be the smallest positive integer such that divides and let be a primitive element of the finite field , i.e., Table I shows the values of subindexes 's, if , for each of the three QR codes in this paper. The numbers in the leftmost column indicate the code lengths and the numbers in the first row indicate the sub-subindexes 's.
Assume that errors occur, the error-locator polynomial is defined to be a polynomial of degree (4) Expanding the right-hand side of (4) leads to (5) where the coefficients , , and
. One way to decode the QR code is to determine the error-locator polynomial and then applying Chien search method to find the roots of . The inverse-free BM algorithm is known to be the most efficient method for determining the error-locator polynomial. In order to use the BM algorithm to decode the ( , , ) QR code up to errors, one needs, in sequence, the first consecutive syndromes . That means for the five-error correctable (71, 36, 11) QR code, the first ten syndromes are needed, and for both the (79, 40, 15) and (97, 49, 15) QR codes, which correct up to seven errors, the first fourteen syndromes are needed. However, in the case of (71, 36, 11) QR code, the only syndromes that can be calculated directly from are , , , , , , , , and . The syndrome is absent, which cannot be obtained by [1] . The primary unknown syndromes can be expressed as functions of those "known" syndromes. The following is a brief review mentioned in [1] .
Assume that errors occur in the received vector. 
Next, consider the matrix of size as follows: (7) where denotes the transpose of the matrix . Based on the above definitions, the first two important theorems were developed in [1] and [10] .
Theorem 1: The matrix in (7) has the form
where the summation of the subindexes of the 's is modulo . Moreover, the determinant of equals zero, i.e.,
The reason for is that the square matrix is the product of two matrices of sizes and , respectively. The rank of is, at most, , hence, . If the matrix contains unknown syndromes as its entries, then the equality in (9) gives a polynomial equation for those unknown syndromes with coefficients that are some functions of the known syndromes. Moreover, if there is only one unknown syndrome, say , among the entries of , then can be expressed as a function in terms of some known syndromes. Hence, during the decoding process, one is able to calculate the value of with the information about those known syndromes. More precisely, one has the following theorem. . That is, is the minimal polynomial of over , and thus is irreducible over . The proof of Theorem 5 is complete. The generating polynomial of (89, 45, 17) QR code is not irreducible, because the order of 2 modulo 89 is 11, which is less than . This is the reason why the (89, 45, 17) QR code is omitted in this paper.
III. DETERMINATION OF THE UNKNOWN SYNDROME
This section consists of three subsections: Section III-A describes the determination of the primary unknown syndrome for the (71, 36, 11) QR code; Sections III-B and III-C describe the determination of and for the (79, 40, 15) and (97, 49, 15) QR codes, respectively. In either subsection, the digit after the word "Case" indicates the number of errors for that case. In each case, one lists explicitly the two subsets and that are needed in Theorem 2 to determine the primary unknown syndrome . Moreover, a superindex with parentheses is attached to the unknown syndrome " " to obtain the notation "
," indicating that it is valid for the -error case only. In each of the three codes mentioned above, we just give the explicit formula for the case of two errors. The reason is the formula becomes more and more complicated when the value of increases. In all other cases, one can obtain the right formula by expanding the determinant and then solve for . In the odd-error case, the syndrome is obviously one, and in the even-error case, the syndrome is always zero.
A. Unknown Syndrome of the (71, 36, 11) QR Code
Let be a root of the primitive polynomial . Then is a primitive element of . Since , is a primitive 71st root of unity. The quadratic residue set, modulo 71, is , and the generator polynomial of the QR code of length 71 is . The (71, 36, 11) QR code generated by can correct up to five errors. In each of the following cases, one determines the unknown syndromes needed for the inverse-free BM algorithm.
Case 0) The unknown syndrome for the zero-error case is obviously . Case 1) The unknown syndrome for the one-error case is . Case 2) Assume the number of errors is two, i.e.
. Let and . One obtains the matrix, (11) where . Thus, by Theorem 2 and the identity , the unknown syndrome for the two-error case is given by . Case 3) If the number is three errors, let and . By Theorem 1 the matrix is as follows: (12) Case 4) For the four-error case, let and . The matrix of size 5 5 is given by (13) A full computer search shows that, in the five-error case, there does not exist a pair of subsets such that appears exactly once in (8) . Therefore, one chooses two different pairs of subsets to get two polynomials and . Then Euclid's algorithm is used to calculate the greatest common divisor of and . If is a polynomial of degree one, then one obtains the designed unknown syndrome .
Case 5) For the case of five errors, let , , , and . The matrices and are shown as follows:
and (14) The determinants of matrices and can be expressed as two polynomials of degree three in , say and , respectively, where and
The leading coefficients of and are and , respectively. Let be the greatest common divisor of and , i.e., . Euclid's algorithm has been used to run all five-error patterns in the received codeword and is shown always to be a polynomial of degree one.
B. Unknown Syndrome of the (79, 40, 15) QR Code
Let be a root of the primitive polynomial . The quadratic residue set, modulo 79, is .
The generator polynomial is . When generated by the polynomial , the (79, 40, 15) QR code can correct up to seven errors. The unknown syndrome is determined in each of the following cases.
Case 0) The unknown syndrome for the zero-error case is . Case 1) If there is only one error, then the unknown syndrome is .
Case 2) For the two-error case, let and . By Theorem 1, the matrix of size 3 3 is given by (16) where . Thus, by Theorem 2, the unknown syndrome for the two-error case is given by . 
For the same reasons, as the five-error case in Section III-A, the six-and seven-error cases can be obtained in a similar fashion. Case 6) This case needs several unknown syndromes in (8 The leading coefficient of (23) is . Let be the greatest common divisor of (21) and (23). Euclid's algorithm has been used to run all six-error patterns in the received codeword and is always a polynomial of degree one. Case 7) This case is similar to that used in the six-error case. Let and . Then see (24), shown at the bottom of the page, where the syndrome identities , , , and are used. From (24), one has the following polynomial:
The leading coefficient of (25) is . Again another polynomial is obtained from different pairs ( , ) of subsets of . Let and . Then, one obtains another matrix, as shown in (26) at the bottom of the page, where the syndrome identity is used. A 153rd-degree polynomial is obtained as follows: (27) The first coefficients of (27) is . Let be the greatest common divisor of (25) and (27). The Euclidean algorithm has been used to check all possible seven-error patterns of the received vectors. The result is that is always a polynomial of degree one, which means in each case that the unknown syndrome can be determined uniquely.
(26) The leading coefficient of is . For all possible seven-error patterns, the greatest common divisor of (37) and (39) is always a polynomial of degree one. With this result, the unknown syndrome can be determined uniquely.
After determining the primary unknown syndrome, one now has enough syndromes to apply the inverse-free BM algorithm.
IV. INVERSE-FREE BM ALGORITHM FOR DECODING THREE QR CODES
The BM algorithm is used to determine the error-locator polynomial of a cyclic code and the inverse-free BM algorithm is very efficient. For more detailed discussion, see [12] and [13] .
In the inverse-free BM algorithm, the symbol indicates the error-locator polynomial in the stage and the syndromes which can be used to calculate the discrepancy is known. The symbols , , , and are auxiliary variables for finding the error-locator polynomial at the same stage. The steps of the inverse-free BM algorithm are given as follows.
Step 1) Initialize , , , , and .
Step 2) Calculate the discrepancy
Step 3) Compute the error-locator polynomial
Step 
