This paper investigates the stabilization and control problems for linear continuous-time mean-field systems. Under standard assumptions, the necessary and sufficient conditions to stabilize the mean-field systems in the mean-square sense are explored for the first time. It is shown that, under the assumption of exact detectability (exact observability), the mean-field system is stabilizable if and only if a coupled algebraic Riccati equation admits a unique positive-semidefinite solution (positive-definite solution), which coincides with the classical stabilization results for standard deterministic systems and stochastic systems.
(AREs). It is also noted that the maximum principle for mean-field systems was presented in [3] , [12] , [15] , [17] , [20] , and [29] .
It should be pointed out that all the aforementioned literature works mainly focused on the optimal control problem. The stabilization problem for the mean-field system remains less investigated, and little progress was made. The study of stabilization and optimal control problems for the mean-field system of the infinite-horizon case is significant and essential. In fact, if the system could not be stabilizable, the study of the optimal control problem of the infinite-horizon case would be meaningless. On the other hand, the study of the stabilization problem is an important aspect in the classical control problem (see [23] ). This paper focuses on investigating the stabilization problems for continuous-time mean-field systems. First, we introduce the results of the finite-horizon mean-field LQ control problem; the optimal control is introduced via the coupled Riccati equation. Second, a coupled ARE is obtained through the convergence analysis of Riccati equations for the finite-horizon case, and the infinite-horizon optimal controller is then obtained accordingly. Finally, the mean-square stabilization for the mean-field systems is investigated with a Lyapunov function defined with the optimal cost function. It is to be shown that, under the assumption of exact detectability, the mean-field system is stabilizable if and only if the coupled ARE admits a unique positive-semidefinite solution. Moreover, under the exact observability assumption, the meanfield system is stabilizable if and only if the coupled ARE admits a unique positive-definite solution.
It should be highlighted that the weighting matrices R and R +R in the cost function are only required to be positive semidefinite in exploring the stabilizing conditions and optimal control, which is a weaker assumption than the one in previous works [1] and [2] , where the weighting matrices are assumed to be positive definite. Furthermore, another thing to note is that the results obtained in this paper can be reduced to the classic stochastic LQ control case including the solvability conditions and the stabilization conditions. The rest of this paper is organized as follows. As the preliminary work for stabilization control, the finite-horizon mean-field LQ control problem is first introduced in Section II. In Section III, we are devoted to solve infinite-horizon mean-field LQ control and stabilization problems. The numerical example is provided in Section IV. This paper is concluded in Section V. Finally, relevant proofs are given in Appendixes.
The following notations and definition will be used. Notations and definition: Superscript signifies the transpose of a matrix. R n represents the n-dimensional Euclidean space; I n denotes the unit matrix with rank n; real symmetric matrix A > 0 (or ≥ 0) is used to indicate that A is positive definite (or positive semidefinite). B −1 represents the inverse of real matrix B, and C † means the Moore-Penrose inverse of C. {Ω, F, P, {F t } t ≥0 } denotes a filtered complete probability space, with natural filtration {F t } t ≥0 generated by the standard Brownian motion W t and system initial state augmented by all the P-null sets. E[·|F t ] means the conditional expectation with respect to F t .
II. FINITE-HORIZON CASE
Consider the linear continuous-time stochastic mean-field system as follows:
where x t ∈ R n and u t ∈ R m are the system state process and the control process, respectively. The coefficients A,Ā, C,C ∈ R n ×n , and B,B, D,D ∈ R n ×m are known deterministic coefficient matrices. W t is one-dimensional standard Brownian motion, defined on a complete filtered probability space (Ω, F, P, {F t } t ≥0 ). F t is the natural filtration generated by W t and the initial state ζ augmented by all the P-null sets. E is the mathematical expectation.
The admissible control set is defined as
It can be easily shown that by using the contraction mapping theorem, for arbitrary (x 0 , u) ∈ R n × U[0, T ], mean-field SDE (1) admits a unique solution (see [2] ).
By taking expectations on both sides of (1), we have
Like in classical control theory, it is clear that a linear mean-field system is mean-square stabilizable if and only if there exists an optimal controller to stabilize the system. Thus, in order to investigate the stabilization, the first step is to introduce the results of the finite-horizon mean-field LQ control problem, which serve as the preliminaries.
Associated with system (1), the finite-horizon cost function is given as
where Q,Q, R, andR are deterministic symmetric matrices with appropriate dimensions.
Problem 1: For system (1) associated with the cost function (4), find an F t -adapted optimal controller u ∈ U[0, T ] to minimize the cost function (4).
The following standard assumption for the weighting matrices is made to solve Problem 1.
Under Assumption 1, suppose the following coupled Riccati equation is solvable:
Then, the cost function (4) can be minimized by
where K t andK t are given as
The optimal cost function is
Proof: It is noted that the optimal control (9) is not necessarily unique. The detailed proof is omitted here due to the space limitation; readers can refer to [29] .
III. INFINITE-HORIZON CASE

A. Problem Formulation
The infinite-horizon stabilization and control problem will be explored in this section.
In order to consider the stabilization problem for mean-field systems, the infinite-horizon cost function is described as (12) where weighting matrices Q,Q, R, andR are symmetric with appropriate dimensions.
The admissible control set for the infinite-horizon case is given as follows:
Remark 1: The weighting matrices R and R +R in Assumption 1 are just required to be positive semidefinite, which is weaker than previous works [1] , including the traditional stabilization results [23] , [30] .
First, several relevant definitions are given as follows. Definition 1: System (1) with u t = 0 is called asymptotically mean-square stable if for any initial value x 0 , there holds lim t →+ ∞ E(x t x t ) = 0.
Definition 2: System (1) is said to be stabilizable in the meansquare sense if there exists F t -adapted controller u ∈ U[0, ∞), such that for any random vector x 0 , the closed loop of system (1) is asymptotically mean-square stable.
Definition 3: Consider the following mean-field stochastic system:
where (14) , (A,Ā, C,C, Q 1 / 2 ) for simplicity, is said to be exact observable, if for any T ≥ 0,
Definition 4: For system (14) , (A,Ā, C,C, Q 1 / 2 ) is said to be exact detectable, if for any T ≥ 0,
Like in previous works [25] and [30] , the exact observability (exact detectability) introduced in Definition 3 (Definition 4) is a basic condition in tackling the stabilization problems for stochastic systems. Now, we make the following assumptions.
Remark 2: From Definitions 3 and 4, obviously, we can conclude that if (A,Ā, C,C, Q 1 / 2 ) is exact observable, then (A,Ā, C,C, Q 1 / 2 ) is exact detectable. Thus, the exact detectability assumption is weaker than the exact observability assumption.
At the end of this section, the infinite-horizon stabilization and control problems for mean-field systems to be investigated can be described as follows.
Problem 2: Find F t -adapted controller u ∈ U[0, ∞) to minimize the cost function (12) and stabilize the mean-field system (1) in the mean-square sense.
B. Solution to Problem 2
For convenience, we now redenote P t ,P t , K t , andK t in (5)-(11), respectively, as K t (T ),K t (T ), P t (T ), andP t (T ) to clarify that they are dependent on the terminal time T .
Lemma 2: Under Assumption 1, for Riccati equation (5), we have
Proof: See Appendix A.
In this section, we introduce the following coupled ARE:
where Υ (1) , M (1) , Υ (2) , and M (2) are given by
In view of (16)-(18), the following hold:
where K andK satisfy
For convenience, coupled ARE (15) can be rewritten as
where
Moreover, the definition concerning the solution to (15) is introduced as follows.
Definition 5: If coupled ARE (15) has solution P ,P satisfying P ≥ 0 and P +P ≥ 0 (P > 0 and P +P > 0), then we say that coupled ARE (15) has a positive-semidefinite (positive-definite) solution.
Before stating the main results of this paper, the following lemma will be introduced first.
Lemma 3: Under Assumptions 1 and 2, the following two assertions hold.
1) The following system (Ã,C,Q 1 / 2 ) is exact detectable:
P +P ] and P,P satisfy (15) .
Proof: See Appendix B. Remark 3: Following from Lemma 3 and its proof, it can be verified that the exact observability of system (25) (Ã,C,Q 1 / 2 ) can be implied from the exact observability of (A,Ā, C,C, Q 1 / 2 ) given in Assumption 3. Now, we present the main results as two theorems: one is under the exact detectability assumption (see Assumption 2) , and the other is under the exact observability (see Assumption 3).
Theorem 1: For the mean-field system (1) and cost function (12), under Assumptions 1 and 2 (exact detectability), the mean-field system (1) is mean-square stabilizable if and only if coupled ARE (15) admits a unique positive-semidefinite solution.
In this case, the stabilizing controller is given by
where K andK are as in (21) . Furthermore, the stabilizing controller (26) minimizes the cost function (12) , and the optimal cost function is given as
Proof: See Appendix C. Theorem 2: Under Assumptions 1 and 3 (exact observability), system (1) is mean-square stabilizable if and only if coupled ARE (15) has a unique positive-definite solution; the stabilizing controller is given by (26) . Moreover, controller (26) also minimizes the cost function (12) , and the optimal cost function is given by (27) .
Proof: See Appendix D. Remark 4: Theorems 1 and 2 provide a thorough solution to stabilization and control problems for linear mean-field systems under basic assumptions. The stabilization results in Theorems 1 and 2 are obtained under the condition of R ≥ 0, which is a more relaxed condition than the standard assumption of R > 0 in classical control [23] , [30] .
IV. NUMERICAL EXAMPLE
Consider system (1) and cost function (12) Obviously, Assumptions 1 and 3 are satisfied. By solving coupled ARE (15), we know that P = 18.4500 andP = −1.6609 is the unique solution satisfying P = 18.4500 > 0, P +P = 16.7891 > 0. Thus, according to Theorem 1, the system is mean-square stabilizable. From (21) , K = −0.7986 andK = −0.2915 can be obtained, i.e., the controller is given from (26) 
The simulation result is shown in Fig. 1 . It can be seen that the system state x t converges to zero in the mean-square sense with the controller given above, as expected.
V. CONCLUSION
In this paper, the stabilization and control problems for linear continuous-time mean-field systems have been studied. By defining an Lyapunov functional with the optimal cost function, we have explored the necessary and sufficient stabilization conditions for mean-field systems. It has been shown that, under an exact detectability assumption, the system is mean-square stabilizable if and only if the coupled ARE admits a unique positive-semidefinite solution. Furthermore, we have also shown that, under an exact observability assumption, the meanfield system is mean-square stabilizable if and only if the coupled ARE admits a unique positive-definite solution.
APPENDIX A PROOF OF LEMMA 2
Proof: Recalling from Lemma 1, we know under Assumption 1 that, if Riccati equation (5) is solvable, then the cost function (4) can be minimized by controller (9); the optimal cost function is given by (11) :
where the last inequality is induced from Assumption 1. If the initial state x 0 is chosen to be any random variable satisfying Ex 0 = 0, from (28), we have E[x 0 P 0 (T )x 0 ] ≥ 0; then, P 0 (T ) ≥ 0 can be obtained. On the other hand, suppose x 0 is deterministic (i.e., x 0 = Ex 0 ); from (28) , it holds that x 0 [P 0 (T ) +P 0 (T )]x 0 ≥ 0; thus, we have P 0 (T ) +P 0 (T ) ≥ 0.
Since the coefficient matrices in (5)-(10) are time invariant, then there holds P t (T ) = P 0 (T − t),P t (T ) =P 0 (T − t).
Thus, P t (T ) ≥ 0, P t (T ) +P t (T ) ≥ 0 can be obtained.
APPENDIX B PROOF OF LEMMA 3
Proof: 1) Obviously, for systems (1) and (3) with controller u t = 0, the exact detectable of system (A,Ā, C,C, Q 1 / 2 ) in Assumption 2 is equivalent to the exact detectable of the following system (A, C, Q 1 / 2 ):
, and Q is as in (14) . By plugging controller (26) into system (1)-(3), we have
where X t ,Ã, andC are given in Lemma 3. From the symbols given in (24) and (25) , we know that if system (A, C, Q 1 / 2 ) (i.e., (A,Ā, C,C, Q 1 / 2 )) is exact detectable, then system (25) (Ã,C,Q 1 / 2 ) is exact detectable for any feedback gain K,K.
2) Applying Itô's formula to E(x t P x t ) + Ex tP Ex t and taking integral from 0 to T , similar to (37), we have
where controller (26) has been inserted above.
Suppose E(X 0 P X 0 ) = 0; from (31), we have that 0 ≤ T 0 E(X tQ X t )dt = −E(X T P X T ) ≤ 0; then, T 0 E(Ỹ tỸt )dt = T 0 E(X tQ X t )dt = 0, i.e.,Ỹ t =Q 1 / 2 X t = 0, t ≥ 0, and P ≥ 0, has been used. Thus, X 0 is an unobservable state of system (Ã,C,Q 1 / 2 ).
Conversely, suppose X 0 is an unobservable state of the system (Ã,C,Q 1 / 2 ), i.e., for any t ≥ 0, we haveỸ t =Q 1 / 2 X t ≡ 0. From the exact detectability of (Ã,C,Q 1 / 2 ), we have lim T →+ ∞ E(X T P X T ) = 0. Thus, it follows from (31) that
Thus, we have shown that the initial state X 0 is an unobservable state if and only if X 0 satisfies E(X 0 P X 0 ) = 0.
APPENDIX C PROOF OF THEOREM 1
Proof: "Necessity:" Under Assumptions 1 and 2, assuming that the mean-field system (1) is mean-square stabilizable, we will show that coupled ARE (15) admits a unique positive-semidefinite solution.
First, we shall show that P t (T ) and P t (T ) +P t (T ) given in (5) are both monotonically increasing with respect to T .
In fact, for any T 1 > T > t and 0 ≤ t
Using (11) , for any initial state variable x 0 = 0 with Ex 0 = 0, we have E[x 0 P t (T 1 )x 0 ] ≥ E[x 0 P t (T )x 0 ] and E[x 0 P t 1 (T )x 0 ] ≥ E[x 0 P t 2 (T )x 0 ], which indicates that P t (T 1 ) ≥ P t (T ) and P t 1 (T ) ≥ P t 2 (T ).
For any initial state x 0 = 0 with x 0 = Ex 0 , i.e., x 0 is arbitraly deterministic. Similar to the derivation in the above paragraph, we can derive that P t (T ) and P t (T ) +P t (T ) are both monotonically increasing with respect to T and are monotonically decreasing with respect to t.
Next, we will show that P t (T ) and P t (T ) +P t (T ) are uniformly bounded.
Since there exists u ∈ U[0, ∞) stabilizing system (1) in the meansquare sense u t = Lx t +LEx t (33) with constant matrices L andL to be determined, the closed-loop system (1) with controller (33) satisfies 
Recall (28); then, (36) implies that 0 ≤ E[x 0 P 0 (T )x 0 ] + Ex 0 P 0 (T )Ex 0 = J * T ≤ J ≤ 2λcE(x 0 x 0 ). Now, we choose the initial state x 0 to be any random vector with zero mean, i.e., Ex 0 = 0; then, we have 0 ≤ E[x 0 P 0 (T )x 0 ] ≤ 2λcE(x 0 x 0 ), i.e., 0 ≤ P 0 (T ) ≤ 2λcI.
Similarly, with x 0 = Ex 0 , i.e., the initial state x 0 is chosen to be arbitrary deterministic, we have 0 ≤ x 0 [P 0 (T ) +P 0 (T )]x 0 ≤ 2λcx 0 x 0 ; hence, there holds 0 ≤ P 0 (T ) +P 0 (T ) ≤ 2λcI.
The boundedness of P 0 (T ) and P 0 (T ) +P 0 (T ) has been proven. Recall that P t (T ) and P t (T ) +P t (T ) are both monotonically increasing with respect to T and are monotonically decreasing with respect to t; thus, there exist constant matrices P andP satisfying
Third, we will show thatṖ t (T ) → 0 andṖ t (T ) → 0. Actually, from (5) and noting that P t (T ) andP t (T ) are bounded, we know thatṖ t (T ) andṖ t (T ) are uniformly bounded. Thus, the uniformly continuousness of P t (T ) andP t (T ) with respect to t can be obtained. Furthermore, by using [26, Lemma 8.2] , we can conclude that lim t →−∞Ṗt (T ) = 0 and lim t →−∞Ṗt (T ) = 0.
Taking limitations of t → −∞ on both sides of (6)-(8), there (1) , Υ (2) , and M (2) are, respectively, as in (16)- (18) .
Moreover, taking limitation on both sides of (5), P andP satisfy coupled ARE (15) . Moreover,
In what follows, we will show that the stabilizing controller (26) minimizes (12) .
In fact, applying Itô's formula to x t P x t + Ex tP Ex t , taking integral from 0 to T , and then taking expectation, we have that
where Υ (1) , M (1) , Υ (2) , and M (2) are given in (16)-(18), and K and K satisfy (21) .
From lim t →+ ∞ Ex t x t = 0, obviously, we can obtain that lim T →+ ∞ [E(x T P x T ) + Ex TP Ex T ] = 0. Thus, letting T → +∞, the cost function (12) can be rewritten from (37) as follows:
Therefore, the optimal controller can be given from (38) as (26) , and the optimal cost function (27) can also be verified.
Finally, the uniqueness of P andP is proved as follows. Assume that coupled ARE (15) has another solution S,S satisfying S ≥ 0 and S +S ≥ 0, and it is noted that the optimal cost function is given by (27) , i.e.,
Choosing any x 0 = 0 with Ex 0 = 0, from (39), we can obtain E[x 0 (P − S)x 0 ] = 0; then, P = S can be verified.
On the other hand, choosing arbitrary deterministic initial state, i.e., x 0 = Ex 0 , from (39), we have that x 0 (P +P − S −S)x 0 = 0. Thus, P +P = S +S. Therefore, the solution to coupled ARE (15) is unique.
"Sufficiency:" Under Assumptions 1 and 2, if P ,P is the unique positive-semidefinite solution to (15) , i.e., P ≥ 0 and P +P ≥ 0, we will show that mean-field system (1) with a specific controller (26) is mean-square stabilizable.
For stability analysis, the Lyapunov function candidate V (t, x t ) is introduced as
where P andP satisfy (15) . Since P ≥ 0 and P +P ≥ 0, then (40) indicates that
From (31), we can obtainV (t, x t ) = −E(X tQ X t ) ≤ 0, which implies that V (t, x t ) ≤ V (0, x 0 ), i.e., V (t, x t ) is nonincreasing, while P ≥ 0 and P +P ≥ 0 indicate V (t, x t ) is bounded below; thus, lim t →+ ∞ V (t, x t ) exists.
From Lemma 3, we know that the stability of system (30) , (Ã,C) for simplicity, is equivalent to the stabilization of system (1) with controller (26) . Thus, two different cases are considered to show the stability of system (30) in the mean-square sense as follows.
Case 1: P > 0.
With P > 0, if E(X 0 P X 0 ) = 0, then using Lemma 3, we know that X 0 = 0 is the unique unobservable state of system (Ã,C,Q 1 / 2 ). Then, we can conclude that the system (Ã,C,Q 1 / 2 ) is exact observable.
Similar to (37), for system (25) (Ã,C,Q 1 / 2 ), we have
where H 0 (T ) andH 0 (T ) can be calculated from the following differential equation:
with final condition H T (T ) =H T (T ) = 0. SinceQ ≥ 0 in (41), then similar to the proof of Lemma 2, we know that (42) and (43) admit a unique solution H t (T ) ≥ 0,
We claim H 0 (T ) > 0 and H 0 (T ) +H 0 (T ) > 0. If this is not the case, we know that there exist nonzero y andȳ satisfying y = 0, E[y H 0 (T )y] = 0, Ey = 0 (44) y = 0,ȳ [H 0 (T ) +H 0 (T )]ȳ = 0,ȳ = Eȳ.
Then, we choose the initial state to be y; from (41), we have T 0 E(X tQ X t )dt = E[y H 0 (T )y] = 0, which indicates that Q 1 / 2 X t = 0, a.s. for any t ∈ [0, T ]; then, from the exact observability of the system (Ã,C,Q 1 / 2 ), we can obtain the initial state y = 0, which contradicts with y = 0 defined in (44).
On the other hand, if the initial state is chosen to beȳ, from (41), we know that T 0 E(X tQ X t )dt =ȳ [H 0 (T ) +H 0 (T )]ȳ = 0. Similar to the discussion above, it follows from the exact observability of system (25) thatȳ = 0; this contradicts withȳ = 0 in (45).
Thus, we have proved H 0 (T ) > 0 and H 0 (T ) +H 0 (T ) > 0. Via a time shift of t, combining (41), we have
where H t (T + t) = H 0 (T ),H t (T + t) =H 0 (T ) are used. Taking limitation of (46), and using the convergence of V (t, x t ), we can obtain lim t →+ ∞ E[(x t − Ex t ) (x t − Ex t )] = 0 and lim t →+ ∞ Ex t Ex t = 0. Thus, lim t →+ ∞ E(x t x t ) = 0 can be obtained, i.e., system (Ã,C) is stable; thus, system (1) is mean-square stabilizable with controller (26) .
Case 2: P ≥ 0. First, combining (22) and (23), we know that P obeys the following Lyapunov equation:
whereC (1) = [ C 0 0 0 ],C (2) = [ 0 0C 0 ], andC (1) +C (2) =C. The positive semidefiniteness of P indicates that there exists an orthogonal matrix U with U = U −1 such that
From (47), we obtain .
Hence, comparing each block element on both sides of (49) and noticing P 2 > 0, we can obtaiñ A 21 P 2 +Q 12 = 0,C
=C
(2)
Now, we will showQ 12 = 0. Actually, for any x = U [ x 1
x 2 ] ∈ R 2 n and for the fact that the dimension of x 2 is the same as the dimension ofQ 2 , we have
IfQ 12 = 0, we can always choose x 1 and x 2 such that x Q x < 0, which is a contradiction withQ ≥ 0. Therefore, we have 22 , U Q U = 0 0 0Q 2 Q 12 = 0,Ã 21 = 0,Q 2 ≥ 0 (50) (51)
Next, we will show the stability of (Ã 22 ,C 22 ). In fact, it follows from (31) and (50) that
Following the discussions of (31) and (32), we claim thatX
is an unobservable state of (Ã 22 ,C 22 ,Q 1 / 2 2 ) if and only ifX
2 ) is exact observable as discussed in Lemma 3 and Remark 3. Following the discussions of (40)-(46), we can conclude that lim t →+ ∞ E(X (2) t ) X (2) t = 0, i.e., the mean-square stability of (Ã 22 ,C 22 ) has been verified.
Third, to investigate the stability of (Ã 11 ,C 11 ), we might as well chooseX (2) 0 = 0, and (53) indicatesX (2) t = 0, t ≥ 0. In this case, (52) can be reduced to
where Z t is the value ofX
t ] ≡ 0. The exact detectability of (Ã,C,Q 1 / 2 ) implies that
(56) Therefore, in the case ofX (2) 0 = 0, for any initial Z 0 =X (1) 0 , from (56), we have that lim t →+ ∞ E(Z t Z t ) = lim t →+ ∞ E[(X (1) t ) X (1) t ] = lim t →+ ∞ {E[(X (1) t ) X (1) t ] +E[(X (2) t ) X (2) t ]} = lim t →+ ∞ E(X tXt ) = 0, which means (Ã 11 ,C 11 ) is mean-square stable.
Finally, we will show that system (1) with controller (26) is stabilizable in the mean-square sense. Actually, we denoteÃ = [Ã 1 1 0 0
. Hence, we can rewrite (52) and (53) as follows:
where U t is the solution to (53) with initial condition U 0 = X
0 . The stability of (Ã 11 ,C 11 ) and (Ã 22 ,C 22 ), as shown above, indicates that (Ã,C) is stable in the mean-square sense. It is easily known that lim t →+ ∞ E(U t U t ) = 0 and It is noted that system (Ã,C) given in (30) is just a mean-field system (1) with controller (26) . In conclusion, the mean-field system (1) can be stabilized with controller (26) in the mean-square sense.
Finally, for stabilizing controller (26), we have E(u t u t ) = E[x t K Kx t + Ex t (K K + K K +K K )Ex t ]. (58)
From (35), we know that ∞ 0 E(x t x t )dt < +∞; therefore, ∞ 0 E(u t u t )dt < +∞ can be obtained from (58). Thus, we have proved u ∈ U[0, ∞). The proof is complete.
APPENDIX D PROOF OF THEOREM 2
Proof: "Sufficiency": Under Assumptions 1 and 3, if coupled ARE (15) has a unique positive-definite solution, we will show that the mean-field system (1) is mean-square stabilizable with controller (26) .
In fact, from Remark 3, we know that the exact observability of the system (Ã,C,Q 1 / 2 ) can be implied by Assumption 3. In what follows, by following (41)-(46) in the proof of Theorem 1, the mean-square stability of the system (Ã,C) can be obtained, i.e., system (1) is mean-square stabilizable with controller (26) . The proof is complete.
"Necessity": Under Assumptions 1 and 3, supposing that system (1) is mean-square stabilizable, we will show that coupled ARE (15) admits a unique positive-definite solution.
First, under Assumption 1, it is noted from (33)-(39) that coupled ARE (15) admits a unique positive-semidefinite solution, i.e., P ≥ 0 and P +P ≥ 0. Next, we shall prove the positive definiteness of P and P +P .
Actually, if this is not the case, since E(x 0 x 0 ) = E(X 0 X 0 ), then there exists X 0 = 0 (i.e., x 0 = 0) satisfying E(X 0 P X 0 ) = 0; the symbols P , X t are given in (25) and (31).
From Lemma 3, we know that the mean-square stabilization of system (1) with controller (26) indicates that system (25) (Ã,C,Q 1 / 2 ) is mean-square stable, and the solution to ARE P,P satisfies the Lyapunov function (22) , (23) . Next, from the derivation of (31) and by letting the initial state be X 0 defined above, we can obtain 0 ≤ T 0 E(X tQ X t )dt = −E(X T P X T ) ≤ 0; then,Q 1 / 2 X t ≡ 0, a.s., ∀t ∈ [0, T ].
On the other hand, note from Remark 3 that the exact observability of the system (Ã,C,Q 1 / 2 ) can be implied by Assumption 3. Thus, we can conclude X 0 = 0. This contradicts with X 0 = 0. Therefore, P > 0 and P +P > 0 have been shown. Finally, the infinite-horizon optimal controller (26) can be obtained by following (37) and (38), and u ∈ U[0, ∞) can be verified by (58).
