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Abstract
We consider the problem faced by a server offering multiple services with adversarial service
request sequences. The server may offer a single service at a time and suffers a ﬁxed latency whenever
it switches the type of offered service. This problem captures realistic features of trafﬁc and packet
routing on network components such as multiplexers. We state the problem as a packet routing
problem on bounded size buffer networks and then examine the crucial issue of stability—under what
conditions will the number of unserviced requests remain bounded as the system runs for an arbitrarily
long period of time? We obtain a tight characterization in terms of a natural packet density criterion
for star networks with bounded buffer size.
© 2004 Elsevier B.V. All rights reserved.
Keywords:Algorithms; Packet routing; Stability; Scheduling protocols; Server latency
1. Introduction
Consider a two way road, e.g., Chile’s southernmost stretch of the Panamerican highway,
requiring repair work between two points, say S and N (for south and north respectively).
Stopping all trafﬁc between S and N in order to carry out repairs is out of the question (in
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a country like Chile it would disconnect all ﬂow of goods from points south of S to those
north of N). Thus, lanes are repaired one at a time and trafﬁc controllers placed at points S
andN. In Chile this amounts to two people, called bannermen, 3 that carry two banners each
(one red and one green) that are used to ﬂag drivers through or stop them. It is natural to ask
what strategy is best for the bannermen to adopt in order to maintain the ﬂow of trafﬁc as
efﬁciently as possible? Whatever strategy is adopted, it must guarantee that no northbound
car will encounter a southbound car in between points S and N.
Naturally, the best strategy will depend on the exact details of the bannermen’s situation.
One can, for example, consider variations in the information available to the bannermen
(i.e., whether they are aware of the size of their queues or aware of upper bounds on the
total trafﬁc ﬂow) and variations in the capacity of the bannermen to communicate with
each other. Furthermore, it is not immediately clear what quantities the bannermen should
choose to optimize. Several parameters seem relevant; among these, total queue size, max-
imum queue size, average waiting time, maximum waiting time, total ﬂow through points S
and N.
Before choosing a metric to optimize, we consider an alternative interpretation of the
problem, one of more direct interest to computer science. In this formulation, the road
between S and N is treated as a resource and bannermen as distinct sources of service
requests (e.g., processors) vying for use of the resource (e.g., a bus). Note that the length of
the highway between S and N determines a natural “switching latency” for this resource, as
any northbound car must pass N before queued southbound cars can commence use of the
single lane portion of the highway. This directly translates into a latency imposed anytime
alternation occurs in the identity of the served request source.
In this work we adopt the recent perspective of adversarial queuing theory [9] and the
related models as described in [2–4,7,8]. The framework was termed adversarial queuing
theory in [9] to stress the fact that emphasis is on stability—the central issue of queuing
theory—with respect to an adversarial model of packet generation.
2. The model
Highways (resources) are modeled by a routing network which is simply a (potentially
inﬁnite) directed graph.Time proceeds in discrete steps. Cars (requests) are treated as atomic
entities called packets that reside at a node at the end of any step.A packet must travel along
a simple path in the network from its source to its destination both of which are nodes in
the network. During each step a packet may be sent from its current node along one of
the outgoing edges from that node. We treat edges as being traversed during the time step
and packets reaching their destination just before the step ends. When the packet reaches
its ﬁnal destination it is removed (disappears) from the network and we say it is absorbed.
We assume unit link bandwidth, i.e., at most one packet may travel along any edge of the
network during a time step. Any packet that wishes to travel along an edge e at a particular
time step and is not sent waits in a queue for edge e. The end-to-end delay (delay for short)
3 Bandereros in Spanish.
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of a packet is the total time spent in queues plus the total time spent traversing edges along
the path to its ﬁnal destination.
The model we consider departs from the standard adversarial queuing model in several
ways.To beginwith, at each time step edgesmay posses a token. Only edges that hold a token
in a given time step may be traversed by a packet. Thus, tokens represent scarce resources
(e.g., a stretch of highway or a computational resource) for which packets compete. Edges
that might hold a given token are said to be serviced by the token. Edges that hold a token
every time step will be referred to as permanent. Routing networks with only permanent
edges will be henceforth referred to as token-full networks. Non-token-full networks will be
henceforth called token networks. In particular, we consider networks where tokens “move”
around, i.e., a token that at time t is at a given edge e can be identiﬁed with a token that at
time t ′ > t is at some edge e′. We say that the network has latency  if, whenever e = e′, it
holds that t ′ > t + . Note that in such networks, in order for a token to move from an edge
e to another edge e′ = e it must be absent from the network for a time interval of length
. We consider the packet routing problem when packets are injected continuously into a
network with latency  > 0.
We say that time t is a release step for edge e if at time t−1 edge e has a token but it does
not have that token at time t. Also, we say that t is a release step if it is a release step for
some edge e. Analogously, we say that time step t is a grab step for edge e if at time t − 1
edge e does not have a token while at time t it holds one. A grab step is deﬁned in a similar
way as a release step but now with respect to the notion of grab step for an edge. Note that
it is possible for an edge to grab and (immediately) release a token in the same time step.
Remark 1. In a latency  network, a token once released is required to be absent from
the network for  steps. The reader should not confuse this with an edge being required to
hold a token for  steps. The deﬁnition does not exclude an edge releasing a token when its
queue is not empty, nor holding on to a token when its queue is empty. The deﬁnition only
requires that once a token is released it cannot be grabbed by any edge (even by the edge
that released it) before  time steps have elapsed.
Our model’s second crucial departure from extant adversarial queuing theory routing
models is small buffer size. Adversarial type routing models typically focus on bounding
maximum queue size; this is equivalent to determining an “adequate” buffer size for the
network components. In contrast, in themodel here consideredbuffer size is ﬁxed in advance.
To insure that packets are never dropped, it is assumed that a packet may not traverse an
edge if by the end of the time step it would reach a queue whose buffer is full. (Moreover,
packets may not be injected at a vertex with a full buffer.)
We shall see that both latency and bounded buffer size have a drastic effect on central
routing issues. Before we address them, we introduce some more terminology.
A packet scheduling policy speciﬁes, for each edge e and each time step, which packet
amongst those waiting in e’s queue is to be moved (provided a packet can move through e).
A greedy or work conserving packet scheduling policy is one that always speciﬁes a packet
to move along an edge which holds a token if there are packets waiting to move through
that edge. In this paper, we consider one such packet scheduling policy; FIFO (First-In-
First-Out) or FCFS (First-Come-First-Served), where priority is given to the packet that
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ﬁrst arrives in the queue. In order for the policy to be unambiguous, one requires some form
of tie-breaking rule. We adopt the usual practice by assuming that whenever establishing
a positive result, the adversary can break the tie; for a negative result, a well-determined
tie-breaking procedure is ﬁxed.
A token scheduling policy speciﬁes, for each token and each time step, the subset of edges
that hold tokens. For example, a FIFO token scheduling policy is one where priority is given
to the edge (among those that can grab a token) that has not held a token for the largest
amount of time. The same comments concerning tie-breaking rules for packet scheduling
policies apply to token scheduling policies.
A scheduling protocol is one that speciﬁes both a packet and a token scheduling policy.
At each step, an adversary generates a set of demands which consist of paths specify-
ing the route followed by a packet. These demands are called requests. We say that the
adversary injects a set of packets when it generates a collection of request paths. Injec-
tions take place at the start of a time step, before packets move across network edges.
A packet cannot be injected into the network if it is associated with a request path start-
ing at a node whose queue is full at the start of the given time step. In order to focus
on the queuing rather than routing aspects of the problem, we only consider the case of
source routing, i.e., the case when the path traversed by each packet is ﬁxed at the time of
injection.
Token-full networks are called stable for a scheduling protocol S and family of adversaries
A if, for every initial network conﬁgurationC0, there is a constantM (which may depend on
the size of the network, the size of the initial conﬁguration and parameters of the adversary
class A) such that, for every adversary A ∈ A, when the network system is executed with
initial conﬁguration C0 against adversary A (i.e., the packets are injected according to A’s
strategy and packets routed and tokens moved according to the scheduling protocol S), the
number of packets in any queue is bounded above by M. For ﬁnite routing networks, it is
equivalent to require that the maximum number of packets in the system is bounded by
some constantM. The deﬁnition makes no sense for ﬁnite networks with ﬁnite buffer size.
For inﬁnite size networks, bounded queue size does not imply a bound on the number of
packets in the network. Thus, we introduce a notion of due packets and show that in ﬁnite
token-full networks a bound on the number of such packets coincides with the accepted
notion of stability. Moreover, this new notion is more adequate for deﬁning stability in
the context of token networks. Informally, a due packet at time t is one that would have
reached its destination if it had traversed one link per time step from the time it was injected
until t. Formally, we say that a packet is due at time t if it was injected into the network at
time t ′, it must traverse a total of p links from its source to its destination, it is present in
the network at time t, and t ′ + p < t . We say that a token routing network is stable for a
scheduling protocol S and family of adversariesA, if for every initial network conﬁguration
C0 there is a constant M such that for every adversary A ∈ A, when the network system
is executed with initial conﬁguration C0 against adversary A, the number of due packets is
upper bounded by M.
Lemma 1. A ﬁnite token-full routing network G is stable for a scheduling protocol S and
family of adversaries A if and only if for every initial network conﬁguration C0 there is
a constant M(G,C0) such that for every adversary A ∈ A, when the network system is
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executed with initial conﬁguration C0 against adversary A, the number of due packets is
upper bounded byM(G,C0).
Proof. If the network is stable, the number of packets in the network is bounded at all time
steps. In particular, the number of due packets remains bounded. Now, for the converse,
suppose the number of due packets remains bounded. To show that the number of packets
in the network remains bounded (i.e., the token-full network is stable) it is sufﬁcient to
establish that the number of non-due packets also remains bounded. To do so, we ﬁrst
derive a crude upper bound on the number of packets that can be injected at a given node
during a single time step. Let d be the diameter of G. Note that a packet injected at time
step t will be due at time step t + d + 1 if still present in the network. Thus, the hypothesis
and the unit link bandwidth implies that for a ﬁxed path request, the number of packets
injected at the path’s source at time step t cannot exceed M(G,C0) + d. Note also that a
non-due packet at time step t cannot have been injected before time step t − d. Hence, the
number of non-due packets at time t on a ﬁxed source to destination request path is at most
d (M(G,C0)+ d). The number of source to destination request paths in a ﬁnite network G
depends only on G. A uniform bound (depending on G and C0) for the number of non-due
packets at any given time step t immediately follows. 
The adversarial models which have received the most attention are the leaky-bucket in-
jection model of Cruz [7,8] and the adversarial queuing model of Borodin et al.[9]. The
former is a weaker sort of adversary than the latter; hence routing is easier in the Cruz
model. If we adopt the adversarial model of Borodin et al., then it is possible for the
adversary to inject an arbitrary number of packets into a non-ﬁnite network so they all
need to be absorbed at the same time; in particular, stability cannot be attained in this
case. This justiﬁes the introduction of a variant of the Borodin et al. adversary model
that remains stronger than the Cruz model and is more appropriate for the token rout-
ing network setting we wish to consider. In this variant, a set of sessions is also speci-
ﬁed. Each session consists of a source, a destination and a ﬁxed route from the source
to the destination. Packets are injected into the network through sessions. For an inter-
val of time I and any l 0, let Ne(I, l) denote the number of packets injected during
the interval I for which e is the lth edge on their path. For a pair of real numbers 
and , with 0 1 and  1, we consider the constraint that for any collection of
network edges F serviced by a given token and for any time step t and
any t > 0,
∑
e∈F
∑
l 0
Ne
([t − l, t − l + t), l)t +  . (1)
(In particular, we have∑l 0Ne ([t − l, t − l + t), l)t + for any permanent edge
e.) Roughly, this constraint, hereafter referred to as the stability constraint, asserts that for
any time period of length t , the number of packets injected into the network that are
destined to be serviced by a given token is bounded by t + : speciﬁcally, except for
at most  sporadic packets, no more than  such packets are injected on average during
each time step. An adversary meeting such a constraint will be referred to as a (,)-type
adversary. This adversarial model allows for injection patterns that are “bursty”—the burst
parameter being represented by .Asmentioned above, the left hand side of (1) corresponds
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Fig. 1. A k-star routing network, k 2. (The absorption node is shown in black.)
to the number of packets that would, if not otherwise delayed throughout the network, need
to traverse an edge serviced by a given token during an interval of time t .
If not otherwise constrained by the speciﬁed ﬂow conditions, injection of packets is
completely under the adversary’s control. We note that no computational requirements
whatsoever are imposed on how the adversary chooses its requests in any given step. The
adversary’s choice of input packets is simply a function of the history of the packet routing
that has taken place thus far subject to the injection rate conditions.
In this work we focus on the case where all non-permanent edges are serviced by a single
token and establish the stability of perhaps the simplest of all token routing networks with
this property. Speciﬁcally, we study the star network depicted in Fig. 1. Packets are absorbed
in the central node and injected elsewhere. Only the edges incident upon the central node
are non-permanent. Besides the road repair scenario described in Section 1, the star routing
network models a multiplexer that has k 2 input links and a single output link. (As the
name suggests, multiplexers merge multiple input streams into a single output stream.)
We consider a latency  associated with each change of input link serviced by the output
link. Note that if the adversary’s rate  were greater than one, he would be able to congest
some permanent edge and/or the collection of non-permanent edges (since their service rate
is at most the number of tokens that service them, i.e., 1). This justiﬁes the requirement
(henceforth assumed) that  be at most 1.
Even though the star network is topologically simple, both the stability proof and delay
bounds are non-obvious, their analysis brings forth new routing issues worth considering,
and, as previously noted, it is a realistic model of packet routing scenarios.
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Related work: Token-networks can be viewed as dynamic routing networks. In this latter
type of networks the topology of the network can change over time. Their study is moti-
vated, among other reasons, by the growing importance of wireless mobile networks, where
some connections between nodes may fail or change unpredictably. (For a more in depth
discussion of dynamic routing networks the reader is referred to [1,5,6].)
The critical difference between token-networks and dynamic routing networks is that in
the former the availability of the links, subject to load constraints, is under the control of
the network’s designer. Speciﬁcally, through the choice of the token scheduling policy.
Organization: In Section 3 we show that the star network is stable, bound the end-to-end
delay, consider the case of non-unit buffer size, and analyze the memory complexity needed
by any stable token schedule policy. In Section 4 we discuss issues concerning, and models
of, token routing networks that seem interesting to further explore.
3. The star network
To simplify the exposition we ﬁrst consider the unit-size buffer case and later return to
the bounded-size buffer case. We always work under the assumption that the adversary is a
(,)-type adversary for some  < 1 and  1.
Throughout this section we focus on the token scheduling policy in which an edge holds
a token for as long as there are packets in its queue. If the queue of an edge, say ei , holding
the token empties, then the token is immediately released and sent to edge ei+1 if i < k
and e1 if i = k. We henceforth call this the token-ring scheduling policy. To illustrate such
scheduling policy consider the star routing network of Fig. 2 where packets are injected
solely at node v during every other step. Initially, each other node holds a packet.
We always assume the initial number of packets in the network, denotedN0, is ﬁnite.We
say that a packet is stuck at time step t if it does not move during time step t (either because
it needs to traverse a non-permanent edge that does not hold a token or it desires to move to
a node whose buffer is full of packets that are also stuck). Denote by S(t) the total number
e2e1v
Release
Grab
Release
Grab
Release
Grab & Release
Grab
Fig. 2. A 2-star network with latency  = 2. Arrows under the star’s center (node in black) indicate whether edge
e1 holds the token (→), edge e2 holds the token (←), or neither edge is available for packets to traverse during
the corresponding time step.
336 M. Kiwi, A. Russell / Theoretical Computer Science 326 (2004) 329–342
of packets stuck at time step t. Also, let D(t) be the total number of packets that are due in
the network at time t. Note that once a packet becomes due it remains so until it is absorbed.
For a packet to become due it must become stuck during some previous time step. Observe
that a packet may be stuck and non-due at a given time step. Note that a stuck packet might
become unstuck at a later time step. Informally, stuck packets correspond to packets that
cannot move during a given time step, while due packets correspond to packets that are
already “late” in reaching their destination (relative to the number of time steps needed to
simply traverse their prescribed path from source to destination).
We say that a scheduling protocol is fair against the adversary classA if regardless of the
initial conﬁguration of the network and the adversary A ∈ A, every edge of the network
grabs a token inﬁnitely often. Intuitively, when  < 1 the adversary cannot inject packets
at a sufﬁciently high rate so as to keep any given queue of an edge holding a token from
emptying. Thus, any edge must eventually release a token that it holds. Formally, we have
the following:
Proposition 1. All work-conserving packet scheduling policies under the token-ring
scheduling policy over the k-star routing network are fair.
Proof. Suppose not. Then there is a time step t0 at which an edge, say e, receives the token
and never afterward releases it. Hence at the beginning of every time step t t0 theremust be
a packet at the tail of e. Note that in each of the followingt steps a packet is absorbed. But,
up to time t0+t the overall number of packets in the network is at most(t0+t)++N0.
Since for sufﬁciently large t it holds that t > (t0 + t)+ + N0, this is impossible.

The following result bounds the number of stuck packets with respect to the number of
due packets at a given time step. Thus, once we establish stability of the star routing network
we can immediately infer a bound on the total number of packets waiting to traverse non-
permanent edges. The critical issue in the next result’s proof is to bound the number of
stuck packets that might be non-due. As above, we require that the scheduling policy is
work-conserving, an assumption we make throughout the rest of the article.
Proposition 2. Regardless of the initial conﬁguration of the  latency star routing network,
there is a time step t0 such that if t t0, then S(t) (D(t)+ )/(1− ).
Proof. Since Proposition 1 asserts that the scheduling protocol is fair, there is a sufﬁciently
large time step t0 for which all N0 packets in the initial conﬁguration must have been
absorbed. Consider now a time step t t0. The packets stuck at time t are either due or not.
There are at mostD(t) of the former.We claim that there are at most S(t)+ of the latter.
Hence, S(t)D(t)+S(t)+, which establishes the desired result. To prove the previous
claim, consider all non-due packets that are stuck at time t. Let Sei (t) be the number of
these packets that need to traverse edge ei . Recall that, by deﬁnition, a packet is stuck either
because it needs to traverse a non-permanent edge that does not hold a token or it desires to
move to a node whose buffer contains a stuck packet. It must then be the case that the Sei (t)
packets stuck at time t that need to traverse edge ei are at the queues of the edges which are
d ∈ {0, . . . , Sei (t)− 1} links away from ei’s queue. Let t = max
{
Sei (t) : i = 1, . . . , k
}
.
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A non-due packet which at time t is d links away from the queue of a non-permanent edge
ei must have been injected at a node l d links away from ei’s queue before or at time step
t − (l − d). Thus, because of the stability constraint, the number of non-due stuck packets
at time step t is at most
k∑
i=1
∑
l 0
Nei
([t − l − t, t − l), l)t + S(t)+  .
This ﬁnishes the proof of the claim. 
We now wish to bound the number of due packets throughout the network at any given
time step. For technical reasons we ﬁrst consider only time steps between consecutive
release and grab steps. Intuitively, this should sufﬁce since during consecutive grab and
release steps the maximum throughput of 1 is attained by the non-permanent edges. As the
long-term injection rate is less than 1, one expects that in average (over time) the number of
due packets is non-increasing between grab and release steps. Before deriving the desired
bound it will be convenient to state the following claim which we shall use not only in the
next lemma’s proof, but also throughout the remaining part of this section.
Claim 1. Let T ([t, t + t)) denote the number of packets absorbed during the interval
[t, t + t). It holds that
T ([t, t + t))D(t)+ t + −D(t + t) .
Proof. Let
N([t, t + t)) =
k∑
i=1
∑
l 0
Nei
([t − l, t − l + t), l)
be the total number of packets injected into the system which, in absense of any congestion,
would be absorbed during the interval [t, t + t); recall that from the stability constraint,
this quantity is bounded above by t + . Note that such packets must either be absorbed
during the interval [t, t +t) or be due packets at time t +t . Moreover, any other packets
that are absorbed during this interval must have been due (already) at time t.
Of course, the packets among these two families that are not absorbed during the interval
are precisely those due at time t + t . Hence the total number of absorbed packets is
N [t, t + t] +D(t)−D(t + t) (t + )+ (D(t)−D(t + t)),
as claimed. 
Lemma 2. Regardless of the initial conﬁguration of the  latency star routing network,
there is a time step t0 such for all t t0 occurring less than  steps after a release step,
D(t) (k+ )/(1− ).
Proof.Let t and t+t be two consecutive release steps for the same edge e and let  ∈ [0, ).
We claim that all theD(t + ) packets due at time t +  are absorbed during the interval
[t + , t +  + t). Indeed, ﬁx a packet due at time step t ′ = t +  and let e′ be the
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non-permanent edge that this packet must traverse. Recall that at time t ′ no non-permanent
edge has yet grabbed the token released at time t so that the packet must be stuck at time step
t ′. Observe that all stuck packets destined to traverse e′ occupy contiguous vertices (forming
a path ending at e′) and hence the packet will be absorbed during the next time period I after
t ′ in which e′ grabs and then releases the token. For the token-ring scheduling policy this
certainly occurs during any two consecutive release steps for e. Hence, I ⊆ [t+, t++t)
and the given packet is absorbed before time step t++t . This establishes this paragraph’s
claim.
During the interval [t + , t +  + t), exactly t − k packets are absorbed (one
packet per time step for which there is an edge holding the token).We have established that
D(t +) packets were absorbed during the same interval [t +, t ++t). It follows that
D(t + )t − k. Moreover, Claim 1 implies that
t − kD(t + )+ t + −D(t + + t) .
Thus,
D(t + + t)−D(t + )k+ − (1− )D(t + ) .
From this inequality we can derive two conclusions. First, ifD(t+) > (k+)/(1−),
then D(t + ) > D(t + + t). Second, if D(t + ) (k+ )/(1− ), then
D(t + + t)(D(t + )+ k)+ k+ 
1−  +  =
k+ 
1−  .
The two stated conclusions imply that for a ﬁxed edge ei there exists ti, such that for all
release steps t ti, for edge ei it holds that D(t + ) (k + )/(1 − ). Letting t0 be
the largest of the ti,’s, i ∈ {1, . . . , k} and  ∈ [0, ), completes the proof. 
Let t be a grab step and t ′ t be a time step that takes place before the next release step.
We shall see that the number of packets due at time step t ′ can be bounded with respect to
the number of due packets at time t − 1. This fact allows us to extend Lemma 2 to arbitrary
time steps. Speciﬁcally, we have the following.
Lemma 3. Regardless of the initial conﬁguration of the  latency star routing network,
there is a time step t0 such that if t t0, then
D(t) k+ 
1−  + +  .
Proof. Let t0 be as in Lemma 2. Let t ′ t0 be arbitrary and t and t +t be consecutive grab
and release steps for some edge ei respectively and such that t t ′ < t + t + .
Case 1 (t +t t ′ < t +t + ): Since t +t is a release step and t +t +  is a grab
step, Lemma 2 insures that D(t ′) (k+ )/(1− ).
Case 2 (t t ′ < t+t): During the interval [t−1, t ′), exactly t ′− t packets are absorbed.
Hence, by Claim 1, t ′ − tD(t − 1)+ (t ′ − t + 1)+ −D(t ′). Considering Lemma 2
and that t − 1 occurs less than  steps after a release step,
D(t ′)D(t − 1)− (1− )(t ′ − t)+ +  k+ 
1−  + + . 
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We can immediately conclude the following.
Theorem 1. For all 0 <  < 1,  1 and  0 the  latency star routing network is stable.
Moreover, we can also bound the end-to-end delay of the network packets.
Lemma 4. Regardless of the initial conﬁguration of the  latency star routing network,
there is a time step t0 such that if t t0, then
S(t) k+ 
(1− )2 +
+ 2
1−  .
Proof. Direct implication of Proposition 2 and Lemma 3. 
Remark 2. Even when the initial network conﬁguration is empty, Lemma 4 is fairly tight.
To see this, consider an adversary whose injection strategy proceeds in (n+ 1) phases. The
last phase will be called the ﬁnal phase; the other n phases will be referred to as initial
phases. Between each of the initial phases the adversary does not inject packets during one
time step. Each of the initial phases is composed of k sub-phases. The number of time steps
each sub-phase of the ith initial phase lasts is:
i =
i−1∑
m=0
m = 1− 
i
1−   .
During the jth sub-phase, the adversary injects i packets in sessions that traverse edge ei
in such a way that they start arriving at ei’s queue one step after ei next releases the token.
(We ﬁx t = 0 to be the time step at which e1 ﬁrst releases the token.)We leave to the reader
to verify that the described injection process can be carried out by an adversary without
violating the stability constraint.
The following invariant is maintained at the start of the phase immediately following
the ith phase: for every edge e ∈ {e1, . . . , ek} there are (1 − i )/(1 − ) packets stuck
waiting to cross edge e. Thus, taking n large enough, at the start of the last phase e1 grabs
the token and there are (essentially) /(1 − ) packets stuck waiting to cross each edge
e1, . . . , ek .
Once the nth phase ﬁnishes, the adversary continues to inject packets in sessions that use
the edge ek , as many and as soon as it can, subject to meeting the stability constraint. The
last phase continues until ek next grabs the token. It is easy to see that the number of steps
this ﬁnal phase lasts is (essentially)
(k − 1)
(

1−  + 
)
= (k − 1) 
1−  .
During this amount of time, the total number of packets that get stuck waiting to cross edge
ek is:
(k − 1)
(1− )2 +

1−  .
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We shift our attention now from the issue of stability to that of end-to-end delay.We show,
speciﬁcally, that this can be addressed by strengthening the work conserving requirement
of the packet scheduling policy.
Theorem 2. Let  < 1. Let ds be the number of edges which must be crossed by the packets
of session s. Regardless of the initial conﬁguration of the  latency star routing network,
there is a time step t0 such that if t t0, then the maximum number of time steps required
to absorb any packet of session s is
ds + + k1−  +
k+ 
(1− )2 .
Proof. A packet of session s that is never due will be absorbed in exactly ds steps. So
consider a packet that becomes due at time step t ′. Without loss of generality assume that it
must traverse edge e1. First note that t ′ occurs exactly ds steps after the packet was injected.
Moreover, by Proposition 1 we infer that there are two consecutive release steps t and t+t
for edge e1 such that t t ′ < t +t . Exactly t − k packets are absorbed during the time
interval [t, t + t). Thus, by Claim 1, t − kD(t)+ t + . The desired conclusion
follows from Lemma 2 and the fact that t is a bound on the number of time steps after t ′
the packet under consideration is absorbed. 
The following result considers the effect of having buffers of constant size b > 1.
Lemma 5. For all  < 1,  1 and b ∈ N\{0}, for all initial conﬁgurations of the  latency
star routing network with buffers of size b, there is a time step t0 such that if t t0, then
D(t) k+ 
1−  + +  and S(t)
k+ 
(1− )(b − ) +
+ 2
b −  .
Proof. Note that the proofs of Lemmas 2 and 3 are independent of the buffer size. Hence,
Lemma 4 holds even when b = 1. This establishes the ﬁrst inequality. To prove the second
inequality, note that an argument similar to the one used in the proof of Proposition 2 yields
S(t) (D(t)+ S(t)+ )/b. The bound on D(t) establishes the desired result. 
The scheduling protocol does not require any communication between non-permanent
edges. Nevertheless, for non-negligible values of , it does require them “to be able to
count” up to (k − 1). Formally, suppose the non-permanent edges’ strategy for handling
the token is implemented by a ﬁnite state automaton, one for each non-permanent edge.
To count up to (k − 1) such an automaton requires (k − 1) + 1 states. Equivalently, it
requires log((k− 1)+ 1) bits of memory to store a counter and the ability to increment
and decrement. 4 Speciﬁcally, we have the following.
Lemma 6. For (k′ −1)+ k′,  1 and 2 k′ k, if the scheduling policy of k′ of the
non-permanent edges of the k-star network can be implemented by a ﬁnite state automaton
with at most  < (k′ −1)+min{(−k′)/, 0} distinct states, then the scheduling protocol
is not stable.
4 The base of all logarithms in this work is assumed to be 2.
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Proof. Suppose the protocol is stable. Let k′ = k if  1, and k′ = 2 otherwise. Also,
let c = max {(k′ − )/, 1}. Without loss of generality assume edges e1, . . . , ek′ are the
ones whose behavior is described through a ﬁnite state automaton with at most  states.
Note that since c +  k′ the adversary can inject k′ packets in an interval of length c so
that packet i goes across edge ei , i ∈ {1, . . . , k′}. Furthermore, if ti is the arrival time of
packet i at ei’s queue, then without loss of generality one can assume that t1 t2 . . . tk′
and tk′ = t1 + c − 1. Note now that if for i ∈ {1, . . . , k′} edge ei does not grab the token
during the interval [ti , ti+], then it will never do so. Hence, the adversary can keep sending
packets that must traverse edge ei . These packets will never get delivered, thus making the
network unstable. Suppose then that edge ei , i ∈ {1, . . . , k′}, grabs the token during step
t ′i ∈ [ti , ti + ]. It must hold that |t ′i − t ′j | , for all i = j , i, j ∈ {1, . . . , k′}. Assume
without loss of generality that t ′j1 t
′
j2
 . . . t ′jk′ . Note that
t ′jk′ − t ′j1 =
k′−1∑
i=1
(t ′ji+1 − t ′ji ) =
k′−1∑
i=1
|t ′ji+1 − t ′ji | (k′ − 1) .
Moreover, t ′j1 tj1 t1 and t
′
jk′ tjk′ + tk′ + = t1++c−1. Hence, +c−1 (k′−1),
a contradiction. 
The previous result does not hold for values of  which are too small; speciﬁcally, the
result is meaningless when  < 1+ (1− )/(k− 1). The interpretation of this fact is that
for such small rates of trafﬁc  andmagnitudes of burst , packets arrive at one of ei’s queue
so far apart that the trivial scheduling policy works. That is, whichever edge has a packet
in its queue grabs the token. This token scheduling policy is both feasible and maintains
stability. Using the highway analogy this means that trafﬁc is so small that no bannermen
are necessary. This fact indicates that for such small rates of trafﬁc it is more appropriate to
consider other adversarial models, e.g., more in the spirit of the (,) stochastic adversary
model of [9].
4. Discussion
There are certainly many (reasonable) variants and generalizations of the token routing
network described in previous sections. But certainly the most important issue is how to
extend themodel to the case of more than one token while providing a “reasonable” stability
constraint. A less ambitious, yet non-trivial model, would be to consider unbounded buffer
sizes, restrict networks to be ﬁnite, return to the standard deﬁnition of stability, and consider
several packet classes as well as the latency incurred by resources when switching among
the packet classes being serviced.
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