Deep Neutral Networks(DNN) require huge GPU memory when training on modern image/video databases. Unfortunately, the GPU memory is always finite, which limits the image resolution, batch size, and learning rate that could be tuned for better performances. In this paper, we propose a novel approach, called Reforwarding, that substantially reduces memory usage in training. Our approach only saves the tensors at a subset of layers during the first forward, and conduct extra local forwards (the Re-forwarding process) to compute the missing tensors needed during backward. The total memory cost becomes the sum of (1) the cost at the subset of layers and (2) the maximum cost of the re-forwarding processes. We propose theories and algorithms that achieve the optimal memory solutions for DNNs with either linear or arbitrary optimization graphs. Experiments show that Re-forwarding cut down huge amount of training memory on all popular DNNs such as Alexnet, VGG net, ResNet, Densenet and Inception net.
Introduction
The standard DNN training process consists of two alternated stages: forward and backward. Fig. 1 (a) illustrates an example of feed-forward neural networks. In the forward stage, the network takes an input tensor, [BatchSize × Channel × W idth × Height], and computes the tensors at each layer until producing the output. In the backward stage, difference between the output and ground truth is passed back along the network to compute the gradients at each layer. The regular training approach saves tensors at all layers during forward, because they are all needed to compute gradients during backward. The total memory cost is the sum of cost over all layers.
In popular backbone DNNs for feature extraction of images, such as AlexNet [14] , VGG [23] and ResNet [11] , the memory cost increases quadratically with the input image resolution and network depth. For example, given an median size input tensor of (32, 3, 224, 224), ResNet101 requires around 5000 MB. In more challenging tasks, DNNs that detect small objects and large number of object categories require input image resolution of more than 600 × 600 [19, 24, 18] . The memory issue is worse for video-based DNNs, such as CDC [22] , C3D [13] and 3D-ResNet [10] . To model complex activities in video, the input tensor may contain 64 frames. Moreover, DNN training takes much more memory than testing. In order to train DNNs with large databases and big learning rate, the batch size can be up to 64. In training DNN compositions, such as Generative adversarial networks (GANs), multiple generator and discriminator networks are simultaneously stored in GPU memory.
Existing efforts to address memory issues are three main approaches: (1) Better single GPUs. Recent GPUs provide larger memory at the expense of exponentially growing price and supporting resources. For instance, from TitanXp, Quadro P6000 to Tesla V100, for 1-2.7 times increase in memory, the prices increase 2.8-8.5 times. The memory deficiency in training heavy DNNs is not practical to be solve by only adding GPUs. (2) Parallelization among multiple GPUs [9] [21] [15] [17] [16] [28] [2] [3], Figure 1 : Regular Training Approach vs. Re-forwarding (our). (a) The regular approach saves all tensors during forward, and uses these tensors to compute gradients during backward. (b) Reforwarding (our) saves a subset of tensors during the first forward, and conducts "Re-forward" to compute tensors for gradients during backward.
which is very expensive and do not reduce the total memory cost. (3) Low-level heuristic techniques. Optimization of computational graphs [4] , which merges inplace operations into non-inplace operations to cut down memory. Liveness analysis [4] , which dynamically recycles garbage tensors in training epochs. These approaches rely significantly on specific DNN structures, data and tasks.
To address the above issues, we propose a fundamental approach that explores trade-off between memory and computation power of GPUs. Note that recent affordable GPUs, although limited in memory ( 12GB), provide exceptional improvement in GPU cores and FLOPS. Trading computational time for memory is a very attractive solution that enables training very heavy DNNs with finite GPU memory. Our approach only saves tensors at a subset of layers during the first forward, and conduct only extra local forwards to compute the missing tensors needed during backward. We call the extra forward process as Re-forwarding. Now the total memory cost becomes the sum of (1) the cost at the subset of layers and (2) the maximum cost of the re-forward processes. Training with Re-forwarding, see Fig. 1 (b), leads to substantial memory reduction. We propose sophisticate theories and algorithms that achieve the optimal memory solution of arbitrary optimization graphs.
Related Work
To alleviate the memory pressure from a single GPU processor to multiple GPUs or clusters, many researchers focus on the well-established techniques for parallelization and distributed computation [9] [3] . Although these techniques can greatly reduce memory cost on single processor, they do not reduce the total memory cost of deep learning.
Other researchers reduce the memory on a single GPU by optimizing computational graph of DNN and performing liveness analysis. The Computational graph of DNNs describes the dependencies of tensors among layers. Liveness analysis recycles garbage to manage memory. These ideas was originated from compiler optimizations [4] which make the efficient usage of memory, and has been widely adopted in deep learning frameworks: Theano[5] [6] , MXNet [7] , Tensorflow [1] and CNTK [27] . Some other techniques attempt to efficiently swap between CPU and GPU [26] [20] . These techniques usually have extra time cost and do not actually reduce the total memory.
The closest work to our approach, Chen et al. [8] , uses the gradient checkpoints (similar to the subset of layers in Re-forwarding). However, they only considered linear optimization graph and gave a heuristic algorithm. Our work presents optimal solutions for both the linear and arbitrary optimization graphs. Our approach reduces memory by only manipulating high-level tensors, therefore is generalizable to any DNNs and their compositions. All other low-level techniques are compatible to our approach and can be used to further boost the performance of our approach.
Linear Optimization Graph
For easy illustration, we formulate Re-forwarding with linear optimization graphs ( Fig. 2 (a) ). Denote an optimization graph as G = E, V . E = {e i } and V = {v i } are the edges and vertexes in the optimization graph, respectively. In deep neural networks, the vertexes represent the tensors and the edges represent operations. Denote function l(·) as a measure of memory cost. V R is the subset of vertexes saved during the first forward. l(v i ) is defined as the memory cost of storing vertex v i . For two adjacent vertexes v i and v j in set V R , the memory cost during re-forwarding from v i to v j is defined as l(v i , v j ) = j−1 t=i+1 l(v t ), which is the sum of cost over all the vertexes between v i and v j . Using these notations, the memory cost of training with re-forwarding is formulated as
where, the first term is the sum of the cost of all the stored tensors and the second term is the maximal cost of the re-forwards. For linear optimization graphs, Eqn. 1 can be solved in two cases. Figure 2 : (a) Linear Optimization Graph. "s" denotes the start vertex,"t" denotes the end vertex. (b) Arbitrary Optimization Graph. The structure between "s" and "t" vertexes may contain arbitrary branches and connections.
Linear Optimization Graph with Identical Vertex Cost
Suppose a linear optimization graph has n vertexes, each of which has the same cost l(v i ) = 1 n and the total cost is 1. Obviously, the optimal solution is reached when vertexes in V R are distributed evenly in the linear optimization graph. Suppose the number of vertexes in V R is k. The total cost is then k N + 1 k . The optimal solution of Eqn. 1 is k = √ n, and the optimal total cost is 2 √ n .
Arbitrary Linear Optimization Graph
When the assumption of identical cost does not hold, the solution to Eqn. 1 does not have an analytic form. We first study the case where the term max j l(v j , v j+1 ) is a constant, and only solve for
. Denote the maximal Re-forward cost as C, all the Re-forward cost in an optimal solution satisfy the constraint l(v j , v j+1 ) ≤ C. We solve Eqn. 1 by constructing a new graph, called Accessibility Graph
is equivalent to finding the shortest path from the source vertex and the target vertex in the Accessibility Graph. Notice that in the optimal solution, the max term would equal the cost of one l(v i , v i+1 ). To traverse all possible max terms, we can simply compute the loss of every vertex pair and use it as a possible max term. Given a max term C, suppose the actual max term of the solution under C is B and B < C. It's obvious that for all the max terms B ≤ max < C, the solution would be the same solution. Therefore, these max terms can be skipped. Algorithm 1 summarizes the process for searching an optimal solution.
Arbitrary Optimization Graph
As generalization of linear optimization graphs, we present theoretical 1 and algorithmic results for the arbitrary acyclic directed graph( Fig. 2 (b) ).
Algorithm 1 Linear Optimization Graph Solver
Set the maximal term as l(v i , v j ) 3: Construct Accessibility Graph 4: Find the shortest path in the Accessibility Graph as the solution 5: Compute the actual total cost of the solution 6: Save the solution if it's better. 7: Suppose the actual max term of this solution is B, and l( 
Definition and Theorem
Definition 1 Close Set: A set of vertexes and edges that start from v i and end at
The edges of s ij are all the edges between v 1 , v 2 ∈ s ij , all the edges between v i and v ∈ s ij , all the edges between v j and v ∈ s ij . The edges of s ij can include or not include the edge between v i and v j . The two situations define valid but different close sets.
We define Close Set to describe end to end independent segment within the optimization graph. An independent segment means that the vertexes inside this segment don't have connections with other vertexes outside this segment. The close set s ij is a set of edges and vertexes, starting from vertex v i and ending at vertex v j . For convenience of definitions and theorems, the close set s ij doesn't include v i and v j . If v i has an edge to v j , there would be two valid close set: one has this edge, the other has not. We make this special case clear in this definition for the convenience of defining Branched Close Set in Definition 4. Figure 3 illustrate examples of Close Set. For convenience of presentation, in Definition 2, we define notations to describe whether a set has the starting and ending vertexes, just as the open and close interval. The definition of Splitting Vertex is to describe whether a close set can be decomposed into two linearly arranged close set. If a close set has 0 splitting vertex, it's unable to be decomposed linearly. 1 All proofs of Theorems are in the supplementary material due to space limitation. 
Theorem 3 goes one step further to show a close set is able to be divided into n + 1 linearly arranged segments if it has n splitting vertexes. By hiding the details between splitting vertexes, an arbitrary optimization graph is able to be solved by the linear solver (although not yet optimal). For close set with splitting vertexes, it can be decomposed into linearly arranged segments. For branched close set without splitting vertex, it can be decomposed into branches. So here we investigate non-branched close set without splitting vertex to see whether it can be decomposed into some substructures. As we don't want trivial decomposition, for example, decomposition that is formed by every edge, we define maximal split to describe the split such that each member of the split is as large as possible. An example of maximal split is shown in Fig. 4 Definition 7 {[s k ij ]} is the maximal split of branched s ij such that any s k ij is non-branched.
We merge the concept of maximal split for branched close set without splitting vertex. The maximal split of a branched close set is the set of all its branches. This maximal split is obviously unique. Theorem 5 If non-branched s ij has at least 1 vertex but has 0 splitting vertex, then its maximal split has length > 2
Theorem 4 and 5 shows the uniqueness of maximal split of non-trivial non-branched 0-splitting-vertex close set. If we also treat the linear segments of close set with splitting vertexes as maximal split, with these two theorems, we can draw the conclusion that any non-trivial close set has a unique maximal split. This conclusion allows us to develop the final solution by divide-and-conquer.
Algorithm
We search optimal solutions for arbitrary optimization graphs by solving several sub-problems using Algorithm 2-5 respectively. Based on these components, we present our final solver as Algorithm 6.
Algorithm 2 judges whether a vertex is a splitting vertex of a close set. This algorithm mainly follows the Definition 3 and uses vertex set to check the property of a splitting vertex. 
Return False
Algorithm 3 examines whether a close set is branched. It uses a growing algorithm to check whether an independent subpart of this close set can form a close set. If a non-trivial close set s ij has an edge from v i to v j , then it's branched because this edge itself can be treated as a close set. Initialize a vertex set s = {v k }. v k ∈ s ij is a randomly chosen vertex. 6: while True do 7: For any v t ∈ s ij , v t ∈ s that has connection to any v k ∈ s, add v t to s. 8: if No more vertex can be added to s then Return false Algorithm 4 addresses the problem of finding the maximal split of a non-branched s ij with 0 splitting vertex. First get all the possible close sets within s ij and use a property of maximal split to judge whether this close set is a member of the maximal split. The property is: there cannot exist another close set s ab s ij but contains any member of this maximal split.
Algorithm 5 reforms the current hierarchy into two hierarchies. For the close set with splitting vertexes, the details of the segments are hidden into next hierarchy. For the close set without splitting vertexes, the details of the member of the maximal split are hidden into next hierarchy.
Algorithm 6 is the solver of arbitrary optimization graph. First, the single hierarchy re-organizer is recursively called to reform the optimization graph into multi-hierarchy structure. Similar to Algorithm 4 Find the maximal split of a non-branched s ij with 0 splitting vertex
For all the vertexes {v} that have paths from v k and have paths to v t . 3: if ∃v 2 ∈ {v} and v 2 = v k , v t , v 2 has connection to a v 1 ∈ {v} then 4:
Form a close set s kt with all these vertexes. 5: for each formed close set s kt do 6: If there doesn't exist a s ab such that s kt s ab s ij , put s kt into the maximal split.
Algorithm 5 Single Hierarchy Re-organizer 1: Find all the splitting vertexes of the close set. 2: if the close set has at least 1 splitting vertexes then 3:
Split the close set into linearly arranged segments. Hide all the content within the segments into the next hierarchy and represent these segments as edges. 4: else 5: if the close set has at least 1 vertex then 6: Use the maximal split of this close set to represent current hierarchy. For each member of the maximal split, hide all the content of it into the next hierarchy and represent it as an edge.
7:
else 8: It's the trivial case. Just return. 9: The cost of a sub-hierarchy is the sum of the cost of all the vertex within the close set of this sub-hierarchy the linear solver, a max term list is formed by the cost of all the possible close sets for traverse. Given a max term, we propose a greedy idea: never expand the sub-hierarchy unless the cost of it exceed the max term. In other word, if the max term doesn't allow the sub hierarchy, we expand it, otherwise, do not expand it. Because once expanded, some cost of other vertexes inside this sub-hierarchy might be introduced, and the cost will never be smaller than unexpanded. If some components of the linear hierarchy are expanded, the rest forms a few linear segments and still can be solved by the linear solver. If some components (members of the maximal split) of the non-linear hierarchy are expanded, the other members remain unexpanded and need no changes.
Algorithm 6 Arbitrary Optimization Graph Solver 1: Get all possible close set and their costs. Use their costs to form the max term list. 2: Recursively call the single hierarchy re-organizer to re-organize the optimization graph. 3: for each possible max term m in max term list {m} do 4: if current hierarchy is linear then 5:
For all sub-hierarchy that have cost larger than current max term. Expand them and solve the next hierarchy.
6:
All the expanded sub-hierarchy have separated the current linear structure to linear segments. Solve all the linear segments with current max term.
7:
else 8: For all members of the maximal split that have cost larger than current max term. Expand them and solve the sub-hierarchy.
9:
All the other members remain unexpanded.
10:
Summarize the total loss, save the current solution if it's better.
Experiment
We evaluated Re-forwarding on two main groups of neural networks (1) networks with linear structures (2) networks with non-linear structures. Linear networks include Alexnet [14] and vgg series [23] . Non-linear networks include Resnet series [11] , Densenet series [12] and Inception net [25] . We compared Re-forwarding with Chen [8] and the regular approach. As [8] only deals with linear networks, to compare on non-linear networks, we re-organized all the non-linear networks into linear networks with their splitting vertexes, and fed them to [8] . For each network, its optimization graph is built such that every vertex is a tensor, every edge is a non-inplace operation, and the memory cost of a vertex is its tensor size. [16, 3, 224 , 224] input is measured as r 2 − r 1 . To see how well the reality matches with the theory, We also compute the "Measured Ratios" as the measured memory of Re-forwarding divided by the regular approach and the "Theoretical Ratios" given by Algorithm 6. To use existing DNN codes, the input of Inception net is [Batchsize, 3, 300, 300], and the input of all other networks is [Batchsize, 3, 224, 224].
Table. 5 shows that Re-forwarding constantly outperformed Chen [8] , and supports our claim that Re-forwarding is optimal. Re-forwarding also cuts down huge amount of memory from the regular approach: nearly 30% off for Alexnet, 50% off for Vgg series. For Resnet series, the deeper network, the more memory was cut down. On the deepest Resnet152, 80% off was achieved. For Densenet series, more than 80% off was achieved. Observe that, all "Measured Ratios" are slightly bigger than the theoretical ratios. This is because, in implementing Re-forwarding, the optimization graphs we constructed do not perfectly match the reality. We assume that for each non-inplace operation, the tensor it needs for backward is its input. In reality, this assumption does not always hold. Some operations might only need to store small tensors instead of storing the whole input for backward.
Conclusion
Re-forwarding is a fundamental approach that explores trade-off between memory and computation power of GPUs. By saving tensors at a subset of layers during forward, and conducting extra local forwards for backward, Re-forwarding makes it possible to train very heavy DNNs with finite GPU memory. To our knowledge, our theoretical and algorithmic results are the first top-down work that achieve an optimal memory solution for arbitrary optimization graphs in DNNs. Re-forwarding can be further embedded and optimized with any low-level techniques such as distributed computing, GPU/CPU swapping, computational graph optimization and liveness analysis.
