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PERTURBATION OF THE WIGNER EQUATION IN INNER
PRODUCT C∗-MODULES
JACEK CHMIELIN´SKI, DIJANA ILISˇEVIC´, MOHAMMAD SAL MOSLEHIAN,
AND GHADIR SADEGHI
Abstract. Let A be a C∗-algebra andB be a von Neumann algebra that both
act on a Hilbert space H. LetM and N be inner product modules over A and
B, respectively. Under certain assumptions we show that for each mapping
f : M→N satisfying
‖ |〈f(x), f(y)〉| − |〈x, y〉| ‖ ≤ ϕ(x, y) (x, y ∈ M),
where ϕ is a control function, there exists a solution I : M→N of the Wigner
equation
|〈I(x), I(y)〉| = |〈x, y〉| (x, y ∈M)
such that
‖f(x)− I(x)‖ ≤
√
ϕ(x, x) (x ∈M).
1. Introduction and preliminaries
In this paper, we deal with a perturbation of the Wigner equation, establishing
a link between two topics: inner product C∗-modules and stability of functional
equations.
1.1. Inner product C∗-modules. A C∗-algebra is a Banach ∗-algebra (A, ‖ · ‖)
such that ‖a∗a‖ = ‖a‖2 for every a ∈ A. Every C∗-algebra can be regarded as
a C∗-subalgebra of B (H), the algebra of all bounded linear operators on some
Hilbert space H. Recall that a ∈ A is called positive (we write a ≥ 0) if a = b∗b
for some b ∈ A. If a ∈ A is positive, then there is a unique positive b ∈ A such
that a = b2; such an element b is called the positive square root of a. For every
a ∈ A, the positive square root of a∗a is denoted by |a|.
A von Neumann algebra is a C∗-subalgebra of B (H) which contains the identity
operator idH and is closed in the weak operator topology (the topology generated
by the seminorms a 7→ |〈aξ, η〉|, where ξ, η ∈ H). If A is a von Neumann algebra,
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then the following polar decomposition holds: for each a ∈ A there exists a partial
isometry u ∈ A (i.e., u∗u is a projection) such that a = u|a| and u∗a = |a| (see
e.g. [23, Theorem 4.1.10] or [11, Theorem I.8.1]).
Let (A, ‖ · ‖) be a C∗-algebra and let X be an algebraic right A-module which
is a complex linear space with (λx)a = x(λa) = λ(xa) for all x ∈ X , a ∈ A,
λ ∈ C. The space X is called a (right) inner product A-module (inner product
C∗-module over the C∗-algebra A, pre-Hilbert A-module) if there exists an A-
valued inner product, i.e., a mapping 〈·, ·〉 : X ×X → A satisfying
(i) 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 if and only if x = 0,
(ii) 〈x, λy + z〉 = λ〈x, y〉+ 〈x, z〉,
(iii) 〈x, ya〉 = 〈x, y〉a,
(iv) 〈y, x〉 = 〈x, y〉∗,
for all x, y, z ∈ X , a ∈ A, λ ∈ C. The conditions (ii) and (iv) yield the fact that
the inner product is conjugate-linear with respect to the first variable. Elements
x, y ∈ X are called orthogonal if and only if 〈x, y〉 = 0. In an inner product
A-module X the following version of the Cauchy-Schwarz inequality is true:
‖〈x, y〉‖ ≤ ‖x‖X‖y‖X (x, y ∈ X ),
where ‖x‖X =
√‖〈x, x〉‖ for all x ∈ X (see e.g. [21, Proposition 1.2.4.(iii)]). It
follows that ‖ ·‖X is a norm on X , so (X , ‖ ·‖X ) is a normed space (we will denote
the norm in X simply by ‖ · ‖, omitting the subscript X ; it will be clear from the
context whether ‖ · ‖ denotes the norm on A or the norm on X ). If this normed
space is complete, then X is called a Hilbert A-module, or a Hilbert C∗-module
over the C∗-algebra A. A left inner product A-module can be defined analogously.
Any inner product (resp. Hilbert) space is an inner product (resp. Hilbert) C-
module and any C∗-algebra A is a Hilbert C∗-module over itself via 〈a, b〉 = a∗b,
for all a, b ∈ A.
For an inner product A-module X , let X# be the set of all bounded A-linear
mappings from X into A, that is, the set of all bounded linear mappings f : X →
A such that f(xa) = f(x)a for all x ∈ X , a ∈ A. Every x ∈ X gives rise to a
mapping xˆ ∈ X# defined by xˆ(y) = 〈x, y〉 for all y ∈ X . A Hilbert module X is
called self-dual if X# = {xˆ : x ∈ X}.
More information on inner product modules can be found e.g. in monographs
[20, 21].
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1.2. Stability of functional equations. Defining, in some way, the class of
approximate solutions of the given functional equation, one can ask whether each
mapping from this class can be somehow approximated by an exact solution of
the considered equation. Such a problem was formulated by Ulam in 1940 (cf.
[27]) and solved in the next year for the Cauchy functional equation by Hyers
[14]. It gave rise to the stability theory for functional equations. Subsequently,
various approaches to the problem have been introduced by several authors. For
the history and various aspects of this theory we refer the reader to monographs
[15, 17]. Recently, the stability problems have been investigated in Hilbert C∗-
modules as well; see [1, 2].
1.3. Wigner equation. We will be considering the Wigner equation
|〈I(x), I(y)〉| = |〈x, y〉| (x, y ∈M), (W)
where I : M→ N is a mapping between inner product modules M and N over
certain C∗-algebras.
We say that two mappings f, g : M → N are phase-equivalent if and only
if there exists a scalar valued mapping ξ : M → C such that |ξ(x)| = 1 and
f(x) = ξ(x)g(x) for all x ∈ M. The equation (W) has been already introduced
in 1931 by E.P. Wigner [28] in the realm of (complex) Hilbert spaces. The classical
Wigner’s theorem, stating that a solution of (W) has to be phase-equivalent to
a unitary or antiunitary operator, has deep applications in physics, see [24, 26].
One of the proofs of this remarkable result can be found e.g. in [13] (for further
comments we refer also to [25]). Recently, Wigner’s result has been studied in
the realm of Hilbert modules (cf. e.g. [3, 4, 22]). The stability of the Wigner
equation has been extensively studied for Hilbert spaces only (cf. a survey paper
[8] or [15, Chapter 9]).
In the following section we consider the stability of the Wigner equation in the
setting of inner product modules. Let us mention that the stability of the related
orthogonality equation
〈I(x), I(y)〉 = 〈x, y〉
in this framework has been recently established in [10].
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2. Stability of the Wigner equation
Suppose that we are given a control mapping ϕ : M×M → [0,∞) satisfy-
ing, with some constant 0 < c 6= 1, the following pointwise convergence and
boundedness:
(a) lim
n→∞
cnϕ(c−nx, y) = 0 and lim
n→∞
cnϕ(x, c−ny) = 0 for any fixed x, y ∈M;
(b) the sequence
(
c2nϕ(c−nx, c−nx)
)
is bounded for any fixed x ∈M.
(2.1)
We say that a mapping f : M→N approximately satisfies the Wigner equation
if
‖ |〈f(x), f(y)〉| − |〈x, y〉| ‖ ≤ ϕ(x, y) (x, y ∈M). (Wϕ)
The question we would like to answer is if each solution of (Wϕ) can be approxi-
mated by a solution of (W).
Let us consider the following condition on an inner product C∗-module X .
[H] For each norm-bounded sequence (xn) in X , there exists a subsequence
(xln) of (xn) and x0 ∈ X such that
‖〈xln, y〉 − 〈x0, y〉‖ → 0 (as n→∞) for all y ∈ X .
Validity of [H] in Hilbert spaces follows from its reflexivity and the fact that each
ball is sequentially weakly compact. It is an interesting question to characterize
the class of all inner product C∗-modules in which [H] is satisfied. In [12] the
following similar condition is considered.
[F] The unit ball of X is complete with respect to the topology which is
induced by the semi-norms x 7→ ‖〈x, y〉‖ with y ∈ X , ‖y‖ ≤ 1.
We have the following result.
Proposition 2.1. If X is a Hilbert C∗-module over a finite-dimensional C∗-
algebra A, then the condition [H] is satisfied.
Proof. Let (xn) be a bounded sequence in X (‖xn‖ ≤ M , n = 1, 2, . . .). Then
the A-valued sequence (〈xn, x1〉) is bounded (‖〈xn, x1〉‖ ≤ M ‖x1‖). Since A
is finite-dimensional, the theorem of Bolzano-Weierstrass holds true, so there
exists a subsequence (〈x1n, x1〉) of the sequence (〈xn, x1〉) convergent in A. Next,
we may choose, by the same reason, a convergent subsequence (〈x2n, x2〉) of the
bounded sequence (〈x1n, x2〉), and so on. Define xln := xnn. Obviously, (xln)
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is a subsequence of (xn). It is also clear from the construction of (xln) that
〈xln , xi〉 = 〈xnn, xi〉 is convergent in A for i = 1, 2, . . . (when n → ∞). Therefore
also 〈xln , z〉 is convergent for all z in X0 — the closed submodule of X generated
by the sequence {x1, x2, . . .}. Since A is finite-dimensional, the Hilbert A-module
X0 is self-dual (cf. [21, p. 27]) and we have X = X0 ⊕ X⊥0 (cf. [21, Proposition
2.5.4]). For any y ∈ X , y = z + z′ with some z ∈ X0 and z′ ∈ X⊥0 . Thus
〈xln , y〉 = 〈xln , z〉 + 〈xln, z′〉 = 〈xln , z〉, whence 〈xln , y〉 is convergent to some
ϕ(y) in A for any y ∈ X . The mapping ϕ is A-linear. Moreover, we have
‖〈xln , y〉‖ ≤ ‖xln‖‖y‖ ≤M‖y‖, whence ‖ϕ(y)‖ ≤M‖y‖ and thus ϕ ∈ X#. From
the self-duality of X there exists x0 ∈ X such that ϕ(y) = 〈x0, y〉 for all y ∈ X .
From the definition of ϕ this means 〈xln , y〉 → 〈x0, y〉 for all y ∈ X . 
Theorem 2.2. Let A be a C∗-algebra and B be a von Neumann algebra that
both act on a Hilbert space H. Let M be an inner product A-module and let N
be an inner product B-module satisfying [H]. Then, for each mapping f : M →
N satisfying (Wϕ), with ϕ satisfying (2.1), there exists I : M → N with the
following properties:
(i) 〈I(x), I(x)〉 = 〈x, x〉 (x ∈M),
(ii) I preserves orthogonality in both directions, that is, 〈x, y〉 = 0 if and only
if 〈I(x), I(y)〉 = 0,
(iii) ‖f(x)− I(x)‖ ≤√ϕ(x, x) (x ∈M).
Furthermore, there exists h : M→N such that the following decomposition holds:
f(x) = h(x) + I(x), 〈h(x), I(x)〉 = 0 and ‖h(x)‖ ≤
√
ϕ(x, x) (x ∈M).
If B is abelian, then I can be chosen as a solution of (W).
Proof. For n ∈ N ∪ {0} let fn(x) := cnf(c−nx), x ∈ M. Substituting in (Wϕ),
c−nx and c−my (with m,n ∈ N ∪ {0}) for x and y, respectively, one obtains
‖ |〈fn(x), fm(y)〉| − |〈x, y〉| ‖ ≤ cm+nϕ(c−nx, c−my) (x, y ∈M). (2.2)
By (2.1-a),
‖ |〈fn(x), f(y)〉| − |〈x, y〉| ‖ → 0 (as n→∞) (x, y ∈M),
which, by the continuity of multiplication, implies
‖ |〈fn(x), f(y)〉|2 − |〈x, y〉|2 ‖ → 0 (as n→∞) (x, y ∈ M). (2.3)
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Analogously,
‖ |〈f(x), fn(y)〉| − |〈x, y〉| ‖ → 0 (as n→∞) (x, y ∈M)
implies
‖ |〈f(x), fn(y)〉|2 − |〈x, y〉|2 ‖ → 0 (as n→∞) (x, y ∈ M). (2.4)
For x = y and n = m, (2.2) yields
‖〈fn(x), fn(x)〉 − 〈x, x〉‖ ≤ c2nϕ(c−nx, c−nx) (x ∈M). (2.5)
Then we have
‖〈fn(x), fn(x)〉‖ − ‖〈x, x〉‖ ≤ ‖〈fn(x), fn(x)〉 − 〈x, x〉‖ ≤ c2nϕ(c−nx, c−nx)
for all x ∈M, whence
‖fn(x)‖2 ≤ ‖x‖2 + c2nϕ(c−nx, c−nx) (x ∈M).
Let us fix x ∈ M. By (2.1-b), the sequence (fn(x)) in N is norm-bounded and
therefore, due to [H], there exists a subsequence of (fn(x)) (for simplicity we shall
assume that (fn(x)) has such a property) and F (x) ∈ N such that
‖〈fn(x), v〉 − 〈F (x), v〉‖ → 0 (as n→∞) (v ∈ N ).
By the continuity of multiplication and the continuity of involution ∗, this yields
‖ |〈fn(x), v〉|2 − |〈F (x), v〉|2 ‖ → 0 (as n→∞) (v ∈ N ), (2.6)
as well as
‖ |〈v, fn(x)〉|2 − |〈v, F (x)〉|2 ‖ → 0 (as n→∞) (v ∈ N ). (2.7)
Thus we have defined the mapping F : M → N such that (2.6) and (2.7) are
true for each x ∈M. In particular, (2.6) implies
‖|〈fn(x), f(y)〉|2 − |〈F (x), f(y)〉|2‖ → 0 (as n→∞) (x, y ∈M).
Hence, because of (2.3),
|〈F (x), f(y)〉|2 = |〈x, y〉|2 (x, y ∈ M). (2.8)
Inserting c−ny instead of y, we obtain
|〈F (x), fn(y)〉|2 = |〈x, y〉|2 (x, y ∈M). (2.9)
Letting n→∞ this yields
|〈F (x), F (y)〉|2 = |〈x, y〉|2 (x, y ∈ M),
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and finally
|〈F (x), F (y)〉| = |〈x, y〉| (x, y ∈M). (2.10)
In particular,
〈F (x), F (x)〉 = 〈x, x〉 (x ∈M).
Note that (2.8) implies
|〈F (x), f(x)〉|2 = 〈x, x〉2 (x ∈M). (2.11)
From (2.7) we get
‖ |〈f(x), fn(x)〉|2 − |〈f(x), F (x)〉|2 ‖ → 0 (as n→∞) (x ∈M),
which implies, because of (2.4),
|〈f(x), F (x)〉|2 = 〈x, x〉2 (x ∈M). (2.12)
Comparing (2.11) and (2.12) we conclude
|〈F (x), f(x)〉|2 = |〈f(x), F (x)〉|2 (x ∈M).
Hence, 〈F (x), f(x)〉 is a normal element in B for every x ∈ M. Let us fix an
arbitrary x ∈ M. Let B(x) be the von Neumann algebra generated by the set
{〈F (x), f(x)〉, 〈f(x), F (x)〉, idH}. Then B(x) is abelian (cf. e.g. [23, p. 117]) and
B(x) ⊆ B.
Using the polar decomposition we can find a partial isometry s(x) ∈ B(x) such
that
s(x)|〈F (x), f(x)〉| = 〈F (x), f(x)〉 and s(x)∗〈F (x), f(x)〉 = |〈F (x), f(x)〉|.
Since |〈F (x), f(x)〉| = 〈x, x〉, this can be written as
s(x)〈x, x〉 = 〈F (x), f(x)〉 and s(x)∗〈F (x), f(x)〉 = 〈x, x〉.
In particular,
s(x)∗s(x)〈x, x〉 = s(x)∗〈F (x), f(x)〉 = 〈x, x〉.
Since B(x) is abelian and 〈x, x〉 = |〈F (x), f(x)〉| ∈ B(x), we conclude that all
elements in B(x) commute with 〈x, x〉. If we define p(x) = s(x)∗s(x), then p(x)
is a projection in B(x) such that
p(x)〈x, x〉 = 〈x, x〉p(x) = 〈x, x〉.
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Since 〈F (x), F (x)〉 = 〈x, x〉, this implies
〈F (x)p(x)− F (x), F (x)p(x)− F (x)〉 = p(x)〈F (x), F (x)〉p(x)
− p(x)〈F (x), F (x)〉
− 〈F (x), F (x)〉p(x)
+ 〈F (x), F (x)〉
= p(x)〈x, x〉p(x)− p(x)〈x, x〉
− 〈x, x〉p(x) + 〈x, x〉 = 0.
Thus
F (x)p(x) = F (x) (x ∈M). (2.13)
Let us define
I(x) = F (x)s(x) ∈ N .
Then
〈I(x), f(x)〉 = s(x)∗〈F (x), f(x)〉 = 〈x, x〉,
whence by taking the adjoint,
〈f(x), I(x)〉 = 〈x, x〉. (2.14)
We have defined a mapping I : M → N . We will show that it satisfies the
desired properties.
First we have, for all x ∈M,
〈I(x), I(x)〉 = s(x)∗〈F (x), F (x)〉s(x)
= s(x)∗〈x, x〉s(x) = s(x)∗s(x)〈x, x〉 (2.15)
= p(x)〈x, x〉 = 〈x, x〉.
This implies
〈f(x)− I(x), f(x)− I(x)〉 = 〈f(x), f(x)〉 − 〈f(x), I(x)〉
− 〈I(x), f(x)〉+ 〈I(x), I(x)〉
= 〈f(x), f(x)〉 − 〈x, x〉 − 〈x, x〉 + 〈x, x〉
= 〈f(x), f(x)〉 − 〈x, x〉,
which yields
‖f(x)− I(x)‖2 = ‖〈f(x), f(x)〉 − 〈x, x〉‖ ≤ ϕ(x, x) (x ∈M)
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and finally
‖f(x)− I(x)‖ ≤
√
ϕ(x, x) (x ∈ M).
If 〈x, y〉 = 0, then (2.10) implies 〈F (x), F (y)〉 = 0. This yields 〈I(x), I(y)〉 =
s(x)∗〈F (x), F (y)〉s(y) = 0.
Since s(x) ∈ B(x) and B(x) is an abelian von Neumann algebra, s(x)s(x)∗ =
s(x)∗s(x) = p(x), so
F (x) = F (x)p(x) = F (x)s(x)s(x)∗ = I(x)s(x)∗.
If 〈I(x), I(y)〉 = 0, then 〈F (x), F (y)〉 = s(x)〈I(x), I(y)〉s(y)∗ = 0 and (2.10)
implies 〈x, y〉 = 0. Hence, I preserves orthogonality in both directions.
If we define h(x) := f(x)− I(x) for all x ∈ M, then, by (2.14) and (2.15),
〈h(x), I(x)〉 = 〈f(x), I(x)〉 − 〈I(x), I(x)〉 = 〈x, x〉 − 〈x, x〉 = 0.
Now assume that B is abelian. According to (2.10) we have
|〈I(x), I(y)〉|2 = s(y)∗〈F (y), F (x)〉s(x)s(x)∗〈F (x), F (y)〉s(y)
= p(y)〈F (y), F (x)〉p(x)〈F (x), F (y)〉
= 〈F (y)p(y), F (x)p(x)〉〈F (x), F (y)〉
= |〈F (x), F (y)〉|2 = |〈x, y〉|2 (x, y ∈M),
so I is a solution of (W). 
Remark 2.3. The conclusion (i) of Theorem 2.2 implies 〈x, x〉 = 〈I(x), I(x)〉 ∈ B.
Since 〈x, x〉 ∈ B for all x ∈M, we have 〈x, y〉 = 1/4∑3i=0 ik〈x+ iky, x+ iky〉 ∈ B
for all x, y ∈ M. If M is a full Hilbert A-module (that is, the ideal 〈M,M〉
generated by all products 〈x, y〉, x, y ∈M, is dense in A), this yields A ⊆ B.
3. Applications and notes
The orthogonality preserving property of the mapping I in Theorem 2.2 leads
to a question on how this property is related to the Wigner equation. Such a
relation was shown in the realm of Hilbert spaces and under some linearity-type
assumptions (cf. e.g. [7, Corollary 2.4]). Linear orthogonality preserving mappings
have also been studied in normed spaces, with the Birkhoff-James or the semi-
inner product orthogonalities (cf. [18, 19, 5, 9]). It seems that the investigation on
such a class of mappings between inner product modules would be of independent
interest; some recent results in that direction can be found in [16].
The following result is a consequence of Theorem 2.2 and Proposition 2.1.
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Corollary 3.1. Let A and B be finite-dimensional C∗-algebras acting on a Hil-
bert space H and let B be abelian and containing the identity operator idH. Let
M be an inner product A-module and let N be a Hilbert B-module. Then, for
each mapping f : M→N satisfying (Wϕ), with ϕ satisfying (2.1), there exists a
solution I : M→N of (W) such that
‖f(x)− I(x)‖ ≤
√
ϕ(x, x) (x ∈M).
In particular, for A = B = C we obtain the stability of the Wigner equation
between an inner product space M and a Hilbert space N .
One can consider the control mapping
ϕ(x, y) := ε‖x‖p‖y‖q,
where ε > 0 and p, q are fixed real numbers such that either p, q > 1 or p, q < 1
(we assume ‖0‖0 = 1 and ‖0‖p = ∞ for p < 0). It is easy to check that the
conditions (2.1) are satisfied with c = 2 (if p, q > 1) or c = 1
2
(if p, q < 1). Then
the results from the previous section yield the following result.
Corollary 3.2. Let A be a C∗-algebra and B be a von Neumann algebra that
both act on a Hilbert space H. Let M be an inner product A-module and let N
be an inner product B-module satisfying [H]. Let either p, q > 1 or p, q < 1 and
ε > 0. Then, for each mapping f : M→N satisfying
‖ |〈f(x), f(y)〉| − |〈x, y〉| ‖ ≤ ε‖x‖p‖y‖q (x, y ∈M),
there exists I : M→N with the following properties:
(i) 〈I(x), I(x)〉 = 〈x, x〉 (x ∈M),
(ii) I preserves orthogonality in both directions,
(iii) ‖f(x)− I(x)‖ ≤ √ε ‖x‖(p+q)/2 (x ∈M).
Moreover, if B is abelian, then I can be chosen as a solution of (W).
Remark 3.3. The case when the control mapping is of the form ϕ(x, y) = ε‖x‖ ‖y‖
is still unsolved even in the framework of Hilbert spaces (cf. [6]).
As a consequence of Theorem 2.2, we have obtained the already known stability
results in the category of Hilbert spaces. However, in Hilbert spaces it has been
proved (cf. [8]) that the mapping I appearing in the assertion of Theorem 2.2
is unique up to phase-equivalence. The proof used, in particular, the Wigner’s
theorem and the fact that the equality in Cauchy-Schwarz inequality yields linear
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dependence of vectors. However, in the setting of Hilbert C∗-modules Wigner’s
theorem has not been established generally (it has been investigated only for some
specific classes of C∗-algebras, e.g. [3, 4]). The uniqueness of I in the assertion
of Theorem 2.2 remains an open problem.
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