The usual weak formulation of parabolic problems, in the case where the data are in L 1 , does not ensure the uniqueness of the solution, thus we give here an "entropy" formulation, which allows us to achieve existence and uniqueness.
Introduction
We want to solve the parabolic equation However this formulation does not ensure the uniqueness for N > 2 : To give an example of non-uniqueness, for instance with p = 2, we can use the "elliptic" counterexample (see [13] ) adapted from the one of Serrin [14] . Indeed there exists a a bounded and uniformly coercitive matrix, i.e. a ij (x) ∈ L ∞ (Ω) and i,j 
is an solution, in the sense of (2), of
with w = 0.
In order to obtain an existence and uniqueness result, an entropy formulation is proposed, it is very close to the one which has been introduced for the elliptic case in [2] . In the case where A does not depend on t, existence and uniqueness od entropy solution have been proved, using semigroups theory, by Andreu, Mazón, Segura de León and Toledo [1] .
Another formulation defining solutions called renormalized and ensuring also the uniqueness is given by Blanchard and Murat [4] . These two formulations give the same solution.
Let us give the hypotheses on A. We will call, in the sequel, (H) the following hypotheses : A is a Caratheodory function, that is
• A(t, x, ξ) : R × R N × R N → R N is measurable with respect to t ∈ R and x ∈ R N for all ξ ∈ R N and continuous with respect to ξ ∈ R N for almost all t ∈ R and x ∈ R N . We will denote A(t, x, ∇u) = A(t, x, ∇u(t, x)), A also verifies coercivity, monotonicity, and growth conditions : there exists p verifying 2 − 1/(N + 1) < p ≤ N and
• There exists α > 0 such that for all ξ and almost all t and x we have
• For all ξ and η and almost all t and x we have
, (where p = p/(p − 1)) and β > 0 such that for all ξ and almost all t and x we have
These hypotheses are classical for the study of nonlinear operators in divergence form (see Leray and Lions [8] ), except p > 2 − 1/(N + 1).
Let k > 0 and T k : R → R the "truncating" function equal to
We will use in the sequel the following result (F.Mignot [7] )
< ., . > denotes the duality between W −1,p (Ω) and W 1,p 0 (Ω). We will use the same notation in the sequel unless otherwise agreed.
and Ω an open bounded set of R N , we will call entropy solution of
and
The result proved here is the following theorem
, and A verifying (H), then the problem (1) has one and only one entropy solution.
First, we explain how the solution of [5] is obtained and we precise its regularity and in the next two sections, we show existence and uniqueness of entropy solution.
The solution obtained by approximation
The method used, in [5] , for showing existence of solutions for u 0 ∈ M (Ω) and f ∈ M ([0, T ] × Ω) consists in regularising u 0 and f with two sequences (u n 0 ) and
which gives a solution u n of (1) (with f n instead of f and u n 0 instead of u 0 ), then in passing to the limit for n → ∞.
. Let u n be the "classical" solution (see Lions [9] ) of
and u n verifies
and that
For showing that u is a solution of (1), it is enough to show the following claim.
Claim 1 :
The sequence (∇u n ) converges almost everywhere toward ∇u (eventually up to a subsequence).
Proof : Let us show that (∇u n ) is a Cauchy sequence in measure, which will yield ∇u n → ∇u almost everywhere, for a convenient subsequence. This consists in showing that
Then, to show that, let δ > 0 and ε > 0. Let us remark that for k > 0 and η > 0 we have
we will denote A 1 to A 4 the four sets of the right hand side. One could remark, in the sequel of the proof, that only the upper bound of the measure of A 4 uses (4), the equation of which u n and u m are solutions. The other bounds use the boundeness of (u n ) and (∇u n ). Let us bound meas(A 1 ) and meas(A 2 ), we have
. Let us fix k such that meas(A 1 ) ≤ ε and meas(A 2 ) ≤ ε (by the same way) for all n, m ∈ N. Now let us bound meas(A 3 ), we have
hence, to bound meas(A 3 ), it is enough to show that (u n ) is a Cauchy sequence in
, and, since
hence, according to a compactness lemma of Aubin's type (see, for instance, Simon
hence for a given η, there is n 0 such that for n, m ≥ n 0 one has meas(A 3 ) ≤ ε.
It is now sufficient to bound meas(A 4 ), and to choose η. Thanks to the monotoncity of A, we have [A(t, x, ξ 1 )−A(t, x, ξ 2 )](ξ 1 −ξ 2 ) > 0 for ξ 1 −ξ 2 = 0. Since the set of (ξ 1 , ξ 2 ) such that |ξ 1 | ≤ k, |ξ 2 | ≤ k and |ξ 1 − ξ 2 | ≥ δ is compact and A is continuous with respect to ξ for almost all t and x, [A(t, x, ξ 1 ) − A(t, x, ξ 2 )](ξ 1 − ξ 2 ) reaches on this compact its minimum that we will denote γ(t, x), and that verifies γ(t, x) > 0 a.e. Since γ(t, x) > 0 a.e., there exists ε > 0 such that, for all measurable set
hence, to obtain meas(A 4 ) ≤ ε, it is sufficient to show that A 4 γ ≤ ε . By definition of γ and A 4 , we have
moreover the term to be integrated is non negative and ∇T η (u n − u m ) = (∇u n − ∇u m )1 {|un−um|≤η} , hence we have (4) written successively with u n and u m one gets
Since the first term is non negative (Θ η (x) ≥ 0), and Θ η (x) ≤ η|x| one has
hence, for η small enough, one has A 4 γ ≤ ε and thus meas(A 4 ) ≤ ε (using (5)).
Since η is now fixed, the upper bound of meas(A 3 ) give us an n 0 such that meas(A 3 ) ≤ ε and therefore for all n, m ≥ n 0 we have
thus the convergence of (∇u n ) toward ∇u in measure and therefore (up to a subsequence) the claim 1 are shown. This proves that u is solution of (2). In the sequel one needs the following claim.
Proof : Let m and n be two integers, then u n and u m verify (thanks to (4))
thanks to the monotonicity of A, hence we get from (6)
for all t ≤ T . Let us denote a n,m the right hand side, thus
2 a n,m 1 2 + 2 a n,m .
Since (f n ) and (u n ) are convergent in L 1 we have a n,m → 0 for m and n → ∞ hence (u n ) is a Cauchy sequence in
This ends the proof of the claim 2.
Existence of an entropy solution
We can now show that the limit u of the sequence (u n ), defined in the previous section, is an entropy solution of (1), that is u verifies (3).
The solution u of (2), obtained in the preceding section, is the limit of (u n ) which verifies (4) , that is,
. This choice of ψ in (7) leads to
and since u n t = (u n − ϕ) t + ϕ t , one has
(that is the entropy formulation for u n with an equality). Let us study the limit for n → ∞ of each term.
We have seen that
Since
We now pass to the limit in
, hence it is sufficient to show the convergence of
weak and because (up to a subsequence) T k+M (u n ) converges almost everywhere. Hence
The last term of the left hand side can be written as
weak. And since, thanks to the dominated convergence,
the other term being non negative, Fatou's lemma gives us (we have shown the almost everywhere convergence of (∇u n ) which implies the one of ∇T k+M (u n ))
(where lim denotes the lower limit). It remains to pass to the limit in
Therefore passing to the limit in (8) gives us
Remark : One can, in fact, prove the strong convergence of [3] , and [12] , [11] for the elliptic case), which leads to an equality in the entropy formulation, however the inequality is sufficient to give uniqueness.
Uniqueness of the entropy solution
We will show, here, the uniqueness of the entropy solution (that is a solution of (3)). Let u be the entropy solution constructed previously and let v be another entropy solution, we will show that u = v, which will give the uniqueness. This solution u is not necessarily unique : it could depend on the choice of (f n ) (the approximation of f ) and, moreover, several subsequences have been extracted during the construction of u. However the equality u = v will show also the uniqueness of the solution u constructed by approximation.
One would like to choose ϕ = T h (u n ) as test function in (3) but T h is not sufficiently smooth, so that (
, then equation (3) gives us (by a standard argument of regularization)
Let us take off (9) and (10), we get
We will now make successively ε goes toward 0, n toward ∞ and h toward ∞. We begin with ε → 0. Let us denote A ε 1 to A ε 7 these seven terms, then we get A
, the four terms of the left hand side and the first two terms of the right hand side pass to the limit for ε → 0 thanks to the theorem of Lebesgue dominated convergence.
Let us bound |A ε 3 | (these calculus have been inspired by [6] ). Let R ε h be an even function such that R ε h (0) = 0 and (
Hence
It is enough to observe for the limit of A ε 4 that, (T h ) (u n )A(t, x, ∇u n ) = 1 {|un|≤h} A(t, x, ∇u n ) = A(t, x, ∇u n 1 {|un|≤h} ) = A(t, x, ∇T h (u n )) (recall that the coercivity of A implies A(t, x, 0) = 0), to get
Now we make n → ∞, we have [A(t, x, ∇v) − A(t, x, ∇T h (u n ))]∇T k (v − T h (u n )) = [A(t, x, ∇v) − A(t, x, ∇T h (u n ))]∇(v − T h (u n ))1 {|v−T h (un)|≤k} ≥ 0 and we have shown that ∇u n → ∇u a.e. hence ∇T h (u n ) → ∇T h (u) a.e. thus, thanks to Fatou's lemma, we have
and the others terms converge (up to a subsequence to have the domination of (f n ) and (u 0 )) thanks to the dominated convergence when n → ∞ hence
Now we make h → ∞, we have v(T ) and u(T ) ∈ L 1 (Ω) and u 0 ∈ L 1 (Ω). Moreover Using positivity of Θ k and coercivity of A, one deduces T k (u − v) = 0 a.e. (for all k), hence u = v a.e., which ends the proof of the theorem.
