Introduction
The brain is a highly complex network of nonlinear systems with internal dynamic states that are not easily quantified. As a result, it is essential to understand the properties of the connectivity network linking disparate parts of the brain to ascertain the global functional processes it executes. However, analyzing brain connectivity is a nontrivial task, since the electrical activations that drive the dynamics happen in a three-dimensional volume at small spatial and temporal scales. The networked nature of the brain is highly relevant to different functional tasks, such as memory, which occur in diffuse brain regions. An effective method for presenting multivariate data and monitoring brain networks utilizes brain connectivity graphs. The graphs connecting cortical regions are highly random and modular, but show relatively low heterogeneity. Conserved over all scales, the network characteristics include small world degree distributions, modularity, short path lengths, hub nodes, and hierarchy [1] .
The statistical dependencies between observed neuronal population responses, also known as functional connectivity, can be used to determine the edge weights of the brain connectivity graphs. Functional connectivity may be inferred from electroencephalography (EEG), magnetoencephalography (MEG), functional MRI (fMRI), or other time series data. Dynamic coupling is assumed in cases when two regions are not statistically independent [2] . Functional connectivity can be computed on the cellular [3] or the regional level [4, 5] .
Phase synchronization is a statistical quantity well suited for determining functional connectivity, and thus brain networks, since it measures the interdependence of two oscillators. Such methods have been applied in the fields of nonlinear dynamics and chaotic systems [6] and translate well to EEG since it is noisy, non-linear, and nonstationary [7] . Within the brain, synchronous gamma oscillations are confined to local neuronal populations, while theta (4-8Hz) synchronization is found across regions of the brain [8] . Regional interactions associated with memory tasks are reflected in both the theta and gamma EEG oscillatory frequency bands [9] [10] [11] .
Working memory is the neural system which controls the processing and organization of consciously accessible information for successful reasoning, comprehension, and goal-directed behavior [12, 13] . Humans have a limited capacity with respect to the amount of information that can be simultaneously retained in working memory. Successful maintenance of information in working memory is associated with increased cortical phase synchronization [9, 14, 15] . From a neurophysiological point of view, in both verbal and visuospatial working memory tasks, the bilateral prefrontal (PFC) and posterior parietal (PPC) cortices are activated [16] [17] [18] . Theta phase synchronization during a working memory task is sustained during encoding, maintenance, and retrieval between these two anatomical regions and increases with memory load (difficulty of the task) [9, 19] . Previous neuroimaging data suggests that hemispheric specialization varies with the working memory domain (verbal or visuospatial) such that left lateralized regions are recruited for verbal tasks or right lateralized for visuospatial tasks [20] . Alternatively, it has been proposed that verbal working memory performance relies on successful encoding of a stimulus as both a spatial object in the right hemisphere and a verbal construct in the left hemisphere [16] .
A variety of interventions can be used to stimulate the brain at a particular frequency thereby allowing manipulation of cortical oscillations and subsequent observation of the effects of the manipulation. Current methods of stimulation include electrical signals, magnetic fields, and ultrasound. However, few existing methods are able to be used in concert with traditional neural measurement systems (EEG, MEG, etc.) and almost none take advantage of the brain's own structure to actively generate internal oscillatory modulations. Binaural beats can be used to produce oscillations in the existing auditory pathway and is compatible with traditional neural measurement systems [21, 22] . Binaural beats arise from the brain's interpretation of two pure tones, with a small frequency mismatch, delivered independently to each ear. A third phantom binaural beat, whose frequency is equal to the difference of the two presented tones, is produced in the Inferior Colliculus (IC) [23] . The phase difference is projected from the IC to the primary auditory cortex by periodic neural firings specific to the binaural beat frequency [24] . Based on the results of Fitzpatrick et al, the auditory cortex experiences the highest amount of synchronization due to binaural beats in the beta band around 16Hz [21] . Binaural beats have been shown to further entrain the frontal and parietal cortices using a variety of binaural beat frequencies [25] [26] [27] [28] . In addition, binaural beats, have been shown to influence many different aspects of cognition and mood states, such as attention, memory, creativity, and vigilance [29] . Gamma band 40Hz binaural beats have shown to produce the largest effects on the frequency responses [25, 27] . However, binaural beats can influence responses outside their respective frequency band [30] and this effect is poorly characterized. The nonlinear relationship between the binaural beat stimulation and cortical activity means that, for working memory, 40Hz BB may not be optimal. For example, one study by Lane et al reported that while listening to binaural beats in the beta frequency range during a 1-back working memory task, the participants showed improvement in target detection, and decreased false alarms, taskrelated confusion, and fatigue [31] . A recent study by our group has also shown that 15Hz BB can improve accuracy and strengthen key connections in the cortical networks during a visuospatial working memory task [32] . For a literature review on the effects of binaural beats on cortical activity and working memory, refer to [32] . The objective of this experiment is to determine the effects binaural beats have on the recorded EEG frequency responses and cortical connectivity, using graph theory methods, during a cognition task. Specifically, a verbal working memory task was chosen since binaural beats have been shown to activate cortical areas key to working memory, which in turn, impacts performance.
Materials and Methods

Participants
Thirty-four healthy adults (15 women, 19 men) aged 18 to 46 yr (mean 27.1 yr) participated in this study. Each participant provided written consent after being familiarized with the experimental protocols, which were approved by the Virginia Tech Institutional Review Board. Before the start of the task, participants were tested for corrected-to-normal vision and evaluated their hearing using the American Speech-Language-Hearing Association guidelines. No participants reported any previous neurological or hearing problems.
Auditory Stimulus
Multiple acoustic stimulation conditions were evaluated during the course of the session. The control conditions included 1) None, 2) Pure Tone (R: 240Hz, L: 240Hz), and 3) Classical Music (Vivaldi -Spring). The experimental conditions included 1) 5Hz Binaural Beat (R: 240Hz, L: 245Hz), 2) 10Hz Binaural Beat (R: 240Hz, L: 250Hz), and 3) 15Hz Binaural Beat (R: 240Hz, L: 255Hz). The tones presented to the right and left ears are indicated by R and L, respectively. The binaural beats, 5Hz, 10Hz, and 15Hz, serve as theta, alpha, and beta band stimulation, respectively. The tones were created in Matlab. The stimulus volume, played through stereo headphones (MDR-NC7, Sony), was set by the participants at the start of the session to a comfortably loud level.
EEG Recordings
The EEG data were recorded using a 16 gold cup passive electrode EEG system (OpenBCI, Inc., New York, NY) that was interfaced with LabVIEW. The sampling rate was 128Hz. The chosen 10-20 electrode channel locations [33] were Fp1, Fp2, F7, F8, F3, F4, T3, T4, C3, C4, P3, P4, O1, O2, Fz, Cz. The ear lobes were used for the reference and ground electrodes. Prior to data collection, Ten20 EEG conductive paste (Weaver and Co., Aurora, CO) was used to prepare the electrodes and electrode impedances were verified to be < 5 kΩ. For each letter presented on the screen, the subject must compare the retained (no longer visible) and current (visible on-screen) letters and indicate when the current letter on the screen matches the letter that occurred "N" steps prior. Individual cognitive differences determine the limit on the 'load', or number of letters, that can be successfully maintained and manipulated in this task. Capacity is computed using K C = C(H − F), where C is the load, H is the hit rate (percentage of correctly identified matches), and F is the false alarm rate (percentage of non-matches identified as matches) [34] .
N-Back Task
Participants completed the N-back test in a quiet, dimly lit room and were seated in front of a computer monitor. A custom script written for the Cogent Graphics Matlab toolbox presented the task. The participant pressed the left arrow or right arrow on the keyboard to indicate a match or no match, respectively. An initial load titration test was completed, before starting the experiment, and involved a practice round (one block of a 1-back task) and then increased in difficulty (one block each of 1-, 2-, and 3-back task). For each participant, the load used in the experimental task was set by selecting the load which produced the highest capacity estimate. In the event that two loads produced identical capacity values, the load with the largest hit rate less than 100% was used. In case the hit rate equaled 100%, the next highest load was chosen. Each individual was tested at their working memory capacity limit to assess their improvement due to the acoustic stimulation. Of all the participants, thirty-two participants completed the task at a load of 1 and two participants at a load of 2.
Following the EEG setup, each participant performed the task at the selected load for thirty minutes. The sound condition changed every five minutes to one of the six different acoustic stimulation conditions. The binaural beats began precisely with the first working memory trial of a block and ended with the final trial. Between each block was a two-minute break. Over all participants, all trials and sound conditions were randomized to minimize bias.
Behavioral Data Processing and Analysis
A custom Matlab script was used to process the recorded behavioral data. First, trials were discarded if the participant pressed an incorrect key or didn't respond in time (less than 5%). The metrics used to assess performance during each acoustic stimulation condition were accuracy, ranked accuracy, and reaction time. Accuracy is computed by dividing the the number of correct trials, both matches (Hit) and non-matches (Correct Rejection), by the total number of trials. To identify relative trends in the accuracy results, of each individual participant, a new dataset was constructed by ranking the accuracy of the six sound conditions from 1 (lowest accuracy) to 6 (highest accuracy), for each participant. By ranking each participant's accuracy scores, the data was normalized on a standard scale that eliminated the effect of an individual's mean accuracy. Reaction time is defined as the time observed between when the letter appeared on the screen and when the participant pressed a response button.
The statistical software JMP (SAS, Cary, NC) was used to analyze the behavioral data. The nonparametric Mann-Whitney U statistical test was used since the data (N = 34) was non-normal. The post hoc test chosen was the Steel-Dwass All Pairs, which is the nonparametric equivalent to Tukey HSD, and the familywise error rate was kept at a maximum of 0.05. For the behavioral data, CONDITION refers to all acoustic stimulation conditions: None, Pure Tone, Classical, 5Hz BB, 10Hz BB, and 15Hz BB.
EEG Data Processing
The EEGlab toolbox in Matlab was used to preprocess the raw EEG data [35] . Initially, the EEG recordings were bandpass filtered (0.5Hz -50Hz) to remove drift and the 60Hz power line noise. Then, the filtered EEG was re-referenced to the average. Two different datasets were then derived from the preprocessed EEG data.
The first dataset contains the continuous five-minute block of EEG recordings used for a frequency analysis. First, artifacts were removed using automatic continuous rejection in EEGlab. Then, independent component analysis (ICA) was used to remove the eye blink components [36] . The resulting dataset contained approximately five minutes of clean EEG data, for each condition, for each of the thirty-four participants.
The second dataset contains the epoched EEG used for the graphical network analysis. The onset (0 ms -1000 ms, which corresponded to the time when the letter was on the screen) epochs were extracted using EEGlab. The onset epoch length remained constant even if the participant responded before the end of the one-second interval. Finally, the baseline was removed (0-200 ms before stimulus presentation). Only correct trials (i.e. a Hit or Correct Rejection) were used. Epochs with artifacts from eye blinks, movement, or other sources were removed following manual inspection of the automatically identified artifacts in EEGlab (less than 5% rejection). The resulting dataset contained approximately 100 epochs of clean EEG data, for each of the thirtyfour participants, for each condition.
Graphical Network Construction
The processed epoched EEG signals were filtered again, using EEGlab, to focus on the theta (4Hz -8Hz) band (which will be motivated by the results in section 3.2). The timefrequency synchronization measure between channels was computed using the processed EEG signals. The graphical networks are comprised of nodes (the channels) and the edge weights (time-frequency synchronization measure). A measure of synchronization used in the literature is the Phase Locking Value (PLV). The PLV measures the phase coherence between two signals. For example, the PLV of two oscillators is 1 if the phase difference is continually fixed, and is 0 if constantly changing [37] . We compute the PLV using the Matlab Signal Processing Toolbox with the EEG channel recordings converted into analytic signals using a Hilbert transform [38] . Then, the phase, in radians, of the hth channel in a given epoch is denoted φ h (t). The phase difference between channel h and channel i is given by θ hi (t) = φ h (t) − φ i (t) mod 2π. All pairs of channels are where T is the epoch duration and N is total number of discrete time steps.
The graphical network is constructed using the electrode channels as the nodes (V = {1, ..., n}), where n = 16, and the PLV connection strength is associated with the undirected edges as edge weights (E = {(i, j) : ∃ an edge from i to j}). The network is undirected and weighted, and can be defined as an adjacency matrix, A, made up of a ij elements and a edge weight matrix, W , made up of ω ij elements. The adjacency matrix has a ij = 1 if (i, j) ∈ E and 0 otherwise. The elements of the edge weight matrix are ω ij = PLV ij with the property that 0 ≤ w ij = w ji ≤ 1 for i, j = 1, ..., n, i = j. Note that both A and W are symmetric. Edge weights in terms of PLV were computed for each epoch and averaged over all epochs to define the graphical network for each participant.
EEG Analysis
Three different EEG data analyses were undertaken. First, a frequency analysis determined the changes in EEG frequency band power. Second, a graphical network measure analysis determined the modulation of the nodes in the network. Third, the regional connection strengths analysis determined the overall changes in the networks. A power analysis conducted for each EEG analysis determined that greater than 1,000 points were necessary for a power of 0.8 and α = 0.05. Therefore, we chose to bootstrap the results of each analysis 100 times. The post hoc test chosen was the Tukey HSD, and the familywise error rate was kept at a maximum of 0.05.
Frequency Band Analysis.
For each condition, for each participant, the theta (4Hz -8Hz), alpha (8Hz -12Hz), beta (12Hz -25Hz), and gamma (25Hz -40Hz) band FFT power was computed, for each channel. To determine the effect of the stimulation on the frequency response of the EEG, multiple t-tests were computed comparing, for each channel, the None condition against each of the binaural beat stimuli conditions (5Hz, 10Hz, 15Hz) . In addition, a two-way factorial ANOVA was used to determine the effect of the experimental binaural beat stimulation CONDITION (None, 5Hz BB, 10Hz BB, 15Hz BB) and BAND (Theta, Alpha, Beta, Gamma) on the mean FFT power for each channel. Furthermore, looking specifically at Fp1, an electrode placed over a key region involved with verbal working memory, a one-way ANOVA was performed to analyze the effect of CONDITION on the bootstrapped FFT band power.
Graphical Network Analysis.
Functional networks built from neuroimaging data can be quantified using traditional graphical network metrics [39, 40] . The networks were analyzed using the degree metric computed by the Brain Connectivity Toolbox (BCT) in Matlab. The degree of the ith node, denoted D i , is the sum of the edge weights connected to the node. It measures the amount of information arriving at the node from other regions, and is computed as D i = n j=1 w ij with n = 16 the number of channels. Multiple ANOVAs were completed to analyze the degree at the channel and hemispheric level. For this analysis, "regions" refers to the average of the surface sites over the different cortices. We define three bilateral REGIONS to identify overall connectivity: Frontal (F), Centro-temporal (CT), and Parieto-occipital (PO). The Central and Temporal, and Parietal and Occipital channels were combined since the total number of electrodes was low. As an example, the left hemisphere regions are Frontal (Fp1, F7, and F3), Centro-temporal (C3 and T3), and Parieto-occipital (P3 and O1). For the EEG data, CONDITION refers only to the None and 15Hz BB conditions (which will be explained in section 3.2). CHANNELS refers to the 16 individual channels of recorded EEG data. HEMISPHERE refers to the electrodes in the left or right hemispheres.
Regional Connection Strength
Analysis. The effect of CONDITION (None and 15Hz BB) on the regional connection (LINK) PLV strength was evaluated in an two-way ANOVA. LINK refers to the three anterior -posterior connections (F -CT, F -PO, and CT -PO) for each hemisphere and three bilateral connections (F -F, CT -CT, and PO -PO). The regional links were determined by averaging the regional connections between the clusters of electrodes.
Results
N-Back Task Performance
No significant changes due to CONDITION were found for the participants' reaction time (χ 2 (5, 34) = 2.63, p = 0.757) nor for the raw accuracy scores (χ 2 (5, 34) = 0.59, p = 0.968) when compared in a nonparametric Mann-Whitney U statistical test. Table 1 shows the mean accuracy and standard deviation for each condition. Overall, the mean values for the experimental conditions are higher than the control conditions but the differences are not statistically significant due to high variability. The large variance is likely due to the different load levels or larger age range. A nonparametric Mann-Whitney U test showed that the effect of CONDITION on the ranked accuracy was statistically significant (χ 2 (5, 34) = 15.07, p = 0.0101). Post hoc pairwise analyses are shown in Figure 2 . The only statistically significant result is that, individually, participants' performed significantly better during the 15Hz BB than during the None condition (p = 0.0041). The other conditions were not significantly different from either None or 15Hz BB.
Frequency Band
The results of the frequency band analysis are shown in Figure 3 . The uncorrected t-statistics, comparing the FFT power for the None condition and the three binaural beat conditions, for each channel, are shown in Figure 3A . The results of the two-way factorial ANOVA determined that CONDITION (F(3,240) = 15.8, p < 0.0001), BAND (F(3,240) = 723.0, p < 0.0001) had significant effects on the mean FFT power but their interaction (F(9,240) = 1.8, p = 0.07) did not. Based on Tukey HSD post hoc analysis, the theta band (p < 0.0001) and 15Hz BB (p < 0.002) were significantly higher over all other frequency bands and conditions, respectively. In addition, Figure 3B shows the FFT power for only the left prefrontal electrode (Fp1). Four one-way ANOVAs, one for each frequency band, analyzed the effect of CONDITION on the bootstrapped FFT power. CONDITION was significant for Theta (F(3,396) = 165.3, p < 0.0001), Alpha (F(3,396) = 165.0, p < 0.0001), Beta (F(3,396) = 133.7, p < 0.0001), and Gamma (F(3,396) = 230.4, p < 0.0001) .
Therefore, based on the behavioral and frequency response results, only the theta band EEG responses for the None and 15Hz BB conditions will be considered for the remaining analysis. An ANOVA, with the CONDITION as the independent variable, determined that the edge weights of the networks (Figure 4) were significantly higher for 15Hz BB when compared to None (F(1,478) = 2.41, p = 0.0163).
Connectivity Networks
Graphical Network Measure
A two-way ANOVA, shown in Figure 5A , was constructed to analyze the effect of CONDITION and CHANNELS on the degree values of the networks shown in Figure  4 . CONDITION (F(1,3168) = 70.6, p < 0.0001), CHANNELS (F(15,3168) = 153.5, p < 0.0001), and their interaction CONDITION × CHANNELS (F(15,3168) = 3.8, p < 0.0001) were significant. Overall, the degree values are higher for 15Hz BB when compared against None. Figure 5B shows the differences between the two conditions in Figure 5A , topographically, for each channel. The prefrontal, parietal, and occipital channels have the largest positive changes between conditions. Furthermore, three separate two-way ANOVAs, one for each REGION, were constructed to determine the effect of CONDITION and HEMISPHERE on degree, and are shown in Figure 6 . Listed on the graph are the F values from each ANOVA (DOF = 2, N F = 1197, N CT = 797, and N P O = 797). Generally, the left hemisphere values are higher than the right. that the strength increased during 15Hz BB stimulation, and blue shows a decrease. Regions connected by a dotted line produced insignificant changes between conditions. All connections, except for the right centro-temporal to parieto-occipital and interhemispheric centro-temporal connections, increased when listening to 15Hz BB. Most importantly, the 15Hz BB produced significant increases in the bilateral frontoparietal network and left hemispheric connections. Table 2 shows mean and standard deviation of the connection strengths over 100 bootstrapped samples, the mean difference between the two conditions, and the results of the t-tests comparing None to the 15Hz BB for each link. 4. Discussion 15Hz binaural beats increases relative accuracy during an N-Back task. Based on a power analysis, the participant N number was not large enough to determine any significances in raw accuracy scores. However, the ranked accuracy values, shown in Figure 2 , produced the key result that, individually, participants performed significantly better overall when listening to 15Hz BB than None. Classical Music and Pure Tone produced an insignificant change from None which is consistent with previous literature [41] . In addition, neither the 5Hz or 10Hz BB produced significant changes from the None condition. The increase in performance when listening to 15Hz BB can be potentially explained by noting that 15Hz BB produced the highest change in the theta band frequency response magnitude, increased the degree of the network in prefrontal and parietal channels, and increased synchronization within the frontoparietal network.
15Hz binaural beats impacts EEG frequency response magnitude. As shown in Figure 3 , binaural stimulation frequency changes the EEG frequency responses over all channels. The theta (5Hz) BB stimulation responses show that, overall, the frequency power was unchanged or decreased when compared to None, except for within the gamma band. The alpha (10Hz) and beta (15Hz) binaural stimulation frequencies resulted in similar responses across the four bands. However, 15Hz BB produces higher power within the theta band in the left frontal and parietal electrodes. Activation of both regions, within the theta band, is key to working memory performance. Additionally, over all frequency bands, the 15Hz BB produced significantly higher power in the left prefrontal electrode (Fp1) than all other stimulation conditions. Finally, for Fp1, the theta band had the largest change in magnitude between the 15Hz BB and 10Hz BB. These results are consistent with the role of Fp1 in working memory [42] .
15Hz binaural beats modifies network structure. As shown in Figure 5A , the channels with the highest degree values, in each hemisphere, correspond to the electrodes over the frontal and parieto-occipital cortices. This result is reflected in Figure 5B and Figure 6 which shows that, generally, the frontal and parieto-occipital values are higher than the centro-temporal results. The results shown in Figure 6 agree with [16, 18] that a verbal working memory task activates both bilateral frontal and parietal regions with additional regions recruited in the left hemisphere. In addition, as shown in both Figure 5 and Figure 6 , 15Hz BB increases the degree values in both the left and right hemispheres. The network of brain activity produced when listening to 15Hz BB, has higher global information transfer than does the baseline network produced by only task performance (no auditory stimulation). The increase in information transfer could explain the change in the behavioral data.
15Hz binaural beats changes regional linkages. 15Hz binaural beats produces the largest change in four links, shown in Figure 7 : PO -PO, bilateral F -PO, and left CT -PO. Of all the links, the bilateral parieto-occipital connectivity strength increased the most when compared to the None condition. The parietal cortices are involved with early visual signal processing [43] and visual attention feedback [44] . The letters of the N-Back task are encoded as both visuospatial (right hemisphere) and verbal (left hemisphere) objects. In addition, the bilateral frontoparietal network connectivity strength increased significantly when listening to the 15Hz BB. In previous studies, the interactions between the parietal and prefrontal cortices have been strongly associated with working memory performance [42, 45] . Also, the left hemisphere parieto-occipital to centro-temporal link strength increased. The connection between these two regions is associated with verbal working memory in the form of phonological storage and subvocal rehearsal of the information [13, 46] . Synthesizing these results, we see that the 15Hz BB influences the most important links used within the working memory network which could explain the benefited performance we observe.
Conclusion
This study demonstrates that listening to 15Hz binaural beats can affect cortical network properties during a verbal working memory task. The network produced when listening to 15Hz binaural beats indicates more information transfer than that produced when listening to no sound. Also, the frontoparietal bilateral network increased significantly in connectivity when listening to the 15Hz binaural beats. Furthermore, only the 15Hz binaural beats condition produced significantly more accurate responses, in individuals, when compared to listening to no sound. The other acoustic stimulation conditions produced no significant changes. Therefore, these results indicate that 15Hz binaural beats can be used to change the frequency response and connectivity of cortical networks, and thereby influence verbal working memory task performance. Future experiments should focus on determining the nonlinear relationship between the binaural beat stimuli and the observed cortical activity and behavior. From previous experiments, it has been shown that 40Hz BB produces maximal responses. If 40Hz BB had been included with the battery of binaural stimulation frequencies tested, then it potentially might have produced the highest cortical frequency response. However, it is unknown if it would have produced the desired changes in the behavior, which should be explored.
References
[1] Sporns O. Networks of the Brain. MIT press; 2011.
