Rare Earth and Bimetallic Transition Metal Islands at Surfaces by Mousadakos, Dimitrios
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. F. Mila, président du jury
Prof. H. Brune, Dr S. Rusponi, directeurs de thèse
Prof. M. Fonin, rapporteur
Dr J. Coraux, rapporteur
Prof. H. Dil, rapporteur
Rare Earth and Bimetallic Transition Metal 
Islands at Surfaces
THÈSE NO 7877 (2017)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 24 AOÛT 2017  
À LA FACULTÉ DES SCIENCES DE BASE
LABORATOIRE DE NANOSTRUCTURES SUPERFICIELLES






Κατὰ τον δαίμονα ἑαυτοῦ.

Abstract
This thesis reports on the growth and on the magnetic characterization of nanostructures
made of 3d-4d transition metals and rare earths. In all the experiments the nanostructures
have been grown by atomic beam epitaxy (ABE) in ultra high vacuum conditions (UHV)
by performing growth steps with the precise selection of external parameters as: the
deposition ﬂux F , the sample deposition temperature Tdep and the sample annealing
temperature Tann. The morphological and magnetic properties of the nanostructures have
been characterized by performing two in situ measurement techniques in our experimental
setup, namely: scanning tunneling microscopy (STM) and magneto-optical Kerr eﬀect
(MOKE).
The ﬁrst aims of the thesis consisted in the formation of a superlattice of rare earth
on the graphene moiré pattern induced by the lattice mismatch of a single graphene
layer grown on Ir(111) crystal surface. We report the ﬁrst cluster superlattice made
of rare earths, namely Sm, where clusters nucleate in registry with the moiré pattern,
forming a superlattice for deposition temperatures between 80 K and 110 K. Within this
temperature range, the Sm superlattice shows long-range order extending over several
tens of nanometers and a cluster size distribution competing with the ﬁnest superlattices
grown by ABE. Sm cluster spatial order is preserved, up to a coverage of 0.5 ML yielding
a mean cluster size of 50 atoms, while for higher coverages coalescence starts. Moreover,
Sm clusters with a mean size of 9 atoms are thermally stable up to Tann = 130 K from
where on the order is lost and the density reduces progressively by cluster coalescence.
Similar experiments carried out for Dy in the same deposition temperature range show
the absence of cluster arrays.
The second part focused on the enhancement of the magnetic anisotropy enargy (MAE)
of bimetallic nanostructures of Co-core, grown on Pt(111), by forming atomically sharp
interlines and interfaces with three 4d elements, namely Ag, Pd and Rh. Our approach
is based on the experimental measurement of the island magnetic susceptibility χ(T )
and morphology by means of MOKE and STM, respectively, combined with magnetic
simulation analysis in order to quantify the diﬀerent contributions to the island magnetic
anisotropy. The monolayer capping for all studied elements contributes positively to the
out-of-plane MAE of Co islands, with Pd giving the largest increase in the magnetic
hardness. In addition, the capping with two Pd monolayers of pure Co islands maximizes
the blocking temperature Tb. However, the lateral decoration of Co islands with all
elements contributes negatively to MAE, with the Co/Pd shell giving the smallest eﬀect
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and Rh the largest. Morphologically, Ag was found to produce a partial decoration
of the Co island edges while Rh completely decorates laterally Co islands forming a
rim of irregular shape without nucleating on top of Co islands for the used deposition
parameters. Simulations of the magnetization reversal process by using coherent rotation
(CR) and/or domain wall nucleation and propagation (DW) reversal models including
diﬀerent contributions to the MAE for atoms located at the interface (Ks) and at interline
(Kp) and an exchange interaction between Co and 4d transition metals have reproduced
the experimental χ′(T ) and χ′′(T ) curves.
Key words: magnetic nanostructure, magnetic cluster, magnetic anisotropy, magnetic
susceptibility, graphene, graphene moiré, rare earth clusters, cobalt, rhodium, palladium,




Cette thèse traite de la croissance et de la caractérisation magnétique des nanostructures
composées de métaux de transition 3d-4d et de terres rares. Dans toute les expériences
les nanostructures ont été formées par épitaxie par jet atomique (ABE) en environnement
ultravide (UHV). Des paramètres externes sont choisis précisément pour chaque étape
de la croissance : le ﬂux de déposition F, la température de déposition de l’échantillon
Tdep et la température de recuit Tann. Les propriétés morphologique et magnétiques des
nanostructures ont été déterminées in situ par deux technique de mesure dans notre
dispositif expérimental : La microscopie à eﬀet tunnel (STM) et l’eﬀet magnéto-optique
Kerr (MOKE).
Le premier objectif de cette thèse est la formation d’une super réseau de terre rare sur un
graphène moiré induit par le décalage de la couche de graphène sur la surface de cristal
d’iridium Ir(111). Nous avons créé le premier super réseau constitué de terres rares, à
savoir du Sm, ou les clusters se forme d’après le motif moiré, formant un super réseau pour
des températures de dépositions entre 80 K et 110 K. Dans cette gamme de température,
le super réseau de Sm montre un ordre à longue distance s’étendant sur plusieurs dizaines
de nanomètres et une distribution de la taille des clusters rivalisant avec les meilleures
super réseaux obtenu par ABE. L’ordre spécial des clusters de Sm est préservé jusqu’à
un recouvrement de 0.5 ML, lequel correspond à une taille moyenne des clusters de 50
atomes. Pour des recouvrements plus importants les clusters commence à fusionner. De
plus, les clusters de Sm avec une taille moyenne de 9 atomes sont thermiquement stables
jusqu’à une température Tann = 130 K à partir de laquelle l’ordre est perdu et la densité
diminue progressivement à cause des fusions de cluster. Des expériences similaires avec
du Dy menées dans la même gamme de température de déposition montre l’absence
d’ordre des clusters.
La deuxième partie se concentre sur l’amélioration de l’énergie d’anisotropie magnétique
(MAE) de nanostructures bimétalliques ayant un cœur de Cobalt, fabriquées sur un cristal
Pt(111). L’amélioration est obtenue grâce à la formation d’interlignes et d’interfaces
atomiques avec des éléments 4d, à savoir de l’argent, de palladium et du rhodium. Notre
approche est basée sur la mesure expérimentale de la susceptibilité χ(T ) magnétique
de l’ilot, et de la morphologie par MOKE and STM respectivement, combinée avec des
simulations du magnétisme pour quantiﬁer les diﬀérentes contributions sur l’anisotropie
magnétiques des ilots. Le recouvrement par une monocouche contribue positivement au
MAE des ilots de cobalt pour tous les éléments étudiés, le palladium donnant la plus grande
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augmentation de la dureté magnétique. De plus, le recouvrement par deux monocouches
de Pd d’ilot de Co pure maximise la température de blocage Tb. Cependant, la décoration
latérale des ilots de Co avec tous les éléments contribue négativement au MAE, la coquille
Co/Pd donnant le plus petit eﬀet et le Rh le plus grand. Morphologiquement, l’argent
produit une décoration partielle des bords des ilots de Co alors que le rhodium décore
complètement les ilots de Cobalt en formant des rebords irréguliers sans nucléation
sur les ilots de Cobalt avec les paramètres de dépositions utilisées. Les simulations du
processus de renversement de la magnétisation ont été faites en utilisant un renversement
cohérant (CR) et/ou par modèle de renversement par formation et propagation de parois
de domaine (DW) incluant diﬀérentes contributions sur le MAE pour des atomes localisés
à l’interface (Ks) et à l’interligne (Kp) et une interaction d’échange entre le Cobalt et
les métaux de transitions 4d. Elles ont reproduit les courbes χ′(T ) et χ′′(T ) obtenues de
manière expérimentale.
Mots clefs : Nanostructures magnétique, cluster magnétiques, anisotropie magnétique,
susceptibilité magnétique, graphène, graphène moiré, cluster de terres rares, cobalt,
rhodium, palladium, argent, samarium, dysprosium, microscopie électronique à balayage
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The chemical elements used in this thesis are platinum (Pt), iridium (Ir), rhodium (Rh),
cobalt (Co), samarium (Sm), dysprosium (Dy), oxygen (O), argon (Ar) and carbon (C).
ABE Atomic Beam Epitaxy
BPMR Bit Patterned Magnetic Recording
CR Coherent Rotation
CVD Chemical Vapor Deposition





HWHM Half Width at Half Maximum
MAE Magnetic Anisotropy Energy
MBE Molecular Beam Epitaxy
MOKE Magneto-Optical Kerr Eﬀect
MRAM Magnetoresistive Random Access Memory
SOC Spin Orbit Coupling
STM Scanning Tunneling Microscope
STT Spin Tranfer Torque




From the beginning of mankind, man has always tried to ﬁnd ways to store information for
processing, developing but also to convey the achieved knowledge to the next generations.
From painting on cave walls, engraving to stone and writing with ink, we passed to a
diﬀerent way of storing information by using digital devices. Nowadays, the majority
of data is stored in non-volatile memory devices as hard disk drives (HDD), solid state
memory cells (like the Flash) and spintronic devices (as magnetoresistive memories).
These memory devices were developed during the evolution of computer systems in the
last century and are one of the key features as they can retain the stored data when
computers are switched oﬀ. Moreover, these memories are designed such that data can
be accessed and distributed many times faster compared to any previous storing method.
The most popular non-volatile device used during the last ﬁfty years, the HDD, uses
magnetic media supported on discs to store the information. The areal density of the
magnetic media is still increasing these days due to the ever increasing demands of
information storage promoted by large data centers, cloud storage services, streaming
channels and social networks. Very soon existing technologies will be outdated and new
innovations and discoveries must emerge to further increase the areal density and the
accessing speeds of the magnetic recording media.
1.1 History of Magnetic Disk Drives
Looking back in history, the ﬁrst commercially available hard drive introduced in 1959
had a capacity of 3.75 megabytes (IBM 350). The storage amount was distributed in ﬁfty
disks of 24′′ diameter with an areal recording density of 0.002 megabits/in2 [1]! From then,
many developments from diﬀerent ﬁelds accelerated the evolution of the magnetic storage
media. Implementation of sensors, data controllers, protective surface coatings, error
correction algorithms made the devices faster and more reliable, while advances in the
reading heads allowed decreasing the average bit size. The ﬁrst discovery that provided
the means to increase the sensitivity of the reading head was the giant magnetoresistance
1
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Figure 1.1 – Increase of the areal recording density promoted by recent technological
implementations in magnetic recording media, reproduced from Ref. [7, 8].
(GMR) [2, 3]. The signal to noise ratio (SNR) of the readout improved dramatically and
thus, it contributed greatly to the increase of the areal density. The second great discovery
that found commercial implementation was the tunnel magnetoresistance (TMR). The
TMR was operational only at very low temperature [4] in the beginning but in 2004
came the important breakthrough from IBM [5] and Tsukuba [6] researchers, who found
very large TMR ratios of 200% at room temperature by employing crystalline MgO as
spacer in place of amorphous alumina (see Fig. 1.1 for the impact of these discoveries
in the areal density trend). A magnetic head equipped with TMR could detect smaller
signals than a GMR and hence, it could read smaller bits.
The reading capabilities of the TMR sensors are such that could detect the signal from
bits that were smaller than the minimum size. Hence, the limiting factor for further
increasing the areal density shifted from the reading technology to the magnetic media.
The bits’ magnetization easy axis was in-plane with respect to the surface media. As the
bits become smaller, their coercive ﬁeld reduces and thus, when are packed in a closer
arrangement, interference from dipolar interactions would induce instabilities to their
magnetic state. To overcome these limitations, the longitudinal recording technology has
been replaced by the perpendicular magnetic recording (PMR), where the bits’ easy axis
is perpendicular to the media plane. The bits aligned in this manner allow minimizing
the mutual dipolar interactions and consequently, increasing the number of magnetic
elements that can be stored in the same area without cross-talk (see a graphical example
in Fig. 1.2). Furthermore, the elements in this arrangement have also the ability to
consist of higher coercivity materials. The writing in PMR is more eﬃcient, as the
2
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Figure 1.2 – Graphical representation of the increase of areal density by switching from
a) longitudinal to b) perpendicular magnetic recording, reproduced from [9].
geometry combined with a magnetically soft underlayer allow larger part of the magnetic
ﬁeld to pass through the bit, hence larger writing ﬁelds are possible (see in Fig. 1.2 b).
This solution provided a way to increase the onset of magnetic thermal instability, which
causes spontaneous magnetic erasure of the medium.
1.2 The Current State of The Art in Hard Drives
The magnetic media consist of a magnetic ﬁlm of nanometric grains mainly made of
alloys of Co, Pt and Cr [10] with hexagonal close-packed (hcp) crystalline structure.
Currently, the average grain size is about 7 nm in which all spins are ferromagnetically
aligned by the exchange interaction such that the total magnetization of the particle
can be described as a single macrospin. However, the magnetization direction and the
size of the grains are not uniform. These variations are caused by the limitations of the
fabrication processes. Due to this drawback the head needs to average over several grains
to obtain a satisfactory SNR which deﬁnes the size of a bit. Consequently, every bit is
made of about one hundred grains and the bit size and shape is determined by the head
during the writing process. Commercial storage media must keep their magnetization
state stable for at least 10 years. With the continuous grain size miniaturization, the
temperature marking the transition between the ferromagnetic to superparamagnetic
state (which is called the superparamagnetic limit Tb) tends to become smaller than
room temperature. Consequently, new materials and reading-writing technologies are
needed to implement new storage media devices with increased performances.
From the time the GMR was implemented in commercial products, the areal density
of magnetic memories has grown at a rate of almost 100% per year reaching recently
values close to 1 Tbit/in2 [11]. One of the new technologies reaching the 1 Tbit/in2
limit is the shingled magnetic recording [12] (SMR). In this technology the perpendicular
3
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bit orientation is maintained but the tracks, partially overlap in a staggered fashion
which resembles the shingles on a roof. Another recent implemented innovation is the
transition from air to helium ﬁlled drives. Until now traditional hard drives were not
hermeticaly sealed as the need to equalize the air pressure through a small hole was
critical for the optimum operation of the ﬂying head above the magnetic surface. Even
though behind this hole there is a ﬁlter, the device starts to contaminate after sometime
resulting in deterioration of the magnetic surface through friction. Helium unlike air has
many beneﬁts as an internal light gas. It has almost six times higher thermal conductivity
than air, lowering the temperature of the platters. It reduces the friction and turbulence
enabling the platters to be thinner such that a larger number of them can be stacked in
the same unit. Hermetically sealing not only ensures the optimal operation of the drive
but also creates ideal conditions for higher density conﬁgurations.
As the bit miniaturization is an ongoing process, materials with higher coercivity are
needed in order to keep the Tb above room temperature and to prevent mutual interference
from neighboring bits. However, the increase of the coercive ﬁeld makes more problematic
the writing process as the head needs to apply higher magnetic ﬁelds in order to change
the magnetic state. A possible solution to this problem, is the heat assisted magnetic
recording (HAMR) technology. HAMR uses a laser beam to heat temporarily the bit
area in order to reduce the coercive ﬁeld and facilitate the change of the bit’s magnetic
orientation. After that, the rapid subsequent cooling stabilizes the written state. The
alloys used in this technology exhibit much higher coercivity to withstand interference as
the grains have smaller volume and are placed closer. With HAMR the areal density is
expected to reach 10 Tbit/in2.
Another proposed technology is the bit patterned magnetic recording (BPMR) [16].
The bits in this technology consist of a single magnetic element (grain or island) which
are equally spaced forming a periodic array (see Fig. 1.3 a). The realization of these
structures needs a nanofabricaton process that guaranties nanoparticles with a narrow
size distribution and thus bits with identical magnetic properties. So far great eﬀorts have
been made by self-assembly techniques in colloidal nanoparticles [17–19] or with block
copolymers [14] (see Fig. 1.3 b). Nevertheless, the uniformity of the particle diameter
has an accountable distribution [20–22]. Additionally, when the nanoparticles deposited
on a surface their magnetization easy axes are not aligned and thus, reading or writing
is not always achieved by using the same ﬁeld. On the other hand, one can produce
with electron beam lithography patterns with a narrow size distribution [23] but this
type of process is limited to the research ﬁeld due to its low speed of fabrication. Great
progress has been made during the last decade in magnetic nanopillars and nanodots
by using extreme UV lithography process. Size distributions with size variation (σ)
below 6% [24–26] are possible, but with densities limited to about 4.5 Tbit/in2, as the
size accuracy decreases when the density increases due to the diﬃculty in fabricating
a high-density template during the nanoimprint lithography process [27]. The particle
size aﬀects its magnetic anisotropy energy (MAE), which determines the energy barrier
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Figure 1.3 – a) Graphical representation of bit patterned recording reproduced from [13],
b) scanning electron microscope image of magnetic dots made via block copolymers,
areal density of 2 Tbit/in2 and size distribution at half width at half maximum (HWHM)
∼ 8 % adapted from [14], c) Scanning tunneling microscope image of Co clusters on
Au(788) with an areal density of 26 Tbit/in2, Tb ∼ 50 K and a MAE distribution at
HWHM of only 17%, Inset: Size distribution with mean island size S = 70 atoms and
HWHMs = 20% reproduced from [15].
separating the two stable magnetization states. In most cases, where the MAE scales
linearly with the volume of the particle, a 10% diﬀerence in radius gives a volume and
MAE variation of 30%. This relatively small MAE variation has a great impact on the
magnetization lifetime that changes by orders of magnitude. The lifetime of the magnetic
state of a single domain grain, in case of a coherent magnetization switching process,
is given by the Néel-Brown relaxation law: τN = τ0 exp (KV/kBT ) where τ0 ≈ 10−10 s
is the attempt time, V is the particle volume, K is the magnetic anisotropy constant
(kB is the Boltzmann constant and T the temperature). Considering for example a
particle ensemble, and assuming that the particle with a size equal to the mean size of
the distribution has a lifetime of 10 years, we ﬁnd for a particle with 30% less MAE a
magnetization lifetime of only a few weeks. So far, one of the smallest MAE distribution
in ultra dense arrays has been reported for Co nanostructures grown by molecular beam
epitaxy (MBE) on Au(788) [15]. These non-interacting monodomain nanostructures have
5
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an ultra high density of 26 Tbit/in2 and a very narrow MAE distribution at half width
at half maximum of 17% (see Fig. 1.3 c). However, despite these remarkable properties,
further advances should be made in order to be implemented in a BPMR media, as these
structures due to their small size have low magnetization reversal energy barrier resulting
in a thermally activated switch of the magnetization at about 50 K.
1.3 The State of the Art in MRAMs
The magnetoresistive random access memory (MRAM) is a non-volatile memory tech-
nology under development since 1990. In MRAM the data is stored by manipulating
magnetic moments instead of electron charges, as used in traditional RAM technologies.
The discovery of GMR [2, 3] was the catalyst for the realization of this technology as
it uses a non-ferromagnetic spacer between two magnetic elements to decouple their
magnetic moments. The magnetic junction comprises a free layer, a spacer, and a
"pinned" layer, stacked on top of each other [28]. The free layer made of a soft magnetic
material can easily change its magnetization direction under the eﬀect of an external ﬁeld
generated by the Bit and Word lines of the junction, the spacer is made of a conductive
non-magnetic element and the pinned layer is made of a combination of a hard magnet
and an antiferromagnet in order to keep always its magnetization direction constant.
When the magnetization of the free and pinned layer are antiparallel, the spin polarized
electrons cannot pass from the pinned to the free layer inducing a high resistance in
the circuit, on the contrary when the magnetizations are parallel the spin polarized
electrons can pass through the non-ferromagnetic layer to the free layer inducing a
very low resistance. This concept is often named as “spin valve” describing one of the
most eﬃcient methods to read the magnetization direction of the free layer. Compared
to other technologies, MRAM is the only memory that combines unlimited endurance
with inherent non-volatility. This combination makes MRAM an ideal technology for
always-on low power devices being of the basis of the Internet of Things, sensors, mobile
devices and wearable electronics, oﬀering faster operation and longer battery life.
The most advanced version of MRAM today is the spin transfer torque MRAM (STT -
MRAM) which uses a magnetic tunnel junction (MTJ) instead of a GMR. The MTJ
adopts a MgO(100) thin ﬁlm as tunnel barrier giving a much higher relative resistance
change than GMR. For example, the best GMR junction to date has relative resistance
change of 74.8% at room temperature [33] while typical MTJ junctions exhibit over
600% [34]. In STT - MRAM the working principle is completely diﬀerent than MRAM.
Instead of using magnetic ﬁelds generated by the Bit-Word lines to manipulate the
orientation of the magnetic moment of the cell, the STT - MRAM uses spin polarized
currents to change magnetic orientation of the free layer [35]. The interaction between
magnetization and a spin-polarized current is attributed to angular momentum exchange
between the spins of local magnetic moment and free electrons passing through the
MTJ [36]. In antiparallel to parallel switching, electrons ﬂow from the pinned layer to the
6









Figure 1.4 – a) Schematic of a 6T SRAM 1-bit cell, the PU and PD transistors in a
ﬂip-ﬂop arrangement to retain the bit state and the PG transistors control the read/write
operation, b) graphical representation of the MOSFETs, images adapted from [29], c)
SEM image of a 6T cell of 14 nm lithographic process, the area inside the dashed
rectangle boundary is 0.058 μm2 [30], d) graphic representation of an STT-MRAM cell
including the magnetic junction and a MOSFET to control the read/write operation [31],
e) transmition electron microscope (TEM) image of an STT junction of 11nm length,
reproduced from [32], f) the element stacking of an STT-MRAM, from [31].
free layer. This spin-polarized current applies spin torque on the magnetization of the free
layer, and when the spin-polarized current exceeds the threshold value, the magnetization
of the free layer is switched. In parallel to antiparallel switching, electrons ﬂow from the
free layer to the pinned layer. After electrons pass through the free layer, the ones with
the same spin direction as that of the magnetization in the pinned layer can pass through
that layer. On the contrary, the electrons with the opposite spin direction are reﬂected at
the boundary between the MgO barrier and the pinned layer and injected back into the
free layer. This current applies a spin transfer torque on the magnetization of the free
layer, and when the amount of the spin-polarized current exceeds the threshold value,
the magnetization of the free layer is switched. In reading mode, when the moments are
antiparallel a maximum resistance is observed since, the electrons cannot pass through
the junction while when the moments are parallel the electrons pass through. The reading
and the writing of the information takes only several nanoseconds in the state of the art
7
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memories and thus, competes favorably with the other traditional memory rivals [37].
As the STT cells come closer and get smaller due to size scaling, the moments in the free
layer are aﬀected by the moments of neighbour cells and a spontaneous reversal can be
induced by the cross-talk and the smaller MAE. To minimize this eﬀect the magnetization
orientation in the elements of the junction changed to perpendicular direction (with
respect to the substrate) thanks to the discovery of perpendicular magnetic anisotropy
(PMA) of crystalline MgO-CoFeB ultra-thin ﬁlm system [38–40]. The PMA technology
achieves both higher thermal stability and lower threshold current than those having
an in-plane recording scheme with the advantage to scale down to 11 nm lithography
process (see Fig. 1.4 e) [32]. The magnetic memories are not only suitable for replacing
solid-state non-volatile memories as the Flash memory, but also random access memories
(RAMs) as they have similar access times. Until now in conventional computers and
most embedded systems the type of RAM used is the static random access memory
(SRAM) and the dynamic random access memory (DRAM). SRAM and DRAM are
volatile memories which lose the stored information once the power is interrupted. The
SRAM is storing the bit state through two inverters in a ﬂip-ﬂop arrangement needing
continuous power and the DRAM cell uses one transistor and one capacitor and it needs
to be refreshed many times per second to retain the data. The STT - MRAM bit cell
uses power only when accessing the information and takes only one sixth of the SRAM
cell area (see Fig. 1.4 c), allowing a much denser conﬁguration for central processing unit
caches or RAMs where area on silicon is limited and costly. Moreover, MRAM is tolerant
to radiation and combined with the extreme low power consumption is the most suitable
logic component for future space applications.
1.4 Thesis Outline
The increase of the areal density in magnetic recording media is stagnating at the
moment. In order to promote storage media of new generation, nanostructures with
larger MAE and narrow size distribution should be developed. The origin of magnetic
anisotropy must be better understood in nanostructures with reduced size and containing
a large fraction of atoms with low coordination. Currently, the best achievement is
represented by bit patterned media consisting of arrays of FePt nanodots of L10 ordered
phase, with an areal density of 5 Tbit/in2, exhibit ferromagnetic hysteresis at room
temperature with a switching ﬁeld distribution of 21%. This variation is attributed to the
dot size distribution resulting in from the induced damage during the etching process [41].
Particle shape and size variations in sub-20 nm lithography scale are mainly attributed to
photoresist materials reaching their intrinsic technological limit [42, 43]. On the contrary,
self-assembly techniques, like atomic beam epitaxy (ABE), promote nanoparticle growth
with narrow size distribution and shape uniformity, and furthermore, the possibility of
long-range periodic ordering [15, 44–55].
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This thesis focuses on two principal goals. The ﬁrst consists in developing a procedure
to grow high dense cluster arrays of rare earth on a template by ABE. The growth of
highly ordered and monodisperse magnetic nanostructures plays one of the most crucial
challenges for increasing the areal bit density of the magnetic recording media. Until now,
only transition metal clusters have been organized in such periodic arrays, while rare
earth cluster arrays have never been studied before, despite their potential in magnetic
applications. The large spin-orbit coupling of the highly localized 4f orbitals can lead
to larger magnetic anisotropies compared to the ones observed in 3d metals [56, 57].
For example, magnetic remanence has been recently reported for Er trimers at 3 K [58],
while Fe trimers exhibit magnetic bistability only at 0.3 K [59]. It can also open the
possibility to grow periodic arrays of 4f - 3d clusters with MAE large enough to retain
their magnetic state above room temperature. Here we studied the growth of rare earth
clusters on the moiré template formed due to the lattice mismatch between graphene
and the Ir(111) surface. We report the ﬁrst cluster superlattice made of rare earths,
namely Sm, grown on graphene/Ir(111). The superlattice forms when Sm is deposited
for substrate temperature between 80 K and 110 K. The interparticle distance of 2.53 nm
is deﬁned by the moiré period, with a single Sm cluster nucleated per moiré unit cell
and it corresponds to an ultra-high density of 115 Tbit/in2 [60]. The superlattice shows
long range order extending over several tens of nanometers and a cluster size distribution
competing the ﬁnest superlattices grown by ABE.
The second aims at enhancing the MAE of bi- and tri-metallic nanostructures on a single
crystal surface via the ﬁne control of their chemistry and crystallographic arrangement
by the formation of atomically sharp interfaces and interlines. Nanostructures with
reduced coordination exhibit often diﬀerent magnetic properties from those observed in
the bulk [61]. The surface and/or perimeter atoms of particles with reduced coordination
interact diﬀerently with the surrounding environment compared to the atoms in its volume
and thus, contribute diﬀerently to MAE. By reducing the particle size, the fraction of
the low coordinated atoms with respect to the ones in the volume increases and thus
it is crucial to understand these interactions in order to engineer the MAE of small
particles [62, 63]. In this sense, the choice of the capping layer is essential not only because
it protects the cluster from contamination but also because it alters the cluster’s MAE. In
this work we focus on surface supported 2D nanostructures having a ferromagnetic core
of about 1000 atoms. A previous work on bi-metallic islands on Pt(111) showed an out-
of-plane MAE with magnetic remanence at 250 K [63]. The MAE of these nanostructures
was engineered by atomically sharp bimetallic interlines and interfaces, using Co as core
element, Fe as a surrounding shell and Pd as a capping overlayer. The average size of these
nanostructures is approximately 1400 atoms. Synthesized L10 CoPt alloy nanoparticles
with average size of about 1700 atoms have also demonstrated ferromagnetic behavior
above room temperature [64]. Similarly, an earlier study has shown for nanoparticles of
the same alloy and an average size of 900 atoms a Tb = 280 K [65]. Therefore, it stands
as a challenging task to enhance the MAE of bi- and tri-metallic nanostructures in order
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to keep the Tb above room temperature, while reducing the average size below 1000
atoms. In this part we studied how the MAE of Co islands on Pt(111) can be tuned by
decorating and capping the islands with diﬀerent 4d transitional metals. We report an
increased MAE when pure Co islands are capped by Ag, Rh and Pd, with Pd producing
the largest variation in Tb. The lateral decoration of Co edges with all studied elements
has been found to reduce the out-of-plane MAE, with Pd producing the smallest decrease
in Tb.
The thesis is structured as follows: In Chap. 2 I give an overview on the theoretical
background used in the rest of the thesis. The main subjects explained are i) some
insights on nanomagnetism, ii) elements of the nucleation theory shedding light on how
the nanostructures are developed, and iii) the growth and properties of graphene (gr) on
Ir(111) and its advantages as cluster template. In Chap. 3 the basic concepts regarding
the used experimental techniques are given. More speciﬁcally, the working principles
of the Scanning Tunneling Microscope (STM) and the Magneto-Optical Kerr Eﬀect
(MOKE) are presented. In Chap. 4, the home-made Ultra High Vacuum (UHV) chamber
used to conduct all the experiments is introduced along with the experimental procedures
for sample preparation. In Chap. 5 the nucleation and growth of Sm and Dy clusters on
gr/Ir(111) is described. In Chap. 6, the magnetic properties of Co-core 4d transitional
metal shell islands are presented, together with the contribution in MAE of multiple Pd
layers on Co islands on Pt(111). Chap. 7 is dedicated to the results on nucleation and
growth of Rh/Pt(111).
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2 Basics of nanomagnetism and
nanostructure growth by ABE
In this chapter, I introduce the basic concepts of nanomagnetism and nucleation theory.
In addition, I review the properties of the graphene grown on Ir(111) used as template
for the growth of cluster superlattice.
2.1 Nanomagnetism
The magnetic properties of objects at the nanoscale often diﬀer from the ones seen in
bulk. These diﬀerences arise from two reasons. First, due to reduced coordination which
brings higher proportion of atoms on the surface, with respect to the volume. The way
the atoms of the surface interact with their surrounding environment diﬀers compared
to the volume atoms and hence, their magnetic properties. Second, the size of the
objects are comparable to characteristic lengths as the exchange length and the magnetic
domain wall width. In the bulk, magnetic domains are separated by domain walls in
order to minimize the energy of the system. Below a critical volume, the energy cost to
produce a domain wall is greater than the corresponding magnetostatic energy and thus,
the nanostructure maintains a single magnetic domain. Single domain ferromagnetic
nanoparticles exhibit unstable behavior of the magnetization due to thermal agitation
resulting in the phenomenon of superparamagnetism.
2.1.1 Basic Interactions
In the following section the basic interactions that govern the behavior of magnetic
systems are shortly described.
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Magnetic Moments









with the elementary charge e, the reduced Plank constant  and the electron mass m.
gS is the spin Landé factor which equals to 2.002319 [66]. Similarly, the total electron





where the orbital Landé factor equals to 1. An isolated Co atom for example has seven
electrons in the 3d level. When applying the Hund’s rules, ﬁve spins point up and 2
spins point down, resulting in a spin and orbital moment of mS = 3 μB and mL = 3 μB,
respectively.
Direct Exchange
The origin of the ferromagnetic state is the exchange interaction, originating from the
overlapping of the electron orbitals of neighbor atoms. In particular, the exchange
interaction is a quantum mechanical eﬀect that arises from the combination of the
Coulomb repulsion and the Pauli exclusion principle. The energies of a two-electron
system can be expressed by their relative spin orientation, so one can replace the overall
Hamiltonian by an eﬀective spin interaction. The extension of this two-spin interaction





where Sˆi and Sˆj are dimensionless spin operators of the appropriate size or the i-th and
j-th electrons and Ji,j is the exchange constant between them. The Ji,j will be positive
for ferromagnetic materials, where the spins of the corresponding electrons prefer to align
parallel to each other and negative for antiferromagnetic materials, where the adjacent
spins are aligned antiparallel. The direct exchange interaction is extremely short ranged,
for example in monolayer ﬁlms of Fe, Co and Ni has been found to be limited to the




When an external ﬁeld is applied to a ferromagnetic material, the magnetic moments
inside the material tend to align with this external ﬁeld. The energy term arising from
the interaction between the magnetic moments inside the system and the external ﬁeld
is called Zeeman energy and is given as:
EZ = −μ0 M · H (2.5)
where H is the applied external ﬁeld, M is the magnetic moment, and μ0 is the vacuum
permeability. This energy term contributes only when the external ﬁeld is present and
depends on its strength.
2.1.2 Magnetic Anisotropy
The magnetic anisotropy describes the dependence of the magnetic energy of a material
on the direction along which its magnetization is aligned. The most common type
of anisotropy is the magnetocrystalline anisotropy, which stems from the spin-orbit
interaction of the electrons of a magnetic atom and its environment. The electron orbital
moments are linked to the crystallographic structure, and by their interaction with the
spins they generate an anisotropic energy landscape that provides favorite spin alignment
along well-deﬁned crystallographic axes [68, 69]. The direction along which the spin
prefer to align is called “easy axis”, whereas the directions along which the MAE is at
the maximum are called “hard axes”. The direction of the magnetization, is determined
only by the anisotropy, because the exchange interaction favors the parallel alignment of
the magnetic moments, no matter in which direction. When the magnetization aligns
along only one preferred direction the anisotropy is called uniaxial which is the simplest
case of magnetocrystalline anisotropy. For example, in hexagonal crystals as the hcp Co,
the anisotropy energy is a function of only one parameter of ﬁrst order, that is the angle
between the magnetization and the c-axis. The MAE can be expressed in the form:
E = KV sin2 φ (2.6)
where V is the sample volume, K the anisotropy constant and φ the angle between the
easy axis and the magnetization, for K > 0. If K is negative, the anisotropy energy has
a minimum, which corresponds to the plane perpendicular to the magnetocrystalline
anisotropy axis. In this case there is a preferable plane known as easy plane in place of
a single easy axis. Some special cases of magnetocrystalline anisotropy are the surface
or interface anisotropy. The surface anisotropy is attributed to the local breaking of
symmetry at surface due to the lower atom coordination, as it was pointed out by
Néel [70]. When a magnetic moment is considered in free space, its moment has no
preferred direction so it can align perfectly to any external magnetic ﬁeld. When the
same atom belongs to a surface, its d orbitals hybridize with the neighboring atoms.
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This interaction with the crystal ﬁeld allows magnetization on speciﬁc directions and
thus the magnetocrystalline anisotropy rises. Another type of magnetic anisotropy is the
shape anisotropy. Shape anisotropy describes how the sample geometry can lead to the
existence of preferred directions. The surface divergence of the magnetization gives rise
to a demagnetization ﬁeld which is the origin of the shape anisotropy. The long-range
dipolar interactions depend on the relative orientation of the magnetic moments. This
causes for example, the magnetic moments to lie within a planar sample or to align along
the long axis of a magnetic rod. Shape and magnetocrystalline anisotropy may reinforce
each other or compete depending on the system considered.
2.1.3 Magnetization Reversal
Magnetization reversal, refers to the process of magnetization inversion from positive
magnetic saturation to negative magnetic saturation or vice versa. This occurs either
when sweeping an external applied ﬁeld with suﬃcient strength in order to align the
magnetization uniformly with the ﬁeld direction or when the thermal energy is large
enough that causes the magnetization to reverse randomly. Mainly there are two
mechanisms for magnetization reversal: the coherent rotation (CR) and the domain wall
nucleation and propagation (DW).
Coherent Rotation (Stoner - Wohlfarth Model)
In this model, the magnetic moments of the particle respond simultaneously to the ﬁeld
and thus, the reversal process can be treated as the rotation of a single “macrospin” [71].
In the case of particles with uniaxial anisotropy, the magnetization reversal is described by
the Stoner - Wohlfarth model. In presence of an external ﬁled H the angular dependence
of the total energy is given by ECR = KV sin2 φ+μ0MH cos θ. Two minima exist, θ = 0
and θ = 180°, corresponding to the two opposite directions of the magnetization. In the
absence of magnetic ﬁeld the energy barrier separating these two minima is equal to the
MAE, KV and represents the barrier that must be overcome for thermally magnetization
reversal.
Domain Wall Nucleation and Propagation
The domain walls developing inside a magnetic material, are the result of the competition
among anisotropy, exchange and magnetostatic energy terms. A domain wall mostly
nucleates at the edge, but also inside a nanostructure by either an external magnetic ﬁeld
or by large enough thermal ﬂuctuations. Braun has demonstrated that in 1D systems,
the lowest energy excitation is an untwisted domain wall pair that, once created, can
propagate without any additional energy cost [72]. This indicates that nanostructures
promoted with a DW magnetization reversal mode need less magnetic energy to switch
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their orientation than the ones of similar size reversing with CR mode. The energy cost
of magnetization reversal, with a small external ﬁeld (H < 2K/M), is EDW = 8Wz
√
JK,
where Wz is the cross-section of the particle and K is the anisotropy energy consisting of
the magnetocrystalline and the shape anisotropy..
As the particle length increases, while the other dimensions remain constant, one can
estimate a critical length lcr at which EDW < ECR meaning that the nucleation and
propagation of a domain wall becomes energetically favorable. By comparing the ex-
pression for EDW and ECR, one derives lcr = 4
√
J/K. For example oblong Fe islands
on Mo(110) with sizes between 250 and 450 atoms have been reported to switch faster
than the circular ones [73]. This is attributed to the reversal mechanism by DW vs CR.
The critical island length in this study was found lcr = (9.1 ± 0.3) nm. A similar critical
length was also measured recently in a study of the magnetization reversal of compact
and ramiﬁed Co islands [74]. The critical length between the two types of islands sets
at (9 ± 2) nm for island average size of 600 atoms, in excellent agreement with the
aforementioned expression and the previous study. Another recent study of trigonal Co
bilayer islands on Cu(111) by the means of spin-polarized STM ﬁnds an island crossover
size between the two reversal mechanisms [75]. More speciﬁcally, the islands reverse by
CR mechanism for sizes up to 7500 atoms and from there the magnetization reversal
switches by DW.
2.1.4 Superparamagnetism
Let us consider an ensemble of single-domain nanoparticles with uniaxial magnetic
anisotropy. The smaller the nanoparticles are, the stronger the inﬂuence of the thermal
energy on them is. Since the ratio of surface to bulk atoms increases, surface contribution
to magnetization becomes signiﬁcant and the magnetization of nanoparticles is dominated
by ﬁnite size and surface eﬀects [76]. If the thermal energy is lower than the anisotropy
energy, magnetization is ﬁxed along the easy axis and the nanoparticles are thermally-
blocked in one of the two minima. When the thermal energy of the particles becomes
comparable to the anisotropy energy then the magnetization direction can be easily
switched by a small external ﬁeld, indicating the onset of the superparamagnetic state.
In this state, each nanoparticle behaves like a paramagnet with the exception that their
magnetic susceptibility is much larger because all the atomic moments in the nanoparticle
behave coherently as a giant magnetic moment (macrospin).
In zero-ﬁeld, at a certain temperature, after setting a magnetic state, the net magne-
tization of a particle ensemble bears an exponential decay over time, which is called
magnetic relaxation. Hence, the maximum time a magnetic state remains constant be-
tween two measurements is called Néel relaxation time which comes from the Néel-Brown
model [77, 78] and oﬀers a probabilistic description for thermally activated stochastic
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events:






where τ0 ≈ 10−10 s and Eb the barrier energy. The observed magnetic behavior depends
on the measured time τm. If τm > τN the macrospin will ﬂip several times during the
measurement so that the net magnetization averages to zero (superparamagnetic regime).
If τm < τN each macrospin stays in its initial conﬁguration during the measurement
(blocked regime). The transition between the blocked state to the superparamagnetic
state occurs as a function of temperature. The temperature at which τm ≈ τN is called
the blocking temperature Tb. It is straightforward to say that because of the anisotropy
energy (Eb = KV ) one needs materials with higher magnetic anisotropy to fabricate
smaller nanostructures for HDD or non-volatile magnetic memories that can achieve a
Tb higher than room temperature and a magnetization lifetime longer than the 10-year
standard. The Tb of an ensemble of nanoparticles can be found by measuring the zero-ﬁeld








Blocked state Superparamagnetic state
Figure 2.1 – Zero-ﬁeld susceptibility for a particle with uniaxial anisotropy. χ(T ) and
the two components χ′(T ) and χ′′(T ) are shown in blue, orange and red, respectively.
The Tb ≈ 130 K is indicating the transition between the superparamagnetic state and
the blocked state. Eb = 233 meV, M = 930 atoms × μB and a triangular sweeping ﬁeld
of 10 mT at ν = 9 Hz is applied.
AC susceptibility with an experimental setup as MOKE (see Chapter 3). The zero-ﬁeld
AC susceptibility χ(T ) = χ′(T ) + iχ′′(T ) consists of two parts, the in-phase part (the
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real part χ′(T )) and the out-of-phase part (the imaginary part χ′′(T )) where:








and χeq(T ) is the static or the zero-ﬁeld susceptibility component at thermodynamic
equilibrium [79, 80]:














In the AC susceptibility, the real component is the slope of the M(H) curve acquired by a
DC susceptibility measurement and the imaginary component arises from the dissipative
processes in the sample that induce a delay in the measurement, as the transition of a
magnetic moment from the easy axis to the hard axis. χ(T ) and the two components
χ′(T ) and χ′′(T ) are represented in Fig. 2.1 for an ensemble of monodisperse particles
with uniaxial anisotropy. The right-hand side of χ′(T ) after the peak and also the
χeq(T ) (not shown) decay with a rate proportional to 1/T . As the temperature increases,
the magnetization of the macrospin becomes more erratic due to the larger thermal
ﬂuctuations and thus it is less sensitive to the aligning force generated by the ﬁeld. Tb is
deﬁned as the temperature at which the peak in χ′′(T ) occurs.
Usually susceptibility experiments deal with ensembles of magnetic nanoparticles with a
certain size distribution. Particles with diﬀerent size have diﬀerent MAE and consequently
the nanoparticle size distribution induces a magnetic energy barrier distribution for
magnetization reversal. The larger the particle, the larger is the magnetic moments
and the magnetic anisotropy. As the AC susceptibility is sensitive to the square of the
magnetization (see eq. 2.10), the larger particles with higher anisotropy are those which
contribute the most to the overall signal. For this reason the signal acquired from an
ensemble of non-interacting particles gives a wider peak in χ′′(T ) and a decay which
diverges from 1/T in χeq(T ). When interparticle interactions play an important role in
the ensemble the curve of χ′′(T ) becomes asymmetric and wider and the χeq(T ) decays
slower than the 1/T at higher temperatures [81].
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2.2 Nucleation and Growth
Submonolayer deposition for thin ﬁlm growth is used in fundamental research but also
increasingly in technological applications, as in microelectronics. When the deposition
realized on a crystalline substrate it is called epitaxial growth. The word comes from two
connected Greek words where epi means on or upon and taxis means spatial arrangement
(in Ancient Greek: ἐπί + τάξις = ἐπίταξις). If the adsorbed atoms and the supporting
substrate are of the same material the process is called homoepitaxy while if they are
diﬀerent, the process is called heteroepitaxy. By principle, atoms are deposited from
gas phase on a substrate with a ﬂux F which determines the monolayer per second rate
(with rates mostly between 10−4 to 10−1 ML/s ). A monolayer is deﬁned as one atom
of the deposited species for substrate unit cell. For realizing a clean deposition process,
UHV conditions are needed (pressure < 10−10 mbar) in order to prevent the atoms to
chemically interact with molecules from the residual gas both during their path towards
the surface and during the diﬀusion on the surface. UHV conditions are needed also in
our experiments in order to prevent the magnetic nanostructures to alter their magnetic
properties by residual gases during measurements.
2.2.1 Processes in Epitaxial Growth
Several competing processes are realized simultaneously during atom deposition in
epitaxial growth. The outcome of this competition depends on intrinsic factors of the
system as the surface symmetry, the nature of substrate and deposited atoms and on
extrinsic factors as the sample temperature and the deposition ﬂux. The morphology
of self assembled nanostructures can be completely diﬀerent from the ones obtained
by thermodynamic equilibrium conditions. After landing, the adatom instantaneously
thermalize to the substrate temperature and starts diﬀusing randomly along the surface
(terrace diﬀusion). The adatom, to diﬀuse on the terrace needs to overcome the energy
migration barrier (Em) separating adjacent sites. Atoms in their random walk on the
terrace, may encounter another diﬀusing monomer to form a dimer or a step edge or
a preexisting island and incorporate. Other general processes are the realization of an
interlayer jump and the diﬀusion along an edge. These elementary processes in epitaxial
growth are characterized by proper energy barriers and thus get activated at diﬀerent
substrate temperatures. As an example, the cluster dissociation. At high temperature
the atoms detach from islands and diﬀuse on the adjacent area and re-condense either
to the same island or to a neighbor one. In Ostwald ripening, smaller clusters are
more prone to dissociate due to larger perimeter to surface ratio, and as a consequence,
smaller islands dissociate earlier in favor of the larger ones. If in a speciﬁc system, the
dissociation barrier is lower than the diﬀusion barrier for dimers, they are expected to
break and migrate to other stable islands. In Fig. 2.2 are represented examples of the
most important elementary processes.
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Figure 2.2 – Graphical representation of atomic elementary processes during epitaxial
nanostructure growth [82].
When an atom lands directly on an existing island it can descend only if it has suﬃcient
energy to overcome an extra barrier in addition to Em. This barrier is called the
Ehrlich-Schwöbel barrier (ES), Es [83, 84]. The ES barrier is also responsible for the
wedding cake morphology which occurs usually in low temperature epitaxial growth as
it suppresses completely the interlayer transport and consequently, nucleation on the
second layer occurs well before the ﬁrst layer is completed. The repetition of this process
for subsequent layers gives rise to wedding-cake island morphology. The diﬀerences in
coverages between two subsequent layers are described by the Poisson distribution [85].
2.2.2 Rate Equations and Scaling Laws
Upon deposition, the adsorbed atoms (or adatoms), start diﬀusing randomly on the
surface via a hopping motion between neighboring adsorption sites with a hopping
frequency ν. The hopping frequency is described by the Boltzmann statistics with the
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following equation:





where E is the diﬀusion energy barrier, ν0 is the attempt frequency prefactor, typically
being in the range of the Debye frequencies of 1012−1013 Hz, kB is the Boltzmann constant
and T the substrate temperature. An adatom during random walk may encounter another
atom and form a dimer, which can be immobile or mobile with a diﬀerent energy barrier,
or could meet and attach to a preexisting island. One can deﬁne a critical cluster size i,
which refers to the island size in atoms that becomes immobile upon incorporation of one
additional adatom. In the mean-ﬁeld nucleation theory, a computational method used to
simulate the above processes is the mean-ﬁeld approximation. In this approximation,
the exact location of the atoms on the surface is replaced by the average eﬀect on the
system, without taking into account the stochastic mechanism of the growth process. The
mean-ﬁeld approximation which explains quite accurately the growth in our experimental
results, is the one developed by Zinsmeister [86, 87] and Venables [88]. The diﬀerential
equations in this model describe the time evolution of mean-ﬁeld quantities such as the
island densities ns of clusters with size s. The density of monomers and stable islands
can be expressed by the following equations:
n1
dt




where F is the deposition ﬂux and D is the adatom diﬀusion coeﬃcient describing the
mean square displacement of the adatom per unit time, nx is the stable island density, σ1
the capture eﬃciency of a monomer to merge with another monomer and σx the capture
eﬃciency of a monomer to incorporate to a stable island. The adatom diﬀusion can be
written in terms of the hopping frequency ν via the Einstein relation [89]:
D = 14να









where α is the lattice constant of the crystal surface and D0 = 14ν0 with
1
4 valid for 2D
diﬀusion on a square lattice. The terms on the right hand side of equation 2.12 describe
the increase or decrease of monomer density. The ﬁrst term is the deposition ﬂux, the
second term describes the monomer decrease due to the merging with another monomer
into a stable dimer and the third one describes the decrease due to the loss of monomers
which attach to stable islands. The number of monomers which land directly on the
stable islands is neglected in this model. The equation 2.13 describes the growth rate of
stable islands formed by the binding of two monomers to form a dimer. This simpliﬁed
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approach can be extended to include critical cluster sizes greater than i=1, so other
temperature regimes can be studied, where dimers, trimer etc are not stable. This leads
to one general equation, describing the steady state regime of stable islands with density
nx:







kBT (i + 2)
)
(2.15)
where χ = i/(i+2) is the scaling exponent and Ei describes the binding energy of the crit-
ical cluster size. For i = 1 (E1 = 0) the equation 2.15 reduces to nx = η (Θ, 1) (D/F )−1/3.
The factor η is slowly varying with the coverage as η ∝ Θ1/(i+2) and thus, it can be found
by approximation at η = 0.25 in Fig.6c of Ref. [90] for island coverages in the saturation
regime, as we se next.
2.2.3 Growth Regimes
In nonequilibrium crystal growth some diﬀerent regimes are identiﬁed as a function of
the coverage. The simplest case, is represented by the monomers mobile and the dimers
stable and immobile (i = 1). In the beginning of the deposition, the adatoms land with
a rate F and diﬀuse on the surface with a rate D, until they meet another diﬀusing atom
and nucleate (form a dimer). As the deposition continues, the number of dimers increases
almost linearly until it reaches a density n2 similar to n1 [91]. From that point on, the
probability for a new adatom to reach another monomer or an existing cluster becomes
comparable and therefore, the cluster growth begins to compete with the nucleation
of new ones. As a result, the density of stable clusters increases until it saturates to a
coverage of Θsat ≈ 0.15 ML. This threshold is called the irreversible growth regime as
all formed islands are stable and immobile. At the onset of this saturation regime the
mean-free path of the diﬀusing atoms is equal to the mean island interdistance and thus,
all adatoms reaching the surface, will diﬀuse and attach to a stable island. This regime
extends up to the point the islands grow enough to touch, at typically Θsat ≈ 0.35 ML,
where coalescence begins. Islands continue to extend until a ﬁlm percolates at about
Θ = 0.55 ML. These typical values for Θ depend on the D/F ratio (see Fig. 2.3 a) and
partially also on the island shape. For scaling regimes D/F ≤ 105 the monomers diﬀuse
too slowly to reach each other during deposition but they continue to diﬀuse after the
deposition stops until they nucleate. For low temperatures where the monomers are
stable nuclei (i = 0) the process cannot be described by the eq. 2.15, and the density nx
becomes independent of deposition temperature.
2.2.4 Island Shapes
The stable islands on hexagonal close-packed substrates have two prominent shapes:
fractal and compact. The simplest case for fractal island formation is when atoms diﬀuse
21
Chapter 2. Basics of nanomagnetism and nanostructure growth by ABE
to the cluster edge and stop upon attachment forming diﬀusion-limited aggregation (DLA)
islands [92]. This leads to monoatomic-wide branches that extend in random directions.
As the edge diﬀusion sets in, ramiﬁcation occurs and thicker branches are formed. As the
deposition proceeds, if the edge diﬀusion is low enough, an atom slowly diﬀusing along
the island edges can be stopped by incorporation of another diﬀusing monomer and a new
branch starts. This limited edge diﬀusion when increases causes dendritic shaped islands
which follow a speciﬁc orientation of the substrate. Dendrites have trigonal symmetry
and their branches are at least two to three atoms wide, an example is shown in Fig. 2.3
b. With increasing the temperature, the corner diﬀusion becomes activated, enabling the
adatoms to migrate from a onefold to a twofold coordinated site (from a corner site to
an edge site).
Once corner crossing is enabled, compact islands grow, with a preferred growth direction
due to asymmetrical diﬀusion across the island edges [93, 94]. This can be explained
by the two diﬀerent microfacets of the hexagonal substrate that the islands are bound.
The two distinguished facets are: the closed packed {111}-faceted B steps and the more
open {100}-faceted A steps which have an orientation diﬀerence of 60°. The hcp sites
in A steps are in the right distance from the corner but in the B steps there is either
an on-top site or the hcp site sits much closer than it should to the island edge. The
diﬀusion realized from a corner favors the migration to an A step as it has a barrier close
to Em, whereas the crossing to a B step costs ﬁve times more energy. This mechanism
is already veriﬁed by eﬀective medium theory [95, 96] and also explains why in some
systems dendrite branches grow wider before turning into compact islands [97]. At higher
depositing temperatures the corner diﬀusion anisotropy is found to be responsible for
the shape orientation of compact islands [98].
2.2.5 Island Size Distribution
In submonolayer epitaxial growth atoms are deposited onto a substrate where they diﬀuse,
aggregate and form a distribution of diﬀerent island sizes. The island size distribution
is an essential tool in nucleation theory, because its shape identiﬁes the critical cluster
size of the system (see Fig. 2.4 a). For i = 0 (D/F ≤ 105) the size distribution is
expressed by a linear decay with increasing the island size, as the immobile monomers
dominate the cluster population. For the scaling regime 105 ≤ D/F ≤ 109 and i ≥ 1,










where Ns (Θ) is the number of island with size s, S (Θ) is the average island size and the





1. Amar and Family [104] proposed an analytic expression for the scaled island size
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Figure 2.3 – a) Kinetic Monte Carlo simulations for three island shapes that can be
realized on hexagonal lattices for four diﬀerent D/F rates, adapted from [91]. b) Dendritic
shaped islands for Pt/Pt(111) homoepitaxy at 180 K (Θ = 0.094 ML), from [94]. c)
Trigonal compact islands of homoepitaxy on Pt(111) after deposition at Tdep = 640 K,
F = 1 × 10−2 ML/s, Θ = 0.15 ML, adapted form [99].
distribution as a function of the critical cluster size. The quantitative formula proposed,
fi(u) = Ciui exp(−iaiu1/ai) with Ci and ai deriving from normalization parameters so
to maximize at u = 1, was able to determine the theoretical transition temperature for
the change in the critical island size which veriﬁed later in the cases in experiments on
Fe/Fe(100) [105], Fe/Cu(100) [106] and Ag/Pt(111) [107].
Scaled island size distributions are sensitive tools to detect 2D Ostwald ripening from
dimer and in general from cluster dissociation. While working outside the regime of
irreversible growth (e.g. i = 1) in thermal annealing experiments, the nucleation density
can be aﬀected either by dimer diﬀusion or by dimer dissociation. In most surfaces with
hexagonal symmetry, dimers prefer ﬁrst to diﬀuse than to dissociate, therefore, dimer
diﬀusion is not foreseen to change the island density scaling before dimer dissociation [109].
On the other hand, when dimer dissociation occurs [108], a sharp transition is observed
in the scaled island size distribution as exempliﬁed in Fig. 2.4.
23








































Figure 2.4 – a) Scaled island size distribution for 0.12 ML Ag/Pt(111) [107] (circles
and squares) in comparison with the theoretical curves developed by Amar and Family
for i = 1, 2, 3 [104]. b) The onset of Ostwald ripening is marked by a sharp transition
of constant (i = 1) to exponentially increasing island sizes as a function of annealing
temperature, from [108].
2.3 Graphene
Graphene (gr) is a planar monolayer structure of carbon atoms arranged into a two-
dimensional honeycomb lattice, with a lattice constant of αgr = 2.46 Å (see Fig. 2.5 a).
gr can be found in graphite as the periodic stacking layer, it has a high crystallographic
quality and it is stable under ambient conditions. It was isolated for the ﬁrst time in
2004 [110] and since then it has attracted a tremendous interest in many ﬁelds due to
its exceptional electrical [110, 111], thermal [112] and mechanical properties [113]. gr
can be obtained by exfoliation from graphite ﬂat surfaces (also called “Scotch tape”
or “Peel-oﬀ” method) yielding only micrometer-sized ﬂakes. It can be made also by
thermal annealing of SiC, or hydrocarbon decomposition on polycrystalline copper foils
and on single-crystall surfaces as, in our case, gr/Ir(111) [114] producing high quality
millimeter-sized ﬁlms.
The exotic properties of gr are exploited already in a large variety of applications. With
physical and/or chemical modiﬁcation, gr is capable of detecting many types of molecules
and ions realizing ultra sensitive chemical and bio-sensors [115–119]. Moreover, its
intrinsic low electrical noise is very promising to achieve ultra low detection limits up to
a few molecules [120, 121]. Due to its sound mechanical properties gr it can be converted
as a multi-aplication strain sensor with a wide range of stretchability and sensitivity
compared to existing metallic or semiconductive microdevices [122]. For example as in




Figure 2.5 – Crystal structure of gr, the lattice constant is αgr = 2.46 Å.
scale motions like breathing and speaking [123]. Finally, gr is a promising candidate for
spintronic devices by functionalizing a single magnetic molecule on its surface in order to
detect electrically the magnetization reversal of other molecules in its proximity [124].
2.3.1 Growth and Structure of Graphene on Ir(111)
Epitaxial gr layer on Ir(111) can be prepared by chemical vapor deposition (CVD) of
hydrocarbon gas directly on its surface. In the CVD method, mainly ethylene is used
(also heavier molecules as benzene, toluene and cyclohexane give equivalent results)
which is either adsorbed by exposing the surface at room temperature and subsequently
annealing at high temperatures to decompose the molecules to desorb the hydrogen, or
by directly exposing the surface at high temperature. In the former case, which is called
temperature programmed growth (TPG), graphene starts to grow from small ﬂakes on
the surface and about four cycles are needed for the layer to be completed [45]. In the
latter case, carbon precursors are adsorbed until the layer is assembled. In both cases the
growth is self-limiting and only a single graphene layer forms at the end of the process.
This saturation behavior can be understood from the fact that the process, requires the
chemical reactivity of the metal surface, while it is inhibited once a single layer of gr is
completed due to its much lower reactivity and solubility of C inside the surface.
The binding distance between the gr and Ir surface is 3.77 Å [45] indicating a physisorbed
binding character. The dominant interactions between the C atoms and the substrate
are the van der Waals. Upon growth, gr forms large isotropical ﬁlms like a carpet-growth
over the atomic steps. Depending on the growth temperature, several domains with
speciﬁc orientation appear. The preferred domain aligns the rows of densely packed
carbon atoms with the densely packed rows of the Ir(111) underlying surface, referred in
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literature as R0° [125, 126]. Except this domain, also others exist with rotational angles
of R30°, R18.5° and R14° [127]. Note that the domain boundaries of the misoriented
graphene domains are not determined by the atomic steps, but run across the steps. The
domains are separated by boundaries with small angle misorientations, which consist of
edge dislocations of pairs of pentagons and heptagons. For growth temperatures below
1200 K gr is highly disordered, at 1350 K randomly oriented domains are produced, with
dominant the R30˚ [128]. At 1400 K only single R0° domains are formed, giving the









Figure 2.6 – a) STM topography of gr/Ir(111), image size is 6 × 6 nm, Vt = 1 V,
It = 7 nA. The drawing indicates the diﬀerent areas within the moiré structure (atop,
hcp, fcc), image adapted from [130]. b) Graphical representation of the moiré cell from
van der Waals - Density Function Theory calculations, representation adapted from [131].
The gr moiré mesh on Ir(111) consists of (10.32 × 10.32) gr unit cells over (9.32 × 9.32)
iridium sites giving a periodicity of 2.53 nm [125]. Three high symmetry subconﬁgurations
in the moiré mesh are identiﬁed, namely the fcc, the hpc, and the atop characterized
by a diﬀerent stacking of the C atoms with respect to the iridium surface sites (see
Fig. 2.6). In the fcc region the center of the C honeycomb ring is located over an iridium
face-centered cubic (fcc) site, whereas in the hexagonal close-packed (hcp) the center of
the honeycomb is above an hcp site located in the second iridium layer. In contrast, in
the atop region, an iridium atom lies below the center of the C ring. The combination of
this extreme uniformity of the moiré structure with the great homogeneity of the gr layer
over Ir surface, oﬀers an ideal template for cluster superlattice growth by self-assembly.
2.3.2 Graphene on Ir(111) as Template for Cluster Superlattice Growth
Clusters due to their reduced size, often show diﬀerent properties from the bulk [61].
Cluster superlattices are very useful for the study of these properties as they provide
equal interdistances and area for each cluster, and frequently narrow size distribution. In
such cluster arrays, one can study either the properties of each cluster individually i.e.
for magnetic storage media or collectively as in model catalysis.




Figure 2.7 – STM topographs of graphene ﬂakes on Ir(111) after deposition of a) Θ =
0.2 ML of Ir at Tdep = 300 K, image size 70 × 70 nm from [48], b) Θ = 0.25 ML of Pt at
Tdep = 300 K, image size 70 × 70 nm [48] and c) Θ = 0.18 ML of Rh at Tdep =130 K
and annealed to 400 K, image size 40 × 40 nm adapted from [47].
many excellent paradigms of superlattices made of Ir, Pt, W and Rh clusters grown by
ABE (see Fig. 2.7) [45–48, 132]. Atoms arrive from gas phase on the gr surface, diﬀuse in
moiré mesh and nucleate to the region where the absorption energy is minimum forming
clusters. Transition metals adsorb on the hcp region [45], while adsorption on the atop
region was reported for Dy atoms [60]. The mechanism of cluster binding on gr/Ir(111)
is realized either by covalent bonds or by van der Waals forces. The ﬁrst mechanism
induces a strong binding of C atoms with the clusters and also with the Ir atoms on
the surface. This is attributed to the rehybridization of the C-C bonds of gr from sp2
to sp3 in the area of the clusters. The covalent bonds cause a “pinning” of gr to the
substrate and also greater thermal cluster stability at high temperatures [133, 134]. The
second mechanism implies a weak binding between gr and clusters leading to an earlier
cluster diﬀusion as the temperature increases. For example, chemisorbed Ir clusters
grow in registry with the template at room temperature and are thermally stable up to
550 K [45], whereas physisorbed Au ordered clusters grow at 100 K and are thermally
stable up to 160 K [48]. Well-ordered superlattices from physisorbed clusters, like Au,
can grow also at higher temperatures, by using previously small seeding clusters like
Ir [48]. Clusters, due to three dimensional growth on the moiré mesh usually exceed
the coverage of one monolayer before coalescence sets in. For example, in the case of
Ir/gr/Ir(111) clusters start to merge above Θ = 1.5 ML [45].
The growth of clusters with well deﬁned size, chemistry and long range periodicity is a
key challenge in nanomagnetism and also for future technologies as BPMR. The moiré
superlattice of gr/Ir(111) is a template for an ultra dense cluster arrays with the density
of 115 Tbit/in2 ideal for cluster arrays that can be seen as media for magnetic recording.
One part of this thesis, deals with cluster superlattices made of rare earth on gr/Ir(111).
The growth of a rare earth cluster superlattice, as from Sm, could open the possibility
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to grow periodic arrays of bimetallic clusters made of 4f-3d metals that could show
equivalent magnetic properties as in bulk. For instance, SmCo5 in bulk phase has one of
the highest anisotropy energy densities observed to date [135].
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3 Experimental Methods
In this chapter, the basic concepts of the used experimental techniques are brieﬂy
described. These are the Scanning Tunneling Microscopy (STM) and the Magneto-
Optical Kerr Eﬀect (MOKE). With the STM we gain insights on the nanostructure
morphology down to the atomic level and with the MOKE, we obtain the magnetic
properties as a signal coming from a large population of nanostructures. For more
detailed information, references to corresponding articles are given each time.
3.1 Scanning Tunneling Microscopy
Among the numerous techniques in the ﬁeld of microscopy, scanning tunneling microscopy
is one of the most powerful, as its resolution is set not by the wavelength of a probe
beam of photons or electrons, but by the overlap between the quantum mechanical
wavefunctions between the last atoms on the tip and the atoms on the sample surface.
The method was invented in 1982 by Binnig and Rohrer at the IBM research labs in
Switzerland [136]. It was the ﬁrst method capable of atomic resolution on ﬂat surfaces
in real space and only shortly after, in 1986, the two inventors were awarded the Nobel
prize in physics.
To acquire an STM image, the surface of interest is scanned with an atomically sharp
metal tip kept at a very short distance of typically less than 1 nm, which enables
tunneling of electrons from the tip to the sample and vice versa. The lateral and vertical
movement of the tip is realized by controlling three piezoelectric transducers. Upon
applying a voltage bias, a piezoelectric transducer expands or contracts realizing the
scanning movement with picometer accuracy. When the tip and sample are brought close
enough for a tunneling current to arise, their Fermi levels on both sides equalize (see
Fig. 3.2 a). By applying a bias voltage between tip and sample, a net tunneling current
is created, which strongly depends on the distance between them (see Fig. 3.2 b). The
tunneling current mostly arises from the highest energy levels at applied bias because
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these levels have longer decay into the gap between the tip and the sample. This means






















Figure 3.1 – A schematic representation of STM during operation. The metal tip scans
the surface, driven by the x and y piezoelectric transducers. The tunneling current is
ampliﬁed and feeded back to the control unit. For constant current mode, the input of
the current to the control unit sets the change in the vertical piezoelectric element. The
diﬀerence in hight then is recorded by the computer. The outcome of a complete scan of
a region is the position of the x and y transducers with the apparent vertical variation,
image reproduced from [137].
The mode of operation we used in our experiments is constant current imaging. In this
mode the tunneling current is kept constant by adjusting the tip sample distance. In
this mode the tunneling current is set to typical values, between some tenths of pA and
several nA. The current variation produced by the surface roughness is compared to
the set current value in a feed-back loop generating a voltage signal applied to the z
piezoelectric transducer in order to move the tip to keep the tunneling current constant.
Already before the construction of the ﬁrst STM, the phenomenon of tunneling had been
subject to both experimental and theoretical investigations. One possible approach was
30
















Figure 3.2 – Energy diagram of the tip-sample junction. a) without applied voltage.
b) with applied voltage. The horizontal arrows represent the tunneling current. The
higher the electron energy the larger the probability an election to tunnel. Image adapted
from [138].
given by the transfer Hamiltonian theory, as suggested by J. Bardeen in 1961 [139]. In
most practical cases the tunneling barrier is broad enough to assume weak coupling
between the two electrodes. In this case, each electrode can be treated separately, with a
tunneling Hamiltonian as perturbation. Then, the many-particle tunneling current can






|Mμν |2[f (T,Eμ) − f (T,Eν)]δ(Eν + eV − Eμ) (3.1)
where f(T,E) is the Fermi function at temperature T , and V is the voltage applied
between the electrodes. The main obstacle is then to evaluate Mμν , the matrix element
for the transition of an electron in the state ψν in one electrode into a state ψμ in the





(ψ∗μψν − ψνψ∗ν)dS. (3.2)
The integration surface S lies in between the two electrodes. In order to further evaluate
Mμν for the case of STM, one has to take into account the particular geometry of the
setup. In an ideal STM, the probing electrode would only consist of a single point. As







|Mμν |2δ(Eμ − EF )δ(Eν − EF ) (3.3)
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where ψν(r) are wave functions in the sample electrode at the lateral position r with
respect to the probe, and δ(x) is the Dirac delta function. Thus, the ideal STM would
measure a tunneling current which is proportional to the sample’s LDOS at the position
of the tunneling tip. The relation 3.3 gives a realistic description if the tip has uniform
density of states at the Fermi energy and its wave functions are asymptotically spherical.
In addition, the applied voltage should be suﬃciently small and the temperature low. In
a more realistic case of a tip with a radius R and position r, eq. 3.3 becomes
It (Vt) ∝ ρt(EF )e2κRVt
∑
μ
|ψμ(r)|2δ(Eμ − EF ) (3.4)
Here, κ =
√
2mΦeﬀ/ represents the inverse decay length for the wave functions in
vacuum. Φeﬀ is the eﬀective tunneling potential barrier and ρt(E) is the density of states
of the tip. Notably, this shows that for a constant tunneling voltage Vt, the current is
proportional to the LDOS of the sample ρs(r, E) that is
It ∝ ρs(r, EF ) =
∑
μ
|ψμ(r)|2δ(Eμ − EF ) (3.5)
This allows us to interpret constant current STM images as a map of the LDOS at
the Fermi level. The exponential decay of the wave functions in the z direction yields
|ψμ(r)|2 ∝ e−2κ(d+R) which, when substituted to eq. 3.4 gives
It ∝ e−2κd (3.6)
From the eq. 3.6 it is clearly seen that the tunneling current depends exponentially on
the tip-sample distance d, which gives to the STM its outstanding vertical sensitivity.
3.2 Magneto-Optical Kerr Eﬀect
The ﬁrst experimental evidence of an interaction between light and magnetism was
reported from M. Faraday in 1845 [141]. The ﬁrst magneto-optic eﬀect, called “Faraday
eﬀect”, refers to the rotation of linearly polarized light passing through a transparent
magnetic material placed in between two electromagnetic poles. In 1876 a Scottish
physicist, John Kerr discovered the equivalent eﬀect to the Faraday eﬀect, for a polarized
reﬂected light from a magnetic surface [142, 143], the so-called “Surface Magneto-Optical
Kerr eﬀect” (MOKE).
There are two diﬀerent approaches to explain the origin of the MOKE, the macroscopic
and the microscopic. From the microscopic point of view MOKE manifests from the
spin-orbit coupling between the electric ﬁeld of the incident light and the wavefunction
of the spin electrons in the magnetic material [144]. This coupling induces a change on
the polarization of the reﬂected light that depends on the magnetization of the material.
From a macroscopic point of view, the incident light wave causes the electrons present
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in the magnetic material to oscillate in a plane parallel to the polarization plane of the
electrons. If there is no magnetization in the sample, the incident light, which can be
ether linearly s or p polarized or circularly polarized light, will have the same polarization
as the reﬂected light. When the sample has a net magnetization, the internal magnetic
ﬁeld acts on the electrons that are being displaced by the electric ﬁeld of the light. The
Lorentz force introduces an additional small oscillating component to the motion of
the electrons that is perpendicular to the plane to the magnetization and the electric
ﬁeld vectors. The superposition of both contributions to the electrons in the magnetic
















Figure 3.3 – Schematic representation of the diﬀerent Kerr geometries. In our setup the
magnetic ﬁeld can by applied at any angle in the x - y plane with Bmax = 312 mT. The
angle φ0 is 62°. Image adapted from [145].
The validity of the macroscopic description of the magneto-optical eﬀects may be ques-
tioned in the mono- or sub-monolayer regime. However, the magnetic properties for only
a few atomic layers rapidly converge to the bulk limit and it is expected the global trend
to be reproduced correctly [146, 147]. In order to describe the mechanism responsible for
MOKE of a thick magnetic ﬁlm, one has to employ Fresnel’s theory of reﬂection. The

















In these equations the indexes i and r infer to incident and reﬂected waves, respectively
and the indexes p and s deﬁne the electric ﬁeld components parallel and perpendicular to
the plane of reﬂection. Ei and Er are the incident and reﬂected electric ﬁelds and rij are
the Fresnel coeﬃcients. For a detailed review one can refer to Ref. [148]. In MOKE there
are three diﬀerent conﬁgurations: polar, longitudinal and transverse (see Fig. 3.3). For
polar and longitudinal geometries, the Kerr rotation θK and ellipticity ηK, for s and p
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|rpp(+mx)|2 + |rpp(−mx)|2 (3.10)
The MOKE technique is particularly suited to study magnetization of surfaces. The
rotation angle of the polarization is typically in the order of 1 degree for bulk and thick
ﬁlms. For submonolayer nanostructures the rotation angle is typically of a few 1/100th
of a degree. From the experimental point of view it is important to note that MOKE is
a spatially integrated technique covering areas equivalent to the laser beam spot, and
with an depth sensitivity of a few tenths of nanometers. For a complete review of the
MOKE theory one can refer to Ref. [149].
In our MOKE setup we measure the magnetization of the sample via the intensity of
the reﬂected light and not directly form θK or ηK. The intensity of the light is reaching
a photodiode after passing through a polarizing ﬁlter which serves as an analyzer (see
Fig. 4.3 in Chap. 4). The measured intensity is approximately linear with θK, and
consequently linear to |M|.
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4 MBE Chamber and Sample
Preparation
In this chapter, I introduce the home-made UHV chamber and the setups used for the
STM and MOKE experiments. Additionally, I present the methods used for sample
preparation, metal deposition with MBE and graphene deposition via CVD.
4.1 The Ultra High Vacuum System
The home-build UHV system was particularly designed for in-situ sample preparation and
characterization by means of variable temperature (VT) STM, MOKE and Auger electron
spectroscopy (AES) (see Fig. 4.1). The morphological and magnetic characterization
as well as the deposition processes are performed with the sample in the very same
position allowing for a full control of the sample temperature and minimal exposure
to the residual gas. The samples, carried inside sample holders, can be exchanged by
means of a load-lock UHV compatible and the chamber can host overall up to 4 samples
in UHV conditions. The sample holder is fastened to the cooling stage by a spring
lock mechanism, for easy swap. The sample can be cooled down by a liquid helium
ﬂux cryostat reaching a minimum temperature of T = 60 K. The sample stage and the
MOKE setup are mounted on a damping assembly consisting of a stacking of ﬁve diﬀerent
copper plates connected with viton rubber joints [150] (see in Fig. 4.3). The sample is
pressed between two sapphire rings by tungsten leaf springs inside the sample holder (see
Fig. 4.2). The sample holder is completely made by molybdenum. Thermocouple type-C
wires are directly in contact with the sample and a third wire attached can be used ether
for applying high voltage during the annealing process or for the STM bias voltage. At
the top of the sample holder there is a molybdenum stage with three ramps of helical
shape for the coarse approach of the STM tip to the sample surface. A wobble stick can
be used to transfer the sample holders between the main position, the load-lock entry,
the AES position and the storage bay.
Two metal Omicron e-beam evaporators are constantly mounted. The sample is prepared
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by sputtering with Ar+ ions and can be annealed by a 50 W ﬁlament mounted on the
back side up to 2000 K by radiation and electron bombardment. Several gases as O2,
N2 and C2H4 (ethylene) can be precisely dosed by means of leak valves. The UHV
chamber is equipped also with a quadrupole mass spectrometer (QMS) for monitoring
the cleanness of the dosed gas and the chemical composition of the residual gas. The
base pressure in the UHV chamber is approximately 6 × 10−11 mbar which is maintained












Figure 4.1 – Schematic representation the home-made UHV system. Image from [150].
The STM is a home built beetle type [151] suitable for varying temperature measurements.
The internal structure is assembled by a tube with x, y, z and a vertical oﬀset piezo
elements and three feet where each one has three piezo stacked together. The tip is from
tungsten wire prepared by electrochemical etching and ﬁxed to the piezo tube. On the
three feet are glued sapphire crystals of half spherical shape which are in contact with
the molybdenum sample holder stage when STM is in operation. The coarse movement
of the STM head for tip approach or retraction is achieved by the three feet. The lateral
movement of the feet for the ascend and descend of the head is realized by stick-slip
motion over the ramps. When working in normal sample exchange mode the STM can
work optimally down to 80 K.
The MOKE setup was designed to be fully integrated inside the UHV chamber (see
Fig. 4.3). The incorporation of all optical components inside the chamber omits the
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Figure 4.2 – Schematic (left) and images (right) of the home-made sample holder. Image
adapted from [152].
additional noise induced by the air and the birefringence from the thick UHV windows.
The enhanced sensitivity reduces the detection limit approximately to 0.1 ML and
0.5 ML for polar and transverse MOKE geometries, respectively [153]. To achieve this
integration, the laser and the analyser of the setup are mounted on piezo-electric motors
(Attocube, ANR100). The motors can rotate 360° with a minimum interval step of
0.001° capable for ﬁne adjustments when setting s or p wave and also practical for closing
the protecting shutters while preparing the samples. The laser diode is UHV compatible
with a λ = 782 nm set at 8 mW (I = 50 nA). The laser spot area on the sample surface
is approximately 1 mm2. The incidence and reﬂective angle with respect to the substrate
is 62°. The extinction ratio between the analyzer and laser from parallel to perpendicular
alignment can excess 1:40’000 for freshly polished sample surfaces. The magnetic ﬁeld is
driven by a four-pole electromagnet. Four cones are placed inside the vacuum chamber
while coils and the soft iron yoke are situated outside. The maximum magnetic ﬁeld at
the sample position along the x or z direction is Bmax = 312 mT and at 45° the maximum
ﬁeld reaches 222 mT. The chamber and especially all parts on the manipulator are made
from non magnetic materials in order to avoid artefacts during the Kerr measurements
due to moving part driven by the switching ﬁeld. Considering the fact that the laser
diode is made with microfabrication techniques, it can not withstand temperatures higher
than 120 ◦C, a temperature which cannot be exceeded during the bake-out.
Measurements that are carried out ﬁrst are always related to magnetism as the sample
exposure to the residual gas can modify the magnetic properties of the studied nanostruc-
tures. Mainly, zero-ﬁeld susceptibility measurements and hysteresis curves were acquired
in this thesis with the MOKE setup. For a detailed review of this MOKE setup and the
UHV chamber, one can refer to Ref. [150].
All the experiments in this thesis were performed in the above-described UHV system,
except for a few low temperature STM experiments on the Sm nucleation on gr/Ir(111).
Due to the measuring limitation of our system, we completed our experiments of this
project using another UHV system in our group that can go down to 4 K and is equipped
with a low temperature STM. For further information about the second UHV system
used, one can refer to Ref. [154].
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Figure 4.3 – Image of the manipulator with the in-situ combined UHV-compatible MOKE
setup placed on a damping stage. Speciﬁc parts are indicated in the image. From [150].
4.2 Sample Preparation
The single crystals used in this thesis were Pt(111) and Ir(111). Before each experiment
the sample surface has been cleaned by repeated cycles of sputtering and annealing. For
Pt(111) crystal we repeated cycles of Ar+ ion sputtering at room temperature and at
800 K, subsequent exposure at the latter temperature to 5 × 10−8 mbar O2 atmosphere
in order to reduce the C impurities and ﬁnal annealing to 1300 K. The Ir(111) crystal was
prepared by cycles of Ar+ ion sputtering at room temperature and at 1120 K, followed
by annealing to 1500 K.
4.2.1 Metal Deposition
High purity rods of transition metals (Co, Ag, Pd, Rh) were sublimated from an Omicron
evaporator by electron bombardment. For all depositions with commercial evaporators
the pressure remained in the chamber below 7 × 10−11 mbar. Rh was also evaporated via
W ﬁlament heating. In this occasion the pressure during deposition was approximately
3 × 10−9 mbar. The deposition ﬂux for the transitional metals was 5 ± 2 × 10−4 ML/s.
Sm and Dy were deposited from high purity rods heated by electron bombardment. The
rods have been degassed for about one month to obtain a pressure p = 7 × 10−11 mbar
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during deposition. The deposition ﬂux for Sm was set to 5.5 × 10−4 ML/s for the main
UHV set-up and 2.8 × 10−4 ML/s for the second. For Dy, the deposition ﬂux used was
2.4 × 10−4 ML/s for the main system and 2.7 × 10−5 ML/s for the second.
The deposition rate was calibrated by determining the coverage of a submonolayer with
the STM. In order to minimize the errors from tip convolution, always the calibration
depositions were larger that 0.4 ML. All STM images were recorded in the constant
current mode. Samples were cooled down right after each deposition to avoid cluster
diﬀusion while setting up the MOKE or STM. The STM data were processed using a
freeware image processing software [155] and our home written software.
4.2.2 Graphene Growth
The gr layer was grown on Ir(111) by exposing the crystal surface kept at a temperature
of 1400 K to 100 Langmuir of ethylene [114, 125]. At this temperature the hydrocarbons
decompose when reaching the surface, leaving only the carbon atoms to form the gr. At
the chosen ethylene exposition temperature, the graphene growth is self-limiting and
only a single graphene layer forms at the end of the process, like a continuous carpet
across the surface steps as checked by STM [114].
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5 Nucleation of Sm and Dy Clus-
ters on Graphene/Ir(111)
In this chapter we focused on the nucleation of Sm and Dy clusters on graphene (gr). We
report the ﬁrst example of self-assembled rare-earth cluster superlattice. As template,
we use the moiré pattern formed by graphene on Ir(111); its lattice constant of 2.53 nm
deﬁnes the interparticle distance. The samarium (Sm) cluster superlattice forms for
substrate temperatures during deposition ranging from 80 to 110 K, and it is stable upon
annealing to 140 K. By varying the Sm coverage, the mean cluster size can be increased
up to 50 atoms, without aﬀecting the long-range order. The spatial order and the width
of the cluster size distribution match the best examples of metal cluster superlattices
grown by atomic beam epitaxy on template surfaces. Regarding Dy, we couldn’t observe
a cluster superlattice formation for all investigated deposition temperatures.
5.1 Introduction
The fabrication of nanostructure superlattices has attracted a lot of attention in the last
decades. Clusters of nanometric size display unique properties, neither seen in bulk nor
in the individual atoms of the respective element [61]. In addition, the ability to create
clusters with identical size and shape and to arrange them in ordered arrays has great
importance for both fundamental research and applications. For example, equidistant,
monodisperse, and equally oriented magnetic clusters have uniform magnetic moments
and coercivity, and thus are the best candidates for applications in future magnetic
recording media. Similarly, dense arrays of identical clusters are candidates for catalysts
with improved performances.
One way of fabricating cluster arrays is the bottom-up approach by Atomic Beam
Epitaxy (ABE) in ultra high vacuum (UHV) conditions [91]. Atoms are evaporated onto
a template surface, where they diﬀuse and nucleate clusters on preferential sites. In this
way, periodic arrays of seeds form, reproducing the symmetry and the period imposed
by the template [15, 44–55]. Cluster size and shape can then be controlled to a certain
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extent by varying the amount of deposited atoms (coverage), the substrate temperature
during deposition (Tdep), and the annealing temperature after deposition (Tann). Long
range spatial order and narrow size distribution characterize high quality metal cluster
arrays. Well known examples of templates for the assembly of metal cluster superlattices
are the dislocation network that two layers of Ag form on Pt(111) to release the stress
generated by the lattice mismatch [156], the reconstruction forming at the surface of
Si(111) [157–159], Au(111) [160, 161] and vicinal Au surfaces [49], the moiré patterns
observed for graphene [45, 162, 163] and hexagonal BN (h-BN) [145, 164] grown on
mismatched transition metal substrates, or the hexagonal array of holes in the alumina
bilayer formed by high temperature oxidation of Ni3Al(111) [53, 165].
So far, only clusters made of transition metals have been grown on such templates,
while rare earths have been neglected despite their potential in magnetic and catalytic
applications. The large spin-orbit coupling of the highly localized 4f orbitals of rare
earths can lead to large magnetic anisotropy [56, 57] overcoming the values observed
in 3d metals [166, 167], thus allowing for magnetic remanence in very small clusters.
For example, magnetic remanence has been recently reported for Er trimers at 3 K [58],
while trimers made of 3d elements (Fe) exhibit magnetic bistability only at 0.3 K [59].
Moreover, bimetallic clusters made of 4f-3d metals may well show very large coercive
ﬁeld similarly to what is observed in bulk [168]. In catalysis, rare earth oxides show high
selectivity in the formation or decomposition of numerous chemical compounds [169–173].
Here we demonstrate the self-assembly of a rare earth cluster superlattice by ABE using
the graphene moiré pattern formed on Ir(111) as template. Sm atoms order in cluster
superlattices for deposition temperatures ranging from 80 K to 110 K. The interparticle
distance of 2.53 nm is deﬁned by the moiré period, with a single Sm cluster nucleated
per moiré unit cell. The spatial order is preserved up to the Sm coverage yielding a
mean cluster size of 50 atoms. The long range order and the width of the cluster size
distribution set the Sm superlattice among the best examples of cluster arrays grown by
ABE on template surfaces.
A similar study carried out with Dy reveals the absence of order. The observed cluster
densities as a function of deposition temperature suggest that the adatom diﬀusion barrier
of Dy is lower than that of Sm, in agreement with calculations of diﬀusion barriers on free
standing graphene [174]. We attribute the formation (lack) of the Sm (Dy) superlattice
to the delicate balance among the adatom diﬀusion barrier, the diﬀerences in adatom
binding energies on the graphene moiré, and the Coulomb repulsion between the adatoms




We investigated the nucleation of Sm on gr/Ir(111) by measuring the island density as a
function of deposition temperature Tdep for a Sm coverage ΘSm = 0.08 ML, with one
monolayer (ML) corresponding to one rare earth atom per Ir(111) unit cell. Immediately
after deposition, the sample temperature has been lowered to 80% of the deposition
temperature in order to freeze surface diﬀusion and avoid post-deposition eﬀects [175].
The sample morphology has been characterized by Scanning Tunnelling Microscopy
(STM), for more information see the Chap. 4 . The cluster density nx, expressed in
ML, is the number of islands per Ir(111) unit cell, and is shown in the Arrhenius plot
in Figure 5.1a. Since the moiré pattern is a (9.32 × 9.32) superstructure with respect
to Ir(111) [125], one cluster per moiré unit cell corresponds to nx = 1.15 × 10−2 ML, or
lognx = −1.94.
Comparing with the STM images shown in Figs. 5.1(b - f) one can distinguish four
regimes. The ﬁrst starts at the lowest investigated Tdep of 56 K and goes up to 78 K. The
clusters are disordered (see Figure 5.1b) and their density is higher than the moiré cell
density. The second regime, ranging from 80 K up to 110 K, exhibits excellent order with
one cluster per unit cell and these clusters are placed at identical site within the moiré
unit cell, see Figure 5.1c. We attribute the fact that nx is slightly smaller than one island
per moiré unit cell to graphene defects that give rise to empty cells which can also be
identiﬁed in Figure 5.1c. Above 110 K we enter in a third regime where the order is lost
but the mean density stays around one island per moiré unit cell (Figure 5.1d). Above
130 K, the density sharply decreases and then reaches another stationary value for Tdep
up to 200 K (Figure 5.1e). Finally, the fourth regime is characterized by progressive Sm
intercalation with almost full intercalation taking place for Tdep = 280 K, see Figure 5.1f.
At this temperature the intercalated atoms move over large distances to form extended
islands as for Eu on gr/Ir(111) [132].
To quantify the degree of spatial order and characterize the order-disorder transitions as
a function of the deposition temperature, we use a procedure proposed for superlattices of
3D nanocrystals [176]. It is based on the quantitative analysis of the radial decay of the
2D-autocorrelation function (2D-ACF) derived from TEM and in the present case STM
images. As we will see below, this allows to quantify diﬀerences between superlattices
that appear of very similar quality to the eye. The 2D-ACF exhibits its global maximum
in the image center (r = 0) and, for ordered systems, satellite maxima which lie along
the high symmetry directions of the superlattice. The position of these satellite maxima
corresponds to the superlattice period. Their intensity is correlated with the degree of
order including periodicity of the unit cells as well as uniformity of the shape and center
of mass of the motif. Figure. 5.2b shows the radial proﬁle of the 2D-ACF for a Sm cluster
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Figure 5.1 – (a) Arrhenius plot of the Sm cluster density as a function of Tdep. Black
squares indicate VT-STM measurements and blue ones data taken with a 4 K STM
(see Chap. 4). (b-e) STM images of Sm clusters on gr/Ir(111) for ΘSm = 0.08 ML. (b)
Tdep =78 K, disordered regime (Vt = +1.0 V, It = 50 pA). (c) Tdep =110 K, one cluster
per moiré unit cell and these clusters are situated at identical positions within the moiré,
gr defects are causing some empty cells (Vt = −1.3 V, It = 75 pA). (d) Tdep = 120 K,
the density stays constant but the order is lost (Vt = −0.7 V, It = 50 pA). (e) Tdep =
140 K, density is below one island per moiré unit cell (Vt = −0.6 V, It = 50 pA). (f)
Tdep = 280 K, ΘSm = 0.16 ML, intercalated islands, appearance of clusters and islands
in the second layer (Vt = −1.1 V, It = 60 pA).
superlattice grown at 100 K. Its envelope is ﬁtted by the following function:
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Figure 5.2 – (a) STM image of Sm clusters grown at Tdep = 100 K (Vt = −1.1 V,
It = 60 pA). (b) 2D-ACF of the image (a); the vertical direction is the slow scan direction
and exhibits less order as it is more aﬀected by distortions due to thermal drift. (c)
Line-proﬁle along a high symmetry direction of the 2D-ACF in (b) and of the envelope
ﬁt with eq 5.1 (dashed red line). (d) Figures of merit ξ and κ characterizing the order as
function of deposition temperature.
A∞ is the asymptotic height of the satellite peaks as r goes to inﬁnity. The ﬁrst Gaussian
term describes the central peak of the 2D-ACF. The height f0 of this peak is related to
the sample roughness [177–179] and thus is sensitive to non-uniformities in cluster shape
and height, and random voids, such as empty cells in our case. Apparent height variations
due to modiﬁcations of the tip shape from image to image also contribute to the spreading
of the f0 values. The width σ0 is usually set to one third of the mean interparticle
distance [176], in our case σ0 = 0.83 nm. f and σ in the second Gaussian, together with
A∞, are the parameters characterizing the long-range order of the superlattice. Small f
and high A∞ values indicate good long-range order. Two ﬁgures of merit, ξ and κ, have
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κ = σ(f + A∞)
f
(5.3)
ξ, ranging from 1 for perfect superlattices to 0 for completely disordered systems, expresses
the degree of long-range order by quantifying the decay of env(r) amplitude. κ indicates
over which distance this decay takes place as it contains the width of the second Gaussian.
However, this parameter gives useful information in addition to ξ only for ordered systems,
since κ may well be high in disordered samples where both f and A∞ are small (see
example in A.1).
For the Sm superlattice, long-range order is observed for Tdep ranging between 80 K
and 110 K, with 100 K giving the highest value of ξ = 0.75, as shown in Figure 5.2d.
In this regime, κ is larger than 30 nm. From the 1D proﬁle of the ACF we deduce an
interparticle distance of (2.53 ± 0.02) nm, demonstrating that the clusters nucleate in
registry with the moiré pattern. The main source of disorder are the vacancies, their
number is 12 ± 2% of the moiré cells. Outside the 80 K - 110 K temperature range, ξ
decreases to below 0.2.
Having introduced the above ﬁgures of merit, in Table 5.1 we compare the degree of
long-range order of the Sm cluster superlattice with self-assembled island superlattices
reported in literature. With ξ = 0.75, Sm/gr/Ir(111) is among the ones with the best
long-range order. The only other system implying rare-earth atoms are Eu clusters
on gr/Ir(111) [132]. It is characterized by ξ = 0.32 and thus its long-range order is
signiﬁcantly lower. We underline that some superlattices characterized by uniform island
size show low ξ owing to irregular island shape and to randomly shifted position of the
island center of mass with respect to a deﬁned location in the cell.
The long-range order of the Sm cluster superlattice is preserved up to a coverage of
about ΘSm = 0.5 ML. For samples grown at Tdep = 90 K, ξ only slightly decreases from
0.62 (ΘSm = 0.08 ML) to 0.56 (ΘSm = 0.5 ML) and κ from 30.6 to 18.4 nm, respectively.
For coverages above 0.5 ML the clusters start to coalesce. For comparison, Ir clusters
on gr/Ir(111) start to coalesce at a much larger coverage of about 1.5 ML. This quite
early onset for the Sm cluster coalescence can be explained by the packing of the Sm
atoms on the graphene surface. Two main aspects have to be considered. First, DFT
calculations [174, 183] and STM measurements [60] indicate that rare earth monomers
adsorb on the six-fold symmetrical hollow sites of the hexagonal carbon rings of graphene.
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Table 5.1 – Figures of merit characterizing the long-range order for diﬀerent cluster
superlattices grown by ABE on template surfaces. ξ and κ are calculated from published
data. κ in units of the pitch are rounded to the nearest integer. For vicinal surfaces ξ
and κ have been evaluated along and perpendicular to the steps, and for the Au(111)-
(
√
3 × 22) reconstruction along the [1 1 2] direction. For superlattices with ξ < 0.4, κ is
not representative of the long-range order extension.
System ξ κ Pitch κ Tdep
(nm) (nm) (pitch) (K)
4f
Sm/gr/Ir(111)*† 0.75 31.8 2.53 13 100
Eu/gr/Ir(111)+ [132] 0.32 - 2.53 - 35
Dy/gr/Ir(111)*† 0.27 - 2.53 - 70
3d
Rh/gr/Ir(111)+ [47] 0.87 40.4 2.53 16 130
Co/Au(788) [2 1 1] [15] 0.76 55.8 3.5 16 130
Pt/gr/Ir(111)+ [48] 0.76 22.3 2.53 9 300
Ir/gr/Ir(111)+ [45] 0.75 28.4 2.53 11 300
Rh/gr/Ir(111)*‡ 0.73 39.7 2.53 16 110
Fe/2 ML Cu/Pt(111) [50] 0.73 24.6 4.8 5 250
Al/Si(111)× [158] 0.73 21.8 2.69 8 473
Ir/gr/Ir(111)* [46] 0.67 12.1 2.53 5 300
Co/GdAu2/Au(111) [51] 0.62 19.1 3.8 5 300
Mn/Si(111) [159] 0.61 26.6 2.69 10 353
Co/Au(11,12,12) [0 1 1] [49] 0.61 20.2 7.2 3 300
Co/Au(788) [0 1 1] [15] 0.51 32.4 7.2 5 130
Ag/2 ML Ag/Pt(111) [50] 0.46 17.7 7.0 3 110
Co/h-BN/Rh(111) [52] 0.46 11.6 3.2 4 4.2
Pd/Al2O3/Ni3Al(111) [53] 0.44 26.7 4.5 6 300
Fe/(NC-Ph5-CN)3Cu2/Cu(111) [54] 0.43 43.8 5.0 9 10+ann.
Fe/Au(111) [1 1 2][180] 0.37 - 7.3 - 300
Co/Au(111) [1 1 2] [44] 0.35 - 7.3 - 300
Ni/Au(111) [1 1 2] [181] 0.32 - 7.3 - 300




‡ Unpublished results (see in A.1)
We assume that this is also the preferred adsorption site for rare earth atoms forming
clusters. Second, bulk Sm has a rhombohedral unit cell in which the Sm atoms have six
nearest neighbors at a distance of about 3.6 Å in each close-packed layer [182]. However,
bulk Sm is trivalent, while it becomes divalent in systems with reduced coordination,
such as small clusters or monolayer ﬁlms [184–186]. This change in valence has strong
eﬀects on the epitaxial growth as the radius of the divalent atom is signiﬁcantly larger
than that of the trivalent one. For example, a 22% expansion of the atomic radius has
been measured for the divalent Sm atoms on the topmost monolayer of a Sm(0001) single
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Sm Ir
Figure 5.3 – Sketch for the packing of Sm (gray) and Ir adatoms (blue) on graphene.
Sm adsorbs on hollow sites, while Ir adsorbs on C atoms sitting in fcc threefold hollow
sites of Ir(111) (Ir substrate not shown). The red arrow shows the distance between two
next nearest graphene hollow sites (4.26 Å) and the blue arrow shows the bulk Sm-Sm
distance (3.63 Å [182]). The radius of the spheres corresponds to the atomic radius. The
radius of Ir atoms has been reduced by 20% for clarity of representation (the circle in
the centre of the Ir heptamer shows the actual Ir radius).
crystal [187]. Reconciliation of these two aspects results in the sketch shown in Fig. 5.3
for the stacking of a Sm cluster on graphene. The distance between the central Sm atom,
sitting on a graphene hollow site, and the nearest neighbor Sm atom, sitting on the next
nearest neighbor gr site, amounts to 4.26 Å which corresponds to an expansion of about
18% in the Sm atomic radius. This implies that the area occupied by a Sm atom is
15.72 Å2. By comparison, Ir atoms on gr/Ir(111) adsorb atop C atoms in fcc threefold
hollow sites of the Ir(111), corresponding to an area of 5.24 Å2 per Ir atom [134]. On the
basis of these simple arguments we can expect an onset coverage for coalescence roughly
three times smaller for Sm than for Ir, in agreement with our experimental observation.
In addition to the long-range order, a second parameter deﬁning the quality of a cluster
superlattice is the width of the cluster size distribution. For 0.08 ML of Sm deposited at
110 K, this distribution is shown in Figure 5.4b together with a Gaussian ﬁt. The half
width at half maximum (HWHM) of the size distribution is σSD = 0.31±0.01. This value
is roughly half the one σSD = 0.59 expected for homogeneous nucleation [91], equals the
widths observed for several superlattices grown on template surfaces [45, 51, 150, 188–
191], and is very close to the best result of σSD = 0.20 [15, 50]. For the present system,
two main factors contribute to the width of the size (s) distribution. The ﬁrst is the
cluster coalescence which takes place above s/S = 3.2, with S the mean island size, and
aﬀects 4 ± 1% of the islands. The second is the non uniform island height, with 90 ±
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Figure 5.4 – a) Arrhenius plot of the cluster density nx as a function of Tann after
depositing ΘSm = 0.08 ML at Tdep = 80 K. b) Sm cluster size (s) distribution for the as
grown sample at Tdep = 110 K. The average cluster size is S = 9 atoms.
We investigated the thermal stability of the Sm superlattice by measuring the cluster
density as a function of the annealing temperature Tann (see Figure 5.4). The density
remains constant up to 140 K from where on it reduces exponentially, leading to a
progressive loss of order. This onset temperature can be related to the cluster-graphene
interaction. On gr/Ir(111) clusters of similar sizes (coverage < 0.25 ML) show an onset
temperature for coarsening of 160 K for Au, and of 550 K for Pt and Ir [48]. The
high thermal stability observed for Pt and Ir is a consequence of the covalent bonds
formed between the atoms in the cluster and the graphene layer, forcing an sp2 to sp3
re-hybridization of C [130], while a weaker bond is expected for Au due to its completely
ﬁlled 5d-shell [48]. The low onset temperature observed for Sm, even lower than for Au,
suggests then a weak Sm-graphene bond.
5.3 Dy/gr/Ir(111)
In order to investigate whether the superlattice formation is a general property of rare
earth elements on graphene/Ir(111) or speciﬁc to Sm, we carried out similar experiments
with Dy. For deposition temperatures ranging from 47 K to 210 K (ΘDy = 0.07 ML) we
did not observe the formation of cluster arrays. A cluster density close to the graphene
moiré density is found for Tdep = 70 K (see Figure 5.5a), lower than the 80 K measured
for Sm. This observation suggests a lower diﬀusion barrier for Dy compared to Sm, in
agreement with theoretical calculations on free-standing graphene [174] which represent
a good approximation given the weak interaction between graphene and Ir(111) [131].
Additionally, we observe that intercalation starts at a temperature lower than for Sm,
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Figure 5.5 – (a) Arrhenius plot of Dy cluster density nx for ΘDy = 0.07 ML as a function
of Tdep. (b) STM image for Tdep = 70 K (Vt = +1.0 V, It = 100 pA). At this deposition
temperature the cluster density is close to the moiré cell density. Inset: 2D-ACF of the
image in b), indicating short-range order.
namely at about 210 K. Figure 5.5b shows an STM image and the corresponding 2D-ACF
of a sample grown at 70 K. The quantitative analysis gives ξ = 0.27. The absence of
order suggests that the adatom diﬀusion barrier and the corrugation of the graphene
moiré potential are not the only parameters responsible for the superlattice formation.
A third ingredient is the Coulomb repulsion between rare earth adatoms induced by the
charge transfer from adatoms to graphene [132, 174, 183]. Depending on the temperature,
this repulsion hampers nucleation and leads to the formation of a 2D adatom gas from
which clusters may nucleate by direct impingement of the incoming atoms on top of
the adatoms. This nucleation channel competing with lateral attachment leads to
disorder. This suggests that a certain balance between adatom diﬀusion barrier, graphene
moiré potential, and adatom-adatom Coulomb repulsion is required for the superlattice
formation.
5.4 Conclusions
We have studied the nucleation of Sm and Dy on the moiré pattern formed by gr/Ir(111).
We observe the formation of a cluster superlattice for Sm deposition between 80 K and
110 K, whereas Dy clusters are disordered for all investigated deposition temperatures.
The long-range order of the Sm superlattice has been evaluated in comparison with
examples of transition metal cluster arrays from the literature. The present case is
the ﬁrst well ordered self-assembled superlattice for a 4f element. Its long range order
is competitive to the best results obtained for transition metals. The Sm cluster size
distribution has a Gaussian shape with σSD = 0.31 ± 0.01 nm. Superlattices of Sm
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clusters with an average size of 9 atoms loose the order by annealing at 140 K, suggesting
a weak Sm-graphene bonding. The Sm superlattice formation opens the possibility to
grow periodic arrays of two-element clusters, for example SmCo5 which is one of the
strongest magnets discovered so far, without the need of an additional seeding element.
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6 Tuning the MAE of Bimetallic
Nanostructures
The continuous miniaturization of magnetic nanostructures has successfully led the
magnetic recording media to recent areal densities of about 1 Tbit/in2. To further increase
this density, the barrier known as the superparamagnetic limit has to be encountered.
Future technologies, as HAMR, will require nanoparticles whose magnetization direction
must be resistant to thermal ﬂuctuations at higher temperatures than that of the current
magnetic media and simultaneously, smaller in size [192]. Particles made of transition
metal alloys such as FePt in the L10 phase demonstrate magnetization thermal stability at
room temperature down to a diameter of 3 nm [135]. Below this threshold it is extremely
challenging to engineer homogeneous alloy able to retain magnetic remanence above
room temperature. As the particle size reduces, the surface to volume ratio increases
and therefore, low coordinated atoms at interface or in the perimeter, give a signiﬁcant
contribution to the magnetic anisotropy energy (MAE) of the particles [62, 63, 193].
Bimetallic interfaces or interlines in such nanostructures can show larger MAE/atom and
consequently higher anisotropies than the equivalent homogeneous alloys [63]. Therefore,
nanostructures made of bimetallic interfaces and/or interlines can exhibit magnetic
remanence at room temperature while consisting of fewer atoms than the smallest stable
particles made of homogeneous alloys.
The aim of this chapter is to study an alternative approach to homogeneous alloy clusters
to produce nanoparticles with high MAE leading to a stable magnetization at room
temperature. The method consists in the enhancement of the magnetic hardness of 2D
Co nanostructures, grown on Pt(111) by ABE, by tailoring the MAE with atomically
sharp bimetallic interlines, at the island edges, and interfaces, at the top island surface
(see schematic in Fig. 6.1). The interlines and interfaces consists of Co facing a 4d metal.
The 4d elements used to this purpose were Rh ([Kr] 4d85s1), Pd ([Kr] 4d10) and Ag
([Kr] 4d105s1), three consecutive elements in the same row in the periodic table, thus
with orbital occupation diﬀering by one electron with respect to the neighbors. The
slight diﬀerent electronic structure induces diﬀerent degree of magnetic polarization
when these elements hybridize with a ferromagnetic material. Rh and Pd are considered
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Figure 6.1 – Schematic representation of interfaces and interlines in Co island (blue) on
Pt(111) surface (gray) generated by decoration with diﬀerent elements (red and yellow),
adapted from [63].
as highly polarizable elements [194, 195] therefore, their hybridization at the interface
or interline in islands with a magnetic core should result in large induced magnetic
moment and contribute to the particle MAE [146]. On the other hand, Ag usually
shows very small polarization at the interface with a ferromagnetic element [196–199].
Hence, it is interesting to investigate whether an Ag interline (or interface) contributes
to the MAE or it simply acts as a passivating and protecting shell for the Co core. A
passivating layer is attractive when used in combination with a third material producing
a MAE enhancement while facing the edge or the surface and a MAE reduction in
the other case. In this situation, the passivating element can be used to suppress the
MAE reduction at the interface/interline in order to only proﬁt of the other positive
contribution. A prominent example of such a situation is the capping of pure Co islands
with Pd. During full capping, the Pd adatoms also attach to the edges of the Co cores
forming interlines. This Co/Pd interline reduces the island MAE and thus works against
the MAE enhancement produced by the Co/Pd interface [63]. A passivating edge shell
with a low-polarizable material will beneﬁcially wipe out the Pd interline negative eﬀect,
and will allow to maximize the island blocking temperature.
Our approach is based on the experimental measurement of the island magnetic sus-
ceptibility χ(T ) and morphology by means of MOKE and STM, respectively, combined
with magnetic simulation analysis in order to quantify the diﬀerent contributions to
the island anisotropy. The evaluation of these contributions to the total MAE in such
nanostructures is of key importance for gaining the ability to engineer islands with
enhanced MAE. The monolayer capping for all studied elements has been found to
contribute positively to the out-of-plane MAE of Co islands, with Pd giving the largest
increase in the magnetic hardness. However, the lateral decoration of Co islands with all
elements contributes negatively to MAE, with the Co/Pd shell giving the smallest eﬀect
and Rh the largest. Simulations of the magnetization reversal process by using CR and/or
DW reversal models including diﬀerent contributions to the MAE for atoms located at
the interface (Ks) and at interline (Kp) and an exchange interaction between Co and
4d transition metals have reproduced the experimental χ′(T ) and χ′′(T ) curves. The
Co/Ag interface contributes positively to the MAE with Ks,Ag = 0.16 ± 0.02 meV/atom
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in agreement with previous studies [196, 198, 199] while the Co/Ag interline produces
a negative MAE of Kp,Ag = −0.12 ± 0.03 meV/atom. Due to the low spin polarizabil-
ity of the Ag we ﬁxed the exchange stiﬀness ACo−Ag to zero in the simulations. For
Pd, we report Ks,Pd = 0.75 meV/atom roughly double the value reported for Co/Pd
thin ﬁlm multilayers [200, 201], for the Co/Pd interface, Kp,Pd = 0.5 meV/atom for
Co/Pd interline and exchange stiﬀness ACo−Pd = 3 pJ/m. The Co/Rh interface ex-
hibits Ks,Rh = 0.08 meV/atom, almost an order of magnitude larger than previously
reported [202], ACo−Rh = 1.5 pJ/m and Kp,Rh = −0.3 meV/atom. Finally, a study of
Tb as a function of the number of Pd capping layers reveals that the maximum MAE
is achieved at about 2 monolayers of Pd, in agreement with previous studies on thin
ﬁlms [203, 204].
6.1 From Thin Films to 2D Nanostructures
The study of artiﬁcial materials, as two transition metal multilayers of which one con-
stituent element is a ferromagnet, has attracted a lot of attention in the past both for
fundamental research interest and for technological applications. The hybridization at
interfaces between magnetic and non-magnetic in bulk elements has shown numerous
examples of magnetization reorientation transitions or enhancement of the magnetocrys-
talline anisotropy [203, 205–207]. Remarkably, hybridization and reduced coordination at
interface, has been predicted to lead to the onset of magnetism in thin ﬁlms solely made of
materials that are non-magnetic in the bulk [208–211]. The capping of thin ferromagnetic
3d ﬁlms by a non-magnetic transition metal may enhance (or contribute to) the MAE via
the interface hybridization both because of the large spin-orbit coupling (SOC) of the d
states as in the case of Co/Pt(111) [212–214] and the induced spin polarization as in the
cases of Co/Rh(111) [194, 215] and Co/Pd(111) [200, 203]. Speciﬁcally, the 4d transition
metals are great candidates to enhance the MAE when form bimetallic interfaces with
3d elements for two reasons. i) Their narrower d-band width compared to the 5d metals
explains why for example, Ru ([Kr] 4d75s1) and Rh ([Kr] 4d85s1), are closer to the onset
of magnetism with respect to other transition metals with similar electronic d-band
occupation as Pt ([Xe] 4f145d96s1) and Ir ([Xe] 4f145d76s2). This also implies that large
magnetic moments up to m = 1μB, can be induced in 4d transition metals [215–217]. ii)
Their SOC is more than double the value shown by the 3d elements [218] which justiﬁes
their large contribution to MAE in cases where strong spin polarization occurs [211, 215].
In bimetallic 3d - 5d thin ﬁlms, where large anisotropy manifests due to strong SOC at
interface [219], an additional 3d - 4d interface is expected to increase the MAE even
further.
From the growth of multilayers, research has focused on monolayer-high magnetic islands
where, due to reduced coordination, atoms at the perimeter play also signiﬁcant role to
the MAE [62]. Conversely, interfaces and interlines of the same elements do not always
contribute to magnetic anisotropy in the same way. For example, the capping with Pd of
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Co islands grown on Pt(111) increases the magnetic hardness whereas, an interline of
Co/Pd decreases the out-of-plane MAE of the edge Co atoms [63]. The use of interfaces
and interlines made of diﬀerent elements can optimally enhance the MAE of magnetic
nanostructures.
6.2 Engineering Sharp Interlines and Interfaces
Magnetic nanoclusters have been grown on Pt(111) surface by ABE in UHV conditions
(pb ≤ 6 × 10−11 mbar). The sample surface was prepared by cleaning cycles and the
transition metals were evaporated by electron bombardment as described in Chap. 4. The
morphological and magnetic properties of the island ensembles were studied by means
of STM and MOKE, respectively. The zero-ﬁeld susceptibility signal was measured by
generating a triangular sweeping ﬁeld having an amplitude of 10 mT and oscillating at
ν = 9 Hz. For further details regarding the UHV chamber one can refer to Chap. 4 or to
Ref. [150].
Islands with deﬁned densities and morphologies, have been produced by kinetic growth,
away from thermodynamic equilibrium [91]. This is accomplished by performing growth
steps with the precise selection of external parameters as: the deposition ﬂux F , the
sample deposition temperature Tdep and the sample annealing temperature Tann. The
core islands selected for this study are single layer, compact in shape in order to form
sharp atomic interlines, made of Co and with a mean size of about 1200 atoms. The
growth of the desired Co islands in our experiments was realized in two steps. First
Θ = 0.1 ML was deposited at Tdep = 130 K with F = 1 × 10−3 ML/s which resulted
in islands with density nx = 4 × 10−4 ML [145]. At this step the island density is set.
The corresponding graphical sketch can be seen in Fig.6.2a. The islands grown at this
deposition temperature are ramiﬁed due to the partially frozen edge diﬀusion [145]. By
annealing the sample at Tann = 280 K for 300 s, edge diﬀusion and corner crossing become
activated and thus, islands take compact shape (see Fig. 6.13a). At this temperature we
deposit extra Co with a coverage varying, depending on the experiment, from 0.04 to
0.2 ML to produce larger islands of compact shape (see the sketch Fig. 6.2b).
In general diﬀerent elements possess diﬀerent diﬀusion barriers (Eb) and attempt fre-
quencies (ν0) when deposited on the same crystal surface. For a successful island lateral
decoration, adatoms of diﬀerent elements landing on the crystal surface must be able to
diﬀuse and reach the island edges. For this reason Eb and ν0 for all studied elements
must be known from literature or determined with preliminary experiments focused on
the measurement of the island density as a function of the deposition temperature. For
the formation of interlines one has also to consider that the growth of a second layer on
top of the Co islands should be avoided. In the cases where an overlayer is observed,
Tdep can be increased. This way the adatoms can overcome the ES barrier, descend the
island and diﬀuse along the island edges. However, when the islands are large enough,
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Fractal Islands Compact Islands
Complete Capping Lateral Decoration
a) b)
c) d)
Figure 6.2 – Schematic representation of the growth of a) fractal islands: 0.1 ML Co at
Tdep = 130 K, at this temperature in the recipe the island density is set. b) Subsequent
annealing at Tann = 280 K, islands become of compact shape and at this temperature
additional Co is deposited to set the island size. c) Complete capping with a 4d element.
d) Lateral decoration of Co islands with a 4d element.
increasing Tdep is not enough to avoid cluster nucleation on the second layer. In this case
the adatoms should have suﬃcient energy to overcome the ES barrier (higher Tdep) and
at the same time smaller probability to collide and nucleate on top of the island. This
can be achieved by reducing F (see Eq. 2.15). For example, in the case of Ag decoration
at Tdep = 110 K and F = 3 × 10−4 ML/s [107] the Ag adatoms are mobile enough to
reach the preexisting Co islands. However, to avoid the formation of a Ag overlayer Tdep
was raised to 240 K and F set to a low value of F = 1 × 10−4. For Rh/Pt(111), since Eb
and ν0 were not known in literature we performed nucleation and growth experiments in
order to ﬁnd the correct decoration parameters (see Chap. 7). We selected Tdep = 350 K
with F = 9 × 10−4 ML/s. In these conditions, our nucleation study of Rh on Pt(111)
shows a Rh island density slightly smaller than the Co island density described above,
thus ensuring complete lateral decoration (see Fig. 7.1a).
For the growth of all interfaces a complete capping was realized. Nominally, the formation
of a continuous pseudomorphic epitaxial layer for a complete capping takes place by
deposition at very high temperatures, where layer by layer growth occurs [220]. Due
to the interface mixing between Co and Pt substrate starting at about 375 K [221] the
57
Chapter 6. Tuning the MAE of Bimetallic Nanostructures
deposition temperature for the capping was limited to this temperature. Below 375 K, Pd
and Rh grow in 3D mode (an example of Pd 3D growth can be seen in the supplementary
information of Ref. [63]). To produce a smooth, one atom thick, capping layer we used a
two-step growth procedure: ﬁrst, deposition of 1 ML at the lowest possible temperature
and second, subsequent annealing at room temperature [222]. The low-temperature
deposition leads initially to the formation of a granular ﬁlm which coalesce upon annealing
at room temperature and forms a continuous monolayer. Regarding Ag, capping took
place at 240 K, as it grows already as a continuous ﬁlm at this temperature (see Fig. 6.5c).
For the successful growth and characterization of bi- and tri- metallic nanostructures
some precautions should be considered. Since the nanostructures have atomically sharp
interfaces and onion like interlines, temperatures at which atoms mix at the interface and
at the edge shell must be avoided. Temperatures of atom insertion or exchange into the
Pt(111) surface should be considered as well. The onset of this phenomena takes place
for lower temperature during island growth than for already grown islands. For example,
Co adatoms insert into the Pt(111) surface during deposition at Tdep = 180 K [145] while
interface exchange occurs at Tann ≥ 375 K in islands or thin ﬁlms [221]. In our studies we
consider Tann = 375 K as the highest temperature during susceptibility measurements.
One additional eﬀect to be considered is the nanostructure contamination. The nanos-
tructures due to their low atom coordination have high reactivity to the residual gas,
which degrades their magnetic properties quite fast [223]. Hence, MOKE measurements
were always performed ﬁrst, giving priority to the study of the magnetic properties of
the nanostructures and afterwards to the study of the morphological characteristics by
means of STM.
6.3 Magnetization Reversal Simulations
The energy required to reverse the magnetization of an island, i.e. the magnetization
reversal energy, strongly depends on the reversal mechanism. As seen in Chap. 2, magnetic
nanostructures can reverse their magnetization either by coherent rotation (CR), where
the magnetic moments of the constituent atoms stay aligned during the entire reversal
process [78, 224], or by nucleation and propagation of a domain wall (DW) [72, 225, 226]
or by more complicated processes [227–229]. For this study two magnetization reversal
models have been considered in the susceptibility simulations: CR and DW, where,
depending on the island size and shape one is favored to the other [73–75].
From several STM images, acquired at random places on the crystal surface, we ex-
tracted the island size s, perimeter p and cross-section Wz (all given in atoms) for
an ensemble of at least 500 islands (and additionally when needed, the partial deco-
ration of the perimeter and of the overlayer). Since the islands in the ensemble have
an irregular shape, Wz was considered as the largest width in each island. For the
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CR model the magnetization reversal energy is : ECR = sKeﬀ,CR where Keﬀ,CR =
[(s − p)Ks + pKp]/s is the eﬀective anisotropy with Ks and Kp the anisotropy energies
per atom for interface and interline, respectively. For the DW model we have: EDW =
4Wz (ACo−CoKeﬀ,DW + ACo−4dKeﬀ,DW)1/2 where Keﬀ,DW = [(Wz −2)Ks +2Kp]/Wz and
ACo−Co and ACo−4d are the exchange stiﬀnesses between Co moments and Co and 4d
transition metal moments, respectively. Additional parameters necessary for calculating
the energy are: the Pt nearest neighbor distance dnn = 2.775 Å, the reduced exchange
stiﬀness between Co atoms due to the lower dimensionality of the atoms in the islands
ACo−Co = 15 pJ/m [67, 74] and the pre-exponential factor ν0 = 5 × 1011 Hz.
In our simulations, the magnetization reversal energy of each individual island is calculated
(for a speciﬁc set of Ks and Kp parameters) using CR and DW reversal mechanisms
as a function of temperature. The smallest energy between the two reversal models is
considered for each island. The contribution of each island is then summed up producing
χ′(T ) and χ′′(T ) curves. The corresponding developed Mathematica programming code
is shown in section A.2 of the Appendix. For each reversal process, the increasing of K
values for interface and interline anisotropy contribution results in a shift in the Tb to
higher temperatures. In general Ks and Kp are anti-correlated as one can see in Fig. 5 of
Ref. [74]. Any small change in one of the two energies leads to an opposite change to the
other in order to maintain the susceptibility peaks at the same temperature. The precise
evaluation of the agreement between the experimental data and the simulation curves
was done by visual inspection and not by the sum of the squared residuals. During the
ﬁt, we focused primarily to the correct reproduction of the Tb peak position and secondly
to the shape of the curves. In many cases the shape of the curves diﬀers slightly from
the experimental data, giving larger values to the sum of the squared residuals compared
to the case of shifted Tb but well ﬁtted curve shape. The errors bars in the Ks and Kp
were derived by investigating changes in the χ(T ) curves from small variations around
the optimum value.
The lack of atomic resolution in the STM topographies induces a larger uncertainty in the
island perimeter evaluation compared to the surface. Kink sites, corners and in general
the exact location of the perimeter atoms remain hidden; thus, the measured perimeter
is a mean estimation of the actual perimeter length of the islands. The exact atomic
structure of the perimeter strongly depends on the growth recipe. In addition, atoms at
the perimeter with diﬀerent coordination are expected to contribute diﬀerently to the
island MAE. This implies that islands having the same perimeter and area in the STM
images but grown with diﬀerent recipes can show slightly diﬀerent magnetic properties.
This uncertainty on the island morphology is reﬂected on the K parameters which can
slightly vary from one sample to the other. For this reason Kp,Co and Ks,Co have to be
evaluated by ﬁtting the χ(T ) curves for each sample. In addition, this uncertainty in
the perimeter structure aﬀects the value of Kp of the decorating element. To reduce
this uncertainty we simultaneously ﬁt the χ(T ) curves of pure Co islands and decorated
islands in order to obtain the best estimation for the four K values, Kp,Co, Ks,Co and
59
Chapter 6. Tuning the MAE of Bimetallic Nanostructures
Kp,dec, Ks,dec.
Between diﬀerent evaporations, variations of the order of 5 to 10% in the coverage are
observed. This imprecision in the coverage causes variations of Tb for nominally identical
samples. For example, for pure Co islands with ΘCo,total = 0.25 ML, Tb varies in the
range 115 ± 15 K. Therefore, the χ(T ) curves for pure Co islands were always acquired
in every experiment in order to observe the exact change in Tb after the decoration or
the capping with an element.
6.4 Dipolar Interactions
The reversal models described above assume non interacting islands. This situation is
veriﬁed in our samples and supported mainly by two arguments. First, as we saw in
Chap. 2 the width of χ′′(T ) and the decay in χ′(T ) for T > Tb can bespoke the existence
of mutual interactions. More speciﬁcally, for interacting particles, the Tb peak is broad
and asymmetric; at the same time χ′(T ) for T > Tb decays with a slower rate than
1/T [81]. The experimental χ′(T ) data show a slightly steeper decay than 1/T , indication
for non-interacting particles [62] (see Fig. 6.6a, orange line). Second, we estimated the
mutual dipolar interactions aﬀecting the islands in our samples. To this purpose we
assumed point like, equally spaced islands in a triangular pattern (see sketch in Fig 6.3)
with interdistances equal to the mean experimental island distance of k = 200 Å1. All the
islands have the same size, equals to the mean size of N = 1200 atoms with m = 2.4μB
for the magnetic moment per Co atom including spin, orbital and induced magnetic
moment in substrate/capping layer. The magnetic ﬂux density generated by a point-like
island at distance r from the island in the center of the coordinate frame in given in








where Nm is the total magnetic moment of each island. In our model the magnetic
moment m is always perpendicular to the island surface plane, due to the out-of-plane
anisotropy, and thus to the distance r. For this reason, the scalar product in the ﬁrst






Considering ﬁnite size particles in place of the point like assumption introduces an extra
term proportional to (Nm) /r5 [230]. As r increases, the term with 1/r5 goes much
1For this interdistance length one can easily exclude any mutual interactions from the RKKY model,
where the eﬀective distance is of a few nanometers.
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Figure 6.3 – Left side: Schematic representation of point like islands arranged in a
trigonal lattice, k represents the distance between neighbor islands. Right side: Magnetic
ﬁeld on the center of the coordinate frame, corresponding to the white point like island,
generated by the islands contained in a given hexagonal surface (green shadow area) of
radius nk (n is an integer).
faster to zero compared to the term with 1/r3, therefore its contribution has negligible
eﬀect to our model. This implies that a model with point-like islands still reproduces
quite realistic results of dipolar interactions of equally spaced islands.
Fig. 6.3 shows the dependence of the induced magnetic ﬁeld generated by all the islands
inside a given area as a function of its size. Already, for a 10k radius (450 surrounding
islands) the induced ﬁeld has almost 1% diﬀerence from the value calculated for the
area with radius 11k. At 100k the magnetic ﬁeld is close to the saturation value and
by increasing the integration radius to 200k the magnetic ﬁeld value is increasing by
less than 0.2%. The calculated ﬁeld from contribution of all islands in the hexagonal
area with radius equal to 200k (about 160 thousand islands) is 3.67 mT. This value is
approximately one third the amplitude of the AC ﬁeld used in the zero-ﬁled susceptibility
measurements, justifying our experimental choice for the MOKE measurements, and
indicates negligible dipolar interactions. All these ﬁndings strongly support the absence
of accountable dipolar interactions between the islands of the speciﬁc grown ensemble.
6.5 Co/Ag Interline and Interface
6.5.1 Decoration morphology
The edge decoration and capping with Ag was studied by means of STM. Ag forms a
non-uniform partial rim around the island edges with an apparent height of 2.75±0.15 Å,
which can be easily separated due to a sharp chemical contrast from Co (2.2 ± 0.1 Å)
in the STM images (see examples in Fig. 6.4 and Fig. 6.5a, b). The Ag coverage used
in the experiments was foreseen for a three atom uniform lateral decoration around Co
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Figure 6.4 – a) STM topography of Ag clustering inside Co islands, light gray represents
the Ag in the ﬁrst layer and white color the Ag in the second. Co 0.25 ML deposited in
two steps, 0.1 ML at Tdep = 130 K and 0.15 ML at Tdep = 280 K, followed by Ag 0.1 ML
at Tdep = 280 K (Vt = −0.4 V, It = 1 nA), b) line cut along the green line shown in a)
showing the Co, Ag in ﬁrst and second layer. Ball model illustrates the two diﬀerent
elements, red balls: Co atoms, green balls: Ag atoms. c) STM image of Co 0.14 ML
islands (with the same growth recipe as in a) decorated partially with Ag = 0.08 ML
at Tdep = 250 K, the image has a non-constant thermal drift in the slow scan direction
(Vt = −0.3 V, It = 1 nA).
edges. However, the Ag interline is not present in all islands and only a small portion
is fully decorated. In general, Ag is found to decorate partially the Co island edges for
220 K < Tdep < 250 K and ΘAg = 0.1ML. The inhomogeneous Co decoration by Ag is
attributed to the high mobility of Ag adatom when diﬀusing along Co step edges and
crossing island corners. Due to this, the Ag adatoms attached to a Co island diﬀuse until
they ﬁnd another Ag adatom and nucleate. This explains Ag accumulation on one side
of the island that leads to the observed partial decoration of Co islands.
The partial decoration is not related to the island size or shape as Ag atoms attach
to the smallest islands and at the same time are absent in the neighboring islands of
diﬀerent size and vise versa. At Tdep = 220 K with F = 3 × 10−4 ML/s Ag forms also
an overlayer on top of Co islands due to ES barrier. The increase of Tdep = 250 K and
at the same time: the reduction of ﬂux to F = 1 × 10−4 ML/s and total Co coverage
to ΘCo = 0.14 ML, led successfully to the complete elimination of the overlayer (see
Fig. 6.4c). At Tdep = 280 K Ag forms clusters inside the Co islands. Fig. 6.4a shows Co
islands with inserted Ag creating local clusters inside the islands, the island shape has
change from trigonal to round-like. This Ag clustering inside Co islands is not observed
when depositing Ag at Tdep = 220 K and subsequently annealing to Tann = 300 K.
Regarding the Ag/Co interface, ΘAg = 1 ML was deposited on top of Co islands at
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Figure 6.5 – a) Co 0.25 ML deposited in two steps, 0.1 ML at Tdep = 130 K and 0.15 ML
at Tdep = 280 K, followed by Ag 0.1 ML at Tdep = 220 K, light gray represents the
Ag decoration and white color the Ag overlayer (Vt = −0.3 V, It = 1 nA), b) Co
0.14 ML, (0.1 ML Tdep = 130 K and 0.04 ML Tdep = 280 K), Ag 0.08 ML Tdep = 250 K
(Vt = −0.3 V, It = 1 nA), c) Co 0.14 ML (with the same growth recipe as in b) capped
by 1 ML Ag at Tdep = 240 K, Tann = 300 K (Vt = −0.4 V, It = 1 nA), d) 0.18 ML Co
deposited as in a) and capped by 1 ML of Pd (Tdep = 90 K and annealed to Tann = 350 K)
(Vt = −0.6 V, It = 1 nA).
Tdep = 240 K. Fig. 6.5c shows Co islands completely capped by Ag, between Co islands,
Ag forms a surface reconstruction due to the lattice mismatch with Pt(111) substrate
(4.3%) as seen previously in Ref. [231].
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6.5.2 Magnetic characterization
The K values for Ag interfaces and interlines have been evaluated based on samples with
partial decoration and capping (see Fig. 6.6). This was strategically selected because in
the case where the overlayer is absent, the islands are so small that i) their signal is close
to the sensitivity limit of the MOKE setup and ii) the induced Tb shifts towards lower
temperatures not accessible in our experimental setup. In the case of partial capping the
Tb of Co islands with ΘCo = 0.25 ML is at about 120 K and thus it is better suited to
acquire full experimental χ′(T ) and χ′′(T ) curves for comparison with the simulation.
For this case we extracted additional information of the island ensemble as the portion
of the Co perimeter in contact with Ag, the portion of Co perimeter left free, and the Ag
area on top of the Co area and the free Co area. To decide on the sign of the interface
and interline anisotropy terms and direct the simulation on the right direction we note
that the reduction of Tb when decorating small Co islands (0.14 ML) with Ag (where
































Pure Co islands Co core + Ag
Figure 6.6 – Experimental and simulated zero-ﬁeld susceptibility curves. The external
ﬁeld has been applied perpendicular to the sample surface. a), b) pure 0.25 ML Co
islands deposited in two steps, 0.1 ML at Tdep = 130 K and 0.15 ML at Tdep = 280 K.
e), d) 0.25 ML Co islands partially decorated with 0.1 ML Ag at Tdep = 220 K. Black
symbols: experimental data, red lines: best ﬁt simultaneously reproducing curves for
both Co and Ag decorated islands (Ks,Co = 0.065 meV/atom, Kp,Co = 0.95 meV/atom,
Ks,Ag = 0.16 meV/atom, Kp,Ag = −0.12 meV/atom). Orange line: 1/T decay.
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Figure 6.7 – Out-of-plane zero-ﬁeld experimental and simulated susceptibility curves
for Co islands completely capped with Ag. Black symbols: experimental data for small
Co islands (0.14 ML), blue symbols: small Co islands completely capped with Ag,
gray lines: simulation curves for 0.25 ML pure Co islands (Ks,Co = 0.065 meV/atom,
Kp,Co = 0.95 meV/atom), red lines: prediction for 0.25 ML capped Co islands with Ag
using Ks,Ag = 0.16 meV/atom, Kp,Ag = −0.12 meV/atom.
the overlayer is absent), reveals the negative sign of Ks,Ag, whereas the increase of Tb by
full Ag capping indicates that the Ks,Ag is positive (see Fig. 6.7).
As discussed in the previous section, the best set of K values is obtained by simultaneously
ﬁtting the peaks in χ′(T ) and χ′′(T ) observed in pure Co core and Co core - Ag decorated
islands. With this procedure we ﬁnd Ks,Co = 0.065 ± 0.01 meV/atom, Kp,Co = 0.95 ±
0.05 meV/atom, and Ks,Ag = 0.16 ± 0.02 meV/atom, Kp,Ag = −0.12 ± 0.03 meV/atom
(Fig. 6.6 red lines). The errors bars in the Ks and Kp were derived by investigating the
eﬀect of small changes around the optimum values that can still reproduce the position
of the Tb peaks and the shape of the experimental χ′(T ) and χ′′(T ).
The Ks,Ag = 0.16 ± 0.02 meV/atom is in great agreement with literature. Ks,Ag =
0.145 meV/atom has been reported for Ag/Co interface in Ag/Co/Pt thin ﬁlms grown
on 7 × 7 - Si(111) surface [198, 199] and to explain the increase of coercive ﬁeld of
5 ML Co grown on Pt(111) after capping with 1 ML of Ag [196]. Additionally, Ag
capping of Co/Pd(111) contributes positively to the out-of-plane MAE of the Co ﬁlm
with Ks,Ag = 0.1 meV/atom [203] and a Ks,Ag = 0.125 meV/atom has been reported for
Ag/Co multilayers [232].
The pure Co islands reverse their magnetization by CR up to a size of 1400 atoms while
for bigger sizes the DW mechanism takes over (see in Fig. 6.8a). In a previous work on
pure Co islands the crossover between the two reversal mechanisms has been reported
for island sizes of 600 atoms [74]. This diﬀerence is related to the island shape. The
islands produced by the current recipe have about twice the width and half the mean
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Pure Co islands Partial decoration and 
capping with Ag
Complete decoration and 
capping with Ag
Decoration with Ag
Figure 6.8 – Zero-ﬁeld energy barriers E0 for a) pure Co islands, b) Co islands partially
decorated and capped with Ag, c) prediction for complete decoration with Ag without
capping, d) complete decoration and capping with Ag. Blue symbols indicate E0 values
calculated with the CR, red the DW reversal mechanism for each island. Light green:
lowest energy produced from one of the reversal mechanisms for all islands, gray line:
linear regression of CR from c).
size compared with the ones in the previous work. Hence, the majority of the islands
have a more compact shape which pushes the activation of the DW to larger island sizes
than in the previous work. The partial decoration and capping with Ag reduces the
E0 for DW model which dominates as reversal mechanism in the island ensemble. The
energy scattering in Fig. 6.8b is generated by the many diﬀerent combinations of Ag
(partial) decoration length, islands size and Ag capping overlayer. Fig. 6.8c shows that
a complete Ag decoration is expected to decrease the energy of the islands for the CR
model, while it does not aﬀect so much the DW reversal model as for each island only
two atoms from the perimeter are contributing to the Wz. In Fig. 6.8b it is shown for
comparison the linear regression (gray line) for the CR model for complete Ag decoration
from c). The islands with energies closer to the line ﬁt are mainly fully decorated rather
than capped with Ag. Full Ag capping increases the reversal energies associated to both
models and thus pushes the crossover between the two reversal mechanisms to bigger
island sizes at about 1750 atoms (Fig. 6.8d). This implies a higher Tb for Ag capped
islands as conﬁrmed by the experimental data on small Co islands (0.14 ML).
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Figure 6.9 – Experimental and simulated zero-ﬁeld susceptibility curves for islands of
Co core and prediction susceptibility curves for complete decoration with Ag and Pd.
The external ﬁeld has been applied perpendicular to the sample surface. Black symbols:
experimental data for pure Co islands 0.25 ML. Red lines: simulation curves with
Ks,Co = 0.065 meV/atom, Kp,Co = 0.95 meV/atom. Blue lines: prediction for complete
decoration of Co islands by Ag, Kp,Ag = −0.12 meV/atom. Green lines: prediction for
complete decoration of Co islands by Pd using Kp,Pd = 0.5 meV/atom (value from [63]).
After capping the Tb is shifted by more than 25 K, with the exact value that could not
be measured because the Tb of pure Co islands is below our instrumentation limit (see
Fig. 6.7b). In the same ﬁgure it is shown the simulation curves for 0.25 ML pure Co
islands and the prediction for full Ag capping (Fig. 6.7 gray and red lines). The increased
energies in both reversal models and the shift in the crossover island size, as we show in
previous Fig. 6.8d, for simulated Ag capping justiﬁes the increase in Tb compared to pure
Co islands. In this case the change in Tb is smaller: ΔTb = 17 ± 3 K. This diﬀerence
compared to the small Co islands case can be explained by the diﬀerence in island shape
and size which activates diﬀerent reversal mechanism.
In order to understand the eﬀect on Tb of a complete decoration with Ag, a prediction
analysis for a complete Co/Ag interline was simulated for 0.25 ML Co islands using
anisotropy coeﬃcients values reproducing the χ(T ) curves for both Co and Ag decorated
islands simultaneously. A one-atom Ag shell was found to reduce the Tb of pure Co
islands of about 100 K (see in Fig. 6.9, blue lines). The same analysis was performed for a
one-atom rim of Pd using the value found by Ouazi et al. [63] Kp,Pd = 0.5 meV/atom (see
Fig. 6.9 green lines). In this case Tb reduces by about 25 K. This comparison illustrates
that a Co/Ag interline cannot work as a passivating rim between Co island edges and a
Pd interline, as it reduces Kp,Co by 0.62 meV/atom more than a Co/Pd interline does.
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6.6 Co/Pd Interface
The CoxPd1−x alloys [195, 233–236] and Co/Pd multilayers [200, 201, 203, 237] have
been extensively studied over the years due to their great potential for being used as
magnetic medium in magnetic media. Recently, two-dimensional nanoislands with a
Co core decorated and capped with Pd highlighted the diﬀerent role played by Co/Pd
interface and interline. In particular, it has been found that the Co/Pd interface
contributes to the magnetization reversal energy by Eif,Co−Pd = 0.38 ± 0.04 meV/atom,
in agreement with calculated value for Pd/Co/Pd(111) [201], while for the interline was
found Eil,Co−Pd = 0.5±0.04 meV/atom. However, in this previous work the magnetization
reversal process has not been discussed. Here, with the help of new data, we show that
Co islands capped with Pd mainly reverse their magnetization by DW.
One of the most important parameters in the DW model is the exchange stiﬀness A.
The higher the A the thicker the domain wall, the larger the energy needed to form the
DW for the same anisotropy energy coeﬃcients (see Fig. 6.11a). The hybridization at
the Co/Pd interface induces the polarization of Pd. The induced magnetic moment of
Pd contributes to the DW energy via the interface magnetocrystalline anisotropy and
the Co-Pd exchange stiﬀness ACo−Pd. We note that an additional exchange stiﬀness
APd−Pd nominally should be considered in the simulation. Due to its small value coming
from the reduced Pd moments compared to Co it was omitted for simplicity and instead,
was considered incorporated to ACo−Pd. The sketch of DW in an island cross section in
Fig. 6.10 illustrates the exchange between Pd-Pd, Co-Pd and Co-Co atoms.
Since the exchange stiﬀness of pure Co islands is reduced due to low dimensionality [67]
we expect the same eﬀect in the exchange stiﬀness for Co-Pd. Former calculations on
Co2Pd4 subsequent ﬁlms have reported an Aeﬀ = 2 pJ/m [238]. Accordingly, experimental
work on Co2Pd5 multilayers has shown an Aeﬀ = 4 pJ/m [239]. Both theoretical and







Figure 6.10 – Cross-section schematic of a Co island on Pt(111) capped by Pd. Gray,
blue and orange dashed lines represent the exchange interaction between Pd-Pd, Co-Pd
and Co-Co atoms, respectively. Arrows represent the atom magnetic moments, (in Pd
represents the induced polarization due to the hybridization with the Co atoms).
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for ACo−Co in our simulations for the case of pure Co islands.
In addition to the exchange stiﬀness A, the surface magnetic anisotropy coeﬃcient
Ks aﬀects the energy of the DW model. For ﬁxed Kp,Pd = 0.5 ± 0.04 meV/atom,
ACo−Co = 15 pJ/m and ACo−Pd = 3 pJ/m, ﬁg. 6.11b illustrates the dependence of the
DW reversal energy on Ks,Pd. For comparison, simulated DW energies for the same
island sizes are shown in Fig. 6.11a with Ks,Pd and Kp,Pd ﬁxed and a varying ACo−Pd.
The selection of a small ACo−Pd requires a higher Ks to compensate the DW energy in
order to reproduce the Tb of the island ensemble and vise versa. As one can see, the DW
energy is more sensitive to the ACo−Pd value below 3 pJ/m while for higher values the
DW is only slightly aﬀected.
The total coverage of pure Co islands for this section has been intentionally reduced to
ΘCo,total = 0.18 ML, by depositing only ΘCo = 0.08 ML in the second step of the growth
process, in order to produce islands with the same density and a smaller mean size of
870 atoms. The island size reduction is required in order to keep the island blocking
temperature, after full Pd capping, below the limit of 375 K, at which irreversible alloying
at the Co/Pt interface takes place [221].
The pure Co islands (ΘCo,total = 0.18 ML) have approximately Tb = 80 K (see Fig. 6.12b)
which is essentially lower than the value observed for ΘCo,total = 0.25 ML. The intensity of
the reﬂected laser light after capping the pure Co islands with 1 ML of Pd is reduced in our
measurements by a factor of three. The experimental χ(T ) curves after the Pd capping in
Fig. 6.12a-d have been normalized to the χ(T ) signal of pure Co islands. The experimental
data for pure Co islands are well reproduced by using Ks,Co = 0.065 meV/atom and
Kp,Co = 0.95 meV/atom and both reversal mechanisms. The zero-ﬁeld energy barrier E0
distribution highlights that only CR reversal process is activated as is shown in red dots
in Fig. 6.12e (except a very few cases of islands larger than 1400 atoms which DW).
The capping of pure Co islands with Pd shifts Tb to 330 K. Simulation of the susceptibility
curves using both reversal mechanisms, with ﬁxed Kp,Pd = 0.5 meV/atom, ACo−Co =
15 pJ/m and with varying Ks,Pd (0.8 - 1.0 meV/atom) and ACo−Pd (0.75 - 1.5 pJ/m) are
shown in Fig. 6.12a and b (blue, orange and green lines). Three diﬀerent combinations of
Ks,Pd and ACo−Pd match the experimental peak in χ′′(T ). Among the three combinations
the one with ACo−Pd = 0 J/m (blue line) reproduces better both experimental curves.
The absence of the exchange interaction between Co and Pd atoms is unrealistic since
there is an induced magnetic moment from the Co-Pd hybridization.
In the other two cases (orange and green lines), an increase of ACo−Pd produces a
broadening of the χ(T ) peaks. We note also that during the course of the simulations
Ks,Pd = 0.4 meV/atom from Ref. [63, 201] was tested for ACo−Pd values up to 15 pJ/m
(as if Pd was Co) but the simulations always resulted in much lower Tb peaks and broad
curves (not shown). The reversal energy distribution has changed after the complete Pd
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Figure 6.11 – Simulated zero-ﬁeld energy barriers E0 for 0.18 ML Co islands capped
with Pd using the DW reversal model. a) Fixed magnetic anisotropy energy (Kp,Pd =
0.5 meV/atom, Ks,Pd = 0.4 meV/atom), ACo−Co = 15 pJ/m and varying ACo−Pd. Black
line: ACo−Pd = 0 J/m, red line: ACo−Pd = 3 pJ/m, blue line: ACo−Pd = 6 pJ/m,
green line: ACo−Pd = 9 pJ/m. b) Fixed Kp,Pd = 0.5 meV/atom, ACo−Co = 15 pJ/m,
ACo−Pd = 3 pJ/m, and varying Ks,Pd. Black line: Ks,Pd = 0.4 meV/atom, blue line:
Ks,Pd = 0.6 meV/atom, orange line: Ks,Pd = 0.8 meV/atom, green line: Ks,Pd =
1.0 meV/atom.
capping for all presented combinations of Ks,Pd and ACo−Pd. DW mechanism always
dominates for islands bigger than about 700 atoms. However, the large broadening in
the χ(T ) curves is due to the small island reversing their magnetization by CR. In cases
of pure Co islands where Kp >> Ks, the χ(T ) peaks are quite narrow. For island sizes
larger than the crossover point, DW sets in and the energy needed to switch saturates
as the island size increases and thus, the islands in this region switch much easier than
if they were in CR. This saturation leads to sharper peaks than when CR is activated.
Apparently DW reversal sets in for a smaller portion of the island ensemble, and thus
this broadening of the curves is observed.
In the CR model the exchange stiﬀness it is not present because the magnetic moments
of all constituent atoms in the island stay aligned during the entire reversal process (A is
considered inﬁnite). Therefore, the islands after the Pd capping are still considered as
pure Co islands but with diﬀerent Ks and Kp parameters and without taking into account
the contribution of the atoms located on the second layer. Our approach for the CR
model is quite simplistic. In a more complex CR model one would include an additional
parameter which comprises the contribution originating from the capping of a polarized
element to the energy. In that case the ECR is increased for every island size and thus it
is possible for the DW to be more favorable in a wider range of island sizes. For this
reason we investigated the special case where only DW reversal mechanism is activated
with ﬁxed Kp,Pd = 0.5 meV/atom and varying Ks,Pd (0.45 - 0.95 meV/atom) and ACo−Pd





































































CR + DW DW only
Figure 6.12 – Out-of-plane zero-ﬁeld susceptibility curves for 0.18 ML pure Co is-
lands and capped with 1 ML Pd (a-d). Symbols represent experimental data (gray)
for pure Co islands and (black) Co islands capped with Pd. Continuous curves
represent simulation using a-b) CR and DW models, c-d) DW only. In all cases
Kp,Pd = 0.5 meV/atom, ACo−Co = 15 pJ/m. a-b) Red lines: simulation curves for
pure Co islands (Ks,Co = 0.065 meV/atom, Kp,Co = 0.95 meV/atom). Blue lines:
Ks,Pd = 1.0 meV/atom, ACo−Pd = 0.75 pJ/m; orange lines: Ks,Pd = 0.9 meV/atom,
ACo−Pd = 1.5 pJ/m, green lines: Ks,Pd = 0.8 meV/atom, ACo−Pd = 1.5 pJ/m. c), d) Blue
lines: Ks,Pd = 0.95 meV/atom, ACo−Pd = 1.5 pJ/m, red lines: Ks,Pd = 0.75 meV/atom,
ACo−Pd = 3 pJ/m, orange lines: Ks,Pd = 0.6 meV/atom, ACo−Pd = 6 pJ/m, green lines:
Ks,Pd = 0.45 meV/atom, ACo−Pd = 12 pJ/m. Zero-ﬁeld energy barriers E0 for pure Co
island (red dots) and Co islands capped with Pd using e) the lowest energy value either
from CR or DW reversal models and f) solely DW.
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Ks,Pd and ACo−Pd that match Tb and reproduce the experimental susceptibility curves.
These sets give identical zero-ﬁeld energy barriers (see in Fig. 6.12f). One can safely
exclude the case with Ks,Pd = 0.45 meV/atom, because the used ACo−Pd = 12 pJ/m
is very close to Co-Co exchange interaction. By considering the previous reported
experimental value Aeﬀ = 4 pJ/m [239] we can also exclude the case ACo−Pd = 6 pJ/m.
The case for ACo−Pd = 1.5 pJ/m can be considered as the lowest limit as this value
is close to the theoretical value reported for Co-Pd exchange stiﬀness [238]. We note
Ks,Pd = 0.95 meV/atom in this combination is more than two times larger than the best
reported value in literature [200].
The value of ACo−Pd = 3 pJ/m is very close to former experimental result [239] for Co/Pd
interface. Ks,Pd = 0.75 meV/atom in this case is about two times larger the highest value
reported for Pd/Co/Pd(111) [200, 201]. In these cases the most important contribution
to the out-of-plane MAE comes mainly from dxy and the dx2−y2 states which are close to
the Fermi level. The hybridization at the interface brings these states at the Fermi level
and their contribution to the anisotropy energy is enhanced by the large Pd spin-orbit
interaction [240, 241]. However, in our case one has to consider two diﬀerent interfaces,
one between Co and the Pt substrate and one between Pd and Co generated by the
capping. The induced polarization of Pd could be larger with respect to the one from
Pd/Co/Pd interface due to a diﬀerent level of the hybridization of Co with the Pt(111)
substrate. More speciﬁcally in this double interaction, the latter hybridization may have
increased the energy split between the dxy and the dx2−y2 states which contribute to the
out-of-plane magnetization, resulting in an even higher MAE than from the actual Co/Pd
interface. This lift of the degeneracy of the two bands, which happens at the "hot spots"
in the band structure, has been already shown in FeCo submonolayer island alloys [63]
but also for FeCo bulk alloys [242]. Unfortunately, up to this date single sequences or
multilayers made of Pd/Co/Pt(111) have not been studied and thus, we cannot verify this
Ks,Pd = 0.75 meV/atom value only by the susceptibility simulation analysis. However, we
strongly believe that Ks,Pd is close to this value due to the increased polarization of Pd
at the Co/Pd interface, which shifts the Tb of pure Co islands above room temperature.
6.7 Co/Rh Interline and Interface
Rh, as Pd, is a highly polarizable element, which shows a signiﬁcant magnetic moment
when it hybridizes with a magnetic element. Formerly, a strong hybridization between Co
(Fe) layers and the supporting surface Rh(111) has been reported [215]. In addition, an
oscillatory dependence of the orientation of the magnetization easy axis as a function of Co
ﬁlm thickness has been found. Rh has been also used as a spacer, mediating an exchange
coupling between two ferromagnetic layers, as Co, which couples ferromagnetically or
anti-ferromagnetically, depending on the Rh thickness [243]. Due to its exchange coupling,
Rh has been predicted in a previous study to induce a large in-plane MAE when capping
three layers of Co grown on Pd(111) [201]. This indicates an induced magnetic moment
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a) b)
60 nm100 nm
Figure 6.13 – a) Co 0.32 ML (0.1 ML at 130 K and subsequently 0.22 ML at Tdep = 280 K)
(Vt = −0.3 V, It = 1 nA), b) Co 0.32 ML (same growth recipe as in a), 0.07 ML Rh
decoration, deposited at Tdep = 350 K (Vt = −1.1 V, It = 1 nA).
in the Rh layer close to the Co/Rh interface. Evidently, Rh is anticipated to polarize
strongly with Co islands when it hybridizes either at the interface or in the perimeter.
Preliminary experiments for the lateral decoration of 0.25 ML of pure Co islands with Rh,
had shown a signiﬁcant reduction in Tb after the decoration, pinpointing to a negative
Kp,Rh. The peaks for both χ(T ) curves were well below the temperature measuring limit
of our setup after the decoration with 0.07 ML Rh. We decided to increase the mean
island size of the islands while maintaining the same density by increasing the coverage
in the second deposition step to ΘCo = 0.22 ML in order to shift the Tb to a higher
temperature. The total Co coverage was increased to ΘCo,total = 0.32 ML with an island
mean size of 1600, a representative STM topography can be seen in Fig. 6.13a. Above this
coverage islands start to coalesce (see Fig. 2.3a). Consequently, the susceptibility curves
will signiﬁcantly change in shape and the Tb will shift to a much larger temperature.
The Tb of the ensemble of 0.32 ML pure Co islands has shifted approximately to 140 K.
During the experiments relating to the decoration and the capping of pure Co islands with
Rh we encountered a thermal drift in the acquisition of the signal in the susceptibility
measurements. This thermal drift induced a non-physical displacement of the χ′′(T )
peak to the right-hand side with respect to the peak in χ′(T ) and a χ′(T ) decrease at
high temperature much steeper than 1/T (Fig. 6.14a and b). To compensate for the
thermal drift we applied a linear correction to the χ(T ) curves. In all the cases the
method was applied, all correction parameters were the same, ensuring its proper use.
To test the accuracy of our method we ﬁtted the susceptibility curves for an ensemble
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Raw data Corrected data
Figure 6.14 – Zero-ﬁeld susceptibility measurements of a), b) 0.22 ML pure Co islands
raw data and c), d) corrected data (black symbols) and simulation curves (red lines)
with Ks,Co = 0.06 meV/atom, Kp,Co = 0.9 meV/atom.
of pure Co island aﬀected by the thermal drift. The simulated curves reproduced the
corrected experimental data accurately using the Kp,Co and Ks,Co values determined
in the previous sections. The results are shown in Fig. 6.14c, d and Fig. 6.15a, b for
0.22 ML and for 0.32 ML Co islands, respectively. This method was used additionally to
derive the actual experimental curves for the decoration and capping with Rh.
Rh decorates completely the Co islands, for the coverage ΘRh = 0.07 ML. The Rh
deposition at Tdep = 350 K creates a rim around pure Co islands of irregular shape but
without nucleating on top of the islands (see Fig. 6.13b). The small portion in the second
layer is Co which starts to appear a few hours after the Co deposition. The same eﬀect
is shown in Fig. 6.13a for pure Co, which was taken hours after the deposition because
of the priority of acquisition of the magnetic measurements.
In the susceptibility measurements we observed that even the use of increased Co coverage
does not suﬃce to reveal the Tb after the decoration with Rh (see Fig. 6.15a and b).
For this reason the most suited Kp,Rh value was derived from the simulation curves that
reproduce best the χ′(T ) experimental points and simultaneously, the onset for the χ′′(T )
signal. In the simulation we used both reversal mechanisms with Ks,Co = 0.065 meV/atom
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Decoration with Rh Decoration and capping with Rh
Figure 6.15 – Out-of-plane zero-ﬁeld susceptibility for experimental and simulated curves
using CR and DW reversal mechanisms for 0.32 ML Co islands decorated with Rh (a, b)
and 0.22 ML Co capped with Rh (c, d). a-d) Gray symbols: experimental data for pure
Co islands, red lines: simulation curves for pure Co islands with Ks,Co = 0.065 meV/atom,
Kp,Co = 0.95 meV/atom. a-b) Black symbols: Co islands decorated with Rh, blue lines:
Kp,Rh = −0.1 meV/atom, orange lines: simulation curves with Kp,Rh = −0.3 meV/atom
and green lines: Kp,Rh = −0.45 meV/atom. c), d) Black symbols: Co islands capped
with Rh. Simulation curves produced with ﬁxed Kp,Rh = −0.3 meV/atom and diﬀerent
combinations of Ks,Rh and ACo−Rh. Blue lines: Ks,Rh = 0.13 meV/atom and ACo−Rh =
0 J/m, orange lines: Ks,Rh = 0.10 meV/atom and ACo−Rh = 1.5 pJ/m, green lines:
Ks,Rh = 0.10 meV/atom and ACo−Rh = 3 pJ/m. e) Zero-ﬁeld energy barriers E0 for the
decorated Co islands with Rh using the mentioned Kp,Rh values and f) for Rh capping
using the Ks,Rh and ACo−Rh from c), d).
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Figure 6.16 – Out-of-plane zero-ﬁeld susceptibility for experimental and simulated
curves using only DW reversal mechanism for Co islands capped with Rh. Black
symbols: Co islands capped with 1 ML Rh. Simulation curves produced with ﬁxed
Kp,Rh = −0.3 meV/atom, ACo−Rh = 1.5 pJ/m and varying Ks,Rh. Blue lines:
Ks,Rh = 0.06 meV/atom, red lines: Ks,Rh = 0.08 meV/atom and orange lines:
Ks,Rh = 0.13 meV/atom.
for the Co surface atoms and Kp,Rh as free parameter. Three χ(T ) curves can be seen for
three diﬀerent values of Kp,Rh in Fig. 6.15a and b. Following our criterium the best ﬁt is
obtained with Kp,Rh = −0.3 meV/atom. Co/Rh interline strongly aﬀects the out-of-plane
MAE of Co perimeter atoms and consequently the island magnetization reversal process.
This eﬀect can be seen in zero-ﬁeld energy barriers. Before decoration, the crossover
between CR and DW for pure Co islands is located approximately at the island size
of 1100 atoms. The decoration of Co shifts the crossover to island sizes of about 3500
atoms for the selected Kp,Rh = −0.3 meV/atom (see Fig. 6.15e). This occurs because
CR model is more sensitive to the perimeter atoms than DW.
The complete capping with Rh demonstrates that the contribution from the Co/Rh
interface compensates the negative interline eﬀect as Tb remains unchanged, with respect
to the pure Co case, after deposition of 1 ML Rh. Thus, the Co/Rh interface contributes
positively to the out-of-plane MAE of pure Co islands. Rh like Pd is a highly polarizable
element and thus, for the derivation of the anisotropy coeﬃcient for the Co/Rh interface,
the exchange stiﬀness for Co-Rh was implemented in the simulation model. For the inves-
tigation of the Ks,Rh coeﬃcient we used CR-DW model with Kp,Rh = −0.3 meV/atom
ﬁxed and varying ACo−Rh. In Fig. 6.15c-d are shown three χ(T ) curves obtained for
diﬀerent combinations of ACo−Rh and Ks,Rh. Ks,Rh = 0.13 meV/atom gives the best ﬁt
but the used exchange stiﬀness is zero. This case can be safely excluded as it refers to the
absence of Rh polarization at the interface. For the other two cases, increasing ACo−Rh
and decreasing Ks,Rh leads to very broad peaks, which do not follow the χ(T ) curves.
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Finally, in order to investigate the eﬀect coming only from DW, we performed a simulation
analysis for a range of ACo−Rh between 1 and 4 pJ/m, Kp,Rh = −0.3 meV/atom and
varying Ks,Rh. Higher ACo−Rh values generate curves which are not consistent with the
experimental data. The best ﬁt is obtained with ACo−Rh = 1.5 pJ/m. For this value
we show three χ(T ) curves in Fig. 6.16. For Ks,Rh = 0.08 meV/atom the simulated
curves are in good agreement with the experimental data. This value is about one order
of magnitude larger than the one reported previously with Ks of Co/Rh interface for
multilayer grown on Rh(111) buﬀer layer [202].
6.8 Multilayer Pd Capping of Co islands
The complete capping of pure Co islands by a single layer of Pd has yielded the largest
shift in Tb from all studied 4d elements in line with the work of Ouazi et al. [63].
Previous studies on ultrathin ﬁlms have shown that more than one single Pd layer is
required to maximize the perpendicular magnetic anisotropy of the Co/Pd interface [203,
204]. Therefore, we investigated how the Pd multilayer thickness aﬀects the blocking
temperature of nanostructures with lower atom coordination than thin ﬁlms. For this
study we considered 0.25 ML pure Co islands, as function of Pd layer number.
During this study, Co islands were grown as previously described in section 6.2 producing
Tb = 109 ± 6 K and thereafter, were capped with four subsequent Pd monolayers. For
each additional Pd capping, susceptibility measurements were taken. The ﬁrst Pd layer















Figure 6.17 – Imaginary part of susceptibility χ′′(T ) for 0.25 ML Co islands covered by
four subsequent layers of Pd. Black symbols: 0.25 ML Co, dark green: 0.25 ML Co
capped by one Pd layer, red: by two Pd layers, green: by three Pd layers and blue: by
four Pd layers. Data from all capping Pd layers are normalized with the same parameters
used for pure Co islands.
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shifts the Tb = 321 ± 5 K, implying a ΔTb = 212 ± 11 K, as predicted before [63]
and in agreement with results on section 6.6. The Tb for thicker Pd layer capping
overcomes the measuring range for this system (see Fig 6.17). The interface mixing
between Co and Pt starting at about 375 K gives a superior limit for the temperature in
our measurements [221]. Due to this limitation we have to derive the highest Tb by the
onset of the change in slope in the susceptibility signal. The curve starting to increase for
last at higher temperatures, indicates the highest Tb. We note that for 2 to 4 ML of Pd
capping, the correct normalization of the experimental data is impossible due to the lack
of the peak in χ′′(T ). Since all data were acquired during the same experiment, the Pd
capping curves were normalized with respect to the signal for pure Co islands in order
to be used for comparison. As the Pd thickness increases the intensity of the light is
expected to reduce further aﬀecting the slope in the χ′′(T ) curves. Hence, it is expected
that the actual Tb would be higher than it is estimated from the current assumption.
From the imaginary part of the susceptibility measurements it can be seen that Tb reaches
its maximum value for a thickness of the Pd capping layer of about 2 ML. As the Pd
layers increase the Tb is reducing, with four layers to reach 350±5 K. Former calculations
on Co/Pd monolayers show that the magnetic moment induced in Pd survives for up to
three monolayers [244, 245]. Consequently, one could expect a maximum in MAE for
capping with three Pd monolayers and the MAE to remain constant for higher number of
layers. Our observations partially agree with this expectation. In particular we observe a
peak in MAE for capping with two Pd monolayers instead of three, in agreement with
previous studies on Co/Pd thin ﬁlms [203, 204]. In these studies MAE was found to
maximize at about two layers of Pd capping and above this thickness the MAE reduces
to a lower stationary value which is preserved for at least ten atomic layers.
6.9 Conclusions
We have studied the eﬀect on the MAE produced by decorating and/or capping Co islands
on Pt(111) by forming atomically sharp interlines and interfaces with three 4d elements,
namely Ag, Pd and Rh. For pure Co islands we found Ks,Co = 0.065 ± 0.01 meV/atom
and Kp,Co = 0.95 ± 0.05 meV/atom. Ag was found to produce a partial decoration of
the Co island edges and the anisotropy for the interline was found Kp,Ag = −0.12 ±
0.03 meV/atom. The complete Ag capping increases the out-of-plane MAE and generates
an interface anisotropy of Ks,Ag = 0.16 ± 0.02 meV/atom in agreement with previous
studies [196, 198, 199]. Capping with Pd strongly increases Tb with a shift to high
temperatures of about 200 K. We report Ks,Pd = 0.75 meV/atom for the Co/Pd interface
using: Kp,Pd = 0.5 meV/atom for Co/Pd interline, exchange stiﬀness ACo−Pd = 3 pJ/m
and only the DW reversal mechanism. The capping with two Pd monolayers of pure Co
islands has been found to maximize Tb in agreement with formerly reported studies on thin
ﬁlms [203, 204]. Rh decorates laterally Co islands forming a rim of irregular shape without
nucleating on top of Co islands for the used deposition parameters. The Co/Rh interline
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Figure 6.18 – Prediction curves of χ′(T ) for 0.25 ML Co islands a) decorated and
b) capped with the studied 4d elements. The curves have been calculated using the
corresponding anisotropy coeﬃcients previously derived. Black symbols: experimentally
measured χ′(T ) for islands corresponding to 0.25 ML Co.
has been found to decrease the MAE of pure Co islands with Kp,Rh = −0.3 meV/atom.
The Co/Rh interface exhibits Ks,Rh = 0.08 meV/atom by using ACo−Rh = 1.5 pJ/m and
only DW reversal mechanism. The Ks,Rh is almost an order of magnitude larger than
previous report on multilayers [202].
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7 Nucleation and Growth of
Rh/Pt(111)
In this chapter we present our results on the nucleation and growth of Rh/Pt(111), studied
by means of STM. Rh becomes highly polarizable when hybridizes with a ferromagnetic
element [194, 202] and in low coordinated conﬁgurations [246]. In a recent work on
monolayer ﬁlms of Co on Rh(111) [215], it was found that the interaction between Co
adlayer and the substrate enhances spin and orbital moments and MAE of the Co adlayer.
Moreover, Rh induced magnetic moments at the interface show strong ferromagnetic
alignment with Co moments. Ouazi et al. [63] have shown the strong eﬀect on the
out-of-plane MAE of pure Co islands played by the formation of interfaces and interlines
with other transitional metal elements. For example, an interline of Co/Fe increases the
MAE by 70% compared to pure Co islands, whereas the lateral decoration of Co islands
with Pd reduces the MAE by 60%. The lateral decoration of magnetic nanostructures
made of Co core with Rh is expected to aﬀect the MAE due to the strong ferromagnetic
alignment of Rh with Co moments at the interline.
For a successful Rh decoration of pure Co islands grown on Pt(111), the diﬀusion
parameters Eb and ν0 for Rh on Pt(111) must be known. Since the nucleation and
growth of Rh on Pt(111) has never been studied before, we performed nucleation and
growth experiments in order to deﬁne the correct decoration recipe. For this reason,
we focused in this part on the measurement of the island density as a function of the
deposition temperature.
7.1 Experimental Procedure
Pt(111) crystal surface has been prepared before each experiment by three cycles of
sputtering and annealing. More speciﬁcally, cycles of Ar+ ion sputtering were performed
at room temperature and at 800 K, and subsequently exposed at the latter temperature
to 5 × 10−8 mbar of O2 atmosphere for 10 minutes in order to reduce the C impurities
on the surface. Finally, at the end of every cycle the crystal was annealed to 1300 K. The
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base pressure in the UHV chamber is pb ≤ 6× 10−11 mbar. For the whole deposition and
annealing temperature range used, the experiments were performed under liquid He ﬂux
in the cryostat, maintaining always the pressure lower than p = 7 × 10−11 mbar. Rh has
been evaporated from high purity rod (99.99%) using a commercial (Omicron) electron
bombardment evaporator. Sample cooling to the desired deposition temperature requires
some time, during which partial contamination of the Pt(111) surface may occur due to
the residual gas. For this reason, the sample was degassed shortly by a ﬂash annealing to
800 K before each deposition to ensure a perfectly clean surface. After Rh deposition the
sample was cooled down in order to freeze surface diﬀusion and avoid post-deposition
eﬀects [175]. The sample morphology has been characterized by STM, operated always
at the lowest measuring temperature of our setup (90 K), for more information see in
Chapter 4. For each deposition temperature we have measured at least ten sets of STM
topographies of opposite scan direction in order to compensate for the thermal drift in
the slow scanning direction.
7.2 Island Nucleation
We investigated the nucleation of Rh/Pt(111) by measuring the island density as a function
of deposition temperature Tdep for a Rh coverage ΘRh = 0.12 ML using F = 9×10−4 ML/s,
with one monolayer corresponding to one Rh atom per Pt(111) unit cell. For this coverage,
the islands are within pure growth regime, where island coalescence is absent. The island
density nx is expressed in ML and is shown in the Arrhenius plot in Fig. 7.1a. In our
analysis, only objects with apparent height larger than 50% of the apparent height of
big Rh islands were considered as islands (200 Å2). Smaller clusters than this threshold
were excluded as are most likely impurities on the surface appearing larger due to the
tip-convolution of the STM.
The Arrhenius plot in Fig. 7.1a shows the island densities as a function of deposition
temperature between 98 K and 500 K. Starting from Tdep = 98 K the logarithm of the
island densities decreases linearly up to 150 K. In the regime 150 K ≤ Tdep ≤ 250 K
the slope reduces dramatically and a sort of plateau is observed. For Tdep ≥ 280 K
the log (nx) decreases linearly with a larger slope than in the ﬁrst regime. In general,
the appearance of a plateau between two decreasing regimes for island densities nx is
expected only for clusters growth on templates [50, 247]. An example is also shown in
this thesis in Fig. 5.1a for Sm cluster nucleation on moiré pattern formed by graphene
on Ir(111). This behavior is rather strange as in our case the island density should
continuously decrease as the deposition temperature increases.
Considering all the data points valid in the plot we reasonable derive a regime with
critical cluster size i = 1 for 98 K ≤ Tdep ≤ 280 K and i = 2 for Tdep higher than 280 K,
where the change in slope is evident (see Fig. 7.1a blue and red dashed lines). The change
in slope between the two regimes corresponds to the onset for cluster diﬀusion due to the
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Figure 7.1 – a) Arrhenius plot of the Rh island density nx as a function of deposition tem-
perature Tdep for ΘRh = 0.12 ML and F = 9 × 10−4 ML/s. Black symbols: experimental
island densities measured from the STM topographies. Blue dashed line: linear regression
including all the island densities in the range 98 K ≤ Tdep ≤ 280 K. Orange dashed line:
linear regression for Tdep ≤ 150 K and Tdep = 310 K. Red lines: linear regression of the
experimental points 98 K ≤ Tdep ≤ 150 K and Tdep ≥ 380 K for critical cluster size
i = 1 and i = 2, respectively. Tt = 360 K is the transition temperature between the two
regimes. b) - f) STM topographies of Rh/Pt(111). b) Tdep =100 K, small single layer
islands (Vt = −0.8 V, It = 1 nA). c) Tdep =150 K, single layer islands of ramiﬁed shape.
(Vt = −0.6 V, It = 1 nA). d) Tdep = 250 K, islands become compact in shape, a small
fraction of second layer is grown. (Vt = −0.8 V, It = 1 nA). e) Tdep = 350 K, islands
have trigonal compact shape (Vt = −1.0 V, It = 1 nA). f) Tdep = 430 K, 1 ML-high
islands have rounded corners and are less than 10% of the ensemble, 2 ML-high islands
have opposite orientation with sharp corners. The arrow indicates the step direction of
the Pt(111) substrate (Vt = −1.2 V, It = 1 nA).
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Figure 7.2 – Island size distribution for samples grown at Tdep = 150 K (red squares) and
Tdep = 380 K (blue dots). Curves: theoretical predictions for i = 1 (red), i = 2 (blue)
and i = 3 (black) [104].
increase of the critical cluster size i, where monomers and dimers are mobile and trimers
are stable nuclei. By applying a linear regression in the ﬁrst regime, using in Eq. 2.15,
i = 1 and η (Θ) = 0.25 [90] we derive from the slope and the intercept Em = 139±43 meV
and ν0 = 1.1 × 108±1 Hz, respectively. The estimated attempt frequency is four orders of
magnitude smaller compared to typical values for surface diﬀusion. This indicates that
some processes not included in the nucleation theory aﬀect the Rh adatom diﬀusion and
thus the island densities between the range 170 K ≤ Tdep ≤ 280 K.
Imposing the linear regime with i = 1 only for Tdep = 310 K and Tdep ≤ 170 K (see
Fig. 7.1a orange dashed lines) we derive a larger values for attempt frequency and
monomer diﬀusion barrier: ν0 = 1.7 × 109 Hz and Em = 164 ± 43 meV. The value of the
attempt frequency is still unrealistic as it diverges substantially from the typical values
of ν0. The Em is comparable with the estimated Em = 168± 5 meV for Ag/Pt(111) [107]
for which the island density is much smaller for the corresponding Tdep (using similar
F). These two arguments indicate that also the island density for Tdep = 310 K is not
described by nucleation theory and should be excluded in our analysis.
Omitting completely the data points for island densities between 170 K ≤ Tdep ≤ 310 K
and applying a linear ﬁt for island densities between 98 K ≤ Tdep ≤ 150 K we derive
Em = 214±32 meV and ν0 = 1.3×1011±0.7 Hz. In this regime, for all Tdep the island size
distribution follows the corresponding theoretical curve for i = 1 [104] (see Fig. 7.2 red










Figure 7.3 – STM topographies for Rh deposition at Tdep = 380 K. a) ΘRh = 0.12 ML.
The islands start to become double layer and change orientation, 47 ± 4% of the islands
are double layer. The island density is nx = (6.8 ± 0.4) × 10−5 ML (Vt = −0.8 V,
It = 1 nA). b) ΘRh = 0.25 ML. Most of the second layer islands are completely reversed,
at this coverage 73 ± 3% of the islands are double layer. The island density is in the
saturation regime with nx = (7.2 ± 0.4) × 10−5 ML (Vt = −1.0 V, It = 1 nA). Arrows
indicate the step direction of the Pt(111) substrate.
indicating the end of the i = 1 regime. Tdep = 350 K also deﬁnes the onset of the
regime with i = 2. Island size distributions for all experimental Tdep in this regime
are reproducing accurately the theoretical curves for i = 2 [104], as exempliﬁed for
Tdep = 380 K in Fig. 7.2 (blue dots). The two red continuous lines in Fig. 7.1a are the
linear regressions for the two regimes which approximately intersect at Tt = 360 K. The
slope of the linear regression in the second regime gives the dimer binding energy Eb.
For i = 2 in Eq. 2.15 we derive Eb = 464 ± 15 meV.
This latter choice is reasonable for the following reasons: i) The estimated monomer
diﬀusion barrier Em,Rh = 214 ± 32 meV outside the plateau, is slightly higher than for
Co/Pt(111) (Em,Co = 200 ± 10 meV [145]) using similar F , which is in line with the fact
that the island densities are higher than in the case of Co/Pt(111) for the corresponding
Tdep. ii) The same prefactor ν0 is found by ﬁtting the two regime with i = 1 and i = 2
with Eq. 2.15 as expected. iii) The same dimer dissociation energy is calculated using
two diﬀerent methods. The ﬁrst method estimates the dimer dissociation barrier by
summating the dimer binding energy and the monomer migration barrier calculated
with the use of the rate equations: Ediss = Eb + Em = 0.68 ± 0.03 eV. The second
method, based on mean ﬁeld arguments, uses the intersection temperature between
the two linear regimes, namely Tt = 360 K. At this temperature the dimer lifetime
before dissociation τdiss becomes comparable to the time interval Δτ between the dimer
formation and the incorporation of one additional monomer stabilizing it to a trimer
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(thus, Δτ ≈ nx/F [248]). The dimer energy dissociation can be then estimated from
Ediss = −kBTt ln (1/ν0τdiss) ≈ −kBTt ln (F/ν0nx) = 0.71 ± 0.04 eV. Both values are in
good agreement and below the upper limit found for Rh2 dissociation in gas phase
Ediss = 2.75 eV/atom [249]. In this work the Rh-Rh distance is 2.28 Å and thus closer
than our 2.75 Å resulting from the Pt(111) lattice parameter, which explains the increased
value.
We attribute the observed deviation from the nucleation theory for the island densities
measured in the temperature range 170 K ≤ Tdep ≤ 310 K to the contamination of the
crystal surface with adsorbates originating from the residual gas. A good candidate
for such adsorbate is CO which has been already demonstrated to modify the diﬀusion
barrier of Pt adatoms on Pt(111) [98]. Below 170 K, CO molecules are immobile on
the Pt(111) surface [250]. If the CO adsorbed amount is below 10−3 ML, which sounds
reasonable for a base pressure in the 10−11 mbar range, no eﬀect is seen on the Arrhenius
plot given the much higher intrinsic density of the Rh islands. Above 170 K, CO can
diﬀuse, meet Rh adatoms and pin them. At temperatures higher than 330 K the adsorbed
CO molecules diﬀuse very fast to Pt(111) step edges where they stick. The consequent
short residence time of the CO molecules on the Pt(111) terraces minimizes the CO-Rh
sticking probability. Thus, also in the high temperature regime, no eﬀect is expected on
the Rh island density.
7.3 Island Morphology
For Tdep = 100 K islands are small and due to the convolution with the STM tip we are
unable to determine any preferred growth direction for the island edges (see Fig. 7.1b).
For Rh deposited in the range 120 K ≤ Tdep ≤ 200 K, the island shape becomes ramiﬁed,
growing small branches perpendicular to A steps ({100}-facet, see section 2.2.4), a
characteristic example is shown in Fig. 7.1c. Above Tdep = 200 K and up to 250 K
the islands are small and of compact shape (not shown). The next regime is found for
250 K ≤ Tdep ≤ 280 K where islands have become more compact in shape with a small
amount of the ensemble to be trigonal (Fig. 7.3d). At Tdep = 310 K, all islands have
trigonal shape with sides grown preferentially perpendicularly to A steps and a small
amount of Rh is observed on the second layer. The deposition at Tdep = 350 K results in
trigonal islands with atomically sharp edges, growing in the same preferred direction as
previously. In this case islands start to develop a second layer which is not proportional
to their size, as seen in Fig. 7.1e.
At Tdep = 380 K two species of islands are observed: single layer islands with their
sides growing perpendicular to A steps and two monolayer-high islands which have
rounded edges with island sides growing perpendicular to the B steps ({111}-facet, see
Fig. 7.3a). This eﬀect can be better seen after increasing the Rh coverage to 0.25 ML
in Fig. 7.3b. The formation of the second layer is not caused by statistical growth,
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as the probability of direct impingement of an adatom onto the top of an island is
comparable to the coverage Θ. Instead, here we observe the existence of either single
layer or double layer islands, implying in the latter ones a ﬂux of adatoms climbing from
the ﬁrst layer to the second. Scaling laws are valid for single layer islands only and
thus, when a second layer is developed, it should be checked if the island ensemble still
lies in the supersaturation regime. We observe an island density which is still in the
saturation regime with nx = (7.2 ± 0.4) × 10−5 ML, equal to the one for ΘRh = 0.12 ML,
nx = (6.8 ± 0.4) × 10−5 ML. At ΘRh = 0.12 ML about half of the islands have become
double layer, whereas when ΘRh = 0.25 ML almost 75% of the islands are double layer.
We observe an onset size for the islands to become complete double layer of 1300 ± 200
atoms. This was found valid also for Tdep = 430 K. At this temperature, only 10% of the
islands remain single layer (see in Fig. 7.1f).
7.4 Conclusions
We have investigated the nucleation of Rh/Pt(111) by measuring the island density as
a function of deposition temperature Tdep for a Rh coverage ΘRh = 0.12 ML, in order
to ﬁnd the correct decoration parameters for the formation of Co/Rh interline in pure
Co islands. By imposing the linear regression for the 98 K ≤ Tdep ≤ 150 K in the
regime for i = 1 we were able to derive satisfactory values for monomer diﬀusion barrier
Em = 214 ± 32 meV and attempt frequency ν0 = 1.3 × 1011±0.7 Hz. At temperature
higher than Tdep = 360 K we observe a second regime with i = 2, we estimated the
dissociation energy Ediss = 0.68 ± 0.03 eV. The island size distributions for all Tdep
follow the theoretical curves expected for the diﬀerent critical cluster size regimes. It was
observed that Rh adatom is highly sensitive even to small amounts of CO adsorbates
as their presence produces for 170 K ≤ Tdep ≤ 310 K higher island densities than
expected, despite the fact the pressure during deposition was always maintained below




The areal density in conventional magnetic storage media has recently surpassed the
limit of 1 Tbit/in2. One promising method to further increase the areal density consists
in building arrays of magnetic nanoclusters with uniform magnetic properties, as cluster
superlattices by using self-organized growth on template surface. However, any further
miniaturization of the bits can make comparable the anisotropy energy to the thermal
energy and thus, the temperature marking the transition between the ferromagnetic
to superparamagnetic state (which is called the superparamagnetic limit Tb) tends to
become smaller than room temperature. As the bits become smaller, a larger fraction of
atoms is located at the particle surface with respect to the ones in the particle volume.
Due to the reduced atom coordination at the surface, interfaces and interlines play a
critical role to the magnetic anisotropy energy (MAE) and thus it is crucial to understand
these interactions in order to engineer the MAE of small particles [62, 63]. In this thesis
we have focused on two main objectives. The ﬁrst considered the development of a
procedure to grow high dense cluster arrays of rare earth on a template. Rare earth cluster
arrays have never been studied before, despite their potential in magnetic applications.
In the second, we aimed at tuning the magnetic hardness of nanostructures consisting of
Co-core on Pt(111) by forming atomically sharp interlines and interfaces with a variety
of 4d elements. In both parts the nanostructures have been grown by atomic beam
epitaxy (ABE) in ultra high vacuum conditions (UHV) and their morphological and
magnetic properties have been characterized by scanning tunneling microscopy (STM)
and magneto-optical Kerr eﬀect (MOKE).
In the ﬁrst part we used as template the graphene (gr) moiré pattern on Ir(111) as
template. It results from the lattice mismatch between gr and Ir(111). The interparticle
distance of 2.52 nm is deﬁned by the moiré period, which corresponds to a density of
115 Tbit/in2 [60]. We report the ﬁrst cluster superlattice made of rare earths, namely Sm,
grown on the moiré template of graphene/Ir(111). Sm clusters nucleate in registry with
the moiré pattern, forming a superlattice when Sm is deposited for substrate temperatures
between 80 K and 110 K. The superlattice shows high spatial order quality with the main
source of disorder represented by the vacancies caused by graphene defects, which are
approximately 12% of the moiré cells. The Sm cluster size distribution has a Gaussian
shape with σSD = 0.31 ± 0.01 nm. For coverages up to ΘSm = 0.5 ML, Sm cluster
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spatial order is preserved yielding a mean cluster size of 50 atoms, while for higher
coverages coalescence starts. Superlattices of Sm clusters with an average size of 9 atoms
(ΘSm = 0.08 ML) loose the order by annealing at 140 K suggesting a weak Sm-graphene
bonding. The Sm superlattice shows long-range order extending over several tens of
nanometers and a cluster size distribution competing the ﬁnest superlattices grown
by ABE. In addition to Sm, similar experiments were carried out for Dy in order to
investigate whether the superlattice formation is a general property of rare earth elements
on gr/Ir(111) or speciﬁc to Sm. For deposition temperatures ranging from 47 K to 210 K
(ΘDy = 0.07 ML) we did not observe the formation of cluster arrays. A cluster density
close to the graphene moiré density was found for Tdep = 70 K, 10 K lower than for Sm.
This observation suggests a lower diﬀusion barrier for Dy compared to Sm, in agreement
with theoretical calculations on free-standing graphene [174].
The success in growing the Sm superlattice can open the possibility to grow two-element
magnetic nanoclusters as for example SmCo5, one of the strongest magnets discovered
so far using Sm as cluster seeding element. For such 2D magnetic superlattices a clear
breakthrough would be their extension in the third dimension. This 3D growth could be
realized by adding another gr sheet on top of the existing nanocluster arrays. The gr
cover sheet will have two beneﬁcial purposes. i) It acts as a protective layer inhibiting
contamination from residual adsorbates which degrade the magnetic properties of the
nanoclusters. ii) Nucleation of nanoclusters on the second gr layer directly above the
ﬁrst array will pave the way for the formation, by repetition, of magnetic nanopillars
as in the case of Co/Au [80, 251]. The expansion of the magnetic cluster arrays in the
third dimension will increase the nanocluster volume by subsequent stacking and thus
their MAE, pushing the superparamagnetic limit higher than room temperature while
maintaining the areal density constant. One ﬁnal consideration is the growth of the gr
overlayers. The use of chemical vapor deposition (CVD) of hydrocarbon gas directly on
the surface, due to high temperature annealing, can cause cluster coalescence which alters
substantially the spatial order of the superlattice [252]. For this reason a gr transfer
method from another surface as epitaxial single-crystal Cu(111) [253] on top of the
grown superlattice could be more favorable to CVD as it could be realized also in UHV
conditions without the annealing process.
The second part focuses on the study of a possible strategy to enhance the MAE of
bimetallic nanostructures, grown on Pt(111), having a Co-core by forming atomically
sharp interlines and interfaces with 4d elements, namely Ag, Pd and Rh. In this
alternative approach to homogeneous cluster alloys, the interfaces and interlines were
created via full control of extrinsic parameters in kinetic growth [91], as temperature and
deposition ﬂux, throughout the whole preparation procedure, in order to grow structures
with desired morphological characteristics. The Co core islands selected for this study are
single layer, compact in shape in order to form sharp atomic interlines and have a mean
size of about 1200 atoms. In addition to the morphological and magnetic characterization
of bimetallic nanostructures, susceptibility simulation analysis, using coherent rotation
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(CR) and domain wall nucleation and propagation (DW) models, was performed in order
to quantify the anisotropy energy contributions to the total MAE, coming from the
interline (Kp) and the interface (Ks). We report an increased MAE when pure Co islands
are capped by Ag, Rh and Pd, with Pd producing the largest variation in the blocking
temperature, Tb. The capping with two Pd monolayers of pure Co islands has been
found to maximize the Tb in agreement with previous studies on thin ﬁlms [203, 204].
The lateral decoration of Co edges with all studied elements has been found to reduce
the out-of-plane MAE, with Pd producing the smallest decrease in Tb.
The Pd capping of Co islands has been found as in a previous study [63] to shift the
onset of superparamagnetic state at room temperature. During a complete Pd capping,
the adatoms arriving at the terrace diﬀuse and attach to Co edges forming an interline.
The contribution of this Co/Pd interline to the MAE is smaller with respect to the one
coming from the edge Co atoms at the perimeter and thus reduces the positive eﬀect
from the Co/Pd interface. In order to shift the Tb to higher temperatures the Co/Pd
interline has to be replaced either by an element that will act as a passivating spacer
between Co edge atoms and Pd atoms after the Pd capping or an element that will
increase the MAE of the Co perimeter atoms. Sm and Ce seem to be good candidates
to this purpose. These two elements belong to the early lanthanides and since, their 4f
electron orbitals are less than half ﬁlled they couple ferromagnetically with the delocalized
transition metal electrons leading to a higher moment and stronger magnetism [254].
In addition, they have the most aspherical 4f orbital shape from all lanthanides [255].
Depending on the electron coupling with the edge Co atoms one of those two should align
the longer axis of its orbital moment perpendicularly to the substrate, enhancing the
out-of-plane MAE of the islands. Therefore 3d-4f interline could demonstrate a strong
out of plane magnetization anisotropy which will be preserved after the Pd capping
shifting the magnetic hardness to much higher than room temperatures. Preliminary test
experiments performed during this thesis with Sm, did not lead to successful decoration
because Sm has a strong tendency to alloy with the Pt at the surface and thus, an




A.1 Supplementary information for Chapter 5
In this section are presented supplementary information for Rh cluster nucleation on
graphene/Ir(111) and one example of a disordered system for which ξ is small and κ is
large. In general for ordered systems κ indicates over which distance the spatial order is
preserved. In low range-ordered or disordered systems, where ξ is small, κ parameter
can be nonphysically high since both f and A∞ are small. A characteristic example is
shown in Fig. A.1.2, where ξ ≈ 0.1 and κ ≈ 8.5 nm.
20nm
Figure A.1.1 – STM image of Rh clusters (ΘRh = 0.12 ML) grown at Tdep = 130 K on
graphene/Ir(111), ξ = 0.73 and κ = 39.7 nm (Vt = −1 V, It = 60 pA).
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Figure A.1.2 – a) STM image for ΘDy = 0.08 ML, Tdep = 47 K (Vt = +1.0 V, It = 100 pA).
Inset: 2D-ACF of the image in a), indicating short-range order. b) Line-proﬁle from
inset (black dots) and envelope ﬁt with eq 5.1 (red line), ξ ≈ 0.1 and κ ≈ 8.5 nm.
A.2 Mathematica Code used in Chapter 6
In this section are presented the main Mathematica code parts used for the simulation
analysis in Chapter 6.
Building the χ′(T ) and χ′′(T ) functions:
\[Mu] = 2.4* 0.0579; (* magnetic moment meV/T *)
\[Nu] =
5*10^11; (* attempt frequency *)
\[Tau] = 1/\[Nu];
kB = 1/11.6; (* meV/K *)
Tmin = 30;
Tmax = 600;
F = 8.975; (* magnetic field frequency *)
n = 900; (* number of atoms *)
n\[Mu] = n \[Mu];
K = 0.9 n^0.8 ; (* anisotropy in meV *)
TB =
K/kB/ Log[1/(2 Pi F \[Tau])];
chiprime[F_ , T_ , K_ , n\[Mu]_ ] :=
n\[Mu]^2/(kB T) 1/(1 + ( 2 \[Pi] F \[Tau] Exp[K/(kB T)])^2);
chisecond[F_ , T_ , K_ , n\[Mu]_ ] :=
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n\[Mu]^2/(kB T) (2 \[Pi] F \[Tau] Exp[K/(kB T)])/(
1 + ( 2 \[Pi] F \[Tau] Exp[K/(kB T)])^2);
\[Chi][x_ ] = -(1/2) + E^(1/x)/(
Sqrt[\[Pi]] Sqrt[x] Erfi[1/Sqrt[x]]) (* \[Chi]eq *)
sampleratiotab =
Table[{Exp[x], \[Chi][Exp[x]] Exp[x]}, {x, -20, 20, .1}];
ratio = Interpolation[sampleratiotab] ;
(* chiprime and chisecond normalization *)
chi1[F_ , T_ , K_ , n\[Mu]_ ] := chiprime[F, T, K, n\[Mu]] ratio[kB T/K];
chi2[F_ , T_ , K_ , n\[Mu]_ ] := chisecond[F, T, K, n\[Mu]] ratio[kB T/K];
Fitting the background noise for clean Pt(111) sample:
(*A= amplitude, P= phase, B=background*)
T = (#1 + 4) & @@@
susceptibiliteB[[
All, {1}]]; (* offset on the temperature that sometimes appears *)
\
\[Chi]B = (#1 Exp[I (#2) Pi/180]) & @@@ susceptibiliteB[[All, {2, 3}]];
\[Chi]AB = (#1) & @@@ susceptibiliteB[[All, {2}]];
\[Chi]PB = (#1) & @@@ susceptibiliteB[[All, {3}]];
(* fit of background noise for phase and amplitude *)
\[Chi]ABf =
NonlinearModelFit[{T, \[Chi]AB} // Transpose, a + b x, {a, b, c}, x];
\[Chi]PBf =
NonlinearModelFit[{T, \[Chi]PB} // Transpose, a + b x, {a, b, c},
x];
Subtracting the background noise and correcting the phase and amplitude in order to
derive the actual experimental χ′(T ) and χ′′(T ) curves:
Phase = 115; (*offset on the phase to be adapted since it change from \
a measurement to the other *)
DeltaA = 11.8; (*offset on the amplitude to be adapted since it \
change from a measurement to the other *)
(* Building chi and \
subtracting the background noise *)
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\[Chi]R = (#2 Exp[
I \[Pi]/180 (#3 - Phase)] - ((\[Chi]ABf[#1 + DT] + DeltaA) *
Exp[I \[Pi]/180 (\[Chi]PBf[#1 + DT] - Phase)])) & @@@
susceptibilite[[All, {1, 2, 3}]];
\[Chi]max = Max[Abs[\[Chi]R]];
\[Chi]1max = Max[Abs[Re[\[Chi]R]]];
(* Plotting experimental chi1 and chi2 *)
suscdataRe =
ListPlot[{TR, Abs[(Re[\[Chi]R])]/\[Chi]1max} // Transpose]
suscdataIm =
ListPlot[{TR, Abs[(Im[\[Chi]R])]/\[Chi]1max} // Transpose]
Building simulating χ′(T ) and χ′′(T ) curves using CR and DW reversal mechanisms for
island sizes and perimeter extracted from STM topographies:
dataSet = Transpose[data];





Subscript[i, in] = 1;
Subscript[i, fin] = Length[Coarea];
Seztot = 4*(Coarea + Agarea)/(Coperimeter + Agperimeter);
(* island cross section *)
SezAg = 1.95*Sqrt[Agarea/\[Pi] ]; (* Overlayer cross section *)
SezCo = Seztot - SezAg;
Subscript[d, nn] = 2.75 ; (* atom-atom distance in Angstrom *)
J = 1.5 10^(-11); (* J/m *)
A = J/(1.6 10^(-22))/(10^10/Subscript[d, nn]); (*meV/atom *)
Subscript[K, CoA] = 0.065; (* Ks for Co *)
Subscript[K, CoP] = 0.95; (* Kp for Co *)
Subscript[K, AgA] = 0.16; (* Ks for Ag *)
Subscript[K, AgP] = -0.12; (* Kp for Ag *)
Subscript[Etot, DW] =
4*(SezCo - 2)*Sqrt[A*Subscript[K, CoA]] +
4*SezAg*Sqrt[A*Subscript[K, AgA]] +
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4*2*Sqrt[A*(Subscript[K, CoP] + Subscript[K, AgP])/2];
(* Domain wall model *)
Subscript[Etot, CR] =
Subscript[K, CoA]*Coarea + Subscript[K, CoP]*Coperimeter +
Subscript[K, AgA]*Agarea + Subscript[K, AgP]*Agperimeter;
(* Coherent rotation model *)
mult = 0.995;
(* Summating the smallest energy from the two models for all islands
as a function of temperature for chi1 and chi2 *)
fitchi1[T_ ] :=
Sum[If[Subscript[Etot, DW][[i]] < Subscript[Etot, CR][[i]],
chi1[F, T,
Subscript[Etot, DW][[i]], \[Mu]*(Coarea[[i]] + Agarea[[i]])],
chi1[F, T,
Subscript[Etot, CR][[
i]], \[Mu]*(Coarea[[i]] + Agarea[[i]])]], {i, Subscript[i, in],
Subscript[i, fin]}(*Interval of islands in the sum*) ];
tabfitchi1 = Table[{T, fitchi1[T]}, {T, 1, 301, 1}];
tabchi1norm =
Transpose[{tabfitchi1[[All, 1]], (* normaliation *)
mult*tabfitchi1[[All, 2]]/Max[tabfitchi1[[All, 2]]]}];
fitchi2[T_ ] :=
Sum[If[Subscript[Etot, DW][[i]] < Subscript[Etot, CR][[i]],
chi2[F, T,
Subscript[Etot, DW][[i]], \[Mu]*(Coarea[[i]] + Agarea[[i]])],
chi2[F, T,
Subscript[Etot, CR][[
i]], \[Mu]*(Coarea[[i]] + Agarea[[i]])]], {i, Subscript[i, in],
Subscript[i, fin]}(*Interval of islands in the sum*) ];
tabfitchi2 = Table[{T, fitchi2[T]}, {T, 1, 300, 1}];
tabchi2norm =
Transpose[{tabfitchi2[[All, 1]], (* normaliation *)
mult*tabfitchi2[[All, 2]]/Max[tabfitchi1[[All, 2]]]}];
(* Plotting simulated chi1 and chi2 curves *)
simchi1 =
ListPlot[{tabchi1norm}, Joined -> True];
simchi2 =
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