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MINIMAL LENGTH ELEMENTS IN CONJUGACY
CLASSES OF EXTENDED AFFINE WEYL GROUP
XUHUA HE
Abstract. We study the minimal length elements in an integral
conjugacy class of a classical extended affine Weyl group and we
show that these elements are quite “special” in the sense of Geck
and Pfeiffer [GP1]. We also discuss some application on extended
affine Hecke algebras and loop groups.
Introduction
0.1. The main purpose of this paper is to investigate some “special”
elements in an extended affine Weyl groups and to discuss some appli-
cations on extended affine Hecke algebras and loop groups.
More precisely, let W˜ be an extended affine Weyl group andWa ⊂ W˜
be the affine Weyl group. Let W˜m be the subset of elements that are
of minimal length in their conjugacy classes of W˜ . We call an element
w˜ ∈ W˜ a good element if l(w˜n) = nl(w˜) for all n ∈ N. Let W˜good be
the subset of good elements in W˜ . Then
W˜good ⊂ W˜m ⊂ W˜ .
We will prove the following results:
(1) Let W˜ be of classical type. Then any element in Wa can be
reduced to an element in W˜m and any two minimal length element in
the same conjugacy class are “strongly conjugate” in the sense of §1.4.
(2) If W˜ is of type A or C, then any element w˜ ∈ Wa can be “reduced”
further to a good element.
0.2. In this subsection, we make a short digression to finite Weyl
groups, which provide some motivation for our study on the affine
case.
Minimal length element in a conjugacy class of a finite Weyl group
was first studied by Geck and Pfeiffer in [GP1]. They showed that
these elements are “special” in the sense of §0.1(1). Later in [GKP],
Geck, Kim and Pfeiffer generalized the result to “twisted” conjugacy
classes in finite Coxeter groups. In [He1], we gave a new approach to
study the minimal length element using partial conjugation action.
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These minimal length elements have many interesting applications
in representation theory.
Geck and Pfeiffer in [GP1] used the minimal length elements to define
“character tables” for Iwahori-Hecke algebras. The “character tables”
were later defined by Geck, Kim and Pfeiffer in [GKP] for the twisted
Iwahori-Hecke algebras. The knowledge of character tables can be used
to study modular representations of Iwahori-Hecke algebras (see Geck-
Pfeiffer [GP1]) and to determine the L-functions of Deligne-Lusztig
varieties (see Lusztig [L1] and Digne-Michel [DM]).
The minimal length elements were also used in the study of unipotent
representations and character sheaves (see Lusztig [L4]), in the study
of G-stable pieces and parabolic character sheaves (see [He1]), in the
proof of Orlik-Rapoport conjecture [OR] on the affineness of certain
Deligne-Lusztig varieties (see [He2] and Bonnafe´-Rouquier [BR]) and
in the study of the finer Deligne-Lusztig varieties (see [He3]).
0.3. We come back to the affine case and discuss some basic ideas for
the proof of our main result.
Our aim is to find minimal length elements for a conjugacy class of
W˜ and to show that any other elements in that conjugacy class can be
“reduced” to a minimal one.
A big difference between finite Weyl groups and extended affine Weyl
groups is that a conjugacy class in an extended affineWeyl group has, in
general, infinitely many elements. For example, finding a representative
of minimal length elements for a given conjugacy class in the extended
affine Weyl group of type A˜2, seems not an easy task.
To overcome the difficulty, we combine the method of “partial con-
jugation action” developed in [He1] and the P -operators introduced in
section 4. Roughly speaking, each conjugacy class is a disjoint union of
W -conjugacy classes, where W is the finite Weyl group. The “partial
conjugation action” allows us to find a minimal length element in each
W -conjugacy class and the P -operator changes a W -conjugacy class
to another one. By combining the P -operator and the “partial con-
jugation action”, we are able to construct a list of representatives of
elements of minimal length in a given conjugacy class and to show that
any other elements in this conjugacy class can reach one of the rep-
resentatives by a sequence of conjugation by simple reflections which
weakly decrease the length. This proves §0.1(1). See Theorem 6.1 and
6.2.
Based on these explicit representatives, any element can be reduced
further to a minimal length element in a “distinguished” conjugacy
class in the sense of Theorem 7.6. Moreover, as we will see in Corollary
8.6, in type A and C, any minimal length element in a distinguished
conjugacy class is a good element. This proves §0.1(2).
30.4. Now we discuss some application on extended affine Hecke algebra
and loop groups.
Based on §0.1(1), we introduce the class polynomials for classical
extended affine Hecke algebras, generalizing the construction of Geck
and Pfeiffer for finite Hecke algebras in [GP1].
Before discussing application on loop groups, we need to introduce
some more notations.
Let G be a connected reductive algebraic group over an algebraically
closed field k. Let L = k((ǫ)) is the field of formal Laurent power series
and o = k[[ǫ]] be the ring of formal power series.
We consider a “twisted” conjugation action of G(L) on itself as
g ·δ h = ghδ(g)
−1 for g, h ∈ G(L). Here δ is a bijective group ho-
momorphism on G(L) of one of the following type:
(1) For any nonzero element a ∈ k, define δa(p(ǫ)) = p(a · ǫ) for any
formal Laurent power series p(ǫ). We extend δa to a group homomor-
phism on G(L), which we still denote by δa.
(2) If k is of positive characteristic and F : k → k be a Frobenius
morphism. Then set F (
∑
anǫ
n) =
∑
F (an)ǫ
n. We extend F to a
group homomorphism on G(L), which we denote by δF .
The δa-conjugacy classes are studies by Baranovsky and Ginzburg in
[BG]. The δF -conjugacy classes are studied by Kottwitz in [Ko1].
0.5. Let I be a Iwahori subgroup of the loop group G(L). The quotient
G(L)/I is called an affine flag variety. Let W˜ be the extended affine
Weyl group of G(L). For b ∈ G(L) and w˜ ∈ W˜ , we set
Xw˜,δ(b) = {gI ∈ G(L)/I; g
−1bδ(g) ∈ I ˙˜wI}.
Then we have a partition of affine flag variety G(L)/I = ⊔w˜∈W˜Xw˜,δ(b).
In the case that δ = δF , Xw˜,δ(b) is called an affine Deligne-Lusztig
variety. In the case that δ is the identity map, X1,δ(b) is called an
affine Springer fiber. Xw˜,δ(b) is also considered in [L5, Section 7].
Let Jb,δ = {g ∈ G(L); g
−1bδ(g) = b} be the centralizer of b for
the twisted conjugation action. Then Jb,δ acts on Xw˜,δ(b) and on the
homology of Xw˜,δ(b) in the natural way.
0.6. For simplicity, we only mention here some applications for loop
group of type A and C. Some weaker results are also obtained for other
classical types.
We consider G(L) ·δ I ˙˜wI and Xw˜,δ(b) for w˜ ∈ Wa. By some reduction
method discussed in Section 9, these objects are “constructed” from
the objects corresponding to w˜ ∈ W˜m. On the other hand, the objects
corresponding to a good element can be fairly understood. Now based
on §0.1(1) & (2), we have that
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(1) A stratification of G(L) into locally closed subschemes that are
equivariant for the δ-conjugation action
G(L) = ⊔[w˜]∈W˜good/≍G(L) ·σ I
˙˜wI.
If δ = δF , this follows from Kottwitz’s classification of σF -conjugacy
classes. In the case that δ = δa, this is proved in Prop 11.4 for GLn(L)
and the identity component of PSP2n(L). We expect that such strat-
ification holds for other types. We also believe that this stratification
is a necessary ingredient for establishing the (conjectural) theory of
character sheaves of loop groups for the δa-conjugation action, where
a is not a root of unity.
(2) A formula on the dimension of Xw˜,δ(b).
(i) If δ = δF , then the dimension of affine Deligne-Lusztig variety
Xw˜,δ(b) can be expressed in terms of the degree of certain class poly-
nomials of the extended affine Hecke algebra. See Proposition 11.5(1).
(ii) If δ = δa with a not a root of unity, then Xw˜,δ(b) is always finite
dimensional. See Proposition 11.5(2).
(iii) If δ is the identity map and b is a regular semisimple integral
element, then Xw˜,δ(b) is finite dimensional. See Proposition 11.7. This
answers a question of Lusztig for GLn and PSP2n.
(3) Some reduction on the homology of affine Deligne-Lusztig vari-
eties.
Given b ∈ G(L) and an open compact subgroup K of Jb,δF , there are
infinitely many w˜ ∈ W˜ with Xw˜,δF (b) 6= ∅. Then a priori, to get all the
simple K-modules that are obtained from homological construction,
one needs to calculate the homology of Xw˜,δF (b) for any w˜ ∈ W˜ with
Xw˜,δF (b) 6= ∅.
However, we show in Theorem 11.9 that for type A and C, one only
needs to calculate the homology of finitely many affine Deligne-Lusztig
varieties. Moreover, if b = ǫχ for some regular coweight in the coroot
lattice or b is a superbasic element in GLn(L), then one needs to cal-
culate the homology of only one affine Deligne-Lusztig varieties and
Jb,δF ∩ I acts trivially on the homology of Xw˜,δF (b) for any w˜ ∈ W˜ . See
Corollary 11.11 and 11.12.
0.7. We now review the content of this paper in more detail.
The notations will be introduced in section 1. In section 2, we intro-
duce the groups W˜ ! of classical type and give a parametrization of their
integral conjugacy classes in terms of pairs of double partitions. These
groups are closely related to the classical extended affine Weyl groups
and we consider W˜ ! instead of W˜ mainly for some technical reason. In
section 3, we recall the result of “partial conjugation action” in [He1],
which leads to the definition of W, a key ingredient in the proof of
5our main theorems. We then give an explicit description of W for W˜ !
of classical types. In section 4, we introduce the P -operators, another
key ingredient in the proof of our main theorems. Section 5 is the
most technical part of this paper, in which we establish some funda-
mental properties of the P -operators. In section 6, we provide explicit
representatives of minimal length elements in each integral conjugacy
class of W˜ ! and prove §0.1(1). In section 7, we introduce distinguished
conjugacy classes and prove that any element in Wa can be “reduced”
further to a minimal length element in a distinguished conjugacy class.
We also introduce some partial order on the set of distinguished conju-
gacy classes. In section 8, we introduce the good elements for extended
affine Weyl groups and prove their existence. We also show that good
elements are exactly minimal length elements in distinguished conju-
gacy classes for type A and C.
The rest of this paper is the applications of the main theorems. In
section 9, we discuss some reduction method in the study of affine Hecke
algebra and affine flag varieties. We introduce the class polynomials
for classical extended affine Hecke algebras, generalizing [GP1] for finite
Hecke algebras. We also give a formula which relates the dimension of
affine Deligne-Lusztig varieties with the degree of class polynomials. In
section 10, we discuss the dimensions of some subvarieties of affine flag
varieties corresponding to a good element. In section 11, we focus on
the loop groups of type A and C. We first give a stratification of the loop
group into locally closed subvarieties, stable under the δ-conjugation
action. We then give a dimension formula for the affine Deligne-Lusztig
varieties, sharpening the formula in section 9. In the end, we discuss
the homology of affine Deligne-Lusztig varieties and representation of
Jb,σ obtained from homological construction.
1. Notations
1.1. Let B be a Borel subgroup of G and B− be an opposite Borel
subgroup. Let T = B ∩ B− be a maximal torus of G. Let W =
NG(T )/T be the finite Weyl group of G. For w ∈ W , we choose a
representative w˙ ∈ NG(T ). Let P
∨ be the coweight lattice and Q∨ be
the coroot lattice of G.
Let W˜ = P ∨ ⋊W = {tχw;χ ∈ P ∨, w ∈ W} be the extended affine
Weyl group of the loop G(L). The multiplication is given by the for-
mula (tχw)(tχ
′
w′) = tχ+wχ
′
ww′. For w˜ = tχw ∈ W˜ , we choose a
representative ˙˜w = ǫχw˙ in G(L).
Let I be the inverse image of B− under the projection mapG(o) 7→ G
sending t to 0. The we have the Bruhat-Tits decomposition G(L) =
⊔w˜∈W˜ I ˙˜wI. If τ ∈ W˜ with l(τ) = 0, then τ˙ I τ˙
−1 = I.
1.2. Let Φ be the set of roots of G and Φ+ (resp. Φ−) be the set of
positive (resp. negative) roots of G. Let (αi)i∈S be the set of simple
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roots of G. For any i ∈ S, let si be the corresponding simple reflection
in W and ωi be the corresponding fundamental coweight. Set S˜ =
S ∪ {0} and s0 = t
θ∨sθ, where θ is the largest positive root of G.
For any α ∈ Φ, let uα : k→ G with tuα(k)t−1 = uα(α(t)k) for k ∈ k.
For any J ⊂ S, let ΦJ be the set of roots spanned by (αi)i∈J .
Let Wa = Q
∨ ⋊W be the affine Weyl group. It is a Coxeter group
with generators si (for i ∈ S˜) and is a normal subgroup of W˜ . Following
[IM], we define the length function on W˜ by
l(tχw) =
∑
α∈R+,w−1(α)∈R+
| < χ, α > |+
∑
α∈R+,w−1(α)∈R−
| < χ, α > −1|.
For any coset of Wa in W˜ , there is a unique element of length 0. More-
over, there is a natural group isomorphism between {τ ∈ W˜ ; l(τ) = 0}
and W˜/Wa ∼= P
∨/Q∨.
1.3. In general, let Ω be a group of automorphisms on Wa that sends
S˜ to S˜. Set W˜ ! = Wa ⋊ Ω. We regard the elements in Ω as length
0 elements and extend the length function to W˜ ! by l(wτ) = l(w) for
w ∈ Wa and τ ∈ Ω.
For τ, τ ′ ∈ Ω and w,w′ ∈ Wa, we say that wτ 6 τw
′τ ′ if τ = τ ′ and
w 6 w′ for the Bruhat order on Wa.
For any J $ S˜, let WJ be the subgroup of Wa generated by sj (for
j ∈ J), wJ be the longest element inWJ and
JW˜ ! be the set of minimal
elements for the cosets WJ\W˜
!.
For any subset C of W˜ !, set
Cmin = {w ∈ C; l(w) 6 l(w
′) for any w′ ∈ C}
and l(C) = l(w) for any w ∈ Cmin.
1.4. For w˜, w˜′ ∈ W˜ ! and i ∈ S˜, we write w˜
si−→ w˜′ if w˜′ = siw˜si
and l(w˜′) 6 l(w˜). We write w˜ → w˜′ if there is a sequence w˜ =
w˜0, w˜1, · · · , w˜n = w˜
′ of elements in W˜ ! such that for any k, w˜k−1
si−→ w˜k
for some i ∈ S˜.
We write w˜→˜w˜′ if there is a sequence w˜ = w˜0, w˜1, · · · , w˜n = w˜
′ of
elements in W˜ ! such that for any k, w˜k = aw˜k−1a
−1 for some a ∈ Ω or
w˜k−1
si−→ w˜k for some i ∈ S˜.
We write w˜ ≈ w˜′ if w˜ → w˜′ and w˜′ → w˜ and w˜≈˜w˜′ if w˜→˜w˜′ and
w˜′→˜w˜.
We call w˜, w˜′ ∈ W˜ ! elementarily strongly conjugate in W˜ ! (resp. in
Wa) if l(w˜) = l(w˜
′) and there exists x˜ ∈ W˜ ! (resp. x˜ ∈ Wa) such that
w˜′ = x˜w˜x˜−1 and either l(x˜w˜) = l(x˜)+l(w˜) or l(w˜x˜−1) = l(x˜)+l(w˜). We
call w˜, w˜′ strongly conjugate in W˜ ! (resp. in Wa) if there is a sequence
w˜ = w˜0, w˜1, · · · , w˜n = w˜
′ such that for each i, w˜i−1 is elementarily
strongly conjugate to w˜i in W˜
! (resp. in Wa). We write w˜∼˜w˜
′ if w˜ and
w˜′ are strongly conjugate in W˜ ! and w˜ ∼ w˜′ if w˜ and w˜′ are strongly
7conjugate in Wa. It is easy to see that if w˜ ≈ w˜
′, then w˜ ∼ w˜′ and if
w˜≈˜w˜′, then w˜∼˜w˜′.
Since conjugation by an element in Ω preserves the length function
and in particular permutes S˜, we have that
(1) w˜→˜w˜′ if and only if w˜ → aw˜′a−1 for some a ∈ Ω;
(2) w˜∼˜w˜′ if and only if w˜ ∼ aw˜′a−1 for some a ∈ Ω.
If w˜′ ≈ w˜ for all w˜′ ∈ W˜ ! with w˜ → w˜′, then we call w˜ terminal. It
is easy to see by induction on length that for any x˜ ∈ W˜ !, there exists
a terminal element x˜′ such that x˜→ x˜′.
1.5. Let S ′n = (Z/2Z)
n⋊Sn be the set of permutations σ on {±1, · · · ,±n}
with σ(−i) = −σ(i) for all i. If σ ∈ S ′n and there is only one or two
orbits on {±1, · · · ,±n} consisting more than one element and the or-
bit(s) are of the form
i1 → i2 → · · · → ik → i1 and/or − i1 → −i2 → · · · → −ik → −i1,
then we simply write (i1i2 · · · ik) for σ.
A partition λ is a sequence of positive integers [a1, a2, · · · , ak] with
a1 > a2 > · · · > ak. We write |λ| for a1+ a2+ · · ·+ ak. We write Ø for
the empty partition and set |Ø| = 0.
For a pair of partitions (λ, µ) with λ = [a1, · · · , ak] and µ = [ak+1, · · · , al]
and
∑l
i=1 ai = n, we set
w(λ,µ) =(|λ|+ ak+1,−|λ| − ak+1)(|λ|+ ak+1 + ak+2,−|λ| − ak+1 − ak+2) · · · (n,−n)
(12 · · ·a1) · · · (n− al + 1, n− al + 2, · · · , n).
1.6. A double partition λ˜ is a sequence [(b1, c1), · · · , (bk, ck)] with (bi, ci) ∈
N × Z for all i and (b1, c1) > · · · > (bk, ck) for the lexicographic order
on N×Z. We write |λ˜| for (
∑
bi,
∑
ci) and λ for [b1, · · · , bk]. We write
Ø˜ for the empty double partition and set |Ø˜| = (0, 0).
We call a double partition λ˜ = [(b1, c1), · · · , (bk, ck)] positive if ci > 0
for all i.
We call a double partition µ˜ = [(b1, c1), · · · , (bk, ck)] special if ci ∈
{0, 1} for all i. In this case, let µ˜ be the double partition whose entries
are (b1, 1− c1), · · · , (bk, 1− ck). Then µ˜ is also special.
Let
DP = {(λ˜, µ˜); µ˜ is special and |l˜|+ |µ˜| = (n, ∗)},
DP>0 = {(λ˜, µ˜) ∈ DP; λ˜ is positive}.
Let ∼ be the equivalent relation on DP defined by (λ˜, µ˜) ∼ (λ˜, µ˜) for
all (λ˜, µ˜) ∈ DP.
For λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)] with
(λ˜, µ˜) ∈ DP, we set
w˜(λ˜,µ˜) = t
[a1,··· ,an]w(λ,µ) ∈ Zn ⋊ S ′n,
8 XUHUA HE
where
ai =
{
cj, if i = b1 + · · ·+ bj for some j;
0, otherwise.
For any (λ˜, Ø˜) ∈ DP, let [(λ˜, Ø˜)] = (Zn⋊Sn)·w˜(λ˜,Ø˜) be the conjugacy
class of Zn ⋊ Sn that contains w˜(λ˜,Ø˜). For any (λ˜, µ˜) ∈ DP>0, let
[λ˜, µ˜)]′ = (Zn ⋊ S ′n) · w˜(λ˜,µ˜) be the conjugacy class of Z
n ⋊ S ′n that
contains w˜(λ˜,µ˜).
2. Parametrization of conjugacy classes
2.1. We first recall the parametrization of conjugacy classes of classical
finite Weyl groups.
Type An−1. We may regard W (An−1) = Sn as {σ ∈ S
′
n; σ(i) >
0, ∀i > 0}. There is a bijection between the conjugacy classes of
W (An−1) and the pairs of partitions (λ,Ø) with |λ| = n and the ele-
ment w(λ,Ø) is a representative for the conjugacy class corresponding
to (λ,Ø).
Type Bn and Cn. We may regard W (Bn) = W (Cn) as S
′
n. There
is a bijection between the conjugacy classes of W (Bn) = W (Cn) and
the pair of partitions (λ, µ) with |λ| + |µ| = n and the element w(λ,µ)
is a representative for the conjugacy class corresponding to (λ, µ).
Type Dn. We may regards W (Dn) as {σ ∈ S
′
n;
∏n
i=1 σ(i) = n!}.
A conjugacy class in W (Cn) intersects W (Dn) if and only if it cor-
responds to the set of pair of partitions (λ, µ) with 2 | |µ|. In this
case, w(λ,µ) ∈ W (Dn) and the intersection is a single conjugacy class of
W (Dn) and the representative is given by w(λ,µ) except the case that
µ is the empty partition and all the entries of λ are even numbers. In
the last case, there are two conjugacy classes of W (Dn) and the con-
jugation of (n,−n) ∈ W (Cn)−W (Dn) permutes these two conjugacy
classes.
2.2. Let V = Rn and e1, · · · , en be a standard basis of V . We identify
V with V ∗ in such a way that < ei, ej >= δij . Set
P = ⊕ni=1Zei = {[a1, · · · , an]; ai ∈ Z}.
The action of S ′n on P is defined by
σ · [a1, · · · , an] = [aσ−1(1), · · · , aσ−1(n)],
here a−i = −ai for i ∈ {1, · · · , n}.
Type A. The roots are {ei − ej ; i 6= j} and the simple roots are
α1 = e1−e2, · · · , αn−1 = en−1−en. The coweight lattice is P
∨(An−1) =
P/Z(e1+ e2+ · · ·+ en). Set W˜ !A = P⋊Sn ∼= Z
n⋊Sn. The natural pro-
jection P → P ∨(An−1) extends to a surjective group homomorphism
p : W˜ !A → W˜ (An−1). For w˜ ∈ W˜
!
A, we define the length l(w˜) of w˜ as
l(p(w˜)). So the element t[a,··· ,a] ∈ W˜ !A if of length 0 for any a ∈ Z.
9Type B. The roots are {±ei; 1 6 i 6 n}⊔{±ei± ej ; 1 6 i < j 6 n}
and the simple roots are α1 = e1 − e2, · · · , αn−1 = en−1 − en, αn = en.
The coweight lattice is P ∨(Bn) = P. We set W˜
!
B = W˜ (Bn)
∼= Zn ⋊ S ′n.
Type C. The roots are {±2ei; 1 6 i 6 n}⊔{±ei±ej ; 1 6 i < j 6 n}
and the simple roots are α1 = e1− e2, · · · , αn−1 = en−1− en, αn = 2en.
The coweight lattice is P ∨(Cn) = P⊔ (P+ω), where ω = [
1
2
, · · · 1
2
]. We
set W˜ !C = W˜ (Cn).
Type D. The roots are {±ei ± ej ; 1 6 i < j 6 n} and the simple
roots are α1 = e1 − e2, · · · , αn−1 = en−1 − en, αn = en−1 + en. The
coweight lattice is P ∨(Cn) = P ⊔ (P + ω), where ω = [
1
2
, · · · 1
2
]. Let
ι = (n,−n) be the outer diagram automorphism interchanging αn−1
and αn. Set W˜
!
D = W˜ (Dn)⋊ 〈ι〉 and regard ι as a length-0 element in
W˜ !D.
We say that W˜ ! is of classical type if W˜ ! = W˜ !∗ for ∗ is A, B, C or D.
For type BCD, Zn ⋊ S ′n is a subgroup of W˜
! and equals to Wa for
type C and is a union of two cosets of Wa for type B or D.
Notice that the group structure on W˜ !C and on W˜
!
D are the same.
However, the length functions are different.
2.3. An element w˜ ∈ W˜ ! is called integral if w˜ ∈ Zn ⋊ S ′n, i.e., the
translation part of w˜ lies in P. We denote by W˜ !int = W˜
! ∩ (Zn ⋊ S ′n)
the set of all integral elements in W˜ !. It is easy to see that W˜ !int is a
union of conjugacy classes. We have that
(1) Zn ⋊ Sn = ⊔(λ˜,Ø˜)∈DP[(λ˜, Ø˜)] is the union of conjugacy classes.
(2) Zn ⋊ S ′n = ⊔(λ˜,µ˜)∈DP>0 [(λ˜, µ˜)]
′ is the union of conjugacy classes.
(3) Let ω = [1
2
, 1
2
, · · · , 1
2
]. Then for any (λ˜, µ˜) ∈ DP>0, t
−ω[(λ˜, µ˜)]′tω =
[(λ˜, µ˜)]′.
The parametrization of integral conjugacy classes of W˜ ! follows easily
from (1)-(3) above.
Type A. All the elements in W˜ !A are integral. There is a bijection
between the set of (integral) conjugacy classes of W˜ !A = Z
n ⋊ Sn and
the set of pairs of double partitions (λ˜, Ø˜) ∈ DP.
Type B. All the elements in W˜ !B are integral. There is a bijection
between the set of (integral) conjugacy classes of W˜ !B = Z
n ⋊ S ′n and
DP>0.
Type C. Here W˜ !int = Wa. There is a bijection between the set of
integral conjugacy classes of W˜ !C and DP>0/ ∼.
Type D. There is a bijection between the set of integral conjugacy
classes of W˜ !D and DP>0/ ∼. An integral conjugacy class of W˜
!
D inter-
sects W˜ (Dn) if and only if it is represented by (λ˜, µ˜) with |µ| even. In
this case, the intersection is a single conjugacy class of W˜ (Dn) except
the case where µ˜ is the empty double partition and no entry of λ˜ is of
the form (b, 0) with b an odd number. In the last case, the intersection
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is a union of two conjugacy classes of W˜ (Dn) and the automorphism
ι = (n,−n) on W˜ (Dn) interchanges these two conjugacy classes.
3. The partial conjugation action and the subset W
3.1. We first discuss the case where only the simple reflections si for
i ∈ S are used, i.e., the conjugation action of the finite Weyl group W
on W˜ !. This was done in [He1].
For w˜ ∈ SW˜ !, let
I(w˜) = max{J ⊂ S; ∀j ∈ J, ∃j′ ∈ J, such that sjw˜ = w˜sj′}.
Set
W = {xw˜; w˜ ∈ SW˜ ′, x ∈ WI(w˜)}.
We have that W ⊂W.
The element tχ ∈ SW˜ if and only if χ is dominant, i.e.,
χ ∈ P ∨+ = {γ ∈ P
∨; 〈γ, α〉 > 0, ∀α ∈ Φ+}.
In this case, I(tχ) = {j ∈ S; 〈χ, αj〉 = 0}. For χ ∈ P
∨, w ∈ W ,
tχw ∈ SW˜ if and only if χ ∈ P ∨+ and w ∈
I(tχ)W . In this case,
(1) I(tχw) = max{J ⊂ I(tχ); ∀j ∈ J, ∃j′ ∈ J, such that sjw = wsj′}.
Proposition 3.1. Consider the (partial) conjugation action of W on
W˜ !. Let O be a W -conjugacy class on W˜ ! and Omin be the set of
minimal length elements in O. Then there exists x˜ ∈ SW˜ ! such that
O ∩W = WI(x˜)x˜ = x˜WI(x˜). Moreover,
(1) For each w˜ ∈ O, there exists w˜′ ∈ Omin ∩W such that w˜ → w˜
′.
(2) Let w˜, w˜′ ∈ Omin, then w˜ ∼ w˜
′.
(3) if O ∩ SW˜ 6= ∅, then O ∩ SW˜ ! = {x˜} is a single element. In this
case, w˜ → x˜ for any w˜ ∈ O.
There exists τ ∈ Ω with O ⊂Waτ . Define the action of W on Wa by
(x, w˜) 7→ xw˜τx−1τ−1. Then the mapWa → W˜
! defined by w˜ 7→ w˜τ is a
W -equivariant length-preserving map. Notice that (Wa, S˜) is a Coxeter
group and x 7→ τxτ−1 is an automorphism on Wa which maps S to
another subset of S˜. By [He1, Corollary 2.6], O∩W =WI(x˜)x˜ = x˜WI(x˜)
for some x˜ ∈ SW˜ !. Part (1) and (2) follows from [He1, Corollary 3.8].
Part (3) follows from [He1, Corollary 2.5] and [He1, Corollary 3.7].
In the rest of this section we will give an explicit description of W
for W˜ ! of classical type.
Lemma 3.2. Let χ ∈ P ∨+ and w ∈
I(tχ)W . Let α ∈ Φ. Then α ∈
ΦI(tχw) if and only if 〈χ,w
−nα〉 = 0 for all n > 0.
If α ∈ ΦI(tχw), then w
−nα ∈ ΦI(tχw) for all n. So we have that
〈χ,w−nα〉 = 0. Now we prove the other direction.
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For β =
∑
i∈S aiαi ∈ Φ, set supp(β) = {i ∈ S; ai 6= 0} and ht(β) =∑
i∈S |ai|. Notice that if i ∈ I(t
χ), then w−1αi ∈ Φ
+. In particular,
ht(w−1αi) > ht(αi) = 1. Thus if β ∈ ΦI(tχ), then wt(w
−1β) > wt(β)
and the equality holds if and only if for any i ∈ supp(β), w−1αi = αj
for some j ∈ S.
Assume that 〈χ,w−nα〉 = 0 for all n > 0. Then w−nα ∈ ΦI(tχ) for all
n > 0. Hence there exists N > 0 such that ht(w−Nα) = ht(w−N−1α) =
· · · . So for i ∈ supp(w−Nα) and n ∈ N, w−nαi = αj for some j ∈ S.
Also we have that supp(w−Nα) ⊂ I(tχ). By §3.1(1), supp(w−Nα) ⊂
I(tχw). Hence w−Nα ∈ ΦI(tχw) and α ∈ ΦI(tχw).
Proposition 3.3. Let χ ∈ P ∨ and w ∈ W . Then tχw ∈ W if and
only if for any α ∈ Φ+, either 〈χ,w−nα〉 = 0 for all n > 0 or there
exists n > 0 such that 〈χ, α〉 = 〈χ,w−1α〉 = · · · = 〈χ,w−n+1α〉 = 0 and
〈χ,w−nα〉 > 0.
If tχw ∈W, then χ ∈ P ∨+ and w = xw1 for some w1 ∈
I(tχ)W and x ∈
WI(tχw1). Then w
2 = x(w1xw
−1
1 )(w1)
2. Since x ∈ WI(tχw1), w1xw
−1
1 ∈
WI(tχw1). Thus w
2 = x2w
2
1 = w
2
1x
′
2 for some x2, x
′
2 ∈ WI(tχw1). One can
show in the same way that in general, wn = xnw
n
1 = w
n
1x
′
n for some
xn, x
′
n ∈ WI(tχw1). Hence for any α ∈ Φ,
〈χ,w−nα〉 = 〈χ, (x′n)
−1w−n1 α〉 = 〈x
′
nχ,w
−n
1 α〉 = 〈χ,w
−n
1 α〉.
By Lemma 3.2, if α ∈ Φ+I(tχw1), then w
−n
1 α ∈ Φ
+
I(tχw1)
and 〈χ,w−nα〉 =
〈χ,w−n1 α〉 = 0. If α ∈ Φ
+ − Φ+I(tχw1), then 〈χ,w
−n
1 α〉 6= 0 for some
n > 0. In other words, there exists N > 0, such that 〈χ, α〉 =
〈χ,w−11 α〉 = · · · = 〈χ,w
−N+1
1 α〉 = 0 and 〈χ,w
−N
1 α〉 6= 0. We have that
α,w−11 α, · · · , w
−N+1
1 α ∈ ΦI(tχ). Since w1 ∈
I(tχ)W , w−11 Φ
+
I(tχ) ⊂ Φ
+.
Therefore α,w−11 α, · · · , w
−N+1
1 α ∈ Φ
+
I(tχ) and w
−N
1 α ∈ Φ
+. Since
〈χ,w−N1 α〉 6= 0, 〈χ,w
−N
1 α〉 > 0.
On the other hand, assume that for α ∈ Φ+, either 〈χ,w−nα〉 = 0
for all n > 0 or there exists n > 0 such that 〈χ, α〉 = 〈χ,w−1α〉 = · · · =
〈χ,w−n+1α〉 = 0 and 〈χ,w−nα〉 > 0. Then χ ∈ P ∨+ .
Let α ∈ Φ+ and n > 0 with 〈χ, α〉 = 〈χ,w−1α〉 = · · · = 〈χ,w−n+1α〉 =
0 and 〈χ,w−nα〉 > 0. If w−n+1α ∈ Φ−, then by our assumption for
−w−n+1α, we have that 〈χ,w−nα〉 6 0, which is a contradiction. So
w−n+1α ∈ Φ+. One can show by induction that w−iα ∈ Φ+ for i 6 n.
In particular, w−1α ∈ Φ+.
We have that w = xw1 for some w1 ∈
I(tχ)W and x ∈ WI(tχ). Let x =
si1 · · · sil be a reduced expression of x. Then for α = αi1 , si1αi2, · · · ,
si1 · · · sil−1αil, w
−1α = w−11 x
−1α ∈ w−11 Φ
−
I(tχ) ⊂ Φ
−. Thus for n > 0,
〈χ,w−nα〉 = 0. Notice that si1αi2 = αi2 + aαi1 for some a ∈ Z. Since
〈χ,w−nαi1〉 = 〈χ,w
−n(αi2 + aαi1)〉 = 0, we have that 〈χ,w
−nαi2〉 = 0.
One can show in the same way that 〈χ,w−nαi〉 = 0 for i = i1, · · · , il
and n > 0.
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We have that wn = (xw1)
n = (w1)
ny, where
y = (w−n1 xw
n
1 )(w
−n+1
1 xw
n−1
1 ) · · · (w
−1
1 xw1)
is generated by sα for < χ, α >= 0. In particular, yχ = χ. Now
〈χ,w−nα〉 = 〈χ, y−1w−n1 α〉 = 〈yχ, w
−n
1 α〉 = 〈χ,w
−n
1 α〉.
By the previous lemma, i ∈ I(tχw1) for i = i1, · · · , il. Thus x ∈
WI(tχw1) and t
χw ∈W.
3.2. Let w˜ = t[a1,··· ,an]σ for ai ∈ Z and σ ∈ S ′n. Set
ai(w˜) = (ai, aσ−1(i), · · · ) ∈ Z
∞,
here a−i = −ai for i ∈ {1, · · · , n}. Then for τ ∈ S
′
n, τw˜τ
−1 =
t[aτ−1(1),··· ,aτ−1(n)]τστ−1 and
(1) aτ(i)(τw˜τ
−1) = (ai, aσ−1(i), · · · , ) = ai(w˜).
The explicit description of W for classical types follows from Propo-
sition 3.3.
Type A. If σ ∈ Sn, then for τ ∈ Sn, τw˜τ
−1 ∈ W if and only if for
1 6 i, j 6 n with ai(w˜) > aj(w˜), we have that τ(i) < τ(j), in other
words, aτ−1(1)(w˜) > · · · > aτ−1(n)(w˜).
Type B and C. For τ ∈ S ′n, τw˜τ
−1 ∈W if and only if aτ−1(1)(w˜) >
· · · > aτ−1(n)(w˜) > (0, 0, · · · ).
Type D. For τ ∈ W (Dn), τw˜τ
−1 ∈ W if and only if aτ−1(1)(w˜) >
· · · > aτ−1(n)(w˜) and aτ−1(n−1) + aτ−1(n) > (0, 0, · · · ). This condi-
tion is equivalent to aτ−1(1)(w˜) > · · · > aτ−1(n−1)(w˜) > (0, 0, · · · ) and
aτ−1(n−1)(w˜) > ±aτ−1(n)(w˜).
3.3. Let w˜ = tχσ with χ ∈ Zn and σ ∈ S ′n. We say that w˜ is quasi-
positive if it satisfies
(1) ai(w˜) > (0, 0, · · · ) for all i.
(2) If ai(w˜) = (0, 0, · · · ), then σ
−1(j) > 0 for j < max{|(σ)l(i)|; l ∈
Z}.
So if w˜ is quasi-positive, then in particular all the entries of χ are
non-negative.
Let w˜ ∈ Zn ⋊ S ′n and τ = (t1, · · · , tn) ∈ (Z/2Z)
n ⊂ S ′n. If τw˜τ
−1 is
quasi-positive, then by condition (1), ti > 0 if ai(w˜) > (0, 0, · · · ) and
ti < 0 if ai(w˜) < (0, 0, · · · ). The reason for condition (2) here is to
guarantee that each orbit of (Z/2Z)n on Zn ⋊ S ′n (for the conjugation
action) contains a unique quasi-positive element.
For example, the element (1, 2,−1,−2), (1,−2,−1, 2) ∈ S ′2 ⊂ Z
2⋊S ′2
are in the same orbit of (Z/2Z)2 and both satisfy condition (1), but
only (1,−2,−1, 2) satisfies condition (2). Thus (1,−2,−1, 2) is quasi-
positive, but (1, 2,−1,−2) is not quasi-positive.
It is also easy to see that
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(3) Any two quasi-positive elements in a given S ′n-conjugacy class
are conjugated by an element in Sn.
However, not all the element conjugated to a quasi-positive element
by Sn are still quasi-positive. In the above example, (1, 2,−1,−2) =
(12)(1,−2,−1, 2)(12) is not quasi-positive.
The following variation of Proposition 3.1 for classical types is very
useful in the study of minimal length elements.
Corollary 3.4. Let W˜ ! be of classical type and w˜ ∈ W˜ !int.
(1) If W˜ is of type A, then there exists τ ∈ Sn such that w˜ → τw˜τ
−1
and aτ−1(1)(w˜) > · · · > aτ−1(n)(w˜). If w˜ is quasi-positive, then τw˜τ
−1
is automatically quasi-positive.
(2) If W˜ ! is of type B, C or D, then there exists τ ∈ S ′n such that
w˜→˜τw˜τ−1, τw˜τ−1 is quasi-positive and aτ−1(1)(w˜) > · · · > aτ−1(n)(w˜) >
(0, 0, · · · ). If moreover, w˜ is quasi-positive, then we may choose such
τ in Sn.
By Proposition 3.1, there exists τ ∈ W such that w˜ → τw˜τ−1 and
τw˜τ−1 ∈W. If W˜ ! is of type A, by §3.2 we have that aτ−1(1)(w˜) > · · · >
aτ−1(n)(w˜). If moreover, w˜ ∈ W˜
! is quasi-positive, then ai(w˜), · · · , an(w˜) >
(0, 0, · · · ) and a1(τw˜τ
−1), · · · , an(τw˜τ
−1) > (0, 0, · · · ) for all τ ∈ Sn.
This finishes the proof for type A.
Now assume that W˜ ! is of type B, C or D. We first show that
(a) There exists σ ∈ S ′n such that w˜→˜σw˜σ
−1 and aσ−1(1)(w˜) > · · · >
aσ−1(n)(w˜) > (0, 0, · · · ).
Let τ ∈ W with w˜ → τw˜τ−1 and τw˜τ−1 ∈W. By §3.2, aτ−1(1)(w˜) >
· · · > aτ−1(n)(w˜) > (0, 0, · · · ) for type B and C.
Now we consider type D. By §3.2, aτ−1(1)(w˜) > · · · > aτ−1(n−1)(w˜) >
(0, 0, · · · ) and aτ−1(n−1)(w˜) > ±aτ−1(n)(w˜). The statement holds if
aτ−1(n)(w˜) > (0, 0, · · · ). If aτ−1(n)(w˜) < (0, 0, · · · ), then aτ−1(n−1)(w˜) >
−aτ−1(n)(w˜) > (0, 0, · · · ).
Notice that S ′n = W (Dn)⋊ < ι > and by definition, τw˜τ
−1≈˜ιτw˜τ−1ι−1.
Since (ιτ)−1(i) = τ−1ι−1(i) =
{
i, if i 6= n
−n, if i = n
, we have that aτ−1(i)(w˜) =
a(ιτ)−1(i)(w˜) for i 6= n and a(ιτ)−1(n)(tw) = −aτ−1(n)(w˜). So w˜→˜(ιτ)w˜(ιτ)
−1
and a(ιτ)−1(1)(w˜) > · · · > a(ιτ)−1(n)(w˜) > (0, 0, · · · ).
(a) is proved.
Let w˜1 = σw˜σ
−1 with σ in (a). We may assume that w˜1 = t
[a1,··· ,an]w
with ai ∈ Z and w ∈ S ′n. Then there exists 0 6 i 6 n such that
a1(w˜1) > · · · > ai(w˜1) > (0, 0, · · · ) = ai+1(w˜1) = · · · = an(w˜1).
We show that
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(b) ai+1 = · · · = an = 0 and w ∈ S
′
i × S
′
n−i ⊂ S
′
n. Here S
′
i is the
the group of permutations on {±1, · · · ,±i} and S ′n−i is the group of
permutations on {±(i+ 1), · · · ,±n}.
By definition, aj(w˜1) = (aj , aw−1(j)(w˜1)). Thus for j > i, aj = 0
and aw−1(i)(w˜1) = (0, · · · , 0). Since ak(w˜1) > (0, 0, · · · ) for k 6 i, we
must have that w−1(i) ∈ {±(i+1), · · · ,±n}. Since w is a permutation
of finite order on {±1, · · · ,±n}, each orbit of w is a finite set and is
contained in {±(i + 1), · · · ,±n} or contains no elements in {±(i +
1), · · · ,±n}. Thus w ∈ S ′i × S
′
n−i.
(b) is proved.
Let w = w1w2 with w1 ∈ S
′
i and w2 ∈ S
′
n−i. Set w˜
′ = t[a1,··· ,an]w1.
Then for any w′ ∈ S ′n−i, w˜
′w′ = w′w˜′ and l(w˜′w′) = l(w˜′) + l(w′). Here
l is the length function on W˜ !. So for any w′, w′′ ∈ S ′n−i and a simple
reflection of W that is in S ′n−i, w
′ i−→ w′′ if and only if w˜′w′
i
−→ w˜′w′′.
By [GP1, Proposition 2.3], w2 → w
′
2 for some w
′
2 of the form (i +
b1,−(i+b1))
ǫ1(i+b1+b2,−(i+b1+b2))
ǫ2 · · · (n,−n)ǫk(i+1, i+2, · · · , i+
b1)(i+b1+1, i+b1+2, · · · , i+b1+b2) · · · (n−bk+1, n−bk+2, · · · , n), with
b1+ · · ·+bk = n− i and ǫ1, · · · , ǫk ∈ {0, 1}. Here (i+1, i+2, · · · , i+b1)
is a positive block and (i + b1,−(i + b1))(i + 1, i + 2, · · · , i + b1) is a
negative block in the sense of [GP1, 2.2].
Let σ′ ∈ S ′n−i with w
′
2 = σ
′w2(σ
′)−1. Then w˜′w′2 = σ
′w˜1(σ
′)−1 =
(σ′σ)w˜(σ′σ)−1 and w˜→˜w˜1→˜w˜
′w′2. Moreover, ai(w˜
′w′2) = ai(w˜1) for
any i. So a1(w˜
′w′2) > · · ·an(w˜
′w′2) > (0, 0, · · · ). The condition (2) in
the definition of quasi-positivity is also satisfied for w˜′w′2. Thus w˜
′w′2
is quasi-positive. The “moreover” part follows from §3.3 (3).
4. P -operators
In this section, we introduce P -operators on Zn ⋊ Sn and Zn ⋊ S ′n
and discuss some relations between P -operators and terminal elements
in classical affine Weyl groups. We first discuss some general results on
terminal elements.
Lemma 4.1. Let w˜, x˜ ∈ W˜ with l(x˜−1w˜) = l(w˜) − l(x˜). If w˜ is a
terminal element, then w˜≈˜x˜−1w˜x˜.
We argue by induction on l(x˜). If l(x˜) = 0, then the statement is
obvioius. Now assume that x˜ = six˜
′ for some i ∈ I˜ with x˜′ < x˜. Since
l((x˜′)−1siw˜) = l(w˜) − l(x˜
′) − 1, we have that l(siw˜) = l(w˜) − 1 and
w˜→˜siw˜si. Since w˜ is terminal, l(siw˜si) = l(w˜). Notice that
l(x˜−1w˜) + 1 > l(x˜−1w˜si) = l((x˜
′)−1siw˜si) > l(siw˜si)− l(x˜
′)
= l(w˜)− l(x˜) + 1 = l(x˜−1w˜) + 1.
Therefore l((x˜′)−1siw˜si) = l(w˜)− l(x˜
′). By induction hypothesis,
w˜ ≈ siw˜si≈˜(x˜
′)−1siw˜six˜
′ = x˜−1w˜x˜.
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4.1. Let w˜ = tχw with χ ∈ P ∨+ and w ∈ W . For γ ∈ P
∨
+ , we say that
γ is minuscule for w˜ if for any α ∈ Φ+ with 〈γ, α〉 > 2,
〈χ− γ, α〉 >
{
−1, if w−1α ∈ Φ+
0, if w−1α ∈ Φ−
.
If γ is a minuscule coweight, then 〈γ, α〉 6 1 for all α ∈ Φ+ and
the condition above is automatically satisfied. On the other hand, for
w˜ = 1, we have that 〈χ− γ, α〉 = −〈χ, α〉. In this case, γ is minuscule
for w˜ = 1 if and only if γ = 0 or is a minuscule coweight.
The following result provides some element τ with l(τ−1w˜) = l(w˜)−
l(τ).
Lemma 4.2. Let w˜ = tχw with χ ∈ P ∨+ and w ∈ W . Let γ ∈ P
∨
+ such
that γ is minuscule for w˜. Set τ = tγwI(tγ)wS. Then
l(τ−1w˜) = l(w˜)− l(τ).
We have that τ−1w˜ = wSwI(tγ )t
χ−γw. Notice that for any α ∈ Φ+,
wSwI(tγ )α ∈ Φ
+ if and only if α ∈ Φ+I(tγ ). By definition,
l(τ−1w˜) =
∑
α∈Φ+
I(tγ )
,w−1α∈Φ+
|〈χ− γ, α〉|+
∑
α∈Φ+
I(tγ )
,w−1α∈Φ−
|〈χ− γ, α〉 − 1|
+
∑
α∈Φ+−Φ+
I(tγ )
,w−1α∈Φ+
|〈χ− γ, α〉+ 1|
+
∑
α∈Φ+−Φ+
I(tγ )
,w−1α∈Φ−
|〈χ− γ, α〉|
For α ∈ Φ+I(tγ ), |〈χ−γ, α〉| = |〈χ, α〉| and |〈χ−γ, α〉−1| = |〈χ, α〉−1|.
For α ∈ Φ+ − Φ+I(tγ ) with w
−1α ∈ Φ+, |〈χ − γ, α〉 + 1| = 〈χ, α〉 −
(〈γ, α〉 − 1) = |〈χ, α〉| − |〈γ, α〉 − 1|.
For α ∈ Φ+ − Φ+I(tγ ) with w
−1α ∈ Φ−, if 〈χ − γ, α〉 > 0, then
〈χ, α〉 > 〈γ, α〉 > 1. In this case, |〈χ− γ, α〉| = 〈χ− γ, α〉 = |〈χ, α〉 −
1|−|〈γ, α〉−1|. If 〈χ−γ, α〉 < 0, then 〈χ, α〉 = 0 and 〈γ, α〉 = 1 since γ is
minuscule for w˜. In this case, |〈χ−γ, α〉| = 1 = |〈χ, α〉−1|−|〈γ, α〉−1|.
Therefore l(τ−1w˜) = l(w˜)− l(τ).
4.2. We recall some basic properties on the lexicographic order.
Let (P,6) be a total order set.
For two sequences µ = (a1, a2, · · · , an) and µ
′ = (a′1, a
′
2, · · · , a
′
n) in
P n, we say that µ > µ′ if there exists 1 6 i 6 n such that aj = a
′
j
for j < i and ai > a
′
i. For any sequence µ = (a1, · · · , an) ∈ P
n, define
|µ| =
∑n
i=1 ai and µ[i] = (ai+1, ai+2, · · · , an, a1, a2, · · · , ai).
For two sequences θ = (a1, a2, · · · , ) and θ
′ = (a′1, a
′
2, · · · , ) in P
∞,
we say that θ > θ′ if there exists i ∈ N such that aj = a′j for j < i and
ai > a
′
i. We define θ[i] = (ai+1, ai+2, · · · ) ∈ P
∞.
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It is easy to see that
(1) If θ ∈ P n, then θ[i] = θ if and only if θ is of the from (γ, γ, · · · , γ)
for some γ ∈ P gcd(n,i).
(2) If θ ∈ P∞, then θ[i] = θ if and only if θ is of the form (γ, γ, · · · )
for some γ ∈ Zi.
(3) If α, α′ ∈ P n and β, β ′ ∈ Pm with α > α′ and β > β ′, we have
that (α, β) > (α′, β ′).
(4) If θ = (a1, a2, · · · ) ∈ P
∞ and γ ∈ P n is an upper bound of
length-n subsequences in θ (i.e., γ > (al, al+1, · · · , al+n−1) for all l).
Then (γ, θ) > θ.
Lemma 4.3. Let (P,6) be a total order set. For any n ∈ N, define
the action of Sn on P
n by τ · (p1, · · · , pn) = (pτ−1(1), · · · , pτ−1(n)). If
a, a′ ∈ P n, b, b′ ∈ Pm with max{Sn · a} > max{Sn · a
′} and max{Sm ·
b} > max{Sm · b
′}. Then max{Sn+m · (a, b)} > max{Sn+m · (a
′, b′)}.
We argue by induction on n +m. The lemma holds for n +m = 1.
Now assume that n + m = k > 0 and the lemma holds for n +m =
k−1. Let a = (a1, · · · , an), a
′ = (a′1, · · · , a
′
n) and b = (b1, · · · , bm), b
′ =
(b′1, · · · , b
′
m) with ai, a
′
i, bj , b
′
j ∈ P . Without loss of generality, we may
assume that a1 > ai for any i and a1 > bj for any j. Then a1 > maxi a
′
i
and a1 > maxj b
′
j .
If a1 > maxi a
′
i and a1 > maxj b
′
j , then max{Sk · (a, b)} > max{Sk ·
(a′, b′)}.
If a1 = maxi a
′
i, then we may assume that a
′
i = a1. Set c =
(a2, · · · , an) and c
′ = (a′1, · · · , aˆ
′
i, · · · , a
′
n). Then
max(Sn·a) = (a1,max{Sn−1·c}) and max(Sn·a
′) = (a1,max{Sn−1·c
′}).
So max{Sn−1·c} > max{Sn−1·c
′}. By induction hypothesis, max{Sk−1·
(c, b)} > max{Sk−1 · (c
′, b′)}. So
max{Sk · (a, b)} = (a1,max{Sk−1 · (c, b)}) > (a1,max{Sk−1 · (c
′, b′)})
= max{Sk · (a
′, b′)}.
If a1 > maxi a
′
i but a1 = maxj b
′
j . Then maxj bj = maxj b
′
j = a1. By
the same argument as we did in the previous case (for b, b′ instead of
a, a′), we also have that max{Sk · (a, b)} > max{Sk · (a
′, b′)}.
In the rest of this section, we introduce P -operators for classical
types. This is related to Lemma 4.2.
4.3. Let w˜ = tχσ be a quasi-positive element with χ = [a1, · · · , an] for
ai ∈ Z and σ ∈ S ′n. Let θ ∈ Z
∞ with positive leading entry. In this
case, we define eθ(w˜) = [c1, · · · , cn], where
ci =
{
1, if ai(w˜) > θ;
0, otherwise.
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Then
(1) for τ ∈ Sn, τeθ(w˜) = [cτ−1(1), · · · , cτ−1(n)] = eθ(τw˜τ
−1).
We let Pθ(w˜) be the unique quasi-positive element in (Z/2Z)n-conjugacy
class of t−eθ(w˜)w˜teθ(w˜) = tχ−eθ(w˜)+σeθ(w˜)σ. We call Pθ a P -operator.
In the special case where θ > ai(w˜) for all i, we have that eθ(w˜) =
[0, · · · , 0] and Pθ(w˜) = w˜.
For any a ∈ N, It is easy to see that eθ+[a,a,··· ](t[a,··· ,a]w˜) = eθ(w˜).
Thus
(2) t[a,··· ,a]Pθ(w˜) = Pθ+[a,a,··· ](t
[a,··· ,a]w˜).
By (1), for any τ ∈ Sn, τ(χ− eθ(w˜) + σeθ(w˜)) = τχ − eθ(τw˜τ
−1) +
τστ−1eθ(τw˜τ
−1). Hence by §3.3 (3),
(3) For any τ ∈ Sn, Pθ(τw˜τ
−1) ∈ Sn · Pθ(w˜).
Lemma 4.4. Let w˜ = tχσ be a quasi-positive element with χ = [a1, · · · , an]
for ai ∈ Z and σ ∈ Sn. Let θ ∈ Z∞ with positive leading entry. Then
Pθ(w˜) = t
−eθ(w˜)w˜teθ(w˜) = tχ−eθ(w˜)+σeθ(w˜)σ.
We assume that eθ(w˜) = [c1, · · · , cn]. Then χ − eθ(w˜) + σeθ(w˜) =
[a′1, · · · , a
′
n], where a
′
i = ai − ci + cσ−1(i). Since σ ∈ Sn, σ
−1(i) > 0 and
cσ−1(i) > 0 for 1 6 i 6 n.
If ai > 0, then ai − ci > 0 and a
′
i > 0.
If ai = 0, then ai(w˜) < θ since the leading entry of θ is positive.
Hence ci = 0 and a
′
i > 0.
Therefore ai(t
χ−eθ(w˜)+σeθ(w˜)σ) > (0, 0, · · · ). Since σ ∈ Sn, condition
(2) in the definition of quasi-positive element is automatically satisfied.
Thus tχ−eθ(w˜)+σeθ(w˜)σ is quasi-positive and Pθ(w˜) = t
χ−eθ(w˜)+σeθ(w˜)σ.
Proposition 4.5. Let W˜ ! be of classical type. Let w˜ ∈ Zn ⋊ S ′n be
quasi-positive and θ ∈ Z∞ with positive leading entry. If w˜′ ∈ W · w˜
is a terminal element in W˜ !, then then there exists a terminal element
w˜1 ∈ Sn · Pθ(w˜) such that w˜
′≈˜w˜1.
We first prove for type A. By Corollary 3.4, then there exists τ ∈ Sn
such that w˜′ → τw˜τ−1 and aτ−1(1)(w˜) > · · · > aτ−1(n)(w˜). Since w˜
′ is
terminal, τw˜τ−1 is also terminal and w˜′ ≈ τw˜τ−1.
Let 0 6 i 6 n + 1 with aτ−1(i)(w˜) > θ > aτ−1(i+1). Set γ =
∑
j6i ej .
Then γ = eθ(τw˜τ
−1) and τ−1γ = eθ(w˜). By definition, γ is either 0
or [1, 1, · · · , 1] or a fundamental coweight. Hence γ is minuscule for
τw˜τ−1.
By Lemma 4.2, there exists x ∈ Sn such that l(x
−1t−γτw˜τ−1) =
l(τw˜τ−1)−l(tγx). By Lemma 4.4, t−τ
−1γw˜tτ
−1γ = Pθ(w˜). So by Lemma
4.1,
τw˜τ−1≈˜(tγx)−1τw˜τ−1(tγx) = x−1τPθ(w˜)τ
−1x ∈ Sn · Pθ(w˜).
Since τw˜τ−1 is terminal, x−1τPθ(w˜)τ
−1x is also terminal. The Propo-
sition is proved for Type A.
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Now we assume that W˜ ! is of type B, C or D. By Corollary 3.4, then
there exists w˜′′ ∈ S ′n · w˜
′ = S ′n · w˜ such that w˜
′→˜w˜′′, w˜′′ is quasi-positive
and a1(w˜
′′) > · · · > an(w˜
′′) > (0, 0, · · · ). Since w˜′ is terminal, w˜′′ is
also terminal and w˜′≈˜w˜′′. Since w˜ is quasi-positive, by §3.3 (3), there
exists τ ∈ Sn such that w˜
′′ = τw˜τ−1.
Let 0 6 i 6 n + 1 with aτ−1(i)(w˜) > θ > aτ−1(i+1). Set γ =
∑
j6i ej .
Then γ = eθ(τw˜τ
−1) and τ−1γ = eθ(w˜).
Assume that τw˜τ−1 = t[a1,··· ,an]σ. Then a1 > · · · > ai > 1. Notice
that for any α ∈ Φ+ with 〈γ, α〉 > 2, we have that α = ej + ej′ for
some j, j′ 6 i and 〈γ, α〉 = 2. It is easy to see that γ is minuscule for
τw˜τ−1.
By Lemma 4.2, there exists x ∈ W such that l(x−1t−γτw˜τ−1) =
l(τw˜τ−1)− l(tγx). So by Lemma 4.1,
τw˜τ−1≈˜(tγx)−1τw˜τ−1(tγx) = x−1τ(t−eθ(w˜)w˜teθ(w˜))τ−1x ∈ S ′n · Pθ(w˜).
By Corollary 3.4, there exists a quasi-positive w˜1 ∈ Sn · Pθ(w˜) such
that x−1τ(t−eθ(w˜)w˜teθ(w˜))τ−1x→˜w˜1. Since τw˜τ
−1 is terminal, w˜1 is also
terminal.
5. Properties of P -operators
In this section, we study elements tχσ with σ ∈ (12 · · ·n)(Z/2Z)n ⊂
S ′n. As we will see in the next section, the general case can be essentially
reduce to these elements.
5.1. For anym ∈ Z, set χn,m = (a1, · · · , an) and χ′n,m = (an, an−1, · · · , a1),
where ai = ⌈
im
n
⌉ − ⌈ (i−1)m
n
⌉. Here ⌈x⌉ = min{k ∈ Z; k > x}. Set
w˜n,m = t
χ′n,m(12 · · ·n).
Then it is easy to see that an(w˜n,m) = (χn,m, χn,m, · · · ).
Set w˜′n,0 = (n,−n)(12 · · ·n). Then by definition w˜
′
n,0 is quasi-positive
and for any θ ∈ Z∞ with positive leading entry, Pθ(w˜′n,0) = w˜
′
n,0.
For any m ∈ N with m | n, set
w˜′n,m = t
χ′n,m(n/m,−n/m)(2n/m,−2n/m) · · · (n,−n)(12 · · ·n).
It is easy to see that w˜′n,m is quasi-positive and an(w˜
′
n,m) = (γ,−γ, γ,−γ, · · · ),
here γ = (1, 0, 0, · · · , 0) ∈ Zn/m.
5.2. We give two examples of w˜′n,m here.
(1) χ6,2 = (1, 0, 0, 1, 0, 0) and w˜
′
6,2 = t
[0,0,1,0,0,1](1, 2,−3,−4,−5, 6).
For θ ∈ Z∞ with positive leading entry and θ 6 a6(w˜
′
6,2), we have that
eθ(w˜
′
6,2) = [0, 0, 1, 0, 0, 1] and Pθ(w˜
′
6,2) is the unique quasi-positive ele-
ment in (Z/2Z)6-conjugacy class of t[1,0,0,1,0,0](1, 2,−3,−4,−5, 6). Hence
Pθ(w˜
′
6,2) = t
[1,0,0,1,0,0](1, 2, 3,−4,−5,−6) = (123456)w˜′6,2(123456)
−1.
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(2) χ3,3 = (1, 1, 1) and w˜
′
3,3 = t
[1,1,1](1,−2, 3,−1, 2,−3). For θ ∈ Z∞
with positive leading entry and θ 6 a3(w˜
′
3,3), we have that eθ(w˜
′
3,3) =
[1, 1, 1] and Pθ(w˜
′
3,3) is the unique quasi-positive element in (Z/2Z)
3-
conjugacy class of t[−1,−1,−1](1,−2, 3,−1, 2,−3). Hence
Pθ(w˜
′
3,3) = t
[1,1,1](1,−2, 3,−1, 2,−3) = (123)w˜′3,3(123)
−1.
In both examples, if θ > an(w˜
′
n,m), then by §4.3, Pθ(w˜
′
n,m) = w˜
′
n,m.
In general, w˜′n,m is “stable under the P -operator in the following
sense by direct calculation.
Proposition 5.1. Let m ∈ N with m | n and θ ∈ Z∞ with positive
leading entry positive. Then w˜′n,m is quasi-positive and Pθ(w˜
′
n,m) =
w˜′n,m or (12 · · ·n)w˜
′
n,m(12 · · ·n)
−1.
The element w˜n,m is also “stable” under the P -operators. The proof
will be given in §5.3.
Proposition 5.2. Let m ∈ N and θ ∈ Z∞. Then there exists i ∈ Z
such that
Pθ(w˜n,m) = (12 · · ·n)
iw˜n,m(12 · · ·n)
−i.
Lemma 5.3. For any m ∈ Z, we have that
(1) χn,m > χn,m[i] for all i.
(2) For any χ′ ∈ Zn with |χ′| = m, maxi χ′[i] > χn,m.
Let ai = ⌈
im
n
⌉ − ⌈ (i−1)m
n
⌉. By definition,
(a) ⌈x+ y⌉ 6 ⌈x⌉ + ⌈y⌉ 6 ⌈x+ y⌉+ 1.
If χn,m[i] > χn,m, then there exists 1 6 j 6 n such that ai+k = ak for
k < j and that ai+j > aj. Therefore
⌈
(i+ j)m
n
⌉ − ⌈
im
n
⌉ = ai+1 + · · ·+ ai+j > a1 + · · ·+ aj = ⌈
jm
n
⌉.
This contradicts (a). So χn,m[i] 6 χn,m for all i and part (1) is proved.
We prove part (2) by induction on n. The case where n = 1 is trivial.
Assume that part (2) holds for all n′ < n. Let χ′ = (a′1, · · · , a
′
n) with∑
a′i = m. After rearranging {1, · · · , n}, we may assume that χ
′ > χ′[i]
for all i.
If χ′ < χn,m, then there exists 1 < i < n such that aj = a
′
j for j < i
and a′i < ai. So
∑i
j=1 a
′
i <
∑i
j=1 ai = ⌈
im
n
⌉ and
n∑
j=i+1
a′j > m− ⌈
im
n
⌉+ 1 > ⌈
(n− i)m
n
⌉ =
n−i∑
j=1
ai.
By induction hypothesis, there exists k > i, such that
(a′k+1, a
′
k+2, · · · , a
′
n, a
′
i+1, a
′
i+2, · · · , a
′
k) > (a1, · · · , an−i)
in Zn−i. In particular, (a′k+1, · · · , a
′
n) > (a1, · · · , an−k) > (a
′
1, · · · , a
′
n−k).
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By our assumption on χ′, (a′1, · · · , a
′
k) is an upper bound of the
length-k subsequence of (χ′, χ′, · · · ) ∈ Z∞. Hence (a′k+1, · · · , a
′
n) is
also an upper bound of the length-k subsequence of (χ′, χ′, · · · ). By
§4.2 (4), (χ′[k], χ′[k], · · · ) = (a′k+1, · · · , a
′
n, χ
′, χ′, · · · ) > (χ′, χ′, · · · ). In
particular, χ′[k] > χ′. Therefore χ′ = χ′[k]. Let d = gcd(k, n). Then
there exists γ ∈ Zd, such that χ′ = (γ, γ, · · · , γ). Since |χ′| = m
and χ′ < χn,m, we have that d | m and that γ 6 (a1, · · · , ad). On
the other hand, (a′k+1, · · · , a
′
n) > (a1, · · · , an−k). So γ > (a1, · · · , ad).
Hence γ = (a1, · · · , ad). By the definition of χn,m, we have that χn,m =
(γ, γ, · · · , γ) = χ′, which is a contradiction. Part (2) is proved.
Lemma 5.4. Let 0 < r < n and c = gcd(r, n). Let ai =
{
1, if 1 6 i 6 r
0, if r < i 6 n
and let Ωr = t
[a1,··· ,an]wS−{r}wS be a length 0-element in W˜
!
A. Then
there exists τ ∈ Sn such that Ωr(12 · · · c) = τw˜n,rτ
−1.
We consider the action of wI−{r}wI on {1, · · · , n}. By definition,
wI−{r}wI(i) = j if and only if j ≡ i + r mod n. Hence the orbits of
wI−{r}wI on {1, · · · , n} are given by the mod c-equivalence classes.
Therefore wI−{r}wI(12 · · · c) acts transitively on {1, 2, · · · , n}.
Assume that a1(Ωr(12 · · · c)) = [b1, b2, · · · , bn, b1, b2, · · · , bn, · · · ]. Then
bi ∈ {0, 1} and bi = 1 if and only if 1 − (i − 1)r ≡ j mod n for some
1 6 j 6 r. In other words, bi = ⌈
1−(i−1)r
n
⌉ − ⌈1−ir
n
⌉.
We show that
(a) ⌈1−ir
n
⌉+ ⌈ ir
n
⌉ = 1 for any i ∈ Z.
Assume that ir = xn + y for some x ∈ Z and 0 6 y < n. Then
⌈1−ir
n
⌉ = ⌈1−y
n
⌉ − x and ⌈ ir
n
⌉ = ⌈ y
n
⌉ + x. Notice that if y = 0, then
⌈1−y
n
⌉ = 1 and ⌈ y
n
⌉ = 0. If 1 < y < n, then ⌈1−y
n
⌉ = 0 and ⌈ y
n
⌉ = 1.
Therefore, ⌈1−ir
n
⌉+ ⌈ ir
n
⌉ = 1. (a) is proved.
Hence bi = ⌈
ir
n
⌉ − ⌈ (i−1)r
n
⌉ for all i. So
a1(Ωr(12 · · · c)) = an(w˜n,r) = [χn,r, χn,r, · · · ].
Now define τ(i) =
(
wI−{r}wI(12 · · · c)
)i
(1). Then we have that
Ωr(12 · · · c) = τw˜n,rτ
−1.
5.3. Proof of Proposition 5.2. By §4.3 (2), it suffices to prove
the case where 0 6 m < n. If m = 0, then w˜n,0 = (12 · · ·n) and
Pθ(w˜n,0) = (12 · · ·n) for any θ ∈ Z∞. Now suppose that 0 < m < n.
Let d = gcd(n,m). Then χn,m = (χn
d
,m
d
, · · · , χn
d
,m
d
). It is easy to see
that Pθ(w˜n,m) = t
[χ,χ,··· ,χ](12 · · ·n), where χ ∈ Z
n
d with Pθ(w˜n
d
,m
d
) =
tχ(12 · · · n
d
). Therefore it suffice to prove the case where n and m are
relatively prime.
We regard w˜n,m as an element in W˜
!
A. By Lemma 5.4, there ex-
ists τ ∈ Sn with τw˜n,mτ
−1 = Ωm. Since Ωm is of length 0, it is a
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terminal element. By Proposition 4.5, there exists τ ′ ∈ Sn such that
l(τ ′Pθ(τw˜n,mτ
−1)(τ ′)−1) = l(τw˜n,mτ
−1) = 0.
Hence τ ′Pθ(τw˜n,mτ
−1)(τ ′)−1 = τ ′τPθ(w˜n,m)τ
−1(τ ′)−1 is of length 0.
Therefore τ ′τPθ(w˜n,m)τ
−1(τ ′)−1 = Ωm. Set σ
′ = τ−1τ ′τ ∈ Sn. Then
Pθ(w˜n,m) = σ
′w˜n,m(σ
′)−1. In particular, (12 · · ·n) = σ′(12 · · ·n)(σ′)−1.
So σ′ = (12 · · ·n)i for some i.
5.4. In the rest of this section, we show that given any quasi-positive
element with σ ∈ (12 · · ·n)(Z/2Z)n, one can get w˜n,m or w˜′n,m by ap-
plying successive P -operator.
We introduce the notation →֒.
Let w˜ = t[a1,··· ,an]σ be a quasi-positive element with ai ∈ Z and
σ ∈ S ′n. We say that θ ∈ Z
∞ is extreme for w˜ if its leading entry equals
max{a1, · · · , an, 1}. We write w˜ →֒ w˜
′ if there exits finite sequences
w˜ = w˜0, w˜1, · · · , w˜k = w˜
′ and γ1, · · · , γk ∈ Zn such that γi is extreme
for w˜i−1 and w˜i = Pγi(w˜i−1) for all i.
Proposition 5.5. Let w˜ = t[a1,··· ,an]σ be a quasi-positive element with
ai ∈ Z and σ ∈ (12 · · ·n)(Z/2Z)n ⊂ S ′n. Then w˜ →֒ w˜
′
n,0 or w˜ →֒
w˜′n,m with m ∈ N with m | n or w˜ →֒ (12 · · ·n)
iw˜n,m(12 · · ·n)
−i for
some m > 0 and i ∈ Z. If moreover, σ = (12 · · ·n), then w˜ →֒
(12 · · ·n)iw˜n,m(12 · · ·n)
−i for some m > 0 and i ∈ Z.
The proof will be given in §5.8.
Lemma 5.6. For any quasi-positive element w˜ = t[a1,··· ,an]σ, set
ev0(w˜) =
∑
i
ai and ev1(w˜) = (x, y),
where x = maxi ai and y = ♯{i; ai = x}. Then for any w˜
′ with w˜ →֒ w˜′,
ev0(w˜
′) 6 ev0(w˜) and ev1(w˜
′) 6 ev1(w˜) for the lexicographic order on
Z× N.
It suffices to prove the case where w˜′ = Pθ(w˜) for some θ extreme for
w˜. If x = 0, then w˜′ = w˜ and the lemma is obvious. Now we assume
that x > 1.
Since w˜ is quasi-positive, we have that a1, · · · , an > 0. Suppose that
eθ(w˜) = [c1, · · · , cn]. Set a
′
i = ai − ci + cσ−1(i). We show that
(a) |a′i| 6 ai − ci + c|σ−1(i)|.
If ci = 1, then ai > 1. Thus ai − ci > 0 and a
′
i > −1 for any
i. Notice that cσ−1(i) 6 |cσ−1(i)| = c|σ−1(i)|. Thus if a
′
i > 0, then
a′i 6 ai − ci + c|σ−1(i)|. If a
′
i < 0, then ai − ci = 0 and cσ−1(i) = −1. In
this case, we still have that |a′i| 6 ai − ci + c|σ−1(i)|. (a) is proved.
Hence ev0(w˜
′) =
∑
i |a
′
i| 6
∑
i(ai − ci + c|σ−1(i)|) =
∑
i ai = ev0(w˜).
We show that
(b) |a′i| 6 x for all i.
We have seen that a′i > −1. Therefore −a
′
i 6 x for all i. On the
other hand, it is easy to see that a′i 6 x+1. If ai− ci+ cσ−1(i) = x+1,
22 XUHUA HE
then ai = x, ci = 0, σ
−1(i) > 0 and cσ−1(i) = 1. By §4.2 (4), ai(w˜) =
(x, aσ−1(i)(w˜)) > aσ−1(i)(w˜) > θ. Thus ci = 1, which is a contradiction.
(b) is proved.
If ai − ci + cσ−1(i) = x, then (ai, ci, cσ−1(i)) = (x, 1, 1) or (x, 0, 0) or
(x− 1, 0, 1).
If ai − ci + cσ−1(i) = −x, then x = 1, ai − ci = 0 and σ
−1(i) < 0 and
c|σ−1(i)| = 1. Notice that ai(w˜) = (ai,−a|σ−1(i)|(w˜)) > (0, 0, · · · ). Thus
ai = 1, ci = 1, σ
−1(i) < 0 and c|σ−1(i)| = 1.
As a summary,
♯{i; ai − ci = x} = y − ♯{i; ci = 1},
♯{i; ai − ci 6= x, |ai − ci + cσ−1(i)| = x} 6 ♯{i; c|σ−1(i)| = 1}.(c)
Hence ev1(w˜
′) 6 (x, y) with equality holds if and only if the inequality
(c) is an equality.
Lemma 5.7. Let w˜ = t[a1,··· ,an]σ be a quasi-positive element with σ ∈
(12 · · ·n)(Z/2Z)n ⊂ S ′n. If ev1(w˜) = ev1(w˜
′) for any w˜′ with w˜ →֒ w˜′,
then
(1) maxi ai −mini ai 6 1.
(2) If maxi ai > 1, then σ = (12 · · ·n).
Let ev1(w˜) = (a, b). If a 6 1, then the statement is obvious. Now
assume that a > 1. Set θ = [a,−a− 1,−a− 1, · · · ] ∈ Z∞. By assump-
tion on w˜, ev1(Pθ(w˜)) = ev1(w˜). By (c) in the proof of Lemma 5.6, for
any i with ai = a, we have that σ(i) > 0 and aσ(i) > a − 1. Thus θ is
extreme for Pθ(w˜). Since P
2
θ (w˜) = (a, b), for any i with ai = a, we have
that σ2(i) > 0 and aσ2(i) > a−1. One can show by induction on j that
for j > 0, ev1((Pθ)
j(w˜)) = (a, b) and for any i with ai = a, (σ)
j(i) > 0
and b(σ)j (i) > a− 1. Therefore σ = (12 · · ·n) and a− 1 6 bi 6 a for all
i.
Lemma 5.8. Let w˜ = t[a1,··· ,an]σ be a quasi-positive element with σ ∈
(12 · · ·n)(Z/2Z)n ⊂ S ′n. Then one of the following holds:
(1) w˜ →֒ t[a
′
1,··· ,a
′
n](12 · · ·n) for some a′1, · · · , a
′
n > 0 with maxi a
′
i −
mini a
′
i 6 1;
(2) w˜ →֒ w˜′n,m, where m = 0 or m ∈ N and m | n.
Notice that for any quasi-positive element x˜, ev1(x˜) > (0, n). Thus
there exists an element w˜′ such that w˜ →֒ w˜′ and ev1(w˜
′) 6 ev1(w˜
′′)
for any w˜′′ with w˜ →֒ w˜′′. By Lemma 5.6, ev1(w˜
′′) = ev1(w˜
′) for
any w˜′′ with w˜′ →֒ w˜′′. We may assume that w˜′ = t[b1,··· ,bn]σ′ and
ev1(w˜
′) = (a, b). By our assumption on σ, σ′ ∈ (12 · · ·n)(Z/2Z)n.
If a = 0, then w˜′ = σ′. Since w˜′ is quasi-positive, then σ′ = (12 · · ·n)
or (n,−n)(12 · · ·n). If a > 1, then by the previous lemma, maxi a
′
i −
mini a
′
i 6 1 and σ
′ = (12 · · ·n).
Now we consider the case that a = 1 and σ′ /∈ Sn.
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For any element of the form x˜ = t[c1,··· ,cn]τ with 0 6 c1, · · · , cn 6 1
and τ ∈ S ′n, let m(x˜) be the smallest positive integer j such that there
exists i with ci = 1 and cτ−j(i) = −1. We show that
(a) m(w˜′) is finite.
Since σ′ ∈ (12 · · ·n)(Z/2Z)n and a 6= 0, ai(w˜
′) 6= (0, 0, · · · ) for all
i. Since w˜′ is quasi-positive, ai(w˜
′) > (0, 0, · · · ) for all i. Let 1 6
i 6 n with (σ′)−1(i) < 0. Notice that ai(w˜
′) = (bi,−a|(σ′)−1(i)|(w˜
′)) >
(0, 0, · · · ) and a|(σ′)−1(i)|(w˜
′) > (0, 0, · · · ). Thus bi = 1. Let j be the
smallest positive integer such that b(σ′)−j(i) 6= 0. For any 0 < j
′ < j,
b(σ′)−j′ (i) = 0. Hence (σ
′)−1|(σ′)−j
′
(i)| > 0 for 0 < j′ < j. Therefore
(σ′)−j(i) < 0 and b(σ′)−j(i) = −1. (a) is proved.
Now assume that w˜′ →֒ w˜′′ and m(w˜′′) 6 m(w˜′′′) for any w˜′′ →֒ w˜′′′.
Suppose that w˜′′ = t[c1,··· ,cn]τ and m(w˜′′) = j. Let k ∈ {1, · · · , n} such
that ck = 1 and for any k
′ with ck′ = 1, we have that ak(w˜
′′) 6 ak′(w˜
′′).
Then cτ−j(k) = −1 and cτ−j′ (k) = 0 for any 0 < j
′ < j.
Suppose that a−τ−j(k)(w˜
′′) 6= ak(w˜
′′). Then ev1(Pa
−τ−j(k)
(w˜′′)(w˜
′′)) <
ev1(w˜
′′) if j = 1 and m(P
a
−τ−j(k)
(w˜′′)(w˜
′′)) 6 j − 1 if j > 1. This is
a contradiction. Hence a−τ−j(k)(w˜
′′) = ak(w˜
′′). Now it is easy to see
that ak(w˜
′′) = (γ,−γ, γ,−γ, · · · ), here γ = (1, 0, 0, · · · , 0) ∈ Zj . Hence
j | n and w˜′′ = (12 · · ·n)kw˜′n,j(12 · · ·n)
−k. Let θ = ak(w˜
′′). Then
(Pθ)
n−k(w˜′′) = w˜′n,n/j and w˜ →֒ w˜
′ →֒ w˜′′ →֒ w˜′n,n/j.
5.5. By the above Lemma, to prove Proposition 5.5, we only need to
consider the elements of the form t[a1,··· ,an](12 · · ·n), where ai > 0 and
maxi ai−mini ai 6 1. By §4.3 (2), it suffices to consider the case where
ai ∈ {0, 1} for all i. We will relate an element of this form to an element
of the form t[b1,··· ,bp](12 · · ·p) with bi > 0 for some p < n.
5.6. Set
a+i = (0, 1, 1, · · · , 1, 0) ∈ Z
i+3 if i > 0;
a−i = (1, 0, 0, · · · , 0, 1) ∈ Z
3−i if i 6 0.
We define a sign function on Z which is different from the standard
one in order to simplify some notation we’re going to use below. For
i ∈ Z, set
sgn′(i) = sgn(i− 1/2) =
{
+, if i > 0;
−, if i 6 0.
We define the sign function in this way so that a
sgn′(i)
i−1 is defined for all
i ∈ Z.
Let w˜ = t[a1,··· ,an](12 · · ·n) with ai ∈ {0, 1} and both 0 and 1 appear
in {a1, · · · , an}. This is equivalent to say that ai ∈ {0, 1} and
∑
i ai /∈
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{0, n}. Define ev2(w˜) = (c, d), where
c = max{l; ∃i, with ai(w˜) = (a
sgn′(l)
l , ∗) for some ∗},
d = ♯{1 6 i 6 n; ai(w˜) is of the form (a
sgn′(c)
c , ∗)}.
Notice that if θ is extreme for w˜, then Pθ(w˜) = t
[b1,··· ,bn](12 · · ·n) for
some bi > 0. By Lemma 5.6, 0 6 bi 6 1. By Lemma 4.4,
∑
i bi =
∑
i ai.
Therefore ev2(Pθ(w˜)) is also defined.
Lemma 5.9. We keep the notation as in the previous subsection. Let
σ = (12 · · ·n). Then
(1) If c > 0 and θ ∈ Z∞ with the first c + 1 entries are all 1, then
ev2(Pθ(w˜)) 6 ev2(w˜). Moreover, the equality holds if and only if for any
i with ai(w˜) > θ, either aσc+2(i)(w˜) is of the form (a
+
c , ∗) or aσc+1(i)(w˜)
is of the form (a+c−1, ∗).
(2) If c 6 0 and θ ∈ Z∞ is of the form [a−c , ∗], then ev2(Pθ(w˜)) 6
ev2(w˜). Moreover, the equality holds if and only if for any i with
ai(w˜) > θ, either aσ1−c(i)(w˜) is of the form (a
−
c , ∗) or aσ2−c(i)(w˜) is
of the form (a−c−1, ∗).
We only prove part (1). Part (2) can be proved in the same way. Let
eθ(w˜) = [c1, · · · , cn]. We show that
(a) (ci, cσ−1(i)) 6= (1, 1) for any i.
Otherwise, ai = 1 and aσ−1(i)(w˜) > θ. Hence ai(w˜) = (1, aσ−1(i)(w˜))
has the first c+ 2 entries all equal 1. That contradicts the assumption
that ev2(w˜) = (c, d). (a) is proved.
Let γ = (cn, cn−1, · · · , c1). Then
ai(Pθ(w˜)) = ai(w˜)−(γ[n−i], γ[n−i], · · · )+(γ[n−i+1], γ[n−i+1], · · · ).
We show that
(b) for any i, if ai(Pθ(w˜)) is of the form (a
+
c′ , ∗), then c
′ 6 c.
By the proof of Lemma 5.6, if aj−cj+cσ−1(j) = 1, then (aj , cj, cσ−1(j)) =
(1, 0, 0) or (0, 0, 1). Therefore if aj − cj + cσ−1(j) = 1 and aj = 0, then
aσ−1(j) − cσ−1(j) + cσ−2(j) = 0. Now suppose that ai(Pθ(w˜)) is of the
form [a+c′ , ∗] with c
′ > c. Then aσ−k(i) − cσ−k(i) + cσ−k−1(i) = 1 for all
0 < k 6 c′ + 1. Therefore (aσ−k(i), cσ−k(i), cσ−k−1(i)) = (1, 0, 0) for all
0 < k 6 c′. Since ev2(w˜) = (c, d), we must have that c
′ = c + 1 and
aσ−1(i) = · · · = aσ−c′ (i) = 1. Moreover, aσ−c′−1(i) = 0 and cσ−c′−2(i) = 1.
Let γ′ = (1, 1, · · · , 1, 0) ∈ Zc+2. Thus aσ−1(i)(w˜) = (γ
′, aσ−c′−2(i)(w˜)).
By §4.2 (4), we have that aσ−1(i)(w˜) > aσ−c′−2(i)(w˜) > θ. So cσ−1(i) = 1
and aσ−1(i)−cσ−1(i)+cσ−2(i) = 0. That is a contradiction. (b) is proved.
Let m = ♯{1 6 i 6 n; ai(w˜) > θ}. We have that
♯{i; ai(w˜)− (γ[n− i], γ[n− i], · · · ) is of the form (a
+
c , ∗)} = d−m.
By the proof of (b), if ai(w˜)− (γ[n− i], γ[n− i], · · · ) is not of the form
(a+c , ∗) and ai(Pθ(w˜)) is of the form (a
+
c , ∗), then ai(w˜)−(γ[n−i], γ[n−
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i], · · · ) is of the form (a+c−1, ∗) and aσ−c−1(i)(w˜) > θ. Therefore
♯{i; ai(Pθ(w˜)) is of the form (a
+
c , ∗)} 6 d−m+m = d
and the equality holds if and only if for any i with ai(w˜) > θ, either
aσc+2(i)(w˜) is of the form (a
+
c , ∗) or aσc+1(i)(w˜) is of the form (a
+
c−1, ∗).
5.7. Let
∑k
j=1 ij = n. Let a0, a1, · · · , an ∈ Z with a0 = an. Set
γj = [a∑j−1
l=1 il
, a∑j−1
l=1 il+1
, · · · , a∑j−1
l=1 il+ij
] ∈ Zij+1.
Then define
∧(γ1, · · · , γk) = [a0, · · · , an−1].
In other words, ∧(γ1, · · · , γk) is defined if and only if the tail entry of
γj is the head entry of γj+1 for all 0 < j < k and the tail entry of γk is
the head entry of γ1.
Given γj ∈ Zij for all j ∈ N such that the tail entry of γj is the head
entry of γj+1 for all j ∈ N, we define ∧(γ1, γ2, · · · ) ∈ Z∞ in the same
way.
Lemma 5.10. Let w˜ = t[a1,··· ,an](12 · · ·n) with ai ∈ {0, 1} for all i and
both 0 and 1 appear in {a1, · · · , an}. Then there exists m, c ∈ Z and
χ ∈ Zn of the form ∧(γ1, · · · , γp), where γi ∈ {a
sgn′(c)
c , a
sgn′(c)
c−1 } such
that w˜ →֒ tχ[m](12 · · ·n).
By definition, ev2(w˜
′) > (−n, 1) for any w˜ →֒ w˜′. We assume that
w˜ →֒ w˜′ and ev2(w˜
′) 6 ev2(w˜
′′) for any w˜′ →֒ w˜′′. By the previous
lemma, ev2(w˜
′) = ev2(w˜
′′) for any w˜′ →֒ w˜′′. Assume that ev2(w˜
′) =
(c, d). We only prove the case where c > 0. The case where c 6 0 can
be proved in the same way.
Set θ = (a+c [1], 0, 0, · · · ). Then ev2(Pθ(w˜
′)) = (c, d). Suppose that
w˜′ = tχ
′
(12 · · ·n). By the previous lemma, for any i with ai(w˜
′) > θ,
aσ(i)(w˜
′) is of the form ∧(a+c , ∗, a
+
c ) or ∧(a
+
c , ∗, a
+
c−1). Applying the
same argument to ev2(P
2
θ (w˜
′)), we have that for any i with ai(w˜
′) > θ,
aσ(i)(w˜
′) is of the form ∧(a+c , ∗, a
+
l′ , a
+
l ) for l
′ ∈ {c, c− 1}. The lemma
follows by repeating the same argument several times.
Lemma 5.11. Let n ∈ N and m ∈ Z. Then there exists χ ∈ Zn with
|χ| = m such that for any χ′ ∈ Zn with |χ′| = m,
tχ
′
(12 · · ·n) →֒ tχ[i](12 · · ·n) = (12 · · ·n)i
(
tχ(12 · · ·n)
)
(12 · · ·n)−i
for some i.
We prove the lemma by induction on n. The case where n = 1 is
trivial. Now let us assume that the statement is true when n is replaced
by any integer n′ < n. By §4.3 (2), it suffices to consider the case where
0 6 m < n. If m = 0, the lemma follows from Lemma 5.8. Now let us
assume that 0 < m < n.
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Notice that if χ′ ∈ Zn is of the form ∧(γ1, · · · , γp), where γi ∈
{a
sgn′(c)
c , a
sgn′(c)
c−1 } and |χ
′| = m. Then we must have that
p = min{m,n−m}, c =
{
⌈n
p
⌉ − 2, if m > n
2
⌈−n
p
⌉+ 2, if m 6 n
2
and ♯{i; gi = a
sgn′(c)
c } = d. Here d =
{
n− (c+ 1)p, if m > n
2
(−c+ 3)p− n, if m 6 n
2
. In
particular, p, c, d are uniquely determined by n and m and p < n. Set
Ξ = {χ ∈ Zn;χ is of the form ∧ (γ1, · · · , γp), γi ∈ {a sgn
′(c)
c , a
sgn′(c)
c−1 }};
Ξ′ = {χ ∈ Z∞;χ is of the form ∧ (γ1, γ2, · · · ), γi ∈ {a sgn
′(c)
c , a
sgn′(c)
c−1 }};
Π = {π = [a1, · · · , ap] ∈ Zp; ai ∈ {c, c− 1}, |π| = (c− 1)p+ d};
Π′ = {π = [a1, a2, · · · ] ∈ Z∞; ai ∈ {c, c− 1}}.
Define f : Π → Ξ by [a1, · · · , ap] 7→ ∧(a
sgn′(c)
a1 , · · · , a
sgn′(c)
ap ) and
f ′ : Π′ → Ξ′ by [a1, a2] 7→ ∧(a
sgn′(c)
a1 , a
sgn′(c)
a2 , · · · ). Then f and f
′ are
well-defined bijective maps. For π ∈ Π and θ ∈ Π′, π > θ if and only if
f(π) > f ′(θ).
Let θ ∈ Π′ and π ∈ Π. Set θ1 =
{
f ′(θ)[1], if c > 0
f ′(θ), if c 6 0
. Then θ1 is
extreme for f(π). Now assume that Pθ(t
π(12 · · ·p)) = tπ
′
(12 · · ·p) and
Pθ1(t
f(π)(12 · · ·n)) = tπ
′′
(12 · · ·n). Then it is easy to see that π′′ =
f(π′) or f(π′)[1]. Therefore for π, π′ ∈ Π, if tπ
′
(12 · · ·p) →֒ tπ(12 · · ·p),
then tf(π
′)(12 · · ·n) →֒ tf(π)[i](12 · · ·n) for some i.
By induction hypothesis on Π, there exists π ∈ Π such that for any
π′ ∈ Π, tπ
′
(12 · · ·p) →֒ tπ[i](12 · · ·p) for some i. Thus for any χ′ ∈ Ξ,
tχ
′
(12 · · ·n) →֒ tf(π)[j](12 · · ·n) for some j.
Let χ′ ∈ Zn with |χ′| = m. By Lemma 5.8, there exists χ′1 ∈ Z
n with
|χ′1| = m and the entries of χ
′
1 are 0 or 1, such that t
χ′(12 · · ·n) →֒
tχ
′
1(12 · · ·n). By Lemma 5.10, there exists χ′2 ∈ Ξ and i ∈ Z with
tχ
′
1(12 · · ·n) →֒ tχ
′
2[i](12 · · ·n). Therefore
tχ
′
(12 · · ·n) →֒ tf(π)[i][j](12 · · ·n) = tf(π)[i+j](12 · · ·n)
for some i, j ∈ Z.
5.8. Proof of Proposition 5.5. By Lemma 5.8, one only needs to
consider the element of the form t[a1,··· ,an](12 · · ·n) for some a1, · · · , an >
0 with maxi ai − mini ai 6 1. By §5.5, it suffices to consider the case
where ai ∈ {0, 1}. Let m =
∑
i ai. By Lemma 5.11, there exists
χ ∈ Zn with |χ| = m such that for any χ′ ∈ Zn with |χ′| = m,
tχ
′
(12 · · ·n) →֒ tχ[i](12 · · ·n) for some i. Taking χ′ = χ′n,m, then by
Proposition 5.2, χ = χ′n,m[i] for some i ∈ Z. Taking χ
′ = [a1, · · · , an],
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then there exists j ∈ Z such that
tχ
′
(12 · · ·n) →֒ tχ
′
n,m[i][j](12 · · ·n) = tχ
′
n,m[i+j](12 · · ·n)
= (12 · · ·n)i+jw˜n,m(12 · · ·n)
−i−j.
This finishes the proof.
6. The main theorem
6.1. Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)]
with (λ˜, µ˜) ∈ DP. Set
w˜st
(λ˜,µ˜)
= t
[χ′
b1,c1
,··· ,χ′
bl,cl
]
w(λ,µ).
Here χ′ is defined in §5.1. We call w˜st
(λ˜,µ˜)
the standard element associated
to (λ˜, µ˜).
We show that
Theorem 6.1. (1) Let W˜ ! = W˜ !A and w˜ ∈ [(λ˜, Ø˜)] for (λ˜, Ø˜) ∈ DP.
Then there exists w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
such that w˜→˜w˜′.
(2) Let W˜ ! be of type B, C or D and w˜ ∈ [(λ˜, µ˜)]′ for (λ˜, µ˜) ∈ DP>0.
Then there exists w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
such that w˜→˜w˜′.
The proof here is long and technical. We will first prove part (1),
which is relatively easier.
6.2. Notice that t[a,a,··· ,a] ∈ W˜ ! is of length 0 and commutes with
any elements in W˜ !. Hence for any x˜, x˜′ ∈ W˜ !, x˜→˜x˜′ if and only if
t[a,··· ,a]x˜→˜t[a,··· ,a]x˜′. Also for λ˜ = [(b1, c1), · · · , (bk, ck)], we have that
t[a,··· ,a]w˜st
(λ˜,Ø)
= w˜st
(λ˜′,Ø)
, where λ˜′ = [(b1, c1 + ab1), · · · , (bk, ck + abk)].
Replacing w˜ by t[a,··· ,a]w˜ for some a ∈ N if necessary, we may assume
that w˜ is quasi-positive.
By definition, it suffices to prove the case where w˜ is a terminal
element in W˜ !. We assume that λ˜ = [(b1, c1), · · · , (bk, ck)]. Since w˜ is
quasi-positive, ci > 0. By definition, w˜ ∈ Sn · t
[a1,··· ,an]w(λ,Ø) for ai > 0
with
∑bl′
j=1 ab1+···+bl′−1+j = cl′ for 1 6 l
′ 6 k.
By Proposition 5.5, there exists a finite sequence θ1, · · · , θm ∈ Z∞
such that
Pθ1 · · ·Pθm(t
[a1,··· ,an]w(λ,Ø)) = t
[a′1,··· ,a
′
n]w(λ,Ø),
where [a′1, · · · , a
′
b1
] = χ′b1,c1[i] for some i and there exists a finite se-
quence θm, · · · , θm′ such that
Pθm · · ·Pθm′ (t
[a′1,··· ,a
′
n]w(λ,Ø)) = t
[a′′1 ,··· ,a
′′
n]w(λ,Ø),
where [a′′b1+1, · · · , a
′′
b1+b2
] = χ′b2,c2[j] for some j. Moreover, by Proposi-
tion 5.2, [a′′1, · · · , a
′′
b1
] = χ′b1,c1[i
′] for some i′. Repeating the procedure
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for each pair (bk, ck), one can show that there exists a finite sequence
θ1, · · · , θp ∈ Z∞ such that
Pθ1 · · ·Pθp(t
[a1,··· ,an]w(λ,Ø)) = t
[f1,··· ,fn]w(λ,Ø),
where for 1 6 l 6 k, [fb1+···+bl−1+1, · · · , fb1+···+bl−1+bl] = χ
′
bl,cl
[il] for
some il. Now set σ = (12 · · · b1)
−i1 · · · (n− bk +1, n− bk +2, · · · , n)
−ik .
Then t[f1,··· ,fn]w(λ,Ø) = σw˜
st
(λ˜,Ø˜)
σ−1.
By Proposition 4.5, there exists w˜′ ∈ Sn ·Pθ1 · · ·Pθp(t
[a1,··· ,an]w(λ,µ)) =
Sn · w˜
st
(λ˜,Ø)
such that w˜→˜w˜′. This finishes the proof of part (1).
6.3. Now we consider the case where W˜ ! is of type BCD. Again it
suffices to prove the case where w˜ is a terminal element in W˜ !. By
definition, ev0(x˜) > 0 for any x˜ ∈ W˜
!
int. Then there exists w˜
′ with
w˜→˜w˜′ and ev0(w˜
′) 6 ev0(w˜
′′) for all w˜′′ with w˜→˜w˜′′. By Lemma 5.6,
ev0(w˜
′′) = ev0(w˜
′) for all w˜′′ with w˜′→˜w˜′′.
By Corollary 3.4, there exists τ ∈ S ′n such that w˜→˜τw˜
′τ−1 and
τw˜′τ−1 is quasi-positive. Since w˜ is terminal, w˜′ and τw˜′τ−1 are also
terminal. Replacing w˜ by τw˜′τ−1, we only need to consider the case
that w˜ is quasi-positive and ev0(x˜) = ev0(w˜) for all x˜ with w˜→˜x˜.
Let (λ˜′, µ˜′, γ˜′) such that λ˜′ = [(b1, c1), · · · , (bk, ck)] is positive, µ˜
′ =
[(bk+1, ck+1), · · · , (bl, cl)] is special, γ˜
′ = [(bl+1, cl+1), · · · , (bm, cm)] with∑m
i=1 bi = n and for l < i 6 m, ci > 2 and ci | bi. We associate an
element
w˜(λ˜′,µ˜′,γ˜′) = t
[χ′
b1,c1
,··· ,χ′
bm,cm
]σ(12 · · · b1) · · · (n− bm + 1 · · ·n),
where σ ∈ (Z/2Z)n ⊂ S ′n is defined by σ(j) = −j if and only if
j = b1 + · · · + bi for some i > k or j = b1 + · · · + bi−1 + r
bi
ci
for some
i > l and 0 < r < ci. It is easy to see that w˜(λ˜′,µ˜′,γ˜′) is quasi-positive.
By Proposition 5.5, one can show in the same way as we did for
type A above that there exist a triple (λ˜′, µ˜′, γ˜′) and τ ′ ∈ S ′n such that
x˜≈˜τ ′w˜(λ˜′,µ˜′,γ˜′)(τ
′)−1. By Corollary 3.4, there exists τ ∈ Sn such that
τ ′w˜(λ˜′,µ˜′,γ˜′)(τ
′)−1≈˜τw˜(λ˜′,µ˜′,γ˜′)τ
−1, τw˜(λ˜′,µ˜′,γ˜′)τ
−1 is quasi-positive and
a1(τw˜(λ˜′,µ˜′,γ˜′)τ
−1) > · · · > an(τw˜(λ˜′,µ˜′,γ˜′)τ
−1) > (0, 0, · · · ). By our as-
sumption on x˜,
ev0(x˜) = ev0(τw˜(λ˜′,µ˜′,γ˜′)τ
−1) = ev0(w˜(λ˜′,µ˜′,γ˜′)) =
m∑
i=1
ci.
It remains to show that γ˜′ is empty. We will first illustrate the idea
through an example and then give the rigorous proof.
6.4. Let λ˜′ = [(1, 2)], µ˜′ = [(2, 1), (2, 1)], γ˜′ = [(4, 2)]. Then w˜(λ˜′,µ˜′,γ˜′) =
t[2,0,1,0,1,0,1,0,1](2,−3,−2, 3)(4,−5,−4, 5)(6,−7,−8, 9) and ev0(w˜(λ˜′,µ˜′,γ˜′)) =
6. Let τ = (49)(2673) and x˜′ = τw˜(λ˜′,µ˜′,γ˜′)τ
−1. Then
x˜′ = t[2,1,1,1,1,0,0,0,0](2, 6,−2,−6)(3, 7,−4,−8)(5, 9,−5,−9)
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is quasi-positive and lies in W.
Let ω = [1, 1, 1, 0, 0, 0, 0, 0, 0]. Then ω is minuscule for x˜′ and by the
same argument as we did in the proof of Proposition 4.5, there exists
x˜′′ ∈ S ′n · t
−ωx˜′tω such that x˜′≈˜x˜′′. By definition,
t−ωx˜′tω = t[2,0,0,1,1,1,1,0,0](2, 6,−2,−6)(3, 7,−4,−8)(5, 9,−5,−9)
and the quasi-positive element in the (Z/2Z)n-conjugacy class of t−ωx˜′tω
is
x˜1 = t
[2,0,0,1,1,1,1,0,0](2,−6,−2, 6)(3,−7, 4, 8)(5, 9,−5,−9).
Let θ = a7(x˜1). Then
Pθ(x˜1) = t
[2,0,0,0,1,1,0,0,0](2,−6,−2, 6)(3, 7, 4, 8)(5, 9,−5,−9)
and ev0(Pθ(x˜1)) = 4 < ev0(x˜
′).
6.5. Now we continue our proof. Suppose that γ˜ is not empty. Let
i = min{τ(j); j > b1 + · · · + bl} and θ = ai(τw˜(λ˜′,µ˜′,γ˜′)τ
−1). Then
θ = maxj>b1+···+bl aj(w˜(λ˜′,µ˜′,γ˜′)). In particular, the leading entry of θ is
positive.
Let ω = [d1, · · · , dn], where dj =
{
1, if j 6 i
0, if j > i
. By the same ar-
gument as we did in the proof of Proposition 4.5, ω is minuscule for
τw˜(λ˜′,µ˜′,γ˜′)τ
−1 and there exists x ∈ S ′n such that
τw˜(λ˜′,µ˜′,γ˜′)τ
−1≈˜xt−ωτw˜(λ˜′,µ˜′,γ˜′)τ
−1tωx−1 ∈ S ′n · (t
−τ−1ωw˜(λ˜′,µ˜′,γ˜′)t
τ−1ω).
We will calculate the element t−τ
−1ωw˜(λ˜′,µ˜′,γ˜′)t
τ−1ω.
Choose θ′ ∈ Z∞ with θ′ > θ and θ′ < aj(w˜(λ˜′,µ˜′,γ˜′)) for all j such
that aj(w˜(λ˜′,µ˜′,γ˜′)) > θ. Let l 6 m
′ < m with b1 + · · ·+ bm′ < τ
−1(i) 6
b1 + · · ·+ bm′+1.
Assume that eθ(w˜(λ˜′,µ˜′,γ˜′)) = [e1, · · · , en] and eθ′(w˜(λ˜′,µ˜′,γ˜′)) = [e
′
1, · · · , e
′
n].
Then it is easy to see that for j 6 b1 + · · ·+ bl with aj(w˜(λ˜′,µ˜′,γ˜′)) = θ,
then j = b1 + · · ·+ bl′ for k < l
′ 6 l. Therefore,
(i) for 0 6 l′ 6 k−1, [dτ(b1+···+bl′+1), dτ(b1+···+bl′+2), · · · , dτ(b1+···+bl′+1)] =
[cb1+···+bl′+1, · · · , cb1+···+bl′+1] = [c
′
b1+···+bl′+1
, · · · , c′b1+···+bl′+1].
(ii) for k 6 l′ 6 l − 1 with ab1+···+bl′+1(w˜(λ˜′,µ˜′,γ˜′)) 6= θ or τ(b1 + · · ·+
bl′+1) > i, [dτ(b1+···+bl′+1), · · · , dτ(b1+···+bl′+1)] = [c
′
b1+···+bl′+1
, · · · , c′b1+···+bl′+1].
(iii) for k 6 l′ 6 l−1 with ab1+···+bl′+1(w˜(λ˜′,µ˜′,γ˜′)) = θ and τ(b1+ · · ·+
bl′+1) < i, [dτ(b1+···+bl′+1), · · · , dτ(b1+···+bl′+1)] = [cb1+···+bl′+1, · · · , cb1+···+bl′+1].
(iv) for l′ > l with l′ 6= m′, [dτ(b1+···+bl′+1), · · · , dτ(b1+···+bl′+1)] =
[c′b1+···+bl′+1, · · · , c
′
b1+···+bl′+1
].
(v) for l′ = m′ and 1 6 j 6 bl′+1 with τ(b1+ · · ·+bl′+j) 6= i, we have
that dτ(b1+···+bl′+j) = c
′
b1+···+bl′+j
. We have that di = 1 and c
′
τ−1(i) = 0.
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Assume that
t−eθ(w˜(λ˜′,µ˜′,γ˜′))w˜(λ˜′,µ˜′,γ˜′)t
eθ(w˜(λ˜′,µ˜′,γ˜′)) = t[a1,··· ,an]σ(12 · · · b1) · · · (n− bm + 1 · · ·n),
t−eθ′(w˜(λ˜′,µ˜′,γ˜′))w˜(λ˜′,µ˜′,γ˜′)t
eθ′(w˜(λ˜′,µ˜′,γ˜′)) = t[a
′
1,··· ,a
′
n]σ(12 · · · b1) · · · (n− bm + 1 · · ·n),
t−τ
−1ωw˜(λ˜′,µ˜′,γ˜′)t
τ−1ω = t[a
′′
1 ,··· ,a
′′
n]σ(12 · · · b1) · · · (n− bm + 1 · · ·n).
By (i)–(iv) above, for any l′ 6= m′, [a′′b1+···+bl′+1, · · · , a
′′
b1+···+bl′+1
] equals
[ab1+···+bl′+1, · · · , ab1+···+bl′+1] or [a
′
b1+···+bl′+1
, · · · , a′b1+···+bl′+1]. By Propo-
sition 5.2 and Proposition 5.1, t−τ
−1ωw˜(λ˜′,µ˜′,γ˜′)t
τ−1ω is conjugated by S ′n
to the element t[a
′′′
1 ,··· ,a
′′′
n ]σ(12 · · · b1) · · · (n− bm + 1 · · ·n), where
[a′′′b1+···+bl′+1, · · · , a
′′′
b1+···+bl′+1
] =
{
χ′bl′+1,cl′+1, if l
′ 6= m′;
[a′′b1+···+bl′+1, · · · , a
′′
b1+···+bl′+1
], if l′ = m′.
If bm′+1 = cm′+1, then θ = ai(τw˜(λ˜′,µ˜′,γ˜′)τ
−1) = (1,−1, 1,−1, · · · ) and
by direct calcuation |a′′b1+···+bm′+1| + · · · + |a
′′
b1+···+bm′+1
| = cm′+1 − 2.
Thus
ev0(t
−τ−1ωw˜(λ˜′,µ˜′,γ˜′)t
τ−1ω) =
∑
j 6=m′
cj + (cm′ − 2) = ev0(w˜(λ˜′,µ˜′,γ˜′))− 2.
This contradicts our assumption on x˜. Therefore
bm′
cm′
> 2. By direct
calculation,
t[a
′′′
1 ,··· ,a
′′′
n ]σ(12 · · · b1) · · · (n− bm + 1 · · ·n) ∈ S
′
n · x˜
′,
where x˜′ = t
[χ′
b1,c1
,··· ,χ′′
b
m′+1
,c
m′+1
,··· ,χ′
bm,cm
]
σ′(12 · · · b1) · · · (n−bm+1 · · ·n).
Here χ′′bm′+1,cm′+1 = [χ
′
b
m′+1
c
m′+1
−1,1
, χ′b
m′+1
c
m′+1
,1
, χ′b
m′+1
c
m′+1
,1
, · · · , χ′b
m′+1
c
m′+1
,1
, χ′b
m′+1
c
m′+1
+1,1
]
and σ′ ∈ (Z/2Z)n ⊂ W (Cn) is defined by σ′(j) = −j if and only if one
of the following holds:
(i) j = b1 + · · ·+ bp for some p > k;
(ii) j = b1 + · · ·+ bp + r
bp+1
cp+1
for some p > l and p 6= m′ and 0 < r <
cp+1;
(iii) j = b1 + · · ·+ bm′ + r
bm′+1
cm′+1
− 1 for some 0 < r < cm′+1.
Then x˜′ is quasi-positive. By Corollary 3.4, there exists τ ′′ ∈ Sn
such that x˜≈˜τ ′′x˜′(τ ′′)−1. Let θ′′ = ab1+···+bm′+1(x˜
′). Assume that
(P ′θ′′)
b
m′+1
c
m′+1
−1
(x˜′) = t[f1,··· ,fn]w for fi ∈ Z and w ∈ S ′n. By Proposition 5.2
and Proposition 5.1,
∑
j6b1+···+bm′
fj =
∑
j6m′ cj and
∑
j>b1+···+bm′+1
fj =∑
j>m′+1 cj .
By direct calculation,
∑
b1+···+bm′<j6b1+···+bm′+1
fj = cm′+1−2. There-
fore, ev0((P
′
θ′′)
b
m′+1
c
m′+1
−1
(x˜′)) < ev0(x˜). This contradicts our assumption
on x˜. This finishes the proof for part (2).
Now we state our main theorem.
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Theorem 6.2. Let W˜ ! be of classical type and O be an integral conju-
gacy class of W˜ !. Then
(1) For any w˜ ∈ O, there exists w˜′ ∈ Omin with w˜→˜w˜
′.
(2) For any w˜, w˜′ ∈ Omin, w˜∼˜w˜
′.
The proof will be given in §6.6.
Lemma 6.3. Let (λ˜, µ˜) ∈ DP>0 and ω = [
1
2
, · · · , 1
2
]. Then for any
w˜ ∈ Sn · w˜
st
(λ˜,µ˜)
, t−ωw˜tω ∈ S ′n · w˜
st
(λ˜,µ˜)
.
Let σ ∈ Sn with w˜ = σw˜
st
(λ˜,µ˜)
σ−1. Then t−ωw˜tω = σt−ωw˜st
(λ˜,µ˜)
tωσ−1 ∈
Sn · t
−ωw˜st
(λ˜,µ˜)
tω. By direct calculation,
t−ωnw˜st
(λ˜,µ˜)
tωn = t
[χ′
b1,c1
,··· ,χ′
bk,ck
,−χ′
bk+1,1−ck+1
,··· ,−χ′
bl,1−cl
]
w(λ,µ)
= τt
[χ′
b1,c1
,··· ,χ′
bk,ck
,χ′
bk+1,1−ck+1
,··· ,χ′
bl,1−cl
]
w(λ,µ)τ
−1,
where τ ∈ (Z/2Z)n ⊂ W (Cn) is defined by τ(j) = −j if and only if
j > b1 + · · ·+ bk.
Lemma 6.4. Let W˜ ! be of type C or D and (λ˜, µ˜), (λ˜, µ˜) ∈ DP>0.
Then
(1) for any w˜ ∈ S ′n · w˜
st
(λ˜,µ˜)
, there exists w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
with w˜→˜w˜′.
(2) for any minimal length element w˜ in S ′n · w˜
st
(λ˜,µ˜)
, there exists a
minimal length element w˜′ in Sn · w˜
st
(λ˜,µ˜)
with w˜≈˜w˜′.
By Corollary 3.4, w˜→˜w˜1 for some quasi-positive element w˜1 ∈ Sn ·
w˜st
(λ˜,µ˜)
. Let ω = [1
2
, · · · , 1
2
]. Then ω is minuscule and there exists
w ∈ W such that l(tωw) = 0. By Lemma 6.3, w˜1≈˜(t
ωw)−1w˜1(t
ωw) =
w−1t−ωw˜1t
ωw ∈ S ′n · w˜
st
(λ˜,µ˜)
. So w˜→˜w˜′ for some w˜′ ∈ S ′n · w˜
st
(λ˜,µ˜)
. By
Corollary 3.4, we may choose w˜′ in Sn · w˜
st
(λ˜,µ˜)
. Part (1) is proved.
Now assume that w˜ is of minimal length in S ′n · w˜
st
(λ˜,µ˜)
. By (1), w˜→˜w˜′
for some w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
. Again by (1), there exits w˜′′ ∈ Sn · w˜
st
(λ˜,µ˜)
with
w˜′→˜w˜′′. Hence l(w˜′′) 6 l(w˜′) 6 l(w˜). Since w˜ is of minimal length in
S ′n · w˜
st
(λ˜,µ˜)
, l(w˜′′) > l(w˜) = l(w˜′). Thus l(w˜) = l(w˜′) = l(w˜′′) and w˜≈˜w˜′.
For any x˜ ∈ S ′n · w˜
st
(λ˜,µ˜)
, there exists x˜′ ∈ S ′n · w˜
st
(λ˜,µ˜)
with x˜→˜x˜′. Hence
l(x˜) > l(x˜′) > l(w˜). Therefore w˜′ is of minimal length in S ′n · w˜
st
(λ˜,µ˜)
.
Part (2) is proved.
6.6. Proof of Theorem 6.2. Let Oter the set of terminal elements
in O. We show that
(a) for any w˜, w˜′ ∈ Oter, w˜∼˜w˜
′.
If W˜ is of type A orB, then there exists a unique element (λ˜, µ˜) ∈ DP
that represents O in the sense of §2.3. By Theorem 6.1, there exists
w˜1, w˜
′
1 ∈ Sn · w˜
st
(λ˜,µ˜)
such that w˜→˜w˜1 and w˜
′→˜w˜′1.
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If W˜ ! is of type C˜n or D˜n, then O = [(λ˜, µ˜)]
′ ∪ [(λ˜, µ˜)]′ for some
(λ˜, µ˜) ∼ (λ˜, µ˜) ∈ DP>0. By Theorem 6.1, there exists w˜2 ∈ Sn · w˜
st
(λ˜,µ˜)
∪
Sn · w˜
st
(λ˜,µ˜)
with w˜→˜w˜2. If w˜2 ∈ Sn · w˜
st
(λ˜,µ˜)
, then we set w˜1 = w˜2. If
w˜2 ∈ Sn · w˜
st
(λ˜,µ˜)
, then by Lemma 6.4, there exists w˜1 ∈ Sn · w˜
st
(λ˜,µ˜)
such
that w˜→˜w˜2→˜w˜1. Similarly, there exists w˜
′
1 ∈ Sn · w˜
st
(λ˜,µ˜)
such that
w˜′→˜w˜′1.
Since w˜ and w˜′ are terminal elements, w˜1, w˜
′
1 are also terminal el-
ements and w˜≈˜w˜1 and w˜
′≈˜w˜′1. By Proposition 3.1, w˜1 and w˜
′
1 are
minimal length elements in W · w˜st
(λ˜,µ˜)
and w˜′∼˜w˜′1. Hence w˜∼˜w˜
′.
(a) is proved.
It is easy to see that minimal length element in O are terminal. In
particular, part (2) follows from (a).
By (a), all the terminal elements have the same length. Hence an
element in O is a terminal element if and only if it is a minimal length
element.
For any w˜ ∈ O, by definition there exists a terminal element w˜′ with
w˜→˜w˜′. We have that w˜′ is a minimal length element in O. Part (1) is
proved.
Corollary 6.5. Let W˜ be a classical extended affine Weyl group and
O be an integral conjugacy class in W˜ . Then
Omin = {w˜ ∈ O; w˜ is a minimal element for the Bruhat order in O}.
Let w˜ ∈ O. If w˜ is a minimal length element, then w˜ is a minimal
element for the Bruhat order in O. If w˜ is not a minimal length element,
then by [He1, Lemma 4.4] and Theorem 6.2, there exists w˜′ ∈ Omin with
w˜′ < w˜ for the Bruhat order on O.
In the rest of this section, we consider W˜ instead of W˜ !.
Theorem 6.6. Let W˜ be a classical extended affine Weyl group and
O be a conjugacy class of W˜ . We assume furthermore that O ⊂ Wa.
Then
(1) For any w˜ ∈ O, there exists w˜′ ∈ Omin such that w˜→˜w˜
′.
(2) For any w˜, w˜′ ∈ Omin, w˜≈˜w˜
′.
If W˜ is of type A, then we have a natural surjective group homomor-
phism p : W˜ !A → W˜ defined in §2.2. This map is Wa-equivalent for the
conjugation action of Wa and is length-preserving. For conjugacy class
O of W˜ , there exists a conjugacy class O! of W˜ ! such that p : O! → O
is a bijection. Now part (1) and (2) for O follows from Theorem 6.2 for
O!.
If W˜ is of type B or C, then W˜ = W˜ ! and O ⊂ W˜ !int. This case has
been proved in Theorem 6.2.
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If W˜ is of type D, then O, ιOι−1 ⊂ W˜ !int. Set O
! = O ∪ ιOι−1. Then
O! is an integral conjugacy class of W˜ !.
We first consider the case that O ∩ ιOι−1 = ∅.
By Theorem 6.2, for any w˜ ∈ O, there exists w˜1 ∈ O
!
min such that
w˜→˜w˜1 with resepct to W˜
!. In other words, w˜→˜w˜1 or w˜→˜ιw˜1ι
−1 with
respect to W˜ . Here the difference is that in W˜ ! we allow conjugation by
ι, but in W˜ we don’t. Notice that only one of w˜1, ιw˜1ι
−1 is contained in
O. This element is a minimal length element in O. Part (1) is proved
in this case.
If w˜, w˜′ ∈ Omin, then by Theorem 6.2, w˜≈˜w˜
′ with respect to W˜ !.
Hence w˜≈˜w˜′ or w˜≈˜ιw˜′ι−1 with respect to W˜ . However, the latter case
can’t happen since w˜, ιw˜′ι−1 lies in different conjugacy classes of W˜ .
Part (2) is proved in this case.
Now we assume that O = ιOι−1. Let (λ˜, µ˜) ∈ DP>0 with O =
[(λ˜, µ˜)]′ ∪ [(λ˜, µ˜)]′. By §2.3, µ˜ 6= Ø˜ or some entry of λ˜ is of the form
(b, 0) with b odd. Replacing µ˜ by µ˜ if necessary, we may assume that
some entry of µ˜ is of the form (∗, 0) if µ˜ 6= Ø˜. Hence for any x˜ ∈
(Sn · w˜
st
(λ˜,µ˜)
) ∩W, an(x˜) = (0, 0, · · · ) and ιx˜ι
−1 ∈ W · x˜.
By Theorem 6.1 and Proposition 3.1, for any w˜ ∈ O, there exists
w˜1 ∈ (Sn · w˜
st
(λ˜,µ˜)
) ∩W such that w˜→˜w˜1 or w˜→˜ιw˜1ι
−1 with respect to
W˜ . In other words, w˜→˜w˜′ for some w˜′ ∈ W · w˜st
(λ˜,µ˜)
. Now part (1) and
(2) follows from Proposition 3.1.
The following special case will be used in [GH].
Proposition 6.7. Let W˜ be a classical extended affine Weyl group and
w˜ = tχw with w a Coxeter element in W .
(1) If w˜ ∈ Wa, then w˜→˜w.
(2) If W˜ = W˜ (An−1), 0 < r < n and τr = t
ωrwS−{r}wS is a length 0
element in W˜ with w˜ ∈ τrWa, then w˜→˜τr(12 · · ·gcd(n, r)).
We first consider the case that W˜ = W˜ (An−1). Then there exists
w˜′ ∈ [(λ˜, Ø˜)] with λ˜ = (n, r) for some 0 6 r < n such that p(w˜′) = w˜.
Here p : W˜ ! → W˜ is defined in §2.2. By Theorem 6.1, there exists
w˜′1 ∈ Sn · w˜
st
(λ˜,Ø˜)
such that w˜′→˜w˜′1 with respect to W˜
!.
If w˜ ∈ Wa, then r = 0. In this case, w˜
st
(λ˜,Ø˜)
is a Coxeter element in
Sn. Hence w˜
′→˜w′ with respect to W˜ for some w′ in the conjugacy class
of W that contains w. By [GP2, Proposition 3.1.6 & Theorem 3.2.7],
w˜′→˜w′ → w.
If w˜ /∈ Wa, then r 6= 0 and w˜ ∈ τrWa. Let c = gcd(n, r). By
Lemma 5.4, τr(12 · · · c) ∈ Sn · w˜
st
(λ˜,Ø˜)
. Notice that τr ∈
SW˜ and I(τr) =
S − {c, 2c, · · · , n− c} = {1, 2, · · · , c− 1} ⊔ {c+ 1, c+ 2, · · · , 2c− 1} ⊔
· · · ⊔ {n − c + 1, n − c + 2, · · · , n − 1}. By Proposition 3.1, there
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exists x ∈ WI(τr) such that w˜
′
1 → τrx. Since the action of τr on I(τr)
sends i to i + r, each orbit is of the form {i, i + c, · · · , i + n − c} for
some 0 < i < c. By [GKP, Lemma 2.7], there exists x1 ∈ W{1,2,··· ,c}
such that τrx → τrx1 and x1 is conjugated to (12 · · · c) by W{1,2,··· ,c}.
By [GP2, Proposition 3.1.6 & Theorem 3.2.7], τrx1 ≈ τr(12 · · · c) and
w˜′→˜w˜′1 → τr(12 · · · c).
Now we consider the case where W˜ is of type B, C or D. Set µ˜ = (n, 0)
if W˜ is of type B or C and µ˜ = [(n − 1, 0), (1, 0)] if W˜ is of type D.
Then w˜ ∈ [(Ø˜, µ˜)]′ if W˜ is of type B and w˜ ∈ [(Ø˜, µ˜)]′ ∪ [(Ø˜, µ˜)]′ if W˜
is of type C or D. By Theorem 6.1, w˜→˜w′ with respect to W˜ ! for some
w′ ∈ Sn · w˜
st
(Ø˜,µ˜)
.
Notice that in either case, w˜st
(Ø˜,µ˜)
= w(Ø,µ) ∈ W · w and ι(Sn ·
w˜st
(Ø˜,µ˜)
)ι−1 ⊂ W · w if W is of type D. Thus w˜→˜w′′ with respect to
W˜ for some w′′ ∈ W ·w. By [GP2, Proposition 3.1.6 & Theorem 3.2.7],
w′′ → w. The Proposition is proved.
7. Distinguished conjugacy class
7.1. Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)]
with (λ˜, µ˜) ∈ DP. We say that (λ˜, µ˜) is distinguished if bi and ci are
coprime for all i 6 k and ci = 1 for i > k.
Let (λ˜, µ˜) ∈ DP be distinguished. Then for 1 6 l′ 6 l and 1 6
j < j′ 6 bl′ , ab1+···+bl′−1+j(w˜
st
(λ˜,µ˜)
) 6= ab1+···+bl′−1+j′(w˜
st
(λ˜,µ˜)
). Moreover,
if aj(w˜
st
(λ˜,µ˜)
) = aj′(w˜
st
(λ˜,µ˜)
) for some 1 6 j < j′ 6 n, then there exists
1 6 m < m′ 6 l such that
(1) either m,m′ 6 k or m,m′ > k.
(2) (bm, cm) = (bm′ , cm′) and 1 6 j
′′ 6 bm such that j = b1 + · · · +
bm−1 + j
′′ and j′ = b1 + · · ·+ bm′−1 + j
′′.
Define τ ∈ Sn in such a way that τ(i) < τ(j) if ai(w˜
st
(λ˜,µ˜)
) > aj(w˜
st
(λ˜,µ˜)
)
or ai(w˜
st
(λ˜,µ˜)
) = aj(w˜
st
(λ˜,µ˜)
) and i < j. Set w˜f
(λ˜,µ˜)
= τw˜st
(λ˜,µ˜)
τ−1. We call
w˜f
(λ˜,µ˜)
the fundamental element corresponding to (λ˜, µ˜).
It is easy to see that
(1) If (λ˜, Ø˜) ∈ DP is distinguished, then w˜f
(λ˜,Ø˜)
∈ SW˜ !A.
(2) If W˜ ! is of type B, C or D and (λ˜, µ˜) ∈ DP>0 is distinguished,
then w˜f
(λ˜,µ˜)
∈ SW˜ !.
7.2. Let W˜ ! be of classical type. We call an integral conjugacy class in
W˜ ! distinguished if for any (λ˜, µ˜) ∈ DP that represents this conjugacy
class in the sense of §2.3, (λ˜, µ˜) is distinguished. In other words, an
integral conjugacy class in W˜ !A or W˜
!
B is distinguished if it corresponds
to distinguished (λ˜, µ˜). An integral conjugacy class in W˜ !C or W˜
!
D is
35
distinguished if it corresponds to (λ˜, µ˜) ∼ (λ˜, µ˜) such that (λ˜, µ˜) and
(λ˜, µ˜) are distinguished. In this case, we must have that µ˜ = Ø˜.
The following two Theorems sharpen Theorem 6.2 for distinguished
integral conjugacy classes.
Theorem 7.1. Let W˜ ! be of type A, B or C and O be a distinguished
integral conjugacy class of W˜ !. We assume that O is represented by
(λ˜, µ˜). Then
(1) w˜ → w˜f
(λ˜,µ˜)
for any w˜ ∈ O.
(2) w˜ ≈ w˜f
(λ˜,µ˜)
for any w˜ ∈ Omin.
Theorem 7.2. Let W˜ ! = W˜ !D and O be a distinguished integral con-
jugacy class of W˜ !. We assume that O is represented by the double
partition (λ˜, Ø˜). Then
(1) w˜ → w˜f
(λ˜,Ø˜)
or w˜ → ι(w˜f
(λ˜,Ø˜)
) for any w˜ ∈ O.
(2) w˜ ≈ w˜f
(λ˜,Ø˜)
or w˜ ≈ ι(w˜f
(λ˜,Ø˜)
) for any w˜ ∈ Omin.
The proofs of these two theorems will be given in §7.3.
Lemma 7.3. Let (λ˜, µ˜) ∈ DP>0 be distinguished and ω ∈ Zn be of
the form [1, 1, · · · , 1, 0, 0, · · · , 0]. Then t−ωw˜f
(λ˜,µ˜)
tω ∈ S ′n · w˜
f
(λ˜,µ˜)
. If
moreover, µ˜ = Ø, then t−ωw˜f
(λ˜,Ø˜)
tω ∈ Sn · w˜
f
(λ˜,Ø˜)
.
Assume that the first i entries of ω are 1 and the rest entries are 0.
Let θ = ai(w˜
f
(λ˜,µ˜)
) and θ′ ∈ Z∞ such that θ′ > θ and θ′ < aj(w˜
f
(λ˜,µ˜)
) for
all j with aj(w˜
f
(λ˜,µ˜)
) > θ. Let σ ∈ Sn with w˜
f
(λ˜,µ˜)
= σw˜st
(λ˜,µ˜)
σ−1. Assume
that
t
−eθ(w˜
st
(λ˜,µ˜)
)
w˜st
(λ˜,µ˜)
t
eθ(w˜
st
(λ˜,µ˜)
)
= t[a1,··· ,an]wλ,µ,
t
−eθ′(w˜
st
(λ˜,µ˜)
)
w˜st
(λ˜,µ˜)
t
eθ′(w˜
st
(λ˜,µ˜)
)
= t[a
′
1,··· ,a
′
n]wλ,µ,
t−σ
−1ωw˜st
(λ˜,µ˜)
tσ
−1ω = t[a
′′
1 ,··· ,a
′′
n]wλ,µ.
By the same argument as in §6.5, [a′′b1+···+bj−1+1, · · · , a
′′
b1+···+bj
] equals
[ab1+···+bj−1+1, · · · , ab1+···+bj ] or [a
′
b1+···+bj−1+1
, · · · , a′b1+···+bj ] for any 1 6
j 6 l. By Proposition 5.1 and 5.2, t−σ
−1ωw˜st
(λ˜,µ˜)
tσ
−1ω ∈ S ′n · w˜
st
(λ˜,µ˜)
.
Therefore
t−ωw˜f
(λ˜,µ˜)
tω = σt−σ
−1ωw˜st
(λ˜,µ˜)
tσ
−1ωσ−1 ∈ S ′n · w˜
st
(λ˜,µ˜)
= S ′n · w˜
f
(λ˜,µ˜)
.
If moreover, µ˜ = Ø˜, then t−σ
−1ωw˜st
(λ˜,µ˜)
tσ
−1ω ∈ Sn·w˜
st
(λ˜,µ˜)
and t−ωw˜f
(λ˜,Ø˜)
tω ∈
Sn · w˜
f
(λ˜,Ø˜)
.
Lemma 7.4. Let W˜ ! be of classical type and (λ˜, µ˜) ∈ DP be distin-
guished. Let τ ∈ W˜ ! with l(τ) = 0.
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(1) If W˜ ! = W˜ !A and µ˜ = Ø˜, then τ
−1w˜f
(λ˜,µ˜)
τ ∈ Sn · w˜
f
(λ˜,µ˜)
.
(2) If W˜ ! = W˜ !B and (λ˜, µ˜) ∈ DP>0, then τ
−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
(3) If W˜ ! is of type C or D, λ˜ is positive, µ˜ = Ø˜ and τ 6= ι, then
τ−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
If W˜ ! = W˜ !A and µ˜ = Ø˜, then τ = t
ωw for some ω ∈ Zn of the form
[1, 1, · · · , 1, 0, 0, · · · , 0] and w ∈ Sn. Replacing w˜
f
(λ˜,Ø˜)
by t[a,a,··· ,a]w˜f
(λ˜,Ø˜)
for some a ∈ N if necessary, we may assume that (λ˜, Ø˜) ∈ DP>0. By
Lemma 7.3, τ−1w˜f
(λ˜,µ˜)
τ ∈ Sn · w˜
f
(λ˜,µ˜)
.
If W˜ ! = W˜ !B and (λ˜, µ˜) ∈ DP>0, then τ = t
ωw for ω = [1, 0, 0, · · · , 0]
and some w ∈ S ′n. By Lemma 7.3, τ
−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
If W˜ ! = W˜ !C , λ˜ is positive and µ˜ = Ø˜, then τ = t
ωw for ω =
[1
2
, 1
2
, · · · , 1
2
] and some w ∈ S ′n. Since µ˜ = Ø˜, w(λ,µ) ∈ Sn and w˜
f
(λ˜,µ˜)
=
tχσ for some χ ∈ Zn and σ ∈ Sn. By direct calculation, t−ωw˜
f
(λ˜,µ˜)
tω =
w˜f
(λ˜,µ˜)
and τ−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
If W˜ ! = W˜ !D, λ˜ is positive and µ˜ = Ø˜, then τ = t
ωw for ω =
[1, 0, 0, · · · , 0] or [1
2
, 1
2
, · · · , 1
2
,±1
2
] and some w ∈ S ′n. If ω = [1, 0, 0, · · · , 0],
then by Lemma 7.3, τ−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
. If ω = [1
2
, 1
2
, · · · , 1
2
], then
t−ωw˜f
(λ˜,µ˜)
tω = w˜f
(λ˜,µ˜)
and τ−1w˜f
(λ˜,µ˜)
τ ∈ S ′n·w˜
f
(λ˜,µ˜)
. Set γ = [1, 1, · · · , 1, 0] ∈
Zn and ω′ = [1
2
, 1
2
, · · · , 1
2
]. If ω = [1
2
, 1
2
, · · · , 1
2
,−1
2
] = γ − ω′, then by
Lemma 7.3,
t−ωw˜f
(λ˜,µ˜)
tω = t−γtω
′
w˜f
(λ˜,µ˜)
t−ω
′
tγ = t−γw˜f
(λ˜,µ˜)
tγ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
Hence τ−1w˜f
(λ˜,µ˜)
τ ∈ S ′n · w˜
f
(λ˜,µ˜)
.
7.3. Proof of Theorems 7.1 and 7.2. By Theorem 6.1, for any
w˜ ∈ O, w˜→˜w˜′ for some w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
= Sn · w˜
f
(λ˜,µ˜)
. Since w˜f
(λ˜,µ˜)
∈ SW˜ ,
by Proposition 3.1, w˜′→˜w˜f
(λ˜,µ˜)
. By definition, w˜ → τw˜f
(λ˜,µ˜)
τ−1 for some
τ ∈ W˜ ! with l(τ) = 0.
By Lemma 7.4 and Proposition 3.1, if W˜ ! is of type ABC or W˜ ! = W˜ !D
and τ 6= ι, then τw˜f
(λ˜,µ˜)
τ−1 → w˜f
(λ˜,µ˜)
. This proves part (1) of Theorems
7.1 and 7.2. Part (2) follows from part (1) and the definition of ≈.
Corollary 7.5. Let W˜ ! be of classical type and O, O′ be two distin-
guished integral conjugacy classes in W˜ . Then the following conditions
are equivalent:
(1) For some w′ ∈ O′min, there exists w ∈ Omin such that w 6 w
′.
(2) For any w′ ∈ O′min, there exists w ∈ Omin such that w 6 w
′.
It is obvious that (2) implies (1). Now we rove that (1) implies (2).
Let w′, w′1 ∈ O
′
min and w ∈ Omin with w 6 w
′. By Theorems 7.1 and
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7.2, w′1≈˜w
′. Then by [He1, Lemma 4.4], there exists w1 ∈ Omin with
w1 6 w
′
1.
7.4. Let λ˜ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)]
with (λ˜, µ˜) ∈ DP. Set di = gcd(bi, ci) and m =
∑
l′>k,cl′=0
bl′ . Let λ˜
′
be the double partition whose entries are ( b1
d1
, c1
d1
), · · · , ( b1
d1
, c1
d1
) (with d1-
times), · · · , ( bk
dk
, c1
dk
), · · · , ( bk
dk
, ck
dk
) (with dk-times) and (1, 0), (1, 0), · · · , (1, 0)
(with m-times) and µ˜′ be the double partition whose entries are (bl′ , cl′)
with l′ > k and cl′ = 1. Set d(λ˜, µ˜) = (λ˜
′, µ˜′). Then d(λ˜, µ˜) is distin-
guished and wf
d(λ˜,µ˜)
is defined. Set d′(λ˜, µ˜) = d(λ˜′, µ˜′). Then it is easy
to see that d′(λ˜, µ˜) is distinguished and is of the form (∗, Ø˜).
The following theorem relates an integral conjugacy class to a con-
jugacy class corresponding to a distinguished pair of double partitions.
Theorem 7.6. (1) Let W˜ ! = W˜ !A and w˜ ∈ [(λ˜, Ø˜)] for some (λ˜, Ø˜) ∈
DP. Then there exists x ∈ WI(w˜f
d(λ˜,Ø˜)
) with w˜→˜xw˜
f
d(λ˜,Ø˜)
.
(2) Let W˜ ! = W˜ !B and w˜ ∈ [(λ˜, µ˜)]
′ for some (λ˜, µ˜) ∈ DP>0. Then
there exists x ∈ WI(w˜f
d(λ˜,µ˜)
) with w˜→˜xw˜
f
d(λ˜,µ˜)
.
(3) Let W˜ ! = W˜ !C and w˜ ∈ [(λ˜, µ˜)]
′∪[(λ˜, µ˜)]′ for some (λ˜, µ˜) ∈ DP>0.
Then there exists x ∈ WI(w˜f
d(λ˜,µ˜)
) with w˜→˜xw˜
f
d(λ˜,µ˜)
.
(4) Let W˜ ! = W˜ !D and w˜ ∈ [(λ˜, µ˜)]
′∪[(λ˜, µ˜)]′ for some (λ˜, µ˜) ∈ DP>0.
Then there exists x ∈ WI(w˜f
d(λ˜,µ˜)
) with w˜→˜xw˜
f
d(λ˜,µ˜)
or an(w˜
f
d(λ˜,µ˜)
) =
(0, 0, · · · ) and w˜→˜xw˜f
d(λ˜,µ˜)
(n,−n).
If W˜ ! = W˜ !A, then replacing w˜ by t
[a,a,··· ,a]w˜ for some a ∈ N, we may
assume that w˜ ∈ [(λ˜, Ø˜)] with (λ˜, Ø˜) ∈ DP>0. If W˜
! is of type C or D
and w˜ ∈ [(λ˜, µ˜)]′, then there exists w ∈ W such that l(tωw) = 0, where
ω = [1
2
, · · · , 1
2
]. Conjugation by tωw preserve the length and sends
[(λ˜, µ˜)]′ to [(λ˜, µ˜)]′. Thus replacing w˜ by tωww˜(tωw)−1 if necessary, we
may assume that w˜ ∈ [(λ˜, µ˜)]′.
As a summary, it suffices to consider the case where w˜ ∈ [(λ˜, µ˜)]′∩W˜ !
with (λ˜, µ˜) ∈ DP>0.
Let (λ˜′, µ˜′) = d(λ˜, µ˜) be the double partition defined in §7.4. Then
the multi-set {a1(w˜
st
(λ˜,µ˜)
), · · · , an(w˜
st
(λ˜,µ˜)
)} is the same as the multi-set
{a1(w˜
st
(λ˜′,µ˜′)
), · · · , an(w˜
st
(λ˜′,µ˜′)
)} = {a1(w˜
f
(λ˜′,µ˜′)
), · · · , an(w˜
f
(λ˜′,µ˜′)
)}.
By definition (λ˜′, µ˜′) is distinguished. By Theorem 6.1, w˜→˜w˜′ for
some w˜′ ∈ Sn · w˜
st
(λ˜,µ˜)
with a1(w˜
′) > a2(w˜
′) · · · > an(w˜) > (0, 0, · · · ).
Since a1(w˜
f
(λ˜′,µ˜′)
) > · · · > an(w˜
f
(λ˜′,µ˜′)
), ai(w˜
′) = ai(w˜
f
(λ˜′,µ˜′)
) for all i.
Hence we may assume that w˜′ = tχw′ and w˜f
(λ˜′,µ˜′)
= tχw for some
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χ = [a1, · · · , an] ∈ Zn and w,w′ ∈ S ′n. By definition, ai(w˜
′) =
(ai, a(w′)−1(i)(w˜
′)) and ai(w˜
f
(λ˜′,µ˜′)
) = (ai, aw−1(i)(w˜
f
(λ˜′,µ˜′)
)). Thus
aw−1(i)(w˜
f
(λ˜′,µ˜′)
) = aw−1(i)(w˜
′) = a(w′)−1(i)(w˜
f
(λ˜′,µ˜′)
)
for any i. In other words, for any i ∈ {±1, · · · ,±n} and m ∈ N,
ai(w˜
f
(λ˜′,µ˜′)
) = a(w′w−1)m(i)(w˜
f
(λ˜′,µ˜′)
).
Notice that w−1w′ is generated by (i, (w′w−1)(i)).
If W˜ ! = W˜ !A and µ˜ = Ø˜, then w,w
′ ∈ Sn and µ˜
′ = Ø˜. By Lemma
3.2, ei − e(w−1w′)(i) ∈ ΦI(w˜f
(λ˜′,µ˜′)
) for all i and w
′w−1 ∈ WI(w˜f
(λ˜′,µ˜′)
). So
w˜′ = w′w−1w˜f
(λ˜′,µ˜′)
∈ WI(w˜f
(λ˜′,µ˜′)
)w˜
f
(λ˜′,µ˜′)
.
If W˜ ! is of type BCD and w−1w′ ∈ W , then again by Lemma 3.2,
w′w−1 ∈ WI(w˜f
(λ˜′,µ˜′)
). So w˜
′ = w′w−1w˜f
(λ˜′,µ˜′)
∈ WI(w˜f
(λ˜′,µ˜′)
)w˜
f
(λ˜′,µ˜′)
.
Now we consider the case that W˜ ! = W˜ !D and w
′w−1 ∈ S ′n − W .
Then there exists i > 0 with w′w−1(i) < 0. Since ai(w˜
f
(λ˜′,µ˜′)
) =
aw′w−1(i)(w˜
f
(λ˜′,µ˜′)
) and ai(w˜
f
(λ˜′,µ˜′)
), a−w′w−1(i)(w˜
f
(λ˜′,µ˜′)
) > (0, 0, · · · ), we
have that ai(w˜
f
(λ˜′,µ˜′)
) = aw′w−1(i)(w˜
f
(λ˜′,µ˜′)
) = (0, 0, · · · ). In particu-
lar, an(w˜
f
(λ˜,µ˜′)
) = (0, 0, · · · ) and I(w˜f
(λ˜′,µ˜′)
) = ι(I(w˜f
(λ˜′,µ˜′)
) with ι =
(n,−n) be an outer automorphism of W . Notice that ai(w˜
f
(λ˜′,µ˜′)
) =
a(w′(n,−n)w−1)m(i)(w˜
f
(λ˜′,µ˜′)
). By Lemma 3.2, w′(n,−n)w−1 ∈ WI(w˜f
(λ˜′,µ˜′)
).
So w˜′ = w′(n,−n)w−1w˜f
(λ˜′,µ˜′)
(n,−n) ∈ WI(w˜f
(λ˜′,µ˜′)
)w˜
f
(λ˜′,µ˜′)
(n,−n).
8. Good elements
8.1. Notice that each conjugacy class of W˜ lies in a coset of Wa. Let
η : W˜ → W˜/Wa be the natural projection. Then η is constant on each
conjugacy class of W˜ .
Let P ∨Q = P
∨⊗ZQ. Then the action ofW on P ∨ extends in a natural
way to an action on P ∨Q and the quotient P
∨
Q/W can be identified with
(P ∨Q )+ = {χ ∈ P
∨
Q ;< χ, α >> 0, ∀α ∈ R
+}.
For each element w˜ ∈ W˜ , there exists n ∈ N such that w˜n = tχ for
some χ ∈ P ∨. Let vw˜ = χ/n ∈ P
∨
Q and [vw˜] the corresponding element
in P ∨Q/W . It is easy to see that vw˜ is independent of the choice of n.
Moreover, if w˜, w˜′ are in the same conjugacy class of W˜ , then w˜n is
conjugated to (w˜′)n. Hence (w˜′)n = tχ
′
for some χ′ ∈ W · χ. Therefore
vw˜ and vw˜′ are in the same W -orbit. We call the map w˜ 7→ [vw˜] the
Newton map. It is constant on each conjugacy class of W˜ .
Define f : W˜ → (P ∨Q )+×W˜/Wa by w˜ 7→ ([vw˜], η(w˜)). Then the map
f is constant on each conjugacy class of W˜ . This map is the restriction
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to W˜ of the map G(L) → (P ∨Q )+ × W˜/Wa in [Ko1, 4.13]. We denote
the image of the map f by B(W˜ ).
Lemma 8.1. Let w˜ ∈ W˜ . Then the following conditions are equivalent:
(1) For any n ∈ N, l(w˜n) = nl(w˜).
(2) Let v be the unique element in W · vw˜ ∩ (P
∨
Q )+. Then
l(w˜) =< v, 2ρ >,
where ρ is the half sum of positive roots.
Assume that w˜m = tχ for some χ ∈ P ∨.
If l(w˜n) = nl(w˜) for any n ∈ N, then l(w˜) = 1
m
l(tχ). Let χ′ ∈
W · χ ∩ P ∨+ , then l(t
χ) = l(tχ
′
) =< χ′, 2ρ > and v = χ′/m. Hence
l(w˜) = 1
m
< χ′, 2ρ >=< v, 2ρ >.
On the other hand, if l(w˜) =< v, 2ρ >, then
l(w˜m) = l(tχ) =< χ′, 2ρ >= ml(w˜).
Let n ∈ N, then there exists k ∈ N such that n 6 km. We have that
l(w˜mk) = l(tkχ) =< kχ′, 2ρ >= mkl(w˜) and
mkl(w˜) = l(w˜mk) 6 l(w˜n)+l(w˜mk−n) 6 nl(w˜)+(mk−n)l(w˜) = mkl(w˜).
Therefore, both inequalities above are actually equalities. In particular,
l(w˜n) = nl(w˜).
8.2. We call an element w˜ ∈ W˜ a good element if it satisfies the con-
ditions in the previous lemma. The following result characterizes the
good elements.
Proposition 8.2. Let C be a fiber of f : W˜ → B(W˜ ) and w˜ ∈ C.
Then w˜ is a good element if and only if w˜ ∈ Cmin.
Notice that for any x˜ ∈ W˜ and n ∈ N, l(x˜) > 1
n
l(x˜n). In particular,
l(x˜) >< v, 2ρ >, where v is the unique element in W · vx˜ ∩ (P
∨
Q )+.
Hence if w˜ is a good element, then w˜ is a minimal length element in C.
Let O be the δF -conjugacy class on G(L) whose image under the map
G(L) → (P ∨Q )+ × W˜/Wa equals f(C). By [GHKR, Proposition 13.1.3
& Corollary 13.2.4], there exists a good element x˜ such that I ˙˜xI ⊂ O.
Since x˙ ∈ O, x˜ ∈ C. Therefore x˜ is a minimal length element and all
the minimal length elements in C are good elements.
Corollary 8.3. Let w˜ be a Coxeter element of Wa. Then w is a good
element.
Remark. This result was first proved by Speyer in [Spe]. Here we give
a different proof.
By [Ho], w˜ has infinite order. Hence [vw˜] 6= 0. Let C be the fiber of
the map f : W˜ → B(W˜ ) that contains w˜. If w′ ∈ C and l(w˜′) < l(w˜),
then w˜′ lies in someWJ with J 6= S˜. In particular, w˜
′ lies in some finite
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Weyl group and [vw˜′] = 0. That is a contradiction. So w˜ is a minimal
length element in C. By Proposition 8.2, w˜ is a good element.
In the rest of this section, we discuss good elements for W˜ !A and W˜
!
C .
Lemma 8.4. (1) Let W˜ ! = W˜ !A. Then each fiber of the map f :
W˜ ! → B(W˜ !) is of the form ⊔d(λ˜′,Ø˜)=(λ˜,Ø˜)[(λ˜
′, Ø˜)] for some distinguished
(λ˜,Ø) ∈ DP.
(2) Let W˜ ! = W˜ !C . Then each fiber of the map f : Wa → B(W˜
!) is of
the form ⊔d′(λ˜′,µ˜)=(λ˜,Ø˜)[(λ˜
′, µ˜)]′ for some distinguished (λ˜,Ø) ∈ DP>0.
(1) For any λ˜′ = [(b1, c1), · · · , (bk, ck)] and w˜
′ ∈ [(λ˜′, Ø˜)], [vw˜′] is
the Sn-orbit of (e1, · · · , en), where ei =
cj
bj
for b1 + · · · + bj−1 < i 6
b1 + · · · + bj , i.e, the multiset whose elements are (
c1
b1
, · · · , c1
b1
) (with
b1-times), · · · , (
ck
bk
, · · · , ck
bk
) (with bk-times). Let (λ˜, Ø˜) = d(λ˜
′, Ø˜)
and w˜ ∈ [(λ˜, Ø˜)], then [vw˜] is also the Sn-orbit of (e1, · · · , en) and
η(w˜) = η(w˜′). Thus f(w˜) = f(w˜′). So for any distinguished (λ˜, Ø˜) ∈
DP, ⊔d(λ˜′,Ø˜)=(λ˜,Ø˜)[(λ˜
′, Ø˜)] lies in a single fiber of f : W˜ ! → B(W˜ !).
On the other hand, it is easy to see that different distinguished dou-
ble partitions correspond to different multisets defined above. Thus
f([(λ˜, Ø˜)]) 6= f([λ˜1, Ø˜)]) for distinguished double partitions (λ˜, Ø˜) and
(λ˜1, Ø˜). Part (1) is proved.
(2) For any λ˜′ = [(b1, c1), · · · , (bk, ck)] and µ˜ = [(bk+1, ck+1), · · · , (bl, cl)]
with (λ˜′µ˜) ∈ DP>0 and w˜ ∈ [(λ˜
′, µ˜)]′, w˜′ ∈ [d(λ˜′, µ˜)]′, w˜′′ ∈ [d′(λ˜′, µ˜)]′,
we have that [vw˜] = [vw˜′ ] = [vw˜′′] is the S
′
n-orbit of (e1, · · · , en), where
ei =
cj
bj
for b1+· · ·+bj−1 < i 6 b1+· · ·+bj and ei = 0 for i > b1+· · ·+bk.
Hence for any distinguished (λ˜, Ø˜) ∈ DP>0, ⊔d′(λ˜′,µ˜)=(λ˜,Ø˜)[(λ˜
′, µ˜)]′ lies
in a single fiber of f : Wa → B(W˜
!). On the other hand, f([(λ˜, Ø˜)]′) 6=
f([λ˜1, Ø˜)]
′) for distinguished double partitions (λ˜, Ø˜) and (λ˜1, Ø˜) in
DP>0. Part (2) is proved.
Proposition 8.5. (1) Let (λ˜, Ø˜) 6= (λ˜′, Ø˜) ∈ DP with d(λ˜′, Ø˜) =
(λ˜, Ø˜). Then for any w˜′ ∈ [(λ˜′, Ø˜)], there exists w˜ ∈ [(λ˜, Ø˜)]min with
w˜ < w˜′ for the Bruhat order of W˜ !A.
(2) Let (λ˜, Ø˜) 6= (λ˜′, µ˜) ∈ DP>0 with d
′(λ˜′, µ˜) = (λ˜, Ø˜). Then for
any w˜′ ∈ [(λ˜′, µ˜)]′, there exists w˜ ∈ [(λ˜, Ø˜)]′min with w˜ < w˜
′ for the
Bruhat order of W˜ !C.
(1) By Theorem 7.6, there exists x ∈ W such that w˜′→˜xw˜f
(λ˜,Ø˜)
and l(xw˜f
(λ˜,Ø˜)
) = l(x) + l(w˜f
(λ˜,Ø˜)
). Since (λ˜, Ø˜) 6= (λ˜′, Ø˜), x > 1 and
xw˜f
(λ˜,Ø˜)
> w˜f
(λ˜,Ø˜)
. By Theorem 6.2 and [He1, Lemma 4.4], there exists
w˜ ∈ [(λ˜, Ø˜)]min with w˜ < w˜
′. Part (1) is proved.
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(2) By the same argument as we did in part (1), there exists w˜1 ∈
[d(λ˜′, µ˜)]′min with w˜1 < w˜
′. If d(λ˜′, µ˜) = (λ˜, Ø˜), then the statement is
proved. Now suppose that d(λ˜, µ˜) = (λ˜′′, µ˜′) 6= (λ˜, Ø˜). Then d(λ˜′′, µ˜′) =
(λ˜, Ø˜). Let τ = t[
1
2
,··· , 1
2
]wS−{n}wS ∈ W˜
!. Then l(τ) = 0 and τ−1w˜1τ ∈
[(λ˜′′, µ˜′)]′. Again by the same argument as we did in part (1), there
exists w˜ ∈ [(λ˜, Ø˜)]′min with w˜ < τ
−1w˜1τ . Hence τw˜τ
−1 < w˜1 < w˜
′.
Since τ [(λ˜, Ø˜)]′τ−1 = [(λ˜, Ø˜)]′, τw˜τ−1 ∈ [(λ˜, Ø˜)]′min. Part (2) is proved.
Corollary 8.6. Let W˜ ! be of type A or C, a ∈ f(W˜ !int) and w˜ ∈ f
−1(a).
Then the following conditions are equivalent:
(1) w˜ is a good element;
(2) w˜ is a minimal length element in the unique distinguished con-
jugacy class O in f−1(a).
(3) w˜ is a minimal element for the Bruhat order on f−1(a).
By Proposition 8.2, if w˜ is a good element, then w˜ is a minimal
length element in f−1(a), hence a minimal element for the Bruhat
order on f−1(a). This proves that (1) ⇒ (3). Also (3) ⇒ (2) follows
from Propositions 6.5 and 8.5. Therefore (f−1(a))min = Omin. Hence
(1)⇔ (2).
Corollary 8.7. Let W˜ ! be of type A or C and w˜, w˜′ ∈ W˜ !int be good
elements. Then w˜ and w˜′ are in the same fiber of the map f : W˜int →
B(W˜ ) if and only if w˜ ≈ w˜′.
This follows from Corollary 8.6 and Theorem 7.6.
8.3. Let W˜ ! be of type A or C. Set B(W˜ !int) = f(W˜
!
int). For a ∈
B(W˜ !int) and w˜ ∈ W˜
!
int, we write a  w˜ if there exists w˜
′ ∈ f−1(a)min
with w˜′ 6 w˜ for the Bruhat order in W˜ . By [He1, Lemma 4.4],
(a) if w˜1→˜w˜ and a  w˜, then a  w˜1.
For a, a′ ∈ B(W˜ !int), we write a
′  a if there exists w˜ ∈ f−1(a)min
with a′  w˜. By Corollary 7.5,
(b)  is a partial order on B(W˜ !int).
9. Reductive method
9.1. Let H be the Hecke algebra associated to W˜ !, i.e., H is the asso-
ciated Z[v, v−1]-algebra with basis Tw˜ for w˜ ∈ W˜ ! and multiplication is
given by
Tx˜Ty˜ = Tx˜y˜, if l(x˜) + l(y˜) = l(x˜y˜);
(Ts − v)(Ts + v
−1) = 0, for s ∈ S˜.
Then T−1s = Ts− (v− v
−1) and Tw˜ is invertible in H for all w˜ ∈ W˜
!.
By [GP2, Lemma 8.2.1], we have that
(1) If w˜∼˜w˜′, then Tw˜ ≡ Tw˜′ mod [H,H ].
It is also easy to check that
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(2) If l(sw˜s) < l(w˜) for some s ∈ S˜, then
Tw˜ ≡ T
2
s Tsw˜s = (v − v
−1)Tw˜s + Tsw˜s mod [H,H ].
9.2. Let W˜ ! be of classical type, O be an integral conjugacy class in
W˜ ! and w˜ ∈ W˜ !int. We construct some polynomials fw˜,O ∈ Z[v − v
−1]
as follows.
If w˜ is a minimal element in the conjugacy class of W˜ ! that contains
it, then we set fw˜,O =
{
1, if w˜ ∈ O
0, if w˜ /∈ O
.
If w˜ is not a minimal element in the conjugacy class of W˜ ! that
contains it and that fw˜′,O is already defined for all integral elements
w˜′ ∈ W˜ ! with l(w˜′) < l(w˜), then by Theorem 6.2, there exists w˜1 ≈ w˜
and s ∈ S˜ such that l(sw˜1s) < l(w˜1) = l(w˜), we define fw˜,O as
fw˜,O = (v − v
−1)fw˜1s,O + fsw˜1s,O.
This completes the definition of fw˜,O. One also sees from the defini-
tion that all the coefficients of fw,O are nonnegative integer.
By 9.1 (1) and Theorem 6.2,
(1) for any w,w′ ∈ Omin, Tw ≡ Tw′ mod [H,H ].
Now we choose a representative w˜O ∈ Omin for each integral conju-
gacy class O in W˜ !. By 9.1 (1) & (2) and Theorem 6.2, for any integral
element w˜ ∈ W˜ !,
(2) Tw˜ ≡
∑
O
fw˜,OTwO mod [H,H ].
We call fw˜,O the class polynomials.
Notice that the definition of fw˜,O depends on the choice of the se-
quence of elements in S˜ used to conjugate w˜ to a minimal length ele-
ment in its conjugacy class. We expect that fw˜,O is in fact, independent
of such choice and is uniquely determined by the condition (2) above.
This is true if one replaces W˜ ! by a finite Coxeter group and H by the
corresponding finite Hecke algebra (see [GR, Theorem 4.2]).
In the rest of this paper, we discuss some applications on the loop
groups.
9.3. Similar to the definition of W˜ !, we define G! as follows.
Set G!A = GLn(L), G
!
B = PSO2n+1(L), G
!
C = PSP2n(L) and G
!
D =
PSO2n(L)⋊ < ι >, where ι is the outer diagonal automorphism on G
whose induces action on W (Dn) is the conjugation by (n,−n). We say
that G! is of classical type if G! = G!∗ for ∗ is A, B, C or D. Then W˜
!
is the extended affine Weyl group of G!. Moreover, the bijective group
homomorphisms δa and δF on G(L) defined in §0.4 extend in a natural
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way to group homomorphisms on G!, which we still denote by the same
symbol. Unless otherwise stated, we write δ for δa or δF .
Recall that Ω = {τ ∈ W˜ !; l(τ) = 0}. Let G′ = ⊔w˜∈WaI ˙˜wI be the
identity component of G!. Then
G = ⊔w˜∈W˜ !I ˙˜wI = ⊔τ∈Ω ⊔w˜∈Wa I ˙˜wτ˙I
= ⊔τ∈Ω ⊔w˜∈Wa I ˙˜wIτ˙ = ⊔τ∈ΩG
′τ˙ .
Lemma 9.1. Let w˜, w˜′ ∈ W˜ !.
(1) If w˜ → w˜′, then
G′ ·δ I ˙˜wI ⊂ G
′ ·δ I ˙˜w
′I ∪ ∪x˜∈w˜Wa,l(x˜)<l(w˜)G
′ ·δ I ˙˜xI.
(2) If w˜ ≈ w˜′, then
G′ ·δ I ˙˜wI = G
′ ·δ I ˙˜w
′I.
By definition, there exists a finite sequence w˜ = w˜0
i1−→ w˜1
i2−→ · · ·
im−→
w˜n = w˜
′, where ij ∈ S˜ for all j. We prove the lemma by induction on
m.
The statements are true for m = 0. Now assume that the statements
hold for m − 1. By [DL, Lemma 1.6.4], we have that w˜ = w˜1 or
si1w˜ < w˜ or w˜si1 < w˜. If w˜ = w˜1, then the statements follow from
induction hypothesis. Now we prove the case where si1w˜ < w˜. The
case w˜si1 < w˜ can be proved in the same way.
Since si1w˜ < w˜, then G
′ ·δ I ˙˜wI = G
′ ·δ Is˙i1Is˙i1 ˙˜wI = G
′ ·δ Is˙i1 ˙˜wIs˙i1I.
Moreover,
Is˙i1w˙Is˙i1I =
{
I ˙˜w1I, if l(w˜1) = l(si1w˜) + 1 = l(w˜);
Is˙i1 ˙˜wI ⊔ I ˙˜w1I, if l(w˜1) = l(siw˜)− 1 = l(w˜)− 2.
In either case,
G′ ·δ I ˙˜wI ⊂ G
′ ·δ I ˙˜w1I ∪ ∪x˜∈w˜Wa,l(x˜)<l(w˜)G
′ ·δ I ˙˜xI.
Notice that l(w˜1) 6 l(w˜). By induction hypothesis, G
′ ·δ I ˙˜w1I ⊂
G′ ·δ I ˙˜w
′I ∪ ∪x˜∈wWa,l(x˜)<l(w˜1)G
′ ·δ I ˙˜xI. Hence G
′ ·δ I ˙˜wI ⊂ G
′ ·δ I ˙˜w
′I ∪
∪x˜∈wWa,l(x˜)<l(w˜)G
′ ·δ I ˙˜xI.
If moreover, w˜ ≈ w˜′, then l(w˜1) = l(w˜) and w˜1 ≈ w˜
′. By induction
hypothesis, G′ ·δ I ˙˜wI = G
′ ·δ I ˙˜w1I = G
′ ·δ I ˙˜w
′I.
Lemma 9.2. Let w˜, w˜′ ∈ W˜ !.
(1) If w˜→˜w˜′, then
G! ·δ I ˙˜wI ⊂ G
! ·δ I ˙˜w
′I ∪ ∪x˜∈w˜Wa,l(x˜)<l(w˜)G
! ·δ I ˙˜xI.
(2) If w˜≈˜w˜′, then
G! ·δ I ˙˜wI = G
! ·δ I ˙˜w
′I.
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For any x˜ ∈ W˜ and τ ∈ Ω, we have that
G! ·δ I ˙˜xI = G
! ·δ τ˙ I ˙˜xIσ(τ˙ )
−1 = G! ·δ Iτ˙ ˙˜xτ˙
−1I.
Now if w˜→˜w˜′, then there exists τ ∈ W˜ with l(τ) = 0 such that w˜ →
τw˜′τ−1. By Lemma 9.1,
G! ·δ I ˙˜wI = G
! ·δ (G
′ ·δ I ˙˜wI)
⊂ G! ·δ
(
G′ ·δ Iτ˙ ˙˜w
′τ˙−1I ∪ ∪x˜∈wWa,l(x˜)<l(w˜)G
′ ·δ I ˙˜xI
)
= G! ·δ Iτ˙ ˙˜w
′τ −˙1I ∪ ∪x˜∈w˜Wa,l(x˜)<l(w˜)G
! ·δ I ˙˜xI
= G! ·δ I ˙˜w
′I ∪ ∪x˜∈w˜Wa,l(x˜)<l(w˜)G
! ·δ Ix˙I.
If w˜≈˜w˜′, then there exists τ ∈ W˜ with l(τ) = 0 such that w˜ ≈
τw˜′τ−1. By Lemma 9.1,
G! ·δ I ˙˜wI = G
! ·δ (G
′ ·δ I ˙˜wI) = G
! ·δ (G
′ ·δ Iτ˙ ˙˜w
′τ˙−1I)
= G! ·δ Iτ˙ ˙˜w
′τ˙−1I = G! ·δ I ˙˜w
′I.
The Lemma is proved.
The following result is proved in [He4, Lemma 2.4 & 2.8].
Lemma 9.3. Let w˜ ∈ SW˜ ! and w˜′ = xw˜ for some x ∈ WI(w), then
G′ ·δ I ˙˜w
′I ⊂ G′ ·δ I ˙˜wI.
9.4. For any b ∈ G! and w˜ ∈ W˜ !, define
Xw˜,δ(b) = {gI ∈ G
!/I; g−1bδ(g) ∈ I ˙˜wI}.
Now we discuss some reductive method for Xw˜,δ(b). The first two
Lemmas below are proved in [GH].
Lemma 9.4. Let w˜ ∈ W˜ !, and let s ∈ S˜. Then
(1) If l(sw˜s) = l(w˜), then Xw˜,δ(b), Xsw˜s,δ(b) are universally homeo-
morphic.
(2) If l(sw˜s) = l(w˜) − 2, then Xw˜,δ(b) can be written as a disjoint
union Xw˜,δ(b) = X1 ∪ X2 where X1 is closed and X2 is open, and
such that X1 admits a morphism to Xsw˜s,δ(b), all of whose fibers are
isomorphic to A1, and such that X2 admits a morphism to Xsw˜,δ(b), all
of whose fibers are isomorphic to A1 \ {0}.
Lemma 9.5. Let x˜, τ ∈ W˜ with l(τ) = 0. Then Xx˜,δ(b) is isomorphic
to Xτ x˜τ−1,δ(b).
As a consequence of Lemma 9.4 and 9.5, we have that
Corollary 9.6. Let w˜, w˜′ ∈ W˜ ! with w˜≈˜w˜′. Then Xw˜,δ(b) and Xw˜′,δ(b)
are universally homeomorphic.
Lemma 9.7. Let w˜ ∈ SW˜ ! and x ∈ WI(w). Then dim(Xxw˜,δF (b)) =
dim(Xw˜,δF (b)) + l(x) and dim(Xxw˜,δa(b)) 6 dim(Xw˜,δa(b)) + l(wI(w)).
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Remark. By convention, we set dim(Ø) = −∞.
Let J = I(w˜), LJ be the standard Levi subgroup of G corresponding
to J and P = LJI be the standard parahoric subgroup of G
!. Set
X = {gP ∈ G!/P ; g−1bδ(g) ∈ Pw˜P}.
Notice that for any u ∈ WJ , Iu˙ ˙˜wI = Iu˙I ˙˜wI ⊂ P ˙˜wP . Thus the map
gI 7→ gP sends Xuw˜,δ(b) to X .
Let UJ be the subgroup of G generated by uα(k) for α ∈ Φ− \ Φ−J
and IJ be the inverse image of UJ under the map G(o)→ G. Then IJ
is normal in PJ and PJ = IJLJ . Thus P ˙˜wP = IJLJ ˙˜wLJIJ = IJLJ ˙˜wIJ .
Let g ∈ G! with gP ∈ X . Then g−1bδ(g) ∈ IJ l ˙˜wIJ for some
l ∈ LJ . Now for p ∈ LJ , p
−1g−1bδ(g)δ(p) ∈ p−1IJ l ˙˜wIJδ(p)
−1 =
IJp
−1l ˙˜wδ(p)−1IJ . Notice that I = IJ(B
− ∩ LJ) = (B
− ∩ LJ)IJ and
Iu˙ ˙˜wI = IJ(B
− ∩ LJ )u˙(B
− ∩ LJ) ˙˜wIJ . Thus for p ∈ LJ , gpI ∈ Xuw˜,δ(b)
if and only if p−1l ˙˜wδ(p) ˙˜w−1 ∈ (B− ∩ LJ)u˙(B
− ∩ LJ).
We also have that P/I ∼= LJ/(B
− ∩ LJ ). Define δ
′ : LJ → LJ by
δ′(l) = ˙˜wδ(l) ˙˜w−1. Set
Yg = {p(B
−∩LJ ) ∈ LJ/(B
−∩LJ ); p
−1lδ′(p) ∈ (B− ∩LJ)u˙(B
−∩LJ )}.
Then {pI ∈ P/I; gpI ∈ Xuw˜,δ(b)} ∼= Yg is a subvariety of the flag
variety of LJ . In particular, each fiber of the map Xuw˜,δ(b) → X is at
most of dimension l(wJ).
If δ = δF , Yg is a Deligne-Lusztig variety in LJ/(B
− ∩ LJ) and it
is known that it is of dimension l(u). So dim(Xuw˜,δF (b)) = dim(X) +
l(u) for any u ∈ WJ . In particular, dim(Xw˜,δF (b)) = dim(X) and
dim(Xxw˜,δF (b)) = dim(Xw˜,δF (b)) + l(x).
If δ = δa, then by [St, Lemma 7.3], Yg is nonempty for u = 1.
Hence dim(Xw,δa(b)) > dim(X). Therefore dim(Xxw˜,δa(b)) 6 dim(X)+
l(wJ) 6 dim(Xw˜,δa(b)) + l(wJ).
Corollary 9.8. Let G! be of classical type and b ∈ G!. Let O be an
integral conjugacy class of W˜ ! and w˜, w˜′ ∈ Omin. Then dim(Xw˜,δF (b)) =
dim(Xw˜′,δF (b)).
By Theorem 6.1, there exists x˜ ∈ SW˜ ! and v, v′ ∈ WI(x˜) such that
w˜≈˜vx˜ and w˜′≈˜v′x˜. Since l(w˜) = l(w˜′), l(v) = l(v′). By Corollary 9.6
and Lemma 9.7,
dim(Xw˜,δF (b)) = dim(Xvx˜,δF (b)) = dim(Xx˜,δF (b)) + l(v),
dim(Xw′,δF (b)) = dim(Xv′x˜,δF (b)) = dim(Xx˜,δF (b)) + l(v
′).
Therefore dim(Xw˜,δF (b)) = dim(Xw˜′,δF (b)).
Proposition 9.9. Let G! be of classical type, b ∈ G! and w˜ ∈ W˜ !int.
Then
dim(Xw˜,δF (b)) = max
O
1
2
(l(w˜)− l(w˜O) + deg(fw˜,O)) + dim(Xw˜O,δF (b)),
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where O runs over integral conjugacy classes of W˜ ! and w˜O is a minimal
length element in O.
Let O′ be the integral conjugacy class that contains w˜.
If w˜ ∈ O′min, then
1
2
deg(fw˜,O) + dim(Xw˜O,δF (b)) 6= −∞ if and only
fw˜,O 6= 0 and Xw˜O,δF (b) 6= ∅, i.e., O = O
′ and b ∈ G! · I ˙˜wOI. In
this case, fw˜,O = 1 and deg(fw˜,O) = 0. By the previous Corollary,
dim(Xw˜,δF (b)) = dim(Xw˜O,δF (b)). The Proposition holds in this case.
If w˜ /∈ O′min, we use the same sequence of elements in S˜ to conjugate
w˜ to a minimal element in O′ as we did in the definition of fw˜,O. Then
there exists w˜1 ≈ w˜ and s ∈ S˜ such that l(sw˜1s) < l(w˜1) = l(w˜) and
fw˜,O = (v − v
−1)fw˜1s,O + fsw˜1s,O. Hence deg(fw˜,O) = max{deg(fw˜1s,O) +
1, deg(fsw˜1s,O)} and
1
2
(l(w˜)+deg(fw˜,O)) = max{
1
2
(l(w˜1s)+deg(fw˜1s,O))+
1, 1
2
(l(sw˜1s) + deg(fsw˜1s,O)) + 1}.
On the other hand, by Lemma 9.4, dim(Xw˜,δF (b)) = dim(Xw˜1,δF (b)) =
max{dim(Xw˜1s,δF (b)) + 1, dim(Xsw˜1s,δF (b)) + 1}. Now the Proposition
follows from induction on l(w˜).
By the same argument, we have the following result for δa.
Proposition 9.10. Let G! be of classical type, b ∈ G(L) and w ∈ W˜ !int.
If Xx˜,δa(b) is finite dimensional for any x˜ ∈ W˜
! that is of minimal length
in its conjugacy class of W˜ !, then Xw˜,δa(b) is also finite dimensional.
10. More on good elements
We first consider G(L) ·δ I ˙˜wI for some good element w˜.
Lemma 10.1. Let w˜, w˜′ ∈ W˜ be good elements. If f(w˜) 6= f(w˜′), then
G(L) ·δ I ˙˜wI ∩G(L) ·δ I ˙˜w
′I = ∅.
It is easy to see that for x˜, y˜ ∈ W˜ , I ˙˜xI ˙˜yI ⊂ ∪z˜∈xy˜WaI ˙˜zI. Hence
G(L) ·δ I ˙˜wI ⊂ ∪x˜∈W˜ I ˙˜xI ˙˜wI ˙˜x
−1I ⊂ ∪z˜∈x˜w˜x˜−1Wa=w˜WaI ˙˜zI,
G(L) ·δ I ˙˜w
′I ⊂ ∪x˜∈W˜ I ˙˜xI ˙˜w
′I ˙˜x−1I ⊂ ∪z˜∈x˜w˜′x˜−1Wa=w˜WaI ˙˜zI.
Therefore if w˜Wa 6= w˜
′Wa, then G(L) ·δ I ˙˜wI ∩G(L) ·δ I ˙˜w
′I = ∅.
Now assume that η(w˜) = η(w˜′). By our assumption, [vw˜] 6= [vw˜′]. If
G(L) ·δ I ˙˜wI ∩ G(L) ·δ I ˙˜w
′I 6= ∅, then there exist g ∈ G(L) such that
I ˙˜wI ∩ gI ˙˜w′Iσ(g)−1 6= ∅. Let z ∈ I ˙˜wI ∩ gI ˙˜w′Iσ(g)−1. Since w˜ and w˜′
are good elements, then for any n ∈ N,
zσ(z) · · ·σn−1(z) ∈ (I ˙˜wI)(I ˙˜wI) · · · (I ˙˜wI) = I ˙˜wnI,
zσ(z) · · ·σn−1(z) ∈ (gI ˙˜w′Iσ(g)−1)(σ(g)I ˙˜w′Iσ2(g)−1) · · · (σn−1(g)I ˙˜w′Iσn(g)−1)
= gI( ˙˜w′)nIσn(g).
In particular, for any n ∈ N, I ˙˜wnI ∩ gI( ˙˜w′)nIσn(g)−1 6= ∅.
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There exists m ∈ N such that w˜m = tµ and (w˜′)m = tµ
′
for some
µ, µ′ ∈ P ∨. Since [vw˜] 6= [vw˜′ ], µ /∈ W · µ
′. Assume that g ∈ Ix˜I for
some x˜ ∈ W˜ . Then IǫkµI ∩ I ˙˜xIǫkµ
′
I ˙˜x−1I 6= ∅ for all k ∈ N.
Notice that I ˙˜xIǫkµ
′
I ˙˜x−1I ⊂ ∪y˜,y˜′6x˜Iy˜ǫ
kµ′( ˙˜y′)−1I. Thus tkµ = y˜tkµ
′
(y˜′)−1
for some y˜, y˜′ 6 x˜. Assume that y˜ = ytχ and y˜′ = y′tχ
′
with χ, χ′ ∈ P ∨
and y, y′ ∈ W . Then y˜tkµ
′
(y˜′)−1 = ty(kµ
′+χ−χ′)y(y′)−1. Hence y = y′ and
kµ′+χ−χ′ = ky−1µ. By definition, l(tχ) 6 l(y˜) + l(y) 6 l(x˜) + l(wS).
Similarly, l(tχ
′
) 6 l(x˜) + l(wS). Since µ /∈ W · µ
′, then l(tµ
′−y−1µ) > 1.
Now
k 6 l(tk(µ
′−y−1µ)) = l(tχ
′−χ) 6 l(tχ
′
) + l(tχ) 6 2l(x˜) + 2l(wS).
That is a contradiction.
Corollary 10.2. Let w˜, w˜′ ∈ W˜ be good elements with f(w˜) = f(w˜′).
Then G(L) ·δF I ˙˜wI = G(L) ·δF I ˙˜w
′I is a single δF -conjugacy class.
As in the proof of Proposition 8.2, for any δF -conjugacy class O of
G(L), there exists a good element x˜O ∈ W˜ such that ˙˜xO ∈ O. If
O ⊂ G(L) ·δF Iw˙I, then we must have that ˙˜xO ∈ G(L) ·δF I ˙˜wI. By
the previous Lemma, f(x˜O) = f(w˜). By [Ko1, 4.13], O is uniquely
determined by f(x˜O). Therefore G(L)·δF I ˙˜wI is the single δF -conjugacy
class that contains ˙˜xO. In particular, G(L) ·δF I ˙˜wI = G(L) ·δF I ˙˜w
′I.
10.1. Now we reformulate Kottwitz’s classification of δF -conjugacy
classes as follows.
Let W˜good be the set of good elements in W˜ . For w˜, w˜
′ ∈ W˜good, we
write w˜ ≍ w˜′ if f(w˜) = f(w˜′). Then we have that
(a) G(L) = ⊔[w˜]∈W˜good/≍G(L) ·δF I
˙˜wI.
However, if δ = δa, then in general, G(L) ·δ I ˙˜wI contains infinitely
many δ-conjugacy classes and we don’t know if G(L) ·δ I ˙˜wI = G(L) ·δ
I ˙˜w′I for w˜ ≍ w˜′. We’ll see that it is true for type A and C.
In the rest of this section, we discuss the dimension of Xw˜,δ(b) for
good element w˜.
Proposition 10.3. Let w˜ ∈ W˜ be a good element. Let n ∈ N and
µ ∈ P ∨ with w˜n = tµ. Let M be the Levi subgroup of G generated by T
and uα(k) for α ∈ R with < µ, α >= 0. Then Xw˜,δ( ˙˜w) ⊂ M(L)I/I ∼=
M(L)/(M(L)∩I). Moreover, for any b ∈ G(L)·δI ˙˜wI, dim(Xw˜,δF (b)) =
0 and dim(Xw˜,δa(b)) <∞ if a is not a root of unity.
The proof will be given in §10.3.
10.2. Let Φ˜ = {α + nδ;α ∈ Φ, n ∈ Z} be the set of real affine roots
and Φ˜+ = {α+nδ;α ∈ Φ+, n > 0}⊔{α+nδ;α ∈ Φ−, n > 0} be the set
of positive real affine roots. The affine simple roots are −αi for i ∈ S
and α0 = θ + δ. Then any positive real affine root α can be written in
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a unique way as
∑
i∈S −aiαi+a0α0 with ai ∈ N∪{0} for i ∈ S˜. We set
ht(α) =
∑
i∈S˜ ai. For any real root α+nδ, we define xα+nδ : k→ G(L)
by xα+nδ(k) = uα(kǫ
n) for k ∈ k.
Let I1 be the inverse image of U
− under the projection G(o) → G,
where U− is the unipotent radical of B−. Then I1 is generated by
xα(k) for α ∈ Φ˜+ and I1 ∩ T (L). For n > 1, let In be the subgroup of
I generated by xα(k) with ht(α) > n and I1 ∩ T (L). Then it is easy to
see that
(1) for α, β ∈ Φ˜+ and a, b ∈ k, xα(a)xβ(b) ∈ xβ(b)xα(a)Iht(α)+ht(β).
(2) for any t ∈ I1∩T (L), α ∈ Φ˜
+ and a ∈ k, txα(a) ∈ xα(a)tIht(α)+1.
Thus In is a normal subgroup of I for any n ∈ N.
Lemma 10.4. Let b ∈ I. Then dim(X1,δF (b)) = 0 and dim(X1,δa(b)) <
∞ if a is not a root of unity.
For x˜ ∈ W˜ , define Yx˜ = I ˙˜xI/I ∩ X1,δ(b). Assume that {α ∈
Φ˜+; x˜−1α < 0} = {αi1, · · · , αik}. We arrange the roots such that
ht(αi1) 6 ht(αi2) 6 · · · 6 ht(αik). Let g ∈ G(L) with gI ∈ Yx˜, then
g = xαi1 (a1) · · ·xαik (ak)
˙˜xI for some a1, · · · , ak ∈ k. Since gI ∈ X1,δ(b),
gI ∩ bδ(g)I 6= ∅.
We first consider the case where δ = δF . By [GHKR, Prop 6.3.1],
any element in I is δF conjugate to 1. So we may take b = 1. Now
xαi1 (a1) · · ·xαik (ak) = xαi1 (F (a1)) · · ·xαik (F (ak)).
Therefore a1 = F (a1), · · · , ak = F (ak). So there are only finite many
elements in Yx˜ for each x˜ ∈ W˜ and dim(X1,δF (b)) = 0.
We then consider the case that δ = δa with a not a root of unity.
Notice that dim Yx˜ equals the dimension of the variety consists of
(a1, · · · , ak) satisfying
(*) xαi1 (a1) · · ·xαik (ak)
˙˜xI ∩ bδ(xαi1 (a1) · · ·xαik (ak))
˙˜xI 6= ∅.
We may assume that b ∈ tI1 for some t ∈ T . Let n ∈ N with
tδ(xα(1))t
−1 6= xα(1) for all α with ht(α) > n. Such n exists since a is
not a root of unity.
Let m > n and j ∈ N with ht(αij−1) < m and ht(αij ) > m. We show
that
(a) for any u ∈ Im(
˙˜xI ∩ I), there is a unique (aj, · · · , ak) such that
xαij (aj) · · ·xαik (ak) ∈ utδ(xαij (aj) · · ·xαik (ak))(
˙˜xI ∩ I).
Notice that (a) is obvious if ht(αik) < m. We prove this statement
by descending induction on m.
Assume that ht(αij ) = · · · = ht(αil) = m < ht(αil+1). Then
xαij (aj) · · ·xαik (ak) ∈ xαij (aj) · · ·xαil (al)Im+1.
It is easy to see that the map kl−j × Im+1(
˙˜xI ∩ Im) → Im defined by
(bj , · · · , bl, z) 7→ xαij (bj) · · ·xαil (bl)z is a bijection.
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Let u′ = xαij (bj) · · ·xαil (bl) ∈ uIm+1(
˙˜xI∩Im). Since the commutator
of Im and Im is contained in Im+1, for any v ∈ Im, Im+1(
˙˜xI ∩ Im)tv ⊂
tvIm+1. Hence
utδ(xαij (aj) · · ·xαik (ak)) ∈ u
′Im+1(
˙˜xI ∩ Im)tδ(xαij (aj) · · ·xαil (al))Im+1
⊂ u′tδ(xαij (aj) · · ·xαil (al))Im+1(
˙˜xI ∩ I).
Now we have that
xαij (aj) · · ·xαil (al) ∈ u
′tδ(xαij (aj) · · ·xαil (al))t
−1Im+1(
˙˜xI ∩ I).
For p > j, tδ(xαp(a))t
−1 = xαp(cpa) for some cp 6= 1. Then
u′tδ(xαij (aj) · · ·xαil (al))t
−1 ∈ xαij (bj + cjaj) · · ·xαil (bl + clal)Im+1.
Thus we must have that aj = bj+cjaj , · · · , al = bl+clal. In particular,
aj , · · · , al are uniquely determined.
Now set u1 = (xαij (aj) · · ·xαil (al))
−1u′tδ(xαij (aj) · · ·xαil (al))t
−1 ∈
Im+1(
x˙I ∩ I), we have that
xαil+1 (al+1) · · ·xαik (ak) ∈ u1tδ(xαil+1 (al+1) · · ·xαik (ak))(
˙˜xI ∩ I).
By induction hypothesis on m + 1, al+1, · · · , ak are also uniquely de-
termined.
(a) is proved.
Let j′ ∈ N with ht(αij′−1) < n and ht(αi′j ) > n. By (a) for m = n,
given any (a1, · · · , aj′) ∈ kj
′
, there exists at most one (aj′+1, · · · , ak) ∈
kk−j
′
such that (a1, · · · , ak) satisfies (*) above. In other words, dim(Yx˜) 6
♯{α ∈ Φ˜+; ht(α) < n} for any x˜ ∈ W˜ . Therefore dim(X1,δ(b)) =
maxx˜∈W˜ Yx˜ <∞.
Lemma 10.5. Let µ ∈ P ∨ and M be the Levi subgroup of G generated
by T and uα(k) for α ∈ R with < µ, α >= 0. Then the map
I ×I∩M(L) (I ∩M(L))ǫ
µ → IǫµI
defined by (i, i′) 7→ ii′δ(i)−1, is bijective.
Remark. If σ = δF , then the lemma is a special case of [GHKR, Theo-
rem 2.1.2]. The case where δ = δa is essentially the same as in loc.cit.
Here we give a proof to convince the readers that no problem occurs
for δ = δa.
Notice that I ×I∩M(L) (I ∩M(L))ǫ
µ ∼= I1 ×I1∩M(L) (I ∩M(L))ǫ
µ and
IǫµI = I1(I ∩M(L)ǫ
µI1. It suffices to prove that for any n, the map
In ×In∩In+1(In∩M(L)) In+1(I ∩M(L))ǫ
µIn+1 → In(I ∩M(L))ǫ
µIn defined
by (i, i′) 7→ ii′δ(i)−1 is bijective.
Let P be the parabolic subgroup of G generated by T and uα(k)
for α ∈ R with < µ, α >> 0 and Let P− be the opposite parabolic
subgroup of G generated by T and uα(k) for α ∈ R with < µ, α >6 0.
Let UP be unipotent radical of P and UP− be the unipotent radical of
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P−. Set I ′n = In ∩UP (L) and I
′′
n = In ∩UP−(L). Since I normalizes In
and M(L) normalizes UP (L) and UP−(L), I ∩M(L) normalizes I
′
n and
I ′′n for all n. Moreover, we have that In = I
′
nI
′′
n(In ∩M(L)). Now
In(I ∩M(L))ǫ
µIn ⊂ In ·δ In(I ∩M(L))ǫ
µ = In ·δ I
′
nI
′′
n(I ∩M(L))ǫ
µ
= In ·δ I
′′
n(I ∩M(L))ǫ
µI ′n = In ·δ (I ∩M(L))I
′′
nǫ
µI ′n.
By definition, ǫµI ′nǫ
−µ ⊂ In+1 and ǫ
−µI ′′nǫ
µ ⊂ In+1. So I
′′
nǫ
µI ′n ⊂
I ′′nIn+1ǫ
µ = In+1I
′′
nǫ
µ ⊂ In+1ǫ
µIn+1. This proves the surjectivity.
On the other hand, for any i1 ∈ I
′
n and i2 ∈ I
′′
n ,
i1i2(In ∩M(L)) ·δ In+1(I ∩M(L))ǫ
µIn+1 = i1i2In+1(I ∩M(L))ǫ
µIn+1δ(i1i2)
−1
⊂ i1In+1(I ∩M(L))I
′′
nǫ
µI ′nIn+1δ(i2)
−1 = i1In+1(I ∩M(L))ǫ
µIn+1δ(i2)
−1.
So i1i2(In∩M(L)) ·δ In+1(I ∩M(L))ǫ
µIn+1∩ In+1(I ∩M(L))ǫ
µIn+1 6= ∅
if and only if i1, i2 ∈ In+1. This proves the injectivity.
10.3. Proof of Proposition 10.3. Since w˜ is a good element, we
have that (I ˙˜wI)δ(I ˙˜wI) · · ·δn−1(I ˙˜wI) ⊂ IǫµI. By Lemma 10.5, for any
b ∈ G(L) ·δ I ˙˜wI, there exists h ∈ G(L) such that
h−1bδ(b) · · · δn−1(b)δn(h) ∈ (I ∩M(L))ǫµ.
If b = ˙˜w, then we may just take h = 1. Now set b′ = h−1bδ(b) · · · δn−1(b)δn(h).
If gI ∈ Xw˜,δ(b), then again by Lemma 10.5, gI = g
′I for some g′ with
(g′)−1bδ(b) · · · δn−1(b)δn(g′) ∈ (I ∩M(L))ǫµ. Thus
Xw˜,δ(b) ⊂ {hgI/I; g
−1b′δn(g) ∈ (I ∩M(L))ǫµ}.
Let x ∈ W such that xµ is dominant. Set J = I(txµ) and M ′ = x˙M .
Then M ′ is a Levi factor of the standard parabolic subgroup P of G
corresponding to J and x˙(I ∩M(L)) ⊂ ∩M ′(o). It is easy to see that
Xw˜,δ(b) ⊂ {hx˙gx˙
−1I/I; g−1M ′(o)ǫxµδn(g) ∩M ′(o)ǫxµ 6= ∅}.
Let g ∈ G(L) with g−1M ′(o)ǫxµδn(g)∩M ′(o)ǫxµ 6= ∅. Then we must
have that g = mk form ∈M ′(L) and k ∈ G(o) withm−1M ′(o)ǫxµδn(m) ∈
M ′(o)ǫxµ. The case where δ = δF is proved in [Ko2, Theorem 1.1 (2)].
The case where δ = δa can be proved in the same way.
Assume that k ∈ Iu˙I for u = u1v1 with u1 ∈ W
J and v1 ∈ WJ . Then
Iu˙I = Iu˙1Iv˙1I ⊂ Iu˙1IM
′. Thus Iu˙1IM
′(o)ǫxµ∩M ′(o)ǫxµδn(Iu˙1I) 6= ∅.
Notice that
M ′(o)ǫxµδn(Iu˙1I) ⊂ ∪v∈WJ Iv˙Iǫ
xµIu˙1I = ∪v∈WJ Iǫ
xµv˙Iu˙1I ⊂ ∪y∈W Iǫ
xµy˙I,
Iu˙1IM
′(o)ǫxµ ⊂ ∪v∈WJ Iu˙1Iv˙Iǫ
xµ = ∪v∈WJ Iu˙1Iǫ
xµIv˙I = ∪v∈WJ Iu˙1ǫ
xµv˙I.
Hence there exists v ∈ WJ and y ∈ W such that ǫ
xµy = u1ǫ
xµv =
ǫu1xµu1v. In particular, we have that xµ = u1xµ. By [HT, Lemma 3.5],
u1 ∈ WJ . So u1 = 1 and k ∈ IM
′(o).
Now k−1mǫxµδn(k) = m′ǫxµ for some m,m′ ∈M ′(o). By [St, Lemma
7.3] for δ = δa and Lang’s theorem for δ = δF ,m
′ ∈ k1(I∩M
′(o))δn(k1)
−1
for some k1 ∈ M
′(o). Set k′ = kk1. Then (k
′)−1(M ′(o)ǫxµ)δn(k′) ∩
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(I ∩ M ′(o))ǫxµ 6= ∅. We assume that k′ ∈ M ′(o)k′′ for some k′′ ∈
I. Then (k′)−1(M ′(o)ǫxµ)δn(k′) = (k′′)−1(M ′(o)ǫxµ)δn(k′′) and k′′(I ∩
M ′(o))ǫxµδn(k′′)−1 ∩ (M ′(o)ǫxµ) 6= ∅.
By Lemma 10.5, k′′(I∩M ′(o))ǫxµδn(k′′)−1∩(M ′(o)ǫxµ) ⊂ (I∩M ′(o))ǫxµ
and k′′ ∈ I∩M ′(o). So k ∈M ′(o). ThereforeXw,δ(b) ⊂ {hx˙gx˙
−1I/I; g ∈
M ′(L)} = {hgI/I; g ∈ M(L)}. The “moreover” part follows from
Lemma 10.4.
Corollary 10.6. Let µ ∈ P ∨ be a regular coweight. Then G(L) ·δ Iǫ
µI
is a single δ-conjugacy class of G(L) and dim(Xtµ,δ(ǫ
µ)) = 0.
By Lemma 10.5, IǫµI is a single δ-conjugacy class of I. Hence G(L)·δ
IǫµI is a single δ-conjugacy class of G(L). Now by Proposition 10.3,
Xtµ,δ(ǫ
µ) ⊂ T (L)I/I ∼= T (L)/(T (L) ∩ I) is of dimension 0.
11. Applications on loop groups of type A and C
We first discuss some stratification of G(L), stable under the δ-
conjugation action.
Lemma 11.1. Let G = GLn or PSP2n. Let a ∈ B(W˜int). Then
(1) For any good elements w˜, w˜′ ∈ f−1(a), we have that
G(L) ·δ I ˙˜w
′I = G(L) ·δ I ˙˜wI = G
′ ·δ I ˙˜wI.
Now we define Za,δ = G(L) ·δ I ˙˜wI for any good element w˜ ∈ f
−1(a).
(2) Let O ⊂ f−1(a) be a conjugacy class of W˜ and w˜ ∈ Omin. Then
G(L) ·δ I ˙˜wI ⊂ Za,δ.
(1) By Corollary 8.7, w˜ ≈ w˜′. Thus by Lemma 9.2, G(L) ·δ I ˙˜w
′I =
G(L) ·δ I ˙˜wI. Notice that G(L) = ⊔τ∈W˜ ,l(τ)=0G
′τ˙ . Thus
G(L) ·δ I ˙˜wI = ∪τ∈W˜ ,l(τ)=0G
′ ·δ τ˙ I ˙˜wIδ(τ˙)
−1
= ∪τ∈W˜ ,l(τ)=0G
′ ·δ Iτ˙ w˜τ˙
−1I.
Since l(τw˜τ−1) = l(w˜), τw˜τ−1 is also a good element in f−1(a). By
Corollary 8.7 and Lemma 9.1, G′ ·δ I ˙˜wI = G
′ ·δ Iτ˙ ˙˜wτ˙
−1I. Hence G(L) ·δ
I ˙˜wI = G′ ·δ I ˙˜wI.
(2) If G = GLn, then f
−1(a) = ⊔d(λ˜′,Ø˜)=(λ˜,Ø˜)[(λ˜
′, Ø˜)] for some dis-
tinguished (λ˜, Ø˜) ∈ DP. By Theorem 7.6, w˜≈˜xw˜f
(λ˜,Ø˜)
for some x ∈
WI(w˜f
(λ˜,Ø˜)
). By Lemma 9.2 and 9.3,
G(L) ·δ I ˙˜wI = G(L) ·δ I ˙˜x ˙˜w
f
(λ˜,Ø˜)
I ⊂ G(L) ·δ I ˙˜w
f
(λ˜,Ø˜)
I.
If G = PGL2n, then f
−1(a) = ⊔d′(λ˜′,µ˜)=(λ˜,Ø˜)[(λ˜
′, µ˜)]′ for some dis-
tinguished (λ˜, Ø˜) ∈ DP>0. Hence O = [(λ˜
′, µ˜)]′ for some (λ˜′, µ˜) ∈
DP>0 with d
′(λ˜′, µ˜) = (λ˜, Ø˜). Assume that d(λ˜′, µ˜) = (λ˜′′, µ˜′). Then
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d(λ˜′′, µ˜′) = (λ˜, Ø˜). By Theorem 7.6, w˜≈˜xw˜f
(λ˜′′,µ˜′)
for some x ∈ WI(w˜f
(λ˜′′,µ˜′)
).
By Lemma 9.2 and 9.3,
G(L) ·δ I ˙˜wI = G(L) ·δ Ix˙ ˙˜w
f
(λ˜′′,µ˜′)
I ⊂ G(L) ·δ I ˙˜w
f
(λ˜′′,µ˜′)
I.
Again by Theorem 7.6, w˜f
(λ˜′′,µ˜′)
≈˜yw˜f
(λ˜,Ø˜)
for some y ∈ WI(w˜f
(λ˜,Ø˜)
). Then
by Lemma 9.2 and 9.3,
G(L) ·δ I ˙˜wI ⊂ G(L) ·δ I ˙˜w
f
(λ˜′′,µ˜′)
I ⊂ G(L) ·δ I ˙˜w
f
(λ˜,Ø˜)
I.
Proposition 11.2. Let G = GLn or PSP2n and w˜ ∈ W˜int. Then
G(L) ·δ I ˙˜wI = G(L) ·δ I ˙˜wI = ⊔aw˜Za,δ.
By the proof of [Vi, Prop 18], G(L) ·δ I ˙˜wI = G(L)·δ I ˙˜wI. By Lemma
10.1, the union is in fact a disjoint union. If a  w˜, then there exists a
minimal length element w˜′ in f−1(a) such that w˜′ 6 w˜. Hence Za,δ =
G(L) ·δ I ˙˜w
′I ⊂ G(L) ·δ I ˙˜wI. Now we prove that G(L) ·δ I ˙˜wI ⊂ ∪aw˜Za,δ
by induction on l(w˜).
If w˜ ∈ f−1(a) is a minimal length element in its conjugacy class,
then by Corollary 8.6, a  w˜. By Lemma 11.1, G(L) ·δ I ˙˜wI ⊂ Za,δ.
If w˜ is not a minimal length element in the conjugacy class of W˜ that
contains it, then by Theorem 6.2 there exists w˜1 ≈ w˜ and w˜1
i
−→ w˜2 with
l(w˜2) < l(w˜1). In particular, w˜2 < w˜1 and siw˜1 < w˜1. By induction
hypothesis,
G(L) ·δ I ˙˜wI = G(L) ·δ I ˙˜w1I = G(L) ·δ I ˙˜w2I ∪G(L) ·δ Is˙i ˙˜w1I
⊂ ∪aw˜1Za,δ.
By § 8.3, a  w˜ if and only if a  w˜1. So G(L) ·δ I ˙˜wI ⊂ ∪aw˜Za,δ.
Corollary 11.3. Let G = GLn or PSP2n and a ∈ B(W˜int). Then
Za,δ = ⊔a′aZa′,σ.
Remark. If δ = δF is a Frobenius morphism, then Za,δ is a single δ-
conjugacy class and any δ-conjugacy class is of this form. In this case,
the closure of Za,δ is a union of other δ-conjugacy classes and the ex-
plicit closure relation is obtained by Viehmann [Vi, Prop 18]. However,
if δ = δa, then in general Za,δ contains infinitely many δ-conjugacy
classes.
Proposition 11.4. (1) Let G = GLn, then G(L) = ⊔a∈B(W˜ )Za,δ is a
stratification of G(L).
(2) Let G = PSP2n, then G
′ = ⊔
a∈B(W˜int)
Za,δ is a stratification of
G′.
Remark. If δ = δF , then both parts follows from Kottwitz’s classifica-
tion of σ-conjugacy classes [Ko1]. See subsection 10.1.
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Notice that
G(L) = ⊔w˜∈W˜ I ˙˜wI = ∪w˜∈W˜G(L) ·δ I ˙˜wI = ∪w˜∈W˜G(L) ·δ I ˙˜wI;
G′ = ⊔w˜∈WaI ˙˜wI = ∪w˜∈WaG(L) ·δ I ˙˜wI = ∪w˜∈WaG(L) ·δ I ˙˜wI.
Now the Proposition follows from Proposition 11.2.
Now we discuss the dimension of Xw˜,δ(b) for type A and C.
Proposition 11.5. Let G = GLn or PSP2n. Let a ∈ B(W˜int). Then
for any w˜ ∈ W˜ and b ∈ Za,δ, we have that
(1) dim(Xw˜,δF (b)) = maxO
1
2
(l(w˜) + l(O) + deg(fw˜,O)) − l(f
−1(a)),
here O runs over conjugacy class of W˜ in f−1(a).
(2) dim(Xw˜,δa(b)) <∞ if a is not a root of unity.
Since b ∈ Za,δ for a ∈ B(W˜int), we have that b ∈ G
′. Hence if
Xw˜,δ(b) 6= ∅, then w˜ ∈ W˜int. Now let O be an integral conjugacy class
of W˜ and w˜O a minimal length element in O. If Xw˜O,δ(b) 6= ∅, then
b ∈ G(L) ·δ I ˙˜wOI. By Lemma 11.1 and Lemma 10.1, we must have that
(a) O ⊂ f−1(a).
Case I: G = GLn. Then f
−1(a) = ⊔d(λ˜′,Ø˜)=(λ˜,Ø˜)[(λ˜
′, Ø˜)] for some
distinguished (λ˜, Ø˜) ∈ DP. By Theorem 7.6, w˜O≈˜xw˜
f
(λ˜,Ø˜)
for some
x ∈ WI(w˜f
(λ˜,Ø˜)
). By Corollary 9.6, dim(Xw˜O,δ(b)) = dim(Xxw˜f
(λ˜,Ø˜)
,δ(b)).
If δ = δF , then by Lemma 9.7 and Prop 10.3, dim(Xxw˜f
(λ˜,Ø˜)
,δ(b)) =
dim(Xw˜f
(λ˜,Ø˜)
,δ(b)) + l(x) = l(x) = l(w˜O) − l(w˜
f
(λ˜,Ø˜)
) = l(O) − l(f−1(a)).
Now by Proposition 9.9, dim(Xw˜,δ(b)) = maxO
1
2
(l(w˜)+l(O)+deg(fw˜,O))−
l(f−1(a)).
If δ = δa for some a not a root of unity, then by Lemma 9.7 and
Prop 10.3, dim(Xxw˜f
(λ˜,Ø˜)
(b)) 6 dim(Xw˜f
(λ˜,Ø˜)
,δ(b)) + l(wS) < ∞. Hence
by Proposition 9.10, dim(Xw˜,δ(b)) <∞.
Case II: G = PGL2n. Then f
−1(a) = ⊔d′(λ˜′,µ˜)=(λ˜,Ø˜)[(λ˜
′, µ˜)]′ for some
distinguished (λ˜, Ø˜) ∈ DP>0 and O = [(λ˜, µ˜)]
′ for some d′(λ˜′, µ˜) =
(λ˜, Ø˜). Let d(λ˜′, µ˜) = (λ˜′′, µ˜′). Then by Theorem 7.6, w˜O≈˜xw˜
f
(λ˜′′,µ˜′)
for
some x ∈ WI(w˜f
(λ˜′′,µ˜′)
) and w˜
f
(λ˜′′,µ˜′)
≈˜yw˜f
(λ˜,Ø˜)
for some y ∈ WI(w˜f
(λ˜,Ø˜)
).
If δ = δF , then by Corollary 9.6, Lemma 9.7 and Prop 10.3,
dim(Xw˜O,δ(b)) = dim(Xxw˜f
(λ˜′′,µ˜′)
,δ(b)) = dim(Xw˜f
(λ˜′′,µ˜′)
,δ(b)) + l(x)
= dim(Xyw˜f
(λ˜,Ø˜)
,δ(b)) + l(x) = dim(Xw˜f
(λ˜,Ø˜)
,δ(b)) + l(x) + l(y).
Therefore dim(Xw˜O,δ(b)) = l(O) − l(f
−1(a)). Now by Proposition 9.9,
dim(Xw˜,δ(b)) = maxO
1
2
(l(w˜) + l(O) + deg(fw˜,O))− l(f
−1(a)).
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If δ = δa for some a not a root of unity, then by Corollary 9.6, Lemma
9.7 and Prop 10.3,
dim(Xw˜O,δ(b)) = dim(Xxw˜f
(λ˜′′,µ˜′)
,δ(b)) 6 dim(Xw˜f
(λ˜′′,µ˜′)
,δ(b)) + l(wS)
= dim(Xyw˜f
(λ˜,Ø˜)
,δ(b)) + l(wS) 6 dim(Xw˜f
(λ˜,Ø˜)
,δ(b)) + 2l(wS) <∞.
Hence by Proposition 9.10, dim(Xw,δ(b)) <∞.
Proposition 11.6. We assume that either
(1) G = GLn and µ is a regular coweight or
(2) G = PSP2n and µ is a regular coweight that lies in the coroot
lattice.
Then for any w˜ ∈ W˜int and a ∈ k×,
dim(Xw˜,δa(ǫ
µ)) =
1
2
(l(w˜) + deg(fw˜,O)− l(t
µ)),
where O is the conjugacy class of W˜ that contains tµ. If moreover, k
is of positive characteristic, then dim(Xw˜,δa(ǫ
µ)) = dim(Xw˜,δF (ǫ
µ)).
We prove the Proposition by induction on l(w˜). Let O′ be the integral
conjugacy class that contains w˜.
If O = O′. Then l(w˜) = l(tµ) is a minimal length element in O.
By definition, fw˜,O = 1. By Corollary 10.6, dim(Xw˜,δ(ǫ
µ)) = 0. The
Proposition holds in this case.
If O 6= O′ and w˜ ∈ O′min. Then by definition, fw˜,O = 0. Since µ is
regular, O is a single fiber of f : W˜ → B(W˜ ). By (a) in the proof of
Proposition 11.5, Xw˜
O′
,δ(ǫ
µ) = ∅. The Proposition holds in this case.
If w˜ /∈ O′min, the Proposition follows from induction on l(w˜) by the
same argument as we didi in the proof of Proposition 9.9.
11.1. Let us come to the case where δ = δ1 is the identity map. In
this case, the δ-conjugacy classes in G(L) are just the usual conjugacy
classes. Let b be a regular semisimple, integral element in G(L). Here
integral means the elements in G(L) · I. It is shown by Kazhdan and
Lusztig in [KL] that X(1,id)(b) is finite dimensional and a conjectural
dimension formula is also given there. If moreover, b is elliptic (i.e., its
centralizer is an anisotropic torus), then X1,id(b) has only finitely many
irreducible components and is an algebraic variety. The conjecture is
proved later by Bezrukavnikov in [Be]. (Actually they considered only
topologically unipotent elements, but the general can be reduced to
that case using Jordan decomposition). Now by the same argument
as we did in the proof of Proposition 11.5, one can show the following
result. This answers the question in [L5, Section 7] for G = GLn or
PSP2n.
Proposition 11.7. Let G = GLn or PSP2n. Let b be a regular
semisimple integral element in G(L). Then for any w˜ ∈ W˜ , Xw˜,id(b)
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is finite dimensional. If moreover, b is elliptic, then Xw˜,id(b) is an
algebraic variety.
11.2. From now on, we only consider the case that δ = δF . Similar
results holds for δ = δa with a not a root of unity. Define
Jb,δF = {g ∈ G(L); g
−1bδF (g) = b}.
Then Jb,δF acts on Xw˜,δF (b) on the left for any w˜ ∈ W˜ .
Notice that Xw˜,δF (b) = lim
→
Xi for some closed subschemes X1 ⊂
X2 ⊂ · · · ⊂ Xw˜,δF (b) of finite type. Let l be a prime with l not equal
to the characteristic of k. Then Hjc (Xi, Q¯l) is defined for all j. Set
HBMj (Xw˜,δF (b), Q¯l) = lim
→
Hjc (Xi, Q¯l)
∗.
Then HBMj (Xw˜,δF (b), Q¯l) is a smooth representation of Jb,δF . Hence it
is a semisimple module for any open compact subgroup of Jb,δF .
The following result can be proved along the line of [DL, Theorem
1.6].
Lemma 11.8. Let b ∈ G(L) and K be an open compact subgroup of
Jb,δF . Let w˜ ∈ W˜ , and let s ∈ S˜ be a simple affine reflection. Then
(1) If l(sw˜s) = l(w˜), then for any j ∈ Z,
HBMj (Xw˜,δF (b), Q¯l)
∼= HBMj (Xsw˜s,δF (b), Q¯l)
as Jb,δF -modules.
(2) If l(sw˜s) = l(w˜)− 2, then for any simple K-module M that is a
direct summand of ⊕jH
BM
j (Xw˜,δF (b), Q¯l), M is also a direct summand
of ⊕jH
BM
j (Xsw˜s,δF (b), Q¯l)⊕⊕jH
BM
j (Xsw˜,δF (b), Q¯l).
Theorem 11.9. Let G = GLn or PSP2n, a ∈ B(W˜int) and b ∈ Za,δF .
Let K be an open compact subgroup of Jb,δF and M be a simple K-
module. If M is a direct summand of ⊕w˜∈W˜ ⊕j H
BM
j (Xw˜,δF (b), Q¯l),
then M is a direct summand of ⊕x˜∈Omin ⊕j H
BM
j (Xx˜,δF (b), Q¯l), where
O runs over conjugacy classes of W˜ on f−1(a).
Notice that Xw˜,δF (b) 6= ∅ implies that w˜ ∈ W˜int. By Theorem 6.2
and Lemma 11.8, M is a direct summand of ⊕jH
BM
j (Xx˜,δF (b), Q¯l) for
a minimal length element x˜ in some integral conjugacy class O of W˜ .
Then Xx˜,δF (b) 6= ∅. By Lemma 11.1 and Lemma 10.1, we must have
that O ⊂ f−1(a). The theorem is proved.
11.3. In the rest of this paper, we discuss in more details the special
cases that f−1(a) is a single conjugacy class.
Let DP>0 be the set of (λ˜, µ˜) ∈ DP such that all the entries of λ˜
and µ˜ are of the form (b, c) with c > 0. We call (λ˜, Ø˜) ∈ DP super
distinguished if it is distinguished and all the entries of λ˜ are distinct.
Then it is easy to see that
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(1) Let (λ˜, Ø˜) ∈ DP. Then ♯{(λ˜′, Ø˜) ∈ DP; d(λ˜′, Ø˜) = (λ˜, Ø˜)} = 1 if
and only if (λ˜, Ø˜) is super distinguished.
(2) Let (λ˜, Ø˜) ∈ DP>0. Then ♯{(λ˜
′, µ˜) ∈ DP>0; d
′(λ˜′, µ˜) = (λ˜, Ø˜)} =
1 if and only if (λ˜, Ø˜) is super distinguished and (λ˜, Ø˜) ∈ DP>0.
In other words,
Let G = GLn and a ∈ B(W˜ ). Then f
−1(a) is a single conjugacy
class of W˜ if and only if f−1(a) = [(λ˜, Ø˜)] for some super distinguished
(λ˜, Ø˜) ∈ DP.
Let G = PSP2n and a ∈ B(W˜int). Then f
−1(a) is a single conjugacy
class of W˜ if and only if f−1(a) = [(λ˜, Ø˜)]′ for some super distinguished
(λ˜, Ø˜) ∈ DP>0.
In either case, for any w˜, w˜′ ∈ f−1(a)min, w˜ ≈ w˜
′ by Theorem 7.6.
Hence by Lemma 11.8, Xw˜,δF (b) is universally isomorphic to Xw˜′,δF (b).
Hence by Theorem 11.9, we have that
Corollary 11.10. Let G = GLn or PSP2n, a ∈ B(W˜int) and b ∈
Xa,δF . Let K be an open compact subgroup of Jb,δF and M be a simple
K-module. We assume furthermore that f−1(a) is a single conjugacy
class of W˜ . If M is a direct summand of ⊕w˜∈W˜ ⊕jH
BM
j (Xw˜,δF (b), Q¯l),
then M is a direct summand of ⊕jH
BM
j (Xx˜,δF (b), Q¯l) for any x˜ ∈
f−1(a)min.
11.4. We mention two interesting cases of super distinguished pair of
double partitions (λ˜, Ø˜).
The first case is that all the entries of λ˜ are of the form (1, ∗). In
this case, w˜f
(λ˜,Ø˜)
= tχ, where χ is a dominant regular coweight for type
A and a dominant regular coweight that lies in the coroot lattice for
type C.
The second case is that W˜ is of type A and λ˜ = (n, r) for some
0 < r < n such that n and r are coprime. By Lemma 5.4, w˜f
(λ˜,Ø˜)
=
tωrwS−{r}wS. This is a superbasic element.
Corollary 11.11. We assume that either
(1) G = GLn and χ is a dominant regular coweight or
(2) G = PSP2n and χ is a dominant regular coweight that lies in the
coroot lattice.
Then Jǫχ,δF = T (L)
δF and T (o)δF acts trivially on HBMj (Xw˜,δF (ǫ
χ), Q¯l)
for any w˜ ∈ W˜ and j ∈ Z.
Remark. The special case for G = GL2 or GL3 is obtained by Zbarsky
[Zb] in a different way.
By Proposition 10.3, Jǫχ,δF ⊂ T (L)I. Since χ is dominant regu-
lar, it is easy to see that Jǫχ,δF ⊂ T (L). Hence Jǫχ,δF = T (L)
δF and
Jǫχ,δF ∩ I = T (o)
δF is an open compact subgroup of Jǫχ,δF . Since
T (L) ∩ I acts trivially on T (L)/(T (L) ∩ I), Jǫχ,δF ∩ I acts trivially on
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Xtχ,σ(ǫ
χ) and also trivially on HBMj (Xtχ,σ(ǫ
χ), Q¯l). By Corollary 11.10,
any simple module of Jǫχ,δF ∩ I that appears as a direct summand of
HBMj (Xw˜,δF (ǫ
χ), Q¯l) is also trivial. Hence Jǫχ,δF ∩ I acts trivially on
HBMj (Xw˜,δF (ǫ
χ), Q¯l).
Corollary 11.12. Let G = GLn and τ = t
ωrwS−{r}wS for some 0 <
r < n such that n and r are coprime. Let Ω = {x˜ ∈ W˜ ; l(x˜) = 0}. Then
Jτ˙ ,δF /(Jτ˙ ,δF ∩ I)
∼= Ω and Jτ˙ ,δF ∩ I acts trivially on H
BM
j (Xw˜,δF (τ˙ ), Q¯l)
for any w˜ ∈ W˜ and j ∈ Z.
Let g ∈ G(L) with g−1τ˙ δF (g) ∈ Iτ˙ . We may assume that g ∈ I ˙˜xI for
some x˜ ∈ W˜ . Now g ∈ τ˙ δF (g)τ˙
−1I = Iτ˙ ˙˜xτ˙−1I and I ˙˜xI ∩ Iτ˙−1 ˙˜xτ˙I 6= ∅.
Therefore x˜ = τ x˜τ−1. If l(x˜) 6= 0, then there exist i ∈ S˜ such that
six˜ < x˜. Since conjugation by τ preserve the Bruhat order, we have
that sτm(i)x˜ = sτm(i)τ
mx˜τ−m 6 τmx˜τ−m = x˜ for any m ∈ Z. However,
S˜ is a single τ -orbit. Therefore sjx˜ < x˜ for any j ∈ S˜. That is
impossible. Hence l(x˜) = 0 and g ∈ I ˙˜x. On the other hand, for
any x˜ ∈ Ω, δF ( ˙˜x) = ˙˜xt for some t ∈ T . Then ( ˙˜xt
′)−1τ˙ δF ( ˙˜xt
′) =
(t′)−1 ˙˜x−1τ˙ ˙˜xtδF (t
′) = (t′)−1τ˙ tδF (t
′) for any t′ ∈ T . By Lang’s theorem,
there exists t′ ∈ T such that (t′)−1τ˙ tδF (t
′) = τ˙ and ˙˜xt′ ∈ Jτ˙ ,δF .
Therefore, Jτ˙ ,δF /(Jτ˙ ,δF ∩ I)
∼= Ω and Xτ,δF
∼= Ω. In particular,
Jτ˙ ,δF ∩ I acts trivially on Xτ,δF (τ˙ ). Hence Jτ˙ ,δF ∩ I acts trivially on
HBMj (Xτ,δF (τ˙), Q¯l).
By Corollary 11.10, any simple module of Jτ˙ ,δF ∩ I that appears as a
direct summand of HBMj (Xw˜,δF (τ˙), Q¯l) is also trivial. Hence Jτ˙ ,δF ∩ I
acts trivially on HBMj (Xw˜,δF (τ˙ ), Q¯l).
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