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                       RESUMEN 
 
El foco de la investigación se centra en te-
mas específicos de procesamiento paralelo, 
orientados a la resolución de aplicaciones 
numéricas de alto rendimiento. Naturalmen-
te, se deben tener en cuenta por un lado las 
aplicaciones con todas sus características, 
como la de dependencias de datos y el 
hardware de procesamiento con las suyas, 
como la memoria distribuida. El objetivo 
final siempre es el de optimización de ren-
dimiento. 
Estos temas abarcan el desarrollo de patro-
nes de resolución de clases de algoritmos 
paralelos, la utilización y eventual actuali-
zación de una biblioteca de sincronización 
de relojes distribuidos ya implementada y la 
transformación y optimización de los algo-
ritmos paralelos de álgebra lineal sobre 
clusters, considerando la tecnología de pro-
cesadores de múltiples núcleos (multicores) 
que emerge actualmente. 
Desarrollar software de base para clusters 
de multicores, tratando de optimizar el uso 
del hardware disponible en las arquitectu-
ras, suponiendo diferentes modelos de pro-
gramación paralela y diferentes esquemas o 
paradigmas de resolución de aplicaciones. 
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                 1. INTRODUCCION 
 
Numerosas áreas científicas y de la indus-
tria requieren la utilización de paralelismo 
para la resolución de aplicaciones de cóm-
puto intensivo. Entre ellas pueden citarse 
simulaciones, modelización, optimización 
discreta, análisis molecular, búsquedas en 
árboles, aprendizaje en redes neuronales, 
tratamiento de imágenes, reconocimiento de 
patrones, procesamiento de consultas en 
BD, etc.  
A esta situación conocida, se le ha sumado 
en los últimos años el cambio tecnológico 
que significa la evolución hacia procesado-
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res de múltiples núcleos. Esta tendencia de 
la industria (impuesta por el consumo de 
energía y la disipación de calor) produce un 
nuevo modelo de arquitectura de base, don-
de coexisten la memoria compartida y la 
memoria distribuida obligando, en cierta 
forma, a evaluar el procesamiento Paralelo 
(algoritmos, lenguajes, sistemas operativos 
y primitivas de sincronización y comunica-
ción). 
En esta etapa del desarrollo de la industria 
informática, el paralelismo ha pasado a ser 
absolutamente prioritario y la máquina de 
Von Neumann no existe más como modelo 
real de procesamiento: es necesario conce-
bir un nuevo esquema fundamental, basado 
en procesadores de múltiples núcleos. Esto 
significa una potenciación de los esquemas 
MIMD (Multiple Instruction – Multiple Da-
ta streams) característicos de las arquitectu-
ras distribuidas y la necesidad de investigar 
soluciones tecnológicas en todos los niveles 
de software, que exploten las nuevas arqui-
tecturas. 
Aunque se han publicado numerosas expe-
riencias específicas de aplicaciones, aún 
quedan por definir metodologías y el avan-
ce en el estudio de factibilidad de bibliote-
cas optimizadas. Dentro de este estudio, se 
considera importante definir el alcance y los 
límites de rendimiento posible para clusters 
de multicores, donde se deben combinar 
dos modelos de paralelismo y las redes de 
interconexión de los nodos del cluster. 
Aunque las publicaciones se han concentra-
do en redes de interconexión para cómputo 
paralelo de alto rendimiento (Myrinet, Infi-
niband, Quadrics, etc.), se considera impor-
tante estudiar las redes de más bajo costo y 
las posibles optimizaciones para su utiliza-
ción en clusters, como Gb/s Ethernet y aún 
la de 10 Gb/s Ethernet, que aún no tiene 
gran disponibilidad en el mercado pero se 
espera que tenga una evolución similar a la 
de Gb/s. 
En el caso específico de aplicaciones numé-
ricas, hay una gran base instalada de aplica-
ciones que están en producción y que han 
quedado obsoletas desde muchos puntos de 
vista. Específicamente deben ser analizadas 
desde la perspectiva de cómputo paralelo en 
multicores y posiblemente también su adap-
tación para clusters. En todos los casos, se 
parte de una base relativamente comple-
ja,dado que mucho del software numérico 
en producción se ha desarrollado sin tener 
en cuenta muchas de las herramientas y me-
todologías de ingeniería de software actua-
les. Y en algunos casos, se ha limitado es-
trictamente a la implementación directa de 
métodos computacionales/numéricos para 
simulaciones físicas/químicas.  
 
 
 2. LINEAS DE INVESTIGACION Y 
DESARROLLO 
 
En términos generales, todas las líneas de 
investigación y desarrollo se pueden rela-
cionar con al menos una de los temas de in-
vestigación relacionados con el procesa-
miento paralelo de aplicaciones numéricas 
de alto rendimiento: 
 Aplicaciones con características de 
requerimientos de alto rendimiento. 
Caracterización de procesamiento 
en cuanto a identificación de reque-
rimientos y dependencias de datos 
en los cálculos. 
 Procesamiento numérico: caracterís-
ticas de las arquitecturas de proce-
samiento. 
 Procesamiento paralelo: cómputo en 
MIMD de memoria compartida y en 
MIMD de memoria distribuida. 
Modelos de comunicación y sincro-
nización. 
Más específicamente, las líneas de investi-
gación y desarrollo que se pueden identifi-
car son: 
 Arquitectura de procesadores multi-
core. Software de base. Multhrea-
ding sobre multicore 
 Clusters de multicores: arquitectura 
de los nodos y de la red de interco-
nexión. 
 Modelos de predicción de rendi-
miento para arquitecturas híbridas 
(con memoria compartida y memo-
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ria distribuida). Aplicación a clus-
ters de multicores. 
 Patrones de resolución paralela de 
problemas sobre clusters de multi-
cores. 
 Paradigmas, Modelos de comunica-
ción y sincronización y Lenguajes 
para programación paralela. 
 Análisis de rendimiento utilizando 
relojes distribuidos. Alcance de la 
precisión y exactitud. 
 Métricas de eficiencia en algoritmos 
paralelos sobre multicores, y clus-
ters de multicores. 
 Análisis de complejidad en algorit-
mos numéricos paralelos (en parti-
cular de álgebra lineal), consideran-
do procesadores de múltiples nú-
cleos (potencialmente heterogé-
neos). 
 Caracterización de rendimiento de 
cómputo y de comunicaciones en 
clusters. 
 Optimización y/o desarrollo de ruti-
nas y/o bibliotecas de comunicación 
específicamente optimizadas para 
clusters de multicores. 
 Identificación de patrones de cóm-
puto y comunicación que optimizan 
el cómputo paralelo. 
 Aplicación de los patrones de pro-
gramación paralela para los proble-
mas de álgebra lineal. 
 Mantenimiento y optimización de 
una biblioteca de Algebra Lineal Pa-
ralela sobre clusters de procesadores 
de múltiples núcleos. 
 
 
 3. RESULTADOS OBTENIDOS 
/ESPERADOS 
 
Algunos de los resultados de las líneas de 
investigación enumeradas anteriormente 
son orientados a definir una metodología o 
conceptos importantes para el desarrollo de 
programas paralelos o la optimización de 
rendimiento. Otros, sin embargo, están 
orientados a software bien definido como 
bibliotecas, tanto de cómputo numérico en 
paralelo como de comunicaciones. En todos 
los casos, explícita o implícitamente el ob-
jetivo es optimizar el uso de los recursos 
disponibles en un cluster (posiblemente de 
nodos multicore) y, por lo tanto, optimizar 
el rendimiento obtenido para resolver apli-
caciones. 
Algunos de los resultados a los cuales se 
pretende llegar son: 
9 Identificar patrones de resolución de 
clases de problemas en cómputo parale-
lo. 
9 Mantener y adaptar una biblioteca de 
sincronización de relojes distribuidos, 
enfocada a arquitecturas de cluster. 
9 Completar el desarrollo, mantener y op-
timizar una biblioteca de álgebra lineal 
en paralelo optimizada para cómputo en 
clusters, adecuando las funciones a los 
clusters de procesadores de múltiples 
núcleos. 
9 Identificar los problemas de rendimien-
to del procesamiento paralelo en clus-
ters de nodos multicores y proveer solu-
ciones alternativas. 
9 Identificar los problemas de rendimien-
to de las comunicaciones y su efecto en 
el rendimiento de los programas parale-
los. Identificar la factibilidad de técni-
cas de optimización como la minimiza-
cón de la latencia y el solapamiento de 
cómputo con comunicaciones.  
 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
En esta línea de I/D existe cooperación a 
nivel nacional e internacional. Hay 4  Inves-
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