Distance correlation is extended to the problem of testing the independence of random vectors in high dimension. Distance correlation characterizes independence and determines a test of multivariate independence for random vectors in arbitrary dimension. In this work, a modified distance correlation statistic is proposed, such that under independence the distribution of a transformation of the statistic converges to Student t, as dimension tends to infinity. Thus we obtain a distance correlation t-test for independence of random vectors in arbitrarily high dimension, applicable under standard conditions on the coordinates that ensure the validity of certain limit theorems. This new test is based on an unbiased estimator of distance covariance, and the resulting t-test is unbiased for every sample size greater than three and all significance levels. The transformed statistic is approximately normal under independence for sample size greater than nine, providing an informative sample coefficient that is easily interpretable for high dimensional data.
Introduction
Many applications in genomics, medicine, engineering, etc. require analysis of high dimensional data. Time series data can also be viewed as high dimensional data. Objects can be represented by their characteristics or features as vectors X = (X 1 , . . . , X p ) ∈ R p .
In this work, we consider the extension of distance correlation to the problem of testing independence of random vectors in arbitrarily high, not necessarily equal dimensions, so the dimension p of the feature space of a random vector is typically large.
Overview and background
Distance correlation (dCor) and distance covariance (dCov) (Székely, Rizzo, and Bakirov [19] ; Székely and Rizzo [17, 18] ) measure all types of dependence between random vectors in arbitrary, not necessarily equal dimensions. (See Section 2 for definitions.) Distance correlation takes values in [0, 1] and is equal to zero if and only if independence holds. It is more general than the classical Pearson product moment correlation, providing a scalar measure of multivariate independence that characterizes independence of random vectors.
The distance covariance test of independence is consistent against all dependent alternatives with finite second moments. In practice, however, researchers are often interested in interpreting the numerical value of distance correlation, without a formal test. For example, given an array of distance correlation statistics, what can one learn about the strength of dependence relations from the dCor statistics without a formal test? This is in fact, a difficult question, but a solution is finally available for a large class of problems.
The present work was initially motivated by the observation that the bias of the dCor statistic increases with dimension. We show that, with the help of an unbiased modification of the squared distance covariance, we can construct an unbiased t-test of independence applicable in high dimension.
In our previous work, we have developed consistent tests for multivariate independence applicable in arbitrary dimension based on the corresponding sample distance covariance. Generally in statistical inference, we consider that, the dimensions of the random variables are fixed and investigate the effect of sample size on inference. In this work, we restrict our attention to the situation where the dimensions of the random vectors are large, relative to the sample size.
With the help of a modified distance correlation, we obtain a distance correlation test statistic T that has an asymptotic (with respect to dimension) Student t distribution under independence. Thus we obtain a distance correlation t test for multivariate independence, applicable in high dimensions. Moreover, the degrees of freedom of the t statistic are such that the statistic is approximately normal for sample size n ≥ 10. The modified distance correlation statistic for high dimensional data has a symmetric beta distribution, which is approximately normal for moderately large n, and thus we also obtain an asymptotic (high dimension) Z -test for independence. The modified distance correlation statistic R * n converges to the square of population distance correlation (R 2 ) stochastically. The computing formula and parameters of the t, beta, and normal limit distributions are simple (linear combinations of Euclidean distances) and the tests are straightforward to apply. The first high dimensional extension of distance covariance is Kosorok's discussion [8] of Székely and Rizzo [17] . Lyons [10] extended distance covariance to all separable Hilbert spaces which makes our results applicable to functional data. Recent papers that address the problem of testing independence in high dimension include Schott [15] who considers multivariate normal data, Ledoit and Wolf [9] concerning tests for the covariance matrix, and Heer [6] . To date, we are not aware of a test in the literature comparable to the test proposed in this paper, other than the related energy tests of independence already developed by the authors [19, 17, 1] . A breakthrough in this work and our main result is that, for high dimensional problems, we have derived a modified statistic T n for independence that has a Student t distribution, so that the statistic is immediately interpretable without any need for Monte Carlo methods. Our methodology also extends to high dimensional problems where the coordinates are not necessarily exchangeable.
Preliminaries and notation
Suppose that we have random samples of observations
where
. . , n, is a random sample from the joint distribution of (X, Y), where X and Y are assumed to take values in R p and R q , respectively. Throughout this paper we assume that E|X| 2 < ∞ and E|Y| 2 < ∞.
We now summarize certain notation that appears throughout the remaining sections. Notation that is limited in scope to proofs of statements is defined in the Appendix where it is first used. Definitions of dCov and dCor, and computing formulas for statistics follow in Section 2.
A primed symbol denotes an independent copy of the unprimed symbol; that is, X and X ′ are independent and identically distributed. The characteristic function of a random vector X is denoted by φ X , and the joint characteristic function of random vectors X and Y is denoted by φ X ,Y . The empirical characteristic function of X is denoted by φ
The inner product is denoted with angle brackets and |X| = ⟨X, X⟩ 1/2 is the Euclidean norm. If the argument of | · | is complex, then | · | denotes the complex norm.
The following notation is used for distances, definitions, and computing formulas for the statistics: Calligraphic symbols V, R are used for population dCov and dCor coefficients, and V n , R n denote the corresponding sample coefficients as defined in [19, 17] . Starred symbols such as V * n and R * n are reserved for the modified statistics introduced in this paper.
The paper is organized as follows. Definitions and motivation are covered in Section 2, and the distance correlation t-test of independence is derived in Section 3. Empirical results are presented in Section 4, followed by a Summary in Section 5. Proofs of statements are given in Appendix.
Definitions and motivation
For completeness, in Sections 2.1 and 2.2 we restate some important definitions and properties of distance covariance and distance correlation that were first introduced in [19] ; modified distance correlation is introduced and defined in Section 2.4.
Distance covariance and distance correlation coefficients
For all distributions with finite first moments, distance correlation R generalizes the idea of correlation, such that:
i. R(X, Y) is defined for X and Y in arbitrary dimensions.
ii. R(X, Y) = 0 if and only if X and Y are independent. iii. 0 ≤ R(X, Y) ≤ 1.
Distance covariance (dCov) is defined in [19, 17] , as a measure of the distance between the joint characteristic function φ X ,Y of X and Y and the product φ X φ Y of the marginal characteristic functions of X and Y. In this paper, we focus on the definition corresponding to Euclidean distance, although our results are valid for all powers of Euclidean distance in (0, 2).
The distance covariance coefficient (for the case of Euclidean distance) is defined by
where A standardized version of V(X, Y) is distance correlation, defined as the non-negative square root of
Distance covariance and distance correlation statistics
The statistics corresponding to the population distance covariance and distance correlation are defined by substituting the empirical characteristic functions in (2.1). Although numerical evaluation of the integral (2.4) appears to be difficult, in fact it can be shown that the resulting statistics are given by an explicit computing formula (2.5) derived in Székely, et al. 
and the weight function w(t, s) is defined by (2.2). Our original definition [19, 17] of the sample distance covariance is the non-negative square root of
. . , n, and | · | denotes the Euclidean norm. Thus
For independent random vectors X and Y with finite first moments (in fixed dimensions), n V 2 n (X, Y) converges in distribution to a quadratic form of centered Gaussian random variables
as sample size n tends to infinity [19, Theorem 5] , where Z i are iid standard normal random variables and λ i are positive constants that depend on the distributions of X and Y.
In this work, we prove a corresponding limit theorem as dimension tends to infinity; this limit is obtained for a related, modified version of distance correlation defined in Section 2.4.
Motivation
First, let us see why a modified version of sample distance covariance and distance correlation is advantageous in high dimension. We begin by observing that, although dCor characterizes independence in arbitrary dimension, the numerical value of the (original) corresponding statistic can be difficult to interpret in high dimension without a formal test. 
It can be shown (see Appendix A.1) that for an important class of distributions including independent standard multivariate normal X and Y, for fixed n each of the statistics
converges to (n − 1)/n 2 as dimensions p, q tend to infinity. Thus, for sample distance correlation, it follows that
even though X and Y are independent.
Here we see that, although distance correlation characterizes independence, and the dCov test of independence is valid for X, Y in arbitrary dimensions, interpretation of the size of the sample distance correlation coefficient without a formal test becomes more difficult for X and Y in high dimensions. See Example 1 for an illustration of how the corrected statistics and t-test address this issue.
We propose a modified distance covariance statistic such that under independence, a transformation of the corresponding distance correlation statistic converges (as p, q → ∞) to a Student t distribution, which is approximately normal for p, q > n ≥ 10, providing an easily interpretable sample coefficient.
Numerical illustration. Table 1 illustrates the original and modified distance correlation statistics with a numerical example.
We generated independent samples with iid Uniform(0,1) coordinates and computed R Without our dCov test, numerical interpretation of original R 2 n is difficult. In contrast, we see that the modified statistics R * n in the table are centered close to zero and stable with respect to dimension.
Modified distance covariance statistics
A modified version of the statistic V 
We now define modified distance covariance and modified distance correlation statistics using the corrected terms A * i,j
and
estimator of the squared population distance covariance.
In Lemma 3 it is proved that U *
is always a real number for n ≥ 3.
Definition 2. The modified distance correlation statistic is
While the original R n statistic is between 0 and 1, R * n can take negative values; the Cauchy-Schwartz inequality implies that |R * n | ≤ 1. Later we will see that R * n converges to R 2 stochastically. In the next section, we derive the limit distribution of R * n .
In the following, we exclude |R * n | = 1, corresponding to the case when the X sample is a linear transformation of the Y sample. 
The t-test for independence in high dimension
Our main result is that as p, q tend to infinity, under the independence hypothesis,
. Thus for n ≥ 10 this limit is approximately standard normal. The t-test of independence is unbiased for every n ≥ 4 and any significance level. As a corollary to our main result Theorem 1, it follows that (R * n + 1)/2 has a symmetric beta distribution. We also obtain as a corollary to Theorem 1 that
is asymptotically standard normal.
Our procedure for testing independence applies distances |X i − X j |, and E|X i | 2 < ∞, so without loss of generality we can assume that E[X i ] = 0. For simplicity we suppose in the main proof that random vectors X and Y have iid coordinates with finite variance. It will be clear from the proofs that much weaker conditions are also sufficient, because what we really need is that for partial sums of squared coordinates certain limit theorems, like the Weak Law of Large Numbers and Central Limit Theorem (CLT) hold. Corollary 2 below deals with the case when the coordinates are exchangeable. For times series even this condition is too strong. For typical strongly stationary time series we can apply Proposition 3.
The following related statistics will be used in deriving our main result. Let
and define
Lemma 1. The following claims hold:
i. For all X and all n ≥ 3,
, then for any fixed p and q,
iv. If E|X| 2 < ∞, E|Y| 2 < ∞ and X and Y are independent, then for any fixed p and q,
Proof of Lemma 1 is given in Appendix A.2.
Remark 1. Formula (3.2) and Lemma 1 (iii) imply that
is a term that converges to zero in probability as n → ∞. Therefore U n (X, Y) really can be viewed as a modified distance covariance and U n (X, X) can be viewed as a modified distance variance.
Lemma 2. The following identity holds:
Proof of Lemma 2 is given in Appendix A.3.
Thus the following decomposition holds for all n ≥ 3: 
ii. If X and Y are independent, then
See Appendix A.6 for proof of Proposition 1. 
See Appendix A.7 for proof of Proposition 2.
Lemma 3.
If the coordinates of X and Y are iid, 0 < E|X| 2 < ∞, 0 < E|Y| 2 < ∞, and X and Y are independent, then for fixed n there exist independent random variables Ω i,j , Ψ i,j , such that
ν denotes the distribution of a chisquare random variable with ν degrees of freedom, For the corresponding correlation coefficient we have
Define the test statistic We also obtain a Z -test of independence in high dimension: Infinite sequences of random variables are known to be conditionally iid with respect to the sigma algebra of symmetric events (de Finetti [4] ). If the series is finite, one can refer to Kerns and Székely [7] and Diaconis and Freedman [5] . Further, if we assume that the variance of each of the variables is finite, then in the Corollary we can assume that conditionally with respect to the sigma algebra of symmetric events, the CLT holds. The only factor that might change depending on the condition is the variance of the normal limit. However, in R * n this variance factor cancels, hence R * n (and therefore T n ) has the same distribution with or without this condition.
Example 1.
To illustrate the application of the t-test of independence in Theorem 1, we revisit an example of the type discussed in Section 2.3. Recall that, in Appendix A.1 it was shown that as dimension tends to infinity, the (uncorrected) distance correlation approaches 1. Let us now apply the corrected statistics and t-test for independent standard multivariate normal X ∈ R 30 , Y ∈ R 30 , with sample size n = 30. The result of our t-test, coded in R, is summarized below. Here the corrected statistic is R * n = 0.0436 and T n = 0.8774, with 404 degrees of freedom, which is easily interpreted as non-significant without reference to a table or software.
In a simulation of 1000 tests, the Type 1 error rate was 0.100 at 10% significance, and 0.046 at 5% significance. A probability histogram of the replicates is shown in Fig. 1(a) .
We repeated the example with a slight modification so that X and Y are linearly dependent with Y = X + ε, where ε is Gaussian with mean zero and covariance 2I. In this simulation the null hypothesis is rejected for all 1000 samples at level 0.05. The histogram of the simulated test statistics is shown in Fig. 1(b) .
Application to time series
In this section, we discuss the application of the distance correlation t statistic to test independence of two time series.
Let {X(t), Y (t)} be a strongly stationary times series where for simplicity both X (t) and Y (t) are real valued. Strong stationarity guarantees that if we take a sample of p consecutive observations from {X(t), Y (t)}, then their joint distribution and thus their dependence structure do not depend on the starting point. On the other hand, strong stationarity is not enough to guarantee CLT for partial sums, not even conditionally with respect to a sigma algebra. (The extra condition of m-dependence of {X(t), Y (t)} would be enough by a classical theorem of Hoeffding, but this condition is too strong.)
In order to apply our t-test; we need the conditional validity of CLT, conditioned on a sigma algebra. Then the variance of the normal limit becomes a random variable and the possible limits are scale mixtures of normals. Many of these distributions are heavy tailed, which is important in financial applications.
Let us summarize briefly, conditions for CLT that are relevant in this context. i. If our observations are exchangeable then de Finetti [4] (or in the finite case Kerns and Székely [7] ) applies and if the (conditional) variances are finite then the conditional CLT follows. See also Diaconis and Freedman [5] . ii. For strongly stationary sequences we can refer to Ibragimov's conjecture from the 1960's, and to Peligrad [11] (1985) for a proof of a somewhat weaker claim. (For strongly stationary sequences with finite variance such that Var(S n ) tends to infinity, the CLT does not always follow, not even the conditional CLT; thus in general some extra conditions are needed.) iii. Stein type of dependence was introduced by Charles Stein [16] , who first obtained in 1972 a bound between the distribution of a sum of an m-dependent sequence of random variables and a standard normal distribution in the Kolmogorov (uniform) metric, and hence proved not only a central limit theorem, but also bounds on the rates of convergence for the given metric.
In order to apply our t-test we also need iid observations at least conditionally with respect to a sigma algebra. Typically, for time series, only one realization of each series is available for analysis. A random sample of iid observations is obtained (at least conditionally iid) for analysis by the application of the following proposition. 
If T j are drawn at random with equal probability from {1, . . . , N − p + 1}, these vectors {X j } are exchangeable; thus, conditional with respect to the sigma algebra of symmetric events, they are iid observations. Similarly, the vectors {Y j } are also
conditionally iid, and thus if the variances are finite, we can apply the t-test of independence conditioned on the sigma algebra of symmetric events. Hence the t-test of independence is applicable unconditionally.
Corollary 2 and Proposition 3 imply that conditional with respect to a sigma algebra (to the sigma algebra of symmetric events), these vectors are iid with finite variances. Thus, we can apply the t-test of independence conditioned on this sigma algebra. The variance here is random (thus we can have heavy tailed distributions) but in the formula for t the variance cancels hence the t-test of independence is applicable unconditionally.
In summary, our method is applicable for financial time series if we suppose that the differences of the logarithms of our observations (or other suitable transformation) form a strongly stationary sequence whose partial sums conditionally with respect to a sigma algebra tend to normal.
The implementation of the t-test of independence is straightforward, and all empirical results presented below were performed using R software [12] . See the energy package for R [14] for an implementation of our methods available under general public license.
Example 2 (AR(1) Series).
To illustrate the t-test of independence implementation using the randomization method of Proposition 3, we applied the test to pairs of AR(1) (autoregressive model order 1) time series. The AR(1) data with total length N = 2500 was generated from the model X t = AX t−1 + e t , where X t is a vector of length 2, A is a matrix of autoregressive coefficients, and e t ∈ R Monte Carlo replications are summarized in Fig. 3(a) and (b), with error bars at ±2 standard errors. The results of the simulation indicate that the t-tests on the simulated data have an achieved significance level that is controlled at the nominal significance level of the test, within ±2 standard errors, for all cases except when total number sampled np is large relative to N. As part of the same simulation, we also computed estimates of Type 1 error for the Z -test based on √ ν − 1 R * n and found that, the results were essentially identical to those summarized in Fig. 3(a) and (b) . We have also repeated the entire study testing individual stocks of the DJIA vs white noise for independence, and the results were essentially the same as those reported in Fig. 3(a) and (b) . that is, the sequence of differences of the logarithms of prices. A plot of log(returns) (not shown) suggests that the data approximately satisfy the strong stationarity condition.
The data has 2521 daily prices for each of the 30 stocks, so there are 2520 values of log(returns). For this example we set p = 100 and n = 50 (see Proposition 3). Thus the t statistics (T n ) here are approximately standard normal under the independence hypothesis, and a statistic greater than 1.645 is significant at the 5% level, indicating dependence. Most of the pairs of stocks had significant t statistics in this example. The statistics for 20 pairs of stocks are shown in Table 2 ′ has a symmetric beta distribution with shape parameter (ν − 1)/2. With this dissimilarity matrix, we applied hierarchical cluster analysis using complete linkage. In Fig. 4 , the clusters that are merged at a lower height are more similar (dependent) than clusters that merge at greater height. One can observe, for example, that the financial stocks (AXP, C, JPM) cluster together, and the technology stocks (HPC, IBM, INTC, MSFT) also cluster together, but these two clusters are well separated and not merged until the second to last step when there are three clusters. One can also observe that, five manufacturers (AA, CAT, DD, GM, IP) cluster together, as do two retail industry (HD, WMT), two drug (JNJ, MRK), and two telecommunications stocks (SBC, T).
Our examples illustrate our theoretical results derived for high dimensional problems. The empirical results above demonstrate that the t-test of independence (or the corresponding Z -test of independence) can be applied to stationary time series using the methodology of Proposition 3.
Summary
The problem of testing independence between random vectors in high dimension is increasingly important as more and more applications arise that do not admit classical analysis. Distance based procedures have the advantage of applicability in arbitrarily high dimension, and distance correlation characterizes independence. In this paper, we addressed the issue that even though original dCov provides a consistent test of independence in arbitrary dimension, nevertheless, the sample dCor coefficient approaches 1 as dimension tends to infinity for fixed sample sizes under independence, making numerical interpretation of the dCor statistic difficult. We have proposed a modified distance correlation statistic and transformation of the modified high dimensional dCor to a t statistic.
We proved that under independence, the t-transformation of modified dCor converges in distribution to Student t as dimension of the random vectors approaches infinity, under standard conditions on the coordinates. 3 This deep theoretical result leads to a quite practical solution to the problem of testing and measuring dependence in high dimensions. Like the original dCor, our modified statistic for high dimension can be evaluated by an explicit computing formula in terms of averages of pairwise Euclidean distances. Our t (and Z ) limit theorems provide a test and scalar statistic that is easy to interpret in high dimensional problems, while retaining the good statistical properties of the distance covariance test.
An important application, testing independence of time series, is developed and implemented. This methodology was illustrated for simulated autoregressive time series, and the closing prices of stocks in the Dow Jones Industrials Index. 
Appendix. Proofs of statements

A.1. On the bias of distance correlation
In this section, we show that for important special cases including standard multivariate normal X and Y, distance correlation of vectors X, Y can approach one as dimensions p and q tend to infinity even though X and Y are independent.
The following algebraic identity for the distance covariance statistic was established in [19] .
a ij a ik α 2 . Suppose that, X ∈ R p and Y ∈ R q are independent, the coordinates of X and Y are iid, and the second moments of X and Y exist. Then X i1 , X i2 , . . . , X ip are iid observations from the distribution of X i1 , and
where 
Substituting these limits in (A.2) and simplifying yields
By similar steps, substituting limits in (A.3) and simplifying, we obtain
Hence for this class of independent random vectors each of the statistics
converges almost surely to (n − 1)/n 2 as dimensions p, q tend to infinity, and consequently for each fixed n the distance correlation R(X, Y) has limit one as p, q tend to infinity.
A.2. Proof of Lemma 1
Proof. (i) Observe that
where the last inequality is the Cauchy-Bunyakovski inequality (also known as the Cauchy-Schwartz inequality). See the end of the proof of Lemma 3 for a proof of statement (ii). Statement (iii) follows from the Law of Large Numbers (LLN) for U-statistics, and (iv) follows from (iii) under independence.
A.3. Proof of Lemma 2
Lemma 2 establishes the identity:
On the other hand,
and similarly,
Thus the right hand side (A.5) equals
A.4. Proof of Lemma 3
For the remaining proofs, we introduce the following notation.
where ⟨X i , X j ⟩ is the dot product in R p . We denote the weak limits, as p → ∞ of T i (p) and C i,j (p), by T i and C i,j , respectively.
Note that, the weak limits C i,j are Gaussian.
Proof. Lemma 3 (i) asserts that if
where ν = n(n−3) 2 and χ 2 ν denotes the distribution of a chisquare random variable with ν degrees of freedom.
Observe that, in distribution, the Taylor expansion of the square root implies that we have the limit
To see this, observe that by Taylor's Theorem we have
Hence (A.6) is true.
Using (A.6) it can be shown that (in the limit, as p → ∞)
where λ = −2/(n − 2), and
(The identity (A.7) is derived separately below in Appendix A.5.) For finite p, replace C by S(p), with corresponding subscripts and bars, throughout.
Let us prove now that (A.7) is non-negative (this also completes the proof of Lemma 1). Indeed, for any constant γ
So the right hand side in (A.7) equals
(A.8)
We have proved that U * n (X, X) ≥ 0. To complete the proof of Lemma 3, we need the following Cochran decomposition [2] type lemma. Let χ 2 n be a chi-square random variable with n degrees of freedom.
Lemma 4. Let Z be a Gaussian random vector with zero mean and
where Q , Q 1 , and Q 2 are non-negative quadratic forms of the coordinates of Z , and 
We proved that Q = Q 1 + Q 2 . The matrix ∥C i,j ∥ n i,j=1 is symmetric with C i,i = 0, for all i and
Thus the quadratic form Q has rank (n
and define 
A.5. Proof of identity (A.7) in the proof of Lemma 3
We have from (A.6) that S i,j = T i + T j − C i,j . Notice that S i,i = 0, S i,j = S j,i , and E[S i,j ] = 0, for all i, j. Denote
Using (A.6) rewrite
Since a ij = S ij + α, we have
Hence, for i ̸ = j,
and for i = j we have
Therefore, setting λ = −2/(n − 2) we obtain
A.6. Proof of Proposition 1
Proof. (i): The identity 
A.7. Proof of Proposition 2
As in the proof of Proposition 1(ii), the expected values of V 
