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ABSTRACT 
The primary tools to assess climate change are the Atmosphere–Ocean General Circulation 
Model (AOGCM) or Regional Climate Model (RCM) transient climate change simulations. 
Currently, RCMs offer higher spatial resolution than AOGCMs and therefore are preferred for 
assessing impact of climate change on different components of the hydrological cycle at regional 
domains of interest. The overall purpose of this research was to evaluate the impact of climate 
change on dry and wet climate extremes over the Canadian Prairie Provinces of Alberta, 
Saskatchewan and Manitoba using a multi–RCM ensemble from the North American Regional 
Climate Change Assessment Program (NARCCAP). This region of Canada is characterized by 
highly variable hydroclimate, with recurrent droughts and floods and localized summer 
convective storm activity often resulting in heavy precipitation events and thus poses many 
challenges for water managers. 
At first, the Saskatchewan River Basin, the largest river in the study area, was evaluated 
and drought vulnerable parts of the basin were identified based on historical data and 
multivariate frequency analysis approaches. For the development of projected changes to drought 
characteristics, the research effort was extended over the entire study area and changes to various 
return levels of drought severity, duration and maximum severity were developed based on 
NARCCAP RCM simulations and multivariate frequency analysis approaches. It was found that 
the southern and south-western parts of the study area will experience increased drought severity 
in the future. Based on the projected bi- and trivariate joint occurrence probabilities of drought 
characteristics, southern parts along with the central parts of the study area were found to be 
highly drought vulnerable, whereas the southwestern and southeastern parts were found less 
vulnerable. 
Though producing reliable estimates of changes in precipitation extremes remains an 
important challenge under climate change, this study attempted to develop projected changes to 
April–October short- and long-duration precipitation extremes based on the NARCCAP RCM 
simulations and regional frequency analysis approach. Projected changes to selected regional 
return levels of precipitation extremes were found mostly statistically significant, with relatively 
larger changes noted for the southeastern regions and smaller for the southwestern and western 
regions of the study area.   
iii 
 
ACKNOWLEDGMENTS 
"In the name of Allah, most Gracious, most Compassionate". 
I would like to thank my supervisor, Dr. Naveed Khaliq, for his guidance and advice 
throughout the course of this dissertation. His input has been invaluable and contributed 
immensely to the success of this research. I also would like to thank my co-supervisor Prof. 
Howard Wheater for his invaluable support and advice, as well as the members of my advisory 
committee: Prof. Jeffrey McDonnell, Prof. Suren Kulshreshtha, Dr. Yanping Li, and Dr. 
Mohamed Boulfiza. I would like to acknowledge Prof. Charles Maule for serving on my 
committee until his retirement. 
My gratitude extends to the Canada Excellence Research Chair in Water Security, School 
of Environment and Sustainability and the Government of Saskatchewan for their financial 
support. Special thanks to my friends at the Global Institute for Water Security who helped in 
different ways during my Ph.D. research. I will inevitably forget their names, and for that I 
apologize, but I would like to specially thank: Dr. Muluneh Mekonnen, Dr. Kwok Chun, Dr. Ali 
Nazemi, Elvis Asong, Amir Sadeghian and Edward Bam. 
I wish to thank all lovely people in Bangladesh who graciously supported my 18 years of 
education in different institutes of Bangladesh.  
Last but not least, I need to thank my parents and family members who helped me a lot 
unconditionally throughout my life. I deeply miss my parents who are not with me to share my 
success and joy. But I know they are always with me. Endless support, sacrifice and 
encouragement from my lovely wife, Jannatul Ferdous Jui, is highly acknowledged. Without her 
support, I might not have been able to finish this research work. Thank you my sweet and lovely 
daughter ‘Ryefa’ who brought a significant change in my life with lots of happiness. 
  
iv 
 
 
 
 
 
 
 
 
 
 
DEDICATION 
 
This thesis is dedicated to  
My parents (late Mohammad Ismail Mia and Khorsheda Begum),  
Wife (Jannatul Ferdous Jui),  
Daughter (Ryefa Jannat Masud) and  
My family members 
 
  
v 
 
TABLE OF CONTENTS 
PERMISSION TO USE STATEMENT .......................................................................................... i 
ABSTRACT .................................................................................................................................... ii 
ACKNOWLEDGMENTS ............................................................................................................. iii 
DEDICATION ............................................................................................................................... iv 
LIST OF TABLES ......................................................................................................................... ix 
LIST OF FIGURES ........................................................................................................................ x 
LIST OF ABBREVIATIONS ....................................................................................................... xv 
CHAPTER 1 ................................................................................................................................... 1 
INTRODUCTION .......................................................................................................................... 1 
1.1 Research Purpose ...................................................................................................................... 4 
1.1.1 Knowledge gaps ............................................................................................................. 4 
1.1.2 Objectives ...................................................................................................................... 5 
1.2 Study area.................................................................................................................................. 5 
1.3 Thesis outline ............................................................................................................................ 6 
1.4 Copyright and author permissions ............................................................................................ 8 
References ....................................................................................................................................... 9 
CHAPTER 2 ................................................................................................................................. 13 
ANALYSIS OF METEOROLOGICAL DROUGHTS FOR THE SASKATCHEWAN RIVER 
BASIN USING UNIVARIATE AND BIVARIATE APPROACHES ........................................ 13 
Abstract ......................................................................................................................................... 13 
2.1 Introduction ............................................................................................................................. 14 
2.2 Study area and data ................................................................................................................. 17 
Figure 2.1: ..................................................................................................................................... 18 
2.3 Methodology ........................................................................................................................... 19 
2.3.1 Drought indices and time scales .................................................................................. 19 
vi 
 
2.3.2 Computation of potential evapotranspiration (PET) .................................................... 21 
2.3.3 Characteristics of drought events ................................................................................. 23 
2.3.4 Selection of marginal distributions .............................................................................. 23 
2.3.5. Copula functions for bivariate frequency analysis ...................................................... 25 
2.3.6. Calculation of joint occurrence probabilities .............................................................. 26 
2.3.7. Identification of drought sensitive geographic regions ............................................... 26 
2.3.8. Other considerations ................................................................................................... 27 
2.4. Results and discussion ........................................................................................................... 28 
2.4.1. Choice of marginal distributions and copula functions .............................................. 28 
2.4.2. Drought characteristics ............................................................................................... 31 
2.4.3. Univariate analyses ..................................................................................................... 36 
2.4.4. Bivariate analyses ....................................................................................................... 36 
2.4.5. Drought sensitive geographic regions ......................................................................... 37 
2.5. Summary and conclusions ..................................................................................................... 40 
Acknowledgements ....................................................................................................................... 43 
References ..................................................................................................................................... 43 
CHAPTER 3 ................................................................................................................................. 49 
FUTURE CHANGES TO DROUGHT CHARACTERISTICS OVER THE CANADIAN 
PRAIRIE PROVINCES BASED ON NARCCAP MULTI-RCM ENSEMBLE ......................... 49 
Abstract ......................................................................................................................................... 50 
3.1 Introduction ............................................................................................................................. 50 
3.2 Study area, observed and model data, and the reference grid ................................................. 53 
3.2.1 Observed data................................................................................................................ 54 
3.2.2 Model simulations ......................................................................................................... 54 
3.2.3 Reference grid .................................................................................................................. 55 
3.3 Methodology ........................................................................................................................... 56 
3.3.1 Drought indices, drought events and their characteristics ............................................... 56 
3.3.2 Delineation of homogeneous geographic regions ............................................................ 58 
3.3.3 Regional characteristics of drought severity and duration ............................................... 58 
vii 
 
3.3.4 Copula-based bi- and trivariate analyses ......................................................................... 59 
3.3.5 Estimation of drought risks .............................................................................................. 61 
3.4 Results and discussion ............................................................................................................ 62 
3.4.1 Geographic homogeneous regions ................................................................................... 63 
3.4.2 Validation of RCM-simulated drought characteristics and lateral boundary forcing errors
................................................................................................................................................... 63 
3.4.3 Projected changes to drought characteristics ................................................................... 69 
3.4.4 Drought vulnerable regions .............................................................................................. 74 
3.4.5 Drought analysis for the agricultural growing season ..................................................... 75 
3.5 Conclusions ............................................................................................................................. 78 
Acknowledgements ....................................................................................................................... 80 
References ..................................................................................................................................... 80 
CHAPTER 4 ................................................................................................................................. 87 
PROJECTED CHANGES TO SHORT- AND LONG-DURATION PRECIPITATION 
EXTREMES OVER THE CANADIAN PRAIRIE PROVINCES ............................................... 87 
Abstract ......................................................................................................................................... 87 
4.1 Introduction ............................................................................................................................. 88 
4.2 Study area, observations and model simulations .................................................................... 91 
4.3 Methodology ........................................................................................................................... 94 
4.3.1 Reference grid .................................................................................................................. 94 
4.3.2 Precipitation extremes and their characteristics ............................................................... 94 
4.3.3 Contiguous homogeneous regions and the RFA approach .............................................. 95 
4.3.4 Projected changes to precipitation extremes .................................................................... 96 
4.4 Results and discussion ............................................................................................................ 98 
4.4.1 Delineation and validation of homogeneous regions ....................................................... 98 
4.4.2 Validation of RCMs ......................................................................................................... 99 
4.4.3 Projected changes to precipitation extremes .................................................................. 103 
4.5 Conclusions ........................................................................................................................... 115 
viii 
 
Acknowledgements ..................................................................................................................... 117 
References ................................................................................................................................... 117 
CHAPTER 5 ............................................................................................................................... 121 
SUMMARY, CONCLUSIONS, AND FUTURE WORK ......................................................... 121 
5.1 Summary ............................................................................................................................... 121 
5.2 Conclusions ........................................................................................................................... 122 
5.3 Future Work .......................................................................................................................... 125 
References ................................................................................................................................... 126 
APPENDIX A: APPENDICES FOR CHAPTER 3.................................................................... 127 
APPENDIX B: SUPPORTING MATERIALS FOR CHAPTER 3 ........................................... 129 
APPENDIX C: SUPPORTING MATERIALS FOR CHAPTER 4 ........................................... 132 
APPENDIX D: ATTRIBUTES OF OBSERVATION STATIONS ........................................... 155 
APPENDIX E. PERMISSIONS FOR USE OF PUBLISHED MANUSCRIPTS ...................... 159 
 
  
ix 
 
LIST OF TABLES 
Table 2.1: Bivariate Archimedean copulas and their corresponding generator functions and 
parameters. ........................................................................................................................... 24 
Table 2.2: Watershed based averaged values of AIC and RMSE for 13 watersheds (WSs) and 
four copula functions fitted to drought severity and duration derived from drought events 
defined on the basis of SPI of 12-month time scale. ........................................................... 30 
Table 3.1: The NARCCAP simulations used in the study ........................................................... 55 
Table 4.1: The NARCCAP simulations considered in the study….. ........................................... 93 
Table 4.2: Percentage of 95% confidence interval comparisons wherein changes in 2-, 5-, 10-, 
25-, and 50-yr regional return levels of 3-, 6-, 12-, 24-, and 48-h precipitation extremes 
were found statistically significant. ................................................................................... 109 
 
  
x 
 
LIST OF FIGURES 
Figure 1.1: Study area showing the Saskatchewan River Basin spanning the provinces of Alberta, 
Saskatchewan and Manitoba. The topography, major river systems and lakes are also indicated.  
The inset shows the location of the study area in Canada .............................................................. 7 
Figure 2.1: The Saskatchewan River Basin (405,864 km2 drainage area) with its 13 watersheds 
and spatial distribution of annual precipitation developed from 10 km x 10 km gridded observed 
dataset for the 1961 to 2003 period. Inset shows location of the study area in Canada. The 
abbreviations AB, SK and MN mean Alberta, Saskatchewan and Manitoba, respectively. ........ 18 
Figure 2.2: A schematic diagram of the methodology adopted for univariate and bivariate 
frequency analyses of drought characteristics in the SRB. ........................................................... 20 
Figure 2.3: Definition sketch of drought characteristics (top panel) showing three drought events 
(labeled as 321 and,, NNN ) and a SPI-based observed example (bottom panel) for a 
representative grid point (Lat: 52.52; Lon: -109.1) from the Eagle Creek watershed. ................. 22 
Figure 2.4: L-moment ratio diagrams of grid point based all samples of P (top row) and E 
(bottom row) corresponding to 3- (blue dots), 6- (cyan dots), and 12-month (black dots) time 
scales for the entire SRB. Yellow circles represent group averaged values. LN2, EV1 and Exp 
abbreviations are used to represent the two-parameter lognormal, Extreme Value Type-I (i.e., 
Gumbel) and exponential distributions. Other abbreviations are explained in the text. ............... 29 
Figure 2.5: Spatial patterns of (a) average severity, (b) average duration, (c) maximum severity, 
and (d) number of drought events, obtained on the basis of SPI and SPEI values corresponding to 
3-, 6-, and 12-month time scales. .................................................................................................. 32 
Figure 2.6: Box and whisker plots of the Spearman rank correlation coefficients for various 
combinations of drought characteristics for the SRB. Results for the case of SPI are shown in red 
and those for the case of SPEI in blue. The boxes correspond to the interquartile range (IQR), the 
line in the middle of the box to the median value and the whiskers to either the maximum value 
or the 1.5 times the IQR. Outliers that lie outside the 1.5 times IQR range are shown using the 
plus sign. ....................................................................................................................................... 33 
xi 
 
Figure 2.7: Spatial patterns of 5-, 10-, 20-, and 30-year return values of drought severity, derived 
on the basis of SPI/SPEI values of 3-, 6-, and 12-month time scales. .......................................... 34 
Figure 2.8: Spatial patterns of 5-, 10-, 20-, and 30-year return values of drought duration, derived 
on the basis of SPI/SPEI values of 3-, 6-, and 12-month time scales. .......................................... 35 
Figure 2.9: Spatial patterns of joint occurrence probability (in %) of “drought severity and 
duration” exceeding their respective thresholds at the same time [i.e., 𝑃𝑃2 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 >
𝑑𝑑)]. The thresholds (i.e., s and d) correspond to 5-, 10-, 20-, and 30-year return period values. . 38 
Figure 2.10: Spatial patterns of joint occurrence probability (in %) of “drought severity or 
duration” exceeding their respective thresholds at the same time [i.e., 𝑃𝑃1 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 or 𝐷𝐷 > 𝑑𝑑)]. 
The thresholds (i.e., s or d) correspond to 5-, 10-, 20-, and 30-year return period values. ........... 39 
Figure 2.11: Drought sensitive geographic regions of the SRB identified on the basis of joint 
occurrence probability 𝑃𝑃2 (shown in %) corresponding to 5- and 30-year return period thresholds 
of S and D. Results for both SPI and SPEI and three different time scales are shown. Similar 
patterns are found for other return period (i.e., 10- and 20-year) thresholds. ............................... 41 
Figure 3.1: Map of the study area overlaid with the reference grid; inset shows location of the 
study region (AB–Alberta; SK–Saskatchewan; MN–Manitoba) in Canada. ................................ 53 
Figure 3.2: Fifteen homogeneous regions (Region 1 to 15) delineated on the basis of hierarchical 
clustering and verified using the uni- and multivariate homogeneity analysis approaches. ......... 62 
Figure 3.3: Comparison of observed and ensemble averaged RCM_NCEP simulated mean 
drought (a, b) severity and (d, e) duration for the 1981–2003 period. Relative differences 
between results shown in (b, a) and (e, d) panels are given in (c) and (f), respectively. .............. 64 
Figure 3.4: Comparison of observed and ensemble averaged RCM_NCEP simulated 20- and 50-
year regional return levels of drought (a, b) severity and (d, e) duration for the 1981–2003 
period. Relative differences between return levels shown in (b, a) and (e, d) are given in (c) and 
(f), respectively. ............................................................................................................................ 65 
xii 
 
Figure 3.5: Relative difference (in %) between observed and RCM_NCEP simulated 20- and 50-
yr regional return levels of drought severity for the 1981–2003 period. ...................................... 66 
Figure 3.6: Relative difference (in %) between observed and RCM_NCEP simulated 20- and 50-
yr regional return levels of drought duration for the 1981–2003 period. ..................................... 66 
Figure 3.7: Scatterplots of 20- and 50-yr return levels of SPI- and SPEI-based (a) severity and (b) 
duration for the 1981-2000 period. The x-axis corresponds to NCEP driven RCM simulation, 
while the y-axis corresponds to AOGCM driven simulation. Numbers in each panel represent 
average percentage difference between the AOGCM- and NCEP-driven simulated return levels. 
Results based on SPI are shown in black and red color and those for the case of SPEI are shown 
in blue and pink color. .................................................................................................................. 68 
Figure 3.8: Projected changes (in %) to SPI and SPEI based (a) mean drought severity (b) mean 
drought duration for the 2041–2070 period with respect to the current 1970–1999 period. ........ 70 
Figure 3.9: Projected changes (in %) to regional 20-year return levels of drought (a) severity and 
(b) duration for the 2041–2070 period with respect to the current 1970–1999 period. Projected 
changes to drought severity at the regional level are also studied by comparing 20- and 50-year 
return levels derived from AOGCM-driven RCM simulations for the future 2041–2070 period 
with those for the current 1970–1999 period. ............................................................................... 71 
Figure 3.10: Projected changes (in %) to regional 50-year return levels of drought (a) severity 
and (b) duration for the 2041–2070 period with respect to the current 1970–1999 period. ......... 72 
Figure 3.11: Changes (in %) to (a) bivariate joint occurrence probabilities corresponding to 20-
year return period thresholds of 𝑆𝑆 and 𝐷𝐷 and (b) trivariate joint occurrence probabilities 
corresponding to 20-year return period thresholds of 𝑆𝑆, 𝐷𝐷 and 𝑆𝑆max for the 2041–2070 period 
with respect to the current 1970–1999 period. .............................................................................. 73 
Figure 3.12: Changes (in %) to (a) bivariate joint occurrence probabilities corresponding to 50-
year return period thresholds of 𝑆𝑆 and 𝐷𝐷 and (b) trivariate joint occurrence probabilities 
corresponding to 50-year return period thresholds of 𝑆𝑆, 𝐷𝐷 and 𝑆𝑆max for the 2041–2070 period 
with respect to the current 1970–1999 period. .............................................................................. 76 
xiii 
 
Figure 3.13: Projected changes (in %) to SPI- and SPEI-based (a) mean drought severity (b) 
mean drough duration for the 2041–2070 period with respect to the current 1970–1999 period for 
the agricultural growing season. ................................................................................................... 77 
Figure 4.1: Map of the study area overlaid with the reference grid. Precipitation stations for 
adjusted and rehabilitated observed dataset (DS1) are shown using five different symbols to 
highlight the corresponding homogeneous region (R1 to R5) they are associated with and 
location of engineering climate stations (DS2) where continuous seasonal precipitation is 
recorded. Inset shows location of the study area (i.e. Alberta–AB; Saskatchewan–SK; Manitoba–
MN) in Canada. ............................................................................................................................. 92 
Figure 4.2: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and (a) MM5I_NCEP and (b) 
WRFG_NCEP simulated return levels of 6-, 12-, and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. .......................................... 101 
Figure 4.3: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and ensemble-averaged 
RCM_NCEP simulated return levels of 6-, 12-, and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. .......................................... 102 
Figure 4.4:  Projected changes (in %) in selected grid-point level return levels of 3-, 6-, 12-, 24-, 
and 48-h precipitation extremes simulated by (a) CRCM_CCSM and (b) MM5I_CCSM for the 
2041–2070 period with respect to the 1971–2000. ..................................................................... 105 
Figure 4.5: Ensemble-averaged projected changes (in %) in selected grid-point level return levels 
of 3-, 6-, 12-, 24-, and 48-h precipitation extremes for the 2041–2070 period with respect to the 
1971–2000................................................................................................................................... 106 
Figure 4.6: Projected changes (in %) in selected regional return levels of 3-, 6-, 12-, 24-, and 48-
h extremes simulated by 11 RCM_AOGCM combinations for the 2041–2070 period with respect 
to the 1971–2000. Ensemble-averaged change is shown using red circle. ................................. 107 
Figure 4.7: Observed precipitation intensity-duration-frequency plots (symbols) for nine selected 
sites from R1 to R5 regions based on precipitation extremes of 5-, 10-, 15-, 30-, 60-min, 2-, 6-, 
12-, and 24-h durations (shown along the x-axis) from the engineering climate stations dataset 
xiv 
 
(DS2). Scaling relationships (lines) estimated using the least-squares algorithm for each return 
period are also plotted and the corresponding coefficient of determination (i.e. 𝑅𝑅2) values are 
shown  as well. ............................................................................................................................ 110 
Figure 4.8: Same as in Fig. 4.7 but for observed regional precipitation intensity-duration-
frequency plots (symbols) for regions R1 to R5. ........................................................................ 111 
Figure 4.9: RCM3_NCEP simulated regional precipitation intensity-duration-frequency plots 
(filled symbols) for regions R1 to R5 based on precipitation extremes of 3-, 6-, 9-, 12-, 15-, 18-, 
and 24-h durations (shown along the x-axis). Linear and non-linear scaling relationships (colored 
solid lines) estimated using the least-squares algorithm and the corresponding coefficient of 
determination (i.e. 𝑅𝑅2) values are shown in each panel first for the linear case and then for the 
nonlinear case in brackets. Trajectories of extrapolated linear (solid blue lines) and nonlinear 
(dotted blue lines) relationships for each return period are also plotted. Estimated return levels 
based on the quantile mapping approach are shown using corresponding unfilled symbols for 2-, 
5-, 10-, 25, and 50-yr return periods. .......................................................................................... 112 
Figure 4.10: Projected changes (in %) in selected regional return levels of 5-, 10-, 15-, 30-, and 
60-min extremes simulated by 11 RCM_AOGCM combinations for the 2041–2070 period with 
respect to the 1971–2000. Ensemble-averaged changes are shown using red circles. ............... 113 
 
  
xv 
 
LIST OF ABBREVIATIONS 
AIC : Akaike Information Criterion 
AOGCM : Atmosphere-Ocean General Climate/Circulation Model 
CCSM : Community Climate System Model 
CDF : Cumulative Distribution Function 
CGCM3 : Coupled General Circulation Model version 3   
CORDEX : Coordinated Regional Climate Downscaling Experiement 
CRCM : Canadian Regional Climate Model 
D : Duration 
DS1 : Adjusted And Rehabilitated Daily Precipitation Dataset 
DS2 : Engineering Climate Stations Dataset 
DTR : Diurnal Temperature Range 
ECP2 : Experimental Climate Prediction 
GCM : General Climate/Circulation Model 
GEV : Generalized Extreme Value 
GEWEX : Global Energy and Water Exchanges 
GFDL : Geophysical Fluid Dynamics Laboratory 
GHG : Green House Gas 
GLO : Generalized Logistic 
GNO : Generalized Normal 
GPA : Generalized Pareto 
HADCM3 : Hadley Centre Coupled Model version 3 
HRM3 : Hadley Regional Model 3 
IDF : Intensity-Duration-Frequency 
IPCC : Inter-governmental Panel on Climate Change 
MM5I : National Centre for Atmospheric Research Mesoscale Model 
NARCCAP : North American Regional Climate Change Assessment Program 
NCEP : National Center for Environmental Prediction 
P : Precipitation 
PDSI : Palmer Drought Severity Index 
xvi 
 
PE3 : Pearson Type-III 
PET : Potential Evapotranspiration 
PRUDENCE : Prediction of Regional scenarios and Uncertainties for Defining 
European Climate change risks and Effects 
RCM : Regional Climate Model 
RCM3 : Regional Climate Model version 3 
RFA : Regional Frequency Analysis 
RMSE : Root Mean Square Error 
S : Severity 
Smax : Maximum severity 
SPEI : Standardized Precipitation Evapotranspiration Index 
SPI : Standardized Precipitation Index 
SRB : Saskatchewan River Basin 
SRES : Special Report on Emissions Scenarios 
R1 : Region 1 
R2 : Region 2 
R3 : Region 3 
R4 : Region 4 
R5 : Region 5 
T : Temperature 
WMO : World Meteorological Organization 
WRFG : Weather Research Forecasting Grell Model 
1 
 
CHAPTER 1 
INTRODUCTION 
Water has always been a key resource for many sectors of human society, but the concern 
that sufficient water may not be available is spreading to sectors that have traditionally taken 
water availability for granted. Increasing demand for water and uncertain climate change may 
lead to severe reductions in future water supply for industry, recreation, aquatic ecosystems, and 
households (Trenberth et al., 2007; Mu et al., 2013). Climate change and changes in climatic 
variables including extremes that affect surface water, as well as groundwater resources, are 
being recorded in higher frequency (IPCC, 2012). As climate extremes affect human society as 
well as the natural environment, policy makers and stakeholders rely on credible predictions of 
such climatic phenomena on fine temporal and spatial scales.  
Climate change is identified by changes in the mean or the variability of climatic variables 
over decades or longer periods (IPCC, 2007). The reported increase in the average global 
temperature and sea level rise suggest that the earth is warming. Such global warming is strongly 
linked to anthropogenic modification of the atmospheric greenhouse gas (GHG) composition. 
These changes are projected to increase in the future because of the continuous increase in GHG 
emissions, population growth, continuous industrialization, and rapid urbanization. In general, 
the impact of climate change is felt more by changes in the frequency, duration, and intensity of 
extreme climatic events because they are largely liable for climate-related damage and fatalities 
(Easterling et al., 2000; Meehl et al., 2000).  
Extreme climate events are defined as the upper or lower values over a threshold of a 
climate variable, and these events are located in the upper or lower tail of a distribution. The 
definition of an extreme climate event is complex and depends on the stakeholder involved. By 
nature, extreme events are severe and rare, and are determined by their spatial and temporal 
scales, and their complexity. These events could be minute-lasting tornado, the week-lasting 
flood, year- or decade-lasting drought, etc. As extreme events are always complex in nature, 
sometimes they are the products of interactions between related or unrelated phenomena. In fact, 
an individual phenomenon can also act as a climate extreme. For example, the impact of climate 
change can produce extreme surges and can cause a gradual sea level rise, compounding floods 
in the future (IPCC, 2012). Similarly, due to the same cause, precipitation may decrease for a 
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long period and evapotranspiration may increase over the same period, resulting in extreme 
droughts. 
Information on changes to climate extremes is important for water resources and 
agricultural decision support systems. Like many other countries, Canada is also experiencing 
changes in various climate variables. For example, the annual mean temperature and 
precipitation have increased, respectively, by 0.5 to 1.5℃ and 5 to 35% in southern Canada 
during the 1900 to 1998 period (Zhang et al., 2000; Vincent et al., 2012). During the second half 
of the 20th century, the daily minimum temperature has increased more than the daily maximum 
temperature which in turn has decreased the diurnal temperature range (DTR) (Zhang et al. 2000; 
Bonsal et al., 2001). Vincent and Mekis (2006) analyzed homogenized daily precipitation and 
temperatures in order to calculate cold and hot climate extremes; they found that occurrence of 
cold extremes (e.g., cold nights, cold days, and frost days) were less frequent than occurrences of 
warm extremes (e.g., warm nights, warm days, and summer days) from 1950 to 2003. Barrow et 
al. (2004) studied Canada’s future climate variability using the Coupled Global Climate Model 2 
considering 1961–1990 as a base period. Their research projected an increase in average annual 
temperature over Canada of 1 to 9℃ by the 2080s. Kharin et al. (2013) reported that the current 
occurrence of extreme hot days is one-in-20-year, which will become a one-in-5-year event in 
the middle of the 21st century over most of Canada. The projections of climate extremes from 
current to future periods can help identify regional characteristics and assess future climate 
changes which will be helpful as a key input for future planning of socioeconomic infrastructure 
and development of strategic adaptation measures for the water and agricultural sectors, which 
play an important role in the economy of Canada. 
The most suitable tools for identifying the potential impacts of climate change at global or 
regional scales are General Circulation Models (GCMs) that describe complex atmospheric 
processes using mathematical equations. GCMs represent Earth system components such as 
atmosphere, oceans, land surfaces, and sea-ice (Fowler et al., 2007) and have been evolving 
steadily over the past several decades. A regional climate model (RCM) is a downscaling tool 
that adds higher resolution (e.g. 50 km or less) to a large scale projection of a GCM. RCMs can 
represent many features that are not possible with a GCM, such as complex topography and 
coastlines. RCMs are physically-based tools that can represent most of the processes available in 
the climate system of smaller regional domains. Complicated design and computational costs 
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sometimes limit the use of RCMs (Tripathi et al., 2006), although these constraints will no longer 
be problematic as different research organizations are producing RCM outputs and ensuring their 
free distribution. Consequently, the use of RCM projections for regional impact assessment is 
growing rapidly (e.g. Beniston, 2007; May, 2008; Nikulin et al., 2011; Mladjic et al., 2011; 
Mailhot et al., 2012; Monette et al., 2012; van Pelt et al., 2012; Khaliq et al., 2014, Jeong et al., 
2014, 2015). 
Downscaling approaches emerge due to the need for climate projections (Carter et al., 
2007). Applying a downscaling technique, a method to derive local to regional-scale information 
from a large-scale model, is recommended for regional-scale analysis in the IPCC’s Fourth 
Assessment Report (Christensen et al., 2007). More recently, downscaling has been widely 
applied in climatology for scenario construction and simulation/prediction of mean, minimum, 
and maximum air temperatures and their extremes among other climatic variables (Kettle and 
Thompson, 2004). Various approaches proposed for downscaling GCMs can be classified 
broadly into two categories: dynamical downscaling and statistical/empirical downscaling. In the 
dynamical downscaling approach, RCMs are essentially used with boundary conditions taken 
from a GCM. The advantage of using a dynamical downscaling technique is the application of 
very high resolution models, albeit not as high as required by some practical applications. There 
are some uncertainties in using a dynamical downscaling approach that depend on the spatial 
domain, region, and season, but the main uncertainty comes from the driving GCM. However, 
nowadays, models with longer duration and higher spatial resolution outputs are available for 
different parts of the world through different projects such as the European FP5 Prediction of 
Regional scenarios and Uncertainties for Defining European Climate change risks and Effects 
(PRUDENCE; Christensen et al., 2007; Fowler et al., 2007), ENSEMBLES (Christensen et al., 
2009), Coordinated Regional Climate Downscaling Experiment (CORDEX; Jacob et al., 2013) 
and the North American Regional Climate Change Assessment Program (NARCCAP; Mearns et 
al., 2009). The second way of downscaling GCM outputs is statistical downscaling which uses a 
statistical framework to establish relationships between large-scale variables (predictors), such as 
the driving factors derived from GCMs, to local level climate conditions (predictands) that have 
been derived from the observed data. The advantage of statistical downscaling is that the 
simulation capacity is in finer scale than that of the dynamical downscaling and that extreme 
seasonal indices can be simulated without simulating the daily time series (e.g. Haylock et al., 
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2006; Seneviratne et al., 2012). This technique holds some disadvantages as well. A long record 
of time series data is essential for this technique, and predictor variables that give the best fit for 
the historical record may not be suitable for all applications. Statistical downscaling is simpler 
than dynamical downscaling, but it can underestimate variance and poorly downscale extreme 
events (Fowler et al., 2007). In this study, dynamically downscaled outputs from the NARCCAP 
multi-RCM ensemble were used to explore projected changes to dry and wet climate extremes. 
 
1.1 Research Purpose 
1.1.1 Knowledge gaps 
Future water scarcity and increased aridity is one of the main climate change concerns that 
will have severe implications for the Canadian Prairies region. Reduced water availability has 
major impacts on several sectors which include agriculture, forestry, energy, and many others 
(Natural Resources Canada, 2014). In general, water shortage ultimately leads to droughts, which 
are frequently observed in the southern parts of the Canadian Prairie provinces. Droughts are 
multifaceted extreme events that can inflict considerable damage to humans and the 
environment. Therefore, better understanding of the spatial and temporal characteristics of 
historical and future droughts is needed to ensure proper water resource and agriculture planning 
and management in order to mitigate the harmful effects of droughts on communities. Although 
there has been considerable research on various aspects of drought, to the author’s knowledge, 
little or no work has been dedicated to the probabilistic analysis of drought characteristics within 
a multivariate setting using the copula approach. From the viewpoint of probabilistic analysis, 
specifically, the regional frequency analysis approach (RFA) is helpful in regionalization of 
drought risk indicators and subsequently identifying drought vulnerable regions. Also, 
probabilistic characterization of droughts using only precipitation based indices and those based 
on temperature and precipitation together for the future climate would provide an opportunity to 
assess impacts of rising temperatures on droughts in the study area. This is one of the main focus 
areas of this research. 
Floods are also a major concern in the study area as the floods in recent years were caused 
by an increase in precipitation at times when rivers were already in high flow situations and 
basin saturation level was higher than average leaving the land with little storage capacity 
available to take up additional water from rain and melting snow (Environment Canada, 2014). 
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As the climate changes, the effects of extreme precipitation might vary in the future from past 
effects, and new methods might need to be in place for basin-wide water management in this 
region (Shepherd et al., 2003; Khaliq et al., 2014). Therefore, information on changes in the 
characteristics of precipitation extremes of short- and long-duration is highly desirable for future 
planning of urban drainage infrastructure, better management of water resources, ensuring 
sustainability of ecosystems, and maintaining regional socioeconomic activities in a changing 
climate. To develop this information is another main focus area of this research because, to date, 
such information has been lacking in the study area. 
1.1.2 Objectives  
The overall objective of this research was to investigate spatial patterns of historical 
droughts in the Saskatchewan River Basin and characteristics of current and future dry and wet 
extremes in the Canadian Prairie Provinces using the multi-RCM ensemble available through the 
NARCCAP and uni- and multivariate frequency analysis approaches. Specific objectives of the 
study were to: 
1. Characterize historical drought events in terms of drought severity, duration, and 
maximum severity in the SRB using conventional univariate and copula-based bivariate 
frequency analyses and identify drought vulnerable geographic regions across the SRB;  
2. Investigate projected changes in regional drought characteristics (severity, duration, 
and maximum severity) using the RFA approach and copula-based bivariate and trivariate 
frequency analyses to assess climate change induced impacts on drought characteristics and 
to evaluate the impact of rising future temperatures on drought characteristics; 
3. Develop climate change informed short- and long-duration (from minutes to several 
hours) precipitation magnitude-frequency relationships using the RFA approach and transient 
climate change simulations from the NARCCAP multi-RCM ensemble. 
1.2 Study area 
The Alberta, Saskatchewan and Manitoba Provinces of Canada were chosen for this study 
(Figure 1.1). This area features a complex topography, ranging from flat land to the Rocky 
Mountains, with elevation varying from 1 to 3434 m above mean sea level. This region contains 
the SRB, the largest river basin in the area. The SRB has a total drainage area of 405,864 km2 
and contains various watersheds of small to large size. It is located in the cold interior of Western 
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Canada that spans southern parts of Alberta, Saskatchewan, and Manitoba. Southern parts of 
these provinces, particularly the Prairies ecozone, are important for agriculture that accounts for 
around 80% of the Canadian agricultural production (Wheater and Gober, 2013). The Prairies 
region is considered to be Canada’s agricultural powerhouse, and contains more than 37 million 
hectares (80% of Canada’s farmland) of land under cultivation.  
The ecosystem of this region is heavily dependent on precipitation. The annual average 
precipitation is about 454 mm (less than the Canada-wide average of 535 mm) because cyclonic 
precipitation from the west or east coast rarely reaches these provinces (Phillip, 1990). The 
frequent presence of dry arctic air also plays a role in the low precipitation received across the 
region (Gan, 2000). A latitude effect generally dominates the spatial distribution of temperature 
in the absence of any dramatic change in topography (Borchert, 1950; Bonsal et al., 2012). 
Specifically, this region is characterized by a highly variable hydroclimate, with recurrent 
droughts (such as the prolonged droughts of 1988 and 1999–2004), floods (such as the severe 
floods of 2011, 2013, and 2014), and localized convective storm activity, resulting in heavy 
precipitation events, often observed during the warm season of the year. Due to varying 
topographic landscape and complex hydroclimatology, the study region presents many scientific 
research challenges and therefore offers an interesting testbed for new scientific advancements in 
climatology and hydrology and other closely associated fields. 
 
1.3 Thesis outline 
This thesis follows a manuscript-style structure according to the College of Graduate 
Studies and Research guidelines. After an introduction in chapter one, chapters 2, 3, and 4 
represent three individual manuscripts. The first manuscript (Chapter 2), “Analysis of 
meteorological droughts for the Saskatchewan River Basin using univariate and bivariate 
approaches” explores the spatial and temporal characteristics of historical droughts across the 
SRB, which is confronted with immense water-related challenges due to rapid increases in the 
water demands for industrial, agricultural and domestc usages. In this chapter, a methodological 
approach based on two drought indices and multivariate frequency analysis approaches to 
develop drought risk indicators for delineating drought vulnerable parts of the basin are 
presented.  
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The second manuscript (Chapter 3), “Future changes to drought characteristics over the 
Canadian Prairie Provinces based on NARCCAP multi-RCM ensemble” examines projected 
changes to drought characteristics and future drought risks over the Canadian Prairie Provinces 
of Alberta, Saskatchewan, and Manitoba. Chapter 3 addresses the need to use a multivariate 
homogeneity analysis approach instead of a univariate approach for the delineation of 
homogeneous regions. Multivariate analyses of drought characteristics were developed using the 
copula approach and projected changes to joint occurrence probabilities based on bi- and 
trivariate approaches were used to identify drought-sensitive regions in the study area. 
 
Figure 1.1: Study area showing the Saskatchewan River Basin spanning the provinces of 
Alberta, Saskatchewan and Manitoba. The topography, major river systems and lakes are also 
indicated.  The inset shows the location of the study area in Canada 
The third manuscript (Chapter 4), “Projected changes to short- and long-duration 
precipitation extremes over the Canadian Prairie Provinces” presents projected changes to short- 
and long-duration, ranging from 5 minutes to 48 hours, precipitation extremes over the Canadian 
Prairie Provinces based on the multi-RCM ensemble available through the NARCCAP. The RFA 
approach was applied to develop projected changes to selected 2-, 5-, 10-, 25-, and 50-yr return 
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levels of precipitation extremes. To assess statistical significance of the projected changes for 
each case investigated, confidence intervals were developed for current and future periods using 
the nonparametric vector bootstrap resampling method. Finally, Chapter 5 discusses the major 
findings reported in Chapters 2, 3, and 4 and provides recommendations for future work. 
 
1.4 Copyright and author permissions 
Chapters 2 through 4 of this thesis consist of manuscripts that have been published or 
submitted for publication. Consistent with the copyright and author rights of each publisher, the 
manuscript citations are provided below. Permission to use or author rights from each publisher 
allowing use of the manuscripts in this thesis is included in Appendix E. For all manuscripts, as 
per the College of Graduate Studies and Research, guidelines for manuscript-style theses, the 
student is the first author and supervisor (s) the second author (s). 
Chapter 2: Masud MB, Khaliq MN, Wheater HS (2015) Analysis of meteorological droughts 
for the Saskatchewan River Basin using univariate and bivariate approaches. Journal of 
Hydrology, 522:452-466. DOI: http://dx.doi.org/10.1016/j.jhydrol.2014.12.058 
Chapter 3: Masud MB, Khaliq MN, Wheater HS (2016) Future changes to drought 
characteristics over the Canadian Prairie Provinces based on NARCCAP multi-RCM ensemble. 
Submitted to Climate Dynamics on 31st December 2015; submission no. CLDY-D-16-00003 
Chapter 4: Masud MB, Khaliq MN, Wheater HS (2016) Projected changes to short- and long-
duration precipitation extremes over the Canadian Prairie Provinces. Submitted to Climate 
Dynamics on 9th March 2016; submission no. CLDY-D-16-00239 
Contributions of the candidate: In the work presented in Chapters 2 to 4, which form the core 
of this thesis, the candidate (Masud, MB) developed conceptual ideas and theoretical 
frameworks, carried out simulations and performed various analyses, and designed and prepared 
all manuscripts. The co-authors (Dr. Khaliq and Prof. Wheater) provided advice on various 
aspects of the research and critical reviews of the results and their interpretations. The candidate 
used R statistical programming software and developed R-scripts for performing various data 
analyses ranging from statistical modeling to graphical plots. 
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CHAPTER 2 
ANALYSIS OF METEOROLOGICAL DROUGHTS FOR THE 
SASKATCHEWAN RIVER BASIN USING UNIVARIATE AND 
BIVARIATE APPROACHES 
Humans must find ways to divert Earth’s water to irrigate crops, meet domestic and 
municipal water needs, and support industrial developments. Areas of the planet that experience 
lack of precipitation often suffer from droughts. However, droughts can also be caused by 
inappropriate land and water management practices. During the second half of the 20th century, 
natural variability of the climate has been trending toward a dryer pattern and that has led to a 
decline in available water resources in many parts of the world. Gradual increase in human 
population and industrial activities are also adding additional stresses on water resources. One 
region of Canada that has drawn global attention due to water related challenges is the 
Saskatchewan River Basin (SRB), which is located in southern parts of Alberta, Saskatchewan 
and Manitoba provinces of Canada. During 1931, 1988 and 1999–2004, this region experienced 
major droughts, which resulted in considerable economic losses. Proper management and 
utilization of water resources is heavily dependent on the spatiotemporal characteristics of 
historical droughts. In this chapter, probabilistic drought risk indicators based on uni- and 
multivariate frequency analysis approaches and two different drought indices were developed to 
delineate drought sensitive areas of the SRB to inform water management-related decision-
making. This chapter contains the following published manuscript: 
1. Masud MB, Khaliq MN, Wheater HS (2015) Analysis of meteorological droughts for the 
Saskatchewan River Basin using univariate and bivariate approaches. Journal of Hydrology, 
522:452-466. DOI: http://dx.doi.org/10.1016/j.jhydrol.2014.12.058 
Abstract 
This study was focused on the Saskatchewan River Basin (SRB) that spans southern parts 
of Alberta, Saskatchewan and Manitoba, the three Prairie Provinces of Canada, where most of 
the country’s agricultural activities are concentrated. The SRB is confronted with immense 
water-related challenges and is now one of the ten GEWEX (Global Energy and Water 
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Exchanges) Regional Hydroclimate Projects in the world. In the past, various multi-year 
droughts have been observed in this part of Canada that impacted agriculture, energy and socio-
economic sectors. Therefore, proper understanding of the spatial and temporal characteristics of 
historical droughts is important for many water resources planning and management related 
activities across the basin. In the study, observed gridded data of daily precipitation and 
temperature and conventional univariate and copula-based bivariate frequency analyses were 
used to characterize drought events in terms of drought severity and duration on the basis of two 
drought indices, the Standardized Precipitation Index (SPI) and the Standardized Precipitation 
Evapotranspiration Index (SPEI). Within the framework of univariate and bivariate analyses, 
drought risk indicators were developed and mapped across the SRB to delineate the most 
vulnerable parts of the basin. Based on the results obtained, southern parts of the SRB (i.e., 
western part of the South Saskatchewan River, Seven Persons Creek and Bigstick Lake 
watersheds) were found to be associated with a higher drought risk, while moderate risk was 
noted for the North Saskatchewan River (except its eastern parts), Red Deer River, Oldman 
River, Bow River, Sounding Creek, Carrot River and Battle River watersheds. Lower drought 
risk was found for the areas surrounding the Saskatchewan-Manitoba border (particularly, the 
Saskatchewan River watershed). It was also found that the areas characterized with higher 
drought severity were also associated with higher drought duration. A comparison of SPI- and 
SPEI-based analyses suggested only little effect of considering temperature, in the form of 
evapotranspiration, on identifying drought vulnerable areas. It is expected that the findings of the 
study will be helpful in the management and efficient utilization of the water resources of this 
important river basin in Canada. 
Keywords: Canadian Prairies; Copula function; Drought risk analysis; SPEI; SPI; Saskatchewan 
River Basin 
2.1 Introduction 
Droughts can be defined from various perspectives including meteorological, hydrological, 
agricultural, and socio-economic. In general, a drought is defined as a dry weather period that 
lasts over several weeks to months, with no or little accumulated rainfall. Such dry weather 
events have significant impacts on water resources, agriculture, forestry, hydro-power, health, 
and socio-economic activities. A reduced amount of accumulated rainfall leads to low soil 
moisture and river flows, reduced storage in reservoirs and less groundwater recharge (Tallaksen 
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and van Lanen, 2004). According to Salinger (1995), drought-like conditions occur when the 
supply of moisture from precipitation or stored in the soil or hydrological reservoir is insufficient 
to fulfill the optimum water requirements of plants, water supply for urban dwellers, and inflows 
into hydro-power lakes. The start of a drought is not easy to ascertain, although its end may be. 
Droughts appear suddenly, spread in an unstructured manner, and can end in various ways 
(Wilhite, 2000). 
Although many areas of Canada experience droughts from time to time, southern parts of 
Alberta, Saskatchewan and Manitoba Provinces of Canada, specifically the Prairies eco-region, 
are relatively more drought-prone, for reasons such as location in the lee of the western 
cordillera, distance from large water bodies and extremely high rainfall variability (Bonsal et al., 
2012). Several multi-year droughts for the 1890s, 1910s, 1930s, late 1950s, early 1960s and 
1980s have been reported for this region (e.g., Chipanshi et al., 2006; Bonsal et al.., 2011; 
Stewart et al., 2011). Compared to these drought events, the drought experienced during 1999 to 
2004 was the most severe drought on record (e.g., Evans et al., 2011; PaiMazumder et al., 2012). 
During this drought, Saskatchewan crop yields and harvested areas were below average in both 
2001 and 2002, resulting in $3.6 billion drop in agricultural production. Nationally, the gross 
domestic product fell some $5.8 billion during 2001 and 2002 (Wheaton, 2011; Wheater and 
Gober, 2013). In the United States, economic losses of around US$6–8 billion are estimated 
annually due to droughts that are far beyond any other meteorological disasters (Wilhite, 2000). 
Recently, Bonsal et al. (2012) analyzed Canadian Prairies’ summer drought for pre-
instrumental, instrumental and future periods until 2100 using the Standardized Precipitation 
Index (SPI) and Palmer Drought Severity Index (PDSI). Their results revealed that the Prairies 
had observed drought-like conditions in the 1930s, 1958–1962, 1983–1989, and 1999–2004, and 
severe drought will be more perpetual in some areas of the southwestern Prairies in future. 
Sushama et al. (2010) also suggested that the southern Prairies might be a sensitive region with 
respect to droughts with projections showing less precipitation and a higher number of dry days 
during the growing season (April–September) in future. 
Droughts are considered to be multi-faceted extreme events that can inflict considerable 
damage to the human society in many ways. Therefore, proper understanding of the spatial and 
temporal characteristics of historical droughts is needed for many water resources and agriculture 
planning and management related activities in order to mitigate their harmful effects on 
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communities. This study was focused specifically on the Saskatchewan River Basin (SRB; 
Figure 2.1) that is located in southern parts of the three rapidly developing Prairie Provinces of 
Canada (i.e., Alberta, Saskatchewan and Manitoba), where most of the country’s agricultural 
activities are concentrated. The SRB is experiencing huge water demands and stresses due to 
increased usage of water for agriculture, industrial and domestic purposes. These demands and 
stresses require efficient water management strategies for the SRB. Recently, this river basin has 
drawn global attention due to challenging water related issues and it is now one of the ten 
GEWEX (Global Energy and Water Exchanges) Regional Hydroclimate Projects in the world.  
In this study, the behavior of so called meteorological droughts was investigated at the 
level of 13 watersheds that represent natural subdivisions of the SRB (Figure 2.1). Observed 
gridded data of daily precipitation and temperature and conventional univariate and newly 
emerging copula-based bivariate frequency analyses were used to characterize historical drought 
events in terms of drought severity, duration and maximum severity on the basis of SPI (McKee 
et al., 1993), a purely precipitation-based index, and Standardized Precipitation 
Evapotranspiration Index (SPEI; Vicente-Serrano et al., 2010), a temperature and precipitation-
based index. The SPEI is relatively a new drought index and it has the advantage of being 
multiscaler ovedr the PDSI, which was used in some of the previous studies (e.g., Bonsal et al., 
2012). The PDSI is not generally suitable for mountainous regions with frequent climatic 
extremes and it is unable to capture emerging droughts compared to the SPI (Zargar et al., 2011). 
Other drought indices that have been used in some parts of the study area include the Z-Index 
(Quiring and Papakryiakou, 2003), Multi-Index Drought Index (Sun et al., 2011), and Drought 
Severity Index (PaiMazumder et al., 2012). It must be noted that several studies have been done 
across the world to study droughts using just the precipitation based drought index, the SPI, 
which has also been recommended by the World Meteorological Organization (WMO, 2009) for 
analyzing periods of moisture deficit. In addition, it is important to point out that no clear 
guidelines are available in the literature on the choice of a drought index. In most cases, 
availability of relevant data drove the choice of a drought index (Mishra and Singh, 2010).  
The use of both SPI and SPEI for characterizing drought events for the SRB furnished an 
opportunity to directly evaluate the influence of temperature and hence of evapotranspiration in 
defining drought events. This is an important research question for drought risk analysis. In 
addition, none of the previous studies on droughts in this region has examined the frequency-
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magnitude relationships of drought characteristics and their probabilistic behavior, particularly in 
both univariate and multivariate settings. Also, investigation of spatial patterns of drought risk 
indicators for identifying drought-sensitive geographic regions was not attempted earlier. These 
were some of the main objectives of this study, in addition to developing various methodological 
guidelines for probabilistic drought risk analysis. 
This paper is organized as follows: description of the study area and observed gridded 
dataset used in the study is given in Section 2.2 Detailed description of the methodology for 
characterizing drought events and for performing univariate and copula-based bivariate 
frequency analyses is provided in Section 2.3, followed by results of the study and their 
discussion in Section 2.4. Finally, main conclusions of the study are provided in Section 2.5. 
 
2.2 Study area and data 
This study was focused on the SRB (Figure. 2.1), which has a total drainage area of 
405,864 km2 and contains various watersheds of small to large size. It is located in the cold 
interior of Western Canada that spans southern parts of Alberta, Saskatchewan and Manitoba 
provinces, where most of the country’s agricultural activities (~80%) are concentrated. It is the 
major water resource in the region, which is fed mainly by snowmelt water from the Rocky 
Mountains. The SRB is confined by the boreal forest to the north and east, grassland and 
agricultural land to the south and the Rocky Mountains to the west (Liu and Stewart, 2003). It 
experiences the cold continental climate which is typical in the North American Central plains. 
Winter is long compared to summer but sunny, while summer is short but warm. Most of the 
annual precipitation falls as rain in spring (MAM) and summer (JJA), thus helping to replenish 
soil moisture and improve agricultural production. Sometimes evaporation exceeds precipitation 
in the SRB resulting in moisture deficits (Partners FOR the Saskatchewan River Basin, 2009).  
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Watersheds: 
1. South Saskatchewan River 
2. Swift Current Creek  
3. North Saskatchewan River  
4. Oldman River  
5. Sounding Creek  
6. Battle River  
7. Bigstick Lake  
8. Carrot River  
9. Bow River  
10. Red Deer River  
11. Seven Persons Creek  
12. Eagle Creek 
13. Saskatchewan River 
Figure 2.1: The Saskatchewan River Basin (405,864 km2 drainage area) with its 13 watersheds 
and spatial distribution of annual precipitation developed from 10 km x 10 km gridded observed 
dataset for the 1961 to 2003 period. Inset shows location of the study area in Canada. The 
abbreviations AB, SK and MN mean Alberta, Saskatchewan and Manitoba, respectively. 
Observed gridded data of daily maximum temperature (ºC), daily minimum temperature 
(ºC) and total daily precipitation (mm) for the 1961–2003 period were obtained from Agriculture 
and Agri-Food Canada for the SRB. There are about 4,041 grid points of 10 km × 10 km areal 
extent that cover 13 watersheds of different sizes in the entire SRB. The gridded datasets were 
interpolated from daily Environment Canada climate station observations using a thin plate 
smoothing spline surface fitting method implemented by ANUsplin V4.3 (Hutchinson, 2004). In 
comparison to other interpolation techniques, this method has been shown to perform well when 
interpolating noisy climate data across complex terrain (McKenney et al., 2006). Compared to 
station-based observations, high-resolution gridded datasets are useful specifically to explore 
spatial pattern of droughts. By using high-resolution datasets, one can avoid the need to 
interpolate spatially drought characteristics derived from station-based analyses. The latter 
approach would be a reasonable choice in the absence of high-resolution datasets. 
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2.3 Methodology 
A concise overview of the methodology adopted for drought risk analysis for the SRB is 
illustrated in Figure 2.2, while detailed description of various components of the methodology is 
provided below. 
2.3.1 Drought indices and time scales 
A good number of indices have been suggested and used for detection and monitoring of 
meteorological, agricultural, hydrological and socio-economical drought (Heim, 2002; 
Keyantash and Dracup, 2002; Mishra and Singh, 2010; Mu et al., 2013). These indices include 
the PDSI (Palmer, 1965), Palmer Hydrological Drought Index (Palmer, 1965), Z-Index (Palmer, 
1965), Rainfall Anomaly Index (van Rooy, 1965), self-calibrated-PDSI (Wells et al., 2004), 
Surface Water Supply Index (Shafer and Dezman, 1982), SPI (McKee et al., 1993), Soil 
Moisture Index (Sridhar et al., 2007), Standardized Runoff Index (Shukla and Wood, 2008), 
SPEI (Vicente-Serrano, 2010), Rainfall Variability Index (Oguntunde et. al., 2011), Multivariate 
Standardized Drought Index (Hao and AghaKouchak, 2013), and other variants of some 
commonly used drought indices. As already indicated, there is no consensus among the scientific 
community engaged in drought research on the selection of a drought index. Generally, the 
choice of an index is driven by the availability of relevant observed data and ease of computation 
and interpretation of the results obtained. Also, to some extent, the choice of the index is driven 
by the desired targets of a given project (Mishra and Singh, 2010). 
In the present study, two drought indices, namely the SPI and SPEI, were used. Both 
indices represent the so called meteorological drought. McKee et al. (1993) developed SPI in 
order to quantify precipitation deficit, which, according to Guttman (1998), gives a better 
representation of drought-like conditions than the PDSI because it is the precipitation deficit that 
ultimately leads to hydrological and agricultural droughts. As mentioned earlier in the 
introduction section, the SPI has also been recommended by WMO (WMO, 2009) for drought 
analysis. The very first step in the calculation of SPI was the selection of a probability 
distribution (along with its parameter estimation procedure) that best fit the monthly precipitation 
(P) data. Next, the cumulative distribution function (cdf) of P was calculated. The normal 
inverse cumulative distribution function was applied to the cdf in order to obtain standard normal 
quantiles, which represents the SPI values. A negative SPI (positive) value indicates 
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Figure 2.2: A schematic diagram of the methodology adopted for univariate and bivariate 
frequency analyses of drought characteristics in the SRB.   
dryness (wetness). The SPEI is mathematically similar to the SPI but it includes the effect of 
monthly temperature in addition to precipitation. In the case of SPEI, the first step was to 
calculate monthly potential evapotranspiration (PET) by using a feasible method and then 
subtracting this from the monthly precipitation to obtain PETPE −= . A suitable probability 
distribution was selected to describe values of E. The rest of the procedure was the same as for 
the SPI calculation. 
For investigating drought characteristics, time scale plays an important role. Selection of a 
suitable time scale is entirely dependent on the purpose for which the research is being 
undertaken (Dracup et al., 1980). McKee et al. (1993) explained that time scale functionally 
Identify drought sensitive geographic regions based on joint occurrence 
probability of drought severity and duration (see subsection 3.7) 
Calculate joint occurrence probability of drought severity and duration 
corresponding to different return values of S and D as thresholds (see 
subsection 3.6) 
Identify a suitable copula function for developing joint probability 
distribution of S and D (see subsection 3.5) 
Identify best-fitting probability distributions for S and D to perform 
univariate frequency analysis (see subsection 3.4) 
Determine drought severity S, duration D and maximum severity Smax of 
drought events defined on the basis of SPI and SPEI values < -0.50 
criterion (see subsection 3.3) 
Determine SPI and SPEI using appropriate probability distributions for 
precipitation (P) and precipitation – evapotranspiration (E = P – PET) 
(see subsections 3.1, 3.2 and 3.4) 
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separates different type of droughts. For example, a 3-month precipitation deficit may have 
drastic influence on agricultural production, but may not have any significant impact on city 
water supplies. The SPI of 6-month time scale may have more effect on water supplies than on 
agriculture. For the present study, 3-, 6-, and 12-month time scales for both the SPI and SPEI are 
used to provide short, intermediate and relatively long-term perspectives on drought 
characteristics. 
2.3.2 Computation of potential evapotranspiration (PET) 
The PET is a complex process due to the involvement of a number of atmospheric and 
ground-based physical parameters. Both simple and complex methods exist for estimating PET, 
e.g., Blaney-Criddle (Blaney and Criddle, 1950), Hargreaves (Hargreaves and Samani, 1982, 
1985; Hargreaves et al., 1985), Thornthwaite (Thornthwaite, 1948), Lowry-Johnson (Lowry and 
Johnson, 1942), Priestley-Taylor (Priestley-Taylor, 1972), Modified Penman (Doorenbos and 
Pruitt, 1977), and Penman method (Penman, 1948). Nonetheless, the use of simple or complex 
methods to calculate PET does not affect drought analysis much as noted by Mavromatis (2007). 
In the present study, Hargreaves method was used which simply used the maximum and 
minimum temperature for estimating PET. This method was ranked at the top among the 
temperature-based methods in the American Society of Civil Engineers Manual 70 analysis 
(Jensen et al., 1990). Also, this method was recommended for estimating PET for the Canadian 
Prairies region in the inter-comparative study of Maulé et al. (2006). The form of the 1985 
Hargreaves equation is: 
𝑷𝑷𝑷𝑷𝑷𝑷 = 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝑴𝑴𝐝𝐝𝐝𝐝𝐝𝐝(𝑷𝑷𝐦𝐦𝐝𝐝𝐦𝐦 − 𝑷𝑷𝐦𝐦𝐦𝐦𝐦𝐦)𝟎𝟎.𝟓𝟓(𝑷𝑷𝐦𝐦𝐦𝐦𝐝𝐝𝐦𝐦 + 𝟏𝟏𝟏𝟏.𝟖𝟖)(𝑹𝑹𝒂𝒂) (2.1) 
where 𝑃𝑃𝑃𝑃𝑃𝑃 is the monthly potential evapotranspiration, dayM  is the number of days in a month, 
𝑃𝑃max and 𝑃𝑃min are respectively the average monthly maximum and minimum temperatures (°C), 
𝑃𝑃mean is the average monthly temperature (°C), and 𝑅𝑅𝑎𝑎 is the water equivalent of the 
extraterrestrial radiation in mm day-1 (1 MJ/m2/day = 0.408 mm/day) computed according to 
Allen et al. (1998). The aR  is usually calculated theoretically as a function of latitude and month 
of the year: 
𝑹𝑹𝒂𝒂 =  𝟎𝟎𝟐𝟐(𝟔𝟔𝟎𝟎)𝝅𝝅 𝑮𝑮𝐬𝐬𝐬𝐬𝒅𝒅𝒓𝒓[𝝎𝝎𝒔𝒔 𝐬𝐬𝐦𝐦𝐦𝐦(𝝋𝝋) 𝐬𝐬𝐦𝐦𝐦𝐦(𝜹𝜹) + 𝐬𝐬𝐜𝐜𝐬𝐬(𝝋𝝋) 𝐬𝐬𝐜𝐜𝐬𝐬(𝜹𝜹) 𝐬𝐬𝐦𝐦𝐦𝐦 (𝝎𝝎𝒔𝒔)] (2.2) 
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where 𝐺𝐺sc is the solar constant = 0.0820 MJ m
-2 min-1, 𝑑𝑑𝑟𝑟 is the inverse relative distance factor 
for the Earth-Sun (unitless), 𝜔𝜔𝑠𝑠 is the sunset hour angle (rad), 𝜑𝜑 is the  latitude (rad), and 𝛿𝛿 is the 
solar declination (rad). 
SP
I/S
PE
I 
 
SP
I 
 
 Year 
Figure 2.3: Definition sketch of drought characteristics (top panel) showing three drought events 
(labeled as 321 and,, NNN ) and a SPI-based observed example (bottom panel) for a 
representative grid point (Lat: 52.52; Lon: -109.1) from the Eagle Creek watershed.  
𝑁𝑁1(9.73,6) 𝑁𝑁24(2.73, 2) 𝑁𝑁51(16.37,11 ) 
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2.3.3 Characteristics of drought events 
In this study, drought events were characterized in terms of severity, duration and 
maximum severity. To minimize the effect of minor droughts, drought events were identified 
considering a threshold of −0.50 for both SPI and SPEI, i.e., a drought event occurred when the 
value of SPI/SPEI was smaller than this threshold. Drought duration D was identified as a 
continuous sequence of SPI/SPEI values that satisfied the above threshold criterion. Drought 
severity S was defined as the cumulative sum of all SPI/SPEI values over the duration D:  
𝑺𝑺 =  −  �𝐒𝐒𝐒𝐒𝐒𝐒𝒊𝒊 (𝐜𝐜𝐨𝐨 𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝒊𝒊) < −𝟎𝟎.𝟓𝟓𝟎𝟎𝑫𝑫
𝒊𝒊=𝟏𝟏
 
(2.3) 
As shown in the above equation, for calculation convenience, drought severity was multiplied by 
−1. For each grid point, average severity, average duration and maximum severity were 
calculated as: 
𝑆𝑆avg = ∑ 𝑆𝑆𝑖𝑖𝑁𝑁𝑖𝑖=1𝑁𝑁  (2.4) 
𝐷𝐷avg = ∑ 𝐷𝐷𝑖𝑖𝑁𝑁𝑖𝑖=1𝑁𝑁  (2.5) 
𝑆𝑆max =  max
1≤𝑖𝑖≤𝑁𝑁
𝑆𝑆𝑖𝑖 (2.6) 
where N is the total number of drought events observed for the period of study. A schematic 
illustration of the procedure of defining drought events and their related characteristics is shown 
in Figure 2.3. A SPI-based example for a representative grid point is also provided in this figure.  
2.3.4 Selection of marginal distributions 
In order to evaluate drought characteristics on the basis of SPI and SPEI, selection of 
appropriate probability distributions and their parameter estimation methods were required for 
modeling P and E series corresponding to 3-, 6-, and 12-month time scales. For this purpose, the 
suitability of some commonly used probability distributions was explored using the L-moments 
ratio diagrams and Kolmogorov-Smirnov (KS) test. The KS test is a nonparametric goodness-of-
fit test, which has been extensively used in the literature (e.g., Vicente-Serrano et al., 2010; Liu 
et al., 2011). The L-moments ratio diagram represents L-kurtosis as a function of L-skewness. In 
this diagram, single- and two-parameter distributions appear as points, while three-parameter 
distributions appear as curves. From the behavior of the plotted points on this diagram, one can 
judge the suitability of a specific candidate distribution. In this study, the distributions 
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investigated include the Generalized Logistic (GLO), Generalized Normal (GNO), Generalized 
Extreme Value (GEV), Generalized Pareto (GPA), Pearson Type-III (PE3) and Wakeby 
distributions. The first five of these distributions are commonly used for statistical modeling of 
hydrological variables. The method of L-moments was used for fitting these distributions to 
drought characteristics as this method has many theoretical advantages over the conventional 
moments to characterize a wider range of distributions with less bias in estimation (Hosking, 
1990). Detailed procedure for parameter estimation of the above selected distributions can be 
found in Hosking and Wallis (1997). 
For performing univariate frequency analyses of drought characteristics, it was also 
important to select appropriate probability distributions for drought severity and duration 
characteristics. The exponential distribution for drought duration and the gamma distribution for 
drought severity have been used in previous drought related studies (e.g., Shiau and Shen 2001; 
Shiau, 2006; Shiau and Modarres, 2009; Chen et al., 2011; Liu et al., 2011; Lee et al.,  2012). In 
the present study, the exponential, gamma, log-normal and GPA distributions were tested for 
modeling samples of drought severity and duration. The KS goodness-of-fit test was used to 
facilitate an overall best choice in this case also. 
 
Table 2.1: Bivariate Archimedean copulas and their corresponding generator functions and 
parameters. 
Copula, 
𝑪𝑪𝜽𝜽(𝒖𝒖,𝒗𝒗) θ ∈ Copula generator, 𝝋𝝋 (𝒕𝒕) Kendall’s 𝝉𝝉 
Ali-Mikhail-Haq: 
𝒖𝒖𝒗𝒗[𝟏𝟏 − 𝜽𝜽(𝟏𝟏 − 𝒖𝒖)(𝟏𝟏 − 𝒗𝒗)] [-1,1) ln �(1 − 𝜃𝜃(1 − 𝑡𝑡))𝑡𝑡 � �
3𝜃𝜃 − 2
𝜃𝜃
� − �
23 (1 − 𝜃𝜃−1)2ln�1
− (1 − 𝜃𝜃−1)�� 
Gumbel-Hougaard: 
𝐦𝐦𝐦𝐦𝐞𝐞 �−[(−𝐥𝐥𝐦𝐦𝒖𝒖)𝜽𝜽 + (−𝐥𝐥𝐦𝐦𝒗𝒗)𝜽𝜽]𝟏𝟏 𝜽𝜽� � [1,∞) (− ln 𝑡𝑡)𝜃𝜃 (1 − 𝜃𝜃−1) 
Clayton: 
�𝒖𝒖−𝜽𝜽 + 𝒗𝒗−𝜽𝜽 − 𝟏𝟏�−𝟏𝟏𝜽𝜽 (0,∞) �(𝑡𝑡)−𝜃𝜃 − 1�𝜃𝜃  𝜃𝜃(𝜃𝜃 + 2) 
Frank: 
−
𝟏𝟏
𝜽𝜽
𝐥𝐥𝐦𝐦 �𝟏𝟏 + (𝐦𝐦−𝜽𝜽𝒖𝒖 − 𝟏𝟏)(𝐦𝐦−𝜽𝜽𝒗𝒗 − 𝟏𝟏)(𝐦𝐦−𝜽𝜽 − 𝟏𝟏) � R − ln (e−𝜃𝜃𝜃𝜃 − 1)(e−𝜃𝜃 − 1)  1 + 4𝜃𝜃 �1𝜃𝜃� 𝑡𝑡e𝜃𝜃 𝑑𝑑𝑡𝑡 − 1
𝜃𝜃
0
� 
*u and v are the marginal distribution functions of two variables and θ is the copula parameter. 
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2.3.5. Copula functions for bivariate frequency analysis 
Copulas have been used in some previous studies for the analysis of hydrometeorological 
extremes including droughts (e.g., Shiau and Shen 2001; Shiau, 2006; Shiau and Modarres, 
2009; Chen et al., 2011; Liu et al., 2011; Lee et al., 2012). Based on Sklar’s (1959) theorem, the 
joint cumulative distribution function of two or more correlated variables can be expressed as: 
𝑯𝑯(𝒙𝒙𝟏𝟏,  𝒙𝒙𝟎𝟎,⋯ ,𝒙𝒙𝒏𝒏) = 𝑪𝑪[𝑭𝑭𝟏𝟏(𝒙𝒙𝟏𝟏),  𝑭𝑭𝟎𝟎(𝒙𝒙𝟎𝟎),⋯ ,𝑭𝑭𝒏𝒏(𝒙𝒙𝒏𝒏)] (2.7) 
where 𝑥𝑥1,  𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛 are the random variables with continuous marginal distributions, 
𝐹𝐹1(𝑥𝑥1),  𝐹𝐹2(𝑥𝑥2),⋯ ,𝐹𝐹𝑛𝑛(𝑥𝑥𝑛𝑛), and 𝐶𝐶 is the copula function. Some important single-parameter 
families of Archimedean copulas are described in Nelsen (1999) along with their generators, the 
range of parameters and some limiting cases. Archimedean copulas can easily be constructed and 
applied when the correlation among variables is positive or negative (Zhang and Singh, 2007). A 
very concise description of the selected copulas and their characteristics considered in this study 
for modeling bivariate distributions of drought severity and duration are given in Table 2.1. 
To identify the best copula from the Archimedean family, a nonparametric estimation 
procedure, proposed by Genest and Rivest (1993), was adopted and the same has been used in 
numerous other studies (e.g., Zhang and Singh, 2006; Karmakar and Simonovic, 2009; Topçu 
and Arslan, 2012): 
1. Estimate Kendall’s correlation coefficient 𝜏𝜏 as: 
𝝉𝝉 = �𝒏𝒏𝟎𝟎�−𝟏𝟏�𝐬𝐬𝐦𝐦𝐬𝐬𝐦𝐦��𝒙𝒙𝒊𝒊 − 𝒙𝒙𝒋𝒋��𝒚𝒚𝒊𝒊 − 𝒚𝒚𝒋𝒋��
𝒊𝒊<𝒋𝒋
 (2.8) 
where n is the number of observations in the sample; 𝑖𝑖, 𝑗𝑗 = 1,2,⋯ ,𝑛𝑛; if 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑗𝑗  and 𝑦𝑦𝑖𝑖 ≤ 𝑦𝑦𝑗𝑗, sign[. ] = 1 else sign[. ] = −1. 
2. Calculate the copula parameter θ and finally the copula function (see Table 2.1). 
3. Define an intermediate random variable 𝑃𝑃 = 𝑃𝑃(𝑥𝑥,𝑦𝑦) which has a distribution function 
𝐾𝐾(𝑡𝑡) = 𝑃𝑃(𝑃𝑃 ≤ 𝑡𝑡), where t is a specific value of T. Let 𝐾𝐾(𝑡𝑡) = 𝑃𝑃[𝐶𝐶{𝐹𝐹𝑋𝑋(𝑥𝑥),𝐹𝐹𝑌𝑌(𝑦𝑦)} ≤ 𝑡𝑡], t ∈ 
(0,1), be the parametric estimate of this distribution function. Its relationship with the 
copula generating function is given by: 
𝑲𝑲(𝒕𝒕) = 𝒕𝒕 − 𝝋𝝋(𝒕𝒕)
?́?𝝋(𝒕𝒕) (2.9) 
where ?́?𝜑 is the derivative of 𝜑𝜑 with respect to t. 
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4. Obtain 𝐾𝐾𝑛𝑛(𝑡𝑡), which is a nonparametric estimate of the distribution function 𝐾𝐾(𝑡𝑡), as 
follows: (i) estimate 𝑃𝑃𝑖𝑖 = 𝐹𝐹𝑛𝑛(𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖) = ∑ 𝐼𝐼��𝑥𝑥𝑗𝑗 ≤ 𝑥𝑥𝑖𝑖  and 𝑦𝑦𝑗𝑗 ≤ 𝑦𝑦𝑖𝑖��𝑛𝑛𝑗𝑗 /(𝑛𝑛 + 1), 𝑖𝑖 =1,2,⋯ ,𝑛𝑛, and then (ii) 𝐾𝐾𝑛𝑛(𝑡𝑡) = number of 𝑇𝑇𝑖𝑖≤𝜃𝜃𝑛𝑛+1 .  
5. Calculate the Root Mean Square Error (RMSE) and  Akaike Information Criterion (AIC; 
Akaike, 1974) to find the best copula function. The RMSE can be expressed as: 
𝐑𝐑𝐑𝐑𝐒𝐒𝐒𝐒 = �𝑷𝑷[(𝒙𝒙𝒄𝒄 − 𝒙𝒙𝒐𝒐)𝟎𝟎] = � 𝟏𝟏𝒏𝒏 − 𝒌𝒌�[𝒙𝒙𝒄𝒄(𝒊𝒊) − 𝒙𝒙𝒐𝒐(𝒊𝒊)]𝟎𝟎𝒏𝒏
𝒊𝒊=𝟏𝟏
�
𝟎𝟎.𝟓𝟓
 
(2.10) 
where 𝑃𝑃[. ] is the expectation operator; 𝑥𝑥𝑐𝑐(𝑖𝑖) denotes the ith computed value; 𝑥𝑥𝑜𝑜(𝑖𝑖) denotes 
the ith observed value; k is the number of parameters used in obtaining the computed value 
and n is the number of observations. The AIC can be obtained as follows: 
AIC = n log(MSE) + 2k (2.11) 
where MSE = 𝑃𝑃[(𝑥𝑥𝑐𝑐 − 𝑥𝑥𝑜𝑜)2]. The best model is the one which has the minimum value of the 
RMSE and AIC. 
2.3.6. Calculation of joint occurrence probabilities 
In this study, two type of joint occurrence probabilities of drought severity S and duration 
D were considered: (1) either drought duration or drought severity exceeds a certain value at the 
same time (i.e., D>d or S>s) and (2) drought duration and drought severity both exceed a certain 
value at the same time (i.e., D>d and S>s). Here, d and s denote the duration and severity values 
corresponding to selected 5-, 10-, 20-, and 30-year return periods. Corresponding relationships of 
these probabilities are given below: 
𝑃𝑃1 = 𝑃𝑃(𝐷𝐷 > 𝑑𝑑 or 𝑆𝑆 > 𝑠𝑠) = 𝑃𝑃(𝐷𝐷 > 𝑑𝑑 ∪  𝑆𝑆 > 𝑠𝑠) = 1 − 𝐹𝐹(𝑑𝑑, 𝑠𝑠) (2.12) 
𝑃𝑃2 = 𝑃𝑃(𝐷𝐷 > 𝑑𝑑 and 𝑆𝑆 > 𝑠𝑠) = 𝑃𝑃(𝐷𝐷 > 𝑑𝑑 ∩  𝑆𝑆 > 𝑠𝑠) = 1 − 𝐹𝐹𝐷𝐷(𝑑𝑑) − 𝐹𝐹𝑆𝑆(𝑠𝑠) + 𝐹𝐹(𝑑𝑑, 𝑠𝑠) (2.13) 
Further details about these relationships can be found in the work of Yue and Rasmussen (2002). 
The use of such probabilities for joint occurrence of drought and flood characteristics have been 
documented in the recent studies by Liu et al. (2011) and Jeong et al. (2013), respectively. 
2.3.7. Identification of drought sensitive geographic regions 
An important objective of this study was to identify drought sensitive geographic areas 
within the SRB. This objective was accomplished on the basis of 13 watersheds shown in Figure 
2.1. The advantage of this strategy is that natural subdivisions of the SRB are preserved in their 
entirety. In order to develop a drought probability scenario at the regional scale in the SRB, 
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every watershed (out of 13) was checked for similarity of grid-based drought characteristics. 
Where possible, a watershed (specifically a larger one) was divided into smaller geographic 
regions with similar drought characteristics using cluster analysis, which is one of the most 
commonly used statistical multivariate analysis techniques. Using this technique, one combines a 
set of sites (or grid points in the present study) into groups with similar characteristics or features 
of interest (Hosking and Wallis, 1997; Rao and Srinivas, 2008). Herein, hierarchical clustering 
(Kaufman and Rousseuw, 1990) was applied to each watershed separately to perform cluster 
analysis. Although different methods, including single, average and complete linkage, and 
Ward’s minimum variance method, are available for hierarchical clustering, the last one was 
used extensively in different fields (Ramos, 2001). Watersheds were divided into different 
geographic regions by identifying clusters in the space of grid characteristics, i.e., geographic 
location (latitude, longitude and elevation) and statistical parameters (mean, L-CV, L-skewness 
and L-kurtosis) of drought severity and duration. As observed scales of these variables are 
different and standard methods of clustering are susceptible to these different scales, the 
variables were rescaled before performing cluster analysis. The Ward’s minimum variance 
method cannot always provide exact formation of groups and therefore some subjective 
adjustments are imperative in order to arrive at meaningful geographic regions, wherein grid 
characteristics behave in a similar manner. After this similarity analysis, the values of 
probabilistic drought risk indicators (i.e., 𝑃𝑃1 and 𝑃𝑃2) were spatially mapped to identify drought 
sensitive geographic regions within the SRB. It is hoped that following this methodology, 
geographic regions with similar drought sensitivities will group together, which will furnish a 
reasonable basis for drought planning and water management related activities. 
2.3.8. Other considerations 
It is important to note that most of the analyses were performed at the level of individual 
grid points within the SRB. However, to ease presentation, the results of the analyses are 
discussed with respect to 13 watersheds shown in Figure 2.1. 
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2.4. Results and discussion 
2.4.1. Choice of marginal distributions and copula functions 
The very first step in the analysis was to select appropriate probability distributions for P 
and E samples in order to drive calculations of the selected drought indices, i.e., the SPI and 
SPEI (Figure 2.2). To have an initial understanding of the statistical characteristics of P and E 
samples, L-moment ratio diagrams were developed for the SRB considering 4,041 grid points 
that span the entire basin and all P and E samples corresponding to 3-, 6-, and 12-month time 
scales (Figure 2.4). The large scatter of L-skewness vs. L-kurtosis suggests that the type of the 
distribution varies spatially across the SRB and, to some extent, is also associated with the time 
scale. In short, none of the commonly used distributions appear to be capable of describing all 
samples of P and E for the entire study area. However, based on the overall averaged values of 
L-skewness and L-kurtosis, there is some evidence that the PE3, GNO and GEV distributions 
could be strong candidates for modelling P and E samples. Here, it is also important to point out 
that McKee et al. (1993), who introduced SPI, suggested the use of the gamma distribution for 
modeling P samples and Vicente-Serrano et al. (2010), who introduced SPEI, suggested the log-
logistic distribution for modeling E samples. Their suggestions have been followed in some 
studies in different parts of the world. With reference to the results shown in Figure 2.4, these 
two distributions do not appear to be flexible enough for addressing the large spatial variability 
observed in P and E samples for the SRB. 
In the light of the above discussion, it would be ideal to select a distribution that can 
accommodate the changing behavior of the distribution type across the entire SRB, for modeling 
samples of both P and E. According to Hosking and Wallis (1997), the five-parameter Wakeby 
distribution can mimic the shapes of many commonly used skew distributions (e.g., GEV, GNO, 
PE3, etc.). The parameterization technique of the Wakeby distribution explicitly exhibits a 
generalization of the GPA distribution. Having five parameters, which are more than any of the 
commonly used distributions, the Wakeby distribution can attain a wider range of distributional 
shapes and therefore this distribution is used for modeling P and E samples in this study. This 
choice is supported further based on the KS test. The results of this test indicate that the Wakeby 
is the only distribution that fits better than any other distribution for the majority of the samples. 
For the Wakeby distribution, about 87%, 84% and 82% of P and E samples, corresponding to 3-, 
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6- and 12-month time scales, passed this test, compared to 67% (65%), 70% (68%) and 70% 
(69%), respectively, for the PE3 (GNO) distribution. In addition, none of the values for all 
samples of P and E is found below the location parameter of the Wakeby distribution, which is 
an important requirement to be met by this distribution. GPA and GLO are the least suitable 
distributions as the number of samples that passed the KS test is <50%. Following the choice of 
the Wakeby distribution, drought events based on the SPI and SPEI values are defined and their 
characteristics (i.e., severity, duration and maximum severity) are derived for further analyses. 
 
 
Figure 2.4: L-moment ratio diagrams of grid point based all samples of P (top row) and E 
(bottom row) corresponding to 3- (blue dots), 6- (cyan dots), and 12-month (black dots) time 
scales for the entire SRB. Yellow circles represent group averaged values. LN2, EV1 and Exp 
abbreviations are used to represent the two-parameter lognormal, Extreme Value Type-I (i.e., 
Gumbel) and exponential distributions. Other abbreviations are explained in the text. 
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Table 2.2: Watershed based averaged values of AIC and RMSE for 13 watersheds (WSs) and 
four copula functions fitted to drought severity and duration derived from drought events defined 
on the basis of SPI of 12-month time scale.  
WS 
No. 
No. 
of 
grid 
points 
Copula family 
Frank  
Gumbel-
Hougaard 
 Clayton  Ali-Mikhail-Haq 
AIC RMSE  AIC RMSE  AIC RMSE  AIC RMSE 
1 475 -205.06 0.029  -194.25 0.034  -188.83 0.038  -90.58 0.204 
2 40 -210.71 0.025  -195.92 0.032  -190.64 0.035  -89.07 0.204 
3 944 -197.02 0.035  -189.81 0.039  -177.98 0.039  -91.72 0.203 
4 261 -207.58 0.028  -196.04 0.034  -190.63 0.037  -90.88 0.204 
5 156 -227.57 0.030  -217.84 0.035  -211.68 0.038  -102.74 0.202 
6 299 -209.96 0.035  -203.14 0.039  -197.21 0.042  -98.39 0.202 
7 77 -186.93 0.029  -176.26 0.035  -171.45 0.038  -81.96 0.205 
8 181 -223.88 0.028  -212.14 0.034  -206.05 0.037  -99.02 0.202 
9 258 -210.94 0.034  -203.85 0.038  -198.89 0.042  -98.49 0.203 
10 509 -207.08 0.031  -197.91 0.036  -184.98 0.063  -93.68 0.203 
11 46 -169.03 0.030  -159.42 0.036  -155.12 0.039  -74.47 0.207 
12 164 -218.24 0.032  -209.91 0.036  -203.82 0.040  -100.18 0.202 
13 631 -234.41 0.034  -227.45 0.037  -220.85 0.041  -109.63 0.201 
Average -208.34 0.031  -198.77 0.036  -192.16 0.041  -93.91 0.203 
Note: Similar results are found for SPEI-12 and other time scales of both SPI and SPEI 
The next step was to identify a suitable probability distribution for samples of drought 
severity S and duration D abstracted from drought events for each grid point. The KS test results 
strongly suggest that drought severity and duration samples are consistent with the three-
parameter GPA distribution. Since S and D values are derived based on a threshold approach as 
opposed to the block maxima approach, wherein only one value per block (i.e., a year or a 
season) is considered, the choice of the GPA distribution can also be supported on theoretical 
grounds to some extent. According to Coles (2001), the GPA distribution is a natural modeling 
choice for threshold based samples. Parameters of the GPA distribution were estimated using the 
method of L-moments. The fitted distributions were used for univariate frequency analyses of 
drought severity and duration. 
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Watershed based averaged values of RMSE and AIC for the severity-duration pair of 
drought characteristics, derived on the basis of SPI and SPEI values of only 12-month time scale 
for 13 watersheds and for four selected copula functions, are shown in Table 2.2. These 
goodness-of-fit measures indicate that the Frank copula provides overall the best results for all 
watersheds, followed by the Gumbel-Hougaard, Clayton and Ali-Mikhail copulas. Therefore, for 
performing bivariate frequency analysis of drought severity and duration at each grid point, the 
Frank copula was selected. 
2.4.2. Drought characteristics 
Figure 2.5 shows spatial patterns of drought characteristics (i.e., average severity and 
duration, maximum severity and number of drought events) corresponding to the SPI and SPEI 
values of 3-, 6-, and 12-month time scale. Based on the three time scales of both indices, the 
pattern of average drought severity shows that the southern parts of the basin tend to experience 
relatively more severe droughts (Figure 2.5a). Also, severe droughts are found in the middle 
parts of the basin, which mainly cover the Alberta-Saskatchewan border, whereas less severe 
droughts are found in areas surrounding the Saskatchewan-Manitoba border (particularly, the 
Saskatchewan River watershed). The differences between spatial patterns of average drought 
duration are more obvious compared to any other drought characteristic (Figure 2.5b). Based on 
the pattern of average drought duration, long lasting droughts are found in the northern and 
southern parts of the basin, whereas short duration droughts are found in the eastern part of the 
basin. For the 12-month time scale, the spatial patterns suggest that the North and South 
Saskatchewan River watersheds experience long lasting drought events. Remarkably, the 
Saskatchewan River watershed tends to experience droughts of short duration at all three time 
scales. 
No explicit spatial pattern is found for the maximum severity characteristic of drought 
events. Nonetheless, Figure 2.5c suggests that the eastern parts of the North Saskatchewan River 
watershed and, more generally, the middle parts of the SRB have experienced some of the more 
intense droughts; this pattern is specifically visible for 3- and 6-month time scales. With respect 
to the number of drought events, higher number of events is found in the eastern and north-
eastern parts of the basin, while lower number of events is found in the southern and north-
western parts of the basin for all time scales (Figure 2.5d). As with the average drought severity, 
spatial coverage of higher number of drought events decreases with increasing time scales. 
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Figure 2.5: Spatial patterns of (a) average severity, (b) average duration, (c) maximum severity, 
and (d) number of drought events, obtained on the basis of SPI and SPEI values corresponding to 
3-, 6-, and 12-month time scales. 
The box and whisker plots of Spearman rank correlation coefficient, for different 
combinations of drought characteristics, are shown in Figure 2.6. There is a very strong 
association between drought severity and duration, with maximum number of correlations falling 
within the 0.80 to 0.99 range for all time scales. The values of correlation between severity and 
maximum severity are also quite strong as most of them fall within the slightly wider 0.52 to 
0.99 range, followed by relatively moderate correlations between maximum severity and 
duration that lie within a relatively wider range, 0.23 to 0.95. An increasing trend in the values of 
correlation coefficient with increasing time scale of drought indices is observed.  
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Figure 2.6: Box and whisker plots of the Spearman rank correlation coefficients for various 
combinations of drought characteristics for the SRB. Results for the case of SPI are shown in red 
and those for the case of SPEI in blue. The boxes correspond to the interquartile range (IQR), the 
line in the middle of the box to the median value and the whiskers to either the maximum value 
or the 1.5 times the IQR. Outliers that lie outside the 1.5 times IQR range are shown using the 
plus sign. 
It is also found that the concurrent values of SPI and SPEI are highly correlated for all time 
scales, which is also evident from the spatial patterns shown in Figure 2.5. This result is not 
surprising, since similar behavior was also noted by Vicente-Serrano et al. (2010), who found 
that the SPI and SPEI values show stronger correlations than their correlations with the PDSI 
values. 
A comparison of SPI and SPEI based results shown in Figure 2.5 suggests that there is 
little effect of considering temperature in the form of evapotranspiration in the drought index in 
delineating spatial patterns of drought characteristics. Nonetheless, drought characteristics show 
slightly higher spatial coverage in the case of SPEI than SPI. It is anticipated that under the 
future warming conditions, the importance of including temperature in the drought index for 
assessing drought characteristics could become significant as the evapotraspiration is projected 
to increase due to projected increases in temperature in this region (Bonsol et al., 2012). 
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Figure 2.7: Spatial patterns of 5-, 10-, 20-, and 30-year return values of drought severity, derived 
on the basis of SPI/SPEI values of 3-, 6-, and 12-month time scales. 
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Figure 2.8: Spatial patterns of 5-, 10-, 20-, and 30-year return values of drought duration, 
derived on the basis of SPI/SPEI values of 3-, 6-, and 12-month time scales. 
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2.4.3. Univariate analyses  
Figure 2.7 shows spatial patterns of 5-, 10-, 20-, and 30-year return values of drought 
severity for the SPI and SPEI of 3-, 6-, and 12-month time scales. As expected, the intensity of 
drought severity increases with increasing return period for different time scales. However, 
decreases in the intensity of droughts with increasing time scales can also be seen in this figure. 
For the 3-month time scale, droughts with higher severity can be found in most of the 
watersheds, except the eastern part of the North Saskatchewan River, Eagle Creek and 
Saskatchewan River watersheds. Similar spatial pattern of drought severity is observed for the 6-
month time scale however, the spatial extent of areas affected by severe droughts is reduced 
compared to the 3-month time scale. For the 12-month time scale, the north-western and central 
areas of the southern part of the SRB are more sensitive to droughts, where drought severity 
increases with longer return periods. The spatial patterns of 5-, 10-, 20-, and 30-year return 
values of drought duration are shown in Figure 2.8. It can be seen from this figure that the areas 
characterized by longer duration of droughts are also associated with more severe droughts (cf. 
Figure 2.7). Therefore, it can be stated that a longer duration of drought means a higher drought 
severity and vice versa. According to the results shown in Figures 2.7 and 2.8, severe and longer 
drought events are detected mainly in the North Saskatchewan River watershed, Red Deer River 
watershed, and the southern and middle parts of the SRB, whereas less intense and shorter 
drought events are found mainly in the eastern part of the SRB (particularly the Saskatchewan 
River watershed and areas surrounding the Saskatchewan-Manitoba border). 
2.4.4. Bivariate analyses  
As the drought severity and duration are highly correlated, bivariate analysis of drought 
severity and duration seems imperative to assess drought risks across the SRB. In this respect, 
two joint probabilities are assessed: 𝑃𝑃1 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 or 𝐷𝐷 > 𝑑𝑑) and 𝑃𝑃2 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 > 𝑑𝑑). 
The former probability represents the joint occurrence probability of “drought severity or 
duration” exceeding their respective thresholds at the same time, while the latter represents the 
joint occurrence probability of “drought severity and duration” exceeding their respective 
thresholds at the same time. The results for 𝑃𝑃2 are presented first followed by 𝑃𝑃1. The spatial 
patterns of 𝑃𝑃2 are illustrated in Figure 2.9. The thresholds s and d correspond to 5-, 10-, 20-, and 
30-year return values derived from univariate analyses. The probability 𝑃𝑃2 corresponding to 5-
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year return period threshold is that drought severity is higher than the value of the 5-year return 
period and drought duration is longer than the duration of the 5-year return period. 
Similar interpretation for the probability 𝑃𝑃1 can be made also. A discernible spatial pattern 
is found in the SRB for the joint occurrence probability 𝑃𝑃2 for all time scales and return periods. 
The western part of the North Saskatchewan River watershed, a major portion of the Red Deer 
River watershed and almost the entire southern part of the SRB are completely dominated by 
relatively larger 𝑃𝑃2 values, suggesting a higher drought risk in these areas. On the contrary, the 
eastern part of the SRB (i.e., the eastern part of the North Saskatchewan River, Saskatchewan 
River and Carrot River watersheds) is dominated by lower 𝑃𝑃2 values, suggesting relatively lower 
drought hazards in these areas. The southern parts of the Bow River and a minor portion of the 
Red Deer River watersheds are also found to be less sensitive to drought risk. The spatial 
patterns of joint occurrence probability 𝑃𝑃1 are shown in Figure 2.10. The areal coverage of 𝑃𝑃1 is 
quite similar to that of 𝑃𝑃2, except some increased adjacent spatial extent revealed by 𝑃𝑃2.  
2.4.5. Drought sensitive geographic regions 
To delineate drought sensitive regions in the SRB, each watershed was checked 
individually for similarity of drought severity and duration characteristics for both SPI and SPEI 
cases through hierarchical clustering. Based on the results of this technique, some watersheds are 
subdivided into smaller geographic regions, with similar drought features. The results of 
similarity analyses are about the same for both drought severity and duration characteristics. In 
addition, almost the same geographic divisions are identified using the values of probabilistic 
drought risk indicators 𝑃𝑃1 and 𝑃𝑃2. After identifying geographic regions with similar features of 
drought events, regionally averaged values of 𝑃𝑃1 and 𝑃𝑃2 are mapped across the SRB in order to 
synthesize some useful information for planning and management purposes. The results 
corresponding to only 𝑃𝑃2 are shown in Figure 2.11. These results reveal that drought sensitive 
regions are about the same for SPI and SPEI of 3- and 6-month time scales, regardless of return 
period considered. The Oldman River, Seven Persons Creek, Bigstick Lake, Swift Current 
Creek, western part of the South Saskatchewan River, and a major portion of the Red Deer River 
watersheds in the southern parts of the SRB are found to be more vulnerable to drought. 
  
38 
 
 SPI 
R
et
ur
n 
pe
rio
d 
 
 SPEI 
R
et
ur
n 
pe
rio
d 
 
Figure 2.9: Spatial patterns of joint occurrence probability (in %) of “drought severity and 
duration” exceeding their respective thresholds at the same time [i.e., 𝑷𝑷𝟎𝟎 = 𝑷𝑷(𝑺𝑺 > 𝒔𝒔 𝐝𝐝𝐦𝐦𝐝𝐝 𝑫𝑫 >
𝒅𝒅)]. The thresholds (i.e., s and d) correspond to 5-, 10-, 20-, and 30-year return period values. 
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Figure 2.10: Spatial patterns of joint occurrence probability (in %) of “drought severity or 
duration” exceeding their respective thresholds at the same time [i.e., 𝑷𝑷𝟏𝟏 = 𝑷𝑷(𝑺𝑺 > 𝒔𝒔 𝐜𝐜𝐨𝐨 𝑫𝑫 >
𝒅𝒅)]. The thresholds (i.e., s or d) correspond to 5-, 10-, 20-, and 30-year return period values.  
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The Bow River, Sounding Creek, Carrot River, and North Saskatchewan River watersheds 
are found relatively less sensitive to drought. At the 12-month time scale, the sensitive regions 
are slightly different than those identified at the other two time scales. At this time scale, the 
Seven Persons Creek, Bigstick Lake, western part of the South Saskatchewan River, and a major 
portion of the North Saskatchewan River watersheds are found more sensitive to drought, while 
the Swift Current Creek, Oldman River and a major portion of the Red Deer River watersheds 
are associated with moderate risks. Also, at this time scale, the western part of the North 
Saskatchewan River watershed is highly vulnerable to drought in the case of SPEI than SPI that 
dictates clearly the effect of temperature in identifying drought sensitive regions. The eastern 
parts of the North Saskatchewan River watershed and the Saskatchewan River watershed are 
generally found less sensitive to drought risks at the three time scales of both SPI and SPEI 
indices. 
 
2.5. Summary and conclusions 
Characteristics of so called meteorological droughts were defined on the basis of two 
drought indices, the SPI and SPEI, using 10 km × 10 km gridded observed data for the 1961 to 
2003 period for the entire SRB. An exclusive feature of the current study is that it is the first 
attempt to examine characteristics of historical droughts in a probabilistic manner using both the 
conventional univariate and newly emerging copula-based bivariate approaches. Different 
marginal distributions were tested for calculating SPI and SPEI values, respectively from the 
monthly precipitation and difference of monthly precipitation and evapotranspiration using L-
moments ratio diagrams and the KS goodness-of-fit test. None of the commonly used three-
parameter distributions was found satisfactory for describing these monthly quantities 
corresponding to 3-, 6-, and 12-month time scales and therefore, the five-parameter Wakeby 
distribution is used for this purpose. In a similar manner, various marginal distributions were 
tested for univariate frequency analysis of drought severity and duration; the three-parameter 
GPA distribution was found to be the best candidate for modeling these characteristics. From the 
family of Archimedean copulas, Frank copula was selected on the basis of minimum values of 
the RMSE and AIC for performing bivariate frequency analysis of drought severity and duration. 
Main conclusions of the study are summarized below: 
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Figure 2.11: Drought sensitive geographic regions of the SRB identified on the basis of joint 
occurrence probability 𝑷𝑷𝟎𝟎 (shown in %) corresponding to 5- and 30-year return period thresholds 
of S and D. Results for both SPI and SPEI and three different time scales are shown. Similar 
patterns are found for other return period (i.e., 10- and 20-year) thresholds. 
• The spatial patterns of drought characteristics, severity and duration, show that the North 
Saskatchewan River watershed, southern parts of the SRB and the areas surrounding the 
Alberta-Saskatchewan border experience intense droughts. The magnitude of the drought 
severity and duration are largely consistent, that is, drought events of higher severity 
normally last longer and vice versa. The areas surrounding the Saskatchewan-Manitoba 
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border (specifically the Saskatchewan River watershed) have experienced more frequent 
droughts but of relatively mild severity.  
• There is no substantial difference in the spatial extent of drought affected areas identified on 
the basis of various return values of drought severity and duration derived from the SPI and 
SPEI of 3-, 6-, and 12-month time scales. This suggests little effect of temperature (in the 
form of evapotranspiration) inclusion in the drought index in delineating drought sensitive 
regions. However, it is anticipated that the SPEI could prove a useful index for the analysis 
of future droughts in the SRB using outputs from climate models due to the predicted 
increases in temperature that will play an important role in drought analysis as noted in Jeong 
et al. (2014). 
• The areas characterized by longer drought duration are also dominated by more severe 
droughts, an indication that both drought severity and duration are positively correlated. This 
type of behavior can best be described using a bivariate frequency analysis. 
• The results of the bivariate frequency analyses based on the Frank copula suggest that the 
western part of the North Saskatchewan River watershed, a major portion of the Red Deer 
River watershed and almost the entire southern part of the SRB are associated with larger 
values of the joint occurrence probability 𝑃𝑃2, that is, when the drought severity and duration 
exceed their corresponding 5-, 10-, 20-, and 30-yr return values at the same time. Eastern part 
of the North Saskatchewan River, Saskatchewan River and Carrot River watersheds are 
associated with smaller values of the joint occurrence probability 𝑃𝑃2, suggesting low risk of 
droughts in these areas. 
• To identify drought sensitive geographic regions within the SRB, estimates of the probability 
𝑃𝑃2 are spatially mapped on the basis of regions, with similar characteristics of droughts, 
identified using the hierarchical clustering. The results of the analyses suggest that, at the 3- 
and 6-month time scales, the Oldman River, Seven Persons Creek, Bigstick Lake, Swift 
Current Creek, western part of the South Saskatchewan River, and a major portion of the Red 
Deer River watersheds in southern parts of the SRB are more vulnerable to droughts 
followed by the Bow River, Sounding Creek, Carrot River, and North Saskatchewan River 
watersheds, which are associated with relatively moderate drought risks. At the 12-month 
time scale, Seven Persons Creek, Bigstick Lake, western parts of the South Saskatchewan 
River, and a major portion of the North Saskatchewan River watersheds are found relatively 
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more drought sensitive than the other watersheds. The Swift Current Creek, Oldman River 
and a large portion of the Red Deer River watersheds are relatively less sensitive to droughts 
at the 12-month time scale. Eastern parts of the North Saskatchewan River and Saskatchewan 
River watersheds are found to be less sensitive to droughts at all three time scales. 
Finally, as the drought severity is highly correlated with drought duration, results based on 
the joint occurrence probability 𝑃𝑃2 of drought characteristics will play a significant role for 
planning drought risk management strategies for the SRB. Future work should investigate 
droughts within the realm of trivariate frequency analysis, thus considering another level of 
sophistication for spatial mapping of drought risk indicators. In addition, a bivariate regional 
frequency analysis may also provide some additional insights about the spatial structure of 
droughts. 
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CHAPTER 3 
FUTURE CHANGES TO DROUGHT CHARACTERISTICS OVER THE 
CANADIAN PRAIRIE PROVINCES BASED ON NARCCAP MULTI-RCM 
ENSEMBLE 
Reliable information on expected changes to various water cycle components due to 
climate change at various spatial and temporal scales is important for water resources and 
agricultural decision support systems. Atmosphere-Ocean General Climate Models (AOGCMs) 
and Regional Climate Models (RCMs) are the primary tools to assess impacts of anticipated 
climate change. AOGCMs can deliver useful information on large spatial and temporal scales. 
However, climate on regional scales is strongly modified by features like cloud cover, land-water 
contrasts, steep topographic gradients, and land cover changes on scales that are poorly resolved 
by AOGCMs, if they are resolved at all. Synoptic, meso- and microscale weather systems may 
interact in complex, nonlinear ways, further undermining the utility of AOGCM outputs. To 
translate coarse scale information available from AOGCMs to regional, catchment and local 
scale hydroclimatic variables such as precipitation and temperature, either dynamical or 
statistical downscaling techniques are used. The former involves the use of a Regional Climate 
Model (RCM) and the latter depends on establishing statistical relationships between large scale 
predictors and local scale variables of interest. In the work presented in this chapter, multi-RCM 
simulations, available through the North American Regional Climate Change Assessment 
Program, were used to assess impacts of climate change on drought characteristics on the basis 
of 15 geographic contiguous regions covering the three Prairie Provinces of Canada. These 
regions were identified through univariate and multivariate homogeneity analysis approaches and 
form the basis for the developed projected changes to drought characteristics, presented in this 
chapter. This chapter contains the following submitted manuscript: 
2. Masud MB, Khaliq MN, Wheater HS (2016) Future changes to drought characteristics over 
the Canadian Prairie Provinces based on NARCCAP multi-RCM ensemble. Submitted to 
Climate Dynamics on 31st December 2015; submission no. CLDY-D-16-00003 
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Abstract 
This study assessed projected changes to drought characteristics in Alberta, Saskatchewan 
and Manitoba, the prairie provinces of Canada, using a multi-Regional Climate Model (RCM) 
ensemble available through the North American Regional Climate Change Assessment Program. 
Simulations considered include those performed with six RCMs driven by National Centre for 
Environmental Prediction reanalysis II for the 1981–2003 period and those driven by four 
Atmosphere–Ocean General Circulation Models for the 1970–1999 and 2041–2070 periods (i.e. 
eleven current and the same number of corresponding future period simulations). Drought 
characteristics were extracted using two drought indices, namely the Standardized Precipitation 
Index (SPI), which is solely based on precipitation, and the Standardized Precipitation 
Evapotranspiration Index (SPEI), which is based on both precipitation and temperature in the 
form of evapotranspiration. Regional frequency analysis was used to project changes to selected 
20- and 50-yr regional return levels of drought characteristics for fifteen homogeneous regions, 
covering the study area. In addition, multivariate analyses of drought characteristics, derived on 
the basis of 6-month SPI and SPEI values, were developed using the copula approach for each 
region. Analysis of multi-RCM ensemble-averaged projected changes to mean and selected 
return levels of drought characteristics show increases over the southern and south-western parts 
of the study area. Based on bi- and trivariate joint occurrence probabilities of drought 
characteristics, the southern regions along with the central regions are found highly drought 
vulnerable, followed by the southwestern and southeastern regions. These projections will be 
useful in the development of appropriate adaptation strategies for the water and agricultural 
sectors, which play an important role in the economy of the study area. 
Keywords: Drought characteristics; Copula; Multivariate frequency analysis; Multivariate 
homogeneity testing; Regional Climate Model; NARCCAP; Canadian Prairie Provinces 
 
3.1 Introduction 
Drought is considered to be a continuous dry weather phenomenon with abnormally low 
precipitation for a period of time ranging from several months to years. It can cause severe 
damage to both the natural environment and human lives. For example, the 2012–2013 U.S. 
drought in the Central Plains caused more than US $12 billion in damages in the U.S., while the 
1995 drought in Spain and the 1982 drought in Australia cost US $4.5 and US $6 billion, 
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respectively (Touma et al., 2015). In spite of having world’s largest fresh water resources, 
Canada is not drought proof. Several multi-year droughts for the 1890s, 1910s, 1930s, late 
1950s, early 1960s and 1980s have been reported for the southern parts of the Alberta, 
Saskatchewan and Manitoba provinces of Canada. The drought experienced during the 1999–
2004 period was the most severe over the last 100 years (Evans et al., 2011). Gross domestic 
product declined respectively by $2.1 and $3.6 billion in the years 2001 and 2002, with the total 
loss estimated over the same period pegged at $5.8 billion (Wheater and Gober, 2013).  
Considering the massive impact of droughts, it is important to know how anticipated climate 
change will influence drought characteristics in this region. Projections of future droughts will be 
useful for the assessment of climate change impacts on water infrastructure and agriculture and 
in the development of efficient adaptation strategies. 
The primary tool to assess future climate change is to use simulations of coupled global 
and regional climate models when these models are integrated from the recent past to some time-
point in the future (IPCC, 2007). Currently, Regional Climate Models (RCMs) offer higher 
spatial resolution than Global Climate Models (GCMs) and therefore RCMs can help represent 
many finer scale features and atmospheric processes which are not possible using GCMs (e.g. 
see Giorgi, 2006; May 2008; Torma et al., 2015). RCMs are physically based tools and can 
represent most of the processes of the climate system over smaller regional domains. Due to 
these merits, many studies have used RCM simulations for the assessment of future changes to 
drought characteristics (e.g. Jeong et al., 2014; Diasso and Abiodun, 2015; Huang et al., 2015). 
This study explored projected changes to drought characteristics and future drought risks 
over the Canadian Prairie Provinces of Alberta, Saskatchewan and Manitoba based on the North 
American Regional Climate Change Assessment Program (NARCCAP) multi-RCM ensemble. 
Drought events were defined on the basis of Standardized Precipitation Index (SPI; McKee et al., 
1993), which is a purely precipitation-based index, and Standardized Precipitation 
Evapotranspiration Index (SPEI; Vicente-Serrano et al., 2010), which is a temperature and 
precipitation-based index. The use of SPI and SPEI together helps to better understand the 
impact of future rises in temperature on drought characteristics. Drought events were 
characterized in terms of three associated characteristics, i.e. drought severity, duration and 
maximum severity. These characteristics were modelled using the univariate regional frequency 
analysis (RFA) approach of Hosking and Wallis (1997) and copula based multivariate 
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approaches. Within the multivariate frequency analysis framework, copula based bi- and 
trivariate frequency analyses are performed to study projected changes to drought characteristics. 
Compared to univariate approaches, copula-based multivariate approaches are useful in 
modelling inter-dependence of drought characteristics and thus could provide more realistic 
information for drought risk analysis and in the identification of drought sensitive geographic 
regions.  
Examples of previous studies wherein copula-based bivariate analysis of drought 
characteristics was undertaken include the studies by Shiau and Modarres (2009), Serinaldi et al. 
(2009), Kao and Govindaraju (2010), Halwatura et al. (2015), and Masud et al. (2015). Most of 
these studies were performed using observational data. Quite a few drought-related studies have 
also used a trivariate analysis approach. For example, Wong et al. (2010) analyzed droughts in 
Australia based on rainfall data categorized into three climatic states (i.e. El-Nino, Neutral and 
La-Nina) and using the Gumbel-Hougaard and t-copulas to model these states. Madadgar and 
Moradkhani (2013) explored drought risks under climate change using Gumbel and t-copula in 
Oregon’s Upper Klamath River Basin. They found less frequent droughts in the future compared 
to the historical period. Ganguli and Reddy (2013a) performed multivariate frequency analysis of 
droughts for three meteorological subdivisions of western India using multivariate copula 
functions and demonstrated the importance of trivariate frequency analysis, which provided 
significant additional insights for drought risk management over the univariate approaches. Ma 
et al. (2013) applied copula-based trivariate approach to investigate changing behavior of 
drought events in the Weihe River Basin, China. 
Frequency analysis of drought characteristics has mostly been performed on the basis of 
non-regional univariate and/or multivariate approaches and on the basis of regional univariate 
approaches only. Some forms of regional multivariate approaches are beginning to emerge for 
other hydro-meteorological variables (e.g. Chebana and Ouarda, 2007; Sadri and Burn, 2011; 
Rajsekhar et al., 2013). In the present study, both univariate and multivariate approaches were 
explored for the analysis of projected changes to drought characteristics on a regional basis by 
defining and validating homogeneous regions based on cluster analysis and multivariate L-
moments, developed by Serfling and Xiao (2007), and multivariate homogeneity tests developed 
by Chebana and Ouarda (2007). 
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This paper is organized as follows: description of the study area, observed datasets, and 
RCM simulations used in the study are described in Section 2. Detailed description of the 
methodology for characterizing drought events, performing univariate RFA and copula-based 
multivariate frequency analyses are provided in Section 3. Validation of RCM simulations and 
development of projected changes to drought characteristics and some other useful results of the 
study are presented and discussed in Section 4, followed by the main conclusions in Section 5. 
 
Figure 3.1: Map of the study area overlaid with the reference grid; inset shows location of the 
study region (AB–Alberta; SK–Saskatchewan; MN–Manitoba) in Canada. 
3.2 Study area, observed and model data, and the reference grid 
The study area consists of Alberta, Saskatchewan and Manitoba, provinces of Canada 
(Figure 3.1). Southern parts of these provinces, particularly the Prairies ecozone, are important 
for agricultural activities and account for around 80% of the Canadian agricultural production 
(Wheater and Gober, 2013). The ecosystem of this region is heavily dependent on precipitation. 
The mean annual precipitation for the Prairies ecozone is 454 mm, which is much less than the 
Canada-wide average of 535 mm (McGinn, 2010). The spatial distribution of temperature is 
generally dominated by a latitude effect in the absence of any dramatic change in topography and 
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mitigating impact of oceans (Bonsal et al., 2012). The average annual maximum and minimum 
temperature in this region are respectively 8.1 and -4.1 ºC (McGinn, 2010). Due to the high 
variability of precipitation in both time and space and relatively higher summer temperatures, 
this region is more susceptible to droughts (Pomeroy, 2011). Also, it has been found that 
circulation patterns in the upper atmosphere are associated with onset of droughts. Historically, 
this region was highly affected by various single- and multi-year droughts, including the most 
recent drought of 1999-2004.  
3.2.1 Observed data 
Observed data used in this study consist of 10 km × 10 km gridded data of daily maximum 
and minimum temperatures (ºC) and total daily precipitation (mm) for the 1961–2003 period. 
This dataset, available from Agriculture and Agri-Food Canada for the entire country south of 
sixty degrees north latitude, was interpolated from daily Environment Canada climate station 
observations using a thin plate smoothing spline surface fitting method implemented by 
ANUsplin V4.3 (Hutchinson, 2004). In the present study, this dataset was used for dividing the 
study area into smaller homogeneous regions to facilitate development of uni- and multivariate 
frequency analysis approaches, to be discussed in the methodology section. In addition, a second 
set of station-based data consisting of daily precipitation and maximum and minimum 
temperatures, available from Environment Canada for the 1961–2003 period for a network of 
120 stations located across the study area, was also considered (Table D.1. in Appendix D). This 
station-based dataset, which is commonly referred to as adjusted and rehabilitated dataset (Mekis 
and Vincent, 2011), was used as an additional source for validating statistical homogeneity of 
regions identified on the basis of the gridded dataset discussed above. It is important to mention 
that some of the underlying stations in both datasets are the same, but not necessarily the data 
due to the incorporated adjustments in the second dataset. 
3.2.2 Model simulations 
Outputs from six different RCMs, driven by National Center for Environmental Prediction 
(NCEP) reanalysis II and four different Atmospheric-Ocean General Circulation Models 
(AOGCMs), available through the NARCCAP were considered in this study (see Table 3.1). The 
aim of NARCCAP was to produce RCM simulations for a common period and domain (Mearns 
et al., 2009) to aid in systematic evaluation of various sources of uncertainty in future climate 
projections. These simulations were produced in two phases. In Phase I, simulations from 
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CRCM, ECP2, HRM3, MM5I, RCM3 and WRFG RCMs were produced with boundary 
conditions from NCEP reanalysis II for a 25 year reference period (1981–2003). In Phase II, 
RCM simulations with boundary conditions taken from four different AOGCMs (i.e. CCSM, 
CGCM3, GFDL and HADCM3) for the 1970–1999 current and 2041–2070 future climates, with 
Special Report on Emissions Scenarios (SRES) A2 scenario (Nackicenovic et al., 2000), were 
produced. The NCEP-driven simulations were used to assess performance of individual RCMs, 
while the AOGCM-driven current and future period 11 simulation pairs were used in the 
assessment of projected changes to selected drought characteristics, discussed in the section on 
methodology. In this study, various RCM simulations will be referred to as ‘RCM_LBC’, where 
RCM stands for the acronym of the RCM and LBC for the lateral boundary condition, i.e. NCEP 
reanalysis or the AOGCM driving the RCM at its boundaries. For example, CRCM simulation 
driven by CGCM3 will be referred to as CRCM_CGCM3. Though the simulation domains of the 
RCMs cover most of North America, as noted above, this study focuses only on Alberta, 
Saskatchewan and Manitoba provinces of Canada. 
Table 3.1: The NARCCAP simulations used in the study. 
RCM Driving AOGCM Acronym for each model 
GFDL CGCM3 HADCM3 CCSM 
CRCM -- √ -- √ CRCM_CGCM3; CRCM_CCSM 
ECP2 √ -- -- -- ECP2_GFDL 
HRM3 √ -- √ -- HRM3_GFDL; HRM3_HADCM3 
MM5I -- -- √ √ MM5I_HADCM3; MM5I_CCSM 
RCM3 √ √ --  RCM3_GFDL; RCM3_CGCM3 
WRFG -- √ -- √ WRFG_CGCM3; WRFG_CCSM 
Details of RCMs and AOGCMS 
CRCM Canadian Regional Climate Model (Caya and Laprise, 1999) 
ECP2 Experimental Climate Prediction (Juang et al., 1997) 
HRM3 Hadley Regional Model 3 (Jones et al., 2003) 
MM5I NCAR mesoscale model (Grell et al., 1993) 
RCM3 Regional Climate Model version 3 (Pal et al., 2007) 
WRFG Weather Research and Forecasting Grell Model (Grell and Devenyi, 2002) 
 
 
GFDL Geophysical Fluid Dynamics Laboratory (GFDL GAMDT, 2004) 
CGCM3 Third General Coupled Global Climate Model (Flato, 2005)  
HADCM3 Hadley Centre Coupled Model version 3 (Gordon et al., 2000) 
CCSM Community climate System Model (Collins et al., 2006) 
3.2.3 Reference grid 
All RCMs have roughly the same horizontal resolution (i.e. 50-km) but different 
projections on the spherical earth. Therefore, a common reference grid (i.e. half-degree 
University of Delaware grid; Figure 3.1) was considered in order to ease inter-comparison of 
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results. All model outputs were interpolated to this reference grid using spline interpolation, 
while observed gridded data were aggregated to this reference grid before doing any analysis. 
This reference grid has been used in some previous studies wherein NARCCAP RCM 
simulations were used (e.g. Mearns et al., 2012). 
3.3 Methodology 
This section provides information on the framework used for deriving future changes to 
drought characteristics based on the NARCCAP multi-RCM simulations. It is important to note 
that most of the analyses were targeted at the level of individual grid cells which then feed into 
regional level analyses for the entire study area. Thus, first the procedures for deriving drought 
events are described, followed by identification of homogeneous regions of the study area and 
univariate and multivariate frameworks for frequency analysis of drought characteristics. 
3.3.1 Drought indices, drought events and their characteristics 
Various drought indices are available to detect and monitor droughts. However, the choice 
of indices depends mainly on the desired objectives of the study, available data, ease of 
computation, and interpretation of the results obtained. In this study, two different drought 
indices namely the SPI, which is solely based on precipitation, and SPEI, which is based on the 
difference between precipitation and potential evapotranspiration, were used to define drought 
events. According to Guttman (1998), the SPI, which is also recommended by WMO (2009), 
gives a better representation of drought-like conditions than the Palmer Drought Severity Index 
because it is the precipitation deficit that ultimately leads to hydrological and agricultural 
droughts. The SPEI has great potential to represent drought-like conditions as it considers a 
broader measure of the climatic water balance in the context of global warming compared to SPI 
(Potop et al., 2012; Jeong et al., 2014; Stagge et al., 2015). Both indices can be calculated for 
various time scales, e.g. 1-, 3-, 6-, 12-, 24-month etc., depending upon the nature of application. 
Based on the results reported in a related previous study (Masud et al., 2015), SPI and SPEI 
values corresponding to the 6-month time scale were used in this study. SPI of 6-month time 
scale uses 6-month cumulative precipitation P obtained from monthly total precipitation 
amounts. The calculation procedures of both SPI and SPEI are the same except the input 
variable. SPEI is calculated using the difference between precipitation and potential 
evapotranspiration (PET) (hereafter this difference is represented by E). Both simple and 
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complex methods exist for calculating PET, however, the use of any method to calculate PET 
does not affect drought analysis much as noted by Mavromatis (2007). In this study, Hargreaves 
method (Hargreaves and Samani, 1985), which simply uses the maximum and minimum 
temperature for estimating PET, was used. This method was ranked at the top among the 
temperature-based methods in the American Society of Civil Engineers Manual 70 analysis 
(Jensen et al., 1990). Wang et al. (2012) evaluated five temperature based approaches (i.e. 
Thornthwaite, Hargreaves, Linacre, Hamon and a vapor deficit method) to calculate monthly 
PET for Western North America and found Hargreaves method the best. Also, this method was 
recommended for estimating PET for the Canadian Prairies region in the inter-comparison study 
of Maulé et al. (2006) and is an integral part of the distributed WATFLOOD hydrological model 
which is commonly used for simulating streamflow in a wide variety of watersheds across 
Canada (Kouwen, 2014). It is also important to note that Hargreaves and Samani (1982) and 
Mohan (1991) found that the Hargreaves method consistently produces accurate estimates of 
PET as compared to using the energy balance techniques, the Penman combination equation and 
the lysimetric methods. 
Following a detailed comparative investigation based on the Kolmogorov-Smirnov (KS) 
and Z goodness-of-fit tests, the five parameter Wakeby distribution (Hosking and Wallis, 1997; 
Masud et al., 2015) was selected to model P and E samples. The Wakeby distribution can mimic 
the shapes of many other commonly used skew distributions (e.g., Generalized Extreme Value 
(GEV), Generalized Normal (GNO), Pearson Type-III (PE3), Generalized Logistic (GLO), 
Generalized Pareto (GPA) etc.; Hosking and Wallis, 1997) and therefore, has the potential to 
adapt to whichever distribution is suitable for a certain region/area/station. After estimating the 
distribution function of P and E samples corresponding to six month time scale, cumulative 
probabilities of P and E values were calculated. The SPI (SPEI) time series were produced by 
mapping the cumulative probabilities of P (E) series onto the standard normal distribution 
function for each case considered (i.e. observed and RCM_LBC simulations). It is important to 
note that for calculating SPI and SPEI series for future climate, the cumulative probabilities of 
the future precipitation series were calculated from the fitted distribution functions for the 
current climate at the same grid cell of the same RCM_AOGCM simulation. To minimize the 
effect of minor droughts, drought events were identified considering a threshold of -0.50 for both 
SPI and SPEI, i.e., a drought event occurs when the value of SPI/SPEI is smaller than this 
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threshold. Three important drought characteristics, i.e. duration (i.e. continuous sequence of 
SPI/SPEI values that satisfy the above threshold criterion), severity (i.e. cumulative sum of all 
SPI/SPEI values over the duration) and maximum severity (i.e. the largest drought severity 
within a drought event), were extracted for each drought event. Additional details of this 
procedure can be found in Masud et al. (2015).  
3.3.2 Delineation of homogeneous geographic regions 
The study area has been shown to be heterogeneous due to variations in climatic patterns 
and topographic features (Armstrong et al., 2015) and therefore was divided into smaller 
statistical homogeneous regions using cluster analysis, which is one of the commonly used 
statistical multivariate analysis techniques. Individual grid characteristics, i.e. geographic 
location (latitude, longitude and elevation), average drought severity and duration and mean 
annual precipitation were used as input attributes. Using this technique, one combines a set of 
sites (i.e. grid locations in the present study) into groups with similar characteristics or features 
of interest (Hosking and Wallis, 1997; Rao and Srinivas, 2008). Herein, hierarchical clustering 
(Kaufman and Rousseuw, 1990) was used for the entire study area. This technique cannot always 
provide exact formation of groups and therefore some subjective adjustments were applied in 
order to arrive at meaningful contiguous geographic regions (Hosking and Wallis, 1997; Masud 
et al., 2015). Once such regions are delineated, their statistical homogeneity is required to be 
tested. For this purpose, Hosking and Wallis (1997) proposed an L-moments-based univariate 
test. According to this test, statistics of only one drought characteristic (e.g. either drought 
severity or drought duration) can be considered. The regions found homogeneous on the basis of 
the univariate test may not always be homogeneous within the space of multiple drought 
characteristics. This problem is resolved by using multivariate L-moments-based multivariate 
homogeneity tests of Chebana and Ouarda (2007) (see Appendix A.2). Multivariate L-moments 
were developed by Serfling and Xiao (2007) (see Appendix A.1). Thus, both univariate and 
multivariate tests were used for testing homogeneity of a region. 
3.3.3 Regional characteristics of drought severity and duration 
After verifying statistical homogeneity of all delineated regions based on uni- and 
multivariate approaches discussed above, the next step was to select an appropriate regional 
distribution for each homogeneous region from some suitable candidate distributions in order to 
develop regional growth curves. A regional growth curve represents a dimensionless relationship 
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between frequency and magnitude of the selected drought characteristic. The distributions 
considered in this study included GEV, GLO, GPA, PE3, GNO, and Wakeby, which are 
commonly used for frequency analysis of hydro-climatic extremes. The Z test of Hosking and 
Wallis (1997) and KS test were used to pick the most appropriate regional distribution. Based on 
these criteria, multiple candidates (i.e. PE3, GPA and Wakeby) were found suitable for most of 
the regions. It is important to mention that the distribution of annual or seasonal maxima of the 
variable of interest asymptotically converges to the GEV distribution and that of the thresholded 
samples to the GPA distribution (Coles, 2001). Based on this theoretical reasoning and the 
empirical support from the Z and KS tests, the GPA distribution was selected for modeling 
regional growth curves of selected characteristics of observed drought events. The same 
distribution was used to model growth curves of RCM_NCEP and RCM_AOGCM current and 
future period simulated characteristics of drought events however, with parameters re-estimated 
for each case considered. 
 Observed regional 20- and 50-yr return levels of drought characteristics for each 
homogeneous region were computed by multiplying regional growth factors, derived from 
respective regional growth curves with the respective regionally-averaged grid-cell based mean 
values of drought characteristics. When deriving growth factors, the impact of rate of annual 
exceedances was taken into account using regionally-averaged grid-cell based values of rate of 
exceedances (i.e. the number of extreme values per year). Exactly, the same procedure was used 
for RCM_AOGCM current and future period simulations. 
3.3.4 Copula-based bi- and trivariate analyses 
The copula is a multivariate distribution function with all the univariate marginal 
distributions being uniform on the interval [0,1]. Based on Sklar’s (1959) theorem, the joint 
cumulative distribution function of two or more correlated variables can be expressed as: 
𝐻𝐻(𝑥𝑥1,  𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛) = 𝐶𝐶[𝐹𝐹1(𝑥𝑥1),  𝐹𝐹2(𝑥𝑥2),⋯ ,𝐹𝐹𝑛𝑛(𝑥𝑥𝑛𝑛)] (3.1) 
where 𝑥𝑥1,  𝑥𝑥2,⋯ , 𝑥𝑥𝑛𝑛 are random variables with marginal distributions, 𝐹𝐹1(𝑥𝑥1),  𝐹𝐹2(𝑥𝑥2),⋯ ,𝐹𝐹𝑛𝑛(𝑥𝑥𝑛𝑛), 
and 𝐶𝐶 is the copula function. The n-dimensional Archimedean copula (Nelsen, 2006) can be 
expressed as: 
𝐶𝐶𝑛𝑛(𝑢𝑢) = 𝜑𝜑[−1](𝜑𝜑(𝑢𝑢1) + 𝜑𝜑(𝑢𝑢2) + ⋯+ 𝜑𝜑(𝑢𝑢𝑛𝑛)) (3.2) 
where the superscript on 𝐶𝐶 denotes dimension; 𝑢𝑢𝑖𝑖 = 𝐹𝐹𝑖𝑖(𝑋𝑋𝑖𝑖) is the marginal cumulative 
distribution function (cdf) of variable 𝑋𝑋𝑖𝑖 (𝑖𝑖 = 1,2,3, … ,𝑛𝑛); 𝜑𝜑(. ) = copula generator which needs 
60 
 
to be completely monotonic and 𝜑𝜑−1 is the pseudo inverse of 𝜑𝜑(. ). A symmetric copula is 
enough to describe the dependency between two variables, but it is restrictive to describe the 
dependence when there are more than two variables as the correlation between any pair of 
variables is identical. For many hydro-climatic variables, this assumption is difficult to satisfy. 
To overcome this issue, a fully nested Archimedean copula is constructed by nesting symmetric 
copulas (Embrechets et al., 2003; Savu and Trede, 2010; Wong et al., 2010), expressed as: 
𝐶𝐶(𝑢𝑢1,⋯ ,𝑢𝑢𝑛𝑛) =  𝐶𝐶1{𝑢𝑢𝑛𝑛,𝐶𝐶2[𝑢𝑢𝑛𝑛−1,⋯ ,𝐶𝐶𝑛𝑛−1(𝑢𝑢2,𝑢𝑢1)⋯ ]} =  𝜑𝜑1−1�𝜑𝜑1(𝑢𝑢𝑛𝑛) + 𝜑𝜑1�𝜑𝜑2−1(𝜑𝜑2{𝑢𝑢𝑛𝑛−1 + ⋯+ 𝜑𝜑𝑛𝑛−1−1 [𝜑𝜑𝑛𝑛−1(𝑢𝑢2) + 𝜑𝜑𝑛𝑛−1(𝑢𝑢1)]⋯ })��  (3.3) 
For the trivariate case, equation (3) can be expressed as:  
𝐶𝐶(𝑢𝑢1,𝑢𝑢2,𝑢𝑢3) =  𝐶𝐶1[𝐶𝐶2(𝑢𝑢1,𝑢𝑢2),𝑢𝑢3] =  𝜑𝜑1−1(𝜑𝜑1{𝜑𝜑2−1[𝜑𝜑2(𝑢𝑢1) + 𝜑𝜑2(𝑢𝑢2)] + 𝜑𝜑1(𝑢𝑢3)})  (3.4) 
where 𝐶𝐶1 and 𝐶𝐶2 are two bivariate one-parameter copulas; 𝐶𝐶2 is the copula describing the 
dependence between variables 𝑢𝑢1 and 𝑢𝑢2 and the outer copula 𝐶𝐶1 is a function of the inner copula 
and 𝑢𝑢3. In order to apply the trivariate Archimedean copula, the rank correlation coefficients 
between the inner pair (𝑢𝑢1,𝑢𝑢2) is required to be higher than the correlation between the other 
pairs (𝑢𝑢1,𝑢𝑢3)   and (𝑢𝑢2,𝑢𝑢3).  
The Gumbel-Hougaard (GH) copula is a common choice for many hydro-climatic 
applications, because it includes multivariate extreme distributions which exhibit tail dependence 
and has been found to provide reasonable fit to field data (Serinaldi and Grimaldi, 2007; Wong et 
al., 2010). Nelsen (2006) stated that the GH copula is the only Archimedean extreme value 
copula. The GH copula with two- and three-variable versions is given by: 
𝐶𝐶(𝑢𝑢1,𝑢𝑢2) =  exp �−�(−ln𝑢𝑢1)𝜃𝜃 + (−ln𝑢𝑢2)𝜃𝜃�1 𝜃𝜃� �, and (3.5) 
𝐶𝐶1[𝐶𝐶2(𝑢𝑢1,𝑢𝑢2, ),𝑢𝑢3] =  𝑒𝑒𝑥𝑥𝑒𝑒 �−��(−ln 𝑢𝑢1)𝜃𝜃2 + (−ln 𝑢𝑢2)𝜃𝜃2�𝜃𝜃1 𝜃𝜃2⁄ + (− ln𝑢𝑢3)𝜃𝜃1� 1𝜃𝜃1�   
                                                                                                                                           𝜃𝜃1 < 𝜃𝜃2,𝜃𝜃𝜃𝜃(1,∞) (3.6) 
To evaluate the fitted copula, goodness-of-fit tests are often used. Genest and Favre (2007) 
described several goodness-of-fit tests including graphical diagnostics and formal tests. One of 
the simplest ways to evaluate the copula is to compare the observed data with the copula density. 
Another possible way proposed by Genest et al. (2009), which has been used in some studies on 
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floods and droughts, is to compare the theoretical and empirical copula (𝐶𝐶𝑛𝑛) calculated from 
pseudo-observations  𝑈𝑈1,⋯ ,𝑈𝑈𝑛𝑛  (e.g. Ganguli and Reddy, 2013a, b): 
𝐶𝐶𝑛𝑛(u) = 1𝑛𝑛 ∑ 𝐼𝐼�𝑈𝑈𝑖𝑖,1 ≤ 𝑢𝑢1,⋯ ,𝑈𝑈𝑖𝑖,𝑑𝑑 ≤ 𝑢𝑢𝑑𝑑�𝑛𝑛𝑖𝑖=1  ,      u = (𝑢𝑢1,⋯ ,𝑢𝑢𝑑𝑑)𝜃𝜃[0,1]𝑑𝑑 (3.7) 
For bi- and trivaraite analyses the empirical copula can be expressed as: 
𝐶𝐶𝑛𝑛(𝑢𝑢, 𝑣𝑣) = 1𝑛𝑛�𝐼𝐼�𝑈𝑈𝑖𝑖,𝑛𝑛 ≤ 𝑢𝑢,𝑉𝑉𝑖𝑖,𝑛𝑛 ≤ 𝑣𝑣�𝑛𝑛
𝑖𝑖=1
 
(3.8) 
𝐶𝐶𝑛𝑛(𝑢𝑢, 𝑣𝑣,𝑤𝑤) = 1𝑛𝑛 ∑ 𝐼𝐼�𝑈𝑈𝑖𝑖,𝑛𝑛 ≤ 𝑢𝑢,𝑉𝑉𝑖𝑖,𝑛𝑛 ≤ 𝑣𝑣,𝑊𝑊𝑖𝑖,𝑛𝑛 ≤ 𝑤𝑤�𝑛𝑛𝑖𝑖=1 ,           (𝑢𝑢, 𝑣𝑣,𝑤𝑤)𝜃𝜃[0,1] (3.9) 
where �𝑈𝑈𝑖𝑖,𝑛𝑛,𝑉𝑉𝑖𝑖,𝑛𝑛,𝑊𝑊𝑖𝑖,𝑛𝑛� are pseudo-observations computed from the collected observational data (𝑋𝑋1,𝑌𝑌1,𝑊𝑊1),⋯ , (𝑋𝑋𝑛𝑛,𝑌𝑌𝑛𝑛 ,𝑊𝑊𝑛𝑛) and 𝑈𝑈𝑖𝑖,𝑛𝑛 = 1𝑛𝑛+1 ∑ 1�𝑋𝑋𝑗𝑗 ≤ 𝑋𝑋𝑖𝑖�,𝑛𝑛𝑗𝑗=1,  𝑉𝑉𝑖𝑖,𝑛𝑛 = 1𝑛𝑛+1∑ 1�𝑌𝑌𝑗𝑗 ≤ 𝑌𝑌𝑖𝑖�, 𝑊𝑊𝑖𝑖,𝑛𝑛 = 1𝑛𝑛+1∑ 1�𝑊𝑊𝑗𝑗 ≤𝑛𝑛𝑗𝑗=1,𝑛𝑛𝑗𝑗=1,
𝑊𝑊𝑖𝑖�, 𝑖𝑖𝜃𝜃{1,⋯ ,𝑛𝑛}.  The last procedure was used in this study. 
3.3.5 Estimation of drought risks 
In this study, first the joint occurrence probabilities of drought severity S and duration D 
were considered, i.e.  drought severity and duration both exceed a certain threshold value at the 
same time (i.e. S>s and D>d). Corresponding relationships of the joint occurrence probabilities 
are given below: 
𝑃𝑃1 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 > 𝑑𝑑) = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 ∩ 𝐷𝐷 > 𝑑𝑑 ) = 1 − 𝐹𝐹𝑆𝑆(𝑠𝑠) − 𝐹𝐹𝐷𝐷(𝑑𝑑) + 𝐹𝐹(𝑠𝑠,𝑑𝑑)     = 1 − 𝐹𝐹𝑆𝑆(𝑠𝑠) − 𝐹𝐹𝐷𝐷(𝑑𝑑) + 𝐶𝐶{𝐹𝐹𝑆𝑆(𝑠𝑠),𝐹𝐹𝐷𝐷(𝑑𝑑)}  (3.10) 
Similar relationships can be developed for “duration and max severity” and “severity and 
maximum severity” pairs. All three types of joint bivariate occurrence probabilities were 
evaluated in order to identify drought sensitive regions. 
Similarly, trivariate joint occurrence probabilities of drought severity, duration and 
maximum severity were also evaluated, i.e. drought severity and duration and maximum severity 
exceeding respective specific thresholds at the same time (i.e. S>s and D>d and 𝑆𝑆max > 𝑠𝑠max). 
Here, s, d and  𝑠𝑠max denote the severity, duration and maximum severity values corresponding to 
selected 20-, and 50-yr return periods. The joint occurrence probability is given by: 
𝑃𝑃2 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 > 𝑑𝑑 and 𝑆𝑆max > 𝑠𝑠max) = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 ∩ 𝐷𝐷 > 𝑑𝑑 ∩ 𝑆𝑆max > 𝑠𝑠max )= 1 − 𝐹𝐹𝑆𝑆(𝑠𝑠) − 𝐹𝐹𝐷𝐷(𝑑𝑑) − 𝐹𝐹𝑆𝑆max(𝑠𝑠max) + 𝐹𝐹(𝑠𝑠,𝑑𝑑) + 𝐹𝐹(𝑠𝑠, 𝑠𝑠max) + 𝐹𝐹(𝑑𝑑, 𝑠𝑠max)
− 𝐹𝐹(𝑠𝑠,𝑑𝑑, 𝑠𝑠max)= 1 − 𝐹𝐹𝑆𝑆(𝑠𝑠) − 𝐹𝐹𝐷𝐷(𝑑𝑑) − 𝐹𝐹𝑆𝑆max(𝑠𝑠max) +  𝐶𝐶{𝐹𝐹𝑆𝑆(𝑠𝑠),𝐹𝐹𝐷𝐷(𝑑𝑑)} + 𝐶𝐶�𝐹𝐹𝑆𝑆(𝑠𝑠),𝐹𝐹𝑆𝑆max(𝑠𝑠max)�+ 𝐶𝐶�𝐹𝐹𝐷𝐷(𝑑𝑑),𝐹𝐹𝑆𝑆max(𝑠𝑠max)� −  𝐶𝐶{𝐹𝐹𝑆𝑆(𝑠𝑠),𝐹𝐹𝐷𝐷(𝑑𝑑),𝐹𝐹𝑆𝑆max(𝑠𝑠max)} 
 
 
 
(3.11) 
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Based on the results of the KS test and theoretical reasons behind thresholded samples 
(Coles, 2001), the GPA distribution was selected to model drought severity, drought duration, 
and maximum severity. The same distribution was also used in the work of Masud et al. (2015), 
where historical droughts were investigated for the Saskatchewan River basin, which is the 
largest river basin of the current study area and serves many needs of Alberta, Saskatchewan and 
Manitoba. 
 
3.4 Results and discussion 
In this section, identification of statistical homogeneous regions is presented first, followed 
by other important analyses including validation and boundary forcing analysis of RCMs, 
projected changes to drought characteristics, and identification of drought sensitive regions. 
Analysis of drought severity and duration provide similar results and therefore detailed results 
are presented for drought severity and only selected results for drought duration. For the 
validation of RCM simulated drought characteristics, we concentrate mostly on the behavior of 
ensemble-averaged values and less on individual model performance due to space limitations. 
However, for the analysis of future droughts, detailed analyses are presented and discussed. 
 
 
Figure 3.2: Fifteen homogeneous regions (Region 1 to 15) delineated on the basis of hierarchical 
clustering and verified using the uni- and multivariate homogeneity analysis approaches. 
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3.4.1 Geographic homogeneous regions 
Based on similarity of drought characteristics, the study area is divided into 15 geographic 
regions/partitions using hierarchical clustering (Figure 3.2). Statistical homogeneity of these 
regions is verified first using the univariate L-moment ratio-based regional homogeneity testing 
procedure of Hosking and Wallis (1997) for drought severity and duration separately and then 
using the bivariate homogeneity approach of Chebana and Ouarda (2007). The results of 
univariate analysis for drought severity suggest that most of the regions could be considered 
homogeneous or acceptably homogeneous, except Region 1 and 15. A few regions are found 
non-homogeneous (i.e. Region 2, 4, and 13) for drought duration. 
However, based on the results of the bivariate homogeneity test of drought severity and 
duration together, all regions are found homogeneous. Furthermore, in addition to the drought 
characteristics derived from observed gridded data, homogeneity of all 15 regions is also tested 
using drought characteristics derived from station-based adjusted and rehabilitated data available 
from 120 stations for the 1961-2003 period. Results from this validation also reveal that all 
regions could be considered homogeneous based on drought severity. Similar results are noted 
for drought duration for most of the regions, except two (Region 1 and 2), which are found to be 
within an acceptably homogeneous category. On the basis of this station-based dataset, results of 
bivariate homogeneity testing also suggest that all regions could be considered homogeneous. 
In addition to the above presented validations, homogeneity of the identified regions is 
tested using drought characteristics derived from observed 50-km resolution gridded data and 
NCEP-driven RCM simulated data. For these cases, similar results are found as noted above. 
Validation of homogeneous regions using drought characteristics derived from multiple datasets 
provides a sound basis to develop additional analyses based on these regions. 
3.4.2 Validation of RCM-simulated drought characteristics and lateral boundary 
forcing errors 
First, spatial patterns of observed values of mean drought severity, shown in Figure 3.3(a), 
are discussed before validation of RCMs. From this figure, it can be noticed that three southern 
regions (i.e. Region 11, 12 and 15) and three northwestern regions (i.e. Region 1, 2 and 4) are 
associated with larger values of drought severity compared to the other regions – meaning that 
these regions appear to be relatively more drought prone. RCM-simulated ensemble-averaged 
mean drought severity is shown in Figure 3.3(b) and the relative differences from the 
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corresponding observed values in Figure 3.3(c). In general, ensemble-averaged drought severity 
for both SPI and SPEI cases differ from that obtained from observed data for various regions. 
RCMs tend to produce relatively more severe droughts for central and eastern regions. Typical 
differences lie within the -20 to 50% range. Similar spatial patterns are found for mean values of 
drought duration for various regions (Figure 3.3(d, e)), however, with differences lying typically 
within the ±10% range (Figure 3.3(c)). 
Mean severity [.]  
(a) Observed  (b) Simulated  (c) Difference  
SPI SPEI  SPI SPEI  SPI SPEI  
        
 
Mean duration [month] 
(d) Observed  (e) Simulated  (f) Difference 
SPI SPEI  SPI SPEI  SPI SPEI 
        
Figure 3.3: Comparison of observed and ensemble averaged RCM_NCEP simulated mean 
drought (a, b) severity and (d, e) duration for the 1981–2003 period. Relative differences between 
results shown in (b, a) and (e, d) panels are given in (c) and (f), respectively. 
The spatial patterns of observed and NCEP-driven RCM simulated regional return levels of 
drought severity are shown in Figure 3.4. Figure 3.4(a) shows that the spatial patterns of 
observed return levels are very similar to those of mean severity shown in Figure 3.3(a). Overall, 
smaller return levels are found for many eastern and a few south-western regions (e.g. Region 7). 
The performance errors of all RCMs is assessed by comparing regional return levels of drought 
severity derived from NCEP-driven RCM simulations to those derived from observed gridded 
data. Ensemble-averaged regional return levels of drought severity are shown in Figure 3.4(b) 
and their relative differences from the corresponding observed values in Figure 3.4(c). Like 
mean severity, ensemble-averaged return levels for both SPI and SPEI cases differ from those 
obtained from observed data for various regions. In general, RCMs tend to produce more severe  
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Figure 3.4: Comparison of observed and ensemble averaged RCM_NCEP simulated 20- and 50-
year regional return levels of drought (a, b) severity and (d, e) duration for the 1981–2003 period. 
Relative differences between return levels shown in (b, a) and (e, d) are given in (c) and (f), 
respectively. 
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Figure 3.5: Relative difference (in %) between observed and RCM_NCEP simulated 20- and 50-
yr regional return levels of drought severity for the 1981–2003 period. 
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Figure 3.6: Relative difference (in %) between observed and RCM_NCEP simulated 20- and 50-
yr regional return levels of drought duration for the 1981–2003 period. 
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droughts for many northern and eastern regions. Typical differences lie within -10 to 20% range. 
Overall, relative differences (i.e. performance errors) are larger for the 50-yr return level 
compared to the 20-yr return level. For return levels of drought duration, results are similar to 
those of severity except that the magnitude of over-/underestimation is relatively smaller. Now 
we turn to the performance of individual models. Figure 3.5 shows relative differences between 
20- and 50-yr regional return levels of drought severity derived from NCEP-driven RCM 
simulations and observed data (Figure 3.4(a)) for each of the six RCMs separately. For the 20-yr 
return levels, the relative differences lie between ±10% for most of the regions and RCMs except 
HRM3 which overestimates (up to 60%) for some eastern regions. The results for the 50-yr 
return levels are similar to those for the 20-yr return levels, but with a wider range of relative 
differences (-30 to 60%). For western regions (Region 1 and 7), all six RCMs overestimate 50-yr 
return levels. For eastern regions (i.e. Region 5, 6 and 10), four of the six RCMs (i.e. HRM3, 
MM5I, RCM3 and WRFG) overestimate 50-yr return levels, while the other two (i.e. CRCM and 
ECP2) exhibit a mixed behavior. Like the 20-yr return level, HRM3 overestimates 50-yr return 
level by up to 60% for many regions. In general, ensemble-averaged positive or negative relative 
differences shown in Figure 3.4(c) are smaller than those noted for individual RCMs and lie 
within a smaller range (i.e. -20 to 40%) for the majority of the regions. The relative differences 
between 20- and 50-yr regional return levels of drought duration derived from NCEP-driven 
RCM simulations and observed data (given in Figure 3.4(d)) are shown in Figure 3.6 separately 
for each of the six RCMs. Here, the spatial patterns are very close to the pattern of return levels 
of drought severity. The physical reasons for this over- or underestimation by an individual RCM 
outcome may depend on model formulation and parameterization schemes of the respective 
RCM, which require in-depth separate analyses and therefore lie outside the scope of this article. 
The impact of the driving fields (i.e. the lateral boundary forcing errors) is assessed by 
comparing NCEP- and AOGCM-driven simulations for the 1981-2000 period.  A comparison of 
20- and 50-yr return levels of SPI- and SPEI-based severity and duration is illustrated in Figure 
3.7. Five out of six RCMs were driven by two different AOGCMs, while another one was driven 
by only one AOGCM, leading to the eleven sets of scatterplots for both SPI and SPEI cases, 
shown in Figure 3.7. It should be noted that for both severity and duration, the difference 
between AOGCM- and NCEP-driven RCM simulated 20-yr return levels are smaller than those 
for the 50-yr return levels. More specifically, for example, 50-yr return levels for AOGCM- 
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Figure 3.7: Scatterplots of 20- and 50-yr return levels of SPI- and SPEI-based (a) severity and 
(b) duration for the 1981-2000 period. The x-axis corresponds to NCEP driven RCM simulation, 
while the y-axis corresponds to AOGCM driven simulation. Numbers in each panel represent 
average percentage difference between the AOGCM- and NCEP-driven simulated return levels. 
Results based on SPI are shown in black and red color and those for the case of SPEI are shown 
in blue and pink color. 
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driven simulations are smaller than those for NCEP-driven simulations for HRM3, while for 
WRFG, return levels for AOGCM-driven simulations are larger than those of NCEP-driven 
simulations for the majority of the regions. For both HRM3 and WRFG, the lateral boundary 
forcing errors are slightly larger in the case of SPEI-based severity and duration than that of SPI-
based severity and duration. 
Overall, the average boundary forcing errors are less than 10% for the majority of the cases 
and larger differences are associated with longer return periods, in general. Comparison of RCM 
performance errors and boundary forcing errors show that performance errors are larger than the 
boundary forcing errors for most of the cases. 
3.4.3 Projected changes to drought characteristics 
Figure 3.8(a) provides projected changes to SPI and SPEI based mean severity for the 
2041–2070 period relative to 1970–1999 for individual RCM_AOGCM pairs. These changes, 
projected by the majority of the RCM_AOGCM pairs (eight out of eleven), are mostly positive 
for southern parts of the study area. It can be noticed from the results of SPEI-based analysis that 
completely positive changes are projected by three out of eleven simulation pairs 
(CRCM_CCSM, HRM3_HADCM3 and MM5I_HADCM3) for all regions, while the rest of the 
simulation pairs project a decrease in drought severity specifically for regions located in the 
northern parts of the study area. Similar spatial patterns are found for mean drought duration 
(Figure 3.8(b)), but with changes of relatively smaller magnitude for most of the regions. 
Overall, SPEI based ensemble-averaged projected changes shown in Figure 3.8 indicate 
increases in both drought severity and duration in southern parts of the study area, with more 
pronounced changes in mean severity. The effect of temperature on defining drought 
characteristics is visible in SPEI-based results of all RCM_AOGCM pairs. The spatial patterns of 
mean annual precipitation suggest an increase in precipitation over the study area (see 
supplemental material in Appendix B). However, at the same time, mean annual PET has been 
projected to increase for most of the RCM_AOGCM combinations perhaps due to the projected 
increase in the mean annual temperature in the 1 to 3°C range. Thus, the projections of the 
underlying variables (i.e. P, T and PET) used for calculating drought indices generally support 
the changes noted in drought characteristics in the future over the study area. It is important to 
note that an analysis on the annual basis is just a simple way of uncovering the impact of 
underlying variables on changes to drought characteristics. 
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Figure 3.8: Projected changes (in %) to SPI and SPEI based (a) mean drought severity (b) mean 
drought duration for the 2041–2070 period with respect to the current 1970–1999 period.   
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(a) Projected changes to 20-yr return level of drought severity  
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(b) Projected changes to 20-yr return level of drought duration  
 CRCM_CCSM CRCM_CGCM3 ECP2_GFDL HRM3_GFDL HRM3_HADCM3 MM5I_CCSM 
 
SP
I 
      
SP
EI
 
      
 MM5I_HADCM3 RCM3_CGCM3 RCM3_GFDL WRFG_CCSM WRFG_CGCM3 ENSEMBLE 
SP
I 
      
SP
EI
 
      
Figure 3.9: Projected changes (in %) to regional 20-year return levels of drought (a) severity and 
(b) duration for the 2041–2070 period with respect to the current 1970–1999 period. Projected 
changes to drought severity at the regional level are also studied by comparing 20- and 50-year 
return levels derived from AOGCM-driven RCM simulations for the future 2041–2070 period 
with those for the current 1970–1999 period.  
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(a) Projected changes to 50-yr return level of drought severity  
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(b) Projected changes to 50-yr return level of drought duration  
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Figure 3.10: Projected changes (in %) to regional 50-year return levels of drought (a) severity 
and (b) duration for the 2041–2070 period with respect to the current 1970–1999 period. 
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(a) Projected changes to bivariate joint occurrence probabilities  
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(b) Projected changes to trivariate joint occurrence probabilities  
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Figure 3.11: Changes (in %) to (a) bivariate joint occurrence probabilities corresponding to 20-
year return period thresholds of 𝑺𝑺 and 𝑫𝑫 and (b) trivariate joint occurrence probabilities 
corresponding to 20-year return period thresholds of 𝑺𝑺, 𝑫𝑫 and 𝑺𝑺𝐦𝐦𝐝𝐝𝐦𝐦 for the 2041–2070 period 
with respect to the current 1970–1999 period. 
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Figure 3.9 (a,b) shows percentage changes to 20-yr return levels of drought severity and 
duration at the regional scale. It is noteworthy to mention that the spatial patterns are somewhat 
similar to the spatial patterns found for drought severity and duration in Figure 3.8. For the case 
of 50-yr return levels, this behavior of AOGCM-driven RCM simulations stays about the same 
(see Figure 3.10). The magnitude of projected changes in 50-yr return levels is relatively smaller 
than that in the 20-yr return levels. Average projected change for all RCM_AOGCM pairs shows 
that the 20-yr return level will increase by up to 60% for drought severity and 40% for drought 
duration in southern regions, while 50-yr return level will increase by up to 40% for drought 
severity and 20% for drought duration in the same parts of the study area. A comparison of 
analyses shown in Figure 3.9 and 3.10 suggest considerable influence of the driving AOGCM on 
the magnitude and sign of the projected change. For example, results based on CRCM_CCSM 
suggest considerably larger increases compared to CRCM_CGCM3. Therefore, the use of 
multiple AOGCMs at the RCM boundaries is important for addressing uncertainties associated 
with the driving fields. 
3.4.4 Drought vulnerable regions 
As the drought characteristics are highly correlated, multivariate analysis using copulas 
seems important for evaluating drought risks across the study area. Therefore, two joint 
occurrence probabilities are considered in this study for the current and future periods: 𝑃𝑃1 =
𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 > 𝑑𝑑) and 𝑃𝑃2 = 𝑃𝑃(𝑆𝑆 > 𝑠𝑠 and 𝐷𝐷 > 𝑑𝑑 and 𝑆𝑆max > 𝑠𝑠max). The former probability 
represents the joint occurrence probability of ‘‘drought severity and duration’’ exceeding their 
respective thresholds at the same time, while the latter represents the joint occurrence probability 
of ‘‘drought severity, duration and maximum severity’’ exceeding their respective thresholds at 
the same time. The thresholds 𝑠𝑠, 𝑑𝑑 and 𝑠𝑠max correspond to 20- and 50-year return levels obtained 
from univariate analyses. Figure 3.11 shows percentage changes in (a) bivariate and (b) trivariate 
probabilities for the case of 20-yr return period threshold. 
A discernible spatial pattern of drought sensitive regions is visible in this figure, which is 
consistent with the findings discussed in the previous section that southern regions are more 
susceptible to droughts in the future compared to the northern regions. Based on bivariate 
analyses, seven out of eleven RCM_AOGCM pairs indicate that southern regions are associated 
with higher drought risks in the future. Similar analyses are also performed for other bivariate 
cases (i.e. severity and maximum severity; duration and maximum severity). Their results (not 
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shown) broadly suggest similar patterns. Southern regions emerge out even more susceptible to 
droughts when trivariate joint occurrence probabilities are considered, while northern regions 
become less susceptible (Figure 3.11(b)). Consequently, the impact of considering three instead 
of two drought characteristics for identifying drought sensitive regions is obvious. 
Figure 3.12 shows percentage changes in (a) bivariate and (b) trivariate probabilities for the 
case of 50-yr return period thresholds. For this case, almost analogous spatial patterns of drought 
sensitive regions are found. It is interesting to note that, compared to other RCM_AOGCM pairs, 
only CRCM_CCSM produces highly positive changes in joint occurrence probabilities for both 
bi- and trivariate cases. Overall, ensemble-averaged projected changes for the case of 20-yr 
return period threshold show higher drought risks for southern parts of the study area (i.e. Region 
8, 9, 11, 12, 13, and 14 for the bivariate case and Region 12 for the trivariate case). The pattern 
of drought sensitive regions for the 50-yr return period threshold case are almost identical to the 
20-yr case, however, with few additional regions (Region 2, 6, 7 and 10 for the bivariate case 
and Region 11 for the trivariate case) are identified as vulnerable. 
3.4.5 Drought analysis for the agricultural growing season 
Finally to complete the analysis, we evaluate projected changes to drought characteristics 
specifically for the agricultural growing season (May-August) due to the fact that southern parts 
of the study area support a vibrant agro-based economy, which was impacted negatively due to 
historical droughts of 1890s, 1910s, 1930s, late 1950s, early 1960s, 1980s and 1999–2004. 
During the growing season, the study area receives the majority of the annual precipitation and 
observes higher seasonal temperatures and hence drought conditions have the greatest impacts on 
sectors related to water and agriculture. For this analysis, drought indices (SPI and SPEI) and 
drought characteristics are determined separately for the growing season. Projected changes to 
mean drought severity and duration are shown in Figure 3.13. In this figure, most of the SPEI 
based projections reveal drier conditions over most of the regions in future. These drier 
conditions are much stronger over the southern and southwestern regions. Similar results are 
projected by SPI based analysis, however, with much less severe droughts. The pattern of 
projected changes to drought duration follows that of drought severity. Furthermore, the 
projected changes in severity and duration are larger in the growing season than those for the 6-
month time scale presented before. Also, the spatial extents of projected changes are larger for 
the growing season than that of the 6-month time scale.  
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(a) Projected changes to bivariate joint occurrence probabilities  
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(b) Projected changes to trivariate joint occurrence probabilities  
 CRCM_CCSM CRCM_CGCM3 ECP2_GFDL HRM3_GFDL HRM3_HADCM3 MM5I_CCSM 
 
SP
I 
      
SP
EI
 
      
 MM5I_HADCM3 RCM3_CGCM3 RCM3_GFDL WRFG_CCSM WRFG_CGCM3 ENSEMBLE 
SP
I 
      
SP
EI
 
      
Figure 3.12: Changes (in %) to (a) bivariate joint occurrence probabilities corresponding to 50-
year return period thresholds of 𝑺𝑺 and 𝑫𝑫 and (b) trivariate joint occurrence probabilities 
corresponding to 50-year return period thresholds of 𝑺𝑺, 𝑫𝑫 and 𝑺𝑺𝐦𝐦𝐝𝐝𝐦𝐦 for the 2041–2070 period 
with respect to the current 1970–1999 period. 
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(a) Mean severity  
 CRCM_CCSM CRCM_CGCM3 ECP2_GFDL HRM3_GFDL HRM3_HADCM3 MM5I_CCSM 
 
SP
I 
      
SP
EI
 
      
 MM5I_HADCM3 RCM3_CGCM3 RCM3_GFDL WRFG_CCSM WRFG_CGCM3 ENSEMBLE 
SP
I 
      
SP
EI
 
      
(b) Mean duration  
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Figure 3.13: Projected changes (in %) to SPI- and SPEI-based (a) mean drought severity (b) 
mean drough duration for the 2041–2070 period with respect to the current 1970–1999 period for 
the agricultural growing season. 
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These results specifically for the southern Canadian Prairies region are in general consistent with 
the findings of Bonsal et al. (2012), who employed statistical downscaling of a few AOGCM 
outputs, and PaiMazumder et al. (2013), who employed a five member ensemble of a single 
RCM. 
 
3.5 Conclusions 
From various analyses presented and discussed in this paper, following main conclusions 
can be drawn: 
(1) To facilitate drought risk analysis, the study area was divided into fifteen different 
geographic regions based on numerous trials of hierarchical clustering. Statistical homogeneity 
of these regions was verified based on uni- and bivariate homogeneity analysis tests. The 
bivariate homogeneity test suggests that all regions can be considered homogeneous compared to 
the univariate test, which identifies a few regions as possibly heterogeneous, particularly for the 
case of drought duration. Thus, the results of this study highlight the importance of considering 
simultaneously two highly correlated characteristics of droughts for identifying homogeneous 
regions. It is important to note that a homogeneous region helps to increase the effective length 
of data, which in turn increases the accuracy of the estimated return levels. In addition, regional 
analysis is useful in reducing the undesirable noise resulting from at-site analysis when 
identifying projected changes to variables of interest. 
(2) For validating various RCMs, mean drought severity and duration values derived 
from NCEP-driven RCM simulations were compared with those from the observed data. This 
comparison indicates that RCMs tend to produce relatively more severe droughts for the central 
and eastern regions of the study area. The performance errors of RCMs were assessed by 
comparing selected regional return levels of drought severity and duration. Relative difference 
between 20- and 50-yr return levels derived from NCEP-driven RCM simulations and observed 
data suggest that the differences are highly model dependent which could be as high as 60%. 
However, by considering ensemble-averaged values, relative differences were found to be much 
smaller than for the individual models for the majority of the regions. The lateral boundary 
forcing errors were also assessed by comparing selected regional return levels of drought 
severity and duration derived from NCEP- and AOGCM-driven simulations. It was found that 
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the boundary forcing errors are much smaller than the performance errors for both SPI- and 
SPEI-based drought severity and duration. 
(3) Most of the RCM_AOGCM simulations project an increase in drought characteristics 
for the southern parts of the study area, while some model combinations project completely 
positive changes for the entire study area. Comparison of analyses based on both SPI and SPEI 
reveal that the effect of temperature in drought characterization is important for future drought 
risk analysis and assessment for this region. Similar results are realized for the agricultural 
growing season, where the drought characteristics are projected to increase with relatively higher 
margins. Compared to the SPI based projections, SPEI based projections of most of the 
RCM_AOGCM simulations suggest drier conditions over many parts of the study area, in 
particular, the southern and south-western regions are found relatively more drought vulnerable. 
Therefore, considering potential effects from both precipitation and temperature changes is vital 
for assessing future drought risks. 
(4) Most of the RCM_AOGCM simulations project an increase in return levels of 
drought severity and duration for southern regions, with some differences noted between models 
and between different return periods considered. More regions emerge with positive changes in 
drought characteristics, with higher magnitude of change in return levels corresponding to lower 
return period (i.e. 20-year) than higher return period (e.g. 50-year) values. On average, positive 
changes of up to 60% are noted for regions located in the southern and south-western parts of the 
study area. 
(5) Projected changes in joint occurrence probabilities of droughts for bi- and trivariate 
cases are spatially mapped over the study area in order to identify drought vulnerable regions. 
Overall, central and southern regions (i.e. Region 8, 9, 11, 12, 13 and 14 for the bivariate case 
and Region 12 for the trivariate case) are found highly drought vulnerable compared to the 
northern regions, which are associated with less frequent droughts in the future. Multivariate 
joint occurrence probabilities from the multivariate drought distribution can describe drought 
events perhaps closer to the reality and therefore can reveal their properties more objectively and 
comprehensively. This type of information could serve as a reference for regional drought 
defense and agricultural resources management purposes. 
Finally, results from different models show remarkable influence of the driving AOGCM 
on the magnitude and sign of the projected change. Perhaps, a single regional climate model 
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cannot describe fully the complex natural climate system, no matter how complex the model 
itself is. Therefore, combined information from several models can be superior to a single-model 
output. Besides, according to Tebaldi and Knutti (2007), combining models generally increase 
the skill, reliability and consistency of model projections. Therefore, it is advisable to consider 
climate change simulations from numerous models in future drought risk analysis studies in 
order to derive climate change related information in a robust manner.  
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CHAPTER 4 
PROJECTED CHANGES TO SHORT- AND LONG-DURATION PRECIPITATION 
EXTREMES OVER THE CANADIAN PRAIRIE PROVINCES 
The effects of climate change on dry extremes (i.e., droughts) were presented in chapter 2 
and 3. In addition to droughts, the study area (Alberta, Saskatchewan and Manitoba provinces of 
Canada) also experiences recurrent floods, sometimes caused by heavy precipitation events 
during the warm season of the year.  Therefore, the impact of climate change on warm season 
wet extremes was also studied. For the research reported in this chapter, projected changes to 
selected return levels of short- and long-duration (ranging from minutes to several hours) 
precipitation extremes were developed using multi-Regional Climate Model simulations 
available from the North American Regional Climate Change Assessment Program (NARCCAP) 
and regional frequency analysis approach. These changes were developed at the level of a 50 × 
50 km grid to portray more detailed spatial information and at the level of five large geographic 
regions covering the study area in order to deduce a robust climate change signal. These changes 
would be useful for developing climate change informed design standards for future 
development projects and for assessing adequacy of existing infrastructure facilities. This chapter 
contains the following submitted manuscript in the Climate Dynamics journal: 
3. Masud MB, Khaliq MN, Wheater HS (2016) Projected changes to short- and long-duration 
precipitation extremes over the Canadian Prairie Provinces. Submitted to Climate Dynamics 
on 9th March; submission no. CLDY-D- 16-00239 
 
Abstract 
The effects of climate change on April to October short- and long-duration precipitation 
extremes over the Canadian Prairie Provinces were evaluated using a multi-Regional Climate 
Model (RCM) ensemble available through the North American Regional Climate Change 
Assessment Program. Simulations considered include those performed with six RCMs driven by 
the National Centre for Environmental Prediction (NCEP) reanalysis II product for the 1981–
2000 period and those driven by four Atmosphere–Ocean General Circulation Models 
(AOGCMs) for the current 1971–2000 and future 2041–2070 periods (i.e. a total of 11 current-
to-future period simulation pairs). A regional frequency analysis approach was used to develop 
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2-, 5-, 10-, 25-, and 50-yr return values of precipitation extremes from NCEP and AOGCM- 
driven current and future period simulations that respectively were used to study performance of 
RCMs and projected changes for selected return values at regional, grid-cell and local scales. 
Performance errors due to internal dynamics and physics of RCMs studied for the 1981-2000 
period reveal considerable variation in the performance of the RCMs. However, the performance 
errors were found to be much smaller for RCM ensemble averages than for individual RCMs. 
Projected changes for future climate to selected regional return values of short-duration (e.g. 15- 
and 30-min) precipitation extremes and for longer return periods (e.g. 50-yr) were found to be 
mostly larger than those to the longer duration (e.g. 24- and 48-h) extremes and short return 
periods (e.g. 2-yr). Overall, projected changes in precipitation extremes were larger for 
southeastern regions followed by southern and northern regions and smaller for southwestern and 
western regions of the study area. The changes to return values were also found to be statistically 
significant for the majority of the RCM-AOGCM simulation pairs. These projections might be 
useful as a key input for future planning of urban drainage infrastructure and development of 
strategic climate change adaptation measures. 
Keywords: climate change, precipitation extremes, regional frequency analysis, NARCCAP, 
Canadian Prairie provinces 
 
4.1 Introduction 
Information on projected changes to precipitation extremes is needed for future planning of 
urban drainage infrastructure, better management of water resources, ensuring proper functioning 
of ecosystems, and sustaining regional socio-economic activities by adapting to a changing 
climate. Therefore, it is relevant to investigate future changes in precipitation extremes at local, 
regional or other scales of interest. The primary means used to assess future climate change are 
the transient climate change simulations produced with the coupled global and regional climate 
models when these models are integrated from the recent past to some time-point in the future 
(IPCC, 2007). Currently, Regional Climate Models (RCMs) offer higher spatial resolution than 
Global Climate Models (GCMs) and therefore can represent many finer scale features, which is 
not possible to do using GCMs, such as complex topography and its impact on precipitation 
forming mechanisms. Due to these obvious merits of RCMs over GCMs, recently many studies 
have used RCM simulations for the assessment of changes in characteristics of precipitation 
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extremes (e.g. Beniston, 2007; May, 2008; Nikulin et al., 2011; Mladjic et al., 2011; Mailhot et 
al., 2012; Monette et al., 2012; Hanel and Buishand, 2012; van Pelt et al., 2012; Khaliq et al., 
2014, 2015). Though the use of a single RCM is not uncommon, the combination of results from 
many RCMs leads to more robust and reliable results by reducing the uncertainty associated with 
the projections of a single model (Hagedorn et al., 2005). Also, as pointed out by de Elía et al. 
(2008), RCMs are associated with various sources of uncertainties including (1) structural 
uncertainty associated with model formulation (e.g., domain size and location, nesting and 
relaxation technique, physical processes and parameterization), (2) internal variability (triggered 
by differences in the initial conditions), and (3) dependence on lateral boundary forcing (i.e., 
choice of boundary forcings). Such sources of uncertainties can be evaluated better using 
simulations from multi-RCM ensembles. Similar to the PRUDENCE (Christensen et al., 2007) 
and ENSEMBLES (Christensen et al., 2009) multi-RCM projects over Europe, the North 
American Regional Climate Change Assessment Program (NARCCAP) (Mearns et al., 2009) is 
a multi-RCM ensemble project over North America. In this study, the multi-RCM simulations 
available from NARCCAP are considered to evaluate some of the sources of uncertainties 
mentioned above and the impact of climate change on short- and long-duration precipitation 
extremes, which is the main focus of this study.  
A previous country-wide study by Mladjic et al. (2011) assessed projected changes to 
single- and multiday precipitation extrems using the Regional Frequency Analysis (RFA) 
approach and an ensemble of Canadian Regional Climate Model (CRCM) simulations on the 
basis of 10 large climatic regions covering Canada. Their study revealed significant increases in 
regional return values for both single- and multiday precipitation extremes for the 2041–2070 
period, with changes to the 20-, 50-, and 100-yr regional return values being larger (smaller) for 
the northern (southern) climatic regions. Following the study of Mladjic et al. (2011), Mailhot et 
al. (2012) developed projected changes in selected characteristics of precipitation extremes for 
the same climatic regions, but using the NARCCAP multi-RCM ensemble. Their findings were 
generally in line with those of Mladjic et al. (2011). Monette et al. (2012) also used the 
NARCCAP multi-RCM ensemble to study projected changes to 1-, 2-, 3-, 5-, 7-, and 10-day 
precipitation extremes over 21 northeastern Canadian watersheds spread mainly across the 
province of Quebec and extending through some parts of the provinces of Ontario and 
Newfoundland and Labrador. Recently, Khaliq et al. (2014) analyzed projected changes to 
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seasonal precipitation totals and daily precipitation extremes for 47 watersheds that span Alberta, 
Saskatchewan and Manitoba Provinces of Canada using the same NARCCAP multi-RCM 
ensemble as used in Monette et al. (2012). Their region of study was roughly the same as 
considered in this study. However, an exclusive feature of their study was that the RFA approach 
was applied for developing projected changes to 10-, 30-, and 50-yr return values of rain and 
snow dominated extremes (RDEs and SDEs) separately. They found projected changes to RDEs 
to be generally larger for watersheds located in central and southeastern parts of the study area 
than those located in northwestern parts, while for SDEs, larger projected changes were found 
for watersheds in the northern, western and southern parts than those in the southeastern parts. 
Other studies where simulations from NARCCAP RCMs were evaluated at various scales 
include Gao et al. (2012) on Colorado River discharge, Wehner (2013) on extreme seasonal 
precipitation in the US, Caldwell (2010) on California wintertime precipitation, Jeong et al. 
(2014) on future droughts at the North American continental scale, Masud et al. (2015) on 
projected changes to regional droughts, and Jeong et al. (2015a, b) on hot and cold spells across 
Canada. 
This study explored projected changes to seasonal (April-October) short- and long-duration 
(i.e. 5-, 10-, 15-, 30-, 60-min, 3-, 6-, 12-, 24-, and 48-h) precipitation extremes over the Canadian 
Prairie Provinces of Alberta, Saskatchewan and Manitoba based on a larger NARCCAP multi-
RCM ensemble, compared to the ones used in the studies mentioned above. This region consists 
of 47 diverse watersheds including the Saskatchewan, Athabasca, Peace, and Churchill River 
basins, which play a significant role in the economy of the region as sources to support 
agricultural production, domestic and industrial water supply, and hydropower generation. 
Seasonal precipitation extremes for the above mentioned selected durations were obtained using 
a moving window of a fixed duration. For the analysis, the RFA approach of Hosking and Wallis 
(1997) was used to calculate various return values at the regional, local and grid-point scale. The 
RFA approach has several advantages compared to the at-site approach. For example, the RFA 
approach is specifically suitable in situations where generally short records are available and was 
appealing for this study since the maximum sample size used was just 30 seasonal extreme 
values. The RFA approach was applied to current and future period simulated extremes and 
projected changes to 2-, 5-, 10-, 25-, and 50-yr return values were developed for 2041–2070 with 
respect to the 1971–2000 period. To our knowledge, no other study on projected changes to both 
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short- and long-duration precipitation extremes has been undertaken so far for the three Prairie 
Provinces of Canada. In particular, changes to short-duration (e.g. minutes to hours) extremes are 
highly desirable to assess adequacy of urban drainage infrastructure in the context of climate 
change. 
This paper is organized as follows. A brief description of the study area, observed data, and 
NARCCAP multi-RCM simulations used in the study is provided in Section 4.2. Section 4.3 
describes the methodology used for developing projected changes to selected charactersitics of 
short- and long-duration precipitation extrems, followed by results and discussion related to the 
assessment of various RCMs and projected changes to short- and long-duration precipitation 
extremes in Section 4.4. Finally, main conclusions of the study are presented in Section 4.5. 
 
4.2 Study area, observations and model simulations 
The Canadian Prairie Provinces (Alberta, Saskatchewan and Manitoba; Figure 4.1) feature 
a complex topography, ranging from flat land in the East to Rocky Mountains in the West, with 
elevation varying from 1 to 3434 m above mean sea level. The southern parts of these provinces, 
particularly the Prairies ecozone, are considered as home to 80% of Canada’s agricultural 
production (Wheater and Gober, 2013). The ecosystem of this region is highly dependent on the 
occurrence and timing of seasonal precipitation which is correlated with atmospheric circulation 
and the mid troposphere ridge (Dey, 1982; Hogg et al., 2000). The annual average precipitation 
(454 mm) of these provinces is less than the Canada-wide average (535 mm) because cyclonic 
precipitation rarely reaches to this area from the west or east coast (Phillip, 1990) and there is a 
frequent presence of dry arctic air (Gan, 2000). More specifically, this region is characterized by 
a highly variable hydroclimate, with recurrent droughts (such as the prolonged droughts of 1988 
and 1999–2004), floods (such as severe floods of 2011, 2013 and 2014) and localized convective 
storm activity, resulting in heavy precipitation events, often observed during warm seasons of the 
year, posing many reseacrh challenges. 
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Figure 4.1: Map of the study area overlaid with the reference grid. Precipitation stations for 
adjusted and rehabilitated observed dataset (DS1) are shown using five different symbols to 
highlight the corresponding homogeneous region (R1 to R5) they are associated with and 
location of engineering climate stations (DS2) where continuous seasonal precipitation is 
recorded. Inset shows location of the study area (i.e. Alberta–AB; Saskatchewan–SK; Manitoba–
MN) in Canada. 
One set of observed data considered for this study consists of adjusted and rehabilitated 
daily precipitation data, available from Environment Canada for the 1961–2000 period for a 
network of 120 stations located across the study area (Figure 4.1). In the present study, the 
spatial patterns of daily precipitation extremes from this dataset were used for dividing the study 
area into contiguous homogeneous regions from previously developed soft fuzzy regions adapted 
from Asong et al. (2014, 2016) to facilitate RFA, to be discussed in the methodology section. 
Additionally, the characteristics of multiday precipitation extremes from this dataset were used 
to verify statistical homogeneity of identified regions. Hereafter, this dataset is referred to as 
DS1.  
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The second set of observed data considered consists of 5-, 10-, 15-, 30-, 60-min, 2-, 6-, 12-, 
and 24-h seasonal (April to October) precipitation extremes from 92 engineering climate stations 
located over the study area (Figure 4.1), obtained from Environment Canada. These extremes 
were compiled by Environment Canada using a moving window of fixed duration. A detailed 
description of this dataset can be found at 
http://climate.weather.gc.ca/prods_servs/engineering_e.html. Precipitation extremes from this 
dataset for the 1961-2000 period were used for verifying statistical homogeneity of contiguous 
homogeneous regions developed from fuzzy regions identified by Asong et al. (2014, 2016) and 
for selecting the most appropriate regional distribution for modeling precipitation extremes using 
the RFA approach. It is important to note that there is no duplication of data in these observed 
datasets and therefore, both complement each other. This second observed dataset will be 
referred to as DS2 in this paper. The objective of using different datasets was to ensure adequate 
statistical homogeneity of the identified regions. 
  
Table 4.1: The NARCCAP simulations considered in the study 
RCM NCEP 
Driving AOGCM 
GFDL CGCM3 HADCM3 CCSM 
CRCM √ -- √ -- √ 
ECP2 √ √ -- -- -- 
HRM3 √ √ -- √ -- 
MM5I √ -- -- √ √ 
RCM3 √ √ √ -- -- 
WRFG √ -- √ -- √ 
Outputs from six different RCMs (Table 4.1), driven by National Center for Environmental 
Prediction (NCEP) reanalysis II and four different Atmospheric-Ocean General Circulation 
Models (AOGCMs), available through the NARCCAP project were considered for this study. 
Detailed information and description of the participating RCMs and their driving AOGCMs can 
be obtained from the NARCCAP website (http://www.narccap.ucar.edu). The aim of NARCCAP 
was to produce RCM simulations for a common period and domain (Mearns et al., 2009) to aid 
in the systematic evaluation of various sources of uncertainty in future climate projections. These 
simulations were produced in two phases. In Phase I, simulations from CRCM, ECP2, HRM3, 
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MM5I, RCM3 and WRFG RCMs were produced with boundary conditions from NCEP 
reanalysis II for the 1981–2000, 20 year period. In Phase II, RCM simulations with boundary 
conditions taken from four different AOGCMs (i.e. CCSM, CGCM3, GFDL and HadCM3) for 
the 1971–2000 current and 2041–2070 future periods, with Special Report on Emissions 
Scenarios (SRES) A2 scenario (Nackicenovic et al., 2000), were produced. The NCEP-driven 
simulations were used to assess the performance of individual RCMs, while the AOGCM-driven 
current and future period 11 simulation pairs were used in the assessment of projected changes to 
selected return values of precipitation extremes, discussed in the methodology section. In this 
study, various RCM simulations are referred to as ‘RCM_LBC’, where RCM part of the 
abbreviation reflects the acronym of the RCM and LBC part refers to the acronym of the lateral 
boundary condition (i.e. NCEP reanalysis or the AOGCM driving the RCM at its boundaries). 
For example, CRCM simulation driven by CGCM3 is referred to as CRCM_CGCM3. Though 
the simulation domains of the RCMs cover most of North America, as noted above, this study 
focuses only on Canadian provinces of Alberta, Saskatchewan and Manitoba. 
 
4.3 Methodology 
4.3.1 Reference grid 
All RCMs have roughly the same horizontal resolution (i.e. 50-km) but different 
projections on the spherical earth. A common reference grid (i.e. the half-degree University of 
Delaware grid; Figure 4.1) was considered to ease inter-comparison of results. All model outputs 
were interpolated to this reference grid using spline interpolation (Green and Silverman, 1993). 
This reference grid was also used in previous studies on NARCCAP RCM simulations (e.g. 
Mearns et al., 2012). 
4.3.2 Precipitation extremes and their characteristics 
The precipitation extremes considered in this study, for each RCM_AOGCM simulation 
consisted of seasonal (April–October) maximum values of 3-, 6-, 12-, 24-, and 48-h durations, 
while those from DS2 correspond to 5-, 10-, 15-, 30-, 60-min, 2-, 6-, 12-, and 24-h durations. 
Precipitation extremes considered from DS1 correspond to 1-, 2- and 3-day durations. These 
extremes from respective datasets were derived using a running window of a fixed duration. It is 
important to note that 24- and 48-h extremes are not the same as 1- and 2-day extremes due to 
the differences in the resolution of the underlying datasets. It is also important to point out that 
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the minimum temporal resolution of the RCM-simulated precipitation was just 3-h and therefore 
derivation of precipitation extremes of durations smaller than 3-h was not possible. The April-
October period was considered as the available engineering climate stations operate only during 
this period. For RCM simulations, precipitation extremes correspond to the reference grid 
mentioned above. Characteristics of precipitation extremes in terms of 2-, 5-, 10-, 25-, and 50-yr 
return values were considered for evaluating the performance of various RCMs and for 
developing projected changes to precipitation extremes. Concerning the interpretation of return 
values, a 50-yr return value is the amount of precipitation that has a probability of 2% of being 
equaled or exceeded in a given year; a similar interpretation is applicable for other return values. 
4.3.3 Contiguous homogeneous regions and the RFA approach 
The three Canadian Prairie Provinces region was subdivided into five climatically 
homogeneous fuzzy precipitation regions based on the teleconnection patterns (e.g. indices of 
Pacific Decadal and Pacific North American Oscillations), large-scale atmospheric covariates 
(i.e. wind speed at 10-m, 500- and 850-hPa; U-component and V-component at 10-m, 500- and 
850-hPa, geo-potential height, specific humidity, and relative humidity at 850- and 500-hPa; 
total cloud cover, mean sea level pressure, precipitable water and 2-m air temperature) and 
geographic site attributes (e.g. latitude and longitude) by Asong et al. (2014, 2016) using 
principal component and canonical correlation analyses and a Fuzzy C-Means clustering 
algorithm. In the current study, these fuzzy regions were hardened (i.e. separating two adjoining 
soft regions using a hard boundary) through numerous trials based on the spatial pattern of mean 
seasonal daily extremes and paying attention to the influence of local water bodies and 
topographic features. After delineating these regions, their statistical homogeneity was tested 
based on L-moment ratio based heterogeneity statistics proposed by Hosking and Wallis (1997). 
According to these authors, heterogeneity statistics 𝐻𝐻𝑖𝑖 (𝑖𝑖 = 1, 2 and 3) include the weighted 
standard deviation of the L-coefficient of variation (𝐻𝐻1), L-skewness (𝐻𝐻2) and L-kurtosis (𝐻𝐻3). 
These values were derived using 2000 Monte Carlo simulations for each of the five regions. The 
outcome of these analyses can be explained in three different ways based on 𝐻𝐻𝑖𝑖 values. A region 
can be defined as ‘acceptably homogeneous’ if 𝐻𝐻𝑖𝑖 < 1, ‘possibly homogeneous’ if 1 < 𝐻𝐻𝑖𝑖 < 2 
and ‘definitely heterogeneous’ if 𝐻𝐻𝑖𝑖 > 2. 
After verifying the statistical homogeneity of all delineated regions, the next step was to 
select an appropriate regional distribution for each homogeneous region from suitable candidate 
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distributions to develop regional growth curves. A regional growth curve represents a 
dimensionless relationship between the frequency and magnitude of selected precipitation 
extremes. The frequency distributions considered include the Generalized Extreme Value (GEV), 
Generalized Logistic (GLO), Generalized Pareto (GPA), Pearson Type-III (PE3), Generalized 
Normal (GNO), and Wakeby, which are commonly used for frequency analysis of hydro-
climatic extremes. The Z test developed by Hosking and Wallis (1997) was used to pick the most 
appropriate regional distribution. 
After selecting an appropriate regional distribution for modeling precipitation extremes for 
each duration considered, comparisons of 2-, 5-, 10-, 25-, and 50-yr return values of 6-, 12-, and 
24-h precipitation extremes obtained from observations and NCEP-driven RCM simulations 
were carried out in a RFA setting to evaluate performance of various RCMs. This was followed 
by an assessment of boundary forcing errors by comparing directly return values derived from 
NCEP-driven and AOGCM-driven RCM simulations. Though possible, the impact of two 
different AOGCMs driving the same RCM was not explicitly evaluated. The at-site (grid-point 
level) return values of precipitation extremes were computed by multiplying regional growth 
factors, derived from respective observed (model simulated) regional growth curves, with 
respective at-site (grid-point based) mean value of extremes. For regional return values, the 
regional growth factors were multiplied with the respective regionally-averaged at-site (grid-
point based) mean value of extremes. For deriving an ensemble-averaged regional return value, 
the same procedure was used but using ensemble-averaged growth factors and regionally 
averaged mean values of extremes. Though this procedure is consistent with those used in 
Mladjic et al. (2011), Monette et al. (2012), and Khaliq et al. (2014, 2015), other variations of the 
same procedure are also possible. 
4.3.4 Projected changes to precipitation extremes 
Projected changes to precipitation extremes of 3-, 6-, 12-, 24, and 48-h durations were 
assessed by comparing the return values, corresponding to selected return periods, derived from 
current and future period simulations of 11 RCM_AOGCM combinations (Table 4.1). To assess 
statistical significance of projected changes in return values at the regional level, confidence 
intervals were developed for current and future periods using the nonparametric vector bootstrap 
resampling method (Efron and Tibshirani 1993; Khaliq et al., 2009). In addition to the effect of 
limited sample size, this method takes care of the first-order spatial correlations, which are 
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present within most gridded datasets, on estimates of confidence intervals. For each 
RCM_AOGCM combination and region, one thousand resamples were considered to construct 
confidence intervals for various return values using the standard error-based approach from Hall 
et al. (2004) and assuming 5% significance level. For each region and precipitation duration, 
these confidence intervals were developed first for dimensionless return values (i.e. regional 
growth factors) which were then multiplied by the regional mean value of extremes to get the 
desired intervals. An additional description of this approach can be found in the reference quoted 
above and also in Mladjic et al. (2011). For a given RCM_AOGCM combination, if the current 
and future period confidence intervals did not overlap then it was an indication that the projected 
change from current to future climate conditions could be considered statistically significant. For 
the ensemble-average case, a similar assessment was carried out using the error analysis 
approach from Bevington and Robinson (2002). 
 In the event that sub-hourly precipitation extremes, which are highly desirable for many 
engineering applications (such as designing urban drainage infrastructure; Haddad and Rahman, 
2014), were not available from NARCCAP RCMs, the authors attempted to fill that gap by 
referencing the scaling behaviour of precipitation intensities (i.e. precipitation expressed as 
precipitation rate in mm/h) of 2-, 5-, 10-, 25-, and 50-yr return periods with the corresponding 
durations (in hours) of precipitation extremes. More explicitly, by scaling behavior we mean that 
return values of precipitation intensities for a given return period corresponding to a specific 
number of precipitation durations are functionally related. It is important to mention that some 
form of scaling behavior was noticed for Environment Canda’s intensity-duration-frequency 
curves for the majority of the 520 stations included in their engineering climate stations (i.e. 
DS2). In this study, the scaling behaviour of precipitation intensities was characterized by a 
simple relationship of the form 𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑥𝑥 + 𝑐𝑐𝑥𝑥2, where y is the natural logrithm of  
precipitation intensity (mm/h), x is the natural logarithm of precipitation duration (h) and a, b 
and c are the coefficients, estimated using the least squares algorithm. When the third term is not 
valid, the above relationship reduces to a linear form within the log-log domain and was found 
suitable for many stations from DS2, but not for all. Consequently, the former relationship was 
found more inclusive and applicable for all stations. The scaling relationship was first validated 
for both observed and RCM_NCEP simulated return values to support the hypothesis and then 
similar relatiosnhips were developed separately for current and future period simulated return 
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values of 3-, 6-, 9-, 12-, 15-, 18-, 24-, 36-, and 48-h precipitation durations. The 9-, 15-, 18-, and 
36-h durations were additionally considered in order to develop robust relationships by having 
additional sample points. Due to the high uncertainty associated with the true form of the scaling 
relationship for precipitation durations smaller than 3-hours for all RCM_NCEP and 
RCM_AOGCM simulations due to unavailability of relevant sub-hourly datasets and because of 
the very different behaviour of extrapolated return values following the scaling relationships, a 
quantile mapping approach (Boé et al., 2007) was used to estimate expected return values of 5-, 
10-, 15-, 30-, and 60-min precipitation durations from 6-, 12- and 24-h return values separately, 
and then taking an average. Three separate precipitation durations were considered to avoid the 
influence of a single duration on the expected return values. The estimated return values for 
current and future periods were used to develop projected changes. 
 
4.4 Results and discussion 
In this section, first the results of the statistical homogeneity analysis of predefined soft 
regions are presented followed by validation of NARCCAP RCMs. The validation of RCMs is 
essential in order to have confidence in their ability to simulate the characteristics of 
precipitation extremes for a chosen reference historical period. This is followed by the results of 
projected changes to short- and long-duration (ranging from minutes to several hours) 
precipitation extremes. It is important to note that in some cases detailed results and graphical 
outputs are presented only for selected RCM_NCEP and RCM_AOGCM simulations, as it was 
difficult to accommodate all plots corresponding to multiple simulations for multiple 
precipitation durations and for multiple return values in this article due to space constraints. For 
these cases, results are summarized only and detailed results are available from the authors on 
request. 
4.4.1 Delineation and validation of homogeneous regions 
As mentioned in the methodology section, five homogeneous precipitation fuzzy regions 
were adapted from the work of Asong et al. (2014, 2016), who delineated these regions for the 
same study area. In a given fuzzy soft region, sites from neighbouring regions are allowed to 
have a partial membership. However, for the application of the RFA approach, contiguous 
homogeneous regions are required and partial representation of sites from neighbouring regions 
is difficult to manage. Therefore, in this study, the five fuzzy regions were hardened based on the 
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spatial patterns of mean values of seasonal daily precipitation extremes through a trial and error 
approach. After delineating contiguous regions from fuzzy regions, testing of statistical 
homogeneity of contiguous regions was carried out using L-moment ratio based regional 
homogeneity tests developed by Hosking and Wallis (1997), and described in the methodology 
section. This testing was performed using single- and multiday (i.e. 1-, 2- and 3-day) extremes 
from DS1 and 5-, 10-, 15-, 30-, 60-min, 2-, 6-, 12-, and 24-h extremes from DS2. Based on the 
homogeneity criteria 𝐻𝐻1, 𝐻𝐻2 and 𝐻𝐻3 for precipitation extremes corresponding to most of the 
above mentioned durations, all five regions were found acceptably homogeneous. On the basis of 
these results, the five delineated contiguous regions shown in Figure 1 were considered for the 
various regional frequency analyses reported in this paper. 
The next task was to select an appropriate regional frequency distribution for each of the 
five regions to develop regional growth curves. For this purpose, observed seasonal precipitation 
extremes were employed and the Z test devised by Hosking and Wallis (1997) was used to pick 
the most appropriate regional distribution from the GEV, GLO, GPA, PE3, GNO, and Wakeby 
distributions. Multiple candidates (i.e. GEV, PE3 and GNO) were found equally suitable for 
most of the regions and precipitation durations. It is important to mention that the distribution of 
annual or seasonal maxima of the variable of interest asymptotically converges to the GEV 
distribution (Coles, 2001). Based on this theoretical reasoning and the empirical support 
provided by the Z test, the GEV distribution was selected for modeling regional growth curves of 
observed precipitation extremes and the same GEV distribution was also used to model regional 
growth curves for RCM_NCEP and RCM_AOGCM current and future period simulated 
extremes, however, with parameters re-estimated for each case considered. This choice is also 
consistent with Environment Canada’s choice of the Gumbel distribution, which is a special case 
of the GEV distribution, for single-site frequency analysis. 
4.4.2 Validation of RCMs 
The performance errors of RCMs, i.e. due to errors in the internal dynamics and physics of 
each RCM (e.g. Sushama et al., 2006), were assessed by comparing 2-, 5-, 10-, 25-, and 50-yr 
return values of 6-, 12- and 24-h extremes derived from NCEP-driven RCM simulations to those 
derived from observed data (DS2) within the RFA framework. It should be noted that this 
comparison was feasible only for the above mentioned precipitation durations due to data 
unavailability (i.e. model-simulated precipitation extremes for smaller than 3 hour durations and 
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observed extremes for 3 hour and longer than 24 hour durations were not available). First a 
comparison of station-based return values was performed with the grid-cell-based return values 
(both derived within a RFA setting) through scatterplots and then a quantitative evaluation was 
carried out at the level of individual regions. The scatterplot comparisons for each of the five 
regions are shown in Figure 4.2 for MM5I and WRFG only and show a good correspondence 
between observed and simulated return values. Similar, but somewhat different results were 
noticed for other RCMs (i.e. CRCM and HRM3 generally underestimated and ECP2 and RCM3 
generally overestimated observed return values; see Appendix C.1). The comparison between 
ensemble averaged simulated return values and those observed is shown in Figure 4.3 for all 
regions. It was found that over- or underestimation of return values was considerably reduced 
compared to those of individual RCMs. This can also be verified by comparing Figures 4.2 and 
4.3. 
The quantitative assessment of performance errors in regional return values showed 
significant overestimation of observed return values by ECP2 and RCM3 respectively in the 
range of 26 to 55% and 23 to 42% for the entire study domain. Compared to this, CRCM and 
HRM3 resulted in the underestimation of various return values respectively in the range of -31 to 
-24% and -31 to -18% for all regions. For the other two models (i.e. MM5I and WRFG), domain-
averaged performance errors were found respectively in the range of -9 to -8% and -19 to -16%. 
It is important to note that return values associated with longer return periods were over- or 
under-estimated by larger relative differences by all models and for all regions compared to the 
return values associated with short return periods. With respect to comparisons across regions, 
the performance of models is relatively poor for region R2 and R4 and occasionally so for region 
R3. For these three regions, overestimation up to 91%, and underestimation up to -38% was 
noticed specifically for 6-h precipitation return values. It is important to note that grid-point 
based precipitation simulated by RCMs exhibit characteristics of areal average precipitation 
compared to point observations which thus tend to have larger values and shorter durations than 
the areal average. Apart from this explanation, which is supported by some RCM simulations, 
the precise physical reasons for over- or underestimation by an individual RCM outcome may 
depend on model formulation and parameterization schemes of the respective RCM, which 
require separate in-depth analysis and, therefore, lie outside the scope of this study. 
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Figure 4.2: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and (a) MM5I_NCEP and (b) 
WRFG_NCEP simulated return levels of 6-, 12-, and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. 
102 
 
M
od
el
 si
m
ul
at
ed
 re
tu
rn
 le
ve
l (
m
m
) 
Region R1 Region R2 Region R3 Region R4 Region R5 
     
     
     
 At-site return level (mm) 
Figure 4.3: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and ensemble-averaged 
RCM_NCEP simulated return levels of 6-, 12-, and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. 
Regardless of region and duration of precipitation, relative differences between ensemble-
averaged regional return values for the NCEP-driven RCM simulations and those observed were 
found in the -28 to 15% range for 50-yr return period followed by -27 to 13% range for 25-yr, -
26 to 12% range for 10-yr, -24% to 12% range for 5-yr, and -23 to 12% range for 2-yr return 
period. Irrespective of return period and precipitation duration, relative differences between 
ensemble-averaged and observed regional return values were found in the -21 to 1% range for 
region R1, -24 to -9% range for region R2, -2 to 12% range for region R3, -21 to -2% range for 
region R4, and -23 to -7% range for region R5. For the ensemble averaged case, the performance 
errors were much smaller (in absolute terms) than those reported above. 
The lateral bounding forcing errors were evaluated by comparing return values from 
NCEP- and AOGCM-driven simulations for the 1981–2000 period. For regions R1 to R5, 
irrespective of return periods and precipitation durations, average relative differences between 
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return values of NCEP- and AGOGCM-driven simulations were found in the -28 to -24% range 
for CRCM_CCSM, in the -15 to -13% range for CRCM_CGCM3, in the 17 to 22% range for 
HRM3_GFDL, in the 24 to 30% range for HRM3_HadCM3, about -10% for MM5I_CCSM, in 
the 5 to 9% range for MM5I_HadCM3, in the 0 to 2% range for RCM3_CGCM3, in the -1 to 2% 
range for RCM3_GFDL, in the -14 to -12% range for WRFG_CCSM, about -21% for 
WRFG_CGCM3, and in the -6 to -4% range for ECP2_GFDL. Comparison of results from RCM 
performance errors and lateral boundary forcing errors presented above suggests that boundary 
forcing errors are much smaller than performance errors for CRCM, ECP2 and RCM3, and are 
of the same magnitude for HRM3, MM5I and WRFG. Overall, the performance errors appeared 
to be larger than the boundary forcing errors for the study area as a whole. 
4.4.3 Projected changes to precipitation extremes 
Projected changes to precipitation extremes were explored at the levels of individual grid 
points and individual regions by comparing return values derived from RCM_AOGCM 
simulations for the future 2041–2070 period with respect to the current 1971–2000 period. 
Figure 4.4 shows projected changes in precipitation extremes at the grid-point level for two 
RCM_AOGCM combinations (i.e. CRCM_CCSM and MM5I_CCSM) due to space limitations 
(see Appendix C.2 for the results of other RCM_AOGCM combinations). Ensemble-averaged 
changes are provided in Figure 4.5 to provide an overall view. It can be noticed from these 
figures that positive changes for the majority of the grid points are associated with return values 
of 3- and 6-h extremes. Comparatively, positive (negative) changes become less (more) wide-
spread with return values of 24- and 48-h extremes. In the case of the ensemble average (Figure 
4.5), the changes are mostly positive and lie within the 0–20% range for 24- and 48-h extremes 
and within a wider range of 0–40% for 3- and 6-h extremes for most of the study area. Although 
these figures provide more detailed spatial information about changes, the sporadic behavior of 
spatial patterns substantially reduces the robustness of the derived changes. Therefore, to 
circumvent this situation and to derive a robust and practically more useful signal, we developed 
changes at the scale of the five regions discussed earlier. Figure 4.6 shows projected changes in 
2-, 5-, 10-, 25-, and 50-yr return values of 3-, 6-, 12-, 24-, and 48-h precipitation extremes at the 
regional scale for each of the 11 RCM_AOGCM combinations. This figure provides a clear 
signal and suggests an increase in extreme values under future climate for most precipitation 
durations and range of return periods considered, although some conflicting changes can also be 
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noted for certain RCM_AOGCM combinations. In general, the maximum projected increase in 
return values is simulated by WRFG_CGCM3 for most of the regions except region R4 where 
the maximum increase is simulated by HRM3_GFDL for most of the precipitation durations. 
Decreases in return values, which are around -10%, are simulated by ECP2_GFDL for region R4 
and slightly smaller changes (0 to -5%) by CRCM_CCSM for few other regions. A comparison 
of projected changes from the same RCM driven by two different AOGCMs (Figure 4.6) 
indicates considerable influence of the driving AOGCM on the magnitude of the projected 
change. These results support the necessity of using several AOGCMs at the boundaries to 
address uncertainties associated with the driving fields. A similar comparison of projected 
changes from different RCMs driven by the same AOGCM supports the use of the multi-RCM 
ensemble. 
 As mentioned earlier, ensemble averaged changes may perhaps provide a better signal than 
the individual RCM values. Therefore, ensemble-averaged projected changes in return values are 
also shown in Figure 4.6. In general, larger increases in return values are found for longer return 
periods (e.g. 50-yr). Ensemble-averaged changes are found to lie within the 6–23% range for all 
durations and return periods considered and are shown in Figure 4.6. However, irrespective of 
precipitation durations and return periods considered, region R2 is associated with larger changes 
in precipitation extremes and region R4 with smaller changes. Regardless of return period and 
duration of precipitation, the ensemble-averaged projected changes in return values are found in 
the range of 11–19% for region R1, 14–23% for region R2, 12–20% for region R3, 6–15% for 
region R4, and 8–17% for region R5, respectively. 
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Figure 4.4:  Projected changes (in %) in selected grid-point based return levels of 3-, 6-, 12-, 24-
, and 48-h precipitation extremes as simulated by (a) CRCM_CCSM and (b) MM5I_CCSM for 
the 2041–2070 period with respect to the 1971–2000. 
106 
 
 Return period 
 2-yr 5-yr 10-yr 25-yr 50-yr  
3-
h 
     
 
 
 
 
6-
h 
     
12
-h
 
     
24
-h
 
     
48
-h
 
     
Figure 4.5: Ensemble-averaged projected changes (in %) in selected grid-point based return 
levels of 3-, 6-, 12-, 24-, and 48-h precipitation extremes for the 2041–2070 period with respect 
to the 1971–2000. 
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Figure 4.6: Projected changes (in %) in selected regional return levels of 3-, 6-, 12-, 24-, and 48-
h extremes simulated by 11 RCM_AOGCM combinations for the 2041–2070 period with respect 
to the 1971–2000. Ensemble-averaged change is shown using red circle. 
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Analysis of significance of projected changes was performed as described in the 
methodology section. For all RCM_AOGCM combinations, comparisons between current and 
future period confidence intervals for all return periods and precipitation durations were 
performed individually and the percentage number of cases, where the confidence intervals did 
not overlap for the 11 combinations of current and future period simulations is given in Table 4.2 
with respect to the return period considered. These results suggest statistically significant 
changes for nearly all regions, durations and return periods. For longer return periods, the 
percentage number is slightly less than 100% for some RCM_AOGCM combinations (Table 
4.2). Only the RCM3_GFDL combination shows completely insignificant changes for region R4 
for all return periods and the ECP2_GFDL combination for region R1 and R2 for some return 
periods. In the ensemble-averaged case, projected changes were found statistically significant for 
all regions, except region R4 where a slightly weaker signal was realized. 
Since it was not possible to derive changes to return values of hourly and sub-hourly 
precipitation extremes directly based on the available simulations from the NARCCAP, the 
authors developed these changes based on the quantile mapping approach inspired by the scaling 
behavior of precipitation extremes. Therefore, before presenting projected changes to return 
values of hourly and sub-hourly precipitation extremes, it is useful to firstly explore the scaling 
behavior of observed extremes and their validation. For nine selected stations from regions R1 to 
R5 and based on DS2, observed return values of 2-, 5-, 10-, 25-, and 50-yr return periods were 
estimated for precipitation durations ranging from 5-min to 24-h and the resulting scaling 
behaviors are displayed in Figure 4.7. It is obvious from this figure that various return values 
scale within the log-log domain in both a linear and nonlinear manner, depending upon the 
station and return period. A similar investigation was also carried out for observed regional 
return values for R1 to R5 regions. The results of this investigation are shown in Figure 4.8 and 
the plots seem to support linear (non-linear) scaling relationships within the log-log domain for 
regions R1 and R4 (R2, R3 and R5). In general, return values corresponding to longer return 
periods (e.g. 50-yr) tend to follow nonlinear relationships. In most cases, the goodness-of-fit 
measure 𝑅𝑅2 values were found close to 0.99. As the return values for RCM_NCEP simulations 
could not be obtained for precipitation durations smaller than 3-h due to  data unavailability 
constraints, we evaluated the scaling hypothesis based on return values of 3-, 6-, 9-, 12-, 15-, 18-, 
24-, 36-, and 48-h durations. 
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Table 4.2: Percentage of 95% confidence interval comparisons wherein changes in 2-, 5-, 10-, 
25-, and 50-yr regional return levels of 3-, 6-, 12-, 24-, and 48-h precipitation extremes were 
found statistically significant. 
RCM_AOGCM Region R1 Region R2 Region R3 
 Return period (years) Return period (years) Return period (years) 
 2 5 10 25 50 2 5 10 25 50 2 5 10 25 50 
CRCM_CCSM 100 100 100 100 100 60 60 60 60 60 40 60 60 60 60 
CRCM_CGCM3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 60 
ECP2_GFDL 100 100 20 0 0 100 100 100 0 0 100 100 100 100 40 
HRM3_GFDL 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
HRM3_HadCM3 100 100 100 100 100 100 100 100 100 100 100 100 100 0 0 
MM5I_CCSM 100 100 100 80 80 100 100 100 100 100 100 100 100 80 80 
MM5I_HadCM3 100 100 100 100 60 100 100 100 100 100 100 100 100 100 100 
RCM3_CGCM3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
RCM3_GFDL 100 100 100 100 40 100 100 100 100 100 100 100 100 100 100 
WRFG_CCSM 100 100 100 100 100 100 100 100 100 60 100 100 100 100 60 
WRFG_CGCM3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
ENSEMBLE 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 
 
Table 4.2 Contd. 
 
 Region R4 Region R5 
 Return period (years) Return period (years) 
 2 5 10 25 50 2 5 10 25 50 
CRCM_CCSM 60 60 60 60 60 60 60 60 60 60 
CRCM_CGCM3 100 100 100 100 80 100 100 100 100 100 
ECP2_GFDL 100 100 100 20 100 80 60 40 0 0 
HRM3_GFDL 100 100 100 100 100 100 100 100 100 100 
HRM3_HadCM3 100 100 80 40 20 40 100 100 40 20 
MM5I_CCSM 60 80 60 60 20 80 100 60 40 40 
MM5I_HadCM3 100 100 100 80 60 100 100 100 100 100 
RCM3_CGCM3 100 100 100 20 100 100 100 100 100 100 
RCM3_GFDL 0 0 0 0 0 60 60 40 0 0 
WRFG_CCSM 100 100 100 100 60 100 100 100 40 40 
WRFG_CGCM3 100 100 100 100 80 100 100 100 100 100 
ENSEMBLE 80 100 80 80 80 100 100 100 100 100 
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Figure 4.7: Observed precipitation intensity-duration-frequency plots (symbols) for nine 
selected sites from R1 to R5 regions based on precipitation extremes of 5-, 10-, 15-, 30-, 60-min, 
2-, 6-, 12-, and 24-h durations (shown along the x-axis) from the engineering climate stations 
dataset (DS2). Scaling relationships (lines) estimated using the least-squares algorithm for each 
return period are also plotted and the corresponding coefficient of determination (i.e. 𝑹𝑹𝟎𝟎) values 
are shown  as well. 
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Figure 4.8: Same as in Fig. 4.7 but for observed regional precipitation intensity-duration-
frequency plots (symbols) for regions R1 to R5. 
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Figure 4.9: RCM3_NCEP simulated regional precipitation intensity-duration-frequency plots 
(filled symbols) for regions R1 to R5 based on precipitation extremes of 3-, 6-, 9-, 12-, 15-, 18-, 
and 24-h durations (shown along the x-axis). Linear and non-linear scaling relationships (colored 
solid lines) estimated using the least-squares algorithm and the corresponding coefficient of 
determination (i.e. 𝑹𝑹𝟎𝟎) values are shown in each panel first for the linear case and then for the 
nonlinear case in brackets. Trajectories of extrapolated linear (solid blue lines) and nonlinear 
(dotted blue lines) relationships for each return period are also plotted. Estimated return levels 
based on the quantile mapping approach are shown using corresponding unfilled symbols for 2-, 
5-, 10-, 25, and 50-yr return periods. 
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Figure 4.10: Projected changes (in %) in selected regional return levels of 5-, 10-, 15-, 30-, and 
60-min extremes simulated by 11 RCM_AOGCM combinations for the 2041–2070 period with 
respect to the 1971–2000. Ensemble-averaged changes are shown using red circles. 
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Figure 4.9 shows plots of various return values (filled symbols) along with the fitted 
relationships (solid black, red, orange, green, and violet lines) for the RCM3_NCEP simulation. 
For consistency with Figure 4.7 and 4.8, return values for 36- and 48-h durations were not 
plotted in Figure 4.9. It is obvious from Figure 4.9 that the model-simulated return values also 
strongly support the scaling relationship. Similar results were noted for other RCM_NCEP 
simulations. However, it is not clear how the models would behave for unavailable sub-hourly 
extremes. Extrapolated trajectories of both linear (solid blue lines) and nonlinear (dotted blue 
lines) scaling relationships are also shown in Figure 4.9. These relationships are very different 
from each other and therefore would lead to very different extrapolated return values based on 
merely scaling relationships. The same observation was also found applicable for other 
RCM_NCEP simulations. Given this high level of uncertainty and to come up with a reasonable 
solution, we derived quantile mapping relationships from observed extremes for each of the five 
regions separately and those in turn were used to estimate expected return values of sub-hourly 
precipitation extremes. Sub-hourly return values were estimated by averaging estimates obtained 
from 6-, 12- and 24-h quantile mappings. These estimated return values are also shown in Figure 
4.9 for RCM3 (unfilled symbols). Like this RCM, other RCMs also showed different scaling 
behaviors for different return periods and regions (see Appendix C.3); some of these were 
similar to the linear behavior while others showed deviations from this behavior. Almost similar 
results were also noted for RCM_AOGCM current and future period simulations (see Appendix 
C.4). Based on the above discussed results, current and future period return values for 
unavailable precipitation durations (i.e. 5-, 10-, 15-, 30-, and 60-min) were estimated, which in 
turn were used to develop projected changes to various return values. Figure 4.10 shows 
projected changes in various return values of hourly and sub-hourly precipitation extremes. For 
all simulations and regions, the percentage increase or decrease in return values is relatively 
larger than that presented in Figure 4.6. Larger projected changes in return values are simulated 
by WRFG_CGCM3 for regions R1, R2, R3 and R5 and by HRM3_GFDL for region R4. 
Decreases in return values, which are around -6%, are simulated by ECP2_GFDL, mainly for 
region R4. The range of ensemble-averaged changes for all durations and return periods is 15–
23% for region R1, 18–25% for region R2, 16–18% for region R3, 11–17% for region R4, and 
14–18% for region R5.  
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4.5 Conclusions 
From the various analyses presented in this paper, the following main conclusions were 
reached: 
1. The study area (i.e. the Alberta, Saskatchewan and Manitoba Provinces of Canada) selected 
for this study was divided previously into five climatically homogeneous precipitation fuzzy 
regions by Asong et al. (2014, 2016). These regions were adopted for this study after 
constraining them to form contiguous regions. These regions were also found statistically 
homogeneous based on characteristics of short- and long-duration precipitation extremes 
used in the study. This verification of climatic regions facilitated RFA of precipitation 
extremes for each of the five regions. To model precipitation extremes corresponding to 
various durations, the GEV, PE3 and GNO distributions were found equally suitable. Based 
on theoretical considerations and empirical evidence provided by goodness-of-fit statistical 
tests, the GEV distribution was selected for developing frequency-magnitude relationships at 
the regional, grid-cell level and local scales for both observed and RCM simulated extremes. 
2. Comparison of 2-, 5-, 10-, 25-, and 50-yr return values, derived from NCEP-driven RCM 
simulations with those derived from observed precipitation extremes for the 1981–2000 
period, showed an underestimation by most of the models (i.e. CRCM, HRM3,  MM5I and 
WRFG), except ECP2 and RCM3, which produced overestimated return values for longer 
return periods, with increasingly larger differences for long-duration precipitation extremes. 
Among all RCMs, the return values simulated by MM5I (followed by WRFG) were found to 
be quite close to the return values derived from observed data. Overall, the performance 
errors were much smaller for the ensemble-averaged case than that for individual RCMs. 
Overall, the lateral boundary forcing errors, which were obtained by comparing return values 
from NCEP- and AOGCM-driven simulations for the 1981–2000 period, were found smaller 
than performance errors. 
3. The projected changes to 2-, 5-, 10-, 25-, and 50-yr return values of 3-, 6-, 12-, 24-, and 48-h 
precipitation extremes developed for the 2041–2070 period with respect to the 1971–2000 
period were mostly positive and were found as high as 50% for some RCM_AOGCM 
combinations and regions. Comparatively, ensemble-averaged changes were found to lie 
within the 6–23% range for all durations and return periods considered. Irrespective of 
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precipitation durations and return periods, region R2 (southeastern part of the study area) was 
associated with relatively larger projected changes and region R4 (southwestern part of the 
study area) with smaller changes. Overall, for 3- and 6-h extremes, the projected changes 
were found within the 10–23% range and within the 6–18% range for 24- and 48-h extremes. 
It is noteworthy to mention that most of these projected changes for the future period were 
found statistically significant for all regions and most of the precipitation durations and 
return periods considered. 
4. The NARCCAP RCM simulations did not permit direct estimation of various return values 
of hourly and sub-hourly (i.e. 5-, 10-, 15-, 30-, and 60-min) precipitation extremes. 
Therefore, the authors filled this gap by estimating selected return values of hourly and sub-
hourly precipitation extremes following the quantile mapping approach inspired by the 
scaling behavior of 3-, 6-, 9-, 12-, 15-, 18-, 24-, 36-, and 48-h precipitation extremes noted in 
both NCEP- and AOGCM-driven RCM simulations. Projected changes in return values of 5-, 
10-, 15-, 30-, and 60-min precipitation extremes were developed for all RCM_AOGCM 
current and future period simulation pairs. Considering the ensemble averaged case, 
maximum increases of the order of 25% were found for 60-min precipitation extremes in 
region R2 and minimum increases of the order of 12% for 5-min precipitation extremes in 
region R4, with intermediate results for the remainder of the regions. As mentioned above, 
one should bear in mind that these changes were developed based on the quantile mapping 
approach rather than original model simulated return values and therefore, they need to be 
evaluated carefully for applications in high value projects. 
Finally, it is worth mentioning that projected changes in the magnitude of short-duration 
(ranging from minutes to a few hours) extremes are highly important in ensuring proper 
functioning of urban drainage infrastructure and flood control structures in fast responding areas 
while those in the magnitude of longer duration (ranging from 24- to 48-h) extremes are 
important for water management and storage-related activities. As a word of caution, the results 
presented in this study need to be interpreted carefully due to the various sources of uncertainties 
associated with RCM_AOGCM simulations discussed in the paper. However, the information on 
projected changes will undoubtedly be useful in adaptation related decision-making. 
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CHAPTER 5 
SUMMARY, CONCLUSIONS, AND FUTURE WORK 
5.1 Summary 
It has become unequivocal that climate change resulting from anthropogenic modification 
of the GHG concentration of the atmosphere is projected to continue in the future (IPCC, 2013). 
Changes in climate have been the subject of extensive study considering the impact on 
socioeconomic infrastructure. The primary tools to assess future climate change are the 
Atmosphere-Ocean General Circulation Model (AOGCM) and Regional Climate Model (RCM) 
simulations produced when those models are integrated from the recent past to some time-point 
in the future (IPCC, 2007). Currently, RCMs offer higher spatial resolution than GCMs and can 
therefore represent finer scale features such as complex topography, land use, and cloud cover, 
which are hardly resolved by GCMs. Though the use of a single RCM is not uncommon, 
combinations of results from many RCMs with different boundary forcings can lead to a more 
robust and reliable outcome by reducing sources of uncertainties inherited from the driving 
AOGCM and deficiencies in the parameterization schemes of individual RCMs. The same 
paradigm was adopted in this study. 
This study explored spatial patterns of historical droughts in the Saskatchewan River Basin 
(SRB) and developed projected changes to dry and wet climate extremes over the Canadian 
Prairie Provinces of Alberta, Saskatchewan, and Manitoba as simulated by the North American 
Regional Climate Change Assessment Program (NARCCAP) multi-RCM ensemble. Specific 
objectives of the study were to (1) characterize historical drought events in terms of severity, 
duration, and maximum severity; (2) analyze drought characteristics within the framework of a 
changing climate; and (3) develop projected changes to short- and long-duration precipitation 
magnitude-frequency relationships within the framework of regional frequency analysis (RFA) 
approach.  
Droughts are considered to be multifaceted extreme events that can inflict considerable 
damage to water resources and agriculture. An understanding of spatial and temporal 
characteristics of historical droughts is needed to mitigate the harmful effects of droughts on 
communities. The first objective was focused on the SRB which is currently experiencing huge 
water demands due to increased usage of water for agriculture, industrial, and domestic purposes. 
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Recently, the SRB has drawn global attention due to challenging water related issues, and it is 
now one of the 10 GEWEX (Global Energy and Water Exchanges) Regional Hydroclimate 
Projects in the world. The behavior of meteorological droughts was investigated at the level of 
13 watersheds that represent natural subdivisions of the SRB. Conventional univariate and newly 
emerging copula-based bivariate frequency analyses were used to characterize historical drought 
events in terms of drought severity, duration, and maximum severity on the basis of Standardized 
Precipitation Index (SPI) and Standardized Precipitation Evapotranspiration Index (SPEI). The 
use of both SPI and SPEI helped understand the influence of temperature in defining drought 
events. 
As climate change is an ongoing process, it is relevant to study how climate change will 
impact characteristics of dry and wet extremes in a future climate. The second objective of the 
study was achieved using the NARCCAP multi-RCM ensemble simulations for the Canadian 
Prairie Provinces of Alberta, Saskatchewan, and Manitoba at the level of 15 regions the study 
area was divided into. These regions were validated through conventional univariate and newly 
emerging bivariate homogeneity testing approaches. After identifying drought events based on 
SPI and SPEI, drought characteristics were modelled using the univariate RFA approach and 
copula-based multivariate approaches. Both bi- and trivariate frequency analyses were performed 
to study projected changes in drought characteristics. 
As mentioned above, to achieve the second objective, the impacts of climate change on dry 
extremes were analyzed. However, the study area is also prone to heavy precipitation events 
triggered by convective activity leading to occasional flooding. Therefore, impacts of climate 
change to wet extremes were also analyzed to achieve the third objective of the study. In this 
analysis, seasonal (April-October) precipitation extremes of 3-, 6-, 12-, 24-, and 48-h duration 
were employed and return levels corresponding to 2-, 5-, 10-, 25-, and 50-yr return periods were 
studied. For the calculation of return levels, a RFA approach was used. This approach was used 
since it can address the impact of deficiencies originating from small samples on the estimated 
return levels. This rational of the RFA approach was appealing because the maximum sample 
size of extremes employed in this study consisted of just 30 extreme values. 
 
5.2 Conclusions 
The research reported in this thesis led to the following main conclusions: 
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• The analysis of spatial patterns of drought severity and duration showed that the southern 
parts of the SRB and the areas surrounding the Alberta-Saskatchewan border have 
experienced intense droughts, historically. The magnitudes of drought severity and duration 
were found largely consistent, that is, drought events of higher severity normally last longer 
and milder droughts are shorter in duration. For the historical climate, the inclusion of 
temperature in the SPEI drought index for delineating drought-sensitive regions showed little 
effect on drought characteristics. However, predicted increases in future temperatures are 
expected to play an important role in drought analysis and, therefore, the SPEI was retained 
for the analysis of projected changes to drought characteristics part of the study. 
• The results of the bivariate frequency analyses suggested that the western parts of the North 
Saskatchewan River watershed, a major portion of the Red Deer River watershed, and almost 
the entire southern part of the SRB are associated with larger values of joint occurrence 
probability of drought severity and duration exceeding their corresponding thresholds at the 
same time. Compared to this, eastern parts of the North Saskatchewan River, the 
Saskatchewan River, and the Carrot River watersheds were found to be associated with 
smaller values of the same joint occurrence probability, suggesting a low risk of droughts in 
these areas. 
• To facilitate future drought risk analysis, the study area was divided into 15 geographic 
regions and the statistical homogeneity of these regions was verified based on univariate and 
bivariate homogeneity analysis approaches. Based on the results of bivariate homogeneity 
analysis approach, it was found that all regions could be considered homogeneous, a result 
which was not supported by the univariate approach with equal strength. The latter approach 
flagged a few regions as possibly heterogeneous, particularly in the case of drought duration. 
Thus, the results of this study highlight the importance of testing a region based on the 
multivariate criterion and not just the univariate criterion often used in homogeneity testing 
related studies in different parts of the world.  
• Most of the RCM_AOGCM simulations considered in the study projected an increase in 
mean drought severity for the southern parts of the study area, while some model 
combinations projected increases for the entire study area. Though similar results were found 
in the case of return levels of drought severity and duration for the southern regions, some 
differences were noted between models and between different return periods considered. 
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Comparison of analyses based on both SPI and SPEI revealed that the effect of temperature 
in drought characterization is very important for future drought risk assessment in this region. 
Similar results were realized for the agricultural growing season (May−August), where the 
drought characteristics were projected to increase with relatively higher margins. 
• In an atttempt to delineate drought sensitive regions, projected changes in joint occurrence 
probabilities of drought characteristics for bi- and trivariate analyses were spatially mapped 
over the study area. According to this evaluation, central and southern regions were found to 
be highly drought vulnerable compared to northern regions, which were associated with less 
frequent droughts in the future, with some differences noted between the bi- and trivariate 
cases and the drought indices considered. According to the current investigation, multivariate 
joint occurrence probabilities from the multivariate analyses can predict drought probability 
more objectively and comprehensively than the univariate approach. 
• Projected changes to regional return levels of 3-, 6-, 12-, 24-, and 48-h seasonal (April–
October) precipitation extremes were found mostly positive and were as high as 50% for 
some simulations and regions. Compared to this, ensemble-averaged changes were found to 
lie between 6 and 23% for the above mentioned precipitation durations and 2-, 5-, 10-, 25-, 
and 50-yr return levels. Irrespective of precipitation duration and return period, the 
southeastern part of the study area was associated with much larger projected changes than 
the southwestern part of the study region. Most of the projected changes for the future period 
were found statistically significant based on the results obtained with the nonparametric 
vector bootstrap resampling method, which is generally considered more suitable for 
spatially correlated datasets, such as outputs from climate models. 
• As the climate model simulations used in this study did not permit sub-hourly precipitation 
realizations, an attempt was made to estimate return levels of sub-hourly precipitation 
extremes from 6-, 12-, and 24-h return levels following the quantile mapping approach. 
Following this approach, projected changes to precipitation extremes of 5-, 10-, 15-, 30-, and 
60-min durations were developed. Ensemble-averaged projected changes to 2-, 5-, 10-, 25, 
and 50-year return values were found to vary between 12 and 25% for all durations and 
regions. Irrespective of precipitation duration and return period, larger projected changes 
were found in the southeastern part while smaller changes were found in southeastern part of 
the study area. Because of the importance of urban centres in regional socioeconomic 
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acivities, climate change related information for short-duration precipitation extremes is in 
high demand for assessing adequacy of urban drainage infrastructures in a changing climate.  
 
5.3 Future Work 
The current study could be advanced in numerous ways. Some potential avenues are 
discussed below: 
• As the climate change scenarios have shown that hydro-meteorological regimes of a region 
or watershed will likely be modified significantly over the next 50–100 years (IPCC, 2013), a 
future study might consider applying a non-stationary frequency analysis approach using 
much longer, but continuous, simulations than used in this study. 
• Future research could investigate explicitly the impact of wind speed, humidity, solar 
radiation, and soil moisture on drought characterization using more complex potential 
evapotranspiration estimation methods. It is anticipated that the results of such a study will 
hardly change the results of this study but it will be worthwhile to explore this methodology 
in order to ratify general findings of this study. 
• In this study, considerable influence of the driving AOGCM on the magnitude of projected 
changes to dry and wet extremes was noticed. Therefore, the use of a much bigger AOGCM 
ensemble than used in this study at the RCM boundaries would be helpful in addressing the 
uncertainties associated with the magnitude and sign of projected changes. It is hoped that 
the associated computing costs which often restrict such possibilities may reduce over the 
coming years due to advances in the computing power and data storage facilities. 
• Projected changes to sub-hourly extremes were derived using the quantile mapping approach 
after learning from the scaling behavior of extremes of 3-h and higher durations. This 
technique was followed due to unavailability of RCM simulations for durations shorter than 
3-h. Therefore, it would be interesting to evaluate the true behavior of sub-hourly extremes 
when simulations from the same RCMs as used in this study will become available in the 
future. 
• Snow sublimation has been shown to be an important part of water balance in the Canadian 
Prairies where blowing snow sublimation losses have been estimated 15 to 41% of annual 
snowfall (MacDonald et al., 2010) and on average 57 ± 31% of snowfall ablated through the 
winter via some combination of evaporation, sublimation, wind redistribution, or mid-winter 
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melt and infiltration (J. McDonnell 2016, personal communication). Therefore, it would be 
interesting to explore the role of evapo-sublimation of snow for drought risk analysis using 
physically-based hydrological models.  
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APPENDIX A: APPENDICES FOR CHAPTER 3 
A.1 Multivariate L-moments 
Let 𝑋𝑋(𝑗𝑗) be a random variable with distribution function 𝐹𝐹𝑗𝑗, for 𝑗𝑗 = 1,2. By analogy with 
the covariance representation for L-moments, and also by analogy with the central comoments, 
Serfling and Xiao (2007) defined 𝑘𝑘𝜃𝜃ℎ  𝐿𝐿- comoment as follows: 
𝜆𝜆𝑘𝑘[𝑖𝑖𝑗𝑗] = Cov �𝑋𝑋(𝑖𝑖),𝑃𝑃𝑘𝑘−1∗ �𝐹𝐹𝑗𝑗�𝑋𝑋(𝑗𝑗)��� , 𝑖𝑖, 𝑗𝑗 = 1,2 and 𝑘𝑘 = 2,3,⋯ (A1.1) 
where 𝑃𝑃𝑘𝑘∗ is the shifted Legendre polynomial. For example, the 𝑘𝑘𝜃𝜃ℎ 𝐿𝐿- comoment of 𝑋𝑋(1) with 
respect to 𝑋𝑋(2) is: 
𝜆𝜆𝑘𝑘[12] = Cov �𝑋𝑋(1),𝑃𝑃𝑘𝑘−1∗ �𝐹𝐹2�𝑋𝑋(2)��� (A1.2) 
Particularly, the first 𝐿𝐿- comoment elements are (Chebana and Ouarda, 2007): 
𝜆𝜆2[12] = 2Cov �𝑋𝑋(1),𝐹𝐹2�𝑋𝑋(2)�� (A1.3) 
𝜆𝜆3[12] = 6Cov �𝑋𝑋(1), �𝐹𝐹2�𝑋𝑋(2)� − 1/2�2�  
𝜆𝜆4[12] = Cov �𝑋𝑋(1), 20�𝐹𝐹2�𝑋𝑋(2)� − 1/2�3 − 3 �𝐹𝐹2�𝑋𝑋(2)� − 12� + 1�  
which are the 𝐿𝐿- covariance, 𝐿𝐿- coskewness and 𝐿𝐿- cokurtosis, respectively. Therefore, 
𝐿𝐿- comoment coefficients are given by: 
𝜏𝜏𝑘𝑘[12] = 𝜆𝜆𝑘𝑘[12]
𝜆𝜆2
(1) , for 𝑘𝑘 ≥ 3 and (A1.4) 
𝜏𝜏2[12] = 𝜆𝜆2[12]
𝜆𝜆1
(1) , for 𝑘𝑘 ≥ 2  
The matrix Ʌ𝑘𝑘 of the 𝐿𝐿- comoment coefficients is written as: 
Ʌ𝑘𝑘
∗ = �𝜏𝜏𝑘𝑘[𝑖𝑖𝑗𝑗]�𝑖𝑖,𝑗𝑗=1,2 = �𝜏𝜏𝑘𝑘[11] 𝜏𝜏𝑘𝑘[12]𝜏𝜏𝑘𝑘[21] 𝜏𝜏𝑘𝑘[22]� (A1.5) 
Particularly, for 𝑘𝑘 = 2 the 𝐿𝐿- covariation matrix is given by: 
Ʌ2
∗ = �𝜏𝜏2[11] 𝜏𝜏2[12]𝜏𝜏2[21] 𝜏𝜏2[22]� (A1.6) 
According to Serfling and Xiao (2007), the 𝐿𝐿- comoments are similar in structure and behavior 
to the univariate 𝐿𝐿- moments (Hosking and Wallis, 1993) and capture their attractive properties. 
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A.2 Multivariate heterogeneity test 
Chebana and Ouarda (2007) proposed multivariate heterogeneity test which is analogous to 
the statistic given by Hosking and Wallis (1993) for univariate heterogeneity test. According to 
Chebana and Ouarda (2007), the statistic 𝑉𝑉‖.‖ is defined as: 
𝑉𝑉‖.‖ = ���𝑛𝑛𝑖𝑖𝑁𝑁𝑠𝑠
𝑖𝑖=1
�
−1
�𝑛𝑛𝑖𝑖
𝑁𝑁𝑠𝑠
𝑖𝑖=1
‖Ʌ2
∗(𝑖𝑖) − Ʌ2∗���‖2�
1/2
 
(A2.1) 
where ‖. ‖ is the norm of matrix 𝑉𝑉. Ʌ2∗(𝑖𝑖) is the 𝐿𝐿- covariation matrix for site 𝑖𝑖 with  record length 
𝑛𝑛𝑖𝑖, 𝑖𝑖 = 1,⋯ ,𝑁𝑁𝑠𝑠. 
Ʌ2
∗ = ��𝑛𝑛𝑖𝑖𝑁𝑁𝑠𝑠
𝑖𝑖=1
�
−1
�𝑛𝑛𝑖𝑖
𝑁𝑁𝑠𝑠
𝑖𝑖=1
Ʌ2
∗(𝑖𝑖) (A2.2) 
In case of one variable, the statistic 𝑉𝑉‖.‖ reduces to the 𝑉𝑉 statistic of Hosking and Wallis (1993) 
whatever the norm taken. The heterogeneity measure of a set of sites is given by: 
𝐻𝐻‖.‖ = 𝑉𝑉‖.‖ − 𝜇𝜇Vsim𝜎𝜎Vsim  (A2.3) 
where  𝜇𝜇Vsim and 𝜎𝜎Vsim are the mean and standard deviation of the 𝑁𝑁sim values of 𝑉𝑉‖.‖ of 
simulated regions. The Gumbel bivariate copula with the marginal 4-parameter Kappa 
distributions are the bivariate distribution on which the simulations are carried out to compute 
𝜇𝜇Vsim and 𝜎𝜎Vsim. A region is said to be heterogeneous if 𝐻𝐻 is sufficiently large. Hosking and 
Wallis (1997) suggested that a region is considered as “homogeneous” if 𝐻𝐻‖.‖ < 1, “acceptably 
homogeneous” if 1< 𝐻𝐻‖.‖ < 2 and “definitely heterogeneous” if 𝐻𝐻‖.‖ ≥ 2.  
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APPENDIX B: SUPPORTING MATERIALS FOR CHAPTER 3 
B.1 Introduction 
In this supplementary material projected changes to annual precipitation and potential 
evapotranspiration for the future compared to the current climate are presented to support the 
results of projected changes to drought characteristics presented in Chapter 3. The changes in 
precipitation and evapotranspiration are the underlying mechanisms which drive changes to 
drought characteristics. A comparison of Figs. B1 and B2 and Figs. 3.8(a), 3.9(a) and 3.10(a) 
demonstrates that positive changes to drought severity for the future 2041–2070 period appear to 
be driven by increases in the potential evapotranspiration for most of the RCM-AOGCM 
combinations. However, complex interactions between changes in potential evapotranspiration 
and precipitation and the memory effect induced by the time-scale of the drought indices can 
also be noted, particularly for the HadCM3 driven RCMs. Projected changes to the mean annual 
temperature over the study area range from 1 to 3°C. Though there is no direct connection 
between the six-month time scale used in the analysis of drought characteristics and the annual 
time window used in the supplementary material, the results do provide some useful insights as 
to the state of precipitation, evapotranspiration and temperature for the future with respect to the 
current climate.  
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Figure B1: Projected changes (in %) to annual and growing seasonal precipitation as simulated 
by various RCM-AOGCM combinations along with the ensemble averaged values for the 2041-
2070 period with respect to the current 1970-1999 period. 
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Figure B2: Projected changes (in %) to annual and growing seasonal potential 
evapotranspiration as simulated by various RCM-AOGCM combinations along with the 
ensemble averaged values for the 2041-2070 period with respect to the current 1970-1999 
period. 
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APPENDIX C: SUPPORTING MATERIALS FOR CHAPTER 4 
This appendix contains four sections. Section C.1 consists of Figs. C1 and C2 describing 
the comparison of observed and RCM_NCEP simulated return levels of 6-, 12- and 24-h 
seasonal (April to October) precipitation extremes for the current 1981–2000 reference period. 
Section C.2 illustrates the projected changes in selected grid-point based return levels of 
precipitation extremes as simulated by different RCM_AOGCM combinations for the 2041–
2070 period with respect to the 1971–2000 period. Sections C.3 and C.4 contain the 
RCM_NCEP and RCM_AOGCM simulated regional precipitation intensity-duration-frequency 
plots, respectively. 
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C.1 Comparison of observed and RCM_NCEP simulated return levels  
 Region R1 Region R2 Region R3 Region R4 Region R5 
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Figure C1: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and (a) CRCM_NCEP (b) 
ECP2_NCEP simulated return levels of 6-, 12- and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. 
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 Region R1 Region R2 Region R3 Region R4 Region R5 
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Figure C2: Comparison of 2-, 5-, 10-, 25-, and 50-yr observed and (a) HRM3_NCEP (b) 
RCM3_NCEP simulated return levels of 6-, 12- and 24-h seasonal (April to October) 
precipitation extremes for the current 1981–2000 reference period. 
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C.2 Projected changes (in %) in grid-point based return levels 2041-2070 vs 1971-2000 
(a) Return period 
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Figure C3:  Projected changes in selected grid-point based return levels of 3-, 6-, 12-, 24-, and 
48-h precipitation extremes as simulated by (a) CRCM_CGCM3 and (b) ECP2_GFDL.  
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Figure C4: Same as Figure C3 but for (a) HRM3_GFDL and (b) HRM3_HADCM3. 
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Figure C5:  Same as Figure C3 but for (a) MM5I_HADCM3 and (b) RCM3_CGCM3. 
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(a) Return period 
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Figure C6:  Same as Figure C3 but for (a) RCM3_GFDL and (b) WRFG_CCSM.  
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Figure C7:  Same as Figure C3 but for WRFG_CGCM3. 
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C.3 RCM_NCEP simulated regional precipitation intensity-duration-frequency (IDF) plots  
   
  
Figure C8: CRCM_NCEP simulated regional precipitation IDF plots (filled symbols) for 
regions R1 to R5 based on precipitation extremes of 3-, 6-, 9-, 12-, 15-, 18-, and 24-h durations 
(shown along the x-axis). Linear and non-linear scaling relationships (colored solid lines) 
estimated using the least-squares algorithm and the corresponding coefficient of determination 
(i.e. 𝑅𝑅2) values are shown in each panel first for the linear case and then for the nonlinear case in 
brackets. Trajectories of extrapolated linear (solid blue lines) and nonlinear (dotted blue lines) 
relationships for each return period are also plotted. Estimated return levels based on the quantile 
mapping approach are shown using corresponding unfilled symbols for 2-, 5-, 10-, 25, and 50-
year return periods. 
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Figure C9: Same as Figure C8 but for ECP2_NCEP. 
 
   
  
Figure C10: Same as Figure C8 but for HRM3_NCEP. 
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Figure C11: Same as Figure C8 but for MM5I_NCEP. 
 
   
  
Figure C12: Same as Figure C8 but for WRFG_NCEP. 
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C.4 RCM_AOGCM simulated current and future period regional precipitation intensity-
duration-frequency (IDF) plots 
Following Figures C13 to C23 represent the RCM_AOGCM simulated (a) current 1971–
2000 and (b) future 2041–2070 period regional precipitation IDF plots (filled symbols) for 
regions R1 to R5 based on precipitation extremes of 3-, 6-, 9-, 12-, 15-, 18-, and 24-h durations 
(shown along the x-axis). Linear and non-linear scaling relationships (colored solid lines) 
estimated using the least-squares algorithm and the corresponding coefficient of determination 
(i.e. 𝑅𝑅2) values are shown in each panel first for the log-log linear case and then for the nonlinear 
case in brackets. Trajectories of extrapolated linear (solid blue lines) and nonlinear (dotted blue 
lines) relationships for each return period are also plotted. Estimated return levels based on the 
quantile mapping approach are shown using corresponding unfilled symbols for 2-, 5-, 10-, 25, 
and 50-year return periods.  
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(a) 1971–2000 
   
  
(b) 2041–2070 
   
  
Figure C13: CRCM_CCSM simulated (a) current and (b) future IDF plots. 
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(a) 1971–2000 
   
  
(b) 2041–2070 
   
  
Figure C14: CRCM_CGCM3 simulated (a) current and (b) future IDF plots. 
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(a) 1971–2000 
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Figure C15: ECP2_GFDL simulated (a) current and (b) future IDF plots. 
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(a) 1971–2000 
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Figure C16: HRM3_GFDL simulated (a) current and (b) future IDF plots. 
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Figure C17: HRM3_HADCM3 simulated (a) current and (b) future IDF plots. 
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(a) 1971–2000 
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Figure C18: MM5I_CCSM simulated (a) current and (b) future IDF plots. 
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Figure C19: MM5I_HADCM3 simulated (a) current and (b) future IDF plots. 
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Figure C20: RCM3_CGCM3 simulated (a) current and (b) future IDF plots. 
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Figure C21: RCM3_GFDL simulated (a) current and (b) future IDF plots. 
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(a) 1971–2000 
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Figure C22: WRFG_CCSM simulated (a) current and (b) future IDF plots. 
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       WRFG_CGCM3 
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(b) 2041–2070 
   
  
Figure C23: WRFG_CGCM3 simulated (a) current and (b) future IDF plots. 
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APPENDIX D: ATTRIBUTES OF OBSERVATION STATIONS  
Table D.1. Attributes of observation stations (Dataset 1: DS1) used in the study. The 
homogeneous region associated with each station is also indicated. 
ID Site ID Station name Region Eastings Northings Elevation (m) 
1 GG89 HUDSON BAY R1 -102.58 52.88 422 
2 GG90 PELLY R1 -101.87 52.08 509 
3 GG93 CYPRESS RIVER R1 -99.08 49.55 374 
4 GG95 PORTAGE PRAIRIE R1 -98.27 49.95 259 
5 GG96 EMERSON AUT R1 -97.23 49.00 242 
6 GG98 MORDEN R1 -98.08 49.18 298 
7 GG99 SPRAGUE R1 -95.60 49.02 329 
8 G100 STEINBACH R1 -96.77 49.53 254 
9 G101 WINNIPEG R1 -97.23 49.92 239 
10 G102 ARBORG R1 -97.08 50.93 224 
11 G103 BERENS RIVER R1 -97.03 52.35 222 
12 G104 BISSETT R1 -95.70 51.03 259 
13 G105 GIMLI R1 -97.02 50.63 223 
14 G106 GRAND RAPIDS R1 -99.28 53.15 223 
15 G107 GREAT FALLS R1 -96.00 50.47 249 
16 G108 INDIAN BAY R1 -95.20 49.62 327 
17 G109 PINAWA WNRE R1 -96.07 50.18 267 
18 G110 DAUPHIN R1 -100.05 51.10 305 
19 G111 SWAN RIVER R1 -101.23 52.12 335 
20 G112 LANGRUTH WEST R1 -98.80 50.42 264 
21 G113 NEEPAWA MURRAY R1 -99.57 50.15 412 
22 G115 THE PAS R1 -101.10 53.97 270 
23 G119 NORWAY HOUSE R1 -97.85 53.97 224 
24 GG35 FORT MCMURRAY R2 -111.22 56.65 369 
25 GG40 FORT CHIPEWYAN R2 -111.12 58.77 232 
26 GG41 FORT VERMILION R2 -116.03 58.38 289 
27 GG43 KEG RIVER RS R2 -117.62 57.75 405 
28 GG79 URANIUM CITY R2 -108.48 59.57 318 
29 GG80 COLLINS BAY R2 -103.70 58.18 490 
30 GG81 CREE LAKE R2 -107.13 57.35 495 
31 GG82 ISLAND FALLS R2 -102.35 55.53 299 
32 GG83 KEY LAKE R2 -105.62 57.25 509 
33 GG84 LA RONGE R2 -105.27 55.15 379 
34 GG87 WHITESAND DAM R2 -103.15 56.23 344 
35 G114 FLIN FLON R2 -101.88 54.77 320 
36 G116 CHURCHILL R2 -94.07 58.73 29 
37 G117 GILLAM R2 -94.72 56.35 145 
38 G118 LYNN LAKE R2 -101.08 56.87 357 
39 G120 THOMPSON R2 -97.87 55.80 222 
40 GGG3 CORONATION R3 -111.45 52.07 791 
41 GG11 JENNER R3 -111.20 50.72 755 
42 GG14 SCOTFIELD R3 -111.35 51.58 762 
43 GG24 ONEFOUR R3 -110.47 49.12 935 
44 GG47 BANGOR R3 -102.28 50.90 526 
45 GG48 CEYLON R3 -104.65 49.38 753 
46 GG49 COTE R3 -101.78 51.52 450 
47 GG50 DAVIDSON R3 -105.98 51.27 619 
48 GG51 ESTEVAN R3 -102.97 49.22 581 
49 GG52 INDIAN HEAD R3 -103.65 50.55 579 
50 GG53 KELLIHER R3 -103.75 51.25 676 
51 GG54 MANOR R3 -102.10 49.62 633 
52 GG55 MOOSE JAW R3 -105.55 50.33 577 
53 GG56 MOOSOMIN R3 -101.67 50.13 576 
54 GG57 PASWEGIN R3 -103.92 51.98 533 
55 GG58 REGINA R3 -104.67 50.43 577 
56 GG59 YELLOW GRASS R3 -104.18 49.82 580 
57 GG60 TONKIN R3 -102.23 51.20 527 
58 GG61 ANEROID R3 -107.30 49.72 754 
59 GG62 LEADER R3 -109.50 50.90 676 
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ID Site ID Station name Region Eastings Northings Elevation (m) 
60 GG63 CHAPLIN R3 -106.65 50.47 672 
61 GG64 HIGH POINT R3 -107.93 50.98 645 
62 GG65 KLINTONEL R3 -108.92 49.68 1074 
63 GG66 SWIFT CURRENT R3 -107.73 50.27 825 
64 GG67 VAL-MARIE R3 -107.85 49.37 808 
65 GG68 WEST POPLAR R3 -106.38 49.00 876 
66 GG69 KINDERSLEY R3 -109.18 51.52 694 
67 GG70 BATTLEFORD R3 -108.25 52.77 548 
68 GG71 SCOTT R3 -108.83 52.37 660 
69 GG72 WASECA R3 -109.40 53.13 638 
70 GG73 MELFORT R3 -104.60 52.82 490 
71 GG74 OUTLOOK R3 -107.05 51.48 541 
72 GG75 PILGER R3 -105.15 52.42 552 
73 GG76 PRINCE ALBERT R3 -105.67 53.22 428 
74 GG77 SASKATOON R3 -106.72 52.17 504 
75 GG86 WASKESIU LAKE R3 -106.07 53.92 569 
76 GG88 NIPAWIN R3 -104.00 53.33 372 
77 GG91 BIRTLE R3 -101.05 50.43 522 
78 GG92 BRANDON R3 -99.95 49.92 409 
79 GG94 PIERSON R3 -101.27 49.18 469 
80 GG97 NINETTE R3 -99.65 49.42 419 
81 GGG1 CALMAR R4 -113.85 53.28 720 
82 GGG2 CAMROSE R4 -112.82 53.03 739 
83 GGG4 EDMONTON R4 -113.58 53.32 723 
84 GGG5 ELK POINT R4 -111.07 53.88 605 
85 GGG6 RANFURLY R4 -111.73 53.42 673 
86 GGG8 SION R4 -114.12 53.88 701 
87 GG30 ATHABASCA R4 -113.28 54.72 515 
88 GG32 CAMPSIE R4 -114.68 54.13 671 
89 GG34 ENILDA-BERG R4 -116.30 55.42 591 
90 GG36 SLAVE LAKE R4 -114.78 55.28 583 
91 GG37 WHITECOURT R4 -115.78 54.15 782 
92 GG38 BEAVERLODGE R4 -119.40 55.20 745 
93 GG39 FAIRVIEW R4 -118.53 56.08 604 
94 GG42 GRANDE PRAIRIE R4 -118.88 55.18 669 
95 GG44 PEACE RIVER R4 -117.45 56.23 571 
96 GG45 WABASCA RS R4 -113.83 55.97 545 
97 GG46 COLD LAKE R4 -110.28 54.42 541 
98 GG78 BUFFALO NARROWS R4 -108.43 55.83 440 
99 GG85 LOON LAKE R4 -109.10 54.05 543 
100 GGG7 ROCKY MT HOUSE R5 -114.92 52.42 988 
101 GGG9 STETTLER NORTH R5 -112.72 52.33 821 
102 GG10 DRUMHELLER R5 -112.87 51.47 719 
103 GG12 LACOMBE 2 R5 -113.75 52.45 860 
104 GG13 OLDS R5 -114.10 51.78 1040 
105 GG15 CALGARY R5 -114.02 51.12 1084 
106 GG16 CLARESHOLM R5 -113.73 49.93 1035 
107 GG17 CARWAY R5 -113.38 49.00 1354 
108 GG18 GLEICHEN R5 -113.05 50.88 905 
109 GG19 LETHBRIDGE R5 -112.80 49.63 929 
110 GG20 MEDICINE HAT R5 -110.72 50.02 717 
111 GG21 MOUNTAIN VIEW R5 -113.63 49.13 1339 
112 GG22 PINCHER CREEK R5 -113.98 49.52 1190 
113 GG23 VAUXHALL R5 -112.13 50.05 779 
114 GG25 BANFF R5 -115.55 51.20 1397 
115 GG26 BEAVER MINES R5 -114.18 49.47 1257 
116 GG27 CROWSNEST R5 -114.48 49.63 1303 
117 GG28 HIGHWOOD R5 -114.37 50.55 1580 
118 GG29 JASPER WARDEN R5 -118.03 52.93 1020 
119 GG31 HINTON VALLEY R5 -117.53 53.40 1011 
120 GG33 EDSON R5 -116.45 53.58 927 
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Table D.2. Attributes of engineering climate stations (Dataset 2: DS2) used in the study. The 
homogeneous region associated with each station is also indicated.  
Region Province Site ID Station Name EnvCanID Eastings Northings Elevation (m) 
R1 AB 25 FORT CHIPEWYAN A 3072658 -111.7 58.46 232 
R1 AB 27 HIGH LEVEL A 3073146 -117.1 58.37 338 
R1 MB 56 LYNN LAKE A 5061646 -101.5 56.52 356 
R1 SK 81 STONY RAPIDS A 4067PR5 -105.5 59.15 245 
R1 SK 83 CLUFF LAKE 4061590 -109.31 58.22 330 
R1 SK 84 COLLINS BAY 4061630 -103.42 58.11 491 
R1 SK 85 CREE LAKE 4061861 -107.8 57.21 494 
R1 SK 86 ISLAND FALLS 4063560 -102.21 55.32 299 
R1 SK 87 LA RONGE A 4064150 -105.16 55.9 379 
R1 SK 89 URANIUM CITY A 4068340 -108.29 59.34 318 
R1 MB 53 CHURCHILL A 5060600 -94.4 58.44 29 
R1 MB 54 GILLAM A 5061001 -94.43 56.22 145 
R1 MB 57 THOMPSON A 5062922 -97.52 55.48 223 
R2 MB 33 PORTAGE SOUTHPORT A 5012320 -98.16 49.54 269 
R2 MB 34 ST ANDREWS A 50225DP -97.2 50.3 231 
R2 MB 35 DEERWOOD 5020720 -98.19 49.24 338 
R2 MB 36 GLENLEA 5021054 -97.7 49.39 234 
R2 MB 37 MIAMI THIESSEN 5021737 -98.15 49.27 297 
R2 MB 38 MORDEN CDA 5021848 -98.5 49.11 297 
R2 MB 39 PILOT MOUND (AUT) 5022125 -98.54 49.11 470 
R2 MB 40 WINNIPEG HANGARLINE ROAD 5023224 -97.14 49.55 238 
R2 MB 42 WINNIPEG STP 5023261 -97.6 49.57 232 
R2 MB 43 BERENS RIVER A 5030202 -97.1 52.22 222 
R2 MB 44 BISSETT 5030282 -95.42 51.2 259 
R2 MB 45 GIMLI 5031038 -97.1 50.38 222 
R2 MB 48 DAUPHIN A 5040680 -100.3 51.6 304 
R2 MB 49 NEEPAWA WATER 5042005 -99.28 50.13 358 
R2 MB 50 FLIN FLON A 5050960 -101.41 54.41 303 
R2 MB 51 THE PAS A 5052880 -101.6 53.58 270 
R2 MB 52 NORWAY HOUSE FORESTRY 506B0M7 -97.48 54 217 
R2 MB 55 ISLAND LAKE A 5061376 -94.39 53.51 235 
R2 SK 92 HUDSON BAY A 4083321 -102.19 52.49 359 
R3 AB 2 CORONATION A 3011880 -111.27 52.4 791 
R3 AB 14 MEDICINE HAT A 3034480 -110.43 50.1 716 
R3 AB 17 MANYBERRIES CDA 3044200 -110.28 49.7 934 
R3 MB 31 BRANDON A 5010480 -99.57 49.55 409 
R3 MB 32 BRANDON CDA 5010485 -99.59 49.52 362 
R3 SK 58 BROADVIEW 4010879 -102.34 50.22 599 
R3 SK 59 DAVIN 5 4012164 -104.1 50.22 655 
R3 SK 60 ESTEVAN A 4012400 -102.58 49.13 580 
R3 SK 61 INDIAN HEAD CDA 4013480 -103.39 50.33 579 
R3 SK 62 INDIAN HEAD PFRA 4013490 -103.41 50.3 604 
R3 SK 63 MOOSE JAW A 4015320 -105.34 50.2 576 
R3 SK 64 ORMISTON 4015680 -105.22 49.43 685 
R3 SK 65 REGINA INT'L A 4016560 -104.4 50.26 577 
R3 SK 66 WEYBURN 4018760 -103.5 49.39 569 
R3 SK 67 WYNYARD 4019035 -104.12 51.46 560 
R3 SK 68 YORKTON A 4019080 -102.28 51.16 498 
R3 SK 69 SWIFT CURRENT A 4028040 -107.41 50.18 816 
R3 SK 70 SWIFT CURRENT CDA 4028060 -107.44 50.16 825 
R3 SK 71 BAD LAKE IHD 102 404037Q -108.25 51.19 637 
R3 SK 72 KINDERSLEY A 4043900 -109.11 51.31 693 
R3 SK 73 NORTH BATTLEFORD A 4045600 -108.16 52.46 548 
R3 SK 74 SCOTT CDA 4047240 -108.5 52.22 659 
R3 SK 75 MELFORT CDA 4055085 -104.36 52.49 480 
R3 SK 76 OUTLOOK PFRA 4055736 -107.3 51.29 541 
R3 SK 77 PRINCE ALBERT A 4056240 -105.4 53.13 428 
R3 SK 78 SASKATOON DIEFENBAKER INT'L A 4057120 -106.43 52.1 504 
R3 SK 80 SASKATOON WATER TP 4057202 -106.41 52.7 483 
R3 SK 90 WASKESIU LAKE 4068560 -106.5 53.55 532 
R3 SK 91 NIPAWIN A 4075518 -104 53.2 371 
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Region Province Site ID Station Name EnvCanID Eastings Northings Elevation (m) 
R4 AB 7 ROCKY MTN HOUSE A 3015522 -114.55 52.26 988 
R4 AB 9 LACOMBE CDA 3023720 -113.45 52.28 847 
R4 AB 10 RED DEER A 3025480 -113.53 52.11 904 
R4 AB 11 BROOKS AHRC 3030856 -111.51 50.33 758 
R4 AB 12 CALGARY INT'L A 3031093 -114.1 51.7 1084 
R4 AB 13 LETHBRIDGE A 3033880 -112.48 49.38 928 
R4 AB 15 PINCHER CREEK A 3035202 -114 49.31 1189 
R4 AB 16 VAUXHALL CDA 3036681 -112.8 50.3 778 
R4 AB 19 KANANASKIS 3053600 -115.2 51.2 1391 
R4 AB 20 EDSON A 3062244 -116.28 53.35 927 
R5 AB 1 CAMROSE 3011240 -112.49 53.2 739 
R5 AB 3 EDMONTON INT'L A 3012205 -113.35 53.19 723 
R5 AB 4 EDMONTON CITY CENTRE A 3012208 -113.31 53.34 670 
R5 AB 5 EDMONTON NAMAO A 3012210 -113.28 53.4 687 
R5 AB 6 ELLERSLIE 3012295 -113.33 53.25 693 
R5 AB 8 VEGREVILLE CDA 3016761 -112.2 53.29 635 
R5 AB 21 FORT MCMURRAY A 3062693 -111.13 56.39 369 
R5 AB 22 SLAVE LAKE A 3066001 -114.47 55.18 580 
R5 AB 23 WHITECOURT A 3067372 -115.47 54.8 782 
R5 AB 24 BEAVERLODGE CDA 3070560 -119.24 55.12 744 
R5 AB 26 GRANDE PRAIRIE A 3072920 -118.53 55.11 669 
R5 AB 28 PEACE RIVER A 3075040 -117.27 56.14 570 
R5 AB 29 WATINO 3077246 -117.38 55.43 393 
R5 AB 30 COLD LAKE A 3081680 -110.17 54.25 541 
R5 SK 82 BUFFALO NARROWS A 4060982 -108.26 55.5 433 
R5 SK 88 MEADOW LAKE A 4065058 -108.31 54.8 480 
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