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We show that the interplay between spin-orbit coupling and Zeeman splitting in atomic systems
can lead to the existence of bound states in the continuum (BICs) supported by trapping potentials.
Such states have energies falling well within the continuum spectrum, but nevertheless they are local-
ized and fully radiationless. We report the existence of BICs, in some cases in exact analytical form,
in systems with tunable spin-orbit coupling and show that the phenomenon is physically robust. We
also found that BIC states may be excited in spin-orbit-coupled Bose-Einstein condensates, where
under suitable conditions they may be metastable with remarkably long lifetimes.
PACS numbers: 37.10.Jk, 32.60.+i, 03.75.-b
Systems of cold trapped atoms are of paramount cur-
rent importance for both, fundamental physics and future
quantum technologies. Salient examples include quan-
tum simulators [1, 2], or the realization of synthetic mag-
netic [3] and electric [4] fields as well as nearly arbitrary
gauge potentials [5]. Multilevel atomic systems allow for
the exploration of spin-orbit coupling (SOC) [6, 7] at
the macroscopic scale. SOC is a fundamental mechanism
that couples the momentum and spin degrees of freedom,
thereby introducing a wealth of physical phenomena. For
example, SOC [9] may change the spectrum of the sys-
tem to an extent that stripe-phase states emerge [8], it
modifies the band structure of periodic potentials thus
strongly affecting Bloch oscillations [10], and introduces
new properties in nonlinear states [11, 12] supported by
Bose-Einstein condensates (SO-BECs). However, to date
attention has only been devoted to conventional localized
modes. Here we uncover the existence of BICs, i.e., dis-
crete localized states with energies falling into the contin-
uous spectrum that contrary to intuition are radiation-
less, in atomic systems with SOC.
The mathematical existence of BICs is known since
the early days of quantum mechanics, as the first ex-
ample was constructed by von Neumann and Wigner in
1929 [13]. Several decades later, the concept was revis-
ited [14] and extended to coupled-resonances [15], and
subsequently several approaches to construct potentials
supporting BICs were reported, including schemes based
on Darboux transformations [16], super-symmetric quan-
tum mechanics [17], and Hamiltonian separability [18],
among others (see [19]). Signatures of BICs were ob-
served experimentally already in the 60s in acoustics [20],
but the topic has gained important momentum after
BICs were observed in recent experiments in optical sys-
tems [21]. During the last years it has been shown
that different mechanisms may lead to the formation of
BICs [19]. For example, they can arise in lattices with
engineered hopping strengths, in systems where coupling
of continuous modes of different symmetry is prohibited,
via collapse of Fano resonances, as embedded eigenvalues
in nanostructures, as surface states, in waveguides with
defects, at the interface of topologically different materi-
als, or in fully-vectorial anisotropic media[22–27]. Prac-
tical applications have been suggested in acoustics [28];
spintronics [29], for spin filters [30] and spin-polarized de-
vices [31]; and photonics, for integrated opto-electronic
devices [32], ultrahigh-Q resonances in subwavelength
films [33], and super-cavity lasing [34].
In this paper we uncover the existence of BICs in a
whole new class of physical systems, constituted by two-
level atoms, including BECs, with SOC. We find analyt-
ical expressions for BIC states in selected trapping po-
tentials and, importantly, show that the phenomenon is
robust, i.e., that BICs also exist in potentials deviating
from the analytical ones. Also, calculations for nonlinear
systems with two-body interactions suggest the existence
of almost radiationless BICs in BECs with SOC, too.
We start by addressing a two-level atom placed in an
external (synthetic) magnetic field inducing a Zeeman
splitting 2Ω. The atomic levels 1 and 2 are affected by
the potentials V1(x) and V2(x), respectively. We address
a one-dimensional geometry and account for SOC in the
form γkσy [6, 7], with γ being the SOC strength. In the
units where ~ = m = 1, the Hamiltonian reads
H =
k2
2
+γkσy+Ωσz+V, V =
(
V1(x) 0
0 V2(x)
)
, (1)
where k = −i∂x and σx,y,z are the Pauli matrices. It is
assumed that the potentials V1,2(x) have no singularities
and that they decay at x→ ±∞ exponentially or faster,
i.e., limx→±∞ V1,2(x) = 0.
First we present qualitative arguments showing that a
broad class of potentials V(x), satisfying quite general
conditions, may support BICs in the presence of SOC.
To this end, we recall that in the absence of the poten-
tial (i.e., when V(x) ≡ 0) the dispersion relation, de-
2fined by Hψ = µ(k)ψ, where ψ ≡ (ψ1(k, x), ψ2(k, x))
T ,
consists of two branches: µ±(k) = k
2/2 ±
√
Ω2 + γ2k2.
Consider now weak potentials acting on each compo-
nent,which allow for the scaling: V1,2(x) = ǫ
2U1,2(x˜),
where U1,2(x˜) = O(1), ǫ ≪ Ω is a small parameter, and
x˜ = ǫx. Localized states associated with discrete en-
ergy levels (if any) bifurcate from the above mentioned
branches of the continuous spectrum. We are interested
in states bifurcating from the bottom of the upper branch
mink µ+ = µ+(0) = Ω. We thus look for a solution
in the form ψ = (ψ˜1(x˜), ǫψ˜2(x˜))
T , where ψ˜1,2 ∼ O(1)
and the energy can be approximated as µ ≈ Ω + ǫ2µ˜.
Then, the equation for the second component yields the
relation ψ˜2 ≈ γ∂x˜ψ˜1 and one obtains for the first com-
ponent: −[(Ω2 + γ2)/2]∂2x˜ψ˜1 + U1(x˜)ψ˜1 = µ˜ψ˜1. This
is the Schro¨dinger equation for a particle with the ef-
fective mass 1/(Ω2 + γ2). Thus, if the potential U(x˜)
has at least one discrete level at negative energy, µ˜ < 0,
this level will be embedded in the continuous spectrum
associated with the lower branch of the dispersion rela-
tion, since Ω − ǫ2µ˜ > mink µ−(k), and will correspond
to a BIC. This analysis leads to two important conclu-
sions. First, Zeeman splitting, opening a semi-gap, i.e.
a frequency range where only one branch of the spectrum
exists, is of crucial importance for the BICs considered
below; therefore we will consider only nonzero splitting.
Second, a BIC, if it exists, appears in the gap between
the minima of two branches of the continuous spectrum,
i.e., mink µ−(k) < µbic < Ω.
The above observations are valid also for finite-
amplitude potentials provided that they go to zero at
infinity fast enough, as shown below both, analytically
and numerically. Assuming that V(x) decays faster than
exponentially at |x| → ∞, while the decay of a BIC
(if any) is exponential, i.e., ψbic ∼ e
−ν|x| at x → ∞,
one can establish an explicit relation between the de-
cay exponent ν, the BIC energy, µbic, and the momen-
tum kbic of the extended state having the same en-
ergy as the BIC. In our case there exist two bound
states with the same exponent ν and different energies
µ˜±(ν) = −ν
2/2 ±
√
Ω2 − ν2γ2. A BIC may exist in a
system in which for a decay exponent ν at least one of
µ± satisfies the condition mink µ−(k) < µ˜±(ν) < Ω. No-
tice that depending on the SOC strength, µ−(k) may
have either one or two minima: if 0 ≤ γ2 < Ω, there is
only minimum µ−(0) = −Ω at k = 0, while if γ
2 > Ω
there are two minima µ−(±kmin) = −(Ω
2/γ2 + γ2)/2,
where kmin =
(
γ2 − Ω2/γ2
)1/2
. The above condition for
the existence of a BIC is always satisfied when
µbic = µ−(kbic) = µ˜+ = −ν
2/2 +
√
Ω2 − ν2γ2 (2)
which means that a BIC with the corresponding en-
ergy exists for any nonzero Zeeman splitting and SOC
strength. Moreover, for a strong enough SOC such that
γ2 > Ω/2, a second BIC with lower energy µ˜− > −Ω be-
comes possible. Such a second BIC delocalizes at the
energy of the bottom of the spectrum if γ2 ≥ Ω. If
Ω/2 < γ2 < Ω the lower energy BIC remains localized.
Formula (2) reveals the relevance of SOC for a BIC ex-
istence: SOC’s strength is a tunable parameter ensuring
matching conditions for decaying radiationless state.
Now we rigorously construct an exponentially-localized
potential for which an exact analytical solution can be ob-
tained. We set V2(x) ≡ 0. As suggested by the above per-
turbative approach, exact solutions can be constructed
using the following algorithm: For a chosen shape of the
component ψ2 [for which the exponential asymptotics de-
fine the BIC energy (2)] we obtain the component ψ1 from
the Schro¨dinger equation for ψ2, viewed as an inhomo-
geneous first-order ordinary-differential equation for ψ1.
Using the found spinor ψ, we derive the exact potential
V1(x) supporting the BIC from the equation for the first
component. The algorithm allows for the construction
of an infinite number of different potentials supporting
BICs and can be used for both types of BICs discussed
above. From now on here we study in detail only high-
energy BICs with µbic given by (2). A potential support-
ing a high-energy BIC is given by (we set Ω = 1 without
loosing generality):
V1 =
2ν2[3ν2 − (γ2 + 2ν2 +
√
1− γ2ν2) cosh2(νx)]
cosh2(νx)[(1 +
√
1− γ2ν2) cosh2(νx)− ν2]
.
(3)
This potential has two free parameters: the SOC strength
γ and the transverse decay rate of the mode ν > 0,
which ought to satisfy νγ < 1. The exact normalized
BIC spinor for such potential reads
ψbic =
C
cosh(νx)
(
1 +
√
1− γ2ν2 − ν2 cosh−2(νx)
−γν tanh(νx)
)
(4)
where the tion constant is defined by requiring N =´∞
−∞
ψ†ψdx to be one, N = 1, and for the spinor (4)
is computed as
1
C2
=
4
3
[(
3− 2ν2
) (
1 +
√
1− γ2ν2
)
+
4ν4
5
− ν2γ2
]
.(5)
We also notice that in the limit γ = 0, i.e. when SOC is
absent, the system becomes decoupled and in the solu-
tion (4) ψ2 = 0, while ψ1 represents an ordinary bound
state of the potential (3) also computed at γ = 0. The
BIC, whose energy as a function of γ is shown by the red
dots in Fig. 1(a), is the only bound state of the poten-
tial (3) for small values of γ, while for large values of γ
the BIC coexists with localized modes from the standard
discrete spectrum (see branches with black, green, and
open dots bifurcating from the lower edge of the continu-
ous spectrum). The critical SOC strength γbif , at which
the bifurcation of the first mode from the discrete spec-
trum occurs is very close to the value γ = 0.8762, at
which the potential changes its shape from a double-well
to a single-well [see Figs. 2 (a) and (d) that depict, re-
spectively, the profiles of the BIC and a mode from the
discrete spectrum]. In Fig. 1 we show the energies of only
the simplest modes from the discrete spectrum, but more
3FIG. 1: (a) BIC energy (red dots) and the discrete spectrum
µm of (3)with ν = 0.7 vs SOC strength. The gray region
corresponds to the continuous spectrum. (b) Integral widths
of the BIC wbic and of the states of the discrete spectrum wm
vs SOC strength. The vertical dashed lines indicate the value
γ = 1/ν, beyond which the potential (3) ceases to exist. Note
that even though at γ = 0 the localized mode of the system
can be found, it is not a BIC anymore, because in this limit
the two components of the spinor become decoupled and have
independent spectra.
of them appear when γ approaches 1/ν. The widths of
such modes, defined here as w = (2/N)
´∞
−∞
ψ†|x|ψdx
rapidly decrease with increasing γ, while the BIC broad-
ens instead, as shown in Fig. 1(b). When an exact po-
tential is perturbed, Vpert = V (x)+ v(x), and everything
else remains constant, the BIC ceases to exist, as it trans-
forms into a state with small oscillating tails. An example
corresponding to the potential (3) with an added Gaus-
sian perturbation v(x) = v0 exp(−x
2), where v0 ≪ 1, is
shown in Fig. 2(b).
One of the central results of this paper is that the for-
mation of a BIC in the presence of SOC is physically
robust phenomenon, because: First, one can again ob-
tain a radiationless state by tuning the SOC strength
while keeping the perturbed potential fixed, as shown in
Fig. 2(c). The result is confirmed by Fig. 3, which shows
the lifetime of dynamically excited states as a function
of γ obtained from the direct numerical solution of the
equation i∂tψ = Hψ with the perturbed potential (3).
The lifetime is defined as the time at which the peak
amplitude of the wavepacket decreases e times due to ra-
diation leakage. In all cases, the exact BIC (4) existing at
γ = 0.5 was used as input. In Fig. 3(a) the results shown
with black dots were obtained for the potential (3) con-
structed at γ = 0.5. Since the SOC strength is tunable
(see [35] and references therein) we varied it while keep-
ing the potential unchanged. As readily visible in the
plot, a radiationless BIC exist only possible at γ = 0.5,
where the lifetime diverges. For all other values of the
SOC strength the potential (3) does not support BICs,
hence the wavepackets are always coupled to radiation
modes and thus decays. Second, similar phenomena are
obtained for perturbed potentials Vpert with different per-
turbation amplitudes (red and green circles). Thus, for
each potential there is a diverging peak that corresponds
FIG. 2: (a) The potential (3) and the BIC (4) at γ = 0.5,
ν = 0.7. (b) State with oscillating tails in Vpert with v0 = 0.1
at γ = 0.5 and ν = 0.7. (c) BIC in a perturbed potential
obtained for γ = 0.723. (d) Usual guided mode supported
by the designed potential at γ = 1. The dashed lines in all
panels show the inverted potential −V (x).
to a radiationless BIC, confirming the result shown in
Fig. 2(c). Therefore, the important conclusion is that
an exact shape of the potential is not required for the
existence of BICs; rather, there exists a broad family of
both, exact and perturbed potentials that supports fully
radiationless BIC states .
Examples of evolution of the initially spin-polarized
Gaussian wavepacket ψ1 =
(
exp(−x2), 0
)T
are depicted
in Fig. 4. Panel (a) shows the excitation of a BIC in
the potential (3) with γ = 0.5. At such value of the SOC
strength, the potential supports only one mode - the BIC.
Panel (b) shows the evolution of the same input but for
γ = 0.7 in the same potential (which was constructed
to support a BIC for γ = 0.5). No radiatioless modes
exist in this case and one observes slow decay. Radia-
tion occurs mostly from the second component. Panel
(c) shows the case of the exact potential constructed for
γ = 1.3. Such potential supports not only the BIC, but
also several modes from the discrete spectrum. Their
simultaneous excitation results in irregular beatings.
The previous cases correspond to linear systems, where
BICs exist due to an interplay between SOC and the
trapping potential. Next we elucidate whether BIC-like
nonlinear modes may exist in BECs described by the one-
dimensional spinor Gross-Pitaevskii equation
iΨt = −
1
2
Ψxx − iγσyΨx + σzΨ+VΨ+ g(Ψ
†
Ψ)Ψ (6)
where Ψ is the dimensionless order parameters and g
4FIG. 3: (a) Lifetime of dynamically excited states versus
SOC strength for the potential (3) where the BIC exists at
γ = 0.5 and ν = 0.7 (black circles), and for the perturbed
potential Vpert(x) with v0 = 0.05 (red circles) and v0 = 0.1
(green circles) in the linear case. (b) Lifetime in the potential
(3) with γ = 0.5, ν = 0.7 vs nonlinearity strength g.
FIG. 4: (a) Excitation of a BIC in the potential designed to
support it at γ = 0.5, ν = 0.7. (b) Slow decay of a leaky state
in the potential used in (a) when γ = 0.7. (c) Simultaneous
excitation of a coexisting BIC and standard guided modes in
the potential (3) with γ = 1.3, ν = 0.7, leading to beatings.
The evolution is shown within the window x ∈ [−20, 20] for
propagation up to t = 104 in panels (a),(b) and up to t = 200
in panel (c).
describes two-body interactions (the sign of g coincides
with sign of the scattering length). First, we consider the
impact of nonlinearity on the rigorous BICs (4) that are
exact solutions of the potential (3) when g = 0. The nu-
merical solution of (6) using a standard Crank-Nicolson
scheme shows that for a nonzero value of g the evolution
is always accompanied by radiation, thus leading to a fi-
nite lifetime. Figure 3(b) shows an example. The decay
of peak amplitude is not exponential and it slows down
when the amplitude decreases, as visible in Fig. 5(a).
FIG. 5: (a) Evolution of the peak amplitude of the ψ1 compo-
nent when the input is a Gaussian wavepacket in the potential
(3) for g = −2, γ = 0.5, ν = 0.7. Notice the logarithmic scale
of the vertical axis. Evolution of the ψ1 component of the
perturbed nonlinear BIC in the potential (7) for γ = 1.4 (b)
and γ = 0.2 (c) for g = 1, ν = 0.7
However, using the algorithm described above for linear
systems one can still construct nonlinear BICs. An ex-
ample of a potential supporting such states is given by
V(x) =
1
cosh2(νx)
(
U1 0
0 U2
)
+
g
cosh4(νx)
(
1 0
0 1
)
(7)
where the parameters have to be chosen as
U1 = 2
√
1− γ2ν2 − 2− ν2 − g −
γ2ν2g
(
√
1− γ2ν2 − 1)2
U2 =
3γ2ν4
(
√
1− γ2ν2 − 1)2
+
2(g + 3ν2)√
1− γ2ν2 − 1
.
The respective BIC mode reads
Ψ =
exp(−iµbict)
cosh(νx)
(
γν/(1−
√
1− γ2ν2)
tanh(νx)
)
(8)
where µbic is given by Eq. (2) with Ω = 1. As expected
on physical grounds, numerics show that such nonlin-
ear BICs, supported by the potential (7), are unstable.
Under the action of small perturbations they transform
either into modes from the discrete spectrum [Fig. 5(b)]
or into dynamically oscillating patterns, depending on
the value of γ. However, for a repulsive nonlinearity the
strength of the instability decreases as the SOC strength
decreases. Thus, for γ = 0.2 no signs of instability are
visible upon evolution up to t = 500, as illustrated in
5Fig. 5(c). The instability is suppressed, or at least dras-
tically reduced also when γ → 1/ν for both repulsive and
attractive interactions. In both latter cases, the lifetime
of the nonlinear BICs may be remarkably long –in prac-
tice indistinguishable from a rigorous radiationless state–
making possible their experimental excitation.
In conclusion, we have shown that the interplay be-
tween SOC, Zeeman splitting and the shape of the trap-
ping potential may lead to the formation of BICs in
atomic systems. While Zeeman splitting opens a semi-
gap between two branches of the spectrum, SOC couples
the modes and thereby becomes the key tuning param-
eter in the formation of BICs. Importantly, the phe-
nomenon is robust, in the sense that a broad family of
potentials exist where BICs may be excited by properly
tuning the SOC strength. Several generalizations of this
work are anticipated. First, the requirement of the expo-
nential decay of the potential may be relaxed, so that,
e.g., algebraically-decaying BICs may occur. Second,
other physical types of SOC, such as Rashba and Dres-
selhaus, and even complex guage potentials, may be con-
sidered. Third, extension of the analysis to other multi-
level systems is possible. These include multicomponent
BEC mixtures, SOC electron dynamics with applications
for spintronics [29], exciton-polariton condensates with
SOC [36], among others.
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