Abstract. When we look at images taken from outdoor scenes, much of the information perceived is due to the ligthing conditions. In these scenes, the solar beams interact with the atmosphere and create a global illumination that determines the way we perceive objets in the world. Lately, exploration of the sky like the main illuminance component has began to be explored in Computer Vision. Some of these studies could be classified like color-based algorithms while some others fall in the physicsbased category. However most of them assume that the photometric and geometric camera parameters are constant, or at least, that they could be determined. This work presents a simple and effective method in order to find images with similar lighting conditions. This method is based on a Gaussian mixture model of sky pixels represented by a 3D histogram in the La * b * color space.
Introduction
Nowadays, the Internet has become an interactive system that allows anyone with a compact camera to share their visual experiences. This fact has been the starting point for large online image databases such as Flickr or Picasaweb. Computer vision scientists have not taken too much time to make use of these tools, and the development of new algorithms that exploit them is an activity in progress. Among these works, an excellent example is the PhotoTourism project [16] . The main goal is to make a sparse 3D reconstruction of a popular monument from thousands of images using structure-from-motion type algorithms. Applications like that allow the user to explore unstructured photo collections.
The work presented in this article is also motivated by another kind of application that could exploit the richness of the photometric information available. For example in photomontage applications human intervention is often necessary to create realistic images. If one wants to insert an object from a photo into an environment determined in a second photo, both images should show up as if they had been taken under the same conditions. In that case, a human expert could retouch the images and force them to match illumination conditions and shadows [1, 3] . Our work is developed on the basis that we can exploit the above freely accessible collections and try to find a group of images that depict similar illumination conditions.
In a general context, one of the most successful approximations to extract information about the illumination is to use a spherical object in such a way that it can reflect and capture the light distribution when the photo is taken [17] . The main disadvantage of this method is that it requires access to the scene at the moment of the click. In his thesis [13] , Love did some observations that let us think that the sky is a very important illumination source and, as consequence, one of the essential factors involved in the color perception of outdoor scenes. Some other researchers have proposed to find the behavior of the sky illumination using only images for example, using physically-based models [12] , or other ones using advanced techniques for color correlation [11, 10] . If one does not limit analysis to photos including sky portions, there are several works in the image completion context (hole filling or inpainting) [6, 19] and in the context of color classification using raw pixels [14, 18] . Some of the researchs that explore the sky as information source show restricted constraints, for example the use of a single camera or an a priori knowledge about the calibration (in the photometric and geometric sense). These constraints try to reduce the number of variables involved in the color perception process (surface reflectance, light sources, sensor response). For instance, the work of Lalonde et al. [12] proposes an algorithm to find similar sky images given the intrinsic camera parameters and a physicallybased sky model. The main idea consists in finding a sky model for each given image and to compare the features that define these models. This process can only be applied to images taken with a static camera, for example time lapse sequences. In [11] , an automatic photomontage system that uses a presegmented object library is described. The method used by the authors to determine the global illumination matching consists of calculating the χ 2 distance between 3D-histograms that represent the sky. Short distances are recognized as possible matches. In our experiments, this metric presents a low performance due to the high dependance to the color workspace.
The present work aims to find the matches between sky zones of multiple images in a large image collection using minimum information about the camera parameters. For this, we propose the union and improvement of three stages previously developed in other contexts. The first one, a preamble stage that allows the sky pixels segmentation. A second stage where the pixels are represented by a sum of Gaussians in the La * b * space (section 2.1). Finally a third stage that compares the estimated models (section 2.2). The final part of this article (section 3) presents some results and discusses the algorithm proposed.
Representation and Comparison of Sky Regions

Sky Model in the La
* b * color space
In the literature, it is common to find physically-based models that express the sky luminance as a function of diverse variables, among them, sun position and atmospheric turbulence [9, 15] . These models have been used in Computer Vision under some constraints, like a fixed point of view. In the present work the images are extracted from a large database and came from different cameras. This fact increases dramatically the problem complexity because we do not have any information about the geometry of the scene. Moreover, we do not know how the data captured by the sensors was modified during the acquisition process (most cameras apply post-processing algorithms to enhance the "perceptual quality" of the images). Our methodology is based on the camera's final output, a jpeg file, assuming that most of the time this image does not represent faithfully the real world illumination at the acquisition time. To accomplish the goal of this work, the first stage consists in extracting the sky pixels for each image. The application described in [8] allows us to make an automatic segmentation of the image sky. To determine a model from sky pixels is a decisive step in the formulation of our problem. For that reason, the choice of the color space plays an important role. The CIE (Commission Internationale de l'Éclairage) [4] have created several standards and nowadays, the last model published (CIECAM02) has reached an excellent performance as well as a high degree of complexity [5] . This color appereance model allows a trustworthy representation of the real world. However the parameters required are, in some cases, impossible to acquire. The La * b * space and the xyY space used by [11] and [12] are simpler models derived from the CIE's works. Although these color spaces are used in a vast number of works, it is important to take precautions when they are applied. For example, the spaces above mentioned are always attached to a predetermined "reference white", usually unknown. In this work we use the La * b * color space because of its good results in distinguishing color differences, but under the assumption that all the images were taken using a natural global illumination. That means that the "reference white" used in the transformation is the same for all images (Illuminant D65). Following the work done by Lalonde et al. [11] , we build color histograms for the sky region in each image. These histograms are probability distributions of the colors in terms of the variables L, a * and b * . Figure 1 shows some of those histograms in their 3D space. Color and point size represent the bin magnitude 3 . One can note that the pixels are spread mainly on the negative part of the b * axis which corresponds to variations between yellow and blue. On the other hand, the histograms of images, where the sky is white and/or partially cloudy, are distributed throughout the space and they are not easily distinguishable using this representation. We believe that these histograms have different modes, and that they could be modeled using a mixture of Gaussians.
According to our observations, the sky in each image is modeled following the next equation:
for an undetermined K (in our implementation we limit this value to 4). One well-known method to find the parameters in equation (1) is the Expectation- Maximization algorithm (EM) [2] . The output of this method corresponds to the variables π k , µ k , Σ k that describe the model in such a way that the probability of the solution is maximized. Our model is formulated in terms of a joint probability distribution of the sky pixels X, the latent variables Z and the goal is to find the set of values θ that maximize the likelihood function (θ represents the variables π k , µ k and Σ k ). The values La * b * of the sky pixels x n are organized in the matrix X in which the n th row is given by x T n . In order to briefly summarize this algorithm, an iterative 2 step process runs until it reaches a convergence parameter. The E step calculates the joint probability distribution P (Z|X, θ last ):
, and the M step updates the values of π k , µ k , Σ k . The model dimension is a crucial factor. In our case, the number of Gaussians used in the mixture is determined based on the Akaike information criterion (AIC) [2] . Different values of K in the equation (1) are evaluated and, the model that maximizes the likelihood is chosen. In figure 1 , the ellipsoids that form the Gaussian Mixture model are shown for a constant variance.
Comparison between histograms of the sky
Once the sky model for each image is estimated, we proceed to compare different models. In the present case, it is necessary to measure the difference between two or more probability distributions. In our context, the well-known KullbackLeibler divergence (KL) should be a good option, although it does not possess the property of symmetry. Given two probability distributions p(x) and q(x) the KL divergence is defined by:
It is widely proven that when the distributions are Gaussian, equation (2) can be expressed in closed-form. However, in the case of a Gaussian mixture, it is difficult to find an analytically tractable expression or even more, a computer algorithm to solve this problem efficiently. According to the work of Hershey and Olsen [7] , the only method for estimating KL(p||q) with arbitrary accuracy when p(x) and q(x) are mixtures of Gaussians, is the Monte Carlo simulation. Nevertheless, other approximations may be valid, depending on the context. For example, a commonly used approximation is the simplification of the Gaussian mixtures p(x) and q(x) by simple Gaussiansp(x) andq(x). In this case, the mean and covariance estimated are:
The KL divergence (KL sim ) is calculated using the estimated mean (µp) and variance (Σp). Hershey and Olsen use variational methods to find a better approximation of the KL divergence. One of their contributions is a measure that satisfies the symmetry property but not the property of positivity. In this case, the approximated divergence KL app (p||q) is given by:
This value could be seen as a measure of dissimilarity between two distributions. Hershey and Olsen's contribution allows us to compare two sky models keeping the variables for each Gaussian that composes the mixture.
Results
This section shows some results of the experiments developed using the models estimated and the comparison measure described in the last section. Fig. 2 . Mean values for the intra-class and inter-class divergence, (a) using the KL simple divergence and (b) using the KLapp divergence. the desired scenes or are taken during the night or using artificial lighting had been removed. Our goal is to compare two or more outdoor images using the above methods applied on sky regions. To test our approach, we classified 500 images from the database by hand according to: sunny (si ), partially cloudy (pci ) and completely cloudy (cci ). It is important to emphasize the subjective nature of this "ground truth". The main idea consists in comparing the distances between one selected image and the other ones that belong to the same class (intra-class distance) and those belonging to other classes (inter-class distance). Figure 2 shows the intra-class and inter-class mean distances computed for 70 images from the class si using the KL sim divergence and the KL app divergence. For these two measures, we find that the class cci differs clearly from the other two by medium values of greater amplitude. However, among the class si and the class pci the difference is not sufficient when using the measure KL sim . As we may expect, the approximated KL app divergence shows a better performance and discrimination is easier. Table 1 presents the average of the inter and intra-class divergences for all images in the class si according to the two measures described. The difference between images belonging to classes si and cci is clearer when we use the KL app divergence. Once again, it can be explained by a better approximation of the KL divergence.
Another experiment was developed in order to find the success rate of the algorithm when running on 500 images using the KL app divergence. The objective this time is to find the closest images and whether or not they belong to the same class that the query image, according to the ground truth (see table 2 ). Figure 3 shows the four most similar images found for three query images.
Conclusions
In this paper, we proposed a 3-steps pipeline (segmentation, modelisation and comparison) for grouping outdoor images with similar lighting conditions, based on techniques previously developed. The model choosen for the sky pixles has been a mixture of Gaussian, based on the observations of histograms with multiple modes. This distribution allows us to accurately model the pixels, especially for images where the sky is not of uniform color. On the other hand, the computation of the KL divergence has proven to be an adequate tool to group similar skies, despite the approximations made in the operation. These approximations must be carefully chosen in order to keep the benefits of using a multimodal distribution as model. For a finer grouping, other factors may be considered such as the position of the sun, clouds, shadows or information about the camera parameters that could be extracted from the metadata. Also, to obtain credible photomontages, information about the geometry of the scene could be valuable. The inclusion of these variables might produce natural and realistic compositions.
