2 The problem of estimation of a density g based on a sample X 1 ; X 2 ; :::; Xn from p = q g is considered. Linear and nonlinear wavelet estimators based on Meyer-type wavelets are constructed. The estimators are asymptotically optimal and adaptive if g belongs to Sobolev space H . Moreover, the estimators considered in the paper adjust automatically to the situation when g is supersmooth.
1. Introduction. Let and " be independent random variables with density functions g and q, respectively, where g is unknown and q is known. One observes a sample of random variables X i = i + " i ; i = 1; 2; : : : ; n:
The objective is to estimate the density function g. In this situation the density function p of X i ; i = 1; :::; n; is the convolution of q and g p(x) = Z 1 ?1 q(x ? )g( )d ; (1.2) hence the problem of estimating g in (1.2) is called a deconvolution problem.
The problem arises in many applications see, for example, Desouza (1991) , Louis (1991) , Zhang (1992) ] and, therefore, it was studied extensively in the last decade. The most popular approach to the problem was to estimate p(x) by a kernel estimator and then solve equation (1.2) using Fourier transform see Carroll and Hall (1988) , Devroye (1989) , Diggle and Hall (1993) , Efromovich(1997) , Fan (1991a Fan ( , 1991c , Liu and Taylor (1989) , Masry (1991 Masry ( , 1993a Masry ( , 1993b , Stefansky (1990) , Stefansky and Carroll (1990) , Taylor and Zhang (1990) , Zhang (1990) ]. Fan (1991 Fan ( , 1993 proved that the estimators of g( ) are asymptotically optimal pointwise and globally, if the kernel has a limited bandwidth, i.e. the Fourier transform of the kernel has a bounded support. The estimators based on deconvolution of kernel estimators and similar methods were studied in many different contexts: the asymptotic normality was established see, for example, Fan (1991b) , Piterbarg and Penskaya (1993) , Masry (1993a) ]; the case of dependent " i was examined Masry (1991 Masry ( , 1993b ], etc.
The present paper deals with estimation of a deconvolution density using wavelet decomposition. The underlying idea is to present g( ) via a wavelet expansion and then to estimate the coe cients using a deconvolution algorithm.
The proposed approach is based on orthogonal series methods for estimation of a prior density see Walter(1984) , Penskaya (1986) ], and also on modern developments of wavelet techniques in curve estimation see Antoniadis, Gr egoire Adaptive wavelet estimator 3 and McKeague (1994) , Abramovich and Silverman (1997) , Johnstone (1995, 1996) , Hall and Patil (1995) , Hall, Penev, Kerkyacharian and Picard (1997) , Kerkyacharian and Picard (1992) , Masry (1994) , and Walter (1995) , among others]. Estimation of the density g( ) is conducted in the well familiar Sobolev's spaces H which describe the level of smoothness of a deconvolution density in terms of its characteristic functiong. Estimation of g( ) splits into two di erent cases: the case when the distribution of the error " is supersmooth, i.e.the Fourier transformq of q has an exponential descent, and the case whenq has a polynomial descent. In the rst case, even when is unknown, the linear wavelet estimator proposed in the paper allows adaptive choice of parameters that ensures optimal convergence rate of the estimator. In the case whenq has a polynomial descent, the linear wavelet estimator fails to provide optimal convergence rate if is unspeci ed. In this case a nonlinear adaptive wavelet estimator is constructed which achieves the optimal convergence rate.
The estimators proposed in the paper are based on Meyer-type wavelets rather than on wavelets with bounded supports. The Meyer-type wavelets form a subset of the set of band-limited wavelets that allow immediate deconvolution. It should be noted that the nonlinear wavelet estimator constructed in the paper is based on a \global thresholding" which is somewhat di erent from the \block thresholding" suggested by Hall et al. (1997) : in the \global thresholding" procedure all coe cients of the same level are thresholded simultaneously, while \block thresholding" groups together only a nite number of coe cients.
The estimators based on Meyer-type wavelets are asymptotically optimal in the sense that for g 2 H the rates of convergence of the mean integrated squared error (MISE) cannot be improved see Fan (1993) ]. Moreover, the esti-4 M. Pensky and B. Vidakovic mators obtained in the paper adjust automatically to the situation when g( ) is supersmooth. In this case, without any change of parameters, both the linear and the nonlinear wavelet estimator achieve better convergence rates. Namely, if both g( ) and q(x) are supersmooth, then the linear wavelet estimator has a polynomial rate of convergence which is better than the logarithmic rate of convergence that can be attained for g 2 H . If g( ) is supersmooth andq has a polynomial descent, then MISE of the nonlinear wavelet estimator is O(n ?1 ln n) as n ! 1.
The article is organized in the following way. In Section 2 we give a brief description of the Meyer-type wavelets and derive the linear and the nonlinear wavelet estimator of g( ). In Section 3 we investigate asymptotic behavior of the estimators when g( ) 2 H . The case of supersmooth g( ) is considered in A special class of wavelets are band-limited wavelets, the Fourier transform of which have bounded supports see Hern andez and Weiss (1996) ]. In this article, we shall use a particular type of the band-limited wavelet, a Meyer-type wavelet see Walter (1994) , Walter and Zayed (1996) ]. Let P be a probability measure Moreover,'(!) = 1 if j!j < 2 =3. In order to ensure that '(x) and (x) have su cient rate of descent as jxj ! 1, we choose P to be smooth, so that the function'(!) and~ (!) are s 2 times continuously di erentiable on (?1; 1).
Since'(!) and~ (!) have bounded supports, this implies that C ' = sup Note that the estimator (2.11) has the block thresholding which is di erent from the block thresholding used by Hall et al. (1997) , who dealt with the estimation of a density function based on direct observations by wavelets with bounded support. Hall et al. (1997) partitioned coe cients b j;k into blocks B = fb j;k : (j ? 1)l < k < jlg of the length l and then estimated all the coe cients of a block simultaneously. In the present paper all the coe cients b j;k are thresholded together. Observe that the rates of convergence in (3.5) coincide with the optimal rate of convergence see Fan (1993) ]. Also, in the case of exponential descent ofq(!), the linear wavelet estimator is adaptive, i.e. the choice of parameter m does not depend on the unknown smoothness of the density g( ). However, in the case of polynomial descent the estimator (2.9) fails to provide the optimal convergence rate, when is unknown. This di culty can be overcome by using the nonlinear estimator (2.11).
Evaluation of the performance of the estimator (2.11) is based on the following inequality proved by Talagrand (1994) .
Adaptive wavelet estimator 9 Lemma 1 (Talagrand (1994) ). Let X 1 ; : : : ; X n be independent and identically distributed random variables, " 1 ; : : : ; " n be independent Rademacher variables, also independent of X 1 ; : : : ; X n , and let F be a class of functions uniformly bounded by T. n be the estimator (2.11) with m = (2+") log 2 (ln n) where " > 0, m+r = (2 +1) ?1 log 2 n and j;n = 2 j( +0:5) n : If n = 0 n ?1=2 with 0 2 p 2K 2 and 4 (j)= 2 2 (j) C 0 for any j, then
The reasoning behind Theorem 2 is as follows. If the value of were known, then the best choice of m in the linear estimator (2.9) would be m opt (2 + 2 +1) ?1 log 2 n. Since is unknown, we can only tell that for any , the optimal value of m lies between log 2 (ln n) and (2 + 1) ?1 log 2 n. Thus we construct nonlinear estimator (2.11) with m = (2 + ") log 2 (ln n), which is smaller than the optimal value m opt and m + r = (2 + 1) ?1 log 2 n. By doing this, we include all terms with j (2+") log 2 (ln n) and exclude the terms with j > (2 +1) ?1 log 2 n. 10 M. Pensky and B. Vidakovic The terms with (2 + ") log 2 (ln n) < j (2 + 1) ?1 log 2 n are included only if P k2Zb 2 j;k 2 j;n , where 2 j;n n ?1 Var P k2Zb j;k : It enables one to include only the terms the variance of which does not exceed O ? n ?2 =(2 +2 +1) and, therefore, to ensure the optimal convergence rate.
In order to replace the estimators (2.9) and (2.11) by their nite series counterparts we assume that g( ) satis es a very natural condition: Ej j < 1: 4. Estimation in the case of a supersmooth g( jg(!)j 2 (! 2 + 1) exp f2%j!j gdw < 1:
The advantage of the Meyer-type wavelet estimators is that they adjust automatically to the degree of smoothness of g( ). It means that the estimators (2.11) and (2.13), with the same choice of parameters m, r and j;n as before, achieve better convergence rates if g( ) is supersmooth. 
Examples and discussion
In the present paper we constructed the linear and the nonlinear estimators of a deconvolution density g( ) based on the Meyer-type wavelets. We showed that the estimators are asymptotically optimal for g 2 H . Moreover, we demonstrated that for B > 0 the linear wavelet estimator and for B = 0 the nonlinear wavelet estimator are globally adaptive, that is, the choice of parameters is independent of the unknown parameter .
Another merit of the estimators (2.11) and (2.13) is that they can adjust even to a supersmooth deconvolution density. It is easy to see that the estimator (2.11) provides better convergence rate if g( ) is supersmooth. Namely, if q(x) is also supersmooth and < , then MISE (ĝ (LF) n ) = o((ln n) ?a ) for any positive a as n ! 1. If , thenĝ (LF) n ( ) has the polynomial rate of convergence (see (4.2)). The rate of convergence is governed by the parameter . A large value of ensures that the estimator has a high convergence rate when g( ) is supersmooth (% > 0) without a ecting the convergence rate when g( ) has a nite degree of smoothness (% = 0). However, an increase of immediately leads to the increase of a constant in front of (ln n) ?2 = in (3.9). Therefore, there is an obvious trade-o between one's desire to accommodate the case of supersmooth g( ) and reluctance to slow down the convergence provided g( ) is not supersmooth.
In the case of B = 0 the linear wavelet estimator (2.11) has the convergence rate close to O(n ?1 ) when the values of , % and are known. If (and it is usually the case) they are unknown, the nonlinear wavelet estimatorĝ (NF) n ( ) attains convergence rate which either coincides with the convergence rate of the linear estimator (if < 0:5) or is (ln n) (2 +1)(2+"? ?1 ) times greater (if 0:5).
It should be noted that an estimator based on a wavelet with a bounded support n ( ) has better convergence rates thanĝ (NF) n ( ), it must be noted that the rst estimator is constructed under the assumption that , % and are known, while the second estimator is adaptive and does not assume the knowledge of , % and . Proof. The proof of the Lemma 2 is similar to the proof of Theorem 3.4 by Walter and Zayed (1996) . We represent the coe cients b j;k as b j;k = b ( Now to complete the proof we need to nd , H and T in Talagrand's inequality. O n ?2 =(2 +2 +1) + O n 3=(2 +2 +1) K ?1 n ;
which implies (2.11).
To obtain (2.13) note that MISE (ĝ (NF) n ) = R 1 + R 2 + R 3 + R 4 + R 5 + R 6 ; where R 1 ; R 2 ; R 3 and R 4 have the same form as in (6.7) with the only di erence that in nite sums : To complete the proof note that R 4 = O ? n ?1 (ln n) (2 +1)(2+") :
