Introduction
Atrial fibrillation (AF) is a disease resulting in chaotic and repeated activation of heart atriums. It is present in 1-2 % of the general population [1] . Although atrial fibrillation itself is not life-threatening, it is associated with a prevalence of heart diseases such as hypertension and coronary artery diseases [2] , stroke and also a higher morbidity of stroke events in AF patients [3] .
Since AF may be episodic, patients suspected of this disease are fitted with a Holter ECG device and their ECG is acquired continuously for several days. However, this produces a large amount of data, for which reason automated methods of AF detection are needed. The search for automated algorithms for AF detection during the PhysioNet Challenge 2017 [4] showed many promising methods, usually focused on machine learning approaches such as random forests [5] , recurrent and convolutional neural networks [6] , [7] , supported vector machines [8] and others. However, these robust methods usually use tens or hundreds of features and may be difficult to implement in miniature processing units. Therefore, we designed an extremely simplistic model based on logistic regression; it implements only five input features and should be easy to implement in hand-held devices.
Method
The presented method uses a 1-lead ECG signal with a sampling frequency of at least 250 Hz. It was designed to analyse short ECG blocks of a length of up to 60 seconds.
First, the signal is detrended. Next, several transformed signals are prepared: BPN (band pass, 1-35 Hz, normalized), LFE (low-frequency envelogram, 1-8 Hz) and MFE (mid-frequency envelogram, 10-30 Hz).
Next, QRS complexes are detected using the MFE signal: peaks higher than the 85 th percentile and with a minimum distance of 0.25 s from each other are selected as QRS. The RR vector is computed as the difference of consecutive QRS locations.
Feature extraction
The presented approach implements five features. The first feature is the median RR interval (medRR).
The second feature describes the shape stability of the area preceding each QRS complex (apQRS). While the end of apQRS is fixed (74 ms before QRS), the width of apQRS is modified by RR intervals and is computed as follows:
Then, the Pearson correlation is computed between apQRS regions of each two consecutive QRS complexes using BPN. Constants defining apQRS boundaries were optimized using brute force, as shown in Fig. 1 . In total, we obtain N-1 correlation values if N is the QRS count. Finally, the second feature is computed as the mean correlation value. The third feature also describes the shape stability of the apQRS area, though separately for each beat. The standard deviation of apQRS (in the BPN signal) is measured for each QRS. The third feature is the mean of these standard deviations.
The fourth and fifth features describe RR stability and are based on the first derivative of RR intervals dRR. Therefore, the fourth feature is computed as the mean absolute value of dRR. Finally, the fifth feature is computed as the standard deviation of dRR.
Model training
We extracted these 5 features for 1,517 files from the PhysioNet Challenge 2017 [4] . Although it originally consisted of 8,138 files, only 758 were labelled as atrial fibrillation (AF). We used all AF recordings and added another 759 recordings labelled as Normal, Other Arrhythmia or Noisy Recording. We used the labelling provided by the Challenge. Next, we trained a logistic regression model. We used the Matlab® Classification Learner application from the Machine Learning and Statistics Toolbox. The dataset was divided in a 70/30 ratio into training and testing datasets.
Results
The logistic regression model (Tab. 1) showed a sensitivity and specificity of 93 % and 90 %. The Area Under Curve (AUC) of the presented model was 0.96. 
Results from independent data
In addition, we also tested the presented model on independent data. The model was tested using the public MIT-AFDB database [9] . A total of 605 ECG regions from 23 recordings were analysed. The sensitivity and specificity of detecting atrial fibrillation were 89 % and 87 %, respectively.
The model was also tested on a private dataset (MDT, Czechia). This dataset (250 Hz) was divided into 8 classes (atrial fibrillation, AV block, noisy, premature atrial contractions, premature ventricular contractions, supraventricular tachycardia and ventricular tachycardia).
The results prepared using this dataset (3,754 recordings) showed a sensitivity and specificity of 90 % and 66 %, respectively. This significantly reduced specificity is further discussed in the section Discussion.
Implementation
The presented model has also been implemented as an interactive plugin for the free SignalPlant software (Fig.  2) [10] . It uses multi-thread processing and, when the process is finished, shows the probability of atrial fibrillation during the whole recording (Fig. 2C -hatched  areas) . By default, processing is performed in 20 sec. regions with a 10 sec. step; 6 consecutive regions with AF probability > 0.5 switch on AF event, and the AF event is switched off in the same manner. All presented constants are adjustable. After processing, the user may measure AF probability and BPM using the pointer; clicking on a specific point also changes the displayed time range in the main SignalPlant window. This is useful for examining specific locations when atrial fibrillation begins or ends. Finally, the plugin may export marks pointing to AF episodes.
Discussion
The results obtained using two public databases showed that the presented model should be a simple yet robust solution for the detection of atrial fibrillation. However, further examination on a private dataset (the company MDT, Czechia) showed similar sensitivity, but significantly lowered specificity. This means that some pathologies are likely to be misidentified as atrial fibrillation. Table 2 shows results for pathologies present in the private dataset. It is clear that the presented model reacts strongly to AV block recordings. Another issue may also follow from supra-ventricular tachycardia.
Cases of false positivity
The reason why the presented model reacts so strongly to AV block may be as follows: two of the five model features focus on the stability of blocks preceding QRS complexes (apQRS). Since this works perfectly for atrial fibrillation where these areas are not stable, the same applies in the case of 3 rd degree AV block where the Pwaves and QRS complexes run independently. The explanation as to why specificity was not as low during training and testing on the PhysioNet Challenge 2017 dataset may be a matter of balance: the Challenge dataset Figure 2 . Software implementation of the presented model as a plugin for free SignalPlant [10] software (A). 1-hour ECG was loaded into SignalPlant; only 8 seconds of the signal is displayed. After processing, the plugin window (B) shows two panels: probability in time (C) and heart rate (D). The probability panel shows episodes of atrial fibrillation during the whole recording as hatched areas. The blue line is a threshold set at 0.5 by default; it can be changed. The heart rate panel (D) shows related BPM (median -black line, min/max -grey background). A click with the pointer in area (D) will show BPM values at a specific time and will also change the window displayed in (A); this allows the user to see the studied signal in detail.
contains recordings from the general population, and since AV block is rare in the general population, it was also rare in the training dataset.
False positivity related to AV block may be corrected by thresholding. Preliminary tests on the private dataset showed that the thresholding of the standard deviation of RR intervals and the mean correlation of apQRS may decrease median probability for AB blocks from 0.98 to 0.0. Moreover, this works with almost no negative effect on sensitivity to atrial fibrillation (the median probability for the AF class remains the same).
During our search for method weaknesses we also found that recordings with a pacemaker may lead to false positivity. This is also probably due to the fact that in such cases the apQRS area may contain only noise, and this noise will not correlate in consecutive beats (Tab. 1, feature #2), leading to false reporting of atrial fibrillation. Therefore, some method (probably using higherfrequency ECG components) to detect pacing should be implemented to avoid false reporting of atrial fibrillation in paced beats.
Finally, we also found that ECGs containing premature ventricle contractions (PVC) in bigeminy linking may lead to false positive reporting of atrial fibrillation. This is caused by high standard deviation of RR intervals which is also common for atrial fibrillation. This might be corrected using RR histogram analysis, but the low number of beats may present a limit to this method. Therefore, we experimented with analysis of different envelograms near the QRS (KES, [11] ) and preliminary results have shown that if KES values correlate highly with RR intervals, it is very likely PVC in bigeminy linking.
Conclusion
We designed a logistic regression model detecting atrial fibrillation in 1-lead ECG signals. Since this model implements only 5 features, it is easy to implement in hand-held devices. Although the results on the training/testing dataset (PhysioNet Challenge 2017), and also on an independent public database (MIT-AFDB), have shown strong sensitivity and specificity, further checks on a private dataset revealed strong false positivity in pathologies which are not so common in the training dataset. We have suggested ways of covering these observations; this also demonstrated possible weaknesses when using unbalanced datasets. The presented model has been implemented as a plugin for the free signal processing software SignalPlant.
