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Sum m ary
The past two decades have witnessed a rapid expansion within the telecommunications 
industry. This growth has been primarily motivated by the proliferation of digital 
communication systems and services which have become easily available through wired 
and wireless systems. Current research trends involve the integration of speech, audio, 
video and data channels into true multimedia communications over fixed and mobile 
networks. However, while the available bandwidth in wired terrestrial networks is rela­
tively cheap and expandable, it becomes a limited resource in satellite and cellular-radio 
systems. In order to accommodate an ever growing number of users while maintaining 
high quality and low operational costs, it is necessary to maximise spectral efficiency. 
This has given rise to the development of high rate compression techniques with the 
ability to adapt to a broad class of input signals and to varying network resources.
The research carried out in this thesis has mainly focused on the design of a single 
algorithm for compressing speech and audio signals sampled at different rates. The 
algorithms are based on the analysis-by-synthesis linear prediction coding (AbS-LPC) 
scheme, which has been widely employed in various speech coding standards. However, 
this bit rate reduction technique is based on the speech production mechanism and as 
such provides a rigid structure which presents a major limitation for audio coding. In 
order to improve the audio quality at low rates and to compensate for the errors incurred 
by the linear prediction during segments of high transitions, the algorithms employ an 
efficient pulse excitation structure which represents the short innovation sequences with 
sparse unit magnitude pulses. The scheme proposed for the compression of telephone 
bandwidth speech and audio signals at 12kb/s achieves similar quality to the G.728 
coder at 16kb/s and higher audio quality than the GSM-EFR standard at 12.2kb/s. 
Wideband speech and audio coding schemes have been designed using both the fullband 
approach at bit rates of 17 and 19kb/s and also the split band technique at a bit rate of 
20kb/s. The perceptual quality is comparable to the G.722 coder operating at 48kb/s. 
The subband decomposition technique is also adapted to code speech and audio signals 
sampled at 32kHz. The quality of the coder at 28kb/s is similar to the quality achieved 
by the MP3 coder at 32kb/s. The algorithm also provides bandwidth and bit rate 
scalability ranging from 12 to 64kb/s, making it ideal for deployment in rate-adaptive 
communication systems.
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Chapter 1. Introduction
Chapter 1
Introduction
1.1 Background
We live in an age of digital information. Virtually all of the information that we receive 
has been stored or transm itted in digital form at some point. Given this predominance 
of digital transmission and storage, it is easy to understand why digital source coding 
has become widely used today.
The use of digital representation of analogue signals (e.g. voice, video) offers a number 
of advantages. Digital coded signals provide robustness to transmission noise and in­
terference and can be efficiently regenerated along the transmission path. Another 
advantage of digital information is the potential of providing privacy and security 
through the use of encryption [1]. In addition, digital coding offers the possibility 
of a uniform format for different kinds of signals. These advantages are attained at 
the cost of increased transmission bandwidth requirement and increased system com­
plexity. However, with the increasing availability of communication channels, coupled 
with the emergence of high quality, low complexity compression algorithms deployed 
in improved device technology, digital coding of signals has indeed become a« practical 
reality.
In a digital communication system (Figure 1.1), the analogue»signal is converted into a 
digital representation by an encoder, transm itted over a digital channel and converted 
back into an analogue signal by a decoder. Speech has been a primary form of commu­
nication. Hence digital coding of speech has been widely researched. A simple digital 
representation of speech signals is pulse code modulation (PCM) [2], which is obtained
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Output SignalInput Signal
Encoder DecoderChannel
Figure 1.1: Digital Communication System
by band limiting and sampling the speech signal at its Nyquist frequency [3] and rep­
resenting the amplitudes of the samples by a finite number of values {quantisation). 
For telephone applications, the analogue speech signal is bandlimited to 3400Hz and 
the input samples are compressed logarithmically by applying ^-law or A-law PCM [4], 
resulting in a bit rate of 64kb/s.
Several speech coders have been standardised both at international and regional levels. 
Internationally, speech coding standardisation is addressed by the International Tele­
phone and Telegraph Consultative Committee (CCITT) within study group (SO) XV, 
recently renamed the International Telecommunications Union -  Telecommunications 
Standardisation Sector (ITU-T) SG 15. This organisation is responsible for issuing 
recommendations on technical, operating and tariff issues with a view to standardise 
telecommunications on a  worldwide basis. ITU-T standards are developed for a wide 
variety of applications. The quality of these standards is always toll quality and network 
applications are considered in the standardisation process. Speech standards developed 
by the CCITT include Recommendation G.711 [4] on 64kb/s PCM, Recommendation 
G.726 on 40, 32, 24 and 16kb/s ADPCM [5] and more recently Recommendation G.728 
on 16kb/s LD-CELP [6].
During the last few years there has been an increasing effort in digital narrowband 
speech (300 to 3400Hz), wideband speech and audio (50 to 7000Hz), and very high 
quality audio (up to 20kHz) coding at low bit rates. This not only arises from the 
growing demand for wireless access to the public telephone network in the form of cel­
lular mobile radio systems and cordless phones, but also from the increasing market 
for multimedia systems where high quality speech and audio is demanded. However for 
many applications, such as mobile communications and storage applications, the avail­
able channel capacity is limited. Hence it is economical to find signal representations 
tha t use the least number of bits.
Current goals in telephone-band speech coding concentrate on transparent quality at
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1 bit/sample or below. Transparency means that the decoded speech is subjectively 
indistinguishable from 64kb/s PCM, which is the most widely used speech coding stan­
dard. Higher bandwidths result in major subjective improvements for applications such 
as loudspeaker telephony, ISDN and video conferencing systems. Crurent activities in 
wideband speech coding concentrate on coding at 16kb/s and below, with the 64kb/s 
ITU-T G.722 [7] standard serving as a reference.
In contrast to speech coding, audio coding algorithms have been less investigated. The 
Compact Disc (CD) is today’s audio representation standard. It stores audio signals 
with bandwidths ranging from lOHz to more than 20kHz, sampled at 44.1kHz and 
with a 16-bit PCM format, resulting in a bit rate of 1411.2kb/s for stereo. Lower bit 
rates are mandatory if audio signals are to be transm itted over channels or stored in 
media of limited capacity. The International Standards Organisation (ISO) and the 
ITU have defined audio standards such as MPEG Layer I, II and III [8, 9]. Though 
the performance of these schemes is excellent -  e.g. MPEG-1 Layer II achieves 
transparent quality at 128kb/s per channel (a compression factor of 6) -  more efficient 
and low cost transmission of real-time media in digital wired and wireless networks 
is in great demand. In addition, even though increased transmission bandwidth in 
telecommunication systems has become available, throughput is still a  limitation. Also, 
there may be a need to share a given channel capacity among different services such as 
voice, audio, data, graphics and images in integrated services networks. Hence, low bit 
rate coding of audio signals has received increasing and deserved attention.
Traditionally coders are designed for a single application or for a particular input sig­
nal. For example, low bit rate speech coders employed in applications such as wireless 
communication systems, are required to provide high compression ratios and algorith­
mic delays less than 20ms, in order to prevent the annoying effects of echoes. However, 
these coders do not meet quality expectations when applied to a broader class of in­
put signals, such as background noise and general audio signals such as music. Audio 
coders operate at higher bit rates and delays and can be rather complex. Such coders 
are suitable for storage and broadcast applications or for communication on networks 
where bandwidth and processing power are not as restrictive.
Advances in the integration of many networks : wireless, data voice and others, and 
the mobility of users has expanded the range in which speech and audio coders were 
designed to operate. It is now possible for a call to originate from one network, say a
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wireless network in a car and terminate on a completely different network like an IP net­
work in an office. The implication is that future systems will need to incorporate coders 
that have the ability to adapt and operate simultaneously under multiple constraints 
of bit rate, complexity, delay and robustness to input signal. Some schemes combine 
different bit rate reduction algorithms and switch between techniques depending on the 
characteristics of the input signal. However, as non-speech signals such as music are 
attaining an increasing attention, further improvements are necessary. Until recently 
[10, 11, 12], algorithms designed for both speech and other more diverse audio signals 
have not received considerable attention. Recent progress in this area, however, has 
shown that increased quality levels at low bit rates (1 bit/sample) can only be achieved 
at the expense of higher algorithmic delay or complexity.
The problem addressed in this research involves the design of a combined compression 
scheme for both speech and audio signals operating at medium bit rates and with low 
delay. The work presented also deals with bit rate and signal bandwidth scalability. 
The output bit rates range from 12 to 64kb/s for source signals sampled at rates be­
tween 8 and 32kHz. The scalability feature is achieved by means of a number of discrete 
quantisation layers representing the optimum compromise between delay and complex­
ity. In addition, scalability is important for applications dealing with transmission over 
channels of variable capacities, where in the case of channel congestion, only a part of 
the bit stream reaches the decoder.
1.2 Outline of Thesis
The work presented in this thesis is primarily based on the linear predictive coding 
technique, which for the past decade has been the most successful bit rate reduction 
tool in speech coding. The areas of research undertaken can be broadly divided into 
two main categories. The first area consists of thorough analysis of the LPC method 
together with a flexible excitation structure. The aim is to assess their suitability for a 
single coding approach for speech and audio signals. The second part focuses around 
a number of designs based on this structure for deployment in coding applications of 
wideband speech and coding and of signals of higher bandwidths.
Chapter 2 reviews a number of applications areas where speech and audio compression 
schemes are employed. Various requirements, such as delay and complexity issues, that
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need to be considered during the design of high quality, low bit rate coding algorithms 
are also briefly analysed. The chapter then splits into two separate sections, each 
focusing on the technical aspects of various strategies and standards currently available 
for speech and for audio compression. The chapter concludes with a discussion on 
the future trends of source coding, an area which is currently expanding due to the 
increased availability in transmission channels and to the growing interest in fixed and 
wireless multimedia services.
Chapter 3 describes the fundamental principles of linear predictive analysis-by-synthesis 
coding since the compression algorithms proposed in the following chapters are based 
on this technique. The linear prediction (LP) model consists of a source filter based 
on the speech production mechanism. The aim of this bit rate reduction tool is to 
remove the short-term correlations present in the input waveform. This process is 
equivalent to removing the spectral envelope in the frequency domain. A number of 
techniques adopted for the estimation of the LP filter parameters are presented. Their 
relative merits and disadvantages are mentioned. The periodicity remaining in the 
signal due to distant-sample correlation, is extracted by applying long-term prediction. 
Both of these techniques aim to achieve a spectrally flat residual signal with very low 
energy. This residual signal can then be accurately represented by various excitation 
methods depending on the type of coder. The quality of a coding algorithm depends 
on efficient quantisation of the various signal parameters. Hence the most widely used 
quantisation methods are addressed. In addition, noise shaping techniques and pre- and 
post-processing tools, which shape the signal in order to enhance the output quality, 
are presented.
Chapter 4 provides a detailed description of the LD-CELP standard which provides 
toll quality at 16kb/s for narrowband speech signals. This study is included since the 
algorithms proposed in this thesis are based on the concepts of this successful standard. 
The distinguishing features of the LD-CELP algorithm include the use of a hybrid 
window for backward-adaptive (BA) LP analyses employed for perceptual weighting, 
spectral prediction and adaptation of the excitation gain. One of the key advantages 
of this coder is its low algorithmic delay achieved by the adoption of short excitation 
vectors and a high order backward-adaptive LP filter. In addition, the algorithm is 
not speech-specific due to the fact that the pitch predictor, conventionally employed in 
CELP coding, is eliminated.
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Chapter 5 details the characteristics of a single coding algorithm employed for com­
pressing telephone bandwidth speech and music signals with low delay. The spectral 
prediction is achieved by BA LPC. The excitation is closed-loop optimised and is mod­
elled by means of an efficient structure consisting of sparse pulses of ternary values only, 
which is able to follow the rapid transitions in the input signal. A conditional adaptive 
long-term prediction (LTP) codebook is employed to improve the output quality for 
speech signals without degrading the quality achieved for audio signals. The quality of 
the coder at 12kb/s is compared to the LD-CELP standard at 16kb/s and the GSM- 
EFR at 12.2kb/s. This new coding structure is shown to be well suited to speech and 
audio compression. The performance of the coding algorithm is further improved by 
embedded multi-stage quantisation at the price of a higher bit rate. This scalability 
feature provides various levels of enhancement of the base-line coder and also flexibility 
in terms of complexity and bit allocation requirements depending on the particular 
application and the network resources. In addition, scalable speech and audio coders 
offer an effective means of controlling channel congestion without recoding the input 
signals.
Chapter 6 starts by outlining the main motivations behind the growing interest in 
speech and audio signals sampled at 16kHz. In particular it highlights the challenges 
involved in wideband source coding compared with narrowband coding. The recent 
developments in the area of wideband speech and audio coding are briefly covered. The 
chapter then concentrates on two low delay compression schemes for speech and audio 
signals of 8kHz bandwidth. Both designs employ the fullband approach where the signal 
parameters are extracted from the whole spectrum. The structure of both algorithms 
is based on the narrowband compression scheme which is modified in order to obtain 
an improved spectral analysis of the wider bandwidth characterised by a high dynamic 
range. The novel additions include the adoption of a two stage prediction technique 
with the aim of enhancing the modelling of the spectral information achieved by LP. The 
first proposed algorithm employs a forward-adaptive LP filter in cascade with a high 
order BA STP and operates at 19kb/s. The second algorithm introduces a combination 
of two BA LP filters operating at 17kb/s. An evaluation of the performance of the two 
schemes is carried out using the G.722 as a reference. A number of enhancement layers 
are embedded in order to achieve an increase in the perceptual quality at higher bit 
rates. The chapter concludes with a discussion which addresses the advantages and
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limitations of the fullband approach applied to wideband source coding.
Chapter 7 also deals with wideband speech and audio coding. However the scheme 
proposed makes use of subband coding where the input spectrum is split into two 
equal bands which are coded separately. The aim of this technique is to improve the 
prediction of the spectral envelope characterised by large dynamic variations between 
the low and high frequencies. The algorithm exploits unequal bit allocation between 
the two bands, according to the human perception. The lower band is quantised with a 
higher bit rate using the narrowband compression scheme. Three different approaches 
for coding the information in the upper 4kHz are investigated. The attributes and 
disadvantages of each method are described. The perceptual quality of the coder at 
20kb/s is evaluated against the quality obtained by the G.722 coder at its lowest rate. 
The proposed algorithm is modified to obtain high quality for audio signals sampled 
at 32kHz. A two-stage splitting technique is employed to divide the spectrum into 
four narrow bands. Bandwidth and bit rate scalability are employed resulting in bit 
rates ranging from 12 to 64kb/s. The robustness of the scalable coder is assessed by 
experiments simulating a scenario over a packet-mobile network for audio streaming 
services.
Ghapter 8 summarises the results presented in this thesis. It consolidates the conclu­
sions made in the previous chapters, underlining the most significant work and achieve­
ments and their contribution towards the field of modern communication systems. In 
addition, the chapter discusses possible future work which may further improve the 
quality and efficiency of the proposed algorithms.
1.3 Original Contributions
The original achievements presented in this thesis can be summarised as follows:
® A comprehensive review of the linear prediction techniques, including its physical 
basis, mathematical formulations, filter parameter calculations and its suitability 
as a bit rate reduction tool for both speech and audio signals.
® A study of the toll quality LD-CELP standard and its differentiating features 
compared with conventional CELP coding, with the aim of further improving the 
quality for music signals.
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® The design of a novel compression algorithm for telephone bandwidth speech and 
audio signals based on a BA LP model in conjunction with the pulse excitation 
structure, and the employment of a conditional adaptive LTP codebook for further 
improvement in the output performance.
9 The adoption of embedded multi-stage quantisation for SNR scalability achieving 
a multi-rate communication system.
9 A comprehensive study of wideband signal coding, in comparison with telephone 
bandwidth coding and its influence on the perceptual output quality.
9 The design of two wideband algorithms for combined speech and audio coding 
based on the fullband approach. The novelty of these coders lies in a combination 
of two-stage spectral prediction.
9 An implementation of a split band structure for speech and audio signals sampled 
at 16kHz, including an investigation of three different approaches for quantising 
the information in the upper spectral band (4000 -  8000Hz).
9 A discussion on the relative advantages and disadvantages of the fullband and 
the split band approach applied to wideband source coding.
9 A successful transformation of the split band structure for scalable representation 
of audio and speech signals sampled at 32kHz. The unique contribution of this 
format is that this combined approach does not only scale across a wide range 
of bit rates, but also across a set of other parameters, such as sampling rate, 
bandwidth and complexity.
The above work has been published in papers which are listed in Appendix A.
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D igita l Speech and A udio C oding
2.1 Introduction
Although high bit rate transmission channels have become more easily accessible, low 
bit rate coding has retained its importance. The main motivations for a more compact 
digital representation of speech and audio signals are the need to minimise transmission 
costs, to provide cost-efficient storage and to satisfy the growing demand for transmis­
sions over channels of limited capacity such as mobile-radio channels. The aim of the 
first part of this chapter is to give an overview of various applications where speech 
and audio compression algorithms are employed. The main design issues for different 
target applications are also discussed. Since the major consideration in coder design is 
the signal quality, the discussion includes a description of the subjective and objective 
performance measures used to compare different coding techniques.
Traditionally, digital speech and audio coding are investigated separately due to sig­
nificant differences that exist between the two types of signals. These differences are 
detailed in Section 2.4. Due to the difference in the coding approaches of the two signals, 
the two areas are treated in separate sections. Section 2.5 reviews the state-of-the-art 
algorithms employed in the speech coding area and outlines a number of successful low 
bit rate coders. On the other hand, Section 2.6 concentrates on audio coding algorithms 
which achieve transparent signal reproduction of GD quality audio at relatively high 
bit rates. A discussion on psychoacoustics, filter banks and the various generic coding 
methodologies is presented. The section concludes with a review of the international 
and commercial audio coding standards MPEG-1, 2 and 4.
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2.2 Applications of Speech and Audio Coding
For a number of decades, digital speech coding has played a vital role in various com­
munication systems. During this decade, the interest in audio coding has also been 
growing rapidly due to the increased availability in transmission bandwidth and the 
great technological advancement in the area of digital signal processing and very large 
scale integration (VLSI) circuit technology. As a result of this progress, the number of 
applications in the speech and audio compression area has increased and the means of 
implementation have become less expensive with ever greater capabilities. In addition, 
many multimedia applications have emerged. Some of the applications supported by 
the current capabilities in signal compression are displayed in Figure 2.1. The coding 
schemes employed in a number of these applications have been standardised for some 
years and are now entering third generation, employing more efficient bandwidth reduc­
tion techniques. At bit rates below lOkb/s applications such as secure voice and voice 
mail are practical. Between 10 and 20kb/s, applications arise in network telephony 
and cellular radio. In the range of 20 and lOOkb/s, several audio-visual applications 
emerge, including video and audio conferencing.
/  Mono 
( 2 )  Stereo
-----I Secure i i Voice \ i Cellular j /  Audio
\  Voice / \  Mail / \  Radio / \  Conference
/  ISDN I Medium \ ' Audio ' 
' v Q u a ü t j /
______I
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kbif/s
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Figure 2.1: Some Applications of Speech and Audio Signal Compression
The rest of this section gives a more general outlook on the communication systems 
suitable for low bit rate speech and audio coding applications. This survey has been 
divided into two broad categories: terrestrial- and satellite-based systems. A detailed 
study of the configuration of these systems can be found in [13, 14].
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2.2.1 T errestria l-B ased System s
Terrestrial-based systems can be classified into two main sections; fixed and mobile. 
This section surveys the various applications employed in four different kinds of commu­
nication systems, namely public switch telephone network (PSTN), integrated services 
digital network (ISDN), multimedia and land mobile telephony.
2.2.1.1 PST N  Applications
PSTN, also known as the analogue voice telephone systems, are regulated by inter­
national bodies, such as the ITU. The requirements of the coding systems for such 
applications are therefore very strict. The aim is to produce very high signal quality 
ranging from toll to broadcast. Other im portant requirements include robustness to 
background noise conditions and to random channel errors up to 10“ ,^ and a maxi­
mum algorithmic delay of 10ms. A fixed bit rate is required and the main focus is on 
speech signals. However, the ability to handle signalling tones based on a dual tone 
multi-frequency (DTMF) system for the transmission of telephone digits and modem 
tones for the transmission of voice-band data is essential.
In order to meet such high quality transmission requirements, high bit rate coders are 
deployed for such applications. The 64kb/s PCM coding algorithm [4] was adopted as 
an international standard for transm itting digital speech over PSTN. A more efficient 
32kb/s ADPCM [5] coding standard was subsequently introduced. Both coders produce 
toll signal quality. Additional attractive features include the ease of implementation 
and a coding delay of less than a millisecond. As a result of the intense research in 
low bit rate coding coupled with a substantial increase in the number of users and the 
widespread adoption of digital standards, a 16kb/s low delay code excited linear predic­
tion (LD-CELP) coder [6] was recommended by the ITU-T in 1992. The algorithm has 
a much higher complexity than its predecessors, however it is also capable of producing 
toll quality speech and incurs a very low delay of around 2ms. The current research for 
the next PSTN standard is now focusing on coding algorithms operating in the area of 
4kb/s.
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2.2.1.2 ISDN Applications
The PSTN was designed for analogue voice transmission and hence it was found inade­
quate for modern communication needs such as data transmission, facsimile and video. 
Growing user demands for these services have led to the replacement of this telephone 
system with an advanced digital system called ISDN. The primary goal of this system 
is the integration of voice and non-voice services, which is widely termed as multimedia. 
Speech transmission remains the key service, although with many additional features 
that result from a digitised system.
The major difference between the ISDN and the PSTN is the increase in bandwidth 
availability offered for data services. ISDN supports a combination of channels inter­
leaved by time division multiplexing. Two combinations that have been standardised 
include the basic rate and the primary rate interface. The basic rate is viewed as a 
replacement for the Plain Old Telephone Service (POTS) for home or small business 
use. This rate supports two 64kb/s B channels, each capable of handling a single PCM 
voice channel. Signalling is performed on a separate 16kb/s D channel, so the full 
64kb/s are available to the user. The primary rate interface is intended for business 
with a PBX (Private Branch eXchange).
The higher bit rate is exploited to give a greater throughput and to upgrade existing 
services. In addition, new services have emerged. For example, high quality speech and 
music coded, by means of rather complex algorithms at 64 and 128kb/s respectively, 
can be transm itted as a direct service to the customer or for use by broadcasters.
Another advanced voice service includes wideband telephony. The aim is to deliver 
high quality audio conferencing for multi-channel applications. The requirements of 
the coding algorithm include a fixed operating bit rate with a low algorithmic delay of 
less than 10ms and the ability to provide robustness to background noise. Since the 
ISDN is reliable, error robustness is not an important requirement. This allows more 
freedom in the coder design, which can result in improved efficiency.
Video telephony and video conferencing are two other possible applications. The aim 
is to enable high quality speech using only one ISDN channel and to improve the video 
quality using two or more ISDN channels. The coding algorithm is required to operate 
at a fixed bit rate with medium algorithmic delay of around 20ms and also provide 
robustness to background noise. Speech signals still remain the main focus of the
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algorithm design. Invariably video conferencing users prefer the use of wideband audio 
since it provides a greater sense of presence. G.722 [15] provides good quality audio 
but at the expense of requiring at least 48kb/s. This represents a significant proportion 
of a 2B ISDN channel used in a typical video telephony call. Therefore, if the bit rate 
of the coder is substantially reduced, more channel capacity is made available for the 
video compression, resulting in greatly improved video quality and better overall user 
acceptance of the video conferencing system.
2.2.1.3 Land Mobile Communications Applications
In many systems, communication takes place between mobile units and a controlling 
base station. Typical examples include fire, police and ambulance services. This section 
briefly describes the cellular mobile-radio systems. The requirements of the coding 
algorithms deployed in this system are discussed below.
Public telecommunications operators use cellular mobile-radio systems due to their 
enormous capacity for trafiic. In a cellular network, such as the one displayed in Figure 
2.2, a country is divided into a large number of small areas know as cells. Since the cells 
are small, low transm itter power can be used and the same radio frequencies are used 
in non-adjacent cells. In public mobile telephone services, the PSTN is connected to 
the mobile-service switching centre (MSG) in order to permit communication between 
its customers and the mobile users.
Coders suitable for cellular mobile-radio systems need to be robust to background 
noise, to random bit errors and also to frame erasures. Since the services offered 
include real-time and interactive applications, an algorithmic delay of less than 20ms is 
desirable. Other requirements include the flexibility of bit rate scalability controlled by 
the network. The main focus of the compression algorithm remains on speech signals.
The first generation of cellular-radio systems used analogue transmission and employed 
frequency-division multiple access (FDMA) [2]. One of the main disadvantages of 
this system consisted of the number of incompatible cellular-radio standards in use 
by different countries. Thus, a mobile station designed for one system could not be 
used on another. Hence it was impossible for a mobile to operate while roaming across 
international borders.
The need to accommodate more users within the existing available radio spectrum
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Figure 2.2: Cellular Mobile-Radio Network
was the driving force behind the introduction of the second generation cellular-radio 
system. In contrast with its predecessor, this system employed digital modulation. 
Digital transmission offers the possibility of reliable communication in the presence of 
high levels of noise and co-channel interference. This is of prime importance for cellular 
systems. However, a speech signal which is converted to a digital signal by conventional 
PCM, requires a much greater bandwidth than for analogue transmission. Therefore, 
the application of digital transmission in cellular-radio systems relies on the use of high 
speech compression methods.
The full rate GSM coder (GSM-FR) [16] was the second generation cellular standard 
adopted for a pan-European system. The form of speech encoding employed is the 
regular-pulse excited linear prediction coding (RPE-LFC) [17] operating at 13kb/s. The 
addition of forward error-correcting coding, to combat transmission errors, increases 
the rate to 22.8kb/s. The algorithm produces communication quality speech with a 
25-30ms delay. The huge market demand for land mobile telephony was the driving 
force behind the standardisation of a half-rate GSM [18] coder (GSM-HR) based on 
vector sum excitation linear prediction (VSELP) coder [19] operating at 5.6kb/s. The 
gross bit rate of the standard is 11.4kb/s.
There has been a rapid growth in demand for cellular radio. As shown in the graph 
displayed in Figure 2.3 [20], this demand has been predicted to grow even further in the
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Figure 2.3: Growth in Mobile Communications
future. However, the frequency spectrum available is insufficient to accommodate the 
increase in the number of users. For this reason, the third generation mobile systems 
[21], which are known by the names of universal mobile telecommunications service 
(UMTS) [22, 23] and IMT-2000 will be released in 2001. The primary objective of 
these systems consist of extending the services provided by the second generation sys­
tems with high data rate capabilities. In addition, they will endeavour to provide a 
universal personal mobile service supported by a series of complementary radio inter­
faces. This means tha t customers will be given identical services whether they are using 
a wired or a radio connection. In wireless communications and cellular mobile-radio 
environments, the coder is required to deliver a quality equivalent to that offered by 
the fixed network. In second generation systems, a quality degradation was accepted 
since the users’ mobility was the main issue. However, in a mass market where per­
sonal communication systems (PCS) are competing with the fixed network, degrading 
the quality cannot be justified. Hence, third generation services require high quality 
of service which depends on the design of the algorithms employed as well as on the 
network design.
2.2.1.4 Voice-over-IP (VoIP) and Internet Applications
The widespread growth of the Internet illustrated in Figure 2.3, has created a mass 
market for multimedia and information services. As a result, an interesting and rapidly
15
Chapter 2. Digital Speech and Audio Coding
expanding application area for digital speech and audio coding can be found in wireless 
VoIP [24] and Internet telephony systems. These systems will form a major part of the 
UMTS. Due to the characteristics of the transmission channel, the coding algorithms 
employed in such systems are required to be robust to frame erasures. The transport 
for these services is configured in such a way as to optimise the efficiency of the network. 
Hence bit rate scalability is desirable. The speech and audio application-related service 
classes can be defined in the following three categories.
The first class consists of conversational services such as VoIP and high speech quality 
video conferencing, which requires wideband signal transmission. The vital charac­
teristics of this category include low transmission delay of around 20ms. The adap­
tive multi-rate (GSM-AMR) standard [26] operating at bit rates ranging from 4.75 to 
12.2kb/s meets these specifications for narrowband speech signals. The coding scheme 
employed in this standard is the ACELP [26] coder.
Real-time audio- and video-streaming applications form part of the streaming service. 
In these kind of applications, speech signals are still the main focus, however good 
music performance at higher bit rates is also desirable. In contrast to the previous 
category of services, this class comprises one-way transmission.
The third class consists of interactive services. A typical application associated with 
this service is WWW browsing. The fundamental characteristics of this class consist 
of a low round-trip delay and a low error rate.
2.2 .2  Satellite-b ased  system s
The aim of satellite-based systems is to provide universal worldwide coverage so that 
communication becomes possible anywhere and anytime at affordable rates. The system 
communicates by way of a geostationary satellite to the terrestrial telephone network. 
The satellite can provide a BS giving coverage over an extremely wide geographical 
area with point-to-point and point-to-multi-point connection capabilities. Such satellite 
links can provide a service which is independent of distance and thus can be economical 
for fixed long-distance links, mobile communications and broadcasting. These three 
types of services have been defined by the ITU as fixed satellite service (FSS), mobile 
satellite service (MSS) and broadcast satellite service (BSS). Satellite systems were 
initially employed by specialist users, such as ocean-going ships and exploration teams
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in remote areas. During the 1980s, satellite communication was made accessible to 
individual business users by the introduction of smaller earth stations and satellites 
with spot beams.
Due to the fact tha t satellite channel bandwidth is a scarce resource, keeping the bit 
rate as low as possible is extremely important. Like all radio channels, the bit stream 
is subject to random errors and fading. This puts a premium on robustness. Channel 
error protection is usually incorporated in the coding algorithms employed by these 
systems. Since transmissions to and from a geostationary satellite results in a one-way 
delay of 260ms, a low algorithmic delay is a requirement and echo control is essential.
2.3 Design Criteria
When designing a coding algorithm a number of im portant issues need to be thoroughly 
examined. However, many of the issues involved in the design process have contrasting 
objectives and often improvements in one aspect of the coder’s performance results in 
a degradation of another. The aim is to achieve a successful trade-off among these 
partly conflicting factors and in most cases, it is the target application that dictates 
the relative weighting of these influencing factors.
2.3.1 B it  R a te  versus Signal Q uality
The primary purpose of coding is to decrease the bit rate while maintaining a specified 
level of signal quality. This parameter is usually determined by other considerations 
such as the available transmission bandwidth or storage capacity. For example, an 
im portant aspect in wireless communications and cellular mobile-radio is spectral effi­
ciency, which generally means the user density for the allocated spectrum. Hence the 
bit rate of the coder will play a significant role in determining the system’s spectral 
efficiency. Each particular type of coding algorithm performs well across a certain range 
of bit rates, below which the quality rapidly deteriorates and above which little return 
in quality is achieved for additional bit rate allocation.
In higher rate coders, signal quality can be measured objectively by signal-to-error 
ratios such as the segmental signal-to-noise ratio ( S N R s e g )' The ( S N R s e g ) mea­
sures the SNR in successive small time frames and averages the results over the entire
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duration of the signal. However, as the bit rate is lowered, the relationship between 
waveform similarity and subjective quality becomes less distinct. In such cases, subjec­
tive assessments which employ perception-based measures are more reliable. Five-point 
scales of signal quality (or impairment), such as the mean opinion score (MOS) [27] 
shown in Table 2.1, is a standard procedure employed for grading. This measure is 
particularly useful since it measures the perceptual signal quality and allows different 
coding methodologies to be compared on the same absolute scale.
G rad e S u b jec tiv e  O pin ion Signal Q u a lity
5 Imperceptible Transparent
4 Perceptible, but not annoying Toll
3 Slightly annoying Communication
2 Annoying Synthetic
1 Very annoying -
Table 2.1; 5-point Impairment Scale
2.3 .2  D elay
A further requirement on the algorithmic design is the delay incurred in the encoding 
and decoding stages. The one-way coding delay is defined as the elapsed time from 
the instant a signal sample arrives at the encoder input to the instant when that same 
sample appears at the decoder output, less any delay added by other communication 
equipment (such as modems) in between the encoder-decoder pair, and the signal prop­
agation delay which depends on distance.
At the encoder, delay is introduced in the process of buffering blocks of data, also 
known as frames, for purposes of efficient signal analysis for redundancy reduction. At 
the decoder, delay is introduced by block-based operations such as inverse transforms 
and by operations such as interpolation. This is known as the algorithmic delay and 
is usually some multiple of the frame size. The overall system delay also includes the 
amount of time required for the coder to perform the required computations during 
the encoding and decoding processes. This is known as the processing delay and is 
dependent on the speed of the processor used. One method of reducing the processing 
delay is to use short analysis frames. However this tends to increase the overall bit rate 
due to the increased frame update rate. Alternatively, backward-adaptive prediction
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techniques [28], which are described in further detail in Section 3.3.1.1, can be adopted 
so as the keep the buffering delay to a minimum. However, this can also lead to an 
increase in the output bit rate since the vector size in such algorithms is typically very 
short. One other factor that can further extend the delay in a communication system 
is channel coding.
The end-to-end delay becomes an important factor for transmission applications and 
real-time interactive applications, such as telephony and audio conferencing. Large 
communication delays of 400ms or greater make full-duplex conversation impossible. 
In addition, delays of 50ms or more increase the problem of disturbing echoes generated 
at the hybrid interface between two-wire and four-wire lines in the terrestrial network. 
This introduces the need for echo suppression or cancellation [29], either within the 
network or in the terminal equipment. This has an impact on the communication 
system cost and complexity.
The delay constraint is usually more relaxed for audio signal transmissions since audio 
coding algorithms are primarily employed in one-way communication systems and in 
storage applications. In these cases, the encoding delay is totally irrelevant, as long as 
the decoding delay is low enough for a good quality of service.
2.3 .3  C om plexity
Although lowering the bit rate is of significant importance, most low bit rate algorithms 
have the drawback of excessive complexity. Complexity is measured by the arithmetic 
processing required by the encoding and decoding processes, which is typically measured 
in millions of instructions per second (MIPS), and also by the memory requirements, 
which are typically measured by kilobytes of ROM or RAM. Complexity is an important 
parameter of performance for at least two reasons -  the need to minimise cost and the 
requirement to minimise power dissipation, which represents a disadvantage for pocket- 
carried equipment where the consumed power is a scarce resource. However, the recent 
advances in algorithmic, implementations and the rapid advances in low power, yet 
cheaper and faster VLSI circuits will permit the practical use of increasingly complex 
algorithms for signal coding as well as other technologies for multimedia.
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2.3 .4  R obu stn ess
Robustness against random and bursty channel bit errors and against packet losses is 
very important for digital communication applications. Transmission channels intro­
duce error bursts into the bit stream resulting in frame erasures and hence a degradation 
in the output quality. In the case of ISDN, the bit error rate (BER) is expected to be 
around 10“ ® and 10“ ®. Such errors can be tolerated by the design of inherently robust 
algorithms. However, in mobile and satellite environments, where BERs in the region 
of 1% to 5% are common, the coder should also employ error concealment techniques 
[30] that estimate the lost frames with minimal loss in the output quality. However, 
the use of channel coding techniques introduces a high degree of redundancy in the 
bit stream resulting in inefficient use of the transmission bandwidth. For instance, the 
13kb/s GSM-FR coder [16] has an overall bit rate of 22.8kb/s. The additional 9.8kb/s 
is used to protect the coder from bit errors.
2.3.5 D iverse Input Signal R equirem ents
As a general rule, coders are designed for a particular type of input signals. As a 
result, the level of performance varies depending on the input. However, for portability 
purposes, it is important that the coder maintains its performance across different 
languages and across a diverse range of input signals. As non-speech signals, such as 
music, are gaining increasing attention, algorithms need to be designed to achieve a 
similar quality with both speech and audio signals. In most situations, the algorithm 
also needs to perform well in the presence of background noise. In such cases, besides 
reproducing the background noise, which is essential for maintaining the naturalness 
of the speech during conversation, the coder is often faced with the task of suppressing 
it. This is often achieved by means of voice activity detection (VAD) [31]. In addition, 
the coder also must be able to adjust to input level variations in order to avoid any 
amplification or clamping distortions.
2.3 .6  N etw ork -R elated  R equirem ents
Due to the integration of many networks, it is possible for a call to originate from one 
network and terminate on a different one. Hence the algorithm needs to maintain a good
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output quality even when the signal is passed through a number of coders in tandem. 
Additional requirements include robustness to channel errors and a graceful degradation 
of quality with increasing bit error rates typical of error-prone environments, such as 
mobile-radio applications. Another desirable feature consists of bit rate scalability 
which optimises the efficiency of the network.
2.4 Basic Properties of Speech and M usic Signals
Until recently, coders have been designed specifically either for speech or for audio 
signals. This is due to the fact that the two types of signals have different character­
istics. The differences between audio and speech signals are manifold. This section 
concentrates on the major ones.
Speech signals have a well-understood universal model of production which permits 
very powerful techniques of redundancy reduction: primarily, linear predictive coding 
(LPC) in the time domain. LPG is not commonly used in audio coders due to the 
fact tha t music signals are in general not as stationary as speech signals. This can be 
seen in the two sequences shown in Figure 2.4. Any kind of predictive coder (either 
pitch prediction used on speech or spectral prediction used on music) will not be able 
to capture the high temporally localised structure of music signals.
Female Speech Soquonco Pop Music Sequence
I
TImo (ms)
■8 2000
TImo (me)
Figure 2.4: Segments of Speech and Music Signals in the Time Domain
One other main difference is the higher sampling rate required to represent music sig­
nals. This is due to the fact that the range of these signals can vary within lOHz and 
20kHz, while most of the information content of speech signals falls mainly between 
GHz and 3.4kHz (also known as telephone bandwidth speech).
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Both speech and music signals exhibit a short-term power level that varies widely over 
time. The dynamic range of signals is the ratio in dB of the minimum to the maximum 
short-term power levels. Typical dynamic range of speech is 30dB while the dynamic 
range of music is around 60dB. The difference in the power level variations is shown in 
Figure 2.5.
Female Speech Sequence Violin Sequence
Figure 2.5: Typical Dynamic Ranges for Speech and Music Signals
Higher listening quality is expected for music signals since distortions are more per­
ceptually annoying in music than in speech. For this reason, music signals require a 
higher amplitude resolution when compared to speech signals. Discrete samples of mu­
sic are represented by 16-bit PCM, while speech samples are represented by only 8 bits. 
In addition, stereo and multichannel coding are required for some high fidelity audio 
applications.
Another major difference to be considered is the stringent delay constraint required for 
real-time interactive speech coding. Since audio coding is usually performed offline, 
delay is not a major criterion.
After describing the main differences between the two types of signals, it is understand­
able why different coding schemes are employed to efficiently represent the two signals. 
The different approaches for speech and audio compression are described separately in 
the following two sections.
22
Chapter 2. Digital Speech and Audio Coding
Coding Strategies
APC
HELP
CELP
SBC
ATC
STC
MBE
TCX
Channel
Hom om orphic
PCM
APCM
DPCM
ADPCM
Waveform
Coders
Hybrid
CodersVocoders
Figure 2.6; Broad Classification of Speech Coding Schemes
2.5 Speech Coding Strategies
As illustrated in Figure 2.6, the most researched speech coding schemes can be divided 
into three main groups: waveform coding, vocoding and hybrid coding. The aim of 
each of these schemes is to analyse the input signal, remove the redundancies and 
efficiently encode the remaining information in a perceptually acceptable manner. The 
characteristics of each strategy are described in the following sections. The quality 
versus bit rate for the three main coding strategies are shown in Figure 2.7 [19]. In this 
graph, the quality is represented by MOS (refer to Table 2.1).
I
a
5
Hybrid Coders4
Waveform Coders
3
2
Vocoders
8 162 4 32 64
Bit Rate (kb/s)
Figure 2.7: Quality Comparison of Coding Techniques
23
Chapter 2. Digital Speech and Audio Coding
2.5.1 W aveform  C oders
Waveform coders are characterised by their attem pt to maintain the overall shape of 
the amplitude-versus-time waveform, hence the name. These kind of coders are de­
signed to be signal-independent. The only restrictions on the input signal consist of 
certain limits in amplitude and bandwidth. As such, they are basically different from 
source coders, e.g. linear predictive (LP) coders, which rely on signal parameterisa- 
tion in accordance with an appropriate model for the generation of the speech signal. 
Since the aim of waveform coders is to preserve the shape of the signal, they generally 
operate on a sample-by-sample basis. Hence their performance is measured in terms 
of SNR, since quantisation is the major source of distortion in the output waveform. 
The success of waveform coding has been limited to rates above 16kb/s. Nevertheless, 
they are popular for their simplicity and ease of implementation. Typical examples of 
waveform coders include the first worldwide speech coding standard, CCITT 64kb/s 
PCM [4] and its subsequent improved versions with incorporated adaptive and predic­
tion techniques. This standard is still largely used in digital systems and due to its 
toll quality performance, it is generally used as a benchmark for comparing lower rate 
speech coders.
2.5 .2  V ocoders (V oice C oders)
Vocoders, on the other hand, are speech-specific and make no attem pts to preserve the 
original waveform. The vocoder consists of an analyser and a synthesiser. The analyser 
extracts a set of parameters from the input signal according to a model based on the 
human speech production system. These parameters are encoded and transmitted to 
the decoder where they are used to reconstruct the speech signal. Examples of vocoders 
include the channel vocoder and the homomorphic vocoder. An in-depth study of both 
coders can be found in [32]. The most attractive feature of vocoders is their ability 
to operate at bit rates below 4.8kb/s. However, this is achieved at the cost of added 
complexity and lower signal quality which often sounds synthetic. An additional feature 
of vocoders is the increased flexibility for manipulating the parameters of the speech 
signal. In contrast to waveform representations, where the signal is represented by a 
sequence of numbers, vocoders represent the speech signal in terms of parameters more 
closely related to the fundamental parameters of speech production, such as magnitude
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and phase. Since the shape of the waveform is not maintained, the SNR distortion 
measure is not suitable for assessing the quality of the synthesised signal. Instead 
subjective measures such as the MOS [27] are employed.
2.5.3 H ybrid C oders
Hybrid coders attem pt to overcome the deficiencies of pure waveform and vocoding 
schemes. They operate at medium bit rates and produce near-toll signal quality. These 
compression schemes can be classified into two groups: time-domain and frequency- 
domain coders.
2.5.3.1 Time-Domain Coding Techniques
Time-domain hybrid coders are dominated by schemes based on the speech production 
model which assumes that speech is the result of exciting a linear time-varying filter. 
Forms of linear prediction (LP) are employed to remove the existing correlation between 
neighbouring samples. The remaining non-redundant information is then quantised and 
transm itted to the decoder. The main variations of time-domain hybrid coders lie in 
their treatm ent of the vocal excitation of the time-varying filter.
The early time-domain hybrid coders, such as the adaptive predictive coder (APC) 
[33] operating at 16kb/s and below, were based on an analysis-and-synthesis (AaS) 
procedure. Both short- and long-term linear predictors are employed to remove the 
redundancies present in the signal. The remaining excitation signal after inverse fil­
tering is encoded on a sample-by-sample basis. This process takes up the major part 
of the coding capacity. Hence at lower rates, these coding schemes exhibit a drop in 
performance. To reduce the capacity required for the residual, a baseband coder in 
the form of residual excited linear predictive (RELP) coding [34] has been developed. 
The motivation behind RELP is tha t the residual information can be assumed to be 
concentrated in the low frequency region. Thus only this segment is encoded, resulting 
in a reduction in the coding capacity. The major advantage of the RELP scheme is its 
ability to operate under extreme background noise condition. However, its performance 
is limited to 9.6kb/s and above.
The AaS method just described, separates the parameter extraction and the quantisa­
tion procedure. Therefore the control over the distortions is limited to the individual
25
Chapter 2. Digital Speech and Audio Coding
subsystems. In order to minimise the total error in the synthetic signal, analysis-by- 
synthesis (AbS) techniques have been proposed. In AbS methods, each subsystem is 
jointly optimised to introduce the minimum amount of distortion in the reconstructed 
signal. This is achieved by having a local decoder at the encoder side such that the syn­
thetic signal is available for analysis. AbS schemes are computationally demanding and 
their deployment has only been possible due to a large increase in the processing power 
of DSP chips. There exists many variants of the AbS scheme. The most noteworthy 
example is the code excited linear prediction (CELP) algorithm [35, 36] operating in 
the range of 4.8kb/s and 16kb/s. In CELP, a linear time-varying filter is also employed 
to represent the coarse and fine spectral information. However, the residual signal is 
obtained by exhaustively synthesising each candidate vector from an excitation code­
book. The sequence which yields a minimum weighted error is the optimal excitation. 
Nowadays, many variants of CELP can be found in a number of international coding 
standards and several commercial applications.
Waveform interpolation (WI) [37, 38, 39] is another model-based coder that uses LPC 
synthesis. The excitation signal is decomposed into a slowly evolving part, which is 
modelled by the pitch structure, and a rapidly evolving part tha t can be modelled by 
coloured noise. Since the slowly evolving part has relatively little change from one 
frame to the next, its change can be differentially quantised with relatively few bits. 
In addition, since the ear is insensitive to the phase of noise, the rapidly evolving part 
can be quantised with just a few bits to indicate the approximate spectral shape of 
the noise. At 2.4kb/s, the waveform interpolation coder provides equivalent or better 
quality than the 4.8kb/s secure voice coder, under all conditions.
2.5.3.2 Prequency-Domain Coding Techniques
Sinusoidal coding [40, 41, 42, 43] and multi-hand excitation (MBE) [44, 45] are two 
model-based coding techniques, which can also be classified as frequency-domain vocoders. 
Both methods use sinusoidal synthesis for all the harmonics and form an estimate of the 
spectrum, which is transm itted as side information. The sinusoidal coder extracts the 
signal parameters by sampling a high frequency resolution short-time discrete fourier 
transform (DPT). A dividing frequency is found for every frame, which divides the 
voiced parts of the spectrum from the unvoiced. The MBE coder, which is shown in 
Figure 2.8 [19], first performs an estimation of the pitch period which is used together
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with the harmonic magnitudes of the original signal to form a synthetic spectrum. 
The original and synthetic spectra are compared in order to determine whether a par­
ticular frequency band is voiced or unvoiced. A single bit is used to represent the 
voiced/ unvoiced decision for that band. Both of these coders use a mixture of voiced 
and unvoiced excitation in order to produce more natural sounding speech than if the 
excitation were all voiced or all unvoiced. At the decoder, the voiced parts of the spec­
trum  are reconstructed using the magnitudes, frequencies and phases of the harmonics, 
which are continuous from one frame to the next. If the signal is unvoiced, then it 
is modelled by random noise normalised with the unvoiced harmonic energies. The 
voiced and unvoiced parts are then added sample by sample to produce a replica of the 
original input.
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Figure 2.8: Block Diagram of a Multi-Band Excited Coder
The difficulty that these two techniques face is when the input speech also contains 
another signal in the background. A high amount of background noise or music can
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interfere with the accurate determination of the pitch and the voicing decisions. In 
fact, such coders can often produce unnatural sounding artifacts when the input signal 
is not purely speech. The quality of these coders operating at bit rates of 2.4 to 4kb/s 
[46, 47] is surprisingly high. For clean input speech , an improved MBE coder operating 
at around 4kb/s [48] has been reported to provide quality equivalent to first generation 
digital cellular standards [49], such as IS-54 VSELP [50]. In addition, the MBE coder 
is the basis of the Inmarsat M standard.
2.5.3.3 C om bined  T im e- an d  P requency -D om ain  C od ing  T echniques
It has been found frequency-domain coders produce either lower quality or greater de­
lay and complexity than their time-domain counterparts. Recently, the quality of these 
coding techniques was improved with the inclusion of LPC techniques in the initial 
stages of the coder. The use of linear prediction enables the use of classical speech 
coding techniques such as efficient parameterisation and quantisation of spectra, pitch 
modelling and long-term prediction. Once the residual is computed, it is transformed 
and quantised in the frequency domain which allows for transform coding techniques 
such as Huffman coding and perceptual modelling. This technique is known as trans­
form  coded excitation (TCX). An example of such a coding scheme can be found in 
[51],
2.6 Perceptual Coding of Digital Audio
During the last decade, CD quality digital audio has essentially replaced analogue audio. 
Some of the benefits resulting from digital audio representation include unprecedented 
high fidelity, dynamic range and robustness. These advantages, however, come at the 
expense of high data rates. Conventionally, CD systems are sampled at 44.1kHz using 
PCM with a 16-bit sample resolution. This results in a rate of 705.6kb/s for a monaural 
channel. Such high data rates cannot be accommodated in emerging digital audio 
and multimedia applications for wireless networks, since these systems face a series of 
constraints such as reduced channel bandwidth, limited storage capacity and low cost. 
These new applications have created a demand for high quality digital audio delivery 
at lower bit rates. In response to this need, considerable research has been devoted 
to the development of algorithms for perceptually transparent coding of high fidelity
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digital audio [52]. As a result, many algorithms have been proposed and standardised 
[8, 53, 54]. Figure 2.1 shows that such coders start at around 64kb/s and they all 
operate in the frequency domain.
Perceptual audio coding algorithms are lossy compression schemes which minimise the 
number of bits required to represent audio signals while maintaining high fidelity. This 
is accomplished with two processes, namely, irrelevancy reduction and redundancy 
removal. Irrelevancy reduction is achieved by means of psychoacoustic models which 
exploit the properties of auditory perception, as detailed in Section 2.6.1. On the other 
hand, redundancy removal identifies and removes statistical redundancies. Most of the 
algorithms are based on the generic architecture shown in Figure 2.9.
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Figure 2.9: Generic Perceptual Audio Encoder
The coders typically segment input signals into quasi-stationary frames ranging from 
2 to 50ms in duration. Then a time-frequency analysis section estimates the temporal 
and spectral components on each frame. During the analysis process the spectrum is 
split into a number of bands either by means of a transformation of the signal in the 
frequency domain or by the use of filter banks, depending of the design and objective 
of the particular coder. The ultimate objective is to extract a set of parameters that 
can be encoded in this domain. The choice of time-frequency analysis methodology 
involves a fundamental trade off between time and frequency resolution requirements. 
Perceptual distortion control is achieved by psychoacoustic signal analysis which aims 
to quantise the time-frequency parameters without introducing audible artifacts by us­
ing an unequal bit allocation paradigm. The quantisation and encoding section exploits 
the statistical redundancies through classical techniques such as DPCM or ADPCM. 
Once a quantised parametric set is formed, remaining redundancies are typically re­
moved through noiseless and entropy coding techniques, such as Huffman coding [55].
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Since the output of the psychoacoustic distortion control model is signal-dependent, 
most algorithms are inherently variable rate. Fixed channel rate requirements are usu­
ally satisfied through the use of buffering, which often introduce encoding delays. At 
the decoder, the frequency-domain values are reconstructed and the transform from 
the frequency domain to the time domain is used to synthesise the output signal. The 
principal advantage of frequency-domain coding is that most of the knowledge in per­
ceptual masking is based on experiments carried out in this domain and hence the 
results can be directly used.
2.6.1 P sych oacou stic  M odels I
Unlike in the case of speech coding, there is no source model for general audio signals.
However, bit rate reduction can be achieved through the use of psychoacoustic models 
which exploit the effects of the perception capacities of the human auditory process 
[56]. Irrelevant information is identified during signal analysis by incorporating into the 
coder several psychoacoustic principles, including absolute hearing thresholds, critical 
band frequency analysis, simultaneous masking and temporal masking. Masking refers 
to a process where one sound is rendered inaudible due to the presence of another 
sound. The aim of these techniques is to estimate the amount of distortion that can 
be applied to the signal without it becoming audible. If distortion is inevitable, then 
the perceptual model estimates where it has to be placed to be least disturbing. These 
methods of quantisation noise shaping involve a time-varying, signal-dependent bit 
allocation. In practice the models are not perfect, nevertheless they offer a significant 
improvement in performance over coders which assign quantisation noise (or bits) based 
on the minimum mean squared error (MSB). ;
One of the most commonly used techniques employed in noise masking is simultaneous i
masking. This process is a frequency domain phenomenon where a low level signal 
(the maskee) can be made inaudible if it occurs close in frequency to a masker. The 
masking threshold depends on the sound pressure level (SPL) and the frequency of the 
masker and on the characteristics of the masker and maskee. The SPL is a standard 
metric that quantifies the intensity of sound pressure in dB. The slope of the masking 
threshold is steeper towards lower frequencies. Therefore, higher frequencies are more 
easily masked. W ithout a masker, a signal is inaudible if its SPL is below the threshold 
of quiet, which depends on frequency and covers a dynamic range of more than 60dB,
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as shown in the lower curve of Figure 2.10 [57].
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Figure 2.10: Masking Threshold in the Presence of a IkHz Sinewave Masker
Since the input signal consists of many simultaneous maskers, a global masking thresh­
old, below which all signal components (including quantisation noise) become imper­
ceptible, is computed by the psychoacoustic model. Such calculations are based on a 
spectral analysis of the input signal and are performed every new segment (or frame). 
The signal-to-masking ratio (SMR), which describes the ratio of the maximum signal 
power and global masking threshold, is used for dynamic bit allocation employed in 
such coders. W ithin a frequency band, the quantisation noise will not be audible as 
long as its SNR is higher than its SMR. The idea is to allocate bits such that the coding 
noise falls below the masking threshold at a given time instant.
In addition to simultaneous masking, temporal masking also plays an important role 
in perceptual audio coding. The effects of this time-domain phenomenon occur before 
(pre-masking) and after (post-masking) a masking signal, as shown in Figure 2.11 [57]. 
Both pre- and post-masking are exploited in the ISO/MPEG audio coding algorithm 
[58].
2.6.2 T im e-Frequency A nalysis
Perceptual audio coders rely on time-frequency analysis tools to extract a set of param­
eters from the time-domain input signal. The various analysis techniques employed for 
this purpose can be divided in the following three categories: filter banks, transforms
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Figure 2.11: Temporal Masking
and subband coding (SBC) [56, 59]. Each method is detailed in a separate section 
below. The choice of a particular analysis tool depends on the objectives of the coder.
2.6.2.1 Filter Banks
The tool most commonly employed for the time-frequency analysis is the filter bank, 
which consists of a parallel bank of bandpass filters covering the entire spectrum, as 
shown in Figure 2.12. The filter bank divides the signal spectrum into frequency sub­
bands and generates a series of coefficients representing the frequency localised signal 
power within each band. Each subband comprises a critically sampled signal represen­
tation, i.e. the number of subband samples is equal to the number of input samples. 
Since it is impossible to achieve perfect brick-wall magnitude responses with finite 
order bandpass filters, there is unavoidable aliasing between the decimated subband 
sequences.
M - ]
Frequency (f)
2M 2M 2M 2M 2M 2M
Figure 2.12: Magnitude Response of M-band Filter Bank
By providing information about the distribution of the signal, the filter bank facil­
itates psychoacoustic analysis, as well as perceptual noise shaping. In addition, by
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decomposing the signal into its frequency components, the filter bank also assists in 
the reduction of statistical redundancies. At the decoder end, the quantised subband 
samples are upsampled to form the intermediate sequences. In order to eliminate the 
imaging distortions introduced by the upsampling operations, the sequences are pro­
cessed by a parallel bank of synthesis filters, (z), as shown in Figure 2.13. The filter 
outputs are combined to from the overall output. The analysis and synthesis filters are 
carefully designed to cancel aliasing and imaging distortions.
Analysis |-=a- Synthesis  H
{ J m)----- Output
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Signal
Input
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Figure 2.13: Uniform M-band critically sampled Analysis-Synthesis Filter Bank
An example of perceptual audio coders tha t employ filter banks can be found in [60]. 
The choice of an appropriate filter bank is critical to the success of the coder. Since most 
audio source material can change unpredictably, perceptual coding needs to be able to 
adapt, using filter banks with time-varying resolution [61]. This fact has motivated 
many algorithm designers to experiment with switched and hybrid filter bank struc­
tures, with switching decisions occurring on the basis of the changing signal properties 
[62]. Filter banks emulating the analysis properties of the human auditory system, i.e. 
those containing non-uniform critical bandwidth subbands, have proven very effective 
in the coding of highly transient signals, such as castanets. In addition, good channel 
separation and stopband attenuation are particularly desirable. Other issues that need 
to be considered during the design of the filter bank include delay and computational 
complexity.
Pseudo-QMFs [63, 64] are a particular type of filter bank that consist of cosine mod­
ulation of low pass filters. These filters are used to realise parallel M-channel filter
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banks with nearly perfect reconstruction (PR) [65, 66], hence their name. These filter 
banks are characterised by an overall linear phase response, low complexity, and critical 
sampling. Adjacent channel aliasing is cancelled by establishing precise relationships 
between the analysis and synthesis filters. The PQMF bank has played a significant role 
in the evolution of modern audio coders. The MPEG-1 [8] and MPEG-2 [53] employ 
a 32-channel PQM F bank for spectral decomposition in layers I and II. Despite their 
success, PQMF banks must compensate for the inherent distortion induced by the lack 
of PR  in order to avoid audible artifacts in the coder output.
2.6.2.2 Adaptive Transform Coders (ATC)
In ATC, a frequency domain transform, such as discrete cosine transform (DOT) or 
fast fourier transform (FFT), is applied to windowed blocks of samples for the time- 
frequency analysis. Such coders provide high resolution spectral estimates at the ex­
pense of inadequate temporal resolution. The transform components are quantised by 
a quantiser which changes the step size according to the psychoacoustic model. At the 
decoder, an inverse transform maps the signal back into the time domain. In order to 
obtain a high resolution frequency domain decomposition of the signal, these coders 
require large number of samples per frame and hence suffer from a high algorithmic 
delay (usually > 32ms). A block diagram of an adaptive transform coder is shown in 
Figure 2.14 [19].
Transform coding algorithms are employed both for speech [67, 68] and audio com­
pression. The operating bit rate achieved for high fidelity audio is around 64kb/s [52]. 
Compared to CELP [35, 36] coders, transform coders generally perform poorly for 
speech at bit rates lower than 2bits/sample.
2.6.2.3 Subband Coders (SBC)
Similar to transform coding, subband coding also exploits signal redundancy and psy­
choacoustic irrelevancy by relying upon frequency-domain representations of the signal 
obtained from banks of bandpass filters. However, this scheme employs a lower res­
olution PR  or non-PR filter bank to split the spectrum into uniform or non-uniform 
bands. The signal within each individual band is first decimated by a factor equal
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Figure 2.14: Block Diagram of an Adaptive Transform Coder
to the number of bands. The information within each band is then encoded, quan­
tised and transmitted. High coding gains are realised by ehicient quantisation meth­
ods tha t rely upon psychoacoustically controlled dynamic bit allocation, which masks 
the quantisation noise in each subband while simultaneously satisfying some bit rate 
constraint. Since masking thresholds and hence bit allocation requirements are time- 
varying, buffering is often introduced to match the coder output to a fixed rate. The 
bit allocation is transm itted as side information. At the receiver end, the transm itted 
information is used in conjunction with an inverse filter band to reconstruct a coded 
version of the original input.
Numerous subband coding algorithms for high fidelity audio have appeared in the liter­
ature since the late 1980’s. One of the most noteworthy example is the masking pattern 
adapted universal subband integrated coding and multiplexing coder (MUSICAM) [69] 
which formed the basis for MPEG-1 and MPEG-2 layers I and II, due to its desir­
able combination of high quality, reasonable complexity and manageable delay. This 
compression scheme employs a 32-band polyphase filter bank. Despite the use of a
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suboptimal filter bank which does not correspond to the critical bands, high quality 
coding is achieved through enhanced psychoacoustic analysis. High resolution spectral 
estimates are obtained by a 1024-point FFT in parallel with the polyphase filter bank. 
This parallel structure allows for accurate estimates of the masking thresholds. The 
subband output sequences are processed in 8ms blocks (12 samples at 48kHz) and quan­
tised according to the SMR requirements for each subband. One other distinguishing 
feature of this coder is its error robustness up to a BER of 10“ .^
Although subband coding is mostly employed in audio coding, this technique has also 
been applied in wideband (0-8kHz bandwidth) compression schemes in order to provide 
a solution for the high dynamic range of the signal spectrum. The frequency plots 
displayed in Figure 2.15 show that the spectral information decreases rapidly at high 
frequencies. This is more evident for the speech segment. Hence, by splitting the 
spectrum into a number of narrow bands as shown, the lower frequency components 
can be quantised more accurately, while signal irrelevancy can be exploited in the less 
perceptually important higher frequencies.
Violin Sequence
X
Figure 2.15: Spectral Plots of Speech and Music Signals
One of the most commonly used tools in subband coding of speech and audio signals 
of restricted bandwidth is quadrature mirror filters (QMF) [70, 3]. QMFs are a specific 
class of multi-rate digital filters designed to reconstruct the signal without aliasing dis­
tortion, even though the subband samples are critically sampled and non-ideal filters 
are used. Figure 2.16 illustrates a two-channel QMF bank which employs two decima- 
tors in the signal analysis section and two interpolators in the signal synthesis section. 
H q{w ) is a low pass filter and Hi{w) is a mirror-image high pass filter. Their impulse
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responses are Ao[n] and hi[n] respectively. Hence if
H q{w ) = H { w )^  then Hi{w) = H  (w — tt) (2.1)
In the time domain, the corresponding relations are
ho = h{n) and hi{n) = {-~l)'^h{n) (2.2)
The output of the synthesis section consists of the desired signal output fr om the QMF 
and also a term  due to the effect of aliasing, produced by the non brick-wall response 
of the filters. For aliasing cancellation, the following equation must be satisfied
Go{w) — Hi{w — t t ) and Gi{w) — - H q { w  -  7 t) (2.3)
Therefore the frequency response of the low pass filter can be written as Gq{w ) = 2H(w) 
whereas that of the high pass filter is Gi{w) = —2H{w — t t ) .  The equivalent equations 
in the time domain are
go{n) = 2h(n) and gi{n) =  —2(—l) ” /i(n) (2.4)
where po[?%] and gi[n] are the impulse responses of the synthesis filters. The scaling 
factor of 2 corresponds to the interpolation factor. W ith these filter characteristics, the 
aliasing resulting from the decimation is cancelled.
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x(n )  «■
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HPF
Figure 2.16: Block Diagram of a Two-Channel Filter Bank
Finite impulse response (FIR) QMFs have traditionally been used in subband speech 
and audio coders. Infinite impulse response (HR) QMFs have been avoided because of 
their non-linear phase response. Ideally the QMF should have unity gain. However, 
any linear phase FIR filter will introduce some amplitude distortion. The amount 
of distortion introduced can be minimised by optimising the filter coefficients. This 
approach has been used by Johnston [71] and his results of optimum filter coefficients
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have been tabulated. If more than two bands are desired, a tree structure can be 
applied. Either one or both of the subband signals is fed into another QMF and broken 
down further. In this way different bandwidths can be realised. Disadvantages of the 
tree structure method include the high computational complexity and high delay. Each 
additional split adds an increased delay since the filters operate on a signal with only 
half the sampling rate of the preceding stage.
l-a  Analysis Synthesis ---------
n  evenn even
x(n )x(n)
n  oddn  odd
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Figure 2.17; Polyphase Structure of a Two-Channel QMF Bank
Polyphase structures [72], as displayed in Figure 2.17 [73], form another category of 
QMF-type filter bank. The FIR filters are realised by a polyphase structure with 
impulse responses po{n) and pi{n). Both methods have perfect aliasing cancellation of 
adjacent bands, are computationally more efficient since an FFT  can be used in the 
filtering process, and are of moderate complexity and low delay.
The time-frequency analysis tools described so far achieve high spectral resolution par­
ticularly for steady state signals. On the other hand, for analysis of transient signals, 
a significant number of algorithms rely upon efficient time resolution analysis tools, 
such as wavelet analysis [74]. These are a different class of subband filters which have 
attracted an increasing interest in many signal processing applications. The main ad­
vantages of wavelet decompositions lie in their increased flexibility achieved through 
identical filter bank magnitude frequency responses obtained for many different choices 
of a wavelet basis. This approach employs optimal wavelet selection and wavelet co- 
efiBcients quantisation procedures for each segment of audio. The intention is to take 
advantage of the masking effect of the human hearing.
Recursive wavelet decompositions effectively pass input data through a tree structured 
cascade of low pass and high pass filters followed by 2:1 decimation at every node. 
The forward/inverse transform matrices of a particular wavelet are associated with a
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Figure 2.18: Subband Decomposition associated with a Discrete Wavelet Transform
corresponding QMF analysis/synthesis filter bank. Typical discrete wavelet transforms 
(DWT) and discrete wavelet packet transforms (DWPT) representations of an audio 
signal sampled at 44.1kHz, consisting of octave-band filter bank structures, are shown 
in Figures 2.18 and 2.19 respectively. Wavelet or wavelet packet decompositions can 
be tree structured as necessary to decompose the input audio into a set of frequency 
subbands tailored to some application. For example, it is possible to approximate the 
critical band auditory filter bank utilising a wavelet packet approach. The basic idea 
behind DWT and DWPT based subband coders is to quantise and encode efficiently 
the coefficient sequences associated with each stage of the wavelet decomposition tree 
using the same noise shaping techniques as the previously described perceptual sub­
band coders. Several bit rate scalable wavelet based schemes capable of achieving 
nearly transparent monophonic CD quality with bit rates below lOOkb/s, have been 
investigated [75].
The only drawback of wavelet decompositions reside in their inadequate performance 
for harmonic signals, partly due to the poor frequency selectivity of the low order FIR 
analysis filters typically employed in such coders. In order to improve the performance 
for such signals, hybrid coders have been thoroughly investigated [76]. These schemes 
choose a compact signal representation from combined sinusoidal and wavelet bases for 
each analysis frame. Such algorithms are based on the notion that short time audio 
signals can be decomposed into tonal, transient and noise components. The tonal 
components are represented in terms of sinusoidal functions, while transient and noise 
components are efficiently represented in terms of wavelet bases.
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Figure 2.19: Subband Decomposition associated with a Discrete Wavelet Packet Tkans- 
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2.6.2.4 Sinusoidal Coders
Although sinusoidal signal models have been applied successfully in speech coding as 
described in Section 2.5.3.2, this approach was not used in perceptual audio coding until 
recently, due to the fact that sinusoidal coders tend to minimise the MSB. The advent of 
MPEG-4 standardisation and the recent emergence of Internet-based streaming audio 
has established new research goals for high quality coding of general audio signals at 
low bit rates in the range of 6 to 24kb/s, rates that had previously been reserved for 
speech-specific coding algorithms. In experiments reported as part of the MPEG-4 
standardisation effort, it was determined that sinusoidal coding is capable of achieving 
good quality at low rates without being constrained by a restrictive source model. 
Architecturally, sinusoidal coders for general audio signals consists of an analysis block 
for window selection and envelope extraction, a sinusoidal AbS parameter estimation 
block, a perceptual model and a quantisation and coding block. Although, this scheme 
bears similarities to sinusoidal speech coding, the waveform matching enforced by the 
minimisation of the reconstruction error is eliminated and instead the algorithm selects 
sinusoids in decreasing order of perceptual importance by means of an iterative AbS
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loop which employs a simplified psychoacoustic model.
2.6.3 A udio C oding S tan d ard s
High quality audio coding is one of the key technologies for digital audio broadcasting 
(DAB) [77] systems. The concepts of DAB originated from the European Eureka 147 
project, which began in 1988. By mid 2000, more than 150 million people around the 
world were within coverage of a DAB transm itter and over 250 DAB programme services 
were on the air world-wide, providing high quality audio, as well as a wide range of 
innovative data services. The interest in high quality audio has been the driving factor 
for the development of international audio coding standards now adopted by ETSI 
and the ITU. The technology of these coders allows sufficiently low data rates for cost 
and spectrum efficient audio broadcasting in the digital domain. This next section 
summarises the operation of the Eureka 147 digital radio system, outlining the key 
system concepts.
2.6.3.1 The DAB System
The Eureka 147 DAB system has been designed as a reliable multi-service digital broad­
casting system which is capable of operating at any frequency from 30MHz to 3GHz and 
can be used on terrestrial, satellite, hybrid and cable broadcast networks. The DAB 
transmission signal occupies a bandwidth of around 1.5MHz and carries a multiplex of 
several digital services simultaneously. The system supports audio programmes over a 
wide range of coding rates, starting from 64kb/s stereo up to 384kb/s, at a sampling 
frequency of 48kHz. The MPEG-1 Layer II, which is described in the section below, 
is employed for bit rate reduction. The net transmission bit rate varies from 0.6 to 
1.8Mb/s depending on the convolutional code rate, which can vary according to the 
application. The flexible multiplex of the DAB system is employed for broadcast of 
audio, programme-associated data and independent data services, such as traffic infor­
mation, up-to-the-minute stock market information, paging and electronic newspapers. 
A typical multiplex has 4 or 5 high quality stereo audio services with a few low bit rate 
mono audio services and up to 20% non-audio related data services. D ata services can 
be separately defined streams or may be further divided by means of a packet structure. 
Programme-associated data, such as the song title and artist, is embedded in the audio
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bit stream for display at the receiver. The way in which the DAB transmission signal 
is created is described in more detail in [78].
Car radios is one of the main applications for consumer digital radio, since DAB can 
support in-car near CD quality as the vehicle traverses the country, with no fades or 
need for retuning. The high end hi-fi industry is another key player. However the prices 
of hi-fi products still have to fall before DAB becomes a mass market technology.
The following sections aim to give a high level description of the international audio 
coding standards, such as ISO/IEC MPEG-1 and 2 series which are used in existing 
digital broadcasting systems. Other commercial audio coding standards include the 
Dolby AC-2/AC-3, the Sony adaptive transform acoustic coding (ATRAC) for use in 
its re-writable MiniDisc system, the Sony dynamic digital sound (SDDS) deployed in 
digital cinematic sound systems and the Lucent Technologies perceptual audio coder 
(PAG). A comprehensive description of each of these standards can be found in [56].
2.6.3.2 MPEG-1
The ISO/M PEG coding standard for CD quality audio was adopted in 1992. The ISO 
11172-3 [8] comprises a fiexible hybrid coding technique, which incorporates several 
methods including subband decomposition, filter bank analysis, transform coding, dy­
namic bit allocation, non-uniform quantisation and psychoacoustic analysis. The coder 
accepts 16-bit PCM input data at sample rates of 32, 44.1 and 48kHz and has separate 
modes for mono, stereo and joint stereo sound. Available bit rates are 32 -  192kb/s for 
mono and 64 -  384kb/s for stereo.
The MPEG-1 architecture contains three layers of increasing complexity, delay and 
output quality. Each higher layer incorporates functional blocks from the lower layers. 
Layers I and II are based on the MUSICAM algorithm, described in Section 2.6.2.3. The 
input signals are decomposed into 32 critically subsampled subbands using a polyphase 
realisation of a PQMF bank. Layer II employs a higher resolution FFT. Quantisers 
are selected such tha t both the masking and bit rate requirements are simultaneously 
satisfied.
The layer HI algorithm of MPEG-1 achieves performance improvements by employing 
a hybrid filter bank, which makes use of an adaptive MDCT. This technique increases 
frequency resolution and thereby approximates better the critical auditory system.
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Enhanced bit allocation and quantisation strategies that rely upon non-uniform quan­
tisation and AbS coding are introduced to allow reduced bit rates and improved quality. 
MPEG-1 has been successful in numerous applications. For example, MPEG-1 Layer 
III is the standard for transmission and storage of compressed audio for the World 
Wide Web (WWW) and for handheld equipment. This coder is often simply known as 
MP3.
2.6.3.3 MPEG-2
The MPEG-2 standard [53] extends the capabilities offered by MPEG-1 to support 
the so-called 3/2 channel format with left, right, centre and left and right surround 
channels. The first MPEG-2 standard was backward compatible in the sense that in­
formation transm itted by an MPEG-2 encoder can be correctly decoded by an MPEG-1 
receiver. However, with this algorithm it was impractical to code five-channel material 
at rates below 640kb/s. Hence, the second MPEG-2 standard sacrificed backward com­
patibility to achieve indistinguishable quality at a rate of 320kb/s for five full bandwidth 
channels. This new standard is also known as advanced audio coding (AAC) algorithm. 
Improvement in performance is achieved by incorporating a filter bank, window shape 
adaptation, spectral coefficient prediction and temporal noise shaping. Unlike previous 
MPEG coders, AAC eliminates the hybrid filter and relies exclusively on MDCT. The 
algorithm is unique in its ability to switch between two distinct analysis window shapes 
depending on input signal characteristics, in order to optimise frequency selectivity and 
hence maximise the perceptual coding gain. Bit allocation and quantisation are simi­
lar to previous MPEG coders. One of the attractive features of this algorithm is the 
bandwidth and bit rate scalability and complexity management tools.
2.6.3.4 MPEG-4
The MPEG-4 standard comprises an integrated family of algorithms, as shown in Fig­
ure 2.20, which provide scalable speech and audio coding at rates from 200b/s to 64kb/s 
per channel. The very low rates are for synthetic speech and music, such as text-to- 
speech and musical instrument digital interface. For higher bit rates, the standard 
provides integrated coding tools that make use of different signal models. The choice of 
coding scheme depends upon desired bit rate, bandwidth, complexity and quality. The
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three distinct algorithms consist of two parametric coders for bit rates of 2 -  4kb/s at 
8kHz sample rate as well as 4 -  16kb/s at 8 and 16kHz sample rate. Narrowband and 
wideband speech is handled by a CELP speech coder operating between 6 and 24kb/s. 
For generic audio at bit rates above 16kb/s, a time-frequency perceptual coder is em­
ployed. This coder is an improved version of the MPEG-2 AAC algorithm described 
in the previous section. Beyond its provisions specific to coding of speech and audio, 
MPEG-4 also specifies numerous system level functions for media independent trans­
port, efficient buffer management, syntactic bit stream description and time stamping 
for synchronisation of audio visual information units.
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Figure 2.20; ISO/IEC MPEG-4 Integrated Tools for Speech and Audio Coding
2.7 Concluding Remarks
In this chapter, various applications of digital speech and audio coding have been 
described. The main coding requirements and constraints of each application have been 
briefly discussed. Due to the integration of many networks, it has emerged that the
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research in speech and audio compression is heading towards a number of developments 
including algorithms which are able to adapt to different transmission environments, 
such as the packet-switched network that comprises the Internet, and to operate under 
multiple constraints of bit rate, complexity, delay, robustness to bit errors and diversity 
of the input signal. The research work undertaken and proposed in this thesis is in line 
with this trend.
The research reported in this thesis concentrates on combined speech and audio coding 
at scalable rates. Hence it was found appropriate to analyse some of the most important 
characteristics of both signals. The main speech coding strategies, namely waveform 
coders, vocoders and hybrid coders, including a number of time- and frequency-domain 
coding schemes have been highlighted. In addition, the state-of-the-art algorithms em­
ployed in perceptual audio compression have also been reviewed. Essentially, current 
audio coders can be classified into three groups: coders which employ filter banks, 
adaptive transform coders and subband coders. These schemes combine efficient com­
pression techniques with the exploitation of the effects of the human auditory system. 
While these coders represent audio signals with high fidelity, they operate at high bit 
rates and often introduce large encoding delays. The survey presented in this chapter 
includes a discussion on the relative operating bit rates of each compression scheme 
and their respective advantages and disadvantages.
From this investigation, it is evident that CELP coders are still able to represent more 
efficiently clean speech at low rates while time-frequency coders are able to encode more 
efficiently general audio at rates above 32kb/s. In light of the recent trend towards the 
convergence of low rate speech and audio coding algorithms, linear prediction techniques 
are being considered for this purpose. Since the aim of this research is to achieve good 
signal quality for both speech and audio signals at low to high bit rates, a further 
detailed description of the AbS-LPC scheme can be found in the following chapter.
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Chapter 3
Princip les o f Linear P red ictive  
C oding (LPC)
3,1 Introduction
In the previous chapter, a wide range of applications which require speech and audio 
coding were described. A number of existing compression techniques for both signals 
were also reviewed. Prom this investigation, it has emerged that especially at low rates, 
the best choice of signal model depends upon the source material. However, due to the 
recent growing interest in multimedia applications which require the ability to adapt 
to diverse input signals, research is currently concentrating on a combined approach 
to speech and audio coding operating at low rates. In order to design and develop 
such algorithms, it is essential to perform a study on source modelling and prediction 
based on it. The purpose of modelling is to discover and hence thereafter remove the 
statistical redundancies in the input signal, and also to match the quantising system 
to the properties of the human perceptual system [42].
Speech and music signals exhibit a strong correlation from sample to sample and also 
between adjacent periods. Removal of these correlations reduces the dynamic range 
of the sample amplitudes, allowing more accurate quantisation. LPC is an efficient 
procedure widely used for removing these correlations. Such an approach leads to 
very high compression factors. Versions of LP coders operating between 8 and 16kb/s 
achieve toll speech quality which can be deployed in PSTN applications. The G.729 
[79, 80] and G.728 [6 , 81] standards are examples of such coders. CD quality coders
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based on LP techniques, such as TwinVQ [82], have also been reported. However, the 
LP analysis-synthesis framework has so far received little attention in the audio coding 
literature or standards.
In view of the recent trend towards hybrid speech and audio coding at rates around 
16kb/s, it is useful to consider existing LP techniques for this purpose. Thus it was 
found appropriate to treat the analysis-by-synthesis (AbS) LPC approach in a separate 
chapter. This popular bit rate reduction method performs parameter extraction based 
on a model of the speech production mechanism, which is briefly described. Various 
structures employed for the representation of the excitation signal of the model are 
reported. Since the extracted parameters are required for transmission, efficient quan­
tisation methods are outlined. In addition, the chapter reviews a number of widely used 
tools, such as noise shaping, pre- and post-processing techniques, which are employed 
for signal quality enhancement.
3.2 Speech Production M odel
Speech is produced when air is forced from the lungs through the vocal cords and along 
the vocal tract. The vocal tract extends from the opening in the vocal cords (called 
the glottis) to the mouth and can be approximated as a tube of varying diameter. 
The vocal cords produce an excitation function which can be roughly classified into 
voiced and unvoiced excitation. The vocal tract, mouth and lips act as a filter on this 
excitation signal, giving rise to resonant frequencies, which are referred to as formants. 
The frequencies of these formants are controlled by varying the shape of the tract, 
for example by moving the position of the tongue. Figure 3.1 illustrates the speech 
production system [83].
The block diagram illustrated in Figure 3.2 shows a model of the vocal tract. The 
linear time-varying filter can be excited by either a quasi-periodic train of impulses or 
a random noise source. The model assumes that the speech signal can be classified 
into one of two classes, voiced and unvoiced, and that the pitch period of the voiced 
segment is known. The periodic source, consisting of a delta function located at pitch 
period intervals, produces voiced sounds such as vowels and nasals, while the noise 
source produces unvoiced sounds or fricatives (e.g. f , th , s , s h ) .  The parameters of the 
filter determine the spectral characteristics of the particular sound for each of the two
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Figure 3.2: Simplified Source Filter Model for a Speech Production System
The purpose of coding is to identify the parameters of the vocal tract model. At low 
bit rates only a few bits per sample are available for encoding the excitation signal and 
the key issue in designing coders at these rates is finding bit-efficient representations. 
One of the most common and efficient ways of achieving this is to find an excitation 
sequence that, for a given synthesis filter, produces a signal that is close to the original 
input signal. Since the search for the excitation sequence depends on the error between 
the original and reconstructed signal, the process requires synthesis during analysis. 
Hence the procedure is referred to as analysis-by-synthesis coding.
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3.3 Analysis-by-Synthesis (AbS) Coder Structure
Figure 3.3 shows a block diagram of an AbS coder. It consist of an excitation generator, 
a long-term synthesis filter which models the glottal excitation, together with a short­
term synthesis filter which models the vocal tract. A detailed description of both filters 
is given in Sections 3.3.1.2 and 3.3.1.3 respectively.
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Figure 3.3: Block Diagram of the AbS-LPC Encoder and Decoder
The encoding process removes the short-term and long-term correlations from the input 
signal. The most computationally demanding operation of the encoder consists of the 
analysis-by-synthesis coding of the excitation sequence, where each candidate vector 
from the excitation generator is synthesised by means of the long-term prediction and 
short-term prediction synthesis filters. The sequence which result in the minimal per­
ceptually weighted mean-squared error (MSE) is identified, quantised and transmitted 
to the decoder. The MSE is a commonly used error criterion. The process of min­
imising the MSE results in a quantisation noise that has the same energy at all the 
frequencies of the input signal.
The original signal is thus reduced to a small number of parameters consisting of a set of 
LPC coefficients, a pitch period and an excitation (shape) sequence. At the decoder, the 
signal is reconstructed by passing the excitation sequence from the generator through
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both the long-term predictor synthesis filter and the short-term predictor synthesis 
filter. Both the short- and long-term predictors are adapted over time, but the short­
term predictor is usually adapted at a slower rate than the long-term predictor and 
excitation parameters. Although most discussions in this section are related to the 
configuration shown in Figure 3.3, many variations are possible. For example, the 
long-term predictor can be omitted.
3.3.1 Linear P red ictive  C oding (L PC )
Over the years, the most successful speech coding techniques have been based on LPC 
[84]. The essential element of LPC is the linear prediction (LP) filter which is derived 
from a mathematical approximation to the vocal tract representation as a variable 
diameter tube. The LP filter is essentially an all-pole filter which predicts the value of 
the next sample based on a linear combination of previous samples. LPC is applied to 
whiten the source signal by removing the near-sample and distant-sample correlations 
present in the waveform. The former, is usually called short-term or spectral prediction 
and it effectively matches the spectral envelope of the signal. The latter, often referred 
to as pitch prediction, removes distant-sample redundancy in quasi-periodic signals, 
typical in voiced sounds. The short- and long-term processes are equivalent to the 
inverse filtering of the vocal tract model, resulting in a residual signal of significantly 
lower power than the original waveform. This can be clearly seen in Figure 3.4 [19]. 
As a result of LPC, the residual signal can be encoded more accurately.
The correspondence between LPC and the speech production model has been a primary 
reason for its success in speech compression schemes. One reason for the lack of interest 
in LP audio coders is the fact tha t this technique does not necessarily model any of 
the physical mechanisms that generate audio signals. Another reason is that the LP 
coders are not well suited to the task of modelling the nearly sinusoidal components 
present in steady state audio signals. These elements create sharp peaks in the spectral 
envelope, which often in the presence of quantisation noise lead to LP synthesis filter 
instabilities. Nevertheless, LP algorithms have been successfully applied to CD quality 
audio [56].
The following sections focus on the mathematical representations of the LP filters and 
on a number of techniques employed for the extraction of the filter parameters.
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3.3.1.1 F orw ard - vs B ack w ard -A d ap tiv e  P red ic tio n
There exists two strategies for determining the predictor parameters. The first approach 
is the forward-adaptive prediction (FA), where the predictor parameters are determined 
from the input signal. These coefficients are quantised and sent as side information to 
the decoder. For the short-term predictor the length segment varies between 10 and 
30ms, during which time the signal is assumed to be stationary. Hence, this particular 
approach for estimation of the predictor parameters introduces a delay. This delay 
can be reduced by estimating the parameters from the previously reconstructed signal. 
This method, referred to as backward-adaptive prediction (BA), does not require the 
parameters to be transm itted since the reconstructed samples are also available at the 
decoder. Hence a higher order filter can be employed and the innovation coding can 
profit from a higher bit rate. However, this method has also some disadvantages. For 
non-stationary signals, the analysis is carried out using the past output signal samples 
and thus may not reflect the current spectral characteristics. Secondly, the analysis 
is corrupted by quantisation noise which may have a distorted spectrum. When the 
quantiser noise increases, the performance of the predictor (which is determined by 
the reconstructed samples) drops, further increasing the quantisation noise effects. In
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addition, this method is not very tolerant of frame erasures and data corruption which 
are common in error-prone transmission environments. Figure 3.5 shows the conceptual 
difference between the two approaches.
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Figure 3.5: Forward- vs Backward-Adaptive Prediction
3.3.1.2 Estimation of the Short-Term Predictor Parameters
The short-term filter 1/A{z) models the vocal tract and the spectral shaping of the 
vocal source. The transfer function of the filter has the form
i — 1, (3.1)^ ( 4
where a{ are the short-term predictor coefiicients and p is the predictor order. Typical 
values of p are between 10 and 16. The choice of p depends primarily on the sampling 
rate. Figure 3.7 shows plots of the prediction gain as a function of the LP filter order 
for three types of signals sampled at 8 and 16kHz. The chosen files consist of female 
speech, vocal music sung by a female singer and also a violin sequence. The prediction 
gain is an objective measure of the spectral modelling performance and is determined 
by calculating the residual energy resulting from the inverse filtering procedure shown 
in Figure 3.6. The mathematical formula is defined as
PG l p c  = (3.2)
where s{n) is the input sample at time n  and s(n) is the predicted sample. From the 
plot in Figure 3.7, it can be seen that the performance for both the female speech and 
the female singing saturates with 10 coefficients for a sample rate of 8kHz, while for a 
sample rate of 16kHz, the prediction gain for both of these files saturates with about 
16 coefficients. However for the violin sequence a filter order of 22 is required for both
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sampling frequencies. This is due to the fact that in general, the speech spectrum has 
an average density of 2 poles (i.e. one complex pole) per kHz. Each complex pole 
represents a formant resonance due to the vocal tract contribution. Hence a 10-pole 
filter for narrowband speech coding and a 16-pole filter for wideband speech coding are 
necessary for accurate spectrum modelling. However the spectrum of audio signals are 
characterised by sharp peaks which necessitates a higher filter order for an accurate 
estimation of the spectrum.
Signals Sampled at 8kH/. Signals Sampled at 16kHz
I'Citiiile SpCL'Cli —13— I'cmalc Singer ' i^ctnalc S|Kccli “ £3— lànnate Singer
£  1 f t - - -
|:
Figure 3.7: Prediction Gains vs LP Filter Order for Narrowband Speech and Music 
Signals
Given a particular signal s(n), the aim of LP filter is to find the set of predictor 
coefficients, a*, that minimise the mean or total squared error with respect to the input 
signal. This method of derivation is known as the least squares approach. The signal
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samples s{n) can be predicted from a linearly weighted summation of past samples. If 
s(n) is the approximation of s(n), then
s{n) ~  'Y^ais{n -  i)
i = l
(3.3)
and the error [residual] between the actual values s[n) and the predicted value s[n) is 
given by
e(n) =  s(n) -  s(n) =  s{n) — — i)
i = l
The aim is to minimise the total squared error denoted by
S n { m )  -  Y ^ a i S n [ m  -  i) 
i=l
where
=  s[m  -h n)
(3,4)
(3.5)
(3.6)
The values of ai tha t minimise En in Equation (3.5) are found by setting the partial 
derivative of E  with respect to a* to zero, thereby obtaining a set of p  equations for 
any definition of the signal s[n)
p
' ^ S n { m - j ) s n { m )  = J 2 a i Y ^ S n { m - i ) s n [ m - j ) ,  l < j < p  (3.7)
m  i=l m
The minimum total squared error is obtained by expanding Equation (3.5) and substi­
tuting from equation (3.7). The result can be shown to be
If
= Sn(’^ )Sn(m -  i)
m  i = i  m
(f>n[ij) = J 2 sn [m  -  i)Sn[m -  j)
then Equation (3.7) can be written as
i=l
j  — 1, 2 , . . .
and substituting in Equation (3.8), En can be expressed as
E„ = <An(0,0) -  ^ a ji^ „ (0 ,i)
(3.8)
(3.9)
(3.10)
(3.11)
To estimate the parameters a^, the quantities (f>n[i-,3) must be computed for 0 < i < p 
and 1 < 3 <p- Equation (3.10) can then be solved for There are two distinct ways 
of determining <^n(bi)» namely the auto-correlation method (AM) and the covariance
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method (CM). Both methods involve the computation of a matrix of correlation values 
and the solution of a set of linear equations. These equations can be solved by the 
Levinson-Durbin recursive algorithm [85]. The main difference between these two ap­
proaches is the interval over which the error in Equation (3.8) is minimised. The AM 
uses an infinite interval and employs a weighting window, such as a Hamming window. 
The window needs to be long enough so that the tapering effects of the window do not 
heavily affect the results. In contrast, the CM fixes the interval over which the mean 
squared error is computed and no windowing is required. Another class of methods, 
called lattice methods (LM) combines these two steps into a recursive algorithm. The 
theoretical formulations of the auto-correlation, covariance and lattice methods can be 
found in [32]. When the three approaches are compared, AM has the advantage of 
requiring less computations than the CM, and LM is the least computationally effi­
cient. In both the LM and AM, the filter is guaranteed to be stable, but problems of 
parameter accuracy can arise in AM due to the truncation (windowing) of the time 
signal. For the CM, stability is uncertain.
During the theoretical formulations, it has been assumed that the signal is stationary 
over the short intervals (10-30ms) during which the LPC coefficients are determined. 
Hence the LPC analysis can be performed tha t infrequently. However, more frequent 
updates tend to improve the performance at the expense of higher complexity and bit 
rate.
As a result of LPC, the residual signal has smaller variance than the original signal, as 
seen in Figure 3.8 [19], making finer quantisation of the error signal possible and re­
sulting in better output quality. The quantisation process of the residual is determined 
by the type of coding technique employed.
3.3.1.3 Long-Term Predictive Coding
The use of long-term prediction (LTP) is motivated by the fact tha t long-term corre­
lations remain present in the residual signal after the STP analysis, described above. 
Hence a second stage of prediction is required. Its purpose is to model the long-term 
correlations (spectral fine structure) in the signal. The filter l/jP(z) has the form
1 1 (3.12)
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Figure 3.8: Frequency Domain Plots of (a) Original Speech Envelope, (b) Original Speech and 
(c) STP Residual
where bi are the long-term prediction coefRcients and D  is the delay in samples, also 
referred to as lag. For periodic signals, the value of D  corresponds to the pitch period. 
The pitch period or fundamental frequency can take a wide range. However, only a 
part of this range is used for conversational speech. Observations of the fundamental 
frequency range in human speech are listed in [86]. A suitable range of the delay is 
from 2 to 20ms which corresponds to a fundamental frequency range between 50 and 
500Hz and covers the variation in pitch for a wide range of speakers. The value of D 
is quantised using 6 to 9 bits.
Typically one to three predictor coefficients are used, and their values are adapted every 
5ms. A more frequent update of the pitch parameters would result in unnecessary higher 
bit rate. On the other hand, a slower update rate would degrade the performance of the 
predictor. Increasing the order of the filter results in better prediction, but additional 
bits are needed to encode the coefiicients. Instead of increasing the filter order, a 
predictor with a fractional delay would produce smooth delay contours during periodic 
segments.
Similar to the STP analysis, the goal is to determine estimates (/3i,r) of the model
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parameters (6 ,^ D). Therefore, the prediction error is given by
9
e(n) =  r(n) — ^  Pir{n — r  ~ i) (3.13)
i = - q
where r(n) is the past excitation signal. The estimates can be determined by MSE as 
follows
« Ÿ
r„{ni )  -  ^  - T  -  i) (3.14)
i = - q
By setting the partial derivative of E  with respect to Pi to zero and considering the 
case of a 1-tap LTP, P is found to be equivalent to
_  [Z L o  r{n)r{n  -  r)]
z 5  -  T)
Substituting in Equation (3.14), we obtain
^  /  (3.15)
where N  is the length of the block of samples over which the long-term prediction is 
performed. However, the size of the window from which the block is taken is required to 
be considerably longer than the analysis block length N .  This is due to the fact that the 
lag value, r ,  can vary between a minimum, Tmin, of around 16 samples to a maximum, 
Tmaæ, of around 150 samples. Therefore, the ideal analysis window is required to be 
longer than N  +  Tmax such tha t it contains more than one complete periodic cycle.
The optimum lag, r ,  is determined by searching among Tmin and Tmax for the lag 
which minimises the error E  in Equation (3.16). Once r  is found, the gain P can also 
be determined and is generally distributed around 1. A plot of the LPC residual and 
the secondary excitation after LTP inverse filtering is shown in Figure 3.4 [19]. It is 
clear that the secondary excitation no longer possesses the pulse-like characteristics.
The LTP parameters can be determined either in an open-loop or in a closed-loop con­
figuration. The former approach incurs moderate computational complexity. However, 
the latter configuration has been found to produce better results since the parameters 
can be optimally computed by including a pitch generator in the analysis loop. The 
advantage of this method consists of the fact that the pitch generator is contributing 
to the minimisation of the weighted error.
If the predictor is backward-adapted, the frame over which the mean square prediction 
error is minimised does not correspond to the frame over which the LTP analysis
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is performed. While this scheme works well in segments where the lag is relatively 
constant, it does not perform as well in transition regions. This is because the lag and 
coefficients are too finely tuned to the analysis block. Another reason why backward 
estimation of the long-term predictor is not commonly used, is due to its sensitivity to 
transmission errors.
LP is a commonly used technique for the determination of the lag value since it attempts 
to provide an estimate of the transfer function of the vocal tract shown in Figure 3.1. 
However the lag can be measured using various other strategies, both in time and 
frequency-domain. The average magnitude difference function (AMDF) and harmonic 
pattern matching by comb filtering are just two examples of the most commonly used 
methods. All of the strategies lead to identical results provided that the signal is 
completely stationary and periodic. However speech and audio signals are time-variant 
and aspects such as the starting point of the measurement, the length of the measuring 
interval or the operating domain of each method can influence the results and may lead 
to estimates that differ from one algorithm to another. An overview of the individual 
techniques can be found in [8 6 , 87].
3.3.2 P ercep tu al W eighting
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Figure 3.9: Frequency Response of LPC Filter and Weighted Noise Spectrum
In Section 2.6.1, the concept of psychoacoustic masking and the way in which its prop­
erties are employed in audio coding systems in order to improve the perceptual quality
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of the coder output, have been described. However, in low bit rate coders, such elab­
orate masking techniques are not adequate because the available bit rate is too low 
to mask the quantisation noise and unlike in high rate coders, there is not enough 
bits to transmit the bit allocation as side information. In such cases, noise shaping is 
achieved by employing a perceptual weighting filter instead. This technique has been 
successfully employed in various coders such as CELP [35, 36].
As previously discussed, there is a masking threshold function associated with every 
signal. If the power spectrum of the coding noise introduced is below the masking 
threshold at all times, then the distortion is inaudible. However, in most cases, lowering 
noise components at certain frequencies can only be achieved at the price of increased 
distortion at other frequencies. Since the formants, are perceptually more important 
than the spectral valley regions, the latter are sacrificed in order to preserve the formant 
regions. However, this strategy may force the noise components in some of the valley 
regions to exceed the threshold. These noise components can later be shaped by a 
postfilter as described in Section 3.5.2.
The general purpose of the perceptual weighting method consists of exploiting the 
basic psychoacoustic results in order to tolerate more noise to be present in those 
regions where the signal has high energy (formant regions) and less in the valleys. 
Hence the noise masking level is adapted according to the input signal spectrum. In 
other words, the perceptual weighting filter shapes the spectral envelope of the signal 
by redistributing noise power in the frequency domain. The desired distribution is 
illustrated in Figure 3.9 [8 8]. The spectral shape of the quantisation noise is similar 
to tha t of the LPC spectral estimate but is inversely proportional to the perceptual 
weighting filter response. The weighting filter is given by
A { z / j i )W  (z) = A(z/-y2)
where A(z) is the whitening filter obtained from the LPC analysis. The poles corre­
spond to spectral peaks known as formants, whereas the zeroes correspond to spectral 
valleys. The parameters 71 and 72 are fractions between 0 and 1. Their aim is to 
control the energy of the error in the formant regions. The frequency response becomes 
flatter and the bandwidth of the zeroes increase as 7  decreases towards zero. This is 
clearly demonstrated in [89]. The values of 71 and 72 are determined by listening tests.
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This weighting procedure does not affect the bit rate or the complexity of the synthesis 
procedure. It only increases the complexity of the encoder. The improvement in the 
perceived quality of the compressed output is achieved at the expense of a distortion 
in the signal which leads to a reduced objective performance in terms of S N R s e g - 
This is due to the fact that the minimum MSE is achieved if the noise is white. Thus, 
shaping the noise will result in more quantisation noise. However, due to the masking 
properties of the human auditory system, the noise is less perceptible.
3.3.3 E xcita tion  Structures
The synthesiser displayed Figure 3.2 represents a rigid idealisation of the vocal exci­
tation and such a scheme often produces unnatural sounding quality. Instead of the 
periodic pulse train and the random noise source, various other approaches have been 
researched and this section will endeavour in describing a few of the most widely used 
techniques for representing the excitation signal.
To achieve a low bit rate, each frame of excitation samples has to be represented such 
tha t the average number of bits is small. This can be achieved, for example, by keeping 
only a few non-zero value samples. An effective way of achieving this is to use an AbS 
approach to find the non-zero excitation samples. The multi-pulse excitation (MPE) 
coder [90] represents the excitation as a sequence of pulses located at non-uniformly 
spaced intervals. The excitation analysis procedure determines both the amplitudes 
and the positions of pulses using a non-iterative AbS procedure which minimises the 
difference between the original and the synthetic waveforms. The number of pulses 
required for an acceptable output quality varies from 4 to 6 pulses per 5ms, depending 
on the input signal. For audio compression, sufficient pulse density can be applied 
to correct for the LP envelope errors introduced during the spectrum modelling. A 
lower complexity alternative is the regular-pulse excitation (RPE) coder [17], where the 
excitation signal is represented by a set of uniformly spaced pulses, typically 10 pulses 
per 5ms. Hence for a given position of the first pulse, all other pulse positions are known. 
The amplitude of each pulse is determined in such a way as to minimise the perceptually 
mean squared error. Hence the resulting optimal excitation vector is characterised by 
its phase, represented by the position of the pulses, and the corresponding amplitude 
vector. This technique is employed in the GSM-FR [16] coder. Figure 3.10 shows the 
difference between MPE and RPE sequences.
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Figure 3.10: Examples of Parametric Representations with a Few Non-zero Samples
Code excited coders (CELP) use another approach to reduce the number of bits per 
sample. Both the encoder and the decoder store a collection of possible sequences in 
a codebook. The excitation for each frame is described by the index to the vector in 
the codebook. The index is found by an exhaustive search of all possible codebook 
vectors. The vector which produces the smallest error between the original and the 
reconstructed signal is selected. The codebook can be generated with representative 
samples that have statistics similar to the signal to be coded, such as Gaussian noise 
for residual signals. Centre clipping these codebooks (clip level ±1.2 for unit-variance 
codevectors) [19] improves the performance and leads to fast search procedures. Since 
its introduction in 1984, the CELP coding paradigm [35] has been the basis for most 
of the high quality coding standards, e.g. G.728 [6] which was created during the past 
couple of decades and which is known to produce good quality for both speech and 
audio signals sampled at 8kHz. Most of the research has been focused on narrowband 
speech. However some recent studies on CELP coding of wideband speech have also 
been reported [91]. An im portant factor in the success of CELP coders for speech is 
the use of pitch prediction. On the other hand, conventional CELP coders perform 
very poorly for music. This is due to the inadequacy of pitch prediction in modelling 
the fine structure in the music spectrum.
However, variants of the CELP algorithm, such as the algebraic CELP approach [26] 
are being deployed for low rate combined speech and audio coding at a sample rate 
of 16kHz [92, 93, 94]. This scheme uses special innovation codebooks which have an 
algebraic structure. The excitation sequence is selected from a ternary sparse codebook 
[95]. This structure has several advantages in terms of storage, search complexity and 
robustness. ACELP is one of the most widely applied algorithms using pulse code 
vectors and is adopted in various coding standards, such as the C.729 [79, 80] coder.
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At low bit rates, however, the decrease of pulse position candidates and the number of 
pulses degrades the output quality. Some approaches that reduce the degradation have 
been considered, such as the G.723 coding algorithm [96], where the pulse positions 
are restricted to even sample positions. Another method consists of fixing a sign for 
each pulse. Both methods keep the number of pulses the same while reducing the 
number of bits for pulse positions and signs. However, since pulse positions and signs 
are im portant for good output quality, they must be restricted in an efficient manner.
3.4 Quantisation
Quantisation plays a fundamental role in the coding of signals. Scalar quantisation and 
vector quantisation (VQ) are two main approaches to parameter quantisation in signal 
compression schemes. While scalar quantisation is primarily associated with analogue- 
to-digital conversion, VQ deals with sophisticated digital signal processing in which the 
relevant input signals already have some form of digital representation.
3.4.1 V ector Q uantisation  (VQ )
The purpose of VQ is to represent an ordered set of signal parameters by a similar 
pattern (codevector) in a codebook. For a given input vector, the encoder identifies the 
address, or index, of the best matching codevector. The index is then transmitted in 
binary format to the decoder, where the codevector is replicated by a table lookup from 
a copy of the same codebook. The vector components are not encoded individually as 
in scalar quantisation, but rather all at once. From this description, it is evident that 
VQ is in essence a patter-matching algorithm. This approach is a well established and 
widely used technique which has been applied to the efficient coding of LPC parameters, 
LTP filter parameters, gain parameters, transform coefficients in audio coders and 
the quantisation of the residual signal in AbS predictive coding techniques such as 
CELP [35]. The main attributes of VQ consist of considerable efficiency, fractional 
bit rates and a much reduced average distortion per sample when compared to scalar 
quantisation.
The design and implementation of vector quantisers for a particular source is of fun­
damental importance since they are required to meet performance objectives such as
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bit rate constraint and a given distortion function. The smaller the candidate set of 
the quantiser, the lower the bit rate and the computational burden. However, this 
introduces a greater quantisation error. Therefore a careful design of the candidate set 
is required. Populating the codebook generally entails a clustering procedure which 
takes as input a set of vectors representative of the class to be quantised and then tries 
to choose a set of codebook entries which represents the reference set as well. The ad­
vantage of trained codebooks is that they improve the performance. The disadvantage 
is that for a mismatch between input data and training data, the performance is worse 
than with a random codebook. Moreover, it is more difficult to incorporate fast search 
techniques due to the lack of structure in the codebook.
For a fixed transmission rate r, the size of a VQ codebook is 2* ,^ where k is the size 
of the excitation sequence. Hence the complexity of a full codebook search increases 
exponentially as the vector dimension grows. Although it is not possible to quantise a 
vector using a more refined approach than the full-search codebook technique, various 
sub-optimal VQ designs have been developed [97] with the purpose of reducing both 
the computational complexity incurred by the search for the optimum codevector and 
the CO debook storage requirements. Three of the most common approaches include 
tree-structured VQ, multistage VQ and gain/shape VQ.
3.4.1.1 Line Spectral Pair (LSP) Representation
The wide use of LPC parameters in various coding applications has already been dis­
cussed. Hence it is very important to efficiently quantise this information. Studies 
on scalar quantisation of these parameters have shown that 30 -  40 bits are necessary 
to quantise 20ms frames of LPC information. Although vector quantisers are more 
efficient than their scalar counterparts, their use for accurate quantisation of LPC in­
formation is impeded by their high complexity. Various representations of the spectral 
envelope information have been studied, such as log-area ratios (LARs), arcsine reflec­
tion coefficients and line spectral frequencies (LSFs) [98, 99]. This section concentrates 
on the latter approach due to its localised spectral sensitivity.
LSFs are defined as the roots of the sum and difference polynomials:
Fl{z) = A{z) 4- (3.18)
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and
F^{z) =  A{z) -  (3.19)
where b is the order of the LP filter. The polynomials Fi{z) and F^iz) are characterised
by the following two important properties. It can be proven that all roots of these
polynomials lie on the unit circle and they alternate each other, i.e. the LSFs are in 
ascending order. If these two properties are satisfied, the stability of the LPC synthesis 
filter is ensured by quantising the LPC information in the LSF domain. Filter stability 
is an important requirement for source coding applications.
F{{z) has a root at z = —1 {u = n) and F^iz) has a root z = 1 (w =  0). To eliminate 
these two roots, two new polynomials are defined
Fi{z) = F i( z ) / ( l  + z-^)  (3.20)
and
F2(z) =  Fiiz]/{1 -  z - i)  (3.21)
Each polynomial has 6 conjugate roots on the unit circle Therefore, the poly­
nomials can be written as
f i(z )  =  n  ( l  -  (3.22)
i= l,3 ,.. . ,6 —1
and
F2{z ) =  n  -  2qiZ-^ + z-^') (3.23)
1=2,4,...,6
where % =  cos(w(), with i being the LSFs which also satisfy the ordering property 0 < 
coi < U2  < . . .  < ui, < TT. Since both polynomials Fi{z) and F2 {z) are symmetric, only 
half the number of the coefficients required need to be computed for each polynomial. 
The coefficients of these polynomials are found by the following recursive relations
f i{ i  A  I) = tti+i P  Gb-i -  fi{ i)  , 0 < i < 6 /2  (3 24)
f2{i + ' l ) - a i + i - a b - i P f i { i )  , 0  < « < 6 /2
The LSPs are found by evaluating the polynomials Fi{z) and F2 {z) and the LSFs are
given by
ff i  = -^arccos{qi) (3.25)
where fs  is the sampling frequency.
The transformation from LPC coefficients to LSFs is reversible and once the LSFs are 
quantised, they are converted back to the LP coefficient domain o .^ The coefficients of
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Fi{z) and F2 {z) are found by expanding Equations (3.22) and (3.23). Once f i ( i)  and 
f 2 {i) have been determined by a recursive procedure, Fi{z) and Eg(z) are multiplied 
by (1 +  z~^) and (1 — z~^) respectively in order to obtain F{{z) and F^iz). Since 
A(z) = [F[{z) +  j^(%)]/2 , the LP coefficients can be finally found by
0.5f[{i) 4- f2{i) 
0-5/I (6 +  ! —«) — f2{b +  1 — î)
1 <  t <  6/2  
(6/2 +  1) <  % <  6
(3.26)
Figure 3.11 [100] shows the LP power spectrum and the associated LSFs. A cluster of 
(2 or 3) LSFs characterise a formant frequency and the bandwidth of a given formant 
depends on the closeness of the corresponding LSFs. One of the main attributes of 
LSFs is their localised spectral sensitivities, i.e. a change in a given LSF produces a 
change in the LPC power spectrum in its neighbourhood only. Therefore vectors of 
LSFs can be independently quantised without leakage of quantisation distortion from 
one spectral region to another.
LSJFNumbar 0 12
Frequency QcHz)
Figure 3.11: LP Spectrum and Associated LSF Parameters
3.4.2 G ain-A daptive VQ
The wide dynamic range of speech and audio signals contributes to the difficulty of 
directly applying VQ to blocks of samples. This is due to the fact that an excessively
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large codebook is required to accommodate not only the wide variety of shapes of the 
waveform segment represented by the vector but also the wide range of amplitude levels. 
Gain-adaptive VQ provides an elective solution to the dynamic range problem. This 
process consists of scaling the amplitudes of the input vectors by a gain-normalising 
factor which is adaptively generated by either forward- or backward-adaptation. Each 
normalised vector is then encoded and transmitted. At the decoder, the received index 
is decoded to reproduce a corresponding codevector which is then scaled back by the 
same adaptive gain value as in the encoder.
If the gain is produced via forward-adaptation, the input signal is buffered and an 
average gain value is measured, quantised and then transm itted to the receiver as side 
information. In the more interesting case of backward-adaptation, no side information is 
needed and the gain control is generated as an estimate based on the past reconstructed 
vectors. One particular important application of BA gain prediction is the LD-CELP 
[6 , 81], which will be addressed in the following chapter.
3.5 Pre- and Post- Processing Filters
In order to enhance the signal quality of low bit rate coders, various spectral shaping 
techniques can be employed both at the encoder side (pre-processing) and at the decoder 
side (post-processing). These methods improve the subjective quality of the coded 
signal at a given bit rate, by exploiting the mechanism of the human auditory system.
3.5.1 P re-em phasis
One characteristic pertaining to wideband speech signals and music signals is their high 
spectral dynamic range (up to 60dB) which produces a degree of inaccuracy in the LPC 
analysis. A common technique which is employed to overcome this problem is known as 
pre-emphasis. This process is applied prior to the encoding process and its purpose is 
to attenuate the low frequencies and enhance the higher frequencies, thereby reducing 
the spectral dynamic range and allowing the higher frequencies to be represented more 
adequately. This effect is achieved by means of a high pass filter at the encoder side. 
After the signal is reconstructed at the decoder, a matching low pass filter is employed 
to restore the spectral tilt of the signal.
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3.5.2 P ostfilterin g
Postfiltering is another technique employed in low bit rate coding in order to perceptu­
ally improve the sound quality of the reconstructed signal by reducing the quantisation 
noise effects. Similar to the weighting filter described in Section 3.3.2, this is another 
perceptually-based approach. The aim is to clean the signal without degrading the 
timbre. The general idea of postfiltering is to emphasise the (perceptually more impor­
tant) spectral peaks and attenuate the spectral valleys in the decoded signal, thereby 
increasing the subjective quality at the expense of signal distortion. The main distortion 
introduced consists of the reduction in the bandwidths of spectral peaks. Postfilters can 
be based on both short- and long-term predictors [101]. Figure 3.12 gives an example 
of a postfilter arrangement. The filter parameters are derived from the reconstructed 
signal.
Reconstructed Postfiltered
Signal Signal
Short-Term
Postfilter
Long-Term
Postfilter
Gain
Control
Figure 3.12: Arrangement for a Postfilter based on Long- and Short-Term Correlations
The long-term postfilter, also referred to as the pitch postfilter, is a comb filter with its 
spectral peaks located at multiples of the fundamental frequency (or pitch frequency) of 
the signal being postfiltered. Its aim is to emphasise the pitch harmonics and attenuate 
the spectral valleys between pitch harmonics. The pitch period is extracted from the 
decoded signal using a pitch extractor. The transfer function of the long-term postfilter 
can be expressed as
;:fz(z) =pz( l  +  6z-P) (3.27)
where p is the fundamental pitch period in samples and the coefficients gi and b are 
chosen according to the degree of periodicity in the signal. It is important to note 
that if double or triple pitch is extracted by the pitch detector, the frequency response 
of JIi(z) would have very high peaks between pitch harmonics. In this case sufiicient 
attenuation between pitch harmonics cannot be obtained.
The frequency response of the short-term postfilter is required to follow the peaks and
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valleys of the spectral envelope of the signal. Since the LPC filter has a similar frequency 
response, the short-term postfilter is derived from the LPC prediction performed on 
the decoded signal. The purpose of the short-term section is to emphasise the formants 
and attenuate the spectral valleys between formants. The short-term postfilter has a 
transfer function similar to Equation (3.17) but with 71 < 7 2 . The frequency response 
of this filter has a low pass spectral tilt and hence it introduces a substantial amount 
of muffling in the output quality. This effect is reduced by the introduction of a filter, 
in cascade which equalises the spectral tilt [102]. The transfer function of Ht(z) 
is given by
Ht(z) — 1 — pz~^ =  1 — 'y^kiz~^ (3.28)
where p is referred to as the tilt factor and k\ is the first reflection coefficient obtained 
by the same LPC analysis. The latter factor makes the first-order filter adaptive to the 
spectral tilt of the short-term postfilter. The tuneable parameters 7 1 ,7 2  and 73 control 
the amount of short-term postfiltering and are determined by subjective listening tests.
Postfiltering introduces an amplification in the signal power. However, different parts 
of the signal are amplified by different amounts. Hence an appropriate gain scaling 
unit as shown in the last processing block of Figure 3.12 is required in order to enhance 
the intelligibility of the output signal. This process is also referred to as the automatic 
gain control module (ACC). Its purpose is to ensure that the output of the short-term 
postfilter has roughly the same power as the unfiltered decoded signal. This is first 
achieved by estimating the average power values of the unfiltered decoded signal, s(n), 
and the signal out of the short-term postfilter s /(n ). A suitable scaling factor, Ç is then 
determined based on the ratio of these two average magnitude values.
c Ei=o (3.29)E&74W
The gain, cr{n) is determined and updated on a sample-by-sample basis by the following 
formula
(j(n) =  aa{n  — 1) +  (1 — o:)C, (3.30)
where a  is the ACC factor which is typically given the value of around 0.9.
It is important to recognise that the postfilter can be implemented as a separate post­
processing stage at the decoder, independent of the particular coding method. A dis­
advantage of postfiltering is that it degrades the performance of coders in tandem.
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3.6 Concluding Remarks
The objectives of bit rate reduction schemes consist of efficient signal parameter ex­
traction and quantisation. This chapter has focused on a particular class of signal 
compression: the analysis-by-syntliesis linear predictive coders. The main processing 
blocks adopted in the AbS coding structure have been described in detail.
Amongst them is the LPC analysis which is one of the most powerful bit rate reduction 
tools. The function of this time-varying filter is to model and remove the short- and 
long-term correlations in the source signal. This technique relies on a model based 
on the production mechanism of speech and therefore, while it can provide significant 
coding gains for speech-like signals, it is not necessarily applicable to more general 
signals. This is due to the fact tha t the formulation of the LPC analysis has been 
based on a number of assumptions such as signal stationarity and low spectral dynamic 
range which are not true for audio signals. In such cases, approaches like spectrum 
splitting are employed prior to coding in order to manipulate the source signal for more 
accurate LPC analysis. Spectrum decomposition can be achieved efficiently by means 
of QMFs as described in the previous chapter.
The LP model has been successfully deployed in a variety of speech and audio ap­
plications, producing acceptable to high quality signal output in the range from 4 to 
16kb/s. However, the AbS approach combined with weighted MSE error distortion has 
as a weak point its inflexibility to relax the waveform matching requirement. Hence a 
better understanding of the hearing process and the resulting incorporation of hearing- 
based error criteria, such as the perceptual weighting filter, are employed to improve 
the coder performance.
Since the efficiency and performance of the quantisation process is fundamental to every 
coding scheme, this chapter has reviewed VQ. This technique is widely used and is able 
to achieve high signal quality while maintaining a low bit rate.
Other processing tools that are employed in order to enhance the modelling of the 
LPC analysis and to compensate for the spectral distortion introduced by the quan­
tisation process, consist of pre- and post-processing techniques, namely pre-emphasis 
and postfiltering. The aim of these methods is to enhance the perceptual quality by 
shaping the signal and by exploiting the effects of the masking properties of the human 
auditory system, without increasing the overall bit rate. One other main advantage of
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these processes is the fact that they can be implemented as separate processing stages 
independent of the coding method adopted.
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Chapter 4
LD -C ELP (G .728) Coder
4.1 Introduction
Until the early 1990's, the most widely used telephone speech coding standards were the 
64kb/s )U-law and A-law PCM [4] and the 32kb/s ADPCM [5], which were standardised 
in the 1960's and 1986 respectively. Both standards reproduce high quality telephone 
bandwidth speech with essentially negligible distortion. Furthermore, both standards 
have negligible delay because the encoding is performed sample-by-sample.
At the other end of the spectrum, several other speech coders have been standardised. 
Prominent examples include the U.S. Government standards 2.4kb/s LPC-lOE vocoder 
[103] and 4.8kb/s CELP coder (FS1016) [104], the North American digital cellular radio 
standard 8kb/s VSELP coder, also known as IS-54 [50] and the Pan-European digital 
cellular radio standard 13kb/s RPE-LTP coder (GSM) [105]. However, all these coders 
have large coding delays and due to their low bit rates, none of them are considered as 
toll quality coders.
In 1988, the CCITT set out to establish a coder operating at 16kb/s with toll output 
quality and low delay. The aim of this standardisation was to bridge the gap between the 
two groups of speech coding standards mentioned above. This standard was designed for 
applications such as videophones, cordless telephones, digital satellite systems, PSTN, 
ISDN, digital leased lines, voice store and forward systems, voice messages for recorded 
announcements, land-digital mobile radio and packetised speech. Besides providing 
toll speech quality, one distinguishing feature of this standard consists in its ability to 
compress audio signals, sampled at 8kHz, with acceptable quality. This is an important
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feature due to the recent interest in combined speech and audio coding algorithms 
operating at low rates for deployment in multimedia applications. The algorithm chosen 
for this standard is the LD-CELP, also referred to as G.728, which is analysed in detail 
in the forthcoming sections.
4.2 System  Overview
The LD-CELP algorithm (G.728) [6 , 81, 106] encodes narrowband signals at 16kb/s 
(2bits/sample). Simplified block diagrams of the encoder and decoder structures are 
shown in Figure 4.1 [81]. The essence of CELP techniques, which is an AbS approach 
to the codebook search, is retained. However, this algorithm uses backward-adapted 
predictors in order to achieve one-way algorithmic delay of 0.625ms. The coefficients of 
both the short-term predictor and the gain predictor are updated by performing LPC 
analysis on previous quantised samples and on the gain information embedded in the 
previously quantised excitations respectively. The pitch predictor in conventional CELP 
coders is eliminated and the short-term filter order is increased to 50. A weighting filter 
is updated using LPC analysis on the past input samples. The size of the excitation 
vector is only 5 samples and the excitation codebook search is closed-loop optimised. 
The only parameter transm itted to the decoder is the index to the excitation codebook.
4,3 Encoder Structure
The encoding process starts by converting the input signal into 13-bit linear PCM. The 
samples are then partitioned into vectors of five consecutive samples. Each vector is 
passed through a 10*  ^ order perceptual weighting filter. Referring to Equation (3.17), 
the parameters 71 and 72 are set to 0.9 and 0.6 respectively.
As shown in Figure 4.1, no pitch predictor is employed. However, its performance is 
compensated for by increasing the order of the short-term synthesis filter to 50. The 
transfer function of this filter is given by Equation (3.1). The contribution of the 
memories of both the synthesis filter and the perceptual weighting filter memories are 
subtracted from the weighted input vector in order to obtain the target signal for the 
closed-loop codebook search. The objective of the search consists in identifying the
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Figure 4.1: Block Diagram of (a) LD-CELP Encoder and (b) LD-CELP Decoder
optimal vector from the codebook which results in the minimum error signal between 
the synthesised signal and the target signal.
Although the excitation codebook index is the only parameter transm itted, three other 
parameters are updated periodically. These consist of the perceptual weighting filter 
coefficients, the synthesis filter coefficients and the predicted excitation gain. The 
next section details the procedure involved in extracting and calculating these filter 
parameters.
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4.3.1 B ackw ard-A daptive LP M odelling
One of the attractive features of the G.728 standard is its low delay. This is achieved by 
adopting BA linear prediction and also by considering an excitation vector size as small 
as five samples. Unlike in FA LPC analysis, the adoption of BA prediction does not 
require the quantisation and transmission of the filter coefficients as side information, 
since the parameters used for the LPC analysis consist of past quantised information 
which is also available at the decoder. Hence the decoder is able to derive the predictor 
coefficients using the same procedure employed in the encoder. Consequently, all the 
transmission bits are allocated to the fixed codebook (FCB). This is one of the key 
attributes of this approach. More importantly, with backward adaptation, there is no 
need to buffer the input signal as in FA LPC analysis. A comprehensive discussion on 
the FA and BA approaches to LPC analysis was presented in Section 3.3.1.1.
In the LD-CELP algorithm, the BA LPC technique is employed for three different filter 
adaptations as described below.
i) The perceptual weighting filter coefficients derived using the previous input sam­
ples. The coefficients can also be obtained by using the quantised samples instead 
of the clean input samples. However, the latter give a more accurate spectral 
shape.
ii) The short-term synthesis filter parameters determined from the previous quan­
tised samples, and
iii) the prediction of the excitation gain which is based on the previous logarithmic 
gains of the quantised and scaled excitation vectors.
The excitation gain is updated once per vector, while the short-term LP filter coeffi­
cients and the perceptual weighting filter coefficients are updated every four vectors. 
The update interval is also referred to as the adaptation cycle. The coefficients are held 
constant in between updates. The states of the LPC synthesis filter and the perceptual 
weighting filter are updated with every vector.
4.3.1.1 Hybrid Windowing
For BA LPC analysis, the buffered past parameters are first weighted by a hybrid 
window. This kind of window is a modified version of Barnwell’s recursive windowing
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method [107]. Compared to the Hamming window [108], which is normally centred on 
past samples that are 10ms obsolete, the hybrid window puts the emphasis on the most 
recent samples. Hence it is more suited to BA LPC analysis. Another advantage arising 
from the adoption of this particular window includes a lower computational complexity 
than the Hamming windowing method. This is of particular importance since the 
predictor update rate is very high (once every 2.5ms). In addition, this method is also 
found to improve the objective quality of the coder by almost IdB.
As shown by the illustration in Figure 4.2 [6], the window consists of two portions:
i) a non-recursive portion at the beginning which is expressed by a sine function, 
and
ii) a recursive portion which is described by the tail of an exponentially decaying 
function, with the decaying factor, a, slightly less than unity.
Recursive ponlon Non>recursivo ponlon<---------------------------------------------^
/I?—Af—1
% i W: window function
Cunent frame/ Next frame\  /■ \
m-1 f t
“► Time
Figure 4.2: Illustration of a Hybrid Window
For BA LPC analysis, at time m, the hybrid window is applied to all signal samples with 
a time index less than m. Referring to Figure 4.2, if there are N  non-recursive samples 
in the hybrid window, then the signal samples s(m — 1), s(m — 2 ) , . . . ,  s(m — A) are all 
weighted by the non-recursive portion of the window. Starting with s(m — A  — 1), all 
signal samples to the left of (and including) this sample are weighted by the recursive 
portion of the window, which has values 6, 6a, 6a^, etc. The hybrid window function
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Wm{k) is defined as
7^7% (^) ~  ^
i f  k < m  — N ~ l
9m{k) — —sin[c{k — m)], i f  m  — N  < k < m  — 1 (4.1)
0 , i f  k > m
where 0 < 6 < 1 and 0 < a  < 1. For a smooth junction between the sine and exponen­
tial functions at n  =  m — A  — 1, the following two continuity conditions are imposed: 
functions fm{'^) and gm{n) must have the same value and same slope. Depending on 
the chosen decay factor a  and the length of the non-recursive part A , the values of b 
and c are determined from the two continuity conditions using an iterative procedure 
[109].
Once the buffered parameters are weighted by the window function, the coefficients of 
the LPC filter are determined by the auto-correlation method. For an order LPC 
analysis, M  -f 1 auto-correlation coefficients are calculated. The i^^ auto-correlation 
coefficient, consists of the sum of the recursive component, rm{i), and a finite
summation of the non-recursive component, as shown by the expression in Equation 
(4.2). The finite summation of the latter component is computed each adaptation 
cycle. On the other hand, rm{i) is calculated recursively. A detailed explanation of the 
mathematical steps involved in recursive computation of rm{i) can be found in [6].
m —1
.Rm(») =  ^  Sm(k)Sm{k ~ i)
k——oo
m —1
~  T  ^ ] Sj7j(/c)sy7j,(A: î) (4.2)
k = m —N
Once the auto-correlation coefficients are calculated, they are converted to predictor 
coefficients by the well known Levinson-Durbin recursion algorithm [85].
4.3.1.2 High Order LPC Prediction
Conventional CELP coders usually adopt a FA pitch predictor to exploit the long-term 
redundancy present in the speech signal. However, in LD-CELP the constraint of a 
very small vector size meant that there was not an adequate number of bits available to 
transm it the pitch predictor parameters in a FA manner. On the other hand, BA pitch 
prediction is extremely sensitive to channel errors, as it tends to diverge after being hit 
by bit errors. Since one of the requirements of the CCITT for the 16kb/s standard,
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consisted of good output quality at a BER of 10“ ^, the LTP is eliminated. However, 
the lack of pitch prediction resulted in a degradation in the output quality. This is more 
noticeable in female speech rather than male speech, since on average, female speech has 
a pitch period below 50 samples which corresponds to a fundamental pitch frequency 
of 160Hz. On the other hand, male speech has a pitch period of around 60 samples, 
equivalent to a fundamental frequency of around 133Hz. Therefore, the spectrum of 
female speech consists of a lower number of harmonics compared to the male speech 
spectrum. Hence a higher number of poles are required to represent more accurately 
the less frequent harmonics in the female speech spectrum in order to achieve better 
modelling of the spectral envelope. Consequently, the order of the STP is increased 
to 50, in order to cover at least one pitch period present in female speech. Hence the 
high order STP compensates for the removal of the LTP filter and exploits the pitch 
redundancy in female speech.
The selection of a 50-tap STP is justified for the following reasons. Even with such a 
high order, the BA LPC analysis is much more robust to channel errors than the pitch 
predictor parameters. In addition, no bits are required to specify the coefficients since 
they are backward-adaptive. The filter parameters are updated every adaptation cycle. 
In addition, the elimination of the pitch predictor makes the coder less speech-specific 
since it does not assume any pitch quasi-periodicity in the input signal. This is one of 
the key attributes of this algorithm.
4.3.1.3 Gain Adaptation
In traditional CELP, the excitation gain typically requires four to five bits of resolution. 
However, this represents 40-50% of the total bit rate assigned to encode the slowly 
varying gain term. Instead, higher efficiency is achieved by predicting the current 
excitation gain based on the previously quantised and scaled excitation vectors. This is 
accomplished by the use of adaptive linear prediction in the logarithmic gain domain, 
as shown by the following equation
10
log[a{n)] =  Y^pilog[ae{n -  i)] (4.3)
where <j(n) is the backward-adapted excitation gain, (%e(n) denotes the root-mean- 
square (RMS) value of the previous gain-scaled excitation vector, which is weighted by 
the hybrid window, pi are the coefficients of the 10*^  order gain predictor which are
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obtained by the auto-correlation method and similarly to the STP coefficients, they are 
updated every four vectors. The RMS value represents the energy of the previous gain- 
scaled excitation vector, which is transformed into the logarithmic domain where the 
prediction of the current excitation gain value talœs place. A gain limiter is introduced 
in order to ensure tha t the gain is in the range of 0 and 60dB. The resulting value is 
finally converted back to the linear domain and is used to normalise the target signal 
prior to the excitation codebook search. Besides its efficiency, one other attribute 
belonging to the gain predictor is the fact that it exploits the redundancy remaining in 
the excitation gain sequence after the short-term LPC analysis.
Another im portant issue in backward gain adaptation is its robustness against channel 
errors. Since
a e { n )  =  a { n ) a y { n )
where o - y { n )  is the energy of the transm itted excitation vector, and
log[ae{n)] =  log[a{n)]  +  log[ay{n)]  (4.4)
then, by substituting in Equation (4.3), the logarithm of the predicted gain can be 
defined as 10 10
log[a{n)]  =  Y ^ P i l o g [a { n  -  %)] +  X^Pi/oc?[<Ty(n -  i)] (4.5)
i=l i=l
Thus the logarithmic value of the current backward-adapted excitation gain is the result 
of a 10*  ^ order pole-zero filter with log[ay{n  — %)] as the input. The auto-correlation
method guarantees the stability of the pole-zero filter defined in Equation (4.5), which
means that the impulse response of this filter decays to zero. Hence, this backward 
gain adaptation algorithm is robust to channel errors. The robustness is improved by 
scaling down the poles and zeroes by a factor of 29/32, in order to reduce the effective 
length of the impulse response.
4.3 .2  E x cita tio n  Search
VQ is employed to quantise the shape and the gain of the innovation sequence. 10 
bits are assigned for the quantisation of these two parameters. The codebook is trained 
using the LBG algorithm [110]. The search for the codebook index of the corresponding 
optimal codebook vector, to be transm itted to the decoder, is closed-loop optimised. In 
order to reduce the codebook search complexity, the excitation codebook is decomposed
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into the product of a 3-bit gain codebook, including a sign bit, and a 7-bit shape 
codebook. During the VQ procedure, for each input block, the encoder passes each of 
the candidate vectors from the codebook through a gain scaling unit and a synthesis 
filter. Prom the resulting quantised signal vectors, the encoder identifies the one that 
minimises a perceptually weighted MSE criterion, D, with respect to the input signal 
vector of the closed loop denoted by o:(n), as given by the following expression
D =  ||æ(n) -  a{n)xij\\^ = ||a;(n) -  (4.6)
where cr(n) is the predicted gain, gi represents the level of the gain codebook and 
yj is the vector from the shape codebook. H  denotes the impulse response of the 
synthesis filter and the perceptual weighting filter in cascade. By expanding Equation 
(4.6), the distortion measure is given by
D =  o-^(n) [||æ(n)|p -  2gix{n)'H.yj P g‘l\\H.yj\Ÿ'^^ (4.7)
where x{n) — x{n)/a[n).  Since the term ||æ(n)|p and the value of cr^{n) are fixed 
during the codebook search, minimising D  is equivalent to minimising the following 
expression
-2gix(n)'H.yj +
Both terms of this expression consist of the convolution of each shape vector yj with the 
impulse response of the synthesis filter and the perceptual weighting filter. Once the 
indices i and j  that minimise D  are identified, they are concatenated to produce a single 
10-bit index representing the optimal excitation vector. Finally the chosen vector is 
scaled with the predicted gain value and passed through the synthesis filter to establish 
the correct filter memory in preparation for the encoding of the next signal vector. In 
contrast to the general CELP algorithm which transmits a number of parameters, in 
the LD-CELP coder the excitation codebook index is the only information explicitly 
transm itted from the encoder to the decoder.
4.4 B it Allocation
In conventional CELP coding, five diflferent kinds of information are encoded and sent 
to the decoder. These consists of the LPC parameters, the pitch period and its gain 
and the excitation shkpe and gain values. In comparison, the LD-CELP coder only
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transmits the 10-bit index of the best excitation vector for each 5 input samples. The 
resulting bit allocation of the coder is displayed in Table 4.1.
P a ra m e te rs N u m b e r o f B its
Shape Codebook Index 7
Gain and Sign Codebook Index 3
T o ta l B its  p e r  S ub fram e 10
T o ta l B its  p e r  A d a p ta tio n  C ycle =  40
O verall B it R a te  =  1 6 k b /s  (2 b its /sa m p le )
Table 4.1; Bit Allocation of the LD-CELP Coder
4.5 Decoder Structure
The decoding operation is also performed on a block-by-block basis. Upon receiving 
each 10-bit index, the decoder performs a table look-up to extract the corresponding 
vector from the excitation codebook. The codebook is a replica of the one searched 
during the encoding process. In order to produce the current decoded signal vector, the 
extracted vector is passed through the gain scaling unit and a synthesis filter, which 
has the same transfer function as the filter at the encoder side. The synthesis filter 
coefficients and the gain predictor coefficients are updated in the same way as in the 
encoder. The decoded signal is finally passed through an adaptive postfilter, which is 
described in the following section, in order to improve the output signal quality.
4.5 .1  P ostfilter
An adaptive postfilter, consisting of three major parts, which include a long-term post­
filter, a short-term postfilter and a gain scaling unit, is employed by the decoder in 
order to enhance the perceptual quality. The purpose of each of the three sections has 
been described in Section 3.5.2.
First the synthesised signal is inverse filtered with a 10*^  order LPC filter. The residual 
signal is then used to compute the pitch period by employing an efficient open-loop 
pitch extraction algorithm based on 4:1 decimation. The pitch determination employs 
the correlation function and consists of two stages. First, the time lag, r ,  of the down-
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sampled samples in the residual domain is determined by the correlation which gives 
the largest value. This pitch is then used to obtain the corresponding time lag of the 
original undecimated residual signal by searching in the range of 4 r — 3 and 4 r +  3. 
The lag, tq ,  which gives the largest correlation is identified. In order to ensure that 
the pitch value obtained corresponds to the fundamental frequency, the pitch period is 
estimated quite frequently (every 20 samples). In addition, the correlation peak in the 
neighbourhood of the pitch period of the previous frame is identified. The optimal tap 
weights of the single-tap pitch predictor for the two lags, /?o and /5i, are calculated using 
Equation (3.15). If the tap weight of this new lag, ri, is greater than 0.4 of the tap 
weight obtained for tq, n  is selected as the output pitch period of the current frame. 
Otherwise, the pitch lag is given the value of t q .
Once the pitch lag and pitch predictor tap are identified, the signal is filtered by the 
pitch postfilter given by Equation (3.27). The filter coeflScients, gi, 6 , r  and /3, are 
updated every adaptation cycle. The parameters gi and b are related in the following 
way
m = (4.8)
The coefficient gi is a scaling factor of the long-term postfilter. Its purpose is to ensure 
tha t the voiced regions of the speech waveform do not get amplified relative to the 
unvoiced regions. It has been found that ,0 is a good indication of voicing. For steady- 
state voiced speech, /? is close to unity. For unvoiced segments however, the value of /5 
approaches zero. In addition, it gradually increases to beyond unity for speech onsets 
and it also decreases to less than unity for speech offsets. The factor h allows the filter 
to dynamically adjust the amount of attenuation between pitch harmonics depending 
on the value of as shown by Equation (4.9). When the pitch gain, p, is greater than 
unity, b is clipped to prevent the poles and zeroes from falling on or outside the unit 
circle. On the other hand, when ^  is less than 0.6, the frame is treated as unvoiced and
the long-term postfilter is disabled. For 0.6 < < 1, the current frame is voiced and
the degree of comb filtering is determined by /?,
0 , i f  p  < 0.6
b = < 0.15)9, i f  0.6 < ^  < 1 (4.9)
0.15, ;9 > 1
The output of the long-term postfilter is filtered by the short-term postfilter. This filter 
consist of a 10*^  order pole-zero filter in cascade with a first-order all-zero filter. The
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latter is also known as the tilt compensation filter. The complete short-term postfilter 
is expressed by the following transfer function
l - T L g P a ^  r , _ _ i
%Q a^aiz-^ L ^ 11 +  I (4.10)
where a* are the coefficients of the 10*^  order LPC predictor obtained by BA LPC 
analysis of the decoded signal and the values of a and b are 0.75 and 0.65 respectively. 
The first-order filter coefficient, p, is equal to 0.15fci, where ki represents the first 
reflection coefficient of the same LPC analysis. The parameters of the short-term 
postfilter are also updated every adaptation cycle.
After postfiltering, an ACC is performed to compensate for the gain difference between 
the synthesised signal and the postfiltered signal. This process consists of determining 
a scaling factor depending on the sum of absolute values of each decoded vector and the 
sum of the absolute values of the short-term postfiltered output. In order to smooth 
out the effect of the scaling factor from one vector to the next, the resulting scaling 
factor is filtered by a first-order filter with the following transfer function in order to 
obtain a scaling factor for each of the vector components.
As mentioned before, apart from speech signals, the LD-CELP coder is capable of cod­
ing other waveforms, such as audio and modem signals. Since the postfilter inevitably 
introduces phase distortion, it is turned off (together with the perceptual weighting 
filter) when a modem signal is detected. High bit rate speech coders, such as the C.728 
and the C.721 ADPCM standards, can reproduce an output signal which matches very 
closely the original speech waveform. Hence the decoded signal can be directly used 
for tone detection. The postfilter of the LD-CELP algorithm as described, is tuned for 
three asynchronous encodings and it was found to increase the MGS by 0.81.
4.6 Computational Complexity
One important aspect of any coder is its algorithmic complexity. [81] summarises the 
processor time and memory usage of the DSP32C implementation of the LD-CELP 
encoder and decoder. On average, the encoder takes about 84.6% of the available
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instruction cycles. On the other hand, the decoder takes about 64.6% of the proces­
sor time. The most computation-intensive tasks are the excitation VQ and the LPC 
analysis for the 50*^  ^ order synthesis filter which together take 64.5% of the processor 
time.
4.7 Advantages and Limitations
Many variants of LPC, including the widely used CELP techniques, require a fairly 
large coding delay, typically in the range of 20 to 30ms, in order to achieve high quality 
signal output. While a large coding delay is necessary for these coders in order to 
buffer enough samples so as to exploit the redundancy in the signal, the large delay is 
undesirable or unacceptable in many applications, as described in Section 2.3. One of 
the major attributes of the G.728 standard is its low algorithmic delay.
As a result of the elimination of the pitch predictor, the coder is less speech-specific 
because it does not assume any pitch quasi-periodicity in the input signal. In fact, the 
extensive tests performed on the G.728 standard have shown that the coder maintains 
a good performance for music signals and signals with background noise. In addition, 
it is capable of transm itting single frequency tones and modem signals up to 2400b/s, 
as well as network signalling tones, such as DTMF.
It is a well known fact tha t pitch parameters are very sensitive to channel errors. Since 
no pitch prediction is employed, the algorithm is very robust to random bit errors. 
The tests performed on the G.728 standard [81] have shown tha t at 10“  ^ BER, the 
performance of the coder was found superior to that of ADPCM [5]. Furthermore, 
the backward gain adaptation is also robust to channel errors. In the presence of 
channel errors, the decoder will have erroneously decoded vectors which will in turn 
cause impulsive noise in the excitation gain sequence. As long as such impulsive noise 
does not occur too frequently, the corresponding effects on the output of the gain 
predictor will eventually decay to zero due to the decaying impulse response. For 
better robustness to channel errors, the codebook index is pseudo-Gray coded [111]. 
W ith Gray-coded codebook indices, a single bit error will result in a decoded vector 
close to the transm itted one.
Compared to other standards, such as the G.729 [79] coder, the LD-CELP algorithm 
incurs high complexity. This is due to its BA structure which forces the LP filter to be
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updated every adaptation cycle (2.5ms) and to repeat this calculation at the decoder as 
well. However, the actual codebook search is no more complex than that of the other 
coders due to the fact that the vectors are so short.
4.8 Concluding Remarks
In this chapter, a detailed analysis of the LD-CELP algorithm and its performance are 
given. The LD-CELP coder is a predictive coder that combines a high order BA LP, 
a backward-adaptive excitation gain, an AbS excitation codebook search and adap­
tive postfiltering. The low coding delay is achieved by using using a small excitation 
vector and BA prediction which avoids the long signal buffering required by FA LPC 
techniques. When compared to the conventional CELP, the differentiating features of 
LD-CELP include:
i) a high order LPC predictor and its backward adaptation through LPC analysis,
ii) the elimination of the pitch predictor,
iii) backward adaptation of the excitation gain through an adaptive logarithmic gain 
predictor,
iv) a hybrid window for backward LPC analyses,
v) closed-loop optimised excitation codebook with a very small vector dimension 
and pseudo-Gray code index assignment,
vi) a perceptual weighting filter and an adaptive postfilter tuned for three asyn­
chronous tandems.
Most of the research work underlined in the following chapters is based on the concepts 
of LD-CELP, due to the fact that, besides producing toll speech quality, the algorithm 
is not speech-specific. The coder achieves a performance comparable to the G.721 stan­
dard at half the bit rate and maintains good quality when coding telephone bandwidth 
music. Since the research undertaken involves a combined approach to speech and au­
dio coding, it was found appropriate to include this study since it forms the basis of 
the coding schemes proposed in this thesis.
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Chapter 5
Telephone B andw idth  Speech  
and A udio C oding
The growing demand for multimedia services has initiated a great interest in the re­
search of low to medium bit rate, good quality speech and audio coding schemes. Var­
ious toll quality speech coders, operating at bit rates around and below 16kb/s, have 
been available for a number of years. However, their performance is not maintained 
across music signals. Until recently, audio coders have been required to achieve CD 
quality at high bit rates. However, the popularity of the Internet has been the driv­
ing force behind audio streaming services operating at around 16kb/s. These services 
have been deployed over the WWW using real-time audio players such as RealPlayer 
[112]. In light of these recent developments, the research work described in this chapter 
proposes a low delay compression algorithm suitable for narrow bandwidth speech and 
music signals (0 -  4kHz). The performance of this coder was tested using a personal 
computer (PC) and a pair of speakers and has been found to produce acceptable quality 
for both telephone bandwidth speech and audio signals coded at 12kb/s.
Scalable speech and audio coders are suitable for multimedia applications, such as an 
audio conference among users over a local area network-based multimedia terminal, a 
second generation cellular telephone and a mobile audio-visual terminal. The scalabil­
ity feature can increase the end-to-end quality of service (QoS) by avoiding tandeming 
across various networks, which cause a significant degradation in the output qual­
ity. In addition, it accommodates varying resource allocations, such as transmission 
bandwidth, and supports prioritisation for packet-based transmissions. These facts
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constitute the driving force behind the recent interest in scalable coders. The study 
performed on scalability, as described in this chapter, falls in line with the trend of the 
research work currently taking place in this area.
This chapter is essentially divided into three sections. The first section gives a detailed 
description of the coding algorithm followed by a discussion on its performance. The 
second part concentrates on a technique which aims to provide a better adaptation of 
the proposed coder when the input signal exhibits periodic characteristics. The last 
section focuses on another approach which is aimed to enhance the output quality. This 
method deals with the issue of scalability.
5.1 System  Overview
In Chapter 2, different compression schemes operating in both time- and frequency- 
domain have been reviewed. Their suitability for speech and audio coding at scalable 
bit rates has been investigated. The outcome of this study shows that the CELP coding 
scheme is implemented in most of the international speech coding standards, such as 
the recently standardised GSM-HR [18] and GSM-AMR [25] coders. This is due to 
its capability of producing good speech quality at medium bit rates. This compression 
technique is also employed for the low bit rate modes of the MPEG-4 standard [113], 
as described in Section 2.6.3.4. As a result, a scalable coding algorithm based on the 
CELP coding scheme is proposed.
A novel coder is designed on the basis of a modified version of the LD-CELP algorithm. 
As stated in the previous chapter, the principal attribute of the ITU-T G.728 coder is its 
toll narrowband speech coding quality a t 16kb/s. Since no pitch prediction is employed, 
this algorithm is also suitable for non-speech signals. Other attractive features include 
its low delay (less than 2ms) and its robustness against channel errors up to 10“  ^ BER. 
On the other hand, this standard operates at a relatively high bit rate and has a high 
computational complexity when compared to other speech coding standards, such as the 
ITU-T G.729 [79, 80]. The research work described in this section aims to circumvent 
the problems of the LD-CELP while extending its advantages. As described in Chapter 
4, the G.728 standard was not designed to code music signals. The objectives of this 
research consist in achieving good quality independent of whether the input signal is 
speech or audio, at an operating bit rate similar to that of the LD-CELP coder. This is
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achieved by introducing a novel excitation structure which compensates for the errors 
incurred by the spectral modelling of music signals performed by LP. A comprehensive 
description of the encoding algorithm is given in the following subsections, describing 
in detail the process performed by each function block.
5,2 The Encoder Structure
The configuration of the encoder structure is displayed in Figure 5.1. The input signal 
is partitioned into frames which are passed through a weighting filter which aims to 
improve the perceptual quality at the output of the quantisation process, as described 
in Section 3.3.2. The perceptual weighting filter employed in the design is a 10*^  order 
filter with a transfer function given by Equation (3.17). Following informal listening 
tests, values of 0.9 and 0.6 were selected for 71 and 72 respectively. The predictor 
coefficients are calculated directly from the previous original samples, in order to keep 
a low one-way coding delay. The filter parameters are updated every frame.
Input Signal
Weighted Coefficients 
Weighting Filter Memory
BA LPC CoefficientsMemory Memory Weighted
Zero-Input
Response000...0
Input
BA LPC Coefficients Target SignalZero Memory Zero Memory Weighted a.
Excitation Sequence 
Response
Gain
Minimisation
Procedure
Weighting Filter 
W(z)
Excitation
Generator BASTP Syntliesis Filter 
I/A(z)
Weighting Filter 
W(z)
Weighting Filter 
W(z)
BA STP 
Syntliesis Filter 
1/A(z)
Figure 5.1; Block Diagram of the Encoding Process
Referring to the structure in Figure 5.1, the first stage of the encoding process consists 
of obtaining the zero-input response of the short-term LP synthesis filter in cascade
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with the perceptual weighting filter. This process is also referred to as ringing out 
the filter and it represents the contribution of the combined STP filter and weighting 
filter memories when the input signal is set to zero. A target signal is obtained by 
subtracting the zero-input response from the perceptually weighted input signal.
The next stage in the encoder consists of searching for the optimum shape and gain of 
the excitation sequence. Generally, this search incurs a high complexity, proportional to 
the size of the codebook and the length of the innovation vector. Hence, instead of the 
codebook search approach, a pulse excited model, which is described in detail in Section 
5.2.4, is introduced. The objective of this model is to generate sets of excitation pulses, 
which are passed through the cascaded STP synthesis filter and perceptual weighting 
filter starting from an all-zero initial state. The search for the optimal excitation 
sequence identifies the best set of pulses in terms of minimising the sum of the squared 
error between the synthesised signal and the target signal. The selected excitation is 
encoded and transm itted to the decoder.
In order to reduce the dynamic range of the excitation gain, a 10^  ^ order BA gain 
predictor is employed. Similarly to the G.728 coding algorithm, the energy of the 
current excitation sequence is predicted using the logarithmic value of the energies of 
the previously scaled excitation sequences. A normalisation factor of 32dB is applied 
prior to the prediction in order to remove the offset present in the gain values. This 
factor represents the average excitation energy level in dB during stationary segments 
of speech and audio signals. In order to improve the quantisation performance, the 
search for the optimal excitation sequence and gain is performed jointly.
Finally, the states of the STP filter and the weighting filter are updated in preparation 
for the computation of the target signal for the next subframe. This procedure is 
depicted in Figure 5.2.
BA LPC 
CoefficientsMemory Memory Weighted a,.
Gain
BA STP 
Synthesis Filter 
1/A(z)
Weighting Filter 
W(z)
Optimum Pulse 
Excitation
Figure 5.2: Filter Memory Update Procedure
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5.2.1 LPC A nalysis W indow s
During the encoding process, three kinds of linear prediction are carried out in order to 
obtain the weighting coefficients a^, the coefficients of the STP CK% and the coefficients for 
the gain predictor. Prior to the LPC analysis, the samples are weighted with a hybrid 
window as defined by Equation (4.1). This kind of window has its weight concentrated 
on the most recent samples and therefore it is more suitable for BA LPC analysis. The 
coefficients for each hybrid window are determined by choosing appropriate values for 
the recursive and non-recursive portions of the window and for the decaying factor, a. 
These parameters are given in Table 5.1.
L P  F ilte r W indow  L en g th N on-R ecu rsive  P o r tio n a
Weighting Filter 68 34 0.9857
STP Filter 111 37 0.9940
Cain Prediction Filter 58 24 0.9306
Table 5.1: Parameter Values for the Determination of the Hybrid Window Coefficients
Once the value of a  is selected for each hybrid window, the values for b and c in 
Equation (4.1) are determined by an iterative process [109]. These two parameters 
guarantee a smooth junction between the recursive and the non-recursive parts of the 
window. By substituting for all the parameter values in Equation (4.1), the hybrid 
window coefficients are computed. Finally, they are modified by a bandwidth expansion 
technique in order to improve robustness against channel errors and to prevent the LPC 
analysis from generating any excessively sharp spectral peaks. This procedure involves 
moving all the poles of the synthesis filter radially towards the origin, resulting in a 
slight bandwidth enlargement of the peaks present in the LPC spectrum. The values of 
the bandwidth expansion factors for the STP and the gain predictor filter are 253/256 
and 29/32 respectively. These are typical values adopted by various coders such as the 
LD-CELP and the CSM-AMR.
The predictor coefficients are obtained using the AM (refer to Section 3.3.1.2) performed 
on the windowed samples. A typical white noise correction factor of 1.004 is applied to 
the first auto-correlation coefficient. This is equivalent to adding a noise floor at around 
-24dB. This increment in energy has the effect of filling the spectral valleys with white 
noise, which in turn tends to reduce the spectral dynamic range of the signal and also
89
Chapter 5. Telephone Bandwidth Speech and Audio Coding
alleviate any ill-condit oning resulting from the subsequent Levinson-Durbin recursion
[85], which converts the auto-correlation values into predictive coefficients.
5.2.2 B A  Linear P red iction
In order to keep the bit rate to a minimum and to compensate for the lack of pitch 
prediction, a high order, short-term BA LP filter (refer to Section 3.3.1.1) of 50 coef­
ficients is employed. Since the temporal correlation for short frames is high and the 
number of bits per frame is limited, the adoption of a BA synthesis filter provides an 
efficient solution. The order of the STP is selected based on an intensive investigation 
carried out using the S N R s e g  and the prediction gain measures for various values of 
the filter order applied to different input signals. The latter measure is determined 
by Equation (3.2). The results of these investigations are shown in Figure 5.3. Both 
plots indicate that a saturation in performance for the speech and the vocal music 
files is reached for a filter orders of 30 to 50. The performance for the instrumental 
sequences saturates with a higher filter tap. However, a compromise between complex­
ity and performance needs to be found. The STP filter order is set to 50 in order to 
compensate for the lack of pitch prediction and enhance the coding quality for female 
speech files as described in Section 4.3.1.2. The LP coefficients are calculated using 
the previously synthesised samples. Hence no extra bits are required to transm it the 
coefficients as side information. In addition, such a high order reduces the degradation 
caused in the signal quality as a result of the lack of pitch prediction. This degradation 
is more noticeable for female speech signals which are characterised by pitch periods of 
50 samples and below. A 50-tap filter covers a time span of at least one complete pitch 
period and hence guarantees that even at the low end of the frequency range, i.e. at 
around 160Hz, two complex poles are available to model each harmonic.
5.2.3 C hoice o f U p d ate  Interval and E xcitation  V ector Size
The adoption of the BA STP for the LPC analysis is one of the major factors that 
has influenced the choice of the excitation vector size and the update rate of the LP 
filter coefficients. The interval over which the parameters are determined is required to 
be short enough so that the signal parameters can be assumed approximately constant 
within that period of time. On the other hand, the frame must be long enough to guar-
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Figure 5.3: S N R s e g  and P G l p c  for Various LP Filter Order
antee that the parameters remain measurable. Previous studies on narrowband speech 
have shown that BA prediction can provide prediction gains close to those achieved by 
FA schemes for update rates of up to 2ms (corresponding to 16 samples) [114]. As the 
predictor update is decreased, the BA LPC prediction performance drops significantly 
when compared with equivalent FA predictive schemes. However, if the length of the 
excitation vector is kept relatively short, the degradation in the output quality is almost 
negligible. This is primarily due to the fact that the short excitation sequences are able 
to accurately model the reference signal in the AbS loop and therefore compensate 
for any discrepancies incurred by the BA LPC prediction over the limited number of 
samples. In addition, a small excitation vector size results in a low algorithmic delay. 
However, this has the disadvantage of requiring a more frequent update of the excita­
tion parameters, resulting in higher bit rates. Hence a balance between lowering the 
bit rate and achieving good signal quality needs to be found.
Update intervals of 16, 24 and 32 samples, each with different excitation vector dimen­
sions, are considered. The tests are performed using a number of speech files, including 
male and female speech, in addition to various vocal and non-vocal sequences encoded 
at a bit rate of around 12kb/s. As with the previous tests, the S N R s e g  and the 
prediction gain of the BA STP are adopted as objective measures of the algorithmic 
performance and are used for the selection of the most appropriate dimensions. Table
5.2 displays the average measurements obtained for the three types of input sequences. 
Apart from the case when the excitation vector size is 24 samples, the number of pulses 
generated per vector is half the number of samples within the vector. Prom these in­
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vestigations, it was observed that when the vector dimension exceeds 16 samples, a 
high computational complexity is incurred during the search for the optimal excitation 
sequence. In such cases, sub-optimal fast searches can be employed to increase the ef­
ficiency of the algorithm [115]. When the length of the excitation vector is longer than 
12 samples, the results exhibit a considerable drop in the S N R s e G' Both measures 
indicate that the optimal dimension for the excitation sequence is 12 samples with an 
update interval of 24 samples. The coding performance at 12kb/s, based on the choice 
of these parameters, is also confirmed with informal listening tests.
Following the outcome of this investigation, the coefficients of the weighting filter, 
the STP and the gain predictor are calculated every 3ms. The coding performance 
is increased if the predictors are updated with every excitation vector. However, this 
would result in higher computational complexity which would be unnecessary since 
on average the spectral envelope does not change very rapidly with time. Hence the 
less frequent updates of predictors does not cause noticeable degradation in the output 
quality and as a result, the filter coefficients are held constant in between the updates. 
In addition, this period is too small to require an interpolation between successive 
cycles of adaptation.
5 .2 .4  P u lse  E xcita tion  Structure
The computational complexity of the search for the optimal codevector in conventional 
CELP coding is high. In addition, the efficient use of codebooks is limited by the length 
of the CO debook and the dimension of the innovation. A solution to this problem is 
to find another codebook structure that maintains a good output quality but reduces 
the complexity. Currently, the domain of toll quality, medium rate narrowband speech 
coders is dominated by algorithms based on the use of the state-of-the-art ACELP 
because they best fulfil the performance requirements in terms of subjective quality, 
complexity, robustness and delay. The GSM enhanced full rate (GSM-EFR) 12.2kb/s 
coder (1.53bits/sample) [116] and the ITU-T G.729 universal 8kb/s coder (Ibit/sample) 
[79] are two examples of ACELP coders. The pulse excitation generation model [19] 
was chosen for the design of this coder because it drastically reduces the number of 
computations required in the search for the best excitation vector.
The goal of the VQ process is to quantise the residual signal. Out of the total number of
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U p d a te  In te rv a l of 16 sam ples
T est M a te ria l
E x c ita tio n  V ecto r Size 
4 samples 8 samples 16 samples
S N R s e g P G l p c S N R s e g P G l p c S N R s e g P G l p c
Speech 19.88 14.59 20.04 14.9 14.98 13.81
Vocal Music 16.73 10.50 16.81 10.63 13.57 10.66
Instrumental Music 16.72 12.21 17.07 12.68 12.03 11.08
U p d a te  In te rv a l o f 24 sam ples
T est M a te ria l
E x c ita tio n  V ecto r Size
6 samples 12 samples 24 samples
S N R s e g P G l p c S N R s e g P G l p c S N R s e g P G l p c
Speech 19.06 14.40 19.65 15.05 15.79 14.71
Vocal Music 16.13 10.92 16.81 11.26 12.43 11.30
Instrumental Music 16.43 13.07 17.28 13.64 13.23 12.76
U p d a te  In te rv a l o f 32 sam ples
T est M a te r ia l
E x c ita tio n  V ecto r Size
8 samples 16 samples
S N R s e g P G l p c S N R s e g P G l p c
Speech 19.46 14.71 15.11 13.66
Vocal Music 17.08 11.29 14.51 11.38
Instrumental Music 17.77 13.95 13.61 12.34
Table 5.2: Algorithmic Performance for Various Update Intervals and Excitation Vector 
Dimensions
possibilities fe, the closed-loop search identifies the optimum positions of the pulses that 
minimise the sum of the squared difference between the target vector, r(n), and the
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weighted synthesised excitation vector, Sfc{n), as described by the following expression
L-l
^  (5.1)
n = 0
where L  is the length of the innovation and
n
— ^h-u){i)xk{'n'-  i) 0 < n < L - l  (5.2)
i=0
hyj (n) represents the impulse response of the synthesis filter cascaded with the weighting 
filter. Prom Equation (5.2), it can be seen that s^(n) is the sum of the weighted short­
term predictor impulse responses, hyj{n), correctly positioned (phased) by the unity- 
magnitude excitation pulses. The distortion, as expressed by Equation (5.1), can be 
expanded as follows
^
^  -  2r(n)sjt(n) 4- 5jt(n)^] (5.3)
n=0
The first term of Equation (5.3) remains constant for every closed-loop search. The 
second term represents the cross-correlation of r(n) with Sk(n), while the third term 
is the auto-correlation of s/j(n). The calculations of these terms can be significantly 
reduced since the excitation vector, Xk{n), has only a few non-zero value elements. In 
addition, the amplitude of these elements is 1. Using Equation (5.2), the cross- 
correlation term, Rk, can be expressed as
L - l
^ k  =  Y2n=0
or L - l
Rk —
n = Q
r{n)Y^hw{i)xk{n  -  i) 
i=0
L—1—n
Xk{n) P n)
i-o
(5.4)
The inner summation term in the above equation is the correlation of the weighted 
synthesis filter impulse response with the target vector, which can be denoted by p{n). 
Equation (5.4) can now be expressed by the following
L - l
Rk =  ' ^ X k { n ) p { n )  (5.5)
71=0
Prom Equation (5.5), it is noted tha t Rk is the summation over the non-zero value el­
ements only, i.e. those positions where the search module places the excitation pulses. 
For example, for an excitation vector consisting of 3 pulses in a 24 element vector, only 
3 additions are required to compute the corresponding cross-correlation, compared with
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24 multiplications and additions as required by the standard codebook search. Simi­
larly, reductions in the number of computations can also be applied to the calculation 
of the auto-correlation of S k ( n ) .  Since the predictor coefficients are updated every 
frame, the net impulse response of the cascaded filters for every possible pulse location 
in the innovation can also be computed once a frame, prior to the excitation search. 
During the closed-loop search, the pre-computed values corresponding to the pulse po­
sitions can be accessed and added. The pulse locations which result in the maximum 
correlation of r(n) and are selected.
For an excitation vector of 12 samples, several configurations with various number 
of pulses placed in different locations are possible. Two examples are demonstrated 
in Table 5.3. Each scheme allows a uniform representation of all the possible pulse 
locations. The number of pulses is the result of a trade-off among a number of factors 
which include the constraint of the target bit rate, low complexity and good output 
quality. If the number of pulses is increased to a large value so tha t a pulse is positioned 
at every sampling instant, it should be possible to duplicate the original waveform. 
However, this is achieved at the expense of a high bit rate. In addition, the rate of 
improvement in the signal quality saturates after a few pulses have been placed in the 
excitation sequence. As discussed in [90], few pulses are sufficient for generating a good 
output quality with very slight audible distortion.
Track No. of 
Pulses
Possible Pulse 
Positions
1 1 0 , 6
2 1 1,7
3 1 2 ,8
4 1 3, 9
5 1 4, 10
6 1 5, 11
Track No. of 
Pulses
Possible Pulse 
Positions
1 6 0 , ..., 11
Table 5.3: Possible Pulse Position Schemes for the Innovation Sequence
Following informal listening tests, the scheme shown in Table 5.4 was chosen. The 12 
possible positions in the excitation vector are divided into 3 interleaved tracks. The 
innovation vector contains 6 non-zero pulses, with 2 pulses placed in each track. All 
pulses can have the amplitudes ± 1 . The search for the optimum pulse positions is
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performed in nested loops, corresponding to each pulse position, where in each loop 
the contribution of a new pulse is added. All the combinations of the pulse positions 
are fed through the gain scaling unit and the 50^ ^^  order synthesis filter. Out of all 
these combinations, the closed-loop search identifies the optimal innovation sequence 
that minimises the MSE between the target signal and the synthesised output.
T rack N o. o f P u lses Possib le  P u lse  P o sitio n s
1 2 0 ,3 ,6 ,  9
2 2 1, 4, 7, 10
3 2 2, 5, 8 , 11
Table 5.4: Potential Positions of Individual Pulses 
5.2.5 Q u an tisa tio n
The only parameters required for quantisation are the excitation shape, given by the 
selected set of generated pulses, and the excitation gain. Since the polarity of the ex­
citation pulses can be ±1, the gain is considered to be positive at all times. The gain 
codebook is generated by accumulating a large number of unquantised gain values, 
obtained from various speech and audio files and then plotting their distribution func­
tion. Prom this plot, the non-uniform gain quantiser levels are selected. Both 4 and 
8 quantiser levels are considered. The latter was found to introduce negligible audible 
degradation. The selected values for the gain quantiser are displayed in Table 5.5. The 
objective performance of the coder, in terms of the S N R s e g , prior to and after gain 
quantisation is compared in Table 5.6. The results indicate that the gain quantiser 
produces a drop in the S N R s e g  of 1.5dB or less. The reduction in the short-term LP 
prediction gain is negligible.
G ain  Q u an tise r  Levels 0.4, 0.85, 1.25, 1.6, 2.05, 2.75, 3.8, 6.25
Table 5.5: 3-bit Gain Codebook
5.2.6 B it A llocation
As shown in Table 5.4, each pulse has 4 possible locations. Each position is encoded 
with 2 bits. Although each pulse can have an individual sign, only one sign bit is
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T est M a te ria l
S N R s e g  hi dB
Unquantised Gain Quantised Gain
Female Speech 16.98 15.52
Male Speech 16.80 15.36
Vocal Music 16.81 15.89
Instrumental Music 17.28 15.80
Table 5.6: Objective Performance with Unquantised and Quantised Excitation Gain 
Values
needed. This sign bit indicates the polarity of the first pulse. The sign of the second 
pulse depends on its position relative to the first pulse. If the position of the second 
pulse is smaller, then it has an opposite sign. Otherwise, it has the same sign as the 
first pulse. As a result of this scheme, one bit is saved for every two pulses. Overall, 
a total of 18 bits, including the 3 bits allocated for the quantisation of the excitation 
gain value, are transm itted for every innovation vector. The resulting bit allocation 
for every 3ms frame is displayed in Table 5.7. The operating bit rate of the proposed 
coder is 12kb/s.
P a ra m e te rs N u m b er o f B its
Positions of Pulses 12 {= 4*3)
Polarities of Pulses 3
Gain 3
T o ta l B its  p e r  S ub fram e 18
T o ta l B its  p e r  F ram e =  36
O verall B it R a te  =  1 2 k b /s  (1 .5 b its /sam p le )
Table 5.7: Bit Allocation for 3ms Frame
5.3 The Decoder Structure
The function of the decoder consists of decoding the transm itted parameters and per­
forming synthesis to reconstruct the signal. The received index for the shape of the 
excitation sequence is used to extract the positions, together with the signs, of the 
excitation pulses. The set of pulses is then scaled by a gain factor, which is found by
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multiplying the predicted gain with the value from the gain codebook corresponding 
to the gain excitation index received. The signal is then reconstructed by passing the 
resulting sequence through the time-varying filter as illustrated in Figure 5.4.
BA LPC
Coefficients Memory a.-
Optimal Pulse 
Excitation 8 x ( n ) BA STP
t GainT>>--------- Synthesis Filter
1/A(z)
Reconstructed
Signal
Figure 5.4: Block Diagram of the Decoding Process
5.3.1 Perform ance E valuation
The objective measurements of the performance of the proposed coding algorithm were 
displayed in Table 5.6, In this section, the subjective test results are presented. The 
tests are carried out using 14 different sequences, consisting of four female and four 
male speech sequences, three vocal music sequences and three instrumental files. A 
total of 16 subjects took part in the test, using a binaural headset.
Score S u b jec tiv e  O pin ion
5 Excellent
4 Good
3 Fair
2 Poor
1 Bad
Table 5.8: MOS Scale
The MOS scale, as shown in Table 5.8, is employed to assess the suitability of the 
proposed coder for speech and music signals at 12kb/s. The G.728 standard operating 
at 16kb/s and the GSM-EFR coder operating at 12.2kb/s are chosen as reference. 
Both coders produce toll quality speech and are widely available. Although the LD- 
CELP coding algorithm was designed primarily for speech coding, it is well known 
that it also achieves good quality for audio signals. The various encoded sequences
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are randomly ordered in the presentation. The results of the test are shown in Table 
5.9, where the average MOS and the standard deviation for each sequence coded by 
the three compression schemes, are given. The results indicate that the subjective 
quality achieved by the proposed coder is not only comparable, but even slightly better 
than the quality produced by the G.728 standard, for both speech and audio signals. 
This is obtained at a reduced bit rate. When compared with the GSM-EFR coder at 
approximately the same bit rate, the proposed coder achieves slightly lower average 
MOS for speech signals. However, the quality achieved for audio signals is preferred 
to the quality produced by the GSM-EFR coding algorithm. The standard deviation 
represents the confidence in the coder for coding the signals with the quality shown by 
the particular MOS. Although the values of the standard deviation shown in the table of 
results are high, similar values are also obtained by the two standards for each encoded 
file. This is due to the different files chosen for the test material and the personal 
preference of each listener for each particular coded sequence. Since the subjects that 
participated in the test are not trained listeners, some artefacts are perceived as more 
annoying for some listeners than they are for others.
The outcome of these investigations clearly show that at 12kb/s, the coder is suitable 
for compressing both types of input signals with good quality. Another distinguishable 
feature of the proposed algorithm is the low delay incurred, which amounts to 1.5ms.
5.4 Conditional Adaptive LTP Codebook
One strong feature of speech signals is its quasi-periodicity, sometimes referred to as 
the pitch. In many AbS-LPC systems, an LTP is introduced to model this inherent 
additional redundancy in such signals. It is important to note tha t the formulation 
used for LTP in CELP coding (refer to Section 3.3.1.3) is such that it generates long­
term correlation whether it is due to the pitch or not. Hence the term  pitch predictor 
is somewhat misleading in describing the function of this filter, since the lag is not 
necessarily the pitch of the signal. Hence the LTP is referred to as an adaptive codebook 
(ACB). This is a reflection on the action of the filter, since it attempts to model 
the signal with contents of its long-term memory, which is typically updated every 
subframe. Therefore, the LTP utilises the long-term history of the signal to model 
similar characteristics which may be present in the current samples. The LTP will try
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Test M aterial
Proposed
(1 2 kb/s)
G.728
(16kb/s)
GSM -EFR
(1 2 .2kb/s)
MOS Std. Dev. MOS" Std. Dev. MOS Std. Dev.
Female Speech 1 4.1 0.68 3.7 0.70 4.1 0.93
Female Speech 2 3.4 0.72 2.9 1.09 3.3 1.05
Female Speech 3 3.1 0.81 3.0 0.73 3.9 0.89
Female Speech 4 3.1 0.81 3.0 0.63 3.7 0.95
Female Speech 3.4 0.76 3.1 0.79 3.7 0.93
Male Speech 1 4.1 0.62 4.1 0.72 4.6 0.81
Male Speech 2 3.6 0.81 3.6 0.96 4.1 0.96
Male Speech 3 3.2 0.93 3.1 0.81 4.0 0.89
Male Speech 4 3.4 0.73 3.4 0.81 4.3 0.77
Male Speech 3.6 0.77 3.6 0.83 4.2 0 .8 6
Female Singer 1 3.6 0.96 3.3 0.86 3.4 0.73
Female Singer 2 3.0 0.73 2.8 0.86 2.7 0.87
Male Singer 3.5 0.63 3.2 0.75 2.9 1.02
Vocal Music 3.4 0.77 3.1 0.82 3.0 0.87
Piano 3.8 0.93 3.6 0.63 3.0 0.89
Violin 4.2 0.66 3.4 0.81 3.5 0.63
Trumpet 3.9 0.62 3.6 0.96 3.7 0.87
Instrum ental Music 3.9 0.74 3.5 0.80 3.4 0.80
Table 5.9; MOS Test Results 
to model any signal whether it is voiced or unvoiced.
In view of these facts, a conditional adaptive LTP codebook is included in the encoder 
configuration, as shown in Figure 5.5. Its purpose is to improve the performance of the 
coder for speech signals without degrading that of music. Compared with Figure 5.1, 
the new structure consists of a second target signal which is required for the excitation 
search.
Although periodic segments and voiced parts of speech benefit from the adoption of 
LTP, this technique is not suitable for unvoiced segments and highly time-varying 
signals which are characteristic of music signals. This is due to the fact such signals do
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Figure 5.5: Introducing Conditional Adaptive LTP Codebook Search
not exhibit long-term periodicity and hence their structure cannot be modelled by the 
LTP. Consequently, the search for the contribution from the adaptive LTP codebook 
is disabled when the analysis block is not periodic.
In the literature one can find various methods for the determination of the period 
[8 6 , 87]. The algorithm described here adopts the auto-correlation technique. To 
simplify the LTP analysis procedure, a two stage approach is employed. First, an 
open-loop search is performed. Since the open-loop analysis is performed on the original 
signal rather than the inverse LPC filtered signal, a rough estimation of the pitch is 
obtained. A further focused closed-loop search is required to finalise the parameters of 
the filter. This methodology is primarily employed to reduce the search for the LTP
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filter parameters.
5.4.1 C hoice o f A daptive LTP C odebook Range
The search for the optimal contribution of the adaptive LTP codebook is limited by 
the range of codebook values, which in turn is restricted by two factors: the target bit 
rate and the computational complexity. In [86], a comprehensive list of fundamental 
frequency ranges for human speech and voice utterances is reported. Typical ranges 
vary between 50 and 500Hz. However, music (including singing) requires a wider range 
of fundamental frequency. For the purpose of this research, several ranges are investi­
gated using a number of speech and audio files, in order to find a suitable ACB range 
for both types of signals. The choice of files comprise English male and female speech, 
two vocal music sequences consisting of a pop music sequence and a female singer, and 
two instrumental sequences.
H 3-256 □  5-256 □  10-256 015-256 020-256 0 25-256
cs3X
I
3.8-r
3.6
3.4
3.2
3
2.8
2.6
2.4
2.2
English English Pop Female Piano Organ 
Female Male Music Singer
Speech and Audio Files
Figure 5.6: Increase in S N R s e g  for Various
The first step in choosing the range of the codebook is to investigate possible values for 
the lower limit, while keeping the upper one fixed to 265 samples (approximately 
30Hz). The results of this investigation are shown in Figure 5.6. For each value of 
Trnin^ the cliai't displays the increase in the S E G s n r  when the LTP analysis is em­
ployed during the encoding process. The lowest value for was set to 3 samples
1 0 2
Chapter 5. Telephone Bandwidth Speech and Audio Coding
(equivalent to 2666.67Hz). This value is sufficient to represent the fine structure of 
the high frequencies present in periodic segments of music signals. As expected, the 
results indicate that the lower values of Tmim i.e. 3 and 5 samples, provide the most 
improvement in performance for audio signals rather than for speech. Hence a value 
of 3 samples is selected for the lower limit of the ACB. This choice is also based on 
informal listening tests and by the LTP gain which decreased with an increasing value 
of Tjnin for all files. The LTP gain is calculated by the following expression
,E"=oMrW-5i(n)]2G a in iT P  =  W lo g w  ( , ... I (5-6)
where, referring to Figure 5.5, r(n) is the first target signal, Si{n) is the LTP filter 
response resulting from the adaptive codebook entry and N  is the size of the innovation 
(12  samples).
Once Train is determined, values for the upper limit, Tmax are investigated. Figure 
5.7 displays the resulting increase in the S N R s e g  for the encoded sequences when 
the LTP analysis is employed. Higher values of Tmax result in higher objective and 
subjective measurements of the algorithmic performance. Each extra bit allocated to 
the codebook results in around 1 -  2dB increase in the S N R s e g - The prediction gain 
also increases, by a value of around 3dB for every additional bit allocated. However, 
the choice is constrained by the number of bits available for the quantisation of the LTP 
filter parameters and also by the computational complexity incurred by the search for 
the optimal ACB contribution. After examining the results from the plot, 8 bits are 
allocated to the ACB. This range produces about 2.5dB improvement for vocal music, 
around 3.5dB for non-vocal audio signals and around 4dB improvement for speech files. 
Hence, 3 -  258 samples, which correspond approximately to 31 -  2667Hz, are chosen 
for the range of the ACB.
For the purpose of these investigations the LTP analysis is employed during all analysis 
blocks and the same pulse excitation structure as described in Section 5.2.4 is main­
tained. From both plots, it is clear that speech signals tend to benefit the most from 
this technique. The S N R s e g  of the two instrumental sequences also exhibit signifi­
cant improvement when compared to the vocal music files. This is due to the periodic 
nature of these signals. The vocal music files benefit the least, since periodicity is not a 
common characteristic of these signals and the LTP is not suitable to model their fine 
structure.
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□  3-66 (6 bits) □  3-130 (7 bits) □  3-258 (8 bits) ■  3-514 (9 bits)
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Female Male Music Singer
Speech and Audio Files
Figure 5.7: Increase in S N R seg  for Various Tmax
5.4.2 O pen-Loop LTP Search
The open-loop search for the period is estimated every 4 frames (96 samples equivalent 
to 12ms) using the perceptually weighted input signal. This is a typical update rate 
for voiced segments, since the period does not change abruptly. A more frequent 
update would result in unnecessary higher computational complexity. The criterion for 
enabling or disabling the ACB search is the normalised auto-correlation measure given 
by the following function
T,n=o s { n ) s { n  - f  Toi)
sHn  +  T„,)
:5.7)
where s(n) is the current sample, Tqi is the value of the period present in the analy­
sis block, which ranges from 3 to 258 samples, and N  is the interval over which the 
LTP filter parameters are updated. i?„(ro/) can vary between ±1.0. However since 
we are interested in finding the period present in the analysis block, if any. only the 
positive values of the normalised auto-correlation are considered. If R v{t„i) is found to 
be greater than 0.8, then the adaptive LTP codebook search is enabled during the en­
coding process of the particular analysis block. This value is chosen after running some 
simulations with various values for the threshold (0.5 -  0.9). As expected, the results
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indicate that the higher the threshold, the smaller the gain in performance in terms of 
S N R s e G' A similar trend in the results is also achieved for the LTP gain. However, 
the two graphs in Figure 5.8 clearly indicate that a threshold value of 0.8 is the most 
suitable for enabling/disabling the ACB contribution. In both plots, a high level of 
threshold signal indicates that ACB search is applied for that particular segment of the 
signal. For more clarity, the signals representing the dijfferent thresholds are displayed 
with an offset with respect to each other. The plot on the left hand side of Figure 5.8 
shows that a threshold of 0.8  is high enough to detect the periodic nature of the speech 
onset but it is also sufficiently low to disable the ACB search during the unvoiced part 
of the signal. In the second plot, which displays a segment of the pop music sequence, 
a threshold value of 0.7 enables the ACB search also during non-periodic parts of the 
signal, while a threshold of 0.9 does not detect the periodicity present during three 
consecutive analysis blocks. However, when the threshold is set to a value of 0.8, it can 
be seen that the ACB search is enabled during these three blocks and disabled during 
the following non-periodic segment.
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Figure 5.8: Threshold for Enabling/Disabling the ACB Search
5.4.2.1 Forward and Backward Tracking of the Period
The value for the period obtained from the open-loop search might not be the actual 
period of the analysis block even though it maximises the normalised auto-correlation. 
Hence a simple tracking method is applied. The principle of this technique is based 
on the continuity characteristic of the period, since once a voiced sound is established, 
its period varies within a limited narrow range. Hence, the estimation of the period 
is not performed in isolation but by considering the neighbouring analysis blocks and
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making sure that the estimated period value follows the correct route. For instance, 
if r_ i and r i represent the values for the period of the previous and future analysis 
blocks respectively, the most likely path of the period can be determined from all the 
other possible paths by taking into account the continuity characteristic. Referring to 
Figure 5.9, the search for Tqi considers four candidates, referred to as r ,  T%, Tj and r/.. 
The selection of these values is conditional on their corresponding values for If 
for a particular analysis block, RniT) is the maximum value for the normalised auto­
correlation function, then Rn(ri), Rn{Tj) and Rn{Tk) must be greater than half the 
value of Rnir) .  Since Rn will also be high for those period values immediately next 
to the one with the maximum Rn,  the algorithm is forced to choose values which are 
at least three samples away from either side of r . The correct value for the open-loop 
lag is then determined by calculating the difference between the lag value found for 
the previous analysis block and all the possible period values. Each calculated path is 
weighted depending on its corresponding value of Rn. The lag which has the lowest 
value of Rji is the least weighted. The path which leads to the minimum accumulated 
error is selected.
Rn
Future Analysis Block
Current Analysis Block
Past Analysis Block
- 4 —  
-^u \
Xu Xn
,^0y"^0k
/^-Ik
0.5 o f  maximum Rn
0.5 o f maximum R„
Figure 5.9; Forward and Backward Tracking for the Period Value
In addition, the deviations of r_ i and r i with respect to Tqi depend on the duration 
of the analysis block. Hence it is also important to consider the effect of the change 
in the period. Thus two paths are considered. The first one traces the period from
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the previous analysis block to the current one and is known as backward tracking. The 
second path traces the period from the current block to the future one. This is known 
as forward tracking. If the path error with the previous frame is smaller than the one 
with the future frame, then the existing value of the period is assumed to continue into 
the current frame. On the other hand, if the future route results in less accumulated 
error, it is assumed that a new period trace has started. Hence, the open-loop period 
value for the current analysis block is selected. This procedure is depicted in Figure 
5.10. Since t\ is required for forward tracking, an additional 12ms delay is introduced. 
A greater look-ahead would result in a better estimation of the period. However it 
would also incur a greater delay.
Forward Pitch Tracking Backward Pitch Tracking
Select minimum
For each candidate p
Select minimum
For each candidate p
Select minimum 
e{%)
Figure 5.10: Tracking Procedure
Figure 5.11 displays the improvement in the estimation of the period prior to and 
after the implementation of the tracking procedure. For more clarity, the values of the 
periods have been amplified by a factor of ten. The period for the particular analysis 
block shown is 38 samples. However the open-loop search obtains a first estimate of 
76 samples which is a multiple of the correct period. Period halving and doubling are
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one of the main disadvantages of the auto-correlation method. The right value of the 
period is obtained after the tracking procedure is applied.
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Figure 5.11: LTP Estimation Prior and After Tracking
5.4.3 C losed-Loop LTP Search
In order to determine the optimal value of the lag r ,  a closed-loop search is employed. 
The complexity of the search is kept low by confining the search to a small number of 
values around the open-loop estimation of the period, Tqi . The range of the candidates 
for the closed-loop search is Toi ~ S, Toi -  1, r^i, Tqi + 1, . . . ,  Tq/ -t- ô, where the 
value of <5 was set to 10. Hence, the complexity of this closed-loop search can be 
made scalable be changing 6. Referring to Figure 5.5, the correct value of the lag is 
found by minimising the weighted mean-squared error (WMSE) between the first target 
signal and the LTP filter response. This is achieved by selecting the candidate which 
maximises the right hand term of Equation (3.16). Once r  is found, the ACB gain, /3, 
is determined by Equation (3.15). The excitation signal u{n) is now composed of two 
different signals: the contribution from the innovation excitation, gx{n), together with 
the past version of the residual signal r{n) delayed by r  samples and scaled by f3.
u{n) — pr{n — r) + gx{n) (5.8)
where g and x{n) are the gain and the pulse excited sequence from the pulse excitation 
generator respectively. As shown in Figure 5.12, the LTP structure is implemented
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as an ACB consisting of a FIFO type buffer with a scaling factor. The contents of 
the buffer are updated with the optimal excitation vector at the end of the excitation 
search procedure in preparation for the quantisation of the next subframe.
Adaptive LTP Memory BA LPC 
CoefficientsMemory Memory Weighted a,-Gain
P r(n - 1)r(n -  X)
x(n) Gain
Reconstruced
Signal
SubframeDelay
Optimum Pulse 
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Synthesis Filter 
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Figure 5.12: Memory Update Procedure
5.4 .4  P u lse  E xcita tion  Schem es and B it A llocation
The quantisation of the LTP is usually quite straight forward. The ACB range of 3 
to 258 integer values can be directly encoded using 8 bits. However, the subframes 
are very short and the period does not change abruptly within such a short space 
of time. In addition, the search for the closed-loop value of the period is confined 
around the estimate obtained from the open-loop search. Hence this parameter can be 
differentially encoded. In order to protect the parameters from frame erasures, which 
are common in wireless packet-oriented communication systems, the open-loop period 
value is quantised with 8 bits and transm itted every 96 samples (12ms). The closed- 
loop values of the period for each of the subframes are differentially encoded using 4 
bits. The ACB gain of each innovation vector is encoded using a 4-bit non-uniform 
scalar quantiser. Since the employment of the adaptive LTP codebook is conditional, 
an additional bit every 12ms is required to indicate whether it is enabled or not.
As demonstrated in Section 3.3.1.3, the power of the residual decreases when LTP is 
applied. Hence, when the ACB is enabled, less bits are required for the quantisation 
of the excitation sequence. Instead, these bits are used to represent the LTP filter 
parameters which are transm itted to the decoder. Therefore, two modes for the quan­
tisation of the residual are employed. If the ACB is disabled, the excitation structure
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described in Section 5.2.4 is maintained. On the other hand, if the ACB is employed, 
the two schemes shown in Table 5.10 are considered for the encoding of the innovation 
sequence.
Track No. of 
Pulses
Possible Pulse 
Positions
1 1 0 ,3 ,6 , 9
2 1 1, 4, 7, 10
3 1 2, 5, 8 , 11
Track No. of 
Pulses
Possible Pulse 
Positions
1 2 0, 3, 6 , 9
1, 4, 7, 10
2 1 2, 5, 8 , 11
Table 5.10; Different Schemes for the Innovation Sequence
The excitation sequence of both schemes contains 3 non-zero pulses. All pulses have 
amplitudes ±1. In the first scheme, the subframe is divided into 3 tracks, each track 
containing one pulse. Each pulse is encoded with 3 bits, 2 for the position and 1 for 
the sign. The second approach splits the subframe into two interleaved tracks with 
two pulses in the first track and one pulse in the second one. Each pulse position in 
the first track is represented by 3 bits. As described in Section 5.2.6, only 1 bit is 
required to represent the sign. The pulse position in the second track is encoded with 
2 bits while its sign is encoded with 1 bit. The diherence in bit allocation for the two 
schemes is 0.67kb/s. The performance of the two schemes is assessed objectively using 
the S N R seg  measurement and also subjectively with listening tests. The outcome of 
these tests shows that the second configuration of pulses achieves better subjective and 
objective quality. The revised bit allocation for every 3ms frame for the case when the 
conditional ACB is adopted, is shown in Table 5.11.
5.4.5 Perform ance E valuation
Subjective tests are carried out in order to perform an evaluation of the performance of 
the coder with the additional conditional ACB contribution. The testing methodology 
employed is the comparative MGS (CMOS) technique, which is a standard technique 
for rating the performance of a particular coder against the quality of a reference coder. 
The purpose of the test consists of rating the quality of the second sequence relative to 
the first. The coder which employs the conditional ACB search is referred to as Coder 
B and its quality is compared with Coder A which is the coder operating at 12kb/s
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P a ra m e te rs  T ra n sm itte d  every  S ubfram e N u m b e r o f B its
Positions of Pulses 8 (=  3+3+2)
Polarities of Pulses 2
Excitation Gain 3
ACB Gain 4
P a ra m e te rs  T ra n sm itte d  every  4 F ram es N u m b e r o f B its
Enabled/Disabled Pitch Prediction 1
ACB Index 40
A verage N u m b e r o f B its  p e r  S ub fram e 44.25
O verall B it R a te  =  1 4 .7 5 k b /s  ( l .S lb its /s a m p le )
Table 5.11: Bit Allocation
without any long-term prediction. The scoring of the test condition used to compare 
the quality of every pair of coded sequences is displayed in Table 5.12.
CM O S S u b jec tiv e  O pin ion
+ 2 B better than A
+ 1 B slightly better than A
0 B same as A
-1 B slightly worse than A
-2 B worse than A
Table 5.12: CMOS Scale
A total of 16 listeners participated in this test. The test material consists of both speech 
and music signals. The subjects were asked to listen to pairs of sequences coded with 
the proposed algorithm which includes the conditional ACB contribution and also with 
the 12kb/s coder introduced in the first sections of this chapter. The results of this 
test, which are displayed in Table 5.13, indicate that the addition of the conditional 
ACB contribution generates a slight improvement in the quality of the speech signals 
without degrading the quality of audio signals. The enhancement in the quality is more 
pronounced for the male speech files. This is due to the fact that on average the male 
pitch period is higher than 50 samples. In fact, it is around 60 samples, as shown in the 
plots in Figure 5.13. For the clarity of the illustrations, the pitch period is amplified by 
a factor of 10. The high order of the STP is sufficient to remove the pitch present in the
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voiced female speech and to model the spectral envelope of male speech. However it is 
not adequate to remove the long-term statistics in the voiced male speech. Hence the 
introduction of the conditional ACB improves the performance for signals with pitch 
lags higher than 50 samples.
T est M a te ria l
Coder B vs Coder A 
CM O S
Speech Female Speech 1 0 .2
Female Speech 2 0.2
Male Speech 1 0.7
Male Speech 2 0.7
Vocal Male Singer -0.1
Music Female Singer -0.4
Instrumental Piano -0.3
Sequence Violin -0.4
Trumpet -0.3
Table 5.13: Subjective Quality Evaluation of Coder B (with conditional ACB search) 
against Coder A (without conditional ACB search)
Male Speech Segment
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Figure 5.13: Typical Pitch Periods for Voiced Male and Female Speech
The main drawback arising from the introduction the LTP ACB consists in the sensi­
tivity of the filter parameters to channel errors. In addition, the occurrence of frame 
erasures in packet-oriented transmissions will considerably degrade the output quality 
due to the adoption of differential quantisation. In order to increase the robustness
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against frame erasures, the ACB index is reset every 12ms. Other disadvantages in­
curred by the pitch analysis include a higher algorithmic delay due to the look-ahead 
required for forward tracking and also an increase in the computational complexity of 
the algorithm, especially since the dimension of the subframes is small.
5.5 Embedded Quantisation
During the last two decades a number of speech and audio coders have been proposed 
and standardised. Their objectives consisted of reducing the bit rate. Currently a major 
effort is being deployed to satisfy requirements such as scalability, for deployment in 
fixed wired and mobile applications in order to accommodate varying network resources.
A gradual improvement in the quality of the output can be achieved by employing em­
bedded multi-stage quantisation, at the expense of an increased bit rate. This is known 
as SNR scalability [117]. The encoded bit stream is embedded, allowing the coder out­
put to be scalable from low quality at lower bit rates, to higher quality at higher rates, 
supporting a wide range of services and resource utilisation. The transm itted excitation 
sequences from second and subsequent stages can be deleted in order of significance to 
achieve progressive bit rate reductions. The minimum transmission rate is determined 
by the excitation of the base-line coder, which has the most significance. The quality 
of the decoded signal remains acceptable when only this excitation is received.
5.5.1 O verview  o f Structure
Embedded quantisation, as illustrated in Figure 5.14, has been employed in the config­
uration of the base-line coder. The procedure can be described as follows. The optimal 
excitation vector determined in the first stage of quantisation, is fed through the syn­
thesis filter and the weighting filter, both with zero state memory. The output, which 
is the weighted quantised signal, is subtracted from the target signal to produce a new 
target signal with lower short-term power. The goal of the closed-loop pulse excitation 
generation in the second stage is to search for an excitation vector which when synthe­
sised, matches best the new target signal. Once this is found, the two excitation vectors 
and their respective gain values are quantised and transmitted. At the decoder end, 
the indices received for the shape vectors and gain values are decoded. The resulting
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Figure 5.14: Embedded Quantisation
two excitation vectors are scaled with their respective gain values, added together and 
fed through the BA synthesis filter to form the reconstructed output.
The aim of the AbS approach is to minimise the difference between the input signal 
and the reconstructed one. The power in the error signal becomes smaller with each 
embedded stage. This is demonstrated in Figure 5.15, where the power in the second 
target signal is considerably lower than that of the first.
For even better compressed quality, the encoder can have multiple layers of embedded 
quantisation, resulting in additional bit rates. Each layer gradually increases the output 
quality. However, there is a limit to the number of additional layers that can be em­
bedded in the bit stream. This limit occurs when saturation in the output performance 
is reached.
5.5.2 B it A llocation
The configuration for the pulse excitation employed in the embedded stages is the same 
as the one employed in the first stage, shown in Table 5.4. The 3-bit gain codebook,
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displayed in Table 5.5, is also maintained. Each subsequent layer increases the bit rate 
by an integer multiple of 12kb/s.
5.5.3 Perform ance E valuation
Subjective listening tests are carried out using various speech and audio files. The 
outcome of these tests show that high output quality is obtained when 2 or more stages 
of quantisation are employed. Figure 5.16 shows the objective measures in terms of 
S N R seg  as a function of additional layers. Compared with the performance of the 
base-line coder, at twice the bit rate an increase of 5 -  7dB in the S N R seg  is achieved 
for 24kb/s. At 36kb/s increments of 7.5 -  9.5dB are obtained. At 48kb/s and 60kb/s the 
quality starts to saturate with only 1 -  2.5dB difference noticed compared with 36kb/s. 
For all the files tested, it was found that two stages of quantisation are sufficient to 
produce a S N R seg  of 20dB and higher which in subjective terms is equivalent to very 
good signal quality.
Scalability is an additional feature of the coder and as such the decoder is required to 
produce good quality even when the upper layers of quantisation are discarded and do
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Figure 5.16: S N R seg  for Embedded Layers of Quantisation
not reach the receiver. Since the encoder does not normally have information of which 
parts of the bit stream have reached the decoder, the memories of the LP filters are 
updated by the excitation vector of the first quantisation stage only, in the case that 
the additional layers are not received by the decoder . Experiments show that for a 
second stage of quantisation the S N R seg  is reduced by around 1.5dB compared to 
when the memories are updated with every embedded stage. However, this penalty is 
acceptable when considering that scalability offers a lot of advantages. For comparison, 
the performance in terms of S N R seg  taking into account this penalty is shown in 
Figure 5.17.
5.6 Concluding Remarks
The subject of this chapter is the design, development and evaluation of a scalable 
speech and audio coding scheme for telephone bandwidth signals. The advantages and 
disadvantages of the proposed approach have been assessed in terms of the technical 
merits and the output perceived quality.
The G.728 coding algorithm was modified in order to realise a combined compression
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technique suitable for both speech and music signals. The main adaptations consist of 
the following.
• In order to decrease the bit rate of the algorithm, the size of the frames and 
subframes were increased from 20 to 24 samples and from 5 to 12 samples respec­
tively.
• However, since BA LP is employed, it was found necessary to decrease the update 
rate from 4 to 2 so as to maintain accurate modelling of the spectral envelope.
• The shape codebook is replaced with a pulse excited generator model, which is 
able to follow fast changes in the input signal, such as those occurring in rapid 
transitions. Hence this approach is more suitable for coding music signals than the 
conventional codebook. In addition, this excitation structure shows a considerable 
reduction in the complexity for the following two reasons: the sparseness of the 
excitation vector and also the fact that the pulses have ternary values only.
Since a 50-tap STP is employed in conjunction with a pulse excitation model for the 
generation of the excitation sequence, the periodic nature of the input signal does not
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play a crucial role in the analysis. However a conditional adaptive LTP codebook is 
employed to enhance the output quality for speech and periodic signals in general. The 
LTP analysis is carried out in a combination of open-loop and closed-loop search. When 
the ACB is enabled, the number of bits normally allocated for the quantisation of the 
innovation sequence is decreased and instead they are allocated for the quantisation 
of the ACB index and gain values. The evaluation carried out on the performance 
has shown that this approach provides an improvement for male speech signals while 
maintaining good output quality for audio signals. This improvement in performance 
is achieved at more or less the same bit rate.
Another distinguishing feature that has been introduced is scalability. The investiga­
tions carried out in this area fall in the general direction of the current research for 
applications over fixed and wireless systems which operate with varying transmission 
capabilities. The scalability feature provides various levels of enhancement of the base­
line coder and also flexibility in terms of complexity and bit allocation requirements 
depending on the particular system application. Embedded coders offer an effective 
means of controlling network or channel congestion by discarding bits, allowing com­
munication to continue at lower bit rates with acceptable losses in quality. Since source 
rate adaptation is performed through truncation of the encoded stream, interaction with 
the coder is not required, making the embedded coder ideally suited for rate-adaptive 
communication systems.
The thorough analysis of this coding scheme is mainly aimed at assessing its particular 
suitability to provide good output quality for speech and music signals, which is further 
explored in the coding schemes presented in the following two chapters. Both objective 
and subjective tests have shown that this approach provides an acceptable basis for the 
design of a combined compression algorithm for wideband speech and audio signals.
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Chapter 6
W ideband Speech and A udio  
Coding: Fullband A pproach
6.1 Introduction
W ith recent advances in speech coding, bit rates as low as 8kb/s are achieved while 
preserving signal quality, as demonstrated by the ITU-T G.729 [79] standard. However, 
the input is limited to telephone bandwidth signals. Certain applications, such as audio 
and video teleconferencing, require a better signal quality. A further improvement in 
audio quality, at the price of an increased bit rate, is obtainable by widening the 
bandwidth, hence the term wideband coding. In this case, the input sampling rate is 
raised from 8kHz to 16kHz.
This chapter starts with an overview of the main challenges involved in wideband 
source coding compared with narrowband coding. The recent developments in the area 
of wideband speech and audio coding are briefly covered. The chapter then contin­
ues with a study of two low-delay algorithms operating at 17 and 19kb/s, suitable for 
compressing both speech and music signals sampled at 16kHz. The structures of the 
proposed wideband algorithms are based on the narrowband coder conflguration anal­
ysed in the previous chapter. The novel additions include a combination of two STPs 
which aim to improve the modelling of the spectral information achieved by LP. Since 
the algorithms attem pt to extract the signal parameters from the whole 7kHz band­
width, this method is termed fullband approach. An evaluation of the performance of 
the two schemes is carried out using the G.722 [7] coder as a reference. SNR scalability
119
Chapter 6. Wideband Speech and Audio Coding: Fullband Approach
is implemented by means of multi-stage quantisation to further increase the perceptual 
quality. The chapter finishes with a discussion which addresses the advantages and 
limitations arising from adopting a fullband approach to wideband coding.
6.2 Narrowband vs W ideband Source Coding
It is very easy for any listener to distinguish between wideband and telephone band­
width speech. In fact, in subjective testing comparisons with telephone bandwidth 
speech, wideband speech is always preferred, sometimes by as much as 1 MOS point 
[27]. Compared to narrowband speech, the reduction of the lower cut off frequency from 
300Hz to 50Hz contributes to increased naturalness and fullness. The high frequency 
extension from 3.4kHz to 7kHz provides better fricative differentiation and therefore 
higher intelligibility which yields a face-to-face communication quality. Hence wideband 
coding provides a significant quality improvement for telecommunications services and 
applications such as audio conferencing and audio-visual services.
Figure 2.5 shows two plots illustrating the power spectrum density of a wideband speech 
sequence and an audio segment sampled at 16kHz. The high spectral dynamic range 
across both spectra is clearly evident. The difference in the mean energy levels between 
the low and high frequencies can be as high as 20 -  40dB. This contrast between low and 
high band spectral information makes good quality wideband source coding harder to 
achieve than narrowband coding. The output perceptual quality of a wideband coding 
algorithm depends on its ability to produce high signal quality for both the lower and 
upper spectral content. It must, therefore, accurately code the perceptually important 
lower frequency components, and yet retain enough of the higher frequency information 
such that the perceived richness and fidelity of the original signal is preserved.
Besides being a greater perceptual challenge, wideband coding also requires higher 
computations. For a given time interval, the number of samples is doubled, requiring 
larger buffers and more RAM usage.
6.3 Latest Developm ents in W ideband Coding
In 1988, the CCITT released the G.722 coder which was the first wideband compression 
standard for speech and audio signals. This coder provides high output quality at
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64kb/s. Slightly reduced qualities are achieved at 56 and 48kb/s. Yet a reduction in 
the bit rate is required for applications such as multimedia communications.
During the last years, research in the area of wideband source coding has been con­
centrating on target bit rates of 16, 24 and 32kb/s [118, 119]. In February 1999, the 
ISO/IEC standardised a wideband CELP coding algorithm for the MPEG-4/CELP 
coding mode. The algorithm supports multiple bit rates between 10.9 and 23.8kb/s for 
wideband speech coding.
Recently, the ITU-T has been involved in the standardisation of a family of wideband 
coders operating at the same bit rates aimed at coding speech and audio signals. The 
new coding schemes are required to exhibit a performance similar to tha t of the G.722 
coder at its respective rates under most operating conditions. The new coder is aimed 
at wireline applications such as ISDN wideband telephony, audio/video teleconferencing 
and also at packet transmission applications as B-ISDN and multimedia transmissions 
over the Internet. The specified maximum algorithmic delay requirement is 20ms.
ETSI is also currently involved in the standardisation of a set of coders, named AMR 
wideband coders, aimed at coding wideband speech and audio signals for UMTS/GSM 
systems. The operating bit rate ranges from around 8kb/s to 31kb/s. A high level 
description of the algorithm of three of the candidates which are being considered for 
this standard can be found in [92, 93, 94]. The AMR coder controls bit allocation 
between source and channel coding in order to achieve high signal quality under any 
channel condition. Background noise conditions in the mobile environment are also 
taken into account.
In the literature, one can find various approaches which combine both wideband speech 
and audio coding. A number of these techniques switch between types of coders depend­
ing on the characteristics of the input signal. One example is the algorithm proposed in 
[120] which discriminates between the two types of signals, depending on measurements 
performed on the signal energy. The algorithm employs CELP coding for speech signals 
and transform coding for music signals. There are several other examples of wideband 
coding, all adopting the analysis-by-synthesis coding structure [91, 121, 122, 123]. The 
goal is to represent digital speech and audio signals at low to medium bit rates with 
minimum perceived loss of signal quality. The signal distortion is minimised using the 
traditional criterion of the mean square difference between the input and output wave­
forms of the coding system. In low rate coding, due to scarcity of bits, the existence of
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audible noise is inevitable. The final goal of such coding schemes is to deliver accept­
able quality with no annoying artifacts. This contrasts with transparent coding which 
is required in high rate audio coding, as described in Section 2.6.
6.4 System  Overview
A popular approach for creating a wideband coder is to take an existing narrowband 
coder and tune it for wideband signals [124]. This approach was investigated as part 
of my research work undertaken in the wideband source coding area. In the previous 
chapter, a narrowband coder which produces good output quality for a diverse range of 
telephone bandwidth signals, operating at a bit rate of 12kb/s, has been described. The 
objectives of the research detailed in this chapter consist of extending the advantages of 
this coder in order to produce good quality wideband compression suitable for speech 
and audio signals.
A block diagram of the compression scheme proposed in this chapter is shown in Figure 
6.1. In essence, the AbS structure and the pulse excitation generation model of the 
narrowband coder are maintained. However, the modified algorithm combines the 
backward-adaptive (BA) and forward-adaptive (FA) LPC structures in one coder. In 
addition, the algorithm is adapted to accommodate longer frame sizes. Various control 
factors, such as the weighting filter parameters are retuned for wideband signal coding.
Two problems arising from the use of modified time-domain versions of narrowband 
algorithms for wideband source coding include muffled output quality and noisy upper 
frequencies. Two common approaches that are employed to overcome these problems 
are the modification of the perceptual weighting filter and the use of a pre-emphasis 
filter which enhances the high frequencies of the signal prior to encoding. As described 
in Section 3.5.1, the purpose of the latter technique is to achieve a higher accuracy 
in the quantisation process of the low energy high frequency components and hence 
increase the perceptual output quality. Both methods are discussed in more detail 
further on into this chapter.
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Figure 6.1: Block Diagram of the Fullband Coding Approach
6.5 Encoder Structure
During the encoding process, the input samples are accumulated in a buffer on which a 
FA LPC analysis is performed in order to extract the spectral shape of the waveform. 
The transfer function of this filter is given by Equation (3.1). The filter parameters 
are calculated on past input samples so as to maintain a low algorithmic delay. The 
coefficients are updated with every input frame. The input buffer is further split into 
frames of equal sizes and each frame is passed through a perceptual weighting filter 
defined by Equation (3.17). For the fullband approach, a higher weighting filter order is 
required to shape the whole 8kHz spectrum, as described in Section 3.7. As a result, the 
10 *^‘ order weighting filter which is employed in the narrowband coder, is replaced with 
a 16-tap filter. The coefficients of this filter are the same as the FA LPC parameters. 
However, the weighting filter coefficients are weighted with appropriate factors. After 
informal listening tests, values of 0.9 and 0.4 are selected for the weighting factors, 71
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Figure 6 .2 : Prediction Gain of the BA STP for Various Filter Taps
An investigation is carried out in order to select the optimal BA short-term predictor 
order for this algorithm. The prediction gain, determined by Equation (3.2), is em­
ployed to measure the objective performance of the BA STP for various filter orders. 
This test is run for a number of female and male wideband speech files and also for 
vocal and instrumental music sequences. The results are shown in Figure 6.2. For 
both female and male speech files, the prediction gain does not exhibit any significant 
variations with different filter orders. However, for all the music files, the plot indicates 
that the performance saturates with the adoption of a 50-tap filter. Hence, this filter 
order is employed for accurate modelling of the spectral envelope of such waveforms. 
The coefficients of the BA STP are updated every frame.
The target signal is obtained by subtracting the zero-input response of the short-term 
BA and FA LP filters and the weighting filter from the weighted input. A 10*^  ^ order 
BA gain predictor, as described in Section 4.3.1.3, is employed to reduce the dynamic 
range of the signal amplitudes and hence achieve a more accurate quantisation of the 
excitation gain value. The predicted gain is determined for every excitation vector and 
the predictor coefficients ai'e updated every frame. A closed-loop search is performed to 
identify the optimal set of excitation pulses and gain value which achieve the minimum
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MSE between the target signal and the reconstructed signal. The memories of the 
cascaded BA and FA LP filters and the weighting filter are updated by feeding the 
chosen scaled excitation vector through the three filters, as shown in Figure 6.3.
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Figure 6.3: Updating the Memories of the Prediction Filters
The hybrid windowing scheme employed for the calculations of the weighting filter coef­
ficients, the STP and gain predictor parameters of the narrowband coder is maintained. 
However the window parameters are modified, as shown in Table 6.1, in order to ac­
commodate for the changes in the update rate and the size of the innovation vector.
L P  F ilte r W indow  L en g th N on-R ecursive  P o r tio n a
Weighting Filter 96 48 0.9892
BA STP Filter 123 41 0.9955
Gain Prediction Filter 44 32 0.9306
Table 6.1: Parameter Values for determining the Hybrid Window Coefficients
6.5.1 C hoice o f Fram e D im ensions
In [125], it was shown that the prediction gain of the BA predictor deteriorates rapidly 
as the length of the excitation vector increases beyond 10 samples. This is accompanied 
by a rapid drop in the output quality, especially over the higher frequencies. This poor 
performance can be explained by the fact that as the vector dimension increases, it 
becomes more difficult for the excitation source to match the reference vector and 
hence the BA LPC analysis is performed over a noisy signal. This effect is more 
prominent in wideband signals since the higher frequency components typically have 
much lower energy compared to the lower frequencies. As a consequence, during the 
MSE search process, the excitation vector will be chosen primarily to model the higher
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energy lower frequency components. This leads to less accurate modelling over the 
higher frequencies. Therefore the coded signal becomes noisy. As the noise component 
increases, the higher frequencies will become immersed first since they are lower in 
energy. Consequently, the backward predicted LPC spectrum becomes distorted over 
these frequencies, which results in the smearing of the formant structure.
This effect can be alleviated by reducing the coder’s excitation vector length to a level 
such that the excitation sequence compensates for the errors incurred due to the BA 
prediction scheme. Tables 6.2 -  6.5 show the algorithmic performance in terms of the 
S N R s e g  and the prediction gain of the BA STP, for the various update rates and frame 
dimensions considered for the design of this coder. During this investigation, the inverse 
filtered target signal was chosen as the excitation. Once again, this study is carried out 
for three kinds of input signals, namely speech, vocal music and instrumental music. 
The results displayed consist of the average measurements obtained for each type of 
encoded sequence.
U p d a te  In te rv a l o f 16 sam ples
T est M a te ria l
E x c ita tio n  V ecto r Size
8 samples 16 samples
S N R s e g P G l p c S N R s e g P G l p c
Speech 13.37 14.97 13.17 14.92
Vocal Music 13.51 13.35 13.13 13.25
Instrumental Music 14.49 16.84 14.45 16.81
Table 6.2: Algorithmic Performance for an Update Interval of 1ms and Excitation 
Vectors of 8 and 16 Samples
The adoption of long frame sizes results in a high signal compression rate. However, 
from the tests performed, it is noticed that innovation vector lengths which exceed 24 
samples incur a high computational complexity which is impractical for implementation 
purposes. In addition to the displayed objective tests, informal listening tests were 
also carried out. The subjective tests show that excitation vector dimensions greater 
than 16 samples tend to distort the higher signal frequencies and produce annoying 
degradations in the output quality. As a result of these studies, the update interval for 
the BA STP is set to 32 samples, or 2ms, and the excitation vector length is set to 16 
samples. The choice of these values obtains a balance between bit rate reduction, low
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U p d a te  In te rv a l o f 24 sam ples
T est M a te r ia l
E x c ita tio n  V ecto r Size
12 samples 24 samples
S N R s e g P G l p c S N R s e g P G l p c
Speech 12.75 14.81 12.00 14.51
Vocal Music 13.24 13.31 11.15 13.19
Instrumental Music 14.34 17.16 11.91 16.60
Table 6.3: Algorithmic Performance for an Update Interval of 1.5ms and Excitation 
Vectors of 12 and 24 Samples
U p d a te  In te rv a l o f 32 sam ples
T est M a te r ia l
E x c ita tio n  V ecto r Size
16 samples
S N R s e g P G l p c
Speech 12.72 14.80
Vocal Music 13.21 13.29
Instrumental Music 14.31 16.99
Table 6.4: Algorithmic Performance for an Update Interval of 2ms and an Excitation 
Vector of 16 Samples
U pdate Interval of 48 samples
Test M aterial
Excitation Vector Size
12 samples 16 samples 24 samples
S N R s e g P G l p c S N R s e g P G l p c S N R s e g P G l p c
Speech 11.84 14.48 12.24 14.37 11.41 14.20
Vocal Music 13.09 13.25 13.09 13.15 11.06 13.04
Instrumental Music 14.14 16.53 13.96 16.43 11.20 16.31
Table 6.5: Algorithmic Performance for an Update Interval of 3ms and Excitation 
Vectors of 12 , 16 and 24 Samples
computational complexity and good output quality.
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6.5.2 Introduction of a Forward-Adaptive (FA) LPC in Cascade
The BA and FA LPC analysis techniques have been adopted in cascade following obser­
vations made on the prediction gain of the BA LPC analysis when applied to wideband 
signals. From these investigations it has been noticed that for stationary parts of 
the signal, the LPC filter varies slowly and the BA filter performs well. However, in 
spectrum transitions, the BA filter has a very poor prediction.
The BA STP mode exploits the time-domain correlations due to overall coarse spectral 
shape of the input spectrum. The high order BA time-domain prediction also helps 
maintaining a low bit rate. Furthermore, the BA prediction gain is high for short inno­
vation vector sizes. The FA stage introduced in the design of the wideband algorithm 
is intended to model the fine structure of the spectrum remaining after the first stage of 
BA LP filtering. Hence, the two-stage backward-forward prediction achieves a better 
adaptation of the input signal and is an effective scheme for low delay wideband speech 
and music coding. The two LPC analysis are performed every frame: one forward on 
the past input samples and one backward on the synthesised signal. Similar to the 
narrowband coder, the proposed algorithm dispenses of the LTP, in order to keep the 
bit rate to a minimum and to provide a suitable compression scheme for audio signals 
as well as speech.
A similar technique has been adopted in both narrowband and wideband coders [126, 
127]. However, in these cases, the FA STP is primarily adopted for formant prediction 
and the BA LP filter is employed in cascade only if the signal is found to be stationary. 
This measure is performed on a frequent basis using past, current and future input 
samples and is calculated using a number of analysis parameters including two predic­
tion gains, which are computed using a lower order LPC analysis of the current frame 
and a higher order LPC analysis of the previously quantised frames. The difference be­
tween the LSF coefficients of the previous and current frame and the difference between 
the short-term and long-term prediction gains are also used as criteria for determining 
whether the segment under analysis is stationary. These measurements are then used 
as an indicator for the selection of the BA STP. One of the main disadvantages of this 
approach is the increase in the algorithmic delay incurred by the lookahead required 
for the FA LPC analysis and the LTP.
The FA predictor order depends on the frame size. Since the frame size is very short
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(2ms), a 4^  ^ order STP is sufficient to model the remaining shape in the spectrum. The 
graphs displayed in Figure 6.4 show a saturation in the S N R s e g  and the prediction 
gain for a 4-tap FA LP filter.
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Figure 6.4: S N R s e g  and P O p A  l p c  for Various FA LP Filter Orders
Figure 6.5 displays the spectrum of a female speech signal together with two spectrums 
representing the residual of the BA LP filter and the residual of the BA and FA LPC 
schemes in cascade. From the plot it is evident that the two STPs achieve a better 
spectral estimation of the original signal and hence result in a flatter final residual spec­
trum which in turn can be modelled more accurately by the pulse excitation structure.
6.5.3 P u lse  E xcitation  Structure
The pulse excitation structure, as detailed in Section 5.2.4 is employed for (piantising the 
residual signal. A number of combinations result from different number of pulses placed 
in various locations in the 16-sample long innovation vector. However, a saturation in 
the output quality is reached with a few number of pulses. In addition, the higher 
the number of pulses placed in the excitation sequence, the higher the computational 
complexity of the search for the optimal set of excitation pulses. In view of these facts 
and following informal listening tests, the scheme shown in Table 6.6  is employed for 
the quantisation process of the residual signal. The innovation vector is divided into 
four interleaved tracks, each having four equally possible locations where to place one 
pulse of unit magnitude and polarity ± 1.
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Figure C.5: Frequency Plots of Original Signal and Residuals of BA LP Filter and BA 
and FA LP Filters in Cascade
Track No. of Pulses Possible Pulse Positions
1 1 0, 4, 8 , 12
2 1 1, 5, 9, 13
3 1 2, 6 , 10, 14
4 1 3, 7, 11, 15
Table 6 .6 : Potential Positions of Individual Pulses 
6.5 .4  Q uantisation
Compared to the narrowband coder, the fullband scheme proposed in this section re­
quires three different parameters to be transmitted as side information. These consist 
of the optimal set of excitation pulses, an excitation scaling factor and thirdly a vector 
representing the 4 FA LPC coefficients. Each parameter is represented with an index 
from a codebook which is transm itted to the decoder. At the decoder end, the indices 
are decoded by using a replica of the codebooks employed in the quantisation pro­
cess. The resulting decoded parameters are then synthesised to form the reconstructed 
signal, as shown in Figure 6.1.
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6 .5.4.1 FA L P C  C oefficients
In contrast to BA LPC, in FA schemes the predictor parameters need to be quantised 
and transm itted as side information to the decoder. In order to keep the bit rate low, 
VQ is adopted. The LPC analysis is performed on each input frame using the original 
samples. The LP coefficients are then converted to line spectral frequencies (LSFs) 
for quantisation purposes. A detailed explanation of LP to LSP conversion is given 
in Section 3.4.1.1. This process yields an LSF vector which is used as training data 
for generating the LSF codebook. The codebook is trained by applying the Lindo- 
Buzo-Gray (LBG) algorithm [110] to the training data. In order to provide good 
performance for both speech and music signals, the LSF codebook is trained over 
approximately 562000 frames (1124s) using a mixed database consisting of speech, 
vocal and instrumental music sequences. A subjective test is carried out in order to 
determine the number of quantiser levels required to adequately quantise the spectral 
information. The larger the LSF codebook, the finer the quantisation and the higher 
the output performance. On the other hand, a large number of quantiser levels increases 
both the bit rate and the computational search for the optimal quantised LSF vector. 
Following informal listening tests, an LSF codebook containing 256 levels is chosen.
Using the localised spectral sensitivity property of the LSF parameters, a weighted 
LSF distance measure is employed in the quantisation process. The quantisation is 
performed by finding the index k which minimises the weighted squared difference 
between the original LSFs and the k^^ LSF vector from the trained codebook. The 
exhaustive search of all the 256 candidates identifies the best representation of the 4- 
component LSF vector based on the MSE criterion. The search can be defined by the 
minimisation of the following expression
4
^LSP = ' ^ W i  ^fi -  /fcij (6 .1)W i \ f i  -  f k i f
i - 1
where fi  are the LSFs in Hz [0, 8000]. The weighting factors, are proportional to 
the distance between the neighbouring LSFs and are calculated as follows
=  {fi -  f i - i f  +  (/i+i -  f i f  /o r  i =  1 , . . . ,  4 (6.2)
where /o =  OHz and /s  =  8000Hz.
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6.5.4.2 Excitation Gain
In the design proposed, the excitation gain is the third parameter required for transmis­
sion. A gain codebook is trained using several wideband speech, vocal and instrumental 
music sequences. For the training process, a total of 260000 subframes (260s) are en­
coded. All the unquantised gain values are accumulated in a file which is then used 
to plot the distribution of the gain values. From this plot, the quantiser levels of the 
CO debook are determined. The size of the codebook is chosen based on the perceptual 
quality resulting from the quantisation of the excitation gain value. The output quality 
is subjectively tested using informal listening tests. No degradation in the perceptual 
quality is noticed when a 3-bit gain codebook is employed. The chosen levels of the 
codebook are displayed in Table 6.7.
G ain  Q u an tise r  Levels 0.375, 0.735, 1.045, 1.325, 1.605, 1.925, 2.365, 3.165
Table 6,7: 3-bit Gain Godebook
The objective results for a number of speech and audio files quantised with this gain 
codebook are shown in Table 6 .8 , in terms of S N R s e g - The results show an average 
drop in performance of 0.7dB.
T est M a te ria l
S N R s e g  in dB
Unquantised Gain Quantised Gain
Female Speech
Speech Male Speech
16.13 15.07
17.38 15.90
Female Singer
Vocal M usic Male Singer
11.13 10.49
14.93 14.40
Piano
In s tru m e n ta l M usic Violin
Castanets
16.60 14.80
14.11 13.57
10.41 10.18
Table 6 .8 : Objective Performance with Unquantised and Quantised Excitation Gain 
Values
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6.5.5 B it A llocation
The bit allocation of the proposed wideband speech and audio coder is displayed in 
Table 6.9. The 4 FA LPC parameters are calculated and quantised with 8 bits every 
frame (2ms). The set of scaled 4 excitation pulses for each innovation vector are 
represented by 15 bits. Each pulse location, in each of the four tracks is quantised with 
2 bits, whereas each pulse polarity is represented by 1 bit. The excitation gain value is 
encoded with 3 bits. The overall operating bit rate of the coder is 19kb/s.
P a ra m e te rs  T ra n sm itte d  every  S ubfram e N u m b e r o f B its
Positions of Pulses 8 {= 2*4)
Polarities of Pulses 4
Excitation Gain 3
P a ra m e te rs  T ra n sm itte d  every  F ram e N u m b e r o f B its
4 LPC Coefficients 8
A verage N u m b e r o f B its  p e r  S ub fram e 19
O verall B it R a te  =  1 9 k b /s  (1 .1 8 7 5 b its /sam p le )
Table 6.9: Bit Allocation for 2ms Frame
6.6 Introduction of a Pre-Processing Filter
Informal listening tests have shown that the output quality suffers from granular noise in 
the upper frequencies. This is due to the fact that the content of the lower frequencies 
has a much higher amplitude than the higher frequencies. Hence the latter are not 
accurately modelled by the LPC analysis. In order to improve the performance at high 
frequencies, a first order pre-emphasis filter is employed, as shown in Figure 6 .6 . This 
is a common technique adopted in wideband source coding. The purpose of this tool 
is to produce crisper, more intelligible and brighter sounds.
The pre-processing block consists of a high pass filter and its aim is to emphasise the 
higher frequencies. The transfer function of the filter is defined as follows
H P{z) — 1 — pz ^ (6.3)
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16kHz
Input
Encoder DecoderChannelPre-EmphasisFilter
De-Emphasis
Filter Output
Figure 6 .6 : Pre-Emphasis Technique
At the decoder, the reconstructed signal is passed through a matching post-processing 
block given by
(«4
This process performs an equal amount of de-emphasis to restore the dynamicity of the 
signal.
If the value of p  is held constant, the process is termed fixed pre-emphasis. In contrast, 
adaptive pre-emphasis aims to adapt the tilt of the filter to the spectral envelope infor­
mation of the signal. This technique operates as an additional LPC filter with a small 
number of coefficients. Following subjective tests, a 4-tap LP filter is employed. The 
adaptive pre-emphasis filter at the encoder side is matched with a 4*^  order de-emphasis 
filter at the decoder side. Informal listening tests show a slight increase in perceptual 
quality. However, this small improvement in performance does not justify the increase 
in the output bit rate resulting from the additional side information required to repre­
sent the 4 LPC coefficients. In addition, a further delay is incurred by the lookahead 
required for the LPC analysis. Hence, in this study, a conventional fixed pre-emphasis 
with a coefficient of 0.3 is employed. This value was chosen following informal listening 
tests. As a result of this processing tool, the granular noise in the upper frequencies is 
less perceptible.
6.7 Decoder
6.7.1 A dap tive P ostfilterin g
At the decoder, an adaptive postfilter consisting of two cascaded filters, is employed 
in order to enhance the perceptual O utput quality, as described in Section 3.5.2. The 
processing blocks constituting the postfilter comprise a short-term and a tilt compen­
sation filter, followed by a gain control module. The long-term postfilter, shown in
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Figure 3.12, is not employed since periodicity is not a characteristic of music signals.
The postfilter operation is as follows. Once the signal is synthesised, it is first filtered 
by the short-term part of the postfilter. The resulting signal is passed through the 
tilt compensation filter resulting in the postfiltered synthesised signal. Referring to 
Equations (3.17) and (3.28), 7 1 , 72 and 73 are given the values of 0.6, 0.8 and 0.8 
respectively. These values are chosen based on the results of listening tests. After 
postfiltering, an AGO module similar to the one employed in the G.729 [79] coder, 
is adopted. This procedure multiplies each sample of the postfilter output signal by 
a scaling factor determined by Equation (3.30). Following subjective listening tests, 
0.9 is assigned to the smoothing value of a. The postfilter parameters are updated 
every frame (2ms) using the reconstructed signal. The adoption of this post-processing 
technique achieves cleaner sounding speech and audio signals.
6.7.2 Perform ance E valuation
The perceptual quality of the coder is assessed using the MOS test. The G.722 [15] 
coder is chosen as a reference. This coder is known to produce toll quality speech 
and audio signals sampled at 16kHz, at bit rates of 48, 56 and 64kb/s. This standard 
is often used as benchmark for testing the quality of encoded wideband signals. The 
test material consists of clean male and female wideband speech, and also vocal and 
instrumental music. A total of 13 sequences are used. The test sequences are presented 
in a random order and the listeners are asked to assign a score from Table 5.8 depending 
on their personal preference of the perceived quality. 16 subjects took part in the test. 
The subjective results of the proposed coder operating at 19kb/s are displayed in Table 
6.10 against the results achieved for the same sequences compressed at 48kb/s by the 
G.722 coder.
The results indicate that the proposed wideband coder achieves acceptable performance 
for both speech and music signals. For the three instrumental sequences, the 19kb/s 
coder achieves comparable quality to the G.722 quality encoded at 48kb/s, almost two 
and a half times the bit rate of the proposed coder.
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Test M aterial
Proposed (19kb/s) G.722 (48kb/s)
MOS Std. Dev. MOS Std. Dev.
Female Speech 1 3.2 0.68 4.5 0.64
Female Speech 2 2.7 0.62 4.0 0.85
Female Speech 3 2.9 0.64 4.1 0.80
Female Speech 4 2.8 0.56 4.3 0.70
Female Speech 2.9 0.63 4.2 0.75
Male Speech 1 2.9 0.35 3.7 0.80
Male Speech 2 3.1 0.88 4.0 0.88
Male Speech 3 3.3 0.80 4.1 0.74
Male Speech 4 3.8 0.68 4.8 0.59
Male Speech 3.3 0 .6 8 4.1 0.75
Female Singer 2.9 0.80 3.2 0.86
Male Singer 2.9 0.70 4.0 0.80
Vocal Music 2.9 0.75 3.6 0.83
Piano 3.1 0.83 3.8 0.68
Violin 2.6 0.74 3.0 0.76
Castanets 4.3 0.59 4.3 0.59
Instrum ental Music 3.3 0.72 3.7 0 .6 8
Table 6.10: MOS Test Results 
6.7.3 C om plex ity  and D elay  Issues
Compared with the G.722 algorithm, which incurs a delay of 23 samples due to the 
spectrum splitting by QMFs, the proposed algorithm has a low one-way delay. The 
algorithmic delay amounts to 1ms. This is due to the short length of the innovation 
vector and the high order BA STP. Low delay becomes an im portant issue for real­
time interactive applications, as described in Section 2.3.2. On the other hand, the high 
order LPC filter incurs a high complexity. By far, the largest amount of computation 
is expended in updating the 50*  ^ order BA STP. In contrast, the search for the optimal 
excitation sequence is very efficient.
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6.8 Introduction of a Backward-Adaptive (BA) LPC in 
Cascade
In this section, another algorithm based on the fullband approach is investigated. The 
same coding structure, shown in Figure 6.1, is employed. However, instead of the FA 
LPC analysis, this algorithm adopts a second low order BA LP filter prior to the high 
order BA STP. The purpose of the first BA LP filter is to model the general spectral 
shape of the wideband signal, while the second STP aims to estimate the remaining 
structure of the spectrum. Since the low frequencies are characterised by high energies 
compared to high frequencies, the poles of the first LP filter will be concentrated at 
the lower end of the spectrum. Hence the task of this filter consists in estimating the 
general spectral tilt of the waveform. The objective of the high order BA filter is to 
model the spectral information remaining in the residual signal after the first stage of 
BA LP filtering. Figure 6.7 displays the spectrum of a wideband female speech signal 
together with the residuals of the first and second stages of LP filtering. The frequency 
plots indicate that the spectrum of the residual obtained from the second stage of LP 
filter is flatter than the one obtained from the first stage of filtering. This means that 
the residual of the second stage of LP filtering has less spectral information and hence 
can be quantised more accurately by the pulse excitation model.
Unlike the FA LP filter, the order of the BA filter is not restricted by the bit rate, 
since the coefficients are not required for transmission. Following an investigation on 
the performance achieved with various filter orders for both speech and music signals, 
a 4-tap LP filter is chosen. The results of the study are shown in Figure 6 .8 , where 
the performance for each filter order is given in terms of S N R seg  and short-term 
prediction gain, calculated by Equation (3.2). Both plots indicate that a saturation in 
performance is reached with a LP filter of 4 coefficients.
6.8.1 P u lse  E x cita tion  Structure
In comparison with the algorithm proposed in Section 6.5, no side information is re­
quired for the LPC coefficients. Hence more bits are assigned to the excitation sequence. 
The length of the innovation is maintained to 16 samples (1ms), however, the pulse ex­
citation structure is modified as follows. The vector is split into two interleaved tracks 
as shown in Table 6.11. Two pulses, each of amplitude ±1 are placed in each track.
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T rack N o. of P u lses Possib le P u lse  P ositions
1 2 0, 2, 4, 6 , 8 , 10, 12, 14
2 2 1 , 3, 5, 7, 9, 11, 13, 15
Table 6.11: Potential Positions of Individual Pulses 
6.8 .2  B it A llocation
Each of the possible pulse locations shown in Table 6.11 is quantised with 3 bits. 
However, as described in Section 5.2.6, only one bit is needed to represent the polarity 
of the two pulses in each track. The excitation scaling factor is quantised using the 
3-bit gain codebook, shown in Table 6.7. The quantisation process of the excitation 
scaling factor is enhanced by the adoption of a 10^  ^order BA gain predictor, as detailed 
in Section 5.2. The resulting bit allocation of the algorithm proposed in this section is 
shown in Table 6.12.
P a ra m e te rs N u m b er o f B its
Positions of Pulses 12 (= 3*4)
Polarities of Pulses 2
Excitation Gain 3
N u m b e r o f B its  p e r  S ub fram e 17
O verall B it R a te  =  1 7 k b /s  (1 .0625bits/ sam ple)
Table 6.12: Bit Allocation for 2ms Frame 
6.8.3 Perform ance E valuation
The quality of the proposed coder operating at 17kb/s is compared to the G.722 coder 
quality at 48kb/s using the MOS testing methodology. 16 subjects took part in the 
listening tests. 13 different files, including male and female speech and vocal and 
instrumental music sequences were encoded with the two coders and presented in a 
random order. A headset was used for the listening tests. The results of the test are 
shown in Table 6.13.
The results of the MOS test indicate that the coder is suitable for encoding both 
wideband speech and audio signals. The scores show that the quality achieved for the 
vocal and the instrumental music sequences is comparable to the quality obtained by
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Test M aterial
Proposed (17kb/s) G.722 (48kb/s)
MOS Std. Dev. MOS Std. Dev.
Female Speech 1 3.3 0.45 4.5 0.64
Female Speech 2 3.1 0.46 4.0 0.85
Female Speech 3 3.2 0.41 4.1 0.80
Female Speech 4 2.8 0.68 4.3 0.70
Female Speech 3.1 0.50 4.2 0.75
Male Speech 1 3.2 0.68 3.7 0.80
Male Speech 2 3.6 1.06 3.9 0.88
Male Speech 3 3.0 0.76 4.1 0.74
Male Speech 4 4.3 0.59 4.7 0.59
Male Speech 3.5 0.77 4.1 0.75
Female Singer 3.1 0.64 3.2 0.86
Male Singer 3.7 0.49 3.9 0.80
Vocal Music 3.4 0.57 3.6 0.83
Piano 3.8 0.56 3.8 0.68
Violin 3.5 0.64 3.0 0.76
Castanets 4.2 0.68 4.3 0.59
Instrum ental Music 3.8 0.63 3.7 0 .6 8
Table 6.13: MOS Test Results
the G.722 at almost one third of the bit rate. In addition, the results show that the 
wideband coder proposed in this section achieves better performance than the coder 
with the BA and FA LPC schemes in cascade. This is due to fact that more bits are 
assigned to the quantisation of the residual signal.
6.9 Increasing the Frame Length
In this section, a similar coding approach to the one described in Section 6.5 is employed. 
The structure shown in Figure 6.1 is maintained. However the frame length is increased 
to 80 samples (5ms) and the size of the innovation vector is set to 40 samples. The 
innovation size is increased with the aim of achieving further reduction in the bit rate.
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These modifications require various parameters to be retuned in order to accommodate 
a longer frame length.
The mode of operation is as follows. In the encoding process, the encoder first buffers 
an input frame of 80 samples and then performs a LPC analysis on the buffered samples. 
As shown in Figure ??, the BA STP is not suitable for accurate modelling of the 8kHz 
spectrum when the innovation vector is long. In an effort to improve the extraction 
of the spectral envelope of the waveform, a 16-tap FA LPC filter is employed. The 
resulting LPC coefficients are transformed into LSFs (refer to Section 3.4.1.1). The 
resulting LSF vectors are efficiently quantised by split-vector quantisation [98].
Samples
Figure 6.9; Hamming Window
The weighting window employed in the previously proposed algorithm is also replaced. 
From the investigation of the window types, it was found that a Hamming window, 
defined by Equation 6.5, gives slightly higher prediction gain. This is due to the fact 
that longer frame sizes are adopted.
W (n) = 0.54 — 0.46 * cos(2 * tt * i/(W  — 1)) (6.5)
where N  is the length of the analysis window, which is set to 160 samples. Compared 
with the hybrid window employed so far, the Hamming window is longer. The weight 
of this window is centred in the middle of the analysis block. The LP analysis is 
applied to 40 samples of the past frame, to the 80 samples of the present frame and 
also to 40 samples from the future frame. Hence a lookahead is required. The analysis 
is performed every frame, hence the window overlaps from one frame to the next, as
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shown in Figure 6.10. For illustration purposes, the Hamming window shown in this 
figure is amplified. Figure 6.9 displays the actual size of the window.
1000
500
0
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-100018500 18600 18700 18800 18900 19000
Time in Samples
Figure 6.10: Overlapping Hamming Windowing
Once the FA LP coefficients are determined using the AM method, the input frame is 
weighted by a 16*  ^order weighting filter. The 50-tap BA STP which has been employed 
in the algorithms proposed so far is maintained. Its coefficients are also updated every 
frame using the hybrid window. At this point, the frame is further subdivided into two 
equal length subframes of size 2.5ms (40 samples). Referring to Figure 6.1, the zero- 
input response of the two stage backward-forward synthesis filter and the weighting 
filter is subtracted from the weighted input frame in order to obtain the residual signal. 
The dynamic range of the residual signal is reduced by normalising the vector with a 
predicted gain value achieved by a 10*  ^ order BA gain predictor, as detailed in Section 
5.2. A closed-loop search for the optimal excitation sequence identifies the best shape 
vector and gain value for which the perceptually weighted MSB is minimised.
6.9.1 P u lse  E xcita tion  Structure
The pulse excitation generator is employed for the quantisation of the residual signal. 
A suitable scheme, for the location of the generated pulses is proposed in Table 6.14. 
The 40-sample long innovation vector is split into five interleaving tracks. One pulse is 
placed in each track. 8 different locations in each track are possible. Each of the pulses 
can have amplitudes of ± 1 .
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T rack N o. o f P u lses P ossib le  P u lse  P ositions
1 1 0, 5, 10, 15, 20, 25, 30, 35
2 1 1, 6 , 11, 16, 21, 26, 31, 36
3 1 2, 7, 12, 17, 22, 27, 32, 37
4 1 3, 8 , 13, 18, 23, 28, 33, 38
5 1 4, 9, 14, 19, 24, 29, 34, 39
Table 6.14: Potential Positions of Individual Pulses 
6.9.2 B it A llocation
Bach pulse position in every track, shown in Table 6.14, is quantised using 3 bits. The 
sign of each pulse requires only 1 bit. The gain excitation value is represented with 3 
bits. The overall bit rate of the algorithm is displayed in Table 6.15.
P a ra m e te rs  T ra n sm itte d  every  S ubfram e N u m b e r o f B its
Positions of Pulses 15 (=  3*5)
Polarities of Pulses 5
Excitation Gain 3
P a ra m e te rs  T ra n sm itte d  every  F ram e N u m b e r o f B its
16 LPC Coefficients 46
A verage N u m b er o f B its  p e r  S ub fram e 46
O verall B it R a te  =  1 8 .4 k b /s  (1 .1 5 b its /sam p le )
Table 6.15: Bit Allocation for 5ms Frame 
6.9.3 E valuation o f A lgorithm  Proposed
The perceptual quality achieved with this coder is significantly less than the perfor­
mance obtained with the algorithms previously proposed in Sections 6.5 and 6 .8 , at 
similar operating bit rates. This is due to the fact that the BA LPC coding scheme, 
even with a high order such as 50, is not adequate for extracting an accurate spectral 
envelope of the waveform when the frame is long. Also, it becomes more difficult for the 
excitation source to match the residual signal. This results in a noisy synthesised signal 
and since the higher frequency components are low in energy, they become immersed
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first. As the coding noise increases, the BA LPC analysis is performed over a noisy 
signal. Consequently, the backward predicted LPC spectrum becomes more distorted 
over these frequencies. This leads to high perceivable distortions in the output signal.
In addition, the increased frame size results in an increase in the computational com­
plexity of the search for the optimal set of excitation pulses. The adoption of the FA 
LPC analysis also incurs a greater delay. For this design, half a frame lookahead is em­
ployed. This results in a one-way delay of 2.5ms. A number of wideband speech coders 
which use the fullband approach and similar frame lengths have been proposed [128]. 
However, these schemes employ pitch prediction which is not suitable for compressing 
music signals since periodicity is not a characteristic of such waveforms. In addition, 
these algorithms require a greater lookahead which results in a higher delay, typically 
around 20ms. Such a high value for delay is not desirable for real-time interactive 
applications.
6.10 SN R  Scalability
The signal quality can be improved by employing multiple stages of quantisation at 
the expense of a higher operating bit rate. This procedure was thoroughly described in 
Section 5.5. The algorithm proposed in Section 6.8  is employed as the base-line coder.
6.10.1 P erform ance E valuation
Figure 6.11  displays the objective performance in terms of the S N R s e g  for three 
additional layers of embedded quantisation. Compared with the base-line coder, one 
extra layer produces an increment in the S N R s e g  of 3.5 -  6.5dB. Two additional 
stages of quantisation result in an increment of 8.5 -  11.5dB, while three embedded 
layers produce an increment of 12.5 -  14.5dB.
In transmission environments where the channel conditions vary according to the net­
work resources, the additional layers of quantisation may be discarded. Since the 
decoder has no information on the number of quantisation stages performed and trans­
mitted by the encoder, the memories of the BA synthesis filters at the encoder are 
only updated by the first stage of quantisation. In this way, the states of the filters at 
the decoder are in synchronisation with those of the encoder. This is very important
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Figure 6 .11 : S N R s e g  for Embedded Layers of Quantisation
since the LPC analysis is performed in a BA fashion. However, this procedure incurs 
a slight penalty in the S N R s e g  when compared with the results displayed in Figure 
6.11. As a result of updating the filter states only with the first stage of quantisation, 
one additional layer produces an increment of 3.5 -  4.5dB when compared with the 
base-line coder. Two extra stages of quantisation produce an increment of 5.5 -  7.0dB, 
whereas three embedded layers produce an increment of 7.0 -  8.5dB. The results of this 
investigation are displayed in Figure 6 .12 .
6.11 Limitations of the Fullband Approach
One characteristic pertaining to the signal quality obtained by the fullband approach 
studied in this chapter, is the spread of the quantisation noise throughout the 8kHz 
spectrum. Since the higher frequency components have lower energy compared with 
the lower frequencies, they become immersed in the coding noise first. The distortion 
in the upper frequencies result in a perceivable degradation in the output quality. Pre- 
and post-processing techniques have been investigated in order to provide a solution to 
the problem and improve the output performance.
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Figure 6 .12 : S N R s e g  for Embedded Layers of Quantisation With LP Memories Up­
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As discussed in Section 6.9, the proposed algorithm is limited by the length of frame. 
This is due to the inaccuracies resulting from the spectral modelling performed by the 
BA LP filtering over long frames. In addition, the fullband approach is not suitable for 
compressing signals which are sampled above 16kHz.
6.12 Concluding Remarks
The current wideband speech and audio standard is the ITU-T G.722 coder which offers 
very high signal quality at rates of 48kb/s and above. However, there is a growing need 
to reduce this high bit rate while maintaining high quality, for applications such as 
audio and video teleconferencing. This research work was carried out in response to 
such a need. The algorithms presented in this chapter were aimed at improving the 
perceptual quality of wideband speech and audio signals at medium bit rates.
This chapter deals with the fullband approach to code wideband speech and audio 
signals. Two techniques, operating at 19 and 17kb/s are proposed. The low delay 
algorithms are based on the coding structure of the narrowband equivalent described
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previously in Chapter 5. Modifications were performed in order to provide an adequate 
spectral analysis of the wider bandwidth. The novelty of both schemes consists of the 
adoption of two STPs in cascade. One algorithm combines a high order BA STP and 
a low order FA STP, while the second scheme employs two BA STPs. The aim is to 
achieve a better spectral prediction of the input waveforms which are characterised by 
a high spectral dynamic range. Listening test results showed that both coders achieve 
acceptable quality over a diverse class of input signals. Moreover, the 17kb/s coder 
achieves comparable quality to the G.722 standard operating at its lowest bit rate 
mode of 48kb/s.
Multi-stage embedded quantisation is also employed in order to achieve a higher percep­
tual quality at the price of an increased bit rate and computational complexity. In some 
communications systems, such as the Internet and the mobile network, the additional 
encoded layers can be discarded to minimise the transmission bandwidth according to 
the network resources. However, the decoder can still produce an acceptable synthe­
sised signal quality as long as the first quantisation layer reaches the receiver. Another 
distinguishable feature pertaining to both coders is the low one-way delay of 1ms.
In conclusion, the fullband technique investigated in this chapter proved to be successful 
for wideband speech and audio compression if short frame lengths are adopted. Further 
reduction in the bit rate can be achieved if longer frames are employed. However, 
such a system requires additional signal analysis, such as higher order FA STP and 
pitch prediction. Since pitch is not a characteristic of music signals, the system needs 
to employ smart algorithms which are able to distinguish between speech and music 
signals. Hence, whenever a music sequence is detected the pitch prediction is disabled. 
However, this technique will incur an extra delay due to the lookahead required for the 
pitch analysis.
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Chapter 7
W ideband Speech and A udio  
Coding: Split B and Approach
7.1 Introduction
The preceding chapter has dealt with the fullband approach for wideband speech and 
audio coding. The aim of the research underlined in this chapter is to improve on the 
performance by adopting a different coding approach.
Investigations into the frequency domain of wideband speech and audio signals have 
shown an uneven distribution of energy across the 8kHz spectrum, as demonstrated in 
Figure 2.5. From the plots, it is evident that the signal energy of the lower spectral 
components is significantly higher than in the upper frequencies. Such large dynamic 
variations between the low and high frequencies cannot be accurately modelled by the 
LPC analysis. One way of solving this problem would be to employ a pre-emphasis 
filter, as described in Section 3.5.2. However, the introduction of such filter is slightly 
risky because of its position, i.e. outside the encoding loop as shown in Figure 6 .6 .
Another approach which provides a solution to the inaccurate spectrum estimation 
resulting from uneven energy distribution across the spectrum and which also avoids the 
employment of the pre-processing filter is the widely used split band scheme. The aim of 
this technique is to decompose the signal spectrum into narrow bands in order to achieve 
flatter spectral bands, as shown in Figure 2.15. The most noteworthy representative 
coder which employs the split band approach is the ITU-T G.722 standard [7, 15] for
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wideband speech and audio coding. The G.722 coding algorithm splits the input signal 
into two bands using a 24-tap Quadrature Mirror Filter (QMF) [72]. The upper band 
employs an ADPCM coder with a 2-bit adaptive quantiser, whereas the lower band 
uses an ADPCM coder with an embedded 4-5-6 bit adaptive quantiser, thus achieving 
bit rates of 48, 56 and 64kb/s.
The wideband algorithm presented in this chapter also adopts the subband coding 
technique. The 8kHz spectrum is divided into two equal bands, each with small dynamic 
variations. The two 4kHz bands are individually encoded. The algorithm exploits 
different bit allocation between the bands, according to the human perception. The 
lower band, which is perceptually more important, is quantised with a higher bit rate 
compared with the upper 4kHz. The same approach detailed in Chapter 5 is employed 
to treat the lower 4kHz. Various coding schemes for coding the information in the 
upper 4kHz bands are analysed. The attributes and disadvantages of each method are 
discussed. Following this investigation, a wideband compression scheme operating at 
20kb/s is proposed.
Due to the growing interest of wireless VoIP and Internet applications, high quality 
audio on demand is desirable. Embedded quantisation is employed in order to increase 
the output quality of the wideband coding scheme. Each additional layer results in a 
gradual increase in the output quality and bit rate. The wideband algorithm is also 
adapted to provide bandwidth scalability for signals sampled at 32kHz, by means of a 
two-stage tree-structure QMF. The resulting bit rates range from 12kb/s to 64kb/s for 
output signal bandwidths of 4, 8 , 12 and 16kHz. The perceptual quality of the coder, 
for both speech and audio signals, is compared with ITU and MPEG standards at 
various bit rates. Due to its bit rate and bandwidth scalability features, the proposed 
algorithm is suitable for transmission over third generation systems and for storage 
applications. The robustness of the proposed scalable coder is assessed by experiments 
simulating a scenario over a packet-mobile network, such as EGPRS [129].
7,2 System  Overview
A diagram illustrating the structure of the wideband coder is shown in Figure 7.1. The 
algorithm is designed for coding speech and audio signals sampled at 16kHz. Similar 
to the CCITT G.722 [7] standard, a split band technique is adopted. The main aim
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Figure 7.1: Block Diagram of the Wideband Speech and Audio Coder
of this approach is to divide the input spectrum into narrow bands, by means of a 
subband filter. Bach band is thereafter subsampled and encoded separately. At the 
decoder end, the bands are merged to form the synthesised wideband signal. This tech­
nique is adopted by various coders, some dividing the spectrum into unequal subbands 
[130, 121, 131]. Some coders even try to model the critical bands of the human auditory 
system [132] and split the spectrum accordingly. As a result, various filter banks [74] 
(uniform and non-uniform [133, 134]) have been designed for the purpose of multi-rate 
signal processing. However, such an approach introduces overlap between the bands, 
resulting in aliasing which in turn incurs annoying degradations in the output signal. 
Furthermore, splitting the spectrum into narrow bands equivalent to the critical bands 
of the human ear, would result into bands with a flatter spectrum which would not 
gain from the LPC analysis. Hence, in this design, we have opted to split the input 
bandwidth into equal bands of 4kHz. One of the reasons for choosing this approach is 
that it represents a simple and efficient integer band sampling method which provides 
a solution for the problem of high dynamic range present in the spectrum. Another 
reason that justifies this choice is the fact that, especially for speech signals, the 8kHz 
spectrum can be regarded as essentially consisting of two bands: a base band (50Hz 
-  4000Hz) which contains approximately 80% of the perceptually important spectral 
information and an upper band (4000 -  7000Hz) which contributes to the overall per­
ceived intelligibility, as shown by Figure 7.2. Hence, splitting the spectrum into just 
two bands, corresponding to the difference between the perceptual importance of each 
band, can be more accurately modelled by a time-domain analysis. In addition, equal 
bands result in a more uniform structure suitable for both bit rate and bandwidth 
scalability.
In this algorithm, spectrum decomposition is achieved by means of a QMF. A detailed 
description of this type of filter was presented in Section 2.6 .2.3. Some of the attributes 
of QMFs include an easy filter implementation and a near-perfect reconstruction of the
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Figure 7.2: (a) Wideband Speech Signal (b) Low Band Signal (c) Upper Band Signal
signal while eliminating any aliasing introduced by the analysis section.
A small overlap between the bands is important so as to have a better spectral discrimi­
nation. However this can only be accomplished with a large number of filter coefficients. 
For example, MPEG audio coders employ Pseudo-QMF [63, 64] with 512 coefficients 
in order to split a 16kHz spectrum into 32 subbands, of 500Hz each. As a result, these 
algorithms incur a large delay and a high computational complexity. In order to avoid 
these problems, the filter chosen for this algorithmic design uses a smaller number of 
coefficients. A 24-tap QMF with a cut-off frequency of 5.6kHz and a stop-band attenu­
ation of 65dB, is employed to divide the 8kHz bandwidth into two equal bands of 4kHz 
each. The frequency characteristics of this QMF are displayed in Figure 7.3.
The 24-coefficient QMF consists of two linear-phase non-recursive digital filters, as 
shown in Figure 2.16. The analysis section of the QMF performs equal splitting of the 
wideband input signal and critical subsampling of the two 4kHz bands, as demonstrated 
in Figure 7.4. At the decoder, the synthesis filter bank interpolates and superposes 
the decoded lower and upper band signals, yielding the wideband output signal. The 
synthesis filter bank is designed such that the aliasing introduced by the decimation 
process is cancelled when the source signal is reconstructed. The merging delay is 
23 samples, which corresponds to around 1.5ms. The QMF is efficiently implemented
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Figure 7.3: Frequency Representation of the QMF 
using just 12 multiplications per decimated sample.
Low Band Signal in Time- and Frequency-Domain
Input Signal
Upper Band Signal in Time- and Frequency-Domain 
Figure 7.4: Function of QMF
As a result of the spectral decomposition, the available bit rate is allocated according 
to the subjective importance of each of the bands. Hence, the lower band (0-4kHz) is 
coded more accurately.
152
Chapter 7. Wideband Speech and Audio Coding: Split Band Approach
7.3 The Coder Structure
The input signal is segmented into frames of 48 samples (3ms), each of which is sub­
sequently split into two equal subsampled components which are individually coded as 
described in the following sections.
7.3.1 Lower B and  C oder
The lower band represents the narrowband signal and it is encoded with 12kb/s as de­
scribed in Section 5.2. The input subframe is weighted by a 10*^  order perceptual filter. 
A 50-tap BA STP is employed to perform an LPC analysis on every 3ms subframe. 
Each subframe is then partitioned into two equal size vectors which are encoded by an 
AbS scheme. The residual signal is quantised by a closed-loop search which identifies 
the optimal excitation sequence and scaling factor that minimise the MSE between the 
target signal and the reconstructed signal. The excitation sequence consists of a sparse 
vector with a few unity magnitude pulses generated by an excitation model. The pre­
diction filters are updated every subframe, however their states are updated with every 
innovation vector.
7.3.2 U pper B and  C oder
Although the upper band signal does not contain as much information as the lower 
band, there is still a significant amount of correlation present in the signal which can 
be exploited during the encoding process. Various methods for coding this information 
have been studied. This section focuses on three different approaches.
7 .3 .2 .1  Schem e 1; P u lse  E x c ita tio n  G en era tio n
The technique discussed in this section is the same one adopted for the lower band 
encoding process. The structure displayed in Figure 5.1 is employed. The BA STP 
is maintained. However such a high order is not required. A 50 coefficient LP filter 
was employed in the narrowband coder in order to exploit the short-term redundancies 
present in the female speech. However, this does not apply for the information con­
tained in the upper band. The S N R seg  of the encoded upper band signal and the
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prediction gain of the LPC filter, for various input signals, are investigated in order 
to select the optimal filter order which results in good output quality with minimal 
complexity. The plots in Figure 7.5 show that for speech and vocal music signals, the 
two measurements do not increase with an increasing filter order. However, for in­
strumental music sequences a filter order of 30 is adequate to remove the short-term 
correlations present in the upper band signal.
l-.nglisli I'onmlc -13—liiiglish Mali;
I’iano
14 -
5K-
6 —
100I.P Filler Order
- linglish Female -a - lingllsh Male Male .Singer
- Female Singer -X — Plain)_________—%(— Violin
20 .30 40 .10 60 70LP Filter O rder
Figure 7.5: S N R s e g  and LPC Prediction Gain for Various Filter Order
Similar to the lower band encoding scheme, the subframe size is 24 samples (3ms) long. 
A study is performed to select the optimal combination of excitation vector dimension 
and LP coefficient update rate in order to achieve the best performance at a low bit rate 
and with low complexity. The size of the excitation vector and the update interval of 
the LP filters employed in the lower band coder were set to 1.5ms and 3ms respectively. 
Since the upper band contains less information than the lower band, the rates assigned 
to the equivalent parameters in the upper band cannot be more frequent. Hence the 
3ms update rate for the BA STP employed in the upper band coder is maintained. 
Two different innovation vector lengths are possible. The aim is to quantise the upper 
band with a good perceptual quality with less than 12kb/s. Various pulse excitation 
structures are investigated, resulting in different bit rates. The number of pulses placed 
in each excitation sequence is kept below six in order to maintain a low computational 
complexity during the closed-loop excitation search. The S N R s e g  and the prediction 
gain of the BA STP are employed to assess the objective performance for each excitation 
vector size quantised with different accuracy. The S N R s e g  is calculated across the 
whole 8kHz bandwidth and the prediction gain is computed using Equation (3.2). Table
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7.1 displays the results of this investigation.
E x c ita tio n  V ector o f 24 sam ples (3m s)
T est M a te ria l
B it R a te
5 k b /s  5 .6 7 k b /s  8 k b /s
S N R s e g P G l p c S N R s e g P G l p c S N R s e g P G l p c
Female Speech 15.54 1.23 15.66 1.77 15.98 1.70
Male Speech 16.60 2.54 16.67 3.20 16.87 3.24
Female Singer 24.37 4.22 24.39 4.37 24.63 4.20
Male Singer 16.50 0.82 16.55 0.99 16.85 1.00
Violin 16.24 10.62 16.36 11.79 16.47 12.05
Piano 18.97 12.06 18.99 12.80 19.01 13.35
E x c ita tio n  V ecto r o f 12 sam ples (1 .5m s)
T est M a te r ia l
B it R a te  8 k b /s
S N R s e g P G l p c
Female Speech 15.92 1.76
Male Speech 16.85 3.08
Female Singer 24.62 4.46
Male Singer 16.67 1.15
Violin 16.55 12.55
Piano 19.01 13.47
Table 7.1: Algorithmic Performance for Various Configurations of Excitation Sequences
The results indicate that similar objective performance is achieved with a bit rate of 
8kb/s for innovation vectors of 12 and 24 samples. In order to keep a low complexity, 
an innovation size of 24 samples is chosen for the design of the upper band coder. 
This choice is also based on the perceptual signal quality assessed by informal listening 
tests. As a result of these investigations, the subframe in the upper band is encoded as 
a whole. The pulse excitation scheme which results in a bit rate of 8kb/s is shown in 
Table 7.2. The search for the excitation sequence identifies the best 5 positions within
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the vector to place the unity-magnitude pulses. The polarity of each pulse can be either 
positive or negative.
T rack N o. o f P u lses Possib le  P u lse  P ositions
1 5 0, . . . ,  23
Table 7.2: Individual Pulse Positions for the Upper Band
As described in Section 5.2.1, the coefficients of the weighting filter and the two linear 
predictors are calculated using the AM calculated on parameters weighted by the hybrid 
window defined by Equation (4.1). The parameters of each window are adapted for the 
chosen filter taps and the new length of the innovation vector. The modified parameters 
are displayed in Table 7.3.
L P  F ilte r W indovy L en g th N on-R ecursive  P o rtio n a
Weighting Filter 68 34 0.9857
STP Filter 101 27 0.9940
Gain Prediction Filter 58 24 0.8660
Table 7.3: Parameter Values for determining the Hybrid Window Coefficients 
G ain  Q u an tisa tio n
Similar to the lower band coder, the amplitude of the target signal is normalised by a 
scaling factor obtained by a 10*^  order BA predictor based on the gain of the previously 
scaled excitation sequences. As a result, the dynamic range of the excitation gain is 
significantly reduced and hence it can be quantised more finely. The quantiser levels 
of the gain codebook are determined from the distribution plot of several unquantised 
gain values. These scaling factors are obtained from 780s (260000 frames) of various 
speech and music sequences sampled at 16kHz and encoded with the pulse excitation 
structure detailed above. Informal listening test have shown that 8 quantiser levels are 
sufficient to quantise the excitation gain with no noticeable degradation in the output 
quality. As shown in Table 7.4, the drop in the objective performance measured in 
terms of S N R s e g  ^ as a result of quantising the gain in the upper band is less than 
0.5dB for the upper band signal and less than 1.3dB for the S N R se g  calculated across 
the whole bandwidth. The 3-bit codebook employed in the gain quantisation process 
is displayed in Table 7.5.
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T est M ate ria l
U p p er B an d  SNRseg (dB) T o ta l SNRseg (dB)
U nquan tised
G ain
Q u an tised
G ain
U n q u an tised
G ain
Q uan tised
G ain
Female Speech 5.22 3.93 15.98 15.54
Male Speech 6.39 5.09 16.87 16.43
Female Singer 7.29 6.96 24.63 26.61
Male Singer 5.08 4.87 16.85 16.69
Violin 11.77 11.40 16.47 16.44
Piano 13.33 12.92 19.01 19.00
Table 7.4: Objective Performance with Unquantised and Quantised Excitation Gain 
Values
G ain  Q u an tise r Levels 0.35, 0.55, 0.9, 1.75, 3.05, 4.35, 5.65, 7.45
Table 7.5: 3-bit Gain Codebook
B it A lloca tion
The number of different possibilities of placing 5 pulses in a vector length of 24 sam­
ples is 42504. All these combinations would have a great effect on the computational 
complexity of the coder. In order to reduce the number of combinations, the process 
goes through the innovation vector and chooses 12 different positions where the cross­
correlation of the target vector with the impulse response of the weighted synthesis 
filter, given by Equation (5.4), has maximum absolute amplitudes. Hence the number 
of combinations is reduced to 792. At this stage, the pulse excitation search chooses 
the best 5 positions out of the 12. The number of bits required to transm it the position 
of the pulses is 16. Another 5 bits are used to represent the polarity of each pulse. The 
overall gain of each block is coded using 3 bits. As shown in Table 7.6, a total of 24 bits 
are transm itted to the decoder to represent the excitation sequence used to reconstruct 
the information in the upper spectral band.
7.3.2.2 Schem e 2; R an d o m  C odebook
The approach detailed in this section also employs a similar structure to the one de­
scribed above. However, the excitation signal of this coder is modelled by a codebook 
which contains randomly generated sequences with a uniform distribution. In the orig-
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P a ra m e te rs
N u m b er o f B its
Low er B an d  (0—4kH z) U p p e r  B an d  (4—8 kH z)
Positions of Pulses 12 (=4*3) 16
Polarities of Pulses 3 5
Gain 3 3
T otal B its  p e r  F ram e 36 24
B it R a te 12kb/s (1.5bits/sample) 8kb/s (1 bit/sample)
O verall B it R a te  o f W id eb an d  C o d er =  2 0 k b /s  ( 1.2 5 b its /sam p le )
Table 7.6: Bit Allocation of Wideband Speech and Audio Coder
inal paper on CELP, the codebook was populated by a Gaussian source due to the 
fact that the speech signal, with all the correlations removed, has statistics similar 
to the Gaussian noise. However uniformly distributed random sequences produce a 
smoother sounding output signal. The modified coding structure depicting the ap­
proach investigated in this section is displayed in Figure 7.6. This approach is based 
on the assumption tha t after the short-term redundancies of the signal are removed by 
the BA LPC analysis, the remaining signal can be adequately represented with a noise 
source having a flat spectrum. Figure 5.15 displays the spectrum of an input signal 
and its inverse filtered version using a BA STP. From this plot it is evident that the 
inverse filtered signal is almost spectrally flat. Hence, a random source with a mean 
value of 0 .0  and a standard deviation of 1.0  is found suitable to represent the spectrally 
flat residual signal. The search for the optimal candidate vector from the codebook, 
which minimises the error signal, is performed in a closed-loop fashion. The random 
sequences contained in the shape codebook do not need to be stored but instead it can 
be generated at the start of the encoding process. Given that the same seed is also used 
at the decoder side, the same random codebook can be regenerated at the decoder as 
well.
Referring to Figure 7.6 and similarly to the coding approach analysed in Section 7.‘3.2.1, 
the update rate of the filter coefficients and the size of the innovation are kept to 3ms. 
Objective tests measuring the S N R s e g  of the upper band signal and the LPC gain 
of the BA STP indicate that a predictor order of 30 is adequate for the LPC analysis. 
The results are displayed in Figure 7.7. Listening test results confirm this choice of 
filter order.
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Figure 7.6: Block Diagram of the Upper Band Coding Process
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Figure 7.7: S N R s e g  and LPC Prediction Gain for Various Filter Order
159
Chapter 7. Wideband Speech and Audio Coding: Split Band Approach 
Bit Allocation
A study is performed in order to select the size of the random codebook. As expected, 
the S N R s e g  increases with every additional bit assigned to the quantiser levels of the 
random codebook. This can be clearly seen in Figure 7.8. However, a large codebook 
incurs a huge computational complexity during the quantisation process of the excita­
tion signal. This is due to the fact that the length of the innovation vector is 24 samples. 
In order to find the optimal vector from the codebook which minimises the distortion 
in the error signal, given by Equation (5.1), for each candidate vector, 24 multiplica­
tions and additions are computed for the determination of the cross-correlation of the 
target signal and the synthesised filtered excitation sequence, defined by Equation 5.4. 
Similar number of computations are required for the auto-correlation term. Hence, the 
size of the shape codebook is a compromise between output signal quality and algo­
rithmic complexity. Both the prediction gain of the LPC analysis and the results of 
informal listening tests indicate that a saturation in performance is reached with an 
8-bit codebook.
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Figure 7.8: S N R s e g  and LPC Prediction Gain for Various Random Codebook Sizes
In addition to the random codebook required for the quantisation of the shape of the 
excitation sequence, a second codebook is needed to represent the quantised value 
of the excitation gain. This codebook is trained on a broad range of input signals, 
including wideband male and female speech and also vocal and instrumental music 
sequences. Every unquantised scaling factor resulting from each encoded innovation 
vector is accumulated in a file and used to plot a distribution plot of all the values. 
Fiom this plot, the quantiser levels for the gain codebook shown in Table 7.7 are
1 6 0
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determined.
Gam Quantiser Levels
0.1, 0.2, 0.25, 0.55, 1.15, 1.75, 2.45, 3.45 
-0.1, -0.2, -0.3, -0.6, -1.15, -1.8, -2.45, -3.35 
Table 7.7: 4-bit Gain Codebook
Table 7.8 compares the S N R s e g  of the upper band signal and of the output wideband 
signal with and without gain quantisation. The results indicate that the performance 
of the upper band signal drops by less than 0.65dB while that of the wideband signal 
drops by less 0.2dB. This decrease in the objective performance results in insignificant 
degradation in the perceptual output quality.
T est M a te ria l
U p p er B an d  SNRseg (dB ) T o ta l SNRseg (dB)
U n q u an tised
G ain
Q uan tised
G ain
U n q u an tised
G ain
Q uan tised
G ain
Female Speech 2.31 1.76 15.36 15.15
Male Speech 3.25 2.61 16.47 16.25
Female Singer 3.82 3.72 24.09 24.07
Male Singer 2.18 2.07 16.39 16.37
Violin 7.31 7.02 15.94 15.88
Piano 8.13 7.75 18.95 18.94
Table 7.8: Objective Performance with Unquantised and Quantised Excitation Gain 
Values
As mentioned above, this approach requires only two parameters to be quantised and 
transm itted as side information to the decoder. Table 7.9 shows the number of bits 
assigned to each parameter. The overall bit rate of the upper band coder is 4kb/s.
7.3.2.3 Scheme 3: Forward-Adaptive LPC and Short-Term Energy
The approach investigated in this section differs from the coding schemes described in 
the previous two sections in the way the LPC analysis is performed and in the way the 
residual signal is quantised. A block diagram of the coding structure is illustrated in 
Figure 7.9.
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P a ra m e te rs N u m b e r of B its  (4—8 kH z B and)
Random Codebook Index 8
Gain Codebook Index 4
T o ta l B its  p e r  F ram e 1 2
B it R a te  o f U p p e r  B an d  C o d er 4 k b /s  (O .S b it/sam ple)
O verall B it R a te  o f W id eb an d  C o d er =  1 6 k b /s  ( Ib it /s a m p le )
Table 7.9: Bit Allocation
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Figure 7.9: Block Diagram of the Upper Band Coding Scheme
Instead of the BA STP, a 4*^  order FA STP is employed for the LPC analysis. Figure 
7.10 shows the objective quality, measured in terms of the S N R s e g  and the prediction
162
Chapter 7. Wideband Speech and Audio Coding: Split Band Approach
gain of the filter, for different number of coefficients. A maximum filter order of 10 
is tested, since such a filter order is typically employed in algorithms employed for 
narrowband signal coding (0 -  4kHz). The results from this test and also from informal 
listening tests show that a filter of 4 coefficients is sufficient to estimate the spectral 
shape of the signal in the upper band.
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Figure 7.10: S N R s e g  ^nd LPC Prediction Gain for Various Filter Order
Referring to Figure 7.9, after the LPC analysis which is performed every 3ms, the in­
put subframe is filtered with a 10^  ^ order weighting filter. The zero-input response of 
the weighting filter in cascade with the FA STP is subtracted from the weighted input 
subframe. The resulting target signal is inverse filtered with the FA LPC filter in order 
to remove the short-term redundancies. Figure 7.11 displays the upper band infor­
mation of an original female speech sequence transformed into the frequency domain, 
together with the spectrum of the residual signal. The third frequency plot shows the 
spectrum of a randomly generated signal with a uniform distribution obtained by the 
rand function from the C standard library. Although the original CELP codebook was 
populated by a Gaussian source due to the fact that the statistics of the speech residual 
are similar to the Gaussian noise, uniformly distributed random sequences have l)een 
found to produce a smoother sounding output signal. From the graph, it is clearly 
evident that the residual signal can be modelled by such a randomly generated signal. 
The random sequences used for the excitation do not need to be stored but instead are 
generated at the start of the encoding process and are fetched during the excitation 
procedure. Complexity is not an issue since the search for the excitation is performed 
in an open-loop fashion.
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Figure 7.11: Fiequeiicy Plots of an Original Female Speech Signal, the LP Residual 
and a Randomly Generated Sequence
The next process in the encoding algorithm consists of calculating the energy value of 
the 24-sample long residual vector by computing the RMS value. This value is used to 
scale the excitation signal which is modelled by a random source. The calculation of the 
RMS value yields one energy value, dp, per vector. In order to avoid a hoarse quality in 
the synthetic output produced by the staircase effect resulting from the energy values 
calculated on a vector-by-vector basis, a first order HR filter is employed. The aim of 
this filter is to smooth the energy values calculated from one vector to the next. The 
output of the smoothing filters consists of a scaling factor, cr(n), for each sample in the 
vector. This filter can be defined as follows
(j{n) = aa[n  -  1 ) -f (1 -  a)dg (7.1)
The smoothing factor a  is set to 0.8. This value provides adequate smoothing even dur­
ing rapid signal transitions. The energy value is calculated every subframe (3ms) which 
is sufficiently frequent to capture the rapid change from low energy to high energy, char­
acteristic of music signals. Hence updating the energy information every subframe with 
the use of a smoothing filter provides a suitable technique for accurate representation of 
these time-varying features which are essential to the quality preservation of the higher 
frequencies.
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At the decoder, the excitation sequence is generated by using the same seed for the 
random number generator as in the encoding process. The unit energy excitation 
sequence is multiplied by the decoded RMS energy value prior to LP filtering, as shown 
in Figure 7.9.
Similar results can be achieved by performing an equivalent analysis in the frequency- 
domain. In such an approach, the residual signal is transformed into the frequency 
domain by a simple signal processing tool, such as FFT. The aim of this technique 
is to estimate the spectral envelope of the residual signal. This is accomplished by 
splitting the resulting spectrum into a number of bands uniformly spaced along the 
frequency axis. The energy of each band is calculated and quantised in order to shape 
the magnitude spectrum of the excitation sequence generated by the random source at 
the decoder end.
B it A lloca tion
In contrast with the BA LPC analysis, the FA filter coefficients need to be quantised 
and transm itted to the decoder. In this algorithm, the LP coefficients are transformed 
into LSFs as described in Section 3.4.1.1. Each LSF vector, consisting of 4 components, 
is then quantised using an 8-bit index from an LSF codebook. The resulting vector 
is converted back to the time-domain where it is used for further filtering purposes. 
The LSF codebook is trained using 562000 LSF vectors (1686s), obtained from a broad 
range of speech and music signals. The Lindo-Buzo-Gray (LBG) algorithm [110] is 
employed to process the training vectors and determine the quantiser levels of the 
codebook. Various codebook sizes were generated and subjectively tested with different 
input signals. As a result of this investigation, an 8-bit LSF codebook is chosen. 
This choice represents a balance between minimising the distortion resulting from the 
quantisation process and maintaining a low computational complexity during the search 
for the optimal codebook vector. The search consists in finding the codebook vector 
which introduces the minimum distortion compared with the 4 original LSFs. The 
computation of the distortion measure resulting from each candidate vector, employs 
a weighted distance measure, as detailed in Section 6 .5.4.1.
During the update of the LPC filter coefficients, it was noticed that the filter parameters 
do not vary much from one subframe to the next. This is due to the fact that in general, 
the spectral shape of the upper band does not exhibit rapid transitions in such a short 
space of time. Hence the LSFs are quantised and transm itted every 2 frames. This
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results in a negligible drop in both the objective performance and the perceptual quality, 
in addition to a saving of 4 bits per input subframe.
The second parameter which is required for transmission is the energy of the residual 
signal. For each frame, the short-term energy is quantised with 4 bits. The code­
book shown in Table 7.10 is employed. This codebook is trained over 1686s of speech 
and audio sequences. The quantiser levels are determined from the distribution of all 
the accumulated energy values. During the quantisation process, the search for the 
codebook value closest to the computed energy is performed in an open-loop fashion. 
Although this approach is simple to use and demands low computational requirements, 
there are a number of disadvantages associated with it due to the fact that there is no 
control over the distortion produced in the output signal. In fact, the final synthetic 
speech energy depends upon the gain of the LP synthesis filter and since the synthetic 
excitation is only a simplification of the actual LP residual, the overall LP energy gain 
may be different during signal synthesis.
0.2, 0.3, 0.35, 0.45, 0.65, 0.8, 1.05, 1.4 
1.65, 1.95, 2.2, 2.5, 2.85, 3.15, 3.55, 4.4 
Table 7.10: 4-bit Energy Codebook
The overall bit rate of the coding approach proposed in this section is specified in Table 
7.11.
Quantiser Levels
Param eters
N um ber of B its (4 -  8kHz Band)
Every Frame Every 2  Frames
4 LSF Coefficients 0 8
Energy Codebook Index 4 8
Average N um ber of B its per Frame 8
B it R ate of U pper Band Coder 2.67kb/s (0.33bit/sam ple)
Overall B it R ate of W ideband Coder =  14.67kb/s (0.92bit/sam ple)
Table 7.11: Bit Allocation
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7.3.3 P ost filtering
For each approach described in the above three sections, an adaptive postfilter is cas­
caded with the decoder with the aim of improving the output quality as described in 
Section 3.5.2. The adaptive postfilter consists of a formant postfilter cascaded with a 
tilt compensation filter. A similar filter was employed in the design of the fullband 
approach, detailed in Section 6.7.1. However, the postfilter parameters are retuned for 
this approach using informal listening tests. The LPC filter coefficients of the formant 
postfilter are computed on the decoded samples output of the synthesis section of the 
QMF. The tuning parameters, 71 and 72 in Equation (3.17), are set to 0.6 and 0.8 
respectively. The tilt compensation factor is given a value of 0.9, while the smoothing 
factor of the ACC module is set to 0.99. The introduction of this post-processing tool 
achieves a cleaner sounding output signal.
7.3 .4  C om parison o f Techniques
This section will endeavour to compare the three approaches described in Sections
7.3.2.1 -  7.3.2.3, in terms of waveform matching, algorithmic complexity and percep­
tual quality. All three algorithms are suitable for coding speech and audio signals 
with different output quality and bit rates ranging from 14.67 to 20kb/s. For referral 
purposes, the coding approach which employed the pulse excitation structure will be 
referred to as coder A, the second coding approach which employed the random code­
book will be referred to as coder B, while the third algorithm, which employed the FA 
STP in conjunction with the short-term residual energy, will be referred to as coder C.
7.3.4.1 Spectral Matching
As demonstrated in Figure 7.12, all of the three coding techniques produce a good 
estimate of the spectral envelope. However, the pulse excitation structure tends to 
reproduce a better matching waveform. This is due to the fact that the pulse excitation 
generation method consists of a more flexible structure for representing the excitation 
signal. In fact, this technique compensates for the errors incurred by the inaccuracies 
of the LP,
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Figure 7.12: Input and Output Spectral Plots of Female Speech Coded by 3 Different 
Approaches
7.3.4.2 Computational Complexity
The computational complexity of the three different approaches are compared by run­
ning the gprof utility command under UNIX. This command generates a detailed 
profile of the executable program and its incorporated routines. Table 7.12 shows the 
% of the program running time taken by the excitation search routines and the LPC 
analysis employed in each algorithm. The figures indicate that FA LPC approach in 
conjunction with the estimation of the residual energy is the least computationally 
complex. In addition, this scheme employs a low order STP compared with the two 
encoding approaches adopted in coder A and coder B.
7.3.4.3 Perceptual Quality
In order to perceptually evaluate the output quality of the three different api)roaches 
detailed above, a listening test is performed. The performance of each coding scheme
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C o d er % o f T o tal R u n n in g  T im e
A 3Z 5%
B 4&6%
C 0.5%
Table 7.12: Computational Complexity of the Different Quantisation Processes
is compared with the output quality obtained by the ITU-T G.722 coder at 48 and 
64kb/s. These tests were conducted on both speech and audio sequences. For the 
wideband speech test, eight different files (four male and four female) are selected. The 
audio files include a mixture of musical instruments and vocal music.
The testing methodology used is the MOS method. Table 5.8 shows the scoring of 
the test conditions. A total of 16 listeners participated in this test. For each coder, 
Table 7.13 shows the average scores obtained for the wideband female and male speech 
sequences, the vocal music and the instrumental sequences.
T est M aterial
C oder A  
2 0 k b /s
C oder B  
16k b /s
C oder C 
14 .6 7 k b /s
G .722
4 8 k b /s
G .722
6 4 k b /s
MOS
Std.
Dev. MOS
Std.
Dev. MOS
Std.
Dev. MOS
Std.
Dev. MOS
Std.
Dev.
Female Speech 3.7 0.65 3.6 0.67 3.4 0.67 4.2 0.75 4.6 0.69
Male Speech 4.0 0.63 3.6 0.50 3.7 0.65 4.3 0.65 4.5 0.52
Female Singer 3.6 0.69 3.6 0.93 3.2 0.60 3.7 0.67 3.6 0.90
Male Singer 3.2 0.75 3.1 0.70 2.9 0.70 3.6 1.04 3.4 1.29
Violin 3.7 0.79 2.9 0.70 1.8 1.08 2.6 1.01 2.7 1.03
Piano 3.7 1.01 3.6 0.67 3.0 0.89 3.6 0.81 3.9 0.83
Castanets 4.2 0.60 4.2 0.87 4.0 0.77 3.9 0.94 4.0 0.77
Table 7.13: Comparison of Perceptual Quality
The indicative tests carried out on the wideband speech signals show that the quality of 
the G.722 at 48 and 64kb/s is slightly better than that obtained from the three coders 
at less than one-third of the G.722 lowest bit rate. The perceptual quality achieved 
by coder A and coder B for the male and female singing and the instrumental music 
sequences is comparable to the G.722 coding quality at both 48 and 64kb/s. The results 
indicate that coder A which operates at the highest bit rate coippared with the other
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two coders, achieves the best coded signal quality for all files,
7.3.5 A d ap tive vs F ixed  B it A llocation
The subband splitting approach, detailed in this chapter, allows non-uniform bit allo­
cation among the lower and upper bands. This approach has been considered following 
investigations into the auditory system [132] which have shown tha t the human ear 
is most sensitive to low frequencies (up to 4kHz). In addition, studies performed on 
a number of speech and audio signals have shown these signals have a higher energy 
content at low frequencies (refer to Figures 2.5 and 7.4). This fact can be exploited in 
order to improve the quality of the compressed signal by allocating a different number 
of bits to each spectral band. The 0 -  4kHz band, being perceptually more important, 
is encoded using a greater percentage of the available bits.
Both adaptive and fixed bit allocations were considered. In adaptive bit allocation, 
the aim is to vary the quantisation scheme employed in each of the two bands from 
one frame to the next depending on the input signal characteristics. This results in an 
encoder with an overall constant bit rate, but with a variable bit rate in the two bands. 
The pulse excitation structure is adopted for the quantisation process of the residual 
signal since it has more scope for better modelling of the residual signal depending on 
the number of pulses employed. Two different bit allocation schemes are considered. 
Both modes assign a higher bit rate to the lower band, since it is perceptually more 
important. However, the bit allocation between the bands is varied depending on 
the spectral information content of the bands. The first scheme employs the same 
technique which was adopted in the design of coder A (refer to Section 7.3.2 .1). 12kb/s 
and 8kb/s are used to represent the lower band and the upper band respectively. In 
the second mode, the dimensions of the excitation sequence and the update rate are 
maintained. However, the bit rate of the lower band is reduced and instead the extra 
bits available are assigned to the quantisation process of the upper band information. 
The configurations of the pulse excitation structures employed in the two bands, when 
the second mode is selected, are shown in Table 7.14.
During the quantisation process of the lower band, the pulse excitation model places 4 
pulses in the 24-sample long innovation vector. The pulse locations are encoded with 
9 bits, while an additional 4 bits are used to represent the polarity of the pulses. The
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In d iv id u a l P u lse  P o sitio n s  for th e  Low er B an d
Track No. of Pulses Possible Pulse Positions
1 4 0 , ..., 11
In d iv id u a l P u lse  P o sitio n s  for th e  U p p e r  B an d
Track No. of Pulses Possible Pulse Positions
1 3 0, 1, 3, 4, 6 , 7, 9, 10, 12, 13, 15, 16, 18, 19, 21, 22
2 3 2, 5, 8 , 11, 14, 17, 20, 23
Table 7.14: Pulse Positions for the Lower and Upper Bands Encoded with the Second 
Quantisation Mode
excitation scaling factor is quantised using another 3 bits. A total of 32 bits are assigned 
to the lower band. The remaining 28 bits are allocated to the upper band, where the 
excitation model generates sets of six pulses split equally between two interleaved tracks. 
The pulse positions are encoded using 21 bits. Each pulse can have a magnitude of 
± 1 . Since the sign of two pulses placed in a track can be encoded with only 1 bit, as 
described in Section 5.2.6, only 4 bits are allocated to represent the polarity of the 6 
pulses. The gain value for the excitation sequence in the upper band is also quantised 
with 3 bits. The bit allocation of the two bands encoded with the second mode, is 
displayed in Table 7.15.
P a ra m e te rs
N u m b e r o f B its
Low er B an d  (0—4kH z) U p p e r  B an d  (4 -8kH z)
Positions of Pulses 9 21 =(4*3)-f(3*3)
Polarities of Pulses 4 4
Gain 3 3
T o ta l B its  p e r  F ram e 32 28
B it R a te 10.67kb/s (1.33bits/sample) 9.33kb/s (1.17bits/sample)
O verall B it R a te  o f S u b b an d  C o d e r =  2 0 k b /s  ( 1.2 5 b its /sa m p le )
Table 7.15: Bit Allocation for the Second Quantisation Mode
The switching scheme is designed in such a way that the coder favours the first mode 
for stationary segments, such as voiced speech, and the second mode for non-stationary
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parts of the signals, as is most often the case for music. The measure employed for 
the selection of either of the two schemes is the RMS value representing the energy of 
the frame. Other measures, such as the prediction gain of the FA and BA LPC, are 
also commonly employed for such purposes. However, the technique chosen does not 
require any lookahead and hence no extra delay is incurred. From the investigations 
carried out on the variance of the signal energies of speech and music from one frame 
to the next, it was noticed that the standard deviation for speech waveforms is higher 
than that for music signals. The RMS value of the current frame is compared with 
the RMS values of the previous 10 frames (15ms). If the difference between the energy 
of the current frame and the average energy of the previous frames is less than 5 ,0 , 
the second encoding mode is employed. Otherwise the first encoding mode is adopted. 
Such frequent analysis on the input signal is adequate to trace any rapid transitions 
in the signal. Naturally, adaptive bit allocation requires additional side information so 
that the receiver is kept informed of the bit allocation patterns. Hence an additional bit 
every frame (3ms) is required to indicate the encoding mode employed in the two bands. 
Subjective tests have shown a slight increase in the performance for music signals, as a 
result of this scheme. However, this enhancement in the signal quality is too small to 
justify the extra computational complexity required and the additional bits assigned 
for the selection of the two modes. In addition, this approach is not very suitable for 
short frame sizes due to the limited number of bits available for the quantisation of the 
excitation sequence. Hence there is not much scope for different bit allocation schemes.
7.4 M ulti-Stage Embedded Quantisation
The perceptual quality achieved by coder A is enhanced by employing layers of embed­
ded quantisation. This involves re-quantising the error signal as described in Section 
5.5. Table 7.16 displays multiple layers of quantisations in both spectral bands. The 
lowest bit rate is a result of the base-line narrowband coder presented in Section 5.2, 
whereas the 20kb/s is the bit rate produced by coder A. Each additional layer gradually 
increases the output quality, resulting in increased rates. The upper bit rate is only 
limited by the complexity and the target application. The scalability feature is partic­
ularly suitable for applications that provide high quality speech and audio on demand 
and for transmissions taking place over channels of varying bandwidth capacities. In
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the latter applications, the scalability feature allows the bit rates to scale in order to 
optimise the quality of encoded signal for the given allocation of system resources and 
channel conditions. Other possible bit allocation schemes between the two bands are 
possible. For example, at 36kb/s, instead of employing three layers of quantisation in 
the lower band without quantising the upper band, the lower band can be quantised 
with one layer and the remaining bits are allocated for three layers of quantisation 
in the upper band. However, from informal listening tests it was found that better 
perceptual quality is achieved when the additional enhancement layers are employed in 
the quantisation of the lower band signal.
F req u en cy  B an d
B it R a te s  (k b /s )
12 20 24 28 32 36 40 44 48 52 56 60
Lower Band 1 1 2 1 2 3 2 3 4 3 4 5
Upper Band 0 1 0 2 1 0 2 1 0 2 1 0
Table 7.16: Layers of Quantisation for the Two Bands for Various Bit Rates
Figure 7.13 shows the increase in the S N R s e g  for various input files. The memories of 
the weighting filter and the BA STP are updated only with the first layer of quantisation 
so as to keep the filter states of the decoder synchronised with the ones employed in 
the encoder in the case that the additional layers are dropped during transmission due 
to a decrease in the channel bandwidth. As expected, the increase in the S N R s e g  is 
more prominent when additional layers are embedded in the lower band. This is due 
to the fact that the objective performance in terms of S N R s e g  is calculated using the 
wideband signal. Since the lower frequency components have a much larger magnitude 
than the higher frequencies, additional layers of quantisation in the upper band do 
not result in a significant increase in the S N R s e g - However, subjective tests have 
shown substantial improvement in the perceptual quality is achieved when extra layers 
of quantisation are employed in the upper band coding process.
7.4.1 C hannel Error R obu stn ess
There currently exists a demand for providing streaming multimedia services over mo­
bile networks [135], providing levels of quality similar to those available over the Inter­
net. Such services may include audio and video data. Experiments have been performed
173
Chapter 7. Wideband Speech and Audio Coding: Split Band Approach
English Female 
Male Singer
English Male 
Piano
Female Singer 
Violin
40 44Bit Rate (kb/s)
Figure 7.13: S N R s e g  for Multiple Layers of Quaiitisatiori
to assess the suitability of the proposed scalable wideband speech and audio coder for 
streaming audio services. Figure 7.14 displays a typical scenario over a packet-mobile 
network. The streaming scenario employed makes use of the of the link-layer retransmis­
sion schemes offered by EGPRS. A novel two-level retransmission prioritisation scheme 
[136] which exploits the difference in the perceptual importance of the two spectral 
bands encoded at different rates is introduced. By allocating separate retransmission 
criteria for the two separate categories of audio packets, significant improvement in 
channel error robustness is achieved.
7.5 Bandwidth and Bit Rate Scalability
The design of the speech and audio coder just described in the previous sections, is 
modified to accept input signals sampled at 32kHz. The modifications are included with 
the aim of achieving high quality audio signals represented by a bit stream consisting 
of a number of quantisation layers. The design employs subband decomposition and 
embedded multi-stage quantisation for finer quantisation. Besides providing a nunil)er 
of bit rates at different output qualities, the coder also gives the flexibility of bandwidth 
scalability. The audio quality is compared with that produced by MPEG-1 Layer III, 
known as MP3.
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Figure 7.14: Transmission over Packet-Mobile Networks
7.5.1 S ystem  O verview
Stage 1 Stage 2
Input Frame 
fs=  32kHz 0 - 4kHz Band Coder
4 - SlcHzBand Coder
- 12kHz Band 
Coder 1 %
Output Frame12 - 16kHz Band Coder
IQMF
IQMF
QMF
QMF
QMF IQMF
Figure 7.15: Block Diagram of the Audio Coder
A block diagram of the coder is illustrated in Figure 7.15. Subband splitting is employed 
with the aim of achieving narrow bands, each with small spectral dynamic variations, 
which can be accurately modelled by the LPC analysis (refer to Figure 2.15). The 
coder operates in two modes depending on the sampling frequency of the signal. For 
16kHz sampling frequency, only the first stage of spectrum splitting is used, resulting 
in two bands of 4kHz which are encoded as described in the previous sections of this 
chapter. Speech and audio signals sampled at 32kHz are efficiently represented by the 
second operative mode which employs a two-stage tree structure QMF [72] to divide the
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bandwidth into four equal and independent bands: 0 -  4kHz, 4 -  8kHz, 8 -  12kHz and 
12 -  16kHz. Bandwidth scalability can be accomplished by setting particular bands 
to zero, hence achieving possible output signal bandwidths of 4, 8 , 12 and 16kHz. 
The bands can be encoded with a variety of bit rates ranging from 12 to 64kb/s. 
When operating at rates higher than the minimum 12kb/s, the enhancement layers, 
representing higher quality signal output, may be discarded to leave a lower quality, 
yet syntactically intact base layer. The overall algorithmic delay of the coder is 165 (= 
96 +  3 * 23) samples, which correspond to approximately 5ms.
Decimation of the high-frequency band leads to spectral inversion. Hence the low 
pass and high pass filters in the second stage are interchanged to compensate for this 
inversion. This crossover, which is depicted in Figure 7.16, is necessary to maintain a 
low frequency to high frequency ordering of the spectral bands [137].
(a) M-------------------  Stage 1    Stage 2
-*> - x , ( m )
x(n )  « -
LPF
HPR
HPR
HPF,
LPF.
LPF,
Xo(m) Band 0
X2 (m) Band 2
XjOnJ Band 3
(b) LPF, HPF,
Band 0
(Inverted) 
Band 1 Band 2
(Inverted)
II HPFg
(Inverted) 
Band 3
tc/4 n il 3ti/4
Stage 1
Stage 2
Figure 7.16: Example of (a) a Two-Stage Tree Structure QMF and (b) its Spectral 
Inversion
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Figure 7.17 displays the input spectra of a female speech sequence and a violin sequence, 
together with the output of the two-stage QMF in the frequency domain. Prom the 
plots, it is evident that the information content of the violin sequence in the higher 
bands (8 -  12 and 12 -  16kHz) is significantly higher than for the speech sequence. 
Hence the design proposed in this section is more beneficial to music sequences.
Female Speech Sequence
ttarmcT (lb)0-4kHz Spectral Band
î2-16kH z Spectral Band
rm|uaiqr(lb}
l-12kHz Spectral Band
Violin Sequence
0-4kHz Spectral Band 4-8kHz Spectral Band
12-16kHz Spectral Band1-12kHz Spectral Band
Figure 7.17: Frequency Plots of a Female Speech Sequence and a Violin Sequence
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7.5.2 Coder Structure
During the encoding process, the input frame is split into equal subframes of 24 samples 
(3ms duration). Each subframe is then encoded individually. In its basic form, the 
encoding scheme employed in each of the bands consists of an AbS structure which 
employs BA LPC analysis in conjunction with a pulse excitation model, as shown in 
Figure 5.1. The lower band and the 4 -  8kHz band are quantised as described in 
Sections 5.2 and 7.3.2 respectively. The remaining two upper bands are coded in a 
similar way to the 4 -  8kHz band, with each subframe encoded as one vector. A BA 
LPC analysis is employed and a study was carried out to select a suitable filter order. 
The coding gain of the LP filter indicates that a 30-tap filter is sufficient to estimate 
the spectral envelope of the higher frequencies. The results of this investigation are 
shown in Figure 7.18. The LP coefficients and the weighting filter coefficients are 
updated every 3ms. The pulse excitation model, detailed in Section 5.2.4, is employed 
to quantise the residual signal as described in the following section.
icinale Singer -D —Violin
2 - -
0.3 -- 0.3
LP Filler O rder LP  Filter O rder
Figure 7.18: LPC Prediction Gain for Various Filter Orders for 8 -1 2  and 12-16kHz 
Bands
7.5.2.1 Pulse Excitation Structure for the 8 — 12kHz and 12 -  16kHz Bands
Different pulse excitation encoding schemes are investigated. Each scheme produces a 
different rate depending on the number of pulses placed in the excitation sequence. The 
objective performance in terms of the S N R s e g  is displayed in Figure 7.19. Although 
the S N R s e g  increases with the increasing number of pulses and with higher bit rate.
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subjective tests conducted for various audio files have shown that 4kb/s is sufficient to 
code both bands with adequate perceptual quality.
8 • l2kHz Band 12 - 16kHz Band
I cinale Singer Male Singer I emale Singer Violin Male Singer
- 36 -*6 "
Ï4 -
w - -
Bit Rale (kb/s) Bit Rate (kb/s)
Figure 7.19: S N R s e g  for Different Excitation Structures for the 8 - 1 2  and 12 -  16kHz 
Bands
The resulting pulse excitation structure employed in the upper two bands is shown in 
Table 7.17. The innovation vector is split into two interleaving tracks, with 12 possible 
locations in each track. A pulse of sign ±1 is placed in each track.
Individual Pulse Positions
Track No. of Pulses Possible Pulse Positions
1 1 0, 2, 4, 6 , 8 , 10, 12, 14, 16, 18, 20, 22
2 1 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23
Table 7.17: Pulse Excitation Structures for the 8 - 1 2  and 12 -  16kHz Bands 
7.5.2.2 Bit Allocation
The excitation gain in both bands is adequately quantised by a 2-bit codebook. The 
contents of this codebook are determined from distribution plots of large amount of un­
quantised gain values obtained from the two bands for training purposes. The quantiser 
levels are displayed in Table 7.18. Objective tests results indicate that the S N R s e g  hi 
both bands drops by less than 0.5dB as a result of the quantisation of the excitation 
gain. No degradation in the output quality is noticed.
Subband decomposition allows non-uniform bit allocation among the bands. The num­
ber of bits allocated to the 0 -  4kHz and 4 -  8kHz bands for the 20kb/s coder, have
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G ain  Q u an tise r  Levels 0.50, 0.90, 1.60, 2.75
Table 7.18: 2-bit Gain Codebook
been maintained (refer to Table 7.6). Table 7.19 shows the bits assigned to each of the 
upper two bands. 4 bits are allocated to each pulse position and an additional 1 bit is 
used to represent the sign of each pulse.
P a ra m e te rs N u m b e r of B its
Positions of Pulses 8 (=4*2)
Polarities of Pulses 2
Gain 2
T ota l B its  p e r  F ram e 12
B it R a te 4kb/s (0.5bit/sample)
Table 7.19: Bit Allocation for the 8 - 1 2  and 12 -  16kHz Bands
The overall bit rate of the coder when all the 4 bands are encoded is 28kb/s. The rate 
of each band is displayed in Table 7.20.
B an d B it R a te  (k b /s )
0-4kHz Band 12
4-8kHz Band 8
8- 12kHz Band 4
12-16kHz Band 4
O verall B it R a te 2 8 k b /s  (0 .8 7 5 b it/sam p les)
Table 7.20: Bit Rate for Each Individual Band
7.5.2.3 P e rfo rm an ce  E v a lu a tio n
The performance of the proposed coder is evaluated by subjective tests. The MOS 
test is employed. The objective of this test is to compare the quality of the 28kb/s 
coder with the signal quality produced by the MPEG-1 Layer III coder operating at 
32, 48 and 64kb/s. A total of 16 subjects participated in the tests. The choice of test 
material consists of vocal and instrumental sequence which were recorded from a CD 
and subsampled at 32kHz. The results of this test are shown in Table 7.21. The scores
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indicate that at 28kb/s the proposed coder achieves better quality than the MPEG-1 
Layer III at 32kb/s and comparable quality to that achieved by the standard at 48kb/s.
T est M a ter ia l
P ro p o se d
2 8 k b /s
M P E G -1  L ayer III  
3 2 k b /s  4 8 k b /s  6 4 k b /s
MOS Std. Dev. MOS Std. Dev. MOS Std. Dev. MOS Std. Dev.
Female Singer 3.6 0.79 2.7 0.95 4.4 0.79 4.6 0.53
Male Singer 4.3 0.76 3.7 0.76 4.4 0.49 4.4 0.79
Violin 4.2 0.53 3.8 0.76 4.4 0.79 4.6 0.53
Piano 4.1 0.69 3.9 0.90 4.4 0.53 4.7 0.49
Castanets 4.4 0.79 4.0 0.82 4.1 0.69 4.7 0.49
Table 7.21: MOS Test Results
7.5.2.4 Performance Evaluation of Scalable Bit Rate vs Scalable Band­
width
For higher bit rates, the perceived output quality is improved by distributing the extra 
bits available among the bands, giving priority to the lowest band, then to the 4 -  
8kHz band and so on. This is accomplished by embedded multi-layer quantisation, as 
detailed in Section 5.5. Table 7.22 shows a range of operating bit rates as a result 
of the enhancement layers. For some bit rates, two bit allocation schemes are shown 
depending on the signal bandwidth required.
S p ec tr a l
B a n d
B it  R a te s  (k b /s )
12 20 24 28 32 36 40 44 48 52 56 60 64
0-4kHz 1 1 2 1 1 1 2 3 2 2 2 3 4 2 3 2 4 2 5 3 4 4
4-8kHz 0 1 0 1 2 1 1 0 1 2 1 1 0 2 2 2 1 2 0 1 2 1
8 -1 2kHz 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 2 0 2 0 1 0 1
12-16kHz 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 1 0 2 0 0 0 1
Table 7.22: Layers of Quantisation for Various Bit Rates and Bandwidths
Subjective and objective tests are carried out to evaluate the compressed audio quality 
of the scalable coder. The objective results in terms of the S N R s e g  ^ are displayed in 
Figure 7.20. The graph shows the average output quality in dB, for a number of audio
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files of different bandwidths, encoded at various bit rates using the allocation schemes 
shown in Table 7.22.
I
Bit Rate (kb/s)
Figure 7.20: SNR against Bit Rates for Different Bandwidths
In addition, listening tests are conducted for various audio sequences, which include a 
mixture of musical instruments, vocal music and wideband speech. The aim of these 
tests is to investigate the difference in the quality at particular bit rates for sequences 
encoded either with an increased bandwidth or with embedded quantisation. The 
testing methodology used is the CMOS method, where the quality of two sequences 
are compared and given a score according to the conditions displayed in Table 5.12. 
For each file, four different sets of comparisons, at bit rates of 24, 36, 48 and 64kb/s, 
are carried out comparing more accurately quantised files of a certain bandwidth with 
compressed sequences having coarser quantisation and wider bandwidth. The number 
of quantisation layers employed in each separate band, for each rate, are displayed in 
Table 7.22, The outcome of these results are shown in two separate graphs, one for 
speech and one for music signals, in Figure 7.21. Each graph represents the percentage 
preference for multi-stage embedded quantisation against an increased bandwidth for 
the four different bit rates.
The results suggest that for speech signals, the perceived quality at 24kb/s improves 
when the extra bits are allocated for more precise quantisation of the first and second 
spectral bands. For 48 and 64kb/s, the output is perceptually better when the third and
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Speech Signals
□  I ' i n e r  Q u a i i t i s a l i i H i  □  W i d e r  D u n d w i d l h
nil Rate (kb/s)
Music Signals
□  )  i n e r  C / u a i K i s a l i o i i  □  W i d e r  û ; u K l w i d i ) )
Bit Rate (kb/s)
Figure 7.21: Comparison of Accurate Quantisation vs Wider Bandwidth
fourth bands are quantised as well. This is due to the fact that at these bit rates, the 
perceptually important lower bands are encoded with multiple stages of quantisation 
and hence a high output quality for the lower bands has already been achieved. The 
additional layers representing the upper frequencies produce a crisper and brighter 
sounding quality. For music signals encoded at 24 and 36kb/s, finer quantisation is 
preferred than increased bandwidth. At 48 and 64kb/s no preference is given. In 
such cases, psychoacoustic masking would improve the audio quality at the expense of 
dynamic bit allocation between the bands.
7.6 Advantages and Limitations of the Split Band Ap­
proach
This technique offers both subjective and objective benefits over the fullband approach 
[138]. These advantages include a structure which is more flexible and which is able to 
confine the quantisation noise to the band where it is produced. The bands are coded 
separately and reconstructed at the decoder. The quantisation levels, as well as the 
characteristics of the quantisers vary independently from one band to another. Hence, 
the perceptual imbalance that exists between each band can be exploited by this scheme 
by employing unequal bit allocation and unequal error protection for each band. The 
majority of the coding effort is concentrated on the lower band signal. In addition, the 
subband coding improves robustness to transmission errors by allowing incorporation 
of unequal error protection or channel code rate adaptation. In addition, since the
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quantisers are embedded, this type of coder could be used for packet systems, where 
in an overload condition, instead of discarding entire blocks of the encoded signal, only 
the least significant bits are discarded.
The biggest disadvantage of the split band method is the additional computational 
complexity required to split the input signal into two or more bands. This scheme also 
incurs an additional delay.
7.7 Concluding Remarks
The aim of the research work outlined in this chapter is to propose an efficient way of 
compressing speech and audio signals sampled at 16 and 32kHz with low to medium 
bit rates. A split band approach is employed where the signal in each spectral band is 
quantised using different resolution of quantisation. Other key achievements include a 
flexible design that offers scalability of the signal bandwidth, output throughput and 
implementation complexity. When compared to other scalable coding schemes such as 
MPEG-4, this coder introduces a number of distinguishing features. These include a 
wide range of output bit rates (from 12kb/s to 64kb/s) produced by one algorithm which 
combines speech and audio coding, and a scalable bit stream consisting of a number 
of embedded layers of quantisation. Scalability is obtained without the recoding of 
the input signal, and a number of discrete scalability layers representing the optimum 
compromise between delay, complexity and number of layers was found.
In particular, the throughput scalability properties of the encoding scheme will allow 
for efficient and optimal use of bandwidth-varying transmission channels as currently 
found in the Internet and expected to be provided by third generation mobile systems 
such as UMTS. The usability in mobile scenarios is further enhanced by the low delay 
characteristics of the coder structure and the inherent robustness of the bit stream 
syntax to channel errors. The latter is achieved by the removal of the conventional 
pitch prediction, usually employed in CELP-based coders and also by keeping the coding 
frame length relatively short.
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Chapter 8
C onclusions
8.1 Preamble
The work reported in this thesis has been primarily based around a combined approach 
for speech and audio compression at scalable bit rates. Due to the growing demand for 
streaming multimedia services over the Internet and recently also over mobile networks, 
hybrid algorithms suitable for both speech and audio coding, operating at medium 
bit rates, are attracting considerable interest. In addition, scalability is an extremely 
attractive feature for multimedia applications. Besides offering a gradual increase in the 
output quality with an increasing bit rate, it accommodates varying resource allocations 
and supports prioritisation for packet-based transmission without requiring additional 
re-encoding of the signal for bit rate adaptations across various networks.
The structure of the algorithms proposed in this thesis are based around BA LP coding 
in conjunction with a pulse excitation structure which models the residual signal. The 
primary aim has been to design a coding algorithm suitable for both speech and music 
signals sampled at 8 , 16 and 32kHz which operates at multiple bit rates. LP is an 
efficient procedure employed to remove near-sample and distant-sample correlations 
present in the waveform. The success of LP techniques in speech compression stems 
from the fact that it is derived from a mathematical approximation of the human speech 
production system. However, in light of the recent trend towards the convergence of 
low rate speech and audio coding algorithms, linear prediction techniques are also 
being considered for this purpose. In addition, the excitation model employed in the 
algorithms presented in this thesis, provides a flexible structure for representing the
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residual of highly time-varying music signals and also compensates for the inaccuracies 
resulting from the spectral estimation performed by LP.
In the next section a brief overview of the research achievements reported in this thesis is 
presented. This is followed by a short discussion on possible directions of future research 
activity, which may be undertaken to build upon the coding schemes developed as part 
of this research.
8.2 Concluding Overview
The main body of this thesis can be broadly divided into two parts. The first part 
focuses on a survey of the current state-of-the-art speech and audio compression tech­
niques employed for efficient digital representations of such signals. The second part 
details combined speech and audio multi-rate coding schemes for different signal band- 
widths which have been designed during the course of this research.
Chapter 2 presents a brief analysis of the various systems which employ speech and 
audio compression algorithms. The major design issues for different target applications 
are identified and discussed. Speech has so far been the most widely employed form 
in communication systems. However, due to the integration of many networks, it has 
emerged that the research in signal compression is heading towards a number of devel­
opments. These include algorithms which are able to adapt to different transmission 
environments and that maintain a good perceptual quality under multiple constraints 
of bit rate, complexity, delay, robustness to bit errors and diversity of the input signal. 
The research work undertaken and proposed in this thesis is in line with this trend. 
Hence it was found appropriate to outline the different characteristics that exist be­
tween speech and audio signals. These differences have, until recently, led to separate 
coding approaches for the two types of signals. These approaches are treated in sep­
arate sections. The first section outlines a number of successful low bit rate speech 
coders which have been employed in several speech coding standards, while the second 
section concentrates on various generic audio coding methodologies which achieve CD 
quality audio representations at relatively high bit rates. These techniques combine ef­
ficient compression schemes with the exploitation of the effects of the human auditory 
system. Some of these schemes form the basis of international and commercial audio 
coding standards, such as the family of MPEG coders.
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The survey includes a discussion on the relative operating bit rates of each compression 
scheme and their respective advantages and disadvantages. Prom this investigation, it is 
evident that CELP-based coders are mostly used to represent speech at low rates while 
time-frequency coders are able to encode audio signals more efficiently. However, the 
latter techniques operate at rates above 32kb/s and often introduce large algorithmic 
delays. In view of the recent trend towards a single approach to speech and audio coding 
at medium rates, linear prediction techniques are being considered for this purpose. A 
detailed description of the AbS-LPC scheme is found in Chapter 3. The purpose of 
linear prediction consists in estimating the short-term spectral energy information of 
the signal and to remove the long-term correlation between the signal samples, leading 
to a more accurate quantisation of the residual signal. The principal techniques involved 
in extracting the signal parameters from the waveforms by means of LP are investigated 
together with their respective merits and disadvantages. One of the drawbacks of the 
AbS approach combined with weighted MSE error distortion is its inflexibility to relax 
the waveform matching requirement. Hence the incorporation of hearing-based error 
criteria, such as the perceptual weighting filter, are employed to improve the coder 
performance. Special consideration is also given to pre- and post-processing tools which 
aim to reduce the effects of quantisation noise and achieve high perceptual quality. Due 
to its high coding efficiency, LP combined with efficient VQ and various noise shaping 
tools employed for signal enhancement, is adopted for the design of the coders presented 
in this thesis.
The LD-CELP algorithm is one of the most prominent examples which employs LP 
and which has been standardised by the ITU. A detailed analysis of this coder is 
presented in Chapter 4. This compression scheme combines a high order BA LP, gain- 
adaptive VQ, an AbS excitation codebook search and adaptive postfiltering. The key 
advantage of this algorithm is its ability to produce toll speech quality with low delay 
due to the implementation of short frames and BA LPC. Other attractive features 
include robustness to bit errors up to 10“  ^ BER and the fact tha t the algorithm is not 
speech-specific. However, this standard operates at a relatively high bit rates and high 
complexity compared to other coding standards. Nevertheless, the research presented 
in this thesis is based on the concepts of the LD-CELP algorithm. The objectives of the 
work undertaken consisted in modifying this algorithm while extending its advantages 
in order to maintain a high coding performance across both speech and audio signals
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and assess its suitability for bandwidth and bit rate scalability.
The aim of Chapter 5 is to describe in detail the design and evaluation of a compression 
scheme suitable for both speech and audio signals sampled at 8kHz. The novelty of this 
coder lies in its combination of short analysis frames, BA LP and the introduction of an 
excitation structure which generates sets of unity magnitude pulses. Since the temporal 
correlation for short frames is high and the number of bits per frame is limited, the 
adoption of BA LPC analysis provides an efficient solution. In addition, BA LP filtering 
does not require its parameters to be transm itted as side information, since the past 
quantised samples are also available at the decoder. Hence all the bits are available for 
the quantisation of the excitation sequence. In addition, it has been found that BA 
LP schemes achieve similar performance to FA LP techniques as long as the excitation 
vector length is kept short enough such that the excitation structure compensates for 
the errors incurred by the BA prediction scheme.
Despite its success, the conventional CELP coding technique has one major disadvan­
tage, namely the intensive computational complexity required for the closed-loop search 
for the optimal excitation sequence. The excitation structure employed in the proposed 
algorithm dispenses of the codebook structure and instead employs sparsely populated 
innovation sequences generated by the excitation model during the search for the best 
representation of the residual signal. Due to the sparse nature of each pulse excitation 
vector efficient search routines can be employed, resulting in an efficient method for 
real-time implementation. It is this fact which has contributed to the popularity of this 
type of excitation. As a m atter of fact, many of the recently ratified ITU standards, 
such as the G.729 coder, employ sparsely populated vector codebooks. In addition, the 
short frame sizes combined with the flexible structure of the excitation which are able 
to follow the rapid changes in the input signal, compensate for the errors introduced 
by the spectral modelling of music signals.
Due to the fact tha t one of the design goals is to achieve good output quality for audio 
signals as well as for speech, the conventional pitch prediction employed in AbS-LPC 
schemes is eliminated. This is due to the fact that quasi-periodicity is not a common 
characteristic of highly time-varying music signals. Instead, the algorithm makes use 
of a 50-tap BA LP filter in order to estimate the spectral envelope of the waveform. 
Due to the use of this filter in conjunction with the pulse excitation model for the 
generation of the excitation sequence, the periodic nature of the input signal does not
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play a crucial role in the analysis. In addition, such a high order removes the pitch 
present in female speech. However, it is not sufficient to remove the periodicity in 
male speech which is usually above 60 samples. Hence a conditional adaptive LTP 
codebook is introduced in order to model the long-term characteristics present in the 
male speech without degrading the quality achieved for audio signals. The search for 
the contribution from the adaptive LTP codebook is disabled when the analysis block 
is not periodic. Periodicity is measured by means of the auto-correlation method. In 
order to simplify the LTP analysis procedure, a two stage approach is employed. First 
an open-loop search is performed with the help of forward and backward pitch tracking 
techniques. A further closed-loop search is required to compute the correct pitch lag 
and gain. When the LTP analysis is enabled, the number of bits normally allocated for 
the quantisation of the innovation sequence is decreased and instead they are allocated 
to represent the LTP filter parameters which are required for transmission.
Subjective tests have shown that the quality of the proposed coder operating at 12kb/s 
produces better quality than the G.728 standard at 16kb/s for both speech and audio 
signals. Compared with the GSM-EFR coder at 12.2kb/s, the performance of coding 
algorithm is slightly less for speech signals. However, superior quality is achieved for 
audio signals.
Further improvement in the output quality is achieved by additional enhancement lay­
ers at the expense of a higher rate. Bit rate scalability is another distinguishing feature 
of the proposed coder and the investigations carried out in this area fall in the gen­
eral direction of the current research for applications over fixed and wireless systems 
which operate with varying transmissions capabilities to support a wide range of ser­
vices. The encoded bit stream is embedded, providing various levels of enhancement 
of the base-line coder and also fiexibility in terms of complexity and bit allocation 
requirements depending on the particular system application. Embedded coders offer 
an effective means of controlling network or channel congestion by discarding bits, al­
lowing communication to continue at lower bit rates with acceptable losses in quality. 
Since signal rate adaptation is performed through truncation of the encoded bit stream, 
interaction with the coder is not required, making the embedded coder ideally suited 
for rate-adaptive communication systems.
Chapter 6 deals with wideband signal coding for applications such as audio and video 
teleconferencing and high quality wideband telephony. The increase in the bandwidth
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provides an improvement in the audio quality which provides a face-to-face commu­
nication quality. Advances in DSP circuit technology and the availability of high bit 
rate transmission channels have been the driving force behind the recent developments 
in the area of wideband source coding which are briefly covered in this chapter. The 
research work undertaken in this area was carried out with the aim of improving the 
perceptual quality of speech and audio signals sampled at 16kHz with lower rates than 
the G.722 coder, which is currently the standard for wideband speech and audio sig­
nals operating at 48, 56 and 64kb/s. The chapter starts with a brief study of the main 
challenges involved in wideband source coding compared with narrowband coding. The 
difference between the spectral energies in the low and high frequencies makes good 
quality wideband source coding harder to achieve than narrowband coding. Besides 
providing a greater perceptual challenge, wideband coding also involves higher compu­
tational complexity and greater memory requirements. The chapter then focuses on 
two low delay compression schemes which make use of the fullband approach where the 
signal parameters are extracted from the 8kHz spectrum as a whole. The structure of 
both algorithms are based on the narrowband coding scheme introduced in Chapter 
5. The aim consisted of extending the advantages of this coder in order to produce 
good quality wideband compression suitable for speech and audio signals. The main 
adaptations were carried out to accommodate a different frame size and wider spectral 
bandwidth analysis. Various control factors employed in noise shaping and windowing 
operations were also retuned. Completely new additions for improving the wideband 
performance include two STP filters in cascade.
The first proposed algorithm operates at 19kb/s and, similar to its narrowband equiv­
alent, it is based on the AbS structure and the pulse excitation generation model. A 
higher order perceptual weighting filter and a pre-emphasis filter are employed to en­
hance the quantisation of the lower energy higher frequencies. The modified algorithm 
combines BA and FA LPC structures in one coder. The 50-tap BA STP exploits the 
time-domain correlations due to the overall coarse spectral shape of the input waveform. 
The high order BA prediction also helps maintaining a low bit rate and achieves high 
coding gains for short innovation vector sizes. However, the BA filter does not perform 
well for regions of high spectrum transitions. In order to overcome this problem, a 4 
coefficient FA LP filter which models the fine spectral information remaining in the 
residual signal is introduced in cascade with the high order BA STP. As a result, the
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two-stage backward-forward prediction achieves a better adaptation of the input sig­
nal and provides an effective scheme for low delay wideband speech and music coding. 
Subjective tests have shown that this coder achieves good speech and audio quality.
The second proposed coder is also based on the fullband approach. The basic principles 
of the compression scheme are similar to the two-stage backward-forward prediction 
algorithm. However, the novelty of this algorithm lies in the adoption of two BA LP 
filters in cascade. Since the low frequencies are characterised by higher energies, the 
aim of the first 4*^  order BA LPC analysis is to estimate the general spectral shape 
of the wideband signal. The function of the second high order STP is to model the 
remaining fine structure of the spectrum. In contrast with the first wideband algorithm 
briefly described in the previous paragraph, all the bits are assigned to the quantisation 
of the excitation vector. The quality obtained by this coder at 17kb/s was found to 
be better than the wideband coder operating with the backward-forward prediction 
filters. In addition, the subjective tests have shown that the quality is comparable 
to that achieved by the G.722 coder at 48kb/s. SNR scalability is implemented to 
further increase the signal quality. The output bit rate ranges from 17 to 68kb/s with 
increasing perceptual quality and complexity.
One distinguishing feature arising from employing the fullband approach is the low 
one-way delay of 1ms which is lower than that of the G.722 algorithm. However, this 
method also has a number of limitations, namely the length of the frame and its adop­
tion for signals with higher sampling rates than 16kHz. The use of long frame sizes 
results in a high signal compression rate. However from the tests performed, it was 
found that BA LPC analysis on long frames tend to distort the higher signal frequen­
cies and produce annoying degradations in the output quality. As a result, the update 
interval for the BA STP and the length of the excitation vectors are kept short in order 
to obtain a balance between good perceptual quality, bit rate reduction and low compu­
tational complexity. One other disadvantage resulting from the fullband method is the 
spread of the quantisation noise throughout the 8kHz spectrum. Adaptive postfiltering 
techniques have been employed with the aim to improve the output performance.
The research presented in Chapter 7 also deals with wideband source coding. However 
the algorithm proposed employs the subband approach similar to the G.722 coder. 
This technique offers both subjective and objective benefits over the fullband approach. 
These advantages include a structure which is more flexible and which is able to confine
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the quantisation noise to the band where it is produced. In addition, the perceptual 
imbalance that exists between each band can be exploited by employing unequal bit 
allocation and unequal error protection for each band. The two main disadvantages of 
the subband technique consist of the additional computational complexity and delay 
arising from splitting the input signal into two or more bands.
The algorithm proposed in this chapter decomposes the wideband signal into two equal 
bands by means of QMFs. This structure provides a simple integer band sampling 
method which enhances the spectral prediction. The lower band is quantised by the 
narrowband coding scheme introduced in Chapter 5. Three different approaches are 
investigated for the quantisation of the upper band information. The first approach 
employs a 30 order BA STP in conjunction with the pulse excitation generator and 
operates at 20kb/s. The second coding scheme is based on a similar structure however 
the excitation vector is represented by a vector from a randomly generated codebook. 
The operating bit rate is 16kb/s. The third method which was investigated employs 
a 4*^  order FA LP filter. The energy of residual signal is then quantised and used at 
the decoder in order to shape the excitation sequence represented by random numbers. 
The latter approach operates at 14.67kb/s, the lowest bit rate of the three techniques. 
Due to the fact that it employs an open-loop search for the quantisation of the residual 
signal, the third compression technique is also the least computationally intensive. 
However, subjective test results have demonstrated that the first approach achieves the 
best compressed quality for wideband speech and audio signals. The perceptual quality 
is further enhanced by additional quantisation layers at the expense of a higher bit rates. 
The upper bit rate is only limited by the complexity and the target application.
Due to the fiexibility of the subband technique, this structure was employed to code 
speech and audio signals sampled at 32kHz. The spectrum is split into four equal bands, 
each of which is coded by BA LP together with the pulse excitation structure. However, 
each band is represented with different resolution of quantisation. The resulting coder 
at 28kb/s provides better quality than the MP3 signal quality at 32kb/s. The signal 
is represented by a bit stream consisting of multiple layer of quantisation. Each layer 
provides a substantial improvement in the perceptual quality. However this is achieved 
with higher bit rates. Output signal bandwidths of 4, 8, 12 and 16kHz can also be 
accomplished by setting the upper bands to zero. The bands are encoded with a variety 
of bit rates ranging from 12kb/s to 64kb/s, giving the flexibility of both bandwidth and
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bit rate scalability. The enhancement layers can be discarded to allow the bit rate to 
scale in order to optimise the quality of the encoded signal for the given allocation of 
system resources and channel conditions. The overall algorithmic delay of the coder 
is around 6ms. Hence, the proposed algorithm is suitable for transmission over third 
generation systems. Simulations performed over packet-mobile networks have shown 
that together with different levels of re-transmission prioritisation schemes applied to 
the different bands, the scalable coder is suitable for streaming audio services. The use 
in mobile applications is further enhanced by the low delay characteristics of the coder 
and the inherent robustness of the bit stream to channel errors.
8,3 Future Work
During the course of this research combined speech and audio coding schemes for signals 
sampled at 8, 16 and 32kHz have been designed. Although these algorithms achieve 
good perceptual quality, a number of design issues that may lead to future expansion 
of this research have also been identified.
The adoption of the pulse excited generator model provides an efficient method for 
modelling the rapid transitions in the input signal. Hence, its suitability for coding both 
speech and music signals. In addition, this excitation structure achieves a considerable 
reduction in the complexity due to the sparseness of the excitation vector and also due to 
the fact that the pulses have values of ±1 only. However, the computational complexity 
incurred by the search for the optimal excitation sequence depends on the number of 
combinations possible for the individual pulse locations and also on the number of 
pulses. Such limitations can be overcome by investigations into suboptimal search 
techniques which can achieve better representations of the excitation with a higher 
number of pulses and for longer vector dimensions. One idea would be to estimate 
the MSE for each additional pulse introduced during the search for the best excitation 
sequence and compare it to a threshold representing the minimum output distortion 
allowed. When the threshold is reached, the search can be stopped.
The fullband technique investigated in Chapter 6 proved to be successful for wideband 
speech and audio compression if short frame lengths are adopted. Further reduction in 
the bit rate can be achieved if longer frames are employed. However, such a structure 
requires additional signal analysis, such as higher order FA STP and pitch prediction.
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Since pitch is not a characteristic of music signals, the system needs to employ smart 
algorithms which are able to distinguish between speech and music signals. However, 
this technique will incur an extra delay due to the lookahead required for the pitch 
analysis.
W ith the adoption of longer frames dynamic bit allocation between the bands is also 
possible. The switching between different quantisation schemes can be designed in such 
a way to adapt to the varying characteristics of the input signals. Different measures for 
the selection of the different bit allocation schemes can be investigated. In the case of 
audio signals, psychoacoustic masking can also be employed with the aim of improving 
the output quality.
The coding schemes proposed in this thesis are suitable for mobile and packet networks 
due to the inherent robustness of the bit stream to channel errors. This is achieved 
by the removal of the conventional pitch prediction, usually employed in CELP-based 
coders and also by keeping the coding frame length relatively short. Investigations 
into error concealment schemes can improve the coder robustness. Implementations 
of joint source and channel coding are ideal for communication systems employed in 
error-prone environments.
Another possible area for future work is to represent the source signal, whether it is 
speech or audio, by means of multiple fundamental frequencies and a spectral ampli­
tude vector which are used to produce a synthetic spectrum at the decoder. The idea 
behind this model is the fact that a composite sound can be represented by a few 
number (two or three) of time-varying fundamental frequencies and their harmonics. 
The fundamental frequencies can be extracted from the input spectrum to represent 
harmonic segments. These parts of the signal can then by synthesised by sinusoids 
centred on each harmonic frequency and normalised to the corresponding input har­
monic magnitude. The phases of these sinusoids can be synthesised linearly using the 
frequency harmonics and phases of the previous frame and the frequency harmonics of 
the current frame in order to ensure a smooth continuity between successive adjacent 
oscillators. Non harmonic bands can be synthesised by a random source scaled by the 
energy of the band. This model is suitable for low bit rate speech and audio coding, 
since only a few parameters are needed to reconstruct the signal. In addition, it will 
allow scalability by varying the quantisation steps and the number of pitch periods. 
One important factor is that one pitch period is enough to represent speech signals. In
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addition, the scheme will support time- and frequency- scale modifications.
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A bS Analysis-by-Synthesis
A C B Adaptive Codebook
A C E L P Algebraic Code-Excited Linear Prediction
A D P C M Adaptive Differential Pulse Coded Modulation
A G C Automatic Gain Control
A M Auto-correlation Method
A M R Adaptive Multi-Rate
A P C Adaptive Predictive Coder
A R Q Automatic Repeat Request
A TC Adaptive Transform Coding
A T R A C Adaptive Transform Acoustic Coding
BA Back ward-Adaptive
B E R Bit Error Rate
BS Base Station
BBS Broadcast Satellite Service
C C IT T International Telephone and Telegraph Consultative Committee
CD Compact Disc
C M Covariance Method
CM O S Comparative Mean Opinion Score
C E L P Code-Excited Linear Prediction
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DAB
dB
DCT
DFT
DPCM
DSP
DTM F
DW PT
DW T
EGPRS
ETSI
FA
FOB
FDM A
FFT
FIR
FIFO
FSS
GSM
GSM-EFR
GSM -FR
GSM-HR
H DTV
HR
IP
ISDN
ISO /IEC
ITU-T
LAN
LAR
LBG
Digital Audio Broadcasting 
Decibel
Discrete Cosine Transform
Discrete Fourier Transform ' - •
Differential Pulse Coded Modulation
Digital Signal Processing
Dual Tone Multi-Frequency
Discrete Wavelet Packet Transform
Discrete Wavelet Transform
Enhanced General Packet Radio Service
European Telecommunications Standards Institute
Forward-Adaptive
Fixed Codebook
Frequency-Division Multiple Access 
Fast Fourier Transform 
Finite Impulse Response 
First-In-First-Out 
Fixed Satellite Service
Global System for Mobile Telecommunications
GSM Enhanced Full Rate
GSM Full Rate
GSM Half Rate
High Definition Television
Infinite Impulse Response
Internet Protocol
Integrated Services Digital Network 
International Standards Organisation and 
International Electrotechnical Commission 
International Telecommunications Union -  
Telecommunications Standardisation Sector 
Local Area Network 
Log-Area Ratio 
Lindo-Buzo-Gray
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L D -C E L P  Low Delay Code-Excited Linear Prediction
LM  Lattice Method
L P Linear Prediction
L P C  Linear Predictive Coding
LSF Line Spectral Frequency
LSP Line Spectral Pair
L T P Long-Term Prediction
M B E  Multi-Band Excitation
M D C T  Modified Discrete Fourier Transform
M IP S  Millions of Instructions per Second
M O S Mean Opinion Score
M P 3  MPEG-1 Layer III
M P E  Multipulse Excitation
M P E G  Moving Pictures Experts Group
M SC  Mobile-Service Switching Centre
M SE  Mean Squared Error
M SS Mobile Satellite Service
M U S IC A M  Masking Pattern Adapted Universal Subband 
Integrated Coding And Multiplexing Coder 
PA G  Perceptual Audio Coder
P B X  (Private Branch eXchange)
P C  Personal Computer
P C M  Pulse Coded Modulation
P C S  Personal Communication Systems
P O T S  Plain Old Telephone Service
P Q M F  Pseudo-Quadrature Mirror Filters
P R  Perfect Reconstruction
P S T N  Public Switch Telephone Network
Q M F Quadrature Mirror Filters
QoS Quality of Service
R E L P  Residual Excited Linear Prediction
R M S Root Mean Square
R P E  Regular-Pulse Excitation
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SBC Subband Coding
SDD S Sony Dynamic Digital Sound
S E G s n r Segmental Signal-to-Noise Ratio
SG Study Group
S M R Signal-to-Masking Ratio
SM S Sliort-Message Service
S N R Signal-to-Noise Ratio
SPL Sound Pressure Level
S T C Sinusoidal Transform Coding
S T P Short-Term Prediction
T C X Transform Coded Excited
U M T S Universal Mobile Telecommunications Services
VAD Voice Activity Detection
V LSI Very Large Scale Integration
V oIP Voice over IP
VQ Vector Quantisation
W I Waveform Interpolation
W M S E Weighted Mean Squared Error
W W W World Wide Web
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