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ABSTRACT 
Numerous studies have demonstrated the potential benefit of economic model predictive control (EMPC) applied to
building heating, ventilation, and air conditioning (HVAC) systems. However, technological barriers preventing large­
scale adoption of EMPC to building HVAC systems exist including model construction and training. In this work, an
encoder­decoder long short­term memory­based EMPC framework is developed. The encoder­decoder model, a data­
driven modeling approach, offers advantages in model construction and training over conventional grey­box modeling
approaches. The EMPC objective is to minimize the HVAC operating utility cost by manipulating the building zone
temperature setpoints. Closed­loop simulations under the EMPC using EnergyPlus are employed to demonstrate the
approach on a prototypical five­zone commercial building. 
1. INTRODUCTION 
Within the control community, model predictive control (MPC) has received substantial attention. MPC, specifically,
economic MPC (EMPC), is a dynamic optimization technique for the control and optimization of systems (see, for
example, M. Ellis et al. (2016) and the references therein). EMPC utilizes an economically­oriented cost function
to make control decisions over a horizon while accounting for system and economically­oriented constraints. Many
buildings have time­varying electric rates, peak electric demand charges, and time­varying disturbances. Therefore,
to optimize building HVAC system operation, these characteristics require looking over a horizon to make appropriate
operating decisions implying that EMPC is a natural choice for a control strategy. 
Substantial work has been done on (E)MPC applied to heating, ventilation, and air conditioning (HVAC) systems
(Afram & Janabi­sharifi, 2014; Hilliard et al., 2016; Killian & Kozek, 2016; Afram et al., 2017). The desirable
qualities reported in the body of work onMPC include reduced energy cost, reduced energy consumption, and improved
occupant comfort. Unfortunately, the widespread adoption of EMPC to real buildings has not occurred. One challenge
associated with MPC is the high costs of construction, configuration, and training of predictive models used within
MPC (Cígler et al., 2013; Henze, 2013; Killian & Kozek, 2016). 
The integration of machine learning and control is experiencing a renaissance with several efforts focusing on, for
example, leveraging machine learning techniques to obtain a model for control purposes (Lenz et al., 2015; Wu et
al., 2019; Maddalena et al., 2020). One example includes the use of recurrent neural networks (RNN) for predictive
control of nonlinear chemical processes (Wu et al., 2019). Similarly, Terzi et al. (2019) proposes using long short­
term memory networks (LSTM) for MPC design because LSTM networks offer advantages compared to conventional
RNNs. A recent review article on data­driven methods summarizes several control techniques such as rule­based,
MPC, reinforcement learning, and learning MPC techniques for buildings (Maddalena et al., 2020). 
In this paper, an encoder­decoder LSTM­based economic model predictive control (EMPC) framework is presented.
The modeling training process of the encoder­decoder model is described along with the EMPC formulation. Results
from closed­loop simulations of a five­zone building model in EnergyPlus with the proposed EMPC are presented. 
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Since the original submission of this paper, a journal version has been published (M. J. Ellis & Chinde, 2020). The 
journal version contains more detail on the formulation and implementation while this version contains computational 
results on the application of the LSTM­based EMPC to all building zones not included in the journal version. 
2. ENCODER­DECODER ZONE MODELS AND HVAC POWER MODEL 
2.1 Notation 
The set of integers is denoted by Z while the set of non­negative integers is denoted by Z+. A parameterized function 
is denoted by f(⋅; θ) where θ ∈ Rnθ is the parameter vector. A sequence is denoted by boldface variables: xk ∶= {xk}N k=0 
where xk ∈ Rn denotes the value of the sequence at the kth time step. A predicted value of a sequence at the kth time 
step is denoted by ̃xk. The notation ̃xj∣k where j ≥ k is used to emphasize that the quantity represents the predicted value 
at time step j computed at time step k. The operator ○ denotes the Hadamard product (element­wise product). 
2.2 Long Short­Term Memory Encoder­Decoder Zone Models 
Recurrent neural networks (RNNs) may be interpreted as discrete­time black­box state­space models. Using notation 
typically used in the control literature, RNNs may be written in the form 
xk+1 = f(xk, uk; θ) (1)
ỹk = h(xk; θ) 
where k ∈ Z+ denotes the current time step, xk ∈ Rn denotes the recurrent state vector (e.g., the hidden state and/or cell 
state), uk ∈ Rm denotes the input vector, ỹk ∈ Rl denotes the predicted output, θ ∈ Rp denotes the parameter vector, f is 
the parameterized state transition map, and h is the parameterized output map. 
Long short­term memory (LSTM) is a type of RNN architecture that has been extensively used in many applications 
(Hochreiter & Schmidhuber, 1997). One advantage of LSTM over a conventional RNN is that it addresses the well­
known vanishing/exploding gradient problem during model training. The equations describing the forget gate, input 
gate, candidate cell update vector, output gate, and state update are 
hfk = σg(θf̄,xhxk + θf̄,uuk + θf̄) 
h 
¯ 
īk = σg(θī,xhxk + θī,uuk + θī) 
hc̄k = σc(θc̄,xhxk + θc̄,uuk + θc̄) (2)
h¯ (θ¯ k + θō,uuk + θō)ok = σg o,xhx 
xck+1 = ̄fk ○ xkc + īk ○ ̄ck 
hxk+1 = ōk ○ σxh (xck+1) 
¯where f̄k, ik, ̄ck, ōk ∈ Rn/2 denote the outputs of the forget gate, the input gate, the candidate cell update vector, and 
the output gate, respectively, θ●,xh , θ●,u and θ● are the trainable weight matrices and bias vector of each decision gate, 
respectively, and xck, x
h ∈ Rn/2 denote the cell and hidden state of the LSTM. The activation function σg is the logistic k 
sigmoid function, and the activation functions σc and σxh are the hyperbolic tangent function. The term LSTM cell will 
be used to refer to the set of equations in Equation (2) while the number of units of the LSTM cell will be used to refer 
to the hidden and cell state dimensions (i.e., n/2). The full state dimension of the LSTM cell is denoted by n and is 
equal to twice the number of units. 
The output map h(⋅) is defined with a single or multiple fully connected dense layer(s). The dense layer(s) maps/map 
the hidden state to the predicted output. For a single dense output layer, this relationship is given by 
h hyk = hDense(xk ; θDense) ∶= α(θy,xhxk + θy) (3) 
where θy,xh and θy denote the weight matrix and bias vector, θDense ∈ Rl+ln/2 is the parameter vector that includes all
dense layer parameters associated with the weight matrix and bias vector, and α is an activation function. For the
simulation study below, a linear or identity activation function is used, which has the form α(z) = z. 
In this work, an LSTM­based EMPC is applied to a building HVAC application where the building consists of multiple
zones. For each building thermal zone, an encoder­decoder LSTM (RNN) model is trained to model the zone ther­
mal dynamics. The encoder­decoder model (e.g., (Chrisman, 1991)) has become ubiquitous in sequence­to­sequence 
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Figure 1: Diagram of the encoder­decoder model architecture. 
applications where the goal is to develop a model to predict future outputs provided past data. The encoder­decoder 
model is adapted to be used in an estimation and control setting and is shown in Figure 1. 
The encoder is responsible for summarizing past data to produce an initial condition used in the decoder. Applied to 
control problems, the encoder may be viewed as a moving horizon state estimator that utilizes past input and measured 
output values as the model inputs to produce its state estimate as shown in Figure 1. Specifically, let Nest ∈ Z+ be the 
estimation horizon. The encoder for the ith building zone is given by 


















. As discussed in Section 2.3, the encoder assumes that its initial states are zero 
(xh k = 0 and x
c 
k = 0). With the initial states and a sequence of past input and measured output data, denoted i,k−Nest∣ i,k−Nest∣ 
by {ui,k−Nest +j, yi,k−Nest+j}
Nest−1, the current state, xi,k∣k, is computed by the encoder. j=0 
The current states produced by the zone encoder models and the zone decoder models are used in the EMPC where 
the current states serve as the initial condition and the decoder models are the predictive dynamic models. For each 
building zone, the decoder model is given by Equations (2)­(3). Equations (2)­(3) may be written in the form of 
i,h i,cEquation (1) by defining the state vector to be xT ∶= [(x )T (x )T] (xi,k ∈ Rni ) and the state transition map asi,k k k 
fT ⋅) ∶= [(fc ⋅))T (fh ⋅))T]. The resulting state­space model is given by LSTM( LSTM( LSTM( 
xi,k+1∣k = fLSTM(xi,k∣k, ui,k; θi,LSTM,dec) 
(5)hyi,k = hDense(xi,k; θi,Dense) 
∈ R2ni+2mini+niwhere θi,LSTM,dec
2
is the LSTM parameters, which concatenates all LSTM layer parameters into one
vector, and θi,Dense ∈ Rli+lini /2 (for the case of a single dense output layer) is the parameter vector for the dense layer. 
Concatenating all parameters model parameters into two vectors, the trainable encoder­decoder parameters are denoted
by θi,LSTM,enc and θi,dec, respectively for the ith building thermal zone. 
2.3 Model Training 
For training the model, the input and output values are normalized to have similar numerical ranges. The encoder and
decodermodels are trained simultaneously in a supervised learning fashion. Training input­output data is collected. The
model parameters are trained to minimize a loss function that depends on the prediction errors between the measured 
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output and the predicted output. An experiment is performed to obtain the training data under excited conditions and 
over the expected operating range. The latter requirement is important as the model would not be expected to predict 
outputs well beyond the range covered by the training data set. 
Let the training data for the ith zone be ZMi ∶= {ui,j, yi,j}Mj=− 01 where M is the number of points. The supervised learning 
method may be interpreted as a multi­step prediction error method. Multi­step prediction error methods refer to a 
family of parameter estimation methods that obtain their parameter estimates by minimizing a loss that is a function of 
the multi­step ahead prediction errors. In the multi­step ahead prediction error method for training the encoder­decoder 
model, at each time step, a trajectory of output values (i.e., a multi­step ahead prediction of output yi) is computed, 
k}Ndecdenoted by {ỹi,k+j∣ i=1 where k is the time step that the predicted output sequence is computed and Ndec denotes the 
number of time steps to predict. The parameter estimates are computed by minimizing the loss function that depends 
on the prediction error of the multi­step prediction for all time steps in the data set. 
The parameter optimization problem for the ith building zone is given by: 
M−Ndec−1 Ndec 
min 1 ∑ ∑(yi,k+j − ̃yi,k+j∣k)TQi,j(yi,k+j − ̃yi,k+j∣k)
θi Ndec(M − Ndec − Nenc) k=Nenc j=1 
T Ts.t. xi,j+1∣k = fLSTM(xi,j∣k, [ui,j, yi,j]T; θi,LSTM,enc), ∀ j ∈ {k − Nest, . . . , k − 1} 
xi,k−Nenc∣k = 0 (6) 
xi,j+1∣k = fLSTM(xi,j∣k, ui,j; θi,LSTM,dec) ∀ j ∈ {k, . . . , k + Ndec − 1} 
hỹi,j+1∣k = hDense(xi,j+1∣k; θi,Dense), ∀ j ∈ {k, . . . , k + Ndec − 1} 
∀k ∈ {Nenc, . . . , M − Ndec − 1} 






,Dense] is a vector of all trainable model parameters and is the problem decision 
variable. The problem parameters are the multi­step prediction horizon Ndec, the encoder horizon Nenc, and the positive 
semidefinite weighting matrix Qi,j. The weighting matrix Qi,j may be used to penalize prediction errors associated 
with the various outputs differently and to penalize prediction errors at the end of the prediction horizon less than the 
prediction errors at the beginning of the prediction horizon. In Equation (6), the first dynamic equation represents the 
zone encoder model, while the second and third equations represent the zone decoder model. 
When Ndec = 1, the training problem (Equation (6)) corresponds to a one­step ahead prediction error method (PEM), and 
if the batch size is 1 or Ndec = M−Nenc −1, the training problem represented by Equation (6) corresponds to a simulation 
PEM (see, for example, Ljung (1999) for a more detailed presentation of prediction error methods). The training 
estimation and prediction horizons may be different from the ones used for on­line estimation and control. 
While Equation (6) is interpreted as a multi­step prediction error method, there is one important limitation with the 
supervised learning setting compared to multi­step PEM from conventional control­oriented parameter estimation. 
In conventional PEM, the initial state may be parameterized and trained. When solving the parameter estimation 
problem, the predicted output over time is obtained by propagating the model forward in time with the parameterized 
initial state. The underlying solver being used to solve the parameter estimation problem adjusts the model parameters 
and the parameters associated with the initial state so that the optimal model parameters and initial states are obtained. 
Under the supervised learning setting, each sequence of Nenc +Ndec data points is treated as a separate observation in the 
sense that the model is not trained through forward propagation over the entire training data set. The parameterization 
of the initial state is not straightforward in the supervised learning setting. To address this problem, the initial states of 
the encoder are assumed to be zero, and a sufficiently long estimation horizon is employed such that the effect of the 
initial condition is small. 
2.4 HVAC Power Model 
To model the chiller power and air handling unit (AHU) fan power, a static model is used. The model is quadratic in 
the total sensible cooling rate and is given by 
2nzones nzones 
PHVAC,k = c2 (∑ Q̇ i,clg,k) + c1 ∑ Q̇ i,clg,k + c0 (7) 
i=1 i=1 
where PHVAC(k) is the total HVAC power including the chiller power and AHU fan power, Q̇ clg,i is the sensiblecooling rate of the ith zone, nzones is the number of zones in the building, and cj are the model coefficients. Thecoefficients are 
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fit using standard regression. 
3. RNN­BASED ECONOMIC MODEL PREDICTIVE CONTROL FRAMEWORK 
An EMPC is formulated to minimize the cost associated with the HVAC power consumption by manipulating the zone 
temperature setpoints. At time k, the EMPC problem with the zone decoder models where each zone model is given 
by Equation (5) and power model given by Equation (7) is: 
N−1 nzones 
˜min ∑ (pk+j+1δtP̃HVAC,j+1 + ∑ pi,δTsp,k+j∣Ti,sp,j − T̃i,sp,j−1∣) (8a) 
j=0 i=1 
Ti,sp,js.t. x̃i,j+1 = fLSTM (x̃i,j, [
˜ 
di,j 
] ; θ ∗ i,LSTM,dec) (8b)˜ 
x̃i,0 = xi,k∣k (8c) 
T̃i,zn,j+1 h[ ˙ ] = hDense(x̃i,j+1; θi 
∗ 
,Dense) (8d) Q̃i,clg,j+1 
Ti,sp,lb,k+j ≤ T̃i,sp,j ≤ Ti,sp,ub,k+j (8e) 
Ti,lb,k+j+1 ≤ T̃i,zn,j+1 ≤ Ti,ub,k+j+1, ∀ i ∈ {1, . . . , nzones} (8f) 
2nzones nzones
∗ ˙ ∗ ˙ ∗˜ ˜ ˜PHVAC,j+1 = c2 (∑ Ql,clg,j+1) + c ∑ Ql,clg,j+1 + c0 , ∀ j ∈ {0, . . . , N − 1} (8g)1 
l=1 l=1 
where N is the number of time steps in the prediction horizon, δt is the sample period, pk+j+1 is the electric rate at time 
k + j + 1, pi,δTsp,k+j is the penalty imposed on the change in the ith zone temperature setpoint, ̃xi,j+1 is the predicted state 
of the ith zone decoder model at the jth time step along the prediction horizon, xi,k∣k is the estimated state computed by 
the ith zone encoder model, T̃i,sp,j is the temperature setpoint of the ith zone, d̃i,j is a vector containing all exogenous 
˜inputs to the model (not decision variables), T̃i,zn,j+1 is the predicted ith zone temperature at time step j + 1, Q̇ i,clg,j+1 
is the predicted ith zone sensible cooling, Ti,sp,lb,k+j and Ti,sp,ub,k+j are the lower and upper bound imposed on the ith 
zone temperature setpoint, Ti,lb,k+j and Ti,ub,k+j are the lower and upper bound imposed on the ith zone temperature, 
and P̃HVAC,j+1 is the predicted HVAC power consumption. The model parameters θ ∗ i,LSTM,dec and θi 
∗ 
,Dense are the trained 
∗ ∗ ∗model parameters using the approach described in Section 2.3 while c0 , c1 , and c2 are the power model coefficients 
trained according to Section 2.4. 
The constraints shown in Equation (8b) and Equation (8d) represent the ith zone decoder model used to predict the 
outputs. At time k, the decoder model states are initialized with the encoder states (Equation (8c)). The constraints 
represented by Equations (8e)­(8f) are the bounds on the temperature setpoints and zone temperature. Finally, Equation 
(8g) is the power model used to predict the HVAC power consumption from the predicted zone sensible cooling loads. 
By convention, T̃i,sp,−1 is the ith setpoint applied at the previous time step (k − 1 time step). 
Regarding solving the EMPC problem, the problem is a nonlinear optimization problem and is solved with a multiple 
shooting approach (i.e., the state and output variables are included as decision variables). The forecasted exogenous 
input values over the prediction horizon are provided to the EMPC as input. The change penalty is reformulated using 
˜a standard approach by defining auxiliary variables, δT̃i,sp,j for i = 1, . . . , nzones, replacing the term ∣Ti,sp,j − T̃i,sp,j−1∣ in 
the cost with δT̃i,sp,j, and adding the following constraints: 
δT̃i,sp,j ≥ T̃i,sp,j − T̃i,sp,j−1 
δT̃i,sp,j ≥ −T̃i,sp,j + T̃i,sp,j−1 (9) 
δT̃i,sp,j ≥ 0 
for j = 0,1, . . . ,N − 1. Equation (9) ensures that the optimal solution is such that δT̃i,sp,j = ∣T̃i,sp,j − T̃i,sp,j−1∣. 
The EMPC with underlying problem formulation given in Equation (8) is an implicit control law constructed by recur­
sively solving the problem following the receding horizon principle. At time step k, the zone encoder models are used
to estimate the current states, denoted by xi,k∣k, utilizing the input­output data collected over the last Nest time steps. 
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The current state is passed to the EMPC along with other exogenous inputs including forecasted disturbance values, 
cost penalty weights, and the variable lower and upper bounds. The problem is solved to obtain the trajectories. The 





1 where u ∗ j∣k is an nzones­dimensional vector where the elements are 
the zone temperature setpoints. The control action computed for the first time step of the horizon is applied to the
∗system (i.e., at time step k, the control action is uk = ũ k). At the next time step, the process of computing an updated 0∣
state estimate and optimal input trajectory is repeated. 
4. APPLICATION TO A BUILDING HVAC SYSTEM 
The proposed RNN­EMPC framework is applied to a building HVAC system to demonstrate the approach. 
4.1 Building Description and Co­simulation Setup 
In this study, a prototypical five­zone building located in Phoenix, Arizona was considered with heating and cooling 
provided by steam and chilled water generated by a boiler and chiller, respectively. The summer season was considered 
in this study, and thus, cooling mode operation of the HVAC system was considered. To model the building, a large 
prototype office building in EnergyPlus was modified to represent the five­zone building by removing the bottom, 
basement, and middle floors. The five zones consisted of four perimeter zones each with one external wall facing one 
of the four cardinal directions (north, south, east, or west), and an interior or core zone with a substantially larger floor 
area compared to the other zones. For notational purposes, the core zone will be denoted by i = 1 and perimeter zones 
1, 2, 3, and 4 will be denoted by i = 2, i = 3, i = 4, and i = 5, respectively. 
Figure 2 shows a diagram of the building layout and the HVAC system considered. The HVAC system was an air 
handling unit­variable air volume (AHU­VAV) system commonly found in many U.S. commercial buildings. The 
airflow through these systems is as follows. The return air from the zones is mixed with outdoor air to provide fresh 
air to the zones (i.e., ventilate the zones). The mixed air is then sent through the heating coils and cooling coils where 
the air is heated or cooled. The conditioned air is then supplied to the zones through VAV terminal boxes. To maintain 
the zone temperature at the setpoint, the flow rate of conditioned air discharged into the zone is manipulated by a 
zone­level regulatory controller, which controls the VAV terminal box damper position. 
To simulate the closed­loop EMPC system with EnergyPlus, the Building Controls Virtual Test Bed (BCVTB) (Wetter 
& Haves, 2008) was used to facilitate co­simulation between the state estimator and EMPC implemented in Python 
and the building HVAC system simulated with EnergyPlus. With BCVTB, building and HVAC measurements from 
EnergyPlus were provided to the estimator and EMPC and the computed setpoint from the EMPC was provided to 
EnergyPlus using the “External Interface:Schedule” function to override the original information in EnergyPlus. A 
configuration file was created to list the various input­output variables for data exchange. To solve the optimal control 
problem of EMPC, CasADi (Andersson et al., 2019) with IPOPT (Wächter & Biegler, 2006) was used. 
The control objective was to optimize the HVAC electric utility cost associated with the power consumed to cool 
a building zone by manipulating the five­zone temperature setpoints. In the results below, time­of­use electric rate 
structures were considered, which have a high cost or peak period and a low cost or off­peak period. Under such a 
time­varying electric rate structure, the building thermal mass may be utilized as thermal energy storage in the sense 
that the building thermal mass may be pre­cooled before a peak period. During the peak period, thermal energy is 
transferred from the air to the cool building mass reducing the cooling load needed by the HVAC equipment. This 
process of pre­cooling the building’s thermal mass may reduce the electric utility cost relative to a constant­in­time 
temperature setpoint strategy. 
The sensible cooling load of the ith zone was computed from the discharge air flow rate, and the temperature difference 
between the discharge air and the zone air: 
Q̇i,clg = ṁ i,znCp,air(Ti,zn − Ti,da) (10) 
where Q̇i,clg is the sensible cooling rate, ṁi,zn is the mass flow rate of the discharge air (i.e., the conditioned air being
provided to the zone from the VAV box), Cp,air is the heat capacity of air, Ti,zn is the zone indoor air temperature and
Ti,da is the discharge air temperature. 
The LSTM model is nonlinear meaning that the underlying EMPC problem is a nonlinear optimization problem. The
computational complexity associated with solving such a problem dramatically increases relative to the complexity
associated with using a linear model within the EMPC problem. Thus, the choice of a nonlinear model should be 
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021 
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Figure 2: A diagram of the AHU­VAV HVAC system and Figure 3: HVAC power consumption versus the total sen­
building. sible cooling load with the fitted quadratic model. 
justified. While the building thermal dynamics are usually relatively linear albeit may be high­order, the relationship
between zone temperature setpoint and zone sensible load is nonlinear. Under cooling, if a large enough decrease
in the temperature setpoint is made, the VAV terminal box controller will cause the VAV terminal box damper to
open to increase the discharge air flow rate. After the damper is fully open, the airflow rate will saturate at some
maximum value. Similarly, if the temperature setpoint is increased so that it is greater than the zone temperature, the
VAV controller will close the discharge air damper until the flow rate saturates to some minimum value. This behavior
makes the relationship between the setpoint and the sensible load nonlinear. 
4.2 Model Training 
To obtain training data, a series of step changes in the zone temperature setpoints were performed over three months
from June 1 to September 1. The step changes were used to excite the dynamics. To generate the temperature setpoint
excitation signals, a pseudo­random binary signal was generated, and the resulting binary signal was scaled such that
it took values of either 23 or 26○C. For every change in the value of the resulting signal, a uniformly random number
between 0 and 1.5○C was added or subtracted to the signal depending on if the value of the binary signal was 23 or
26○C, respectively. The purpose of adding the random number was to generate an excitation signal that covered many
values between the desired range of 23 and 26○C . The training data should cover the potential range of operation
since the modeling approach is a purely data­driven one meaning that it is not expected that the trained models will
accurately predict the behavior beyond the range covered by the training data. Given that the objective of this work
was to explore the feasibility of using an encoder­decoder model, ideal training conditions were used, and the amount
of data needed to train the model, and the conditions of the excitation signal were not thoroughly investigated. 
Regarding the inputs and outputs of each zone model, the two outputs of each zone model were taken to be the zone
temperature and sensible cooling load. The inputs of the zone models included the zone temperature setpoint, the
outdoor air temperature, and three disturbance predictor variables: the time­of­day, day­of­week, and day­of­year. The
three disturbance predictor variables were used to capture the correlation between the unmeasured heat disturbance load
on the building zones with these time features. The encoder model also included past zone temperature and sensible
cooling load data as input to the model. In the closed­loop results below, the exact outdoor air temperature forecasts
were used. Owing to space restrictions, the zone model training results are not presented here but follow along the
lines of the core zone training results presented in M. J. Ellis and Chinde (2020). 
The quadratic power model (Equation (7)) was fit to training data collected for training the zone models. The resulting 
5training data and fitted power model is shown in Figure 3 where Q̇clg,ttl = ∑i=1 Q̇i,clg is the total sensible cooling overthe five zones. The fitted quadratic power model approximates the non­constant coefficient of performance. However,
ample opportunities for improving the accuracy of the power model exist albeit at the likely expense of increasing the
computational complexity associated with solving the EMPC problem. 
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Figure 5: The power consumption profile along with the rate profile, outdoor air temperature (OAT) profile, direct
solar radiation and diffuse solar radiation profiles, and internal heat load profiles of each of the five zones. 
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Table 1: The closed­loop costs and improvements under the EMPC relative to the baseline setpoint strategy. 
Peak rate ($/kWh) EMPC ($) Baseline ($) Improvement (%) 
0.10 232.26 234.92 1.13 
0.15 276.67 291.92 5.22 
0.20 321.25 348.92 7.93 
0.25 364.71 405.92 10.15 
0.30 408.17 462.92 11.83 
4.3 Closed­loop Simulation Results 
The EMPC was applied to the five­zone building using the trained zone and power models. The EMPC was imple­
mented with a 15­minute sample period and a 48­hour prediction horizon. The peak period was selected to last from
12:00 PM to 6:00 PM on weekdays with a rate of $0.30/kWh, and the rate during the off­peak period (all other times)
was $0.05/kWh. The state estimator (encoder) utilized a 24­hour estimation horizon. For the core zone, using seven
LSTM units was found to be a good choice for closed­loop performance (M. J. Ellis & Chinde, 2020). Therefore, each
zone model used seven LSTM units. The temperature bounds were set to 23○C~and 25○C, respectively. 
The closed­loop profiles from a seven­day simulation starting on Sunday are shown in Figures 4­5. From Figures 4­5,
the EMPC dictates a pre­cooling period before the peak period with a noticeable reduction in the power during the peak
period. Additionally, the EMPC increases the zone setpoints at least one time step before the beginning of the peak
period implying that the models can capture the dynamic relationship between the power and setpoint. Unfortunately,
the closed­loop profiles display some dithering of setpoints especially in the setpoints of perimeter zone 1 and 2 (second
and third from top plots of Figure 4a), which would likely be undesirable in practice. Further investigation may be
needed to address this for practical application. 
The cost­benefit of pre­cooling the building mass largely depends on the building characteristics and the rate structure.
Therefore, a set of simulations was considered to explore the benefit of EMPC (i.e., pre­cooling) with the peak electric
rate. Five peak rates were considered: $0.10/kWh, $0.15/kWh, $0.20/kWh, $0.25/kWh, and $0.30/kWh. Table 1
summarizes the estimated cost under EMPC compared to the cost under a baseline strategy. For the baseline strategy, a
minimum energy approachwas selected whereby the temperature setpoint wasmaintained at its maximum value (25○C)
for all times. As expected, the benefit of EMPC (i.e., pre­cooling) over the baseline strategy increases as the peak rate
increases, and minimal cost benefit was realized when the difference between peak and off­peak rates was small. As
the difference increases, the cost savings achieved with EMPC becomes significant (greater than 10% savings). With
the modeling and control improvements described in this paper as future work, one may expect that the savings for this
building under these conditions to increase. 
5. CONCLUSIONS 
In this paper, an encoder­decoder LSTM­based EMPC framework was developed. A simultaneous training methodol­
ogy within a supervised learning setting was employed to train the encoder­decoder LSTM­based model. The model
was split into two parts. The encoder model (first part) served as an explicit moving horizon state estimation scheme
that computes estimates of the LSTM states. The decoder model was embedded into a nonlinear EMPC as its predictive
model. The overall framework was applied to a building HVAC system whereby the manipulated variables controlled
by the EMPC were the building zone temperature setpoints. The HVAC system operated in cooling mode. For the
building HVAC system application study, the zone models were trained along with a quadratic power model to model
the power consumption of the HVAC system. The results of closed­loop simulations demonstrated that EMPC can ef­
fectively pre­cool the building zones to reduce the operating cost relative to a baseline case where the zone temperature
setpoint was maintained at its largest value in the admissible range (i.e., minimum energy approach for cooling HVAC
operation). Future work includes understanding the data requirements of the modeling approach, improving the design
of training data experiments, and developing a transfer learning approach. 
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