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a b s t r a c t
The numerical analysis of Volterra functional integro-differential equations with vanishing
delays has to overcome a number of challenges that are not encountered when solving
‘classical’ delay differential equations with non-vanishing delays. In this paper I shall
describe recent results in the analysis of optimal (global and local) superconvergence
orders in collocation methods for such evolutionary problems. Following a brief survey
of results for equations containing Volterra integral operators with non-vanishing delays,
the discussion will focus on pantograph-type Volterra integro-differential equations with
(linear and nonlinear) vanishing delays. The paper concludes with a section on open
problems; these include the asymptotic stability of collocation solutions uh on uniform
meshes for pantograph-type functional equations, and the analysis of collocation methods
for pantograph-type functional equations with advanced arguments.
© 2009 Published by Elsevier B.V.
1. Introduction
The aim of this paper is to describe recent and new results on the superconvergence properties of collocation solutions
to the initial-value problem for the Volterra functional integro-differential equation (VFIDE)
u′(t) = a(t)u(t)+ b(t)u(θ(t))+ g(t)+ (Vu)(t)+ (Vθu)(t), t ∈ I := [t0, T] (t0 ≥ 0). (1.1)
The Volterra integral operators V : C(I)→ C(I) and Vθ : C(Iθ)→ C(I) (with Iθ := [θ(t0), θ(T)]) in (1.1) are given by
(Vf )(t) :=
∫ t
t0
K0(t, s)f (s)ds, t ∈ I, (1.2)
and
(Vθf )(t) :=
∫ θ(t)
t0
K1(t, s)f (s)ds, t ∈ I; (1.3)
they correspond to kernels K0 and K1 that are continuous on the domains
D := {(t, s) : t0 ≤ s ≤ t, t ∈ I} and Dθ := {(t, s) : θ(t0) ≤ s ≤ θ(t), t ∈ I},
respectively. In the particular case where K1(t, s) = −K0(t, s) on Dθ the VFIDE (1.1) reduces to
u′(t) = a(t)u(t)+ b(t)u(θ(t))+ g(t)+ (Wθu)(t), t ∈ I, (1.4)
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corresponding to the Volterra integral operatorWθ : C(Iθ)→ C(I) defined by
(Wθf )(t) :=
∫ t
θ(t)
K(t, s)f (s)ds, t ∈ I, (1.5)
whose kernel K is continuous on
D¯θ := {(t, s) : θ(t) ≤ s ≤ t, t ∈ I}.
The delay (or: lag) function θ is of the form θ(t) := t − τ(t), t ∈ I, where the delay τ = τ(t) is non-negative on I. We will
assume that θ satisfies either the conditions
(DN1) τ(t) ≥ τ0 > 0 for all t ∈ I (non-vanishing delay),
(DN2) θ is strictly increasing on I,
(DN3) θ ∈ Cd(I) for some d ≥ 0;
or
(DV1) τ(t0) = 0, τ(t) > 0 for t ∈ (t0, T] (vanishing delay),
(DV2) θ(t) ≤ q1t on I for some q1 ∈ (0, 1), and mint∈I θ′(t) =: q0 > 0 for some q0 ≤ q1,
(DV3) θ ∈ Cd(I) for some d ≥ 1.
Accordingly, the VFIDE (1.1) is complemented by an initial condition that is either
u(t) = φ(t), t ∈ [θ(t0), t0], (1.6)
(if the delay satisfies condition (DN1)), where φ is a given (continuous) initial function, or
u(t0) = u0 (1.7)
(if the delay is such that condition (DV1) holds).
The approximate solution uh will be sought by collocation in some finite-dimensional function space (for example the
space of continuous piecewise polynomials with respect to a given mesh Ih of I). If the set of collocation points in I is denoted
by Xh, the collocation equation corresponding to (1.1) may be written in continuous form, namely
u′h(t) = a(t)uh(t)+ b(t)uh(θ(t))+ g(t)− δh(t)+ (Vuh)(t)+ (Vθuh)(t), t ∈ I, (1.8)
with initial values
uh(t) := φ(t) if t ∈ [θ(t0), t0] (1.9)
(non-vanishing delay case), or
uh(t0) = u0 (1.10)
(vanishing delay case), respectively. The defect (or residual) δh(t) has the property δh(t) = 0 whenever t ∈ Xh, by the definition
of collocation. Hence, the collocation error eh := u− uh solves the functional equation
e′h(t) = a(t)eh(t)+ b(t)eh(θ(t))+ δh(t)+ (Veh)(t)+ (Vθeh)(t), t ∈ I, (1.11)
where the initial conditions are, respectively,
eh(t) = 0, t ∈ [θ(t0), t0] (1.12)
or
eh(t0) = 0. (1.13)
In the analysis of superconvergence (on I, or on Ih) of uh, the representation of the solution eh of (1.11) plays a key role. This
representation depends crucially on the nature of the delay: for non-vanishing delays it is given by a standard ‘variation-of-
constants formula’ (or, more precisely, by a ‘resolvent representation’; cf. (2.7)). However, in the case of a vanishing delay
satisfying (DV1)–(DV3), such a resolvent representation does not exist, as will be shown in Section 2.2 (Theorem 2.3 and
Corollary 2.5), and this will imply that the classical (local) superconvergence results are in general no longer valid.
In Section 2 we discuss and juxtapose these solution representations and then use them, in Sections 3 and 4, to obtain
optimal local superconvergence results, with the focus being on problems with vanishing proportional delays. Section 5
contains an extension of these superconvergence results to higher-order VFIDEs with vanishing delays. Finally, in Section 6
we describe a number of open problems, ranging from the question on asymptotic stability of collocation solutions for
pantograph-type VFIDEs to that on the numerical analysis of pantograph-type VFIDEs with advanced arguments.
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2. Representation of the collocation error
2.1. VFIDEs with non-vanishing delays
If the delay τ(t) in θ(t) = t − τ(t) does not vanish on I and satisfies (DN2) and (DN3), it induces the so-called primary
discontinuity points (or breaking points) {ξµ} at which the regularity of the solution of (1.1) may be lower than that of the
given data (cf. [8, Section 3.1.3]). These points are given by the recursion
θ(ξµ) = ξµ−1, µ = 1, 2, . . . (ξ0 = t0), (2.1)
and they satisfy ξµ − ξµ−1 ≥ τ0 (µ ≥ 1), owing to (DN1). For arbitrarily smooth functions in (1.1) and (1.6), the (unique)
solution u of (1.1) and (1.6) is in general not smooth on I: its regularity at t = ξµ is only Cµ (µ = 0, 1, . . . ), while it
is arbitrarily smooth in each interval (ξµ, ξµ+1]. This is in complete analogy to the regularity theory for delay differential
equations with non-vanishing delays; compare, e.g., [8]. (However, note the possible ‘supersmoothing’ of the solution for
increasing µ in ξµ when b(t) ≡ 0 and V = 0; cf.[18].)
The initial-value problem for (1.1) is equivalent to a sequence of ‘local’ initial-value problems on the intervals I(µ) :=
[ξµ, ξµ+1] (µ ≥ 0):
u′(t) = a(t)u(t)+ gµ(t)+
∫ t
ξµ
K0(t, s)u(s)ds, t ∈ I(µ), (2.2)
with
gµ(t) := g(t)+ b(t)u(θ(t))+
∫ ξµ
t0
K0(t, s)u(s)ds+ (Vθu)(t) (µ ≥ 1), (2.3)
and, for µ = 0,
g0(t) := g(t)+ b(t)φ(θ(t))+ (Vθφ)(t), t ∈ I(0). (2.4)
Eq. (2.2) is a standard Volterra integro-differential equation on I(µ), with non-homogeneous term gµ(t) depending on this
local interval. For given initial value u(ξµ), its solution is
u(t) = r0(t, ξµ)u(ξµ)+
∫ t
ξµ
r0(t, s)gµ(s)ds, t ∈ I(µ); (2.5)
the resolvent kernel r0 is defined by the solution of the resolvent equation
∂r0(t, s)
∂s
= −r0(t, s)a(s)−
∫ t
s
r0(t, v)K0(v, s)dv, ξµ ≤ s ≤ t ≤ ξµ+1, (2.6)
subject to the initial condition r0(t, t) = 1 for t ∈ I(µ) (see, e.g., [30] or [12, Section 3.1]). Using a simple induction argument
on (2.5), together with the expressions (2.4) and (2.3), we readily derive the following representation theorem (see also
[11, pp. 69–70]).
Theorem 2.1. Let the given functions a, b, g, K0, K1, φ in (1.1) be continuous on their respective domains, and assume that θ
is subject to (DN1)–(DN3). Then on I(µ) (µ ≥ 1) the unique solution u ∈ C1(I) of the initial-value problem (1.1) and (1.6) can be
written in the form
u(t) = r0(t, ξµ)u(ξµ)+
∫ t
ξµ
r0(t, s)g(s)ds+ Fµ(t)+ Φµ(t), (2.7)
with
Fµ(t) :=
µ−1∑
ν=1
ρµ,ν(t)u(ξν)+
∫ ξ1
ξ0
rµ,0(t, s)g0(s)ds+
µ−1∑
ν=1
∫ ξν+1
ξν
rµ,ν(t, s)g(s)ds,
Φµ(t) :=
∫ θµ(t)
ξ0
qµ,0(t, s)g0(s)ds+
µ−1∑
ν=1
∫ θµ−ν(t)
ξν
qµ,ν(t, s)g(s)ds.
On the first interval I(0) the solution representation reduces to
u(t) = r0(t, t0)u(t0)+
∫ t
t0
r1(t, s)g0(s)ds, (2.8)
where u(t0) = φ(t0). The functions ρµ,ν, rµ,ν, and qµ,ν depend on a, b, K0, K1, r0 and θ and are continuous on their respective
domains; r0 = r0(t, s) denotes the resolvent kernel for K0 = K0(t, s) defined by the resolvent equation (2.6).
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The following result is obtained from Theorem 2.1 by replacing u and g by eh and δh, respectively.
Corollary 2.2. The unique solution eh of the initial-value problem (1.11) and (1.12) governing the collocation error on the interval
I(µ) is given by
eh(t) = r0(t, ξµ)eh(ξµ)+
∫ t
ξµ
r0(t, s)δh(s)ds+ F˜µ(t)+ Φ˜µ(t) (µ ≥ 1), (2.9)
with
F˜µ(t) :=
µ−1∑
ν=1
ρµ,ν(t)eh(ξν)+
∫ ξ1
ξ0
rµ,0(t, s)δh(s)ds+
µ−1∑
ν=1
∫ ξν+1
ξν
rµ,ν(t, s)δh(s)ds,
and
Φ˜µ(t) :=
∫ θµ(t)
ξ0
qµ,0(t, s)δh(s)ds+
µ−1∑
ν=1
∫ θµ−ν(t)
ξν
qµ,ν(t, s)δh(s)ds.
On the first interval I(0) the representation (2.9) reduces to the classical resolvent representation
eh(t) = r0(t, t0)eh(t0)+
∫ t
t0
r0(t, s)δh(s)ds, (2.10)
where eh(t0) = 0.
2.2. VFIDEs with vanishing delays
The delay differential equation corresponding to (1.1) with a(t) ≡ 0 and V = Vθ = 0,
u′(t) = a(t)u(t)+ b(t)u(θ(t))+ g(t), t ∈ [0, T], (2.11)
where θ(t) = qt (0 < q < 1), is known as the (variable coefficient) pantograph equation. The constant coefficient version
was first studied, in the context of the modelling of the wave motion of an overhead wire induced by the pantograph of
an electric locomotive moving at a constant speed, in [61,29], and analyzed in detail in, e.g., [45,36]. (Compare also [65,
2] and its references, for the physical framework of pantograph dynamics.) Thus, we will refer to the VFIDE (1.1) with
θ(t) = qt (0 < q < 1, t ∈ [0, T]) as a pantograph-type VFIDE.
The survey paper [36], as well as the papers [38,41,28] conveys much insight into the properties of solutions to (2.11)
and its nonlinear counterparts.
Consider now the general initial-value problem (1.1) and (1.7), with the delay function θ being subject to the conditions
(DV1)–(DV3). It is readily verified that (1.1) is equivalent to the delay integral equation
u(t) = g0(t)+
∫ t
0
H0(t, s)u(s)ds+
∫ θ(t)
0
H1(t, s)u(s)ds, t ∈ I, (2.12)
where we have set
g0(t) := u(t0)+
∫ t
0
g(s)ds, (2.13)
H0(t, s) := a(s)+
∫ t
s
K0(v, s)dv, (2.14)
H1(t, s) := b(θ−1(s))θ′(θ−1(s))+
∫ t
θ−1(s)
K1(v, s)dv. (2.15)
Theorem 2.3. If the given functions in the pantograph-type VFIDE (1.1) are continuous on their respective domains, and if the
delay function θ is subject to (DV1)–(DV3), then its unique solution u ∈ C1(I) has the representation
u(t) = g0(t)+
∫ t
t0
R0(t, s)g0(s)ds+
∞∑
k=1
∫ θk(t)
0
H1,k(t, s)g0(s)ds+M(t), t ∈ I, (2.16)
where
M(t) :=
∞∑
k=1
∫ θk(t)
0
H(0,1)k (t, s)g0(s)ds, (2.17)
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and θ0(t) := t. The kernels H0,k(t, s) and H1,k(t, s) are the iterated kernels associated with the kernels H0(t, s) and H1(t, s) defined
in (2.14) and (2.15), g0 is given by (2.13), and
R0(t, s) :=
∫ t
0
∞∑
k=1
H0,k(t, s)g0(s)ds, (t, s) ∈ D, (2.18)
is the resolvent kernel corresponding to the kernel H0(t, s). The infinite series in (2.16)–(2.18) converge absolutely and uniformly
on I, and the continuous functions H(0,1)k (t, s) (k ≥ 1) in (2.17) all vanish identically when H0(t, s) ≡ 0 or H1(t, s) ≡ 0.
Proof. The representation (2.16) follows readily by applying standard Picard iteration to the integral Eq. (2.12). (We note
that the representation (2.16) corresponding toH0(t, s) ≡ 0 is already implicitly contained in [1]; see also [24].) The following
lemma (an obvious extension of Dirichlet’s formula regarding the change in the order of integration in integrals with variable
limits of integration) plays a key role in the proof. 
Lemma 2.4. Let k and ` be given non-negative integers, and assume that the delay function θ is subject to the hypotheses
(DV1)–(DV3). Then for any continuous function φ on D(k+`)θ := {(t, s) : 0 ≤ s ≤ θk+`(t), t ∈ I},∫ θk(t)
0
(∫ θ`(s)
0
φ(s, v)dv
)
ds =
∫ θk+`(t)
0
(∫ θk(t)
θ−`(v)
φ(s, v)ds
)
dv, (t, s) ∈ D(k+`)θ . (2.19)
The result of Theorem 2.3 yields the desired representation for the collocation error eh := u− uh.
Corollary 2.5. The unique solution eh of the initial-value problem (1.11) and (1.13) for the collocation error is given by
eh(t) = dh(t)+
∫ t
0
R0(t, s)dh(s)ds+
∞∑
k=1
∫ θk(t)
0
H1,k(t, s)dh(s)ds+ M˜(t), t ∈ I, (2.20)
where
M˜(t) :=
∞∑
k=0
∫ θk(t)
0
H(0,1)k (t, s)dh(s)ds
and θ0(t) := t. We have set
dh(t) :=
∫ t
0
δh(s)ds. (2.21)
If a(t) ≡ 0 and V = 0 in (1.11), then the representation (2.20) assumes the form
eh(t) = dh(t)+
∞∑
k=1
∫ θk(t)
0
H1,k(t, s)dh(s)ds, t ∈ I. (2.22)
3. Collocation methods in piecewise polynomial spaces
3.1. VFIDEs with non-vanishing delays
Since the non-vanishing delay τ = τ(t) in the delay function θ(t) = t − τ(t) in (1.1) induces the primary discontinuity
points ZM = {ξµ : µ = 0, 1, . . . ,M; ξµ = t0}, the mesh Ih underlying a discretization method for such VFIDEs will have to
contain the set ZM if the method is to attain its classical order; that is, Ih will be a constrained mesh of the form
Ih :=
M⋃
µ=0
I(µ)h , with I
(µ)
h := {t(µ)n : ξµ = t(µ)0 < t(µ)1 < · · · < t(µ)Nµ = ξµ+1}, (3.1)
where the Nµ are given positive integers. We will call Ih the global mesh, while the I
(µ)
h will be referred to as the underlying
local meshes. Here, we have assumed without loss of generality that T in I = [t0, T] is such that ξM+1 = T for some M ≥ 1. We
will use the notation
σ(µ)n := [t(µ)n , t(µ)n+1], h(µ)n := t(µ)n+1 − t(µ)n , h(µ) := max
(n)
h(µ)n , h := max
(µ)
h(µ).
Since this paper is mainly concerned with the analysis of the attainable orders of (global and local) superconvergence in
collocation solutions for (1.1), we will assume from now on that Nµ = N for all µ.
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In the analysis of optimal superconvergence properties for collocation solutions to (1.1) with non-vanishing delays, the
mesh Ih has to possess a further property (see also [4] and [8, Section 6.3] in the case of DDEs): we will say that the global
mesh Ih (on I := [t0, T]) is θ-invariant if it is constrained and maps any local mesh I(µ)h onto the previous one; that is,
θ(I(µ)h ) = I(µ−1)h (3.2)
holds for allµ = 1, . . . ,M. We observe that θ-invariance implies Nµ = N for allµ ≥ 0. Moreover, if the mesh Ih is θ-invariant
then
t ∈ I(µ)h H⇒ θµ−ν(t) ∈ I(ν)h (ν = 0, 1, . . . ,µ; µ = 1, . . . ,M). (3.3)
The collocation space used to approximate the solution of (1.1) is the piecewise polynomial space
S(0)m (Ih) := {v ∈ C(I) : v|σ(µ)n ∈ pim (0 ≤ n < N; 0 ≤ µ ≤ M)}. (3.4)
Here, pik denotes the space of (real) polynomials of degree not exceeding k. The dimension of this linear space is
dim S(0)m (Ih) = (M + 1)Nm+ 1.
Accordingly, we choose the set Xµ of collocation points as
Xh :=
M⋃
µ=0
X(µ)h , (3.5)
based on the M + 1 local sets
X(µ)h := {t(µ)n,i := t(µ)n + cih(µ)n : 0 < c1 < · · · < cm ≤ 1 (0 ≤ n ≤ N − 1)}
of cardinality Nm.
For sufficiently regular solutions (i.e. for Cm-data) and arbitrarily chosen collocation parameters {ci} we have the global
convergence estimates
‖u(ν) − u(ν)h ‖∞ ≤ Cνhm (ν = 0, 1). (3.6)
Since the delay τ in the VFIDE (1.1) does not vanish on I, a gain of one can be achieved in the global order of convergence
of uh by a judicious choice of the {ci}. More precisely, it is known (see [9,11]) that for Cm+1-data and collocation parameters
satisfying the orthogonality condition
J0 :=
∫ 1
0
m∏
i=1
(s− ci)ds = 0, (3.7)
the collocation solution uh ∈ S(0)m (Ih) is globally superconvergent on I:
‖u− uh‖∞ ≤ Chm+1, (3.8)
provided the mesh Ih is θ-invariant.
The optimal (local) superconvergence order on Ih of the collocation solution uh ∈ S(0)m (Ih), with θ-invariant mesh Ih, also
coincides with the one for first-order ordinary (or delay) differential equations. We summarize the results in the following
theorem (cf. [4] for DDEs, and [9,11] for general VFIDEs).
Theorem 3.1. Assume:
(a) The given functions a, b, g, K0, K1 and φ in (1.1) and (1.6) are in Cm+κ on their respective domains, for some κ with
1 ≤ κ ≤ m, as in (d) below.
(b) The delay function θ is subject to the hypotheses (DN1)–(DN3) in Section 1, with d ≥ m+ κ+ 1 in (DN3).
(c) uh ∈ S(0)m (Ih) is the collocation solution, with θ-invariant mesh Ih, for the initial-value problem for the VFIDE (1.1).
(d) The collocation parameters {ci} defining the collocation points in (3.5) are such that the orthogonality conditions
Jν :=
∫ 1
0
sν
m∏
i=1
(s− ci)ds = 0, ν = 0, 1, . . . , κ− 1, (3.9)
hold, with Jκ 6= 0,
530 H. Brunner / Journal of Computational and Applied Mathematics 228 (2009) 524–537
Then the collocation error eh := u− uh satisfies, for all sufficiently small h > 0,
max
t∈Ih
|eh(t)| ≤ Chm+κ (3.10)
where the constant C depends on the {ci} but not on h. In particular, if the {ci} are the m Gauss points in (0, 1) (i.e. if κ = m), then
we obtain the optimal local order estimate
max
t∈Ih
|eh(t)| ≤ Ch2m, (3.11)
while for u′h we only attain the error order |e′h(tn)| = O(hm).
If in (d) we have cm = 1 and κ = m− 1 (the {ci} are then the Radau II points), there holds
max
t∈Ih\{t0}
|e(ν)h (t)| ≤ Cνh2m−1, ν = 0, 1.
We shall see in the following section that while the global superconvergence result (3.8) remains valid for vanishing
delays, this is no longer true for the optimal local superconvergence estimate (3.11) when m ≥ 3.
4. FVIDEs with vanishing delays
If the delay function θ in (1.1) satisfies the conditions (DV1)–(DV3) and is smooth, then the analytical solution of (1.1)
with smooth data a, b, g, K0, K1 is smooth on the entire interval I, in sharp contrast to solutions to such functional equations
with non-vanishing delays. An important example of a vanishing delay (which motivated the subsequent analysis) is given
by the proportional delay,
θ(t) = qt = t − (1− q)t =: t − τ(t), 0 < q < 1, t ∈ [0, T]. (4.1)
We have already encountered this (linear) vanishing delay in the pantograph Eq. (2.11).
Thus, since the analytical solution to the general pantograph-type VFIDE (1.1) with smooth data is smooth on the entire
interval [0, T], in contrast to solutions to such functional equations with non-vanishing delays, the (unconstrained) mesh
underlying the approximating piecewise polynomial space will be chosen as
Ih := {tn : 0 = t0 < t1 < · · · < tN = T}, (4.2)
and we set hn := tn+1 − tn, h := max{hn : 0 ≤ n ≤ N − 1}. Our focus will be on superconvergence for uniform meshes Ih (but
see Remark 4.3 at the end of Section 4 on optimal superconvergence on geometric meshes).
For given Ih and m ≥ 1, the collocation solution uh to (1.1) will be an element of
S(0)m (Ih) := {v ∈ C(I) : v|[tn,tn+1] ∈ pim (0 ≤ n ≤ N − 1)} (4.3)
(with pim denoting the space of (real) polynomials of degree not exceeding m); it is determined by the collocation equation
u′h(t) = a(t)uh(t)+ b(t)uh(θ(t))+ g(t)+ (Vuh)(t)+ (Vθuh)(t), t ∈ Xh; uh(t0) = u0. (4.4)
Here,
Xh := {tn + cihn : 0 < c1 < · · · < cm ≤ 1 (0 ≤ n ≤ N − 1)} (4.5)
is the set of collocation points corresponding to given collocation parameters {ci}.
A standard discrete Gronwall argument can be used to show that for arbitrarily chosen collocation parameters {ci}, the
collocation error tends to zero uniformly, as h→ 0. If the given functions in (1.1) have continuous derivatives of order m on
their respective domains, then we obtain the basic error estimate (cf. [13, Ch. 5])
‖u(ν) − u(ν)h ‖∞ ≤ Cνhm (ν = 0, 1), (4.6)
where the constants Cν depend on {ci} and on q, but not on h. Moreover, the uniform estimate for the defect δh induced by
the collocation solution uh ∈ S(0)m (Ih) (recall (1.8)),
‖δh‖∞ ≤ D0hm, (4.7)
where m cannot be replaced by m+ 1, holds for any set {ci} of collocation parameters.
In the papers [10,64,42,60] the authors studied the attainable order of continuous piecewise polynomial collocation
solutions for pantograph-type differential and integral equations at the first interior point t = t1 = h of a uniform mesh.
The results gave a first indication that the classical optimal local superconvergence results of ordinary differential equations
(related to certain Padé approximants to the exact solution) might no longer hold for such functional equations. (See also [74]
for an extension to pantograph differential equations with two proportional delays.)
The analysis of optimal global and local superconvergence properties of the collocation solution uh ∈ S(0)m (Ih) on I and Ih takes
as its starting point the error representation (2.20) given in Corollary 2.5. We note that the optimal global superconvergence
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estimate (3.8) remains valid, provided the collocation parameters {ci} satisfy the orthogonality condition (3.7) (compare
also [11, Section 5]). This can be verified by employing techniques closely related to those that will be described in the proof
of Theorem 4.1.
The optimal order of local superconvergence of uh on a uniform mesh Ih is described in the following theorem.
Theorem 4.1. Assume:
(a) The given functions in the pantograph-type VFIDE (1.1) satisfy a, b, g ∈ Cm+κ(I), and K0 ∈ Cm+κ(D), K1 ∈ Cm+κ(Dθ), for
some κ with 1 ≤ κ ≤ m;
(b) the delay function θ is subject to the hypotheses (DV1)–(DV3), with d ≥ m+ κ (κ ≥ 1);
(c) uh ∈ S(0)m (Ih), with uniform mesh Ih, is the collocation solution to (1.1) corresponding to collocation parameters {ci} satisfying
the orthogonality conditions (3.9).
Then for all sufficiently small h > 0 the optimal local superconvergence order of uh is given by
max{|u(t)− uh(t)| : t ∈ Ih} ≤ C(q1)
{
h2m if m = 1, 2,
hm+2 if m ≥ 3, (4.8)
regardless of the choice of κ. In particular, these estimates are optimal for the Gauss points {ci}: the exponent m + 2 cannot, in
general, be replaced by m+ 3.
Proof. For ease of exposition, and without loss of essential ingredients, we will consider the ‘pure delay’ case corresponding
to a(t) ≡ 0 and V = Vθ in (1.1), for which the error Eq. (1.11) has the form
e′h(t) = b(t)eh(θ(t))+ δh(t)+ (Vθeh(t)), t ∈ [0, T].
Let t = tn = nh (n = 1, . . . ,N) be a given mesh point and define
qk,n := bθk(tn)/hc, γk,n := θk(tn)/h− qk,n, k∗n(q) := max{k : qk,n ≥ 1}. (4.9)
Thus, the representation (2.22) for the solution eh of the above error equation at tn can be written as
eh(tn) = dh(tn)+ SIn + SIIn, n = 1, . . . ,N, (4.10)
with
dh(t) :=
∫ t
0
δh(s)ds, t ∈ [0, T],
SIn :=
k∗n(q)∑
k=1
∫ tqk,n
0
H1,k(tn, s)
(∫ s
0
δh(v)dv
)
ds
= h
k∗n(q)∑
k=1
qk,n−1∑
`=0
H1,k(tn, t` + sh)
(
h
`−1∑
ν=0
∫ 1
0
δh(tν + vh)dv+ h
∫ s
0
δh(t` + vh)dv
)
ds, (4.11)
and
SIIn := h
∞∑
k=1
∫ γk,n
0
H1,k(tn, tqk,n + sh)
(∫ tqk,n+sh
0
δh(v)dv
)
ds
= h
∞∑
k=1
∫ γk,n
0
H1,k(tn, tqk,n + sh)
h qk,n−1∑
`=0
∫ 1
0
δh(t` + vh)dv+ h
∫ s
0
δh(tqk,n + vh)dv
 ds. (4.12)
Since the defect δh is piecewise Cm+κ on I (by (1.8) and assumption (a)), we may write
dh(tn) = h
n−1∑
`=0
∫ 1
0
δh(s)ds = h
n−1∑
`=0
{
m∑
j=1
wjδh(t` + cjh)+ E(`)n,j
}
,
where {wj} and E(`)n,j denote, respectively, the weights of the interpolatory m-point quadrature formula with abscissas {cj}
and the corresponding quadrature error. By the orthogonality conditions (3.9) these quadrature formulas have degree of
precision m+ κ− 1 ≥ m, and hence – since δh vanishes at the collocation points – we are led to the estimate
|dh(tn)| ≤ h
n−1∑
`=0
|E(`)n,j | ≤ Qmhm+κ · Nh = QmThm+κi (n = 1, . . . ,N). (4.13)
Using the above quadrature argument and the estimate (4.7), we obtain
h
`−1∑
ν=0
∣∣∣∣∣
∫ 1
0
δh(tν + vh)dv
∣∣∣∣∣+ h
∣∣∣∣∫ s
0
δh(t` + vh)dv
∣∣∣∣ ≤ TQmhm+κ + h · D0hm =: D˜0hm+1.
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Thus, we are led to
|SIn| ≤ h · D˜0hm+1 ·
k∗n(q)∑
k=1
qk,n−1∑
`=0
∫ 1
0
|H1,k(tn, t` + sh)|ds.  (4.14)
Lemma 4.2. Assume that the delay function θ satisfies the hypotheses (DV1)–(DV3), and define
β := max{|b(θ−1(t))|θ′(θ−1(t)) : t ∈ I}, K¯1 := max{|K1(t, s)| : (t, s) ∈ Dθ}.
The iterated kernels H1,k(t, s) corresponding to the kernel H1(t, s) in (2.15) are determined recursively by
H1,k+1(t, s) :=
∫ θ(t)
θ−k(s)
H1(t, v)H1,k(v, s)dv
=
∫ θk(t)
θ−1(s)
H1,k(t, v)H1(v, s)dv, (t, s) ∈ D(k+1)θ (k ≥ 1),
with H1,1(t, s) := H1(t, s); they can be bounded by
|H1,k(t, s)| ≤ (β+ K¯1T)
k
(k− 1)! q
(k−1)(k−2)/2
1 [q1t − q−(k−1)1 s]k−1, (t, s) ∈ D(k)θ (k ≥ 1). (4.15)
The proof of this result can be found in [15].
If we employ the above result in (4.14), we obtain the estimate
|SIn| ≤ D˜0hm+2
k∗n(q)∑
k=1
(β+ K¯1T)kTk−1
(k− 1)! q
(k−1)(3k−4)/2
1 =: C0(q1)hm+2. (4.16)
Similarly, (4.12) together with (4.7) and Lemma 4.2 allows us to derive the estimate
|SIIn | ≤ C1(q1)hm+2 (1 ≤ n ≤ N). (4.17)
Hence, collecting the above estimates for the three terms in (4.1), we see that the desired optimal superconvergence
estimate,
|eh(tn)| ≤ (C0(q1)+ C1(q1))hm+2 =: C(q1)hm+2, n = 1, . . . ,N,
is valid for any m ≥ 2 and any q1 ∈ (0, 1); as the above analysis shows, the power hm+2 cannot be replaced by hm+3, except
in trivial cases. The verification of the optimal local superconvergence order 2m when m = 1 is left to the reader.
The above result answers the question regarding the optimal order of local superconvergence on uniform meshes for the
pantograph delay differential equation (2.11):
Corollary 4.3. The collocation solution uh ∈ S(0)m (Ih) (m ≥ 2) for the pantograph delay differential equation (2.11), with uniform
mesh Ih and collocation points based on the Gauss points {ci}, has the optimal local superconvergence order (on Ih) described by
max{|eh(t)| : t ∈ Ih} ≤ C(q)hp∗ , (4.18)
where
p∗ =
{
2m if m = 1, 2,
m+ 2 if m ≥ 3.
Remark 4.1. The local superconvergence result (4.8) is not valid for iterated collocation solutions (corresponding to uh ∈
S(−1)m−1(Ih)) to pantograph-type Volterra integral equations of the form
u(t) = g(t)+ (Vu)(t)+ (Vθu)(t), t ∈ [0, T] :
if θ(t) = qt (0 < q < 1) and if collocation is at the Gauss points, the optimal local order p∗ = m+2 (m ≥ 3) is attained only if
q = 1/2 and m is even [14]; otherwise we have only p∗ = m+ 1 (which coincides with the order of global superconvergence
on I).
Remark 4.2. Collocation for the pantograph equation (2.11) in S(0)m (Ih) is equivalent to a class of continuous implicit m-stage
Runge–Kutta methods. On the other hand, there are (explicit and implicit) CIRK methods that do not correspond to collocation
methods. To the author’s knowledge, the general (optimal) order theory for such CIRK methods on uniform meshes has not
yet been investigated. (A brief introduction to CIRK methods for linear and nonlinear pantograph DDEs can be found in [8,
pp. 164–171] and, especially, [31, pp. 66–69].)
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Remark 4.3. It has been shown in [5] that on the so-called quasi-geometric meshes Ih the collocation solution uh ∈ S(0)m (Ih) for
the generalized pantograph delay differential equation (2.11) and corresponding to the Gauss points exhibits the optimal
local superconvergence order 2m at the mesh points. This result has been extended to pantograph-type VFIDEs in [6].
Compare also [16] and [15, Section 6] for related optimal superconvergence results on geometric meshes.
Quasi-geometric meshes were first introduced in [54,55] and in [7] to derive asymptotic stability results for Runge–Kutta
solutions for (2.11). Compare also Section 6.2 for additional details regarding the use of such non-uniform meshes.
5. Higher-order pantograph-type integro-differential equations
In [3] Bélair studied various properties of solutions for the general second-order DDEs with proportional delays,
u′′(z)+
n∑
j=1
aj(z)u
′(pjz)+
m∑
k=1
bk(z)u(qkz) = 0,
where the complex constants pj and qk satisfy 0 < |pj|, |qk| < 1. Particular attention is given to the DDE u′′ + b(z)u(qz) =
0, 0 < q < 1. For remarks on the theory of more general higher-order pantograph-type functional differential equations
the reader is referred to [36, pp. 26–31] and [26]; see also [63,59].
The superconvergence analysis of Section 4 can be extended to higher-order pantograph-type VFIDEs. To illustrate this,
we consider the second-order initial-value problem
u′′(t) = a(t)u(t)+ b(t)u(θ(t))+ g(t)+ (Vu)(t)+ (Vθu)(t), t ∈ I := [0, T], (5.1)
u(0) = u0, u′(0) = v0, (5.2)
with delay function θ subject to the hypotheses (DV1)-(DV3) of Section 1.
It is easily verified that (5.1) and (5.2) are equivalent to the pantograph-type Volterra integral equation
u(t) = g0(t)+
∫ t
0
G0(t, s)u(s)ds+ g(t)+
∫ θ(t)
0
G1(t, s)u(s)ds, t ∈ I, (5.3)
where now g0 stands for
g0(t) := u(0)+ u′(0)t +
∫ t
0
(t − s)g(s)ds. (5.4)
The kernels in (5.3) are given by
G0(t, s) :=
∫ t
s
H0(v, s)dv, (t, s) ∈ D, (5.5)
and
G1(t, s) :=
∫ t
θ−1(s)
H1(v, s)dv, (t, s) ∈ Dθ; (5.6)
the kernels H0(t, s) and H1(t, s) are the ones introduced in (2.14) and (2.15).
The VFIDE (5.1) will be solved by collocation in the C1 piecewise polynomial space
S(1)m+1(Ih) := {v ∈ C1(I) : v|[tn,tn+1] ∈ pim+1 (0 ≤ n ≤ N − 1)};
its dimension is Nm+2, and the underlying mesh Ih is assumed to be uniform. Hence, we employ again the collocation points
Xh defined in (4.5), with hn = h = T/N. In analogy to (1.11) the collocation error eh := u − uh is the unique solution of the
initial-value problem
e′′h(t) = a(t)eh(t)+ b(t)eh(θ(t))+ δh(t)+ (Veh)(t)+ (Vθeh)(t), t ∈ I, (5.7)
eh(0) = e′h(0) = 0,
where the defect δh satisfies δh(t) = 0 for all t ∈ Xh.
It seems that the only investigation of the attainable order of collocation solutions to (5.1) (at t = t1 = h) is that in [72];
it extends some of the results of [10]. However, the optimal global or local superconvergence results on I and Ih given below
appear to be new.
The analysis in Section 2.2 suggests that eh admits a representation very similar to the one stated in Corollary 2.5, since
that representation is based on the solution (2.16) of the Volterra functional integral equation (2.12), whose role is now
assumed by the VFIE (5.3), and where the previous iterated kernels H0,k(t, s) and H1,k(t, s) are to be replaced by the iterated
kernels G0,k(t, s) and G1,k(t, s) (generated by recurrence relations like those in Lemma 4.2) corresponding to the kernels
defined in (5.5) and (5.6); the expression for dh(t) in the proof of Theorem 4.1 is now given by
dh(t) :=
∫ t
0
(t − s)δh(s)ds, t ∈ I. (5.8)
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In the case where a(t) ≡ 0 and V = 0 in (5.7) the error representation is (recall also (2.22))
eh(t) = dh(t)+
∞∑
k=1
∫ θk
0
G1,k(t, s)dh(s)ds, t ∈ [0, T], (5.9)
where dh is now given by (5.8). All this implies that the proof of the local superconvergence results in Theorem 4.1 is readily
adapted to the present situation; in particular, the integral
∫ s
0 δh(v)dv in (4.11) now becomes, by (5.4),
∫ s
0(s− v)δh(v)dv. The
estimates (4.5) in Lemma 4.2 form the basis for the analogous estimates for the iterated kernels G1,k(t, s) corresponding to
the kernel G1(t, s) in the functional integral Eq. (5.3). Hence, the local superconvergence results of Theorem 4.1 carry over to
the collocation solution uh ∈ S(1)m+1(Ih), with uniform mesh Ih, for (5.7). For example, if m ≥ 2 and collocation is at the Gauss
points, we obtain the optimal order estimate
max{|eh(t)| : t ∈ Ih} ≤ C(q1)hm+2 (m ≥ 2), (5.10)
(with q1 defined in condition (DV2)), provided the given functions in the VFIDE (5.1) satisfy the assumptions (a) and (b) of
Theorem 4.1, with κ ≥ 1.
It is clear from the above observations that the optimal local superconvergence result (5.10) also holds for collocation
solutions uh ∈ S(d)m+d, with d := k − 1, to any kth-order analogue of the pantograph-type VFIDE (5.1). In this case, the
convolution integral in (5.8) becomes
dh(t) := 1
(k− 1)!
∫ t
0
(t − s)k−1δh(s)ds (k ≥ 2),
and (5.5) and (5.6) are to be replaced by the appropriate (k− 2)-fold integrals of G0(t, s) and G1(t, s). The upper bounds for
the iterated kernels G1,k(t, s) in (5.9) associated with the kernel G1(t, s) follow readily from an obvious adaptation of the
result in Lemma 4.2.
Note however that – to the best of my knowledge – the superconvergence analysis of collocation solutions to (first- and
higher-order) pantograph-type DDEs and VFIDEs with multiple proportional delays remains open.
6. Open problems
6.1. Dynamics of error constants C(q)
It is well known (see for example [29,36,39,57]) that the numerical approximation of solutions to pantograph DDEs with
q = 1− ε (0 < ε  1) is not trivial (the reader not familiar with this phenomenon is encouraged to solve the initial-value
problem for (6.2), with a = 0 and q = 0.99, on [0, 1000]; compare also [29, pp. 299–306] and [57, p. 310] on numerical
results for similar ‘difficult’ pantograph equations).
As far as the local superconvergence analysis of piecewise polynomial collocation solutions is concerned, it is crucial to
understand the ‘dynamics’ (magnitude, limit), as q1 → 1−, of the error constants C(q1) occurring in the order estimates
of Theorem 4.1 and Corollary 4.3 (where q1 = q; cf. (DV2)), and in (5.10). This problem remains open. (I would like to
acknowledge the discussion with Professor P.G. Ciarlet [25] on this topic.)
6.2. Asymptotic behaviour of collocation solutions
The analysis of the asymptotic behaviour of collocation solutions on uniform meshes for the pantograph-type Volterra
functional integro-differential equation (VFIDE)
u′(t) = au(t)+ bu(qt)+
∫ t
0
k0(t − s)u(s)ds+
∫ qt
0
k1(t − s)u(s)ds, t ≥ 0 (0 < q < 1), (6.1)
remains elusive. It has been shown in [45,44,36,54,41,40,57] that for the constant coefficient pantograph equation (i.e. for
(6.1) with k0 = k1 = 0),
u′(t) = au(t)+ bu(qt), t ≥ 0 (0 < q < 1), (6.2)
the solution has the asymptotic property u(t)→ 0, as t→∞, if the coefficients a and b satisfy
Re(a) < 0 and |b| < |a|; (6.3)
for q = 1/2 these conditions are also necessary for asymptotic stability (cf. [37]). Related results on the asymptotic behaviour
of solutions to the pantograph DDEs can be found in [38,26,23], and in [53] for partial (reaction–diffusion) DDEs with
proportional delay.
No asymptotic stability results seem to be known for the general VFIDE (6.1). In particular, the problem of characterizing
the (continuous) kernels k0 and k1 for which, under the conditions (6.3), the solutions of (6.1) are asymptotically stable is
open.
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The same is essentially true for the asymptotic stability of numerical solutions to the pantograph DDE (6.2) based
on uniform meshes. While there are stability results for the trapezoidal method and for the θ-method and its one-leg
version (see, e.g., [19–21,36,56,48–50,39,57,62,51] – and especially the illuminating discussions in [37,40] – compare
also the conjecture in [43] and its partial solution in [47]), and for collocation solutions uh ∈ S(0)1 when q = 1/2 (or
q = 1/ν, ν ∈ N, ν ≥ 3) [22], the asymptotic stability analysis of general collocation solutions in S(0)m (Ih) (m ≥ 1) to
(6.2) with arbitrary q ∈ (0, 1) remains open if the underlying mesh Ih is uniform.
The stability (and contractivity) of numerical solutions (including Runge–Kutta and collocation solutions) for VFIDEs with
non-vanishing delays is studied in [17,73,35,71]. For VFIDEs with vanishing delays analogous results for uniform meshes
remain to be found.
We conclude this section by observing that, in contrast to the case of uniform meshes, there exists considerable work on
the asymptotic behaviour of numerical solutions for pantograph-type DDEs and VFIDEs on quasi-geometric meshes. Such
meshes were introduced in [55, p. 180] and [7, pp. 281–282] (see also [8, pp. 168–171]). It is shown in these papers
that most of the classical numerical stability (and contractivity) results for ODEs carry over to VFIDEs with vanishing
proportional delays, provided the underlying mesh is quasi-geometric. θ-methods are considered in [50,46,32,73,31], while
the asymptotic properties of more general Runge–Kutta solutions are investigated in [46,67,69,70,68,35,52]. The recent
paper [31] presents a general, elegant new stability framework for pantograph DDEs. (The reader may also wish to consult
[27] where a different approach to the analysis of numerical asymptotic stability for pantograph-type DDEs is described.)
The papers [68,31] contain extensive lists of references on the development of these numerical asymptotic analyses.
6.3. Linear multistep methods for pantograph-type VFIDEs
The integrated form of (6.1) is, at t = tn = nh (n ≥ 1),
u(tn) = u(0)+
∫ tn
0
h0(tn − s)u(s)ds+
∫ qtn
0
h1(tn, s)u(s)ds, t ≥ 0, (6.4)
where the new kernels are
h0(t − s) := a+
∫ t
s
k0(v− s)dv, h1(t, s) := b/q+
∫ t
q−1s
k1(v− s)dv
(cf. (2.14) and (2.15)). In [19] the authors discuss linear multistep methods for the pantograph DDE (6.2) when q assumes
the special value of q = 1/2. (Note that in this case we have qtn = tn/2 if n is even, and qtn = tbn/2c + h/2.)
While the boundedness and asymptotic stability of linear multistep (and one-leg) methods for pantograph DDEs have
been considered in [70] for non-uniform (i.e. geometric) meshes, the systematic construction of such methods and the
analysis of their optimal convergence on uniform meshes remain to be studied. A possible approach could be based on an
extension of the theory of convolution quadratures (compare the paper [58] for background and additional references) to
deal with terms of the form∫ qtn
0
h1(tn, s)u(s)ds =
∫ tqn
0
h1(tn, s)u(s)ds+ h
∫ γn
0
h1(tn, s)u(s)ds n ≥ 1,
in (6.4), where qn := bqnc and γn := qn− qn ∈ [0, 1).
6.4. Pantograph-type VFIDEs with advanced arguments
If the parameter q in the pantograph Eq. (6.2) satisfies q > 1, then the corresponding initial-value problem is ill-posed.
A detailed analysis of such advanced differential equations can be found in [45] (Theorem 2) and in [44]. This ill-posedness
will cause difficulties in the numerical solution of such functional differential equations; a simple illustration of this is given
in [37] (pp. 137–138) for the trapezoidal method. The general numerical analysis of, e.g., piecewise polynomial collocation
methods for pantograph-type DDEs (and VFIDEs) with advanced arguments remains to be carried out.
This is an important challenge for numerical analysts since functional differential equations with advanced proportional
arguments arise in practical applications: second-order pantograph-type DDEs with q > 1 arise for example in the
mathematical modelling of the growth of a population of cells where the individual cells grow, such that each mother cell
divides into q > 1 daughter cells of the same size. See [33,34,66] for the details; the theory of such functional differential
equations is discussed in [59].
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