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Hospital-Level Variation in the Use of
Intensive Care
Christopher W. Seymour, Theodore J. Iwashyna, William
J. Ehlenbach, HannahWunsch, and Colin R. Cooke
Objective. To determine the extent to which hospitals vary in the use of intensive
care, and the proportion of variation attributable to differences in hospital practice that
is independent of known patient and hospital factors.
Data Source. Hospital discharge data in the State Inpatient Database for Maryland
andWashington States in 2006.
StudyDesign. Cross-sectional analysis of 90 short-term, acute care hospitals with crit-
ical care capabilities.
Data Collection/Methods. We quantified the proportion of variation in intensive
care use attributable to hospitals using intraclass correlation coefficients derived from
mixed‐effects logistic regression models after successive adjustment for known patient
and hospital factors.
Principal Findings. The proportion of hospitalized patients admitted to an intensive
care unit (ICU) across hospitals ranged from 3 to 55 percent (median 12 percent;
IQR: 9, 17 percent). After adjustment for patient factors, 19.7 percent (95 percent CI:
15.1, 24.4) of total variation in ICU use across hospitals was attributable to hospitals.
When observed hospital characteristics were added, the proportion of total variation in
intensive care use attributable to unmeasured hospital factors decreased by 26–
14.6 percent (95 percent CI: 11, 18.3 percent).
Conclusions. Wide variability exists in the use of intensive care across hospitals, not
attributable to known patient or hospital factors, and may be a target to improve effi-
ciency and quality of critical care.
Key Words. Intensive care, critical illness, variation, hospitals
Critical care is the care of patients at high risk for a life-threatening deteriora-
tion, such as those with myocardial infarction, acute respiratory failure,
trauma, or severe sepsis. Although provided in diverse settings, critical care is
often also defined by the location of care delivery—a critical care unit, com-
monly an intensive care unit (ICU) or coronary care unit (CCU)—that is
defined by the intensive monitoring, high nurse to patient ratio, and availabil-
ity of invasive technology for organ support. Over the last 20 years there has





been a dramatic rise in the use of intensive care in the United States. From
1985 to 2005, critical care beds increased by 36 percent (69,300–93,995),
whereas noncritical care beds decreased by 35 percent (820,300–534,414).
(Halpern, Pastores, and Greenstein 2004; Halpern et al. 2007; Halpern and
Pastores 2009). Because care provided in the ICU is costly, critical care spend-
ing is a major contributor to the rapidly escalating health care costs in the Uni-
ted States and now represents ~1 percent of the U.S. gross domestic product.
(Halpern and Pastores 2009).
The rise in ICU costs may result, in part, from specific differences in
practice patterns at individual hospitals. Certain hospitals may overuse ICUs
by admitting patients either with no meaningful chance of recovery, or, con-
versely, patients who do not require life-sustaining therapies (Zimmerman
et al. 1995; Rosenthal et al. 1998; Barnato et al. 2007). Financial incentives for
both hospitals and physicians due to reimbursement for intensive care may
also drive variation in practice (Garland et al. 2006). In addition, relative
overuse of the ICU may result from understaffing of general medical/surgical
floors in pursuit of lower costs for common noncritical illness diagnosis-
related groups (DRGs); such an understaffed floor might be unable to care for
modest acuity patients (requiring a lower threshold for transfer to the ICU) or
might be late to detect incipient critical illness or fail to rescue such patients.
(Ghaferi, Birkmeyer, and Dimick 2009) To address the etiology and conse-
quences of under or overuse, researchers and policy makers must first mea-
sure the extent to which varying use of intensive care is present.
One way to indirectly measure the potential for overuse is to examine
how critical care practice varies across hospitals.
The decision to admit a patient to the ICU and provide critical care is
complex, and results from the interaction of specific characteristics of the
patient (e.g., illness severity or comorbidity), and specific organizational and
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cultural aspects of a hospital. The fraction of patients receiving care in an ICU
will vary between hospitals not only because of variation in patients’ needs for
life-sustaining therapies, the decision to admit individual patients, but also
because of compositional differences between hospitals in the array of services
they offer, some of which may have different requirements for ICU care (e.g.,
caring for advanced burns or cardiac surgery). A simple conceptual model
that integrates these factors is shown in the Supplemental Digital Content
(eFigure S1), drawing on the work of Andersen and Aday (Andersen et al.
1987) and Penchansky and Thomas (1981).
Our primary goal is to understand the extent to which variation between
hospitals in the use of intensive care is explained by patients and hospital fac-
tors. We further wish to understand the extent to which hospital-to-hospital
variation is a feature of objective differences between hospitals, particularly
with regard to their case mix and offering of specialty services, as opposed to
more idiosyncratic local cultural variation in use of the ICU for observation-
ally equivalent patients. This last category of variation—whereby comparable
patients may be treated differently merely as a function of where they are hos-
pitalized—is the area of greatest policy interest. For example, the existence of
wide variation in the use of intensive care across hospitals that is not attribut-
able to measured patient or hospital differences may suggest that some hospi-
tals are using critical care disproportionately. By then identifying hospital
outliers, researchers and policy makers can focus their efforts on select hospi-
tals—taking advantage of this variation as natural laboratories in hospital pro-
cess.
To address these questions, we used all-payer State Inpatient Data (SID)
from the Agency for Healthcare Research and Quality (AHRQ) to measure
variation in ICU use across hospitals without accounting for any known differ-
ences. Using multilevel regression analysis, we adjust for known patient differ-
ences to determine the proportion of total variation that remained due to
hospital-level factors. We add patient factors, including case mix adjustment,
in a priori fashion, to understand the impact of more granular adjustment. We
then adjust for several measured hospital characteristics to determine the
residual hospital-level variation, which was independent of known patient and
hospital characteristics (Merlo et al. 2005a). To further understand whether
hospital-level variation in intensive care is consistent across more homoge-
neous diagnoses or procedures, we evaluate our models in patients hospital-
ized with acute myocardial infarction, pneumonia, congestive heart failure, or
surgery for colorectal cancer. We chose these diagnoses because they are
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common, have a reasonable likelihood of requiring ICU admission, and are
reliably identified using administrative data.
METHODS
Patient Data: Health Care Cost and Utilization Project State Inpatient Database
We used the SID for Maryland and Washington to identify all adult patients
(age  18 years) who were hospitalized at an acute care, short-term hospital
in 2006. We selected these two states as they submit data to the Agency for
Healthcare Research and Quality (AHRQ) as part of the health care utiliza-
tion project (HCUP) and report revenue codes (UB-92 billing codes) for
each hospitalization that allows for identification of a stay in intensive care.
They are also diverse states, in distinct geographic regions, including both
major urban areas as well as large rural components, and with both high
and low health maintenance organization penetration. The SID includes
administrative data derived from UB-92 hospital discharge forms and pro-
vides a rich collection of variables. We used the AHRQ Clinical Classifica-
tions Software (CCS 2009) to generate multilevel diagnosis categories for
case mix adjustment, a strategy which compares favorably to other adminis-
trative adjustment tools (Ash et al. 2003). We also used a select group of
codes for medical critical illness codes (Ehlenbach et al. 2010), acute cardio-
vascular disease (Wennberg et al. 2004), and cardiac surgery (Ghali et al.
1999) to explore more granular case mix adjustment. A full description of
patient-level adjustment variables is provided in the Supplemental Digital
Content (see eMethods, eTable S1).
Hospital Data: Healthcare Cost Report Information System, AHA Annual Survey
We linked eligible hospitalizations to the 2006 Healthcare Cost Report Infor-
mation System (HCRIS) data from the Center for Medicare and Medicaid
Services (2006). HCRIS is a federally mandated and annually submitted Hos-
pital Cost Report file, previously used in many studies of critical care services
(Halpern, Pastores, and Greenstein 2004; Halpern et al. 2007; Halpern and
Pastores 2009). We also linked hospitalizations to the 2005 American Hospital
Association (2005) annual survey, a widely used electronic dataset of self-
reported data on hospital ownership, staffing, facilities, and capabilities. The
AHA surveys achieve a high annual response rate and are considered highly
reliable for the variables we used (Mullner 2002). Matching to hospital-level
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data was successful in all but six facilities (Figure 1). We used commonly con-
sidered variables to capture hospital characteristics, which are further detailed
in the Supplemental Digital Content (seeMethods).




Rehabilita on facili es N = 23
Psychiatric facili es N = 20 
Pediatric facili es N = 1
Swing bed facili es N = 31
Long term care facili es N = 3
Other/missing type facili es N = 4
Unmatched facili es N = 6
No cri cal care beds N = 27
No intensive care admissions N = 3
Missing hospital-level data N = 7
Cri cal care hospitals
N = 90
1,234,476 hospitaliza ons
Missing pa ent level data    N = 25,216
Admission age < 18 years     N = 197,846
Pa ents who received Intensive care 
N = 143,118





Figure 1: Hospital and Patient Accrual
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Identification of Intensive Care Hospitalizations
We categorized each admission by the presence or absence of Medicare
UB-92 billing codes for intensive care any time during hospitalization
(Halpern, Pastores, and Greenstein 2004; Halpern and Pastores 2009; Iwa-
shyna et al. 2009). We defined ICU admission as the presence of any critical
care revenue code, excluding psychiatric, pediatric, or intermediate critical
care. To determine intensive care use across hospitals, we determined the
reliability-adjusted proportion of intensive care hospitalizations of all eligible
hospitalizations at each center. Reliability adjustment reduces spurious varia-
tion in hospital-level proportions by eliminating statistical noise among hospi-
tals with low caseloads ( Hayward et al. 2007; Dimick, Staiger, and Birkmeyer
2010). This approach is now advocated by multiple organizations for quality
monitoring, including the AHRQ and The LeapFrog Group (2010).
Statistical Analyses
We present continuous descriptive data as mean ± SD or median [interquar-
tile range], depending on normality determined from graphical distributions.
We present categorical variables as proportions. The range and variability in
proportion of intensive care unit use across hospitals are illustrated using his-
tograms.
Because of the hierarchical structure of the data (patients nested within
hospitals), we used the latent response formulation of multilevel logistic
regression analyses and constructed three models (Rabe-Hesketh and Skron-
dal 2008). Patients are indexed i and hospitals h. Model 1 (the empty model) is
the probability (pi,h) of a critical care hospitalization only as a function of the
hospital:
logit ½PrðYi ;h ¼ 1jfhÞ ¼ bo þ fh þ ei ;h ð1Þ
bo = mean log odds of ICU admission in the sample
ζh = hospital random effect (independent across hospitals), ~N(0,w)
ei,h = is the residual variance (independent across hospitals and
patients),~N(0,h)
In Model 2, the probability of a critical care hospitalization is a function
of the patient-level factors (Xi,h):
logit ½PrðYi ;h ¼ 1jxi ; fhÞ ¼ bo þ b1Xi ;h þ fh þ ei ;h ð2Þ
b1 = vector of coefficients for patient-level factors
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Xi,h = vector of patient-level factors for patient i in hospital h
Using empirical Bayes methods, we determined the adjusted predicted
ICU use rate and 95 percent confidence intervals at the hospital level for an
average patient (Morris 1983; Normand, Glickman, and Gatsonis 1997).
Then, we displayed the ranked order of adjusted rates across hospitals in a cat-
erpillar plot. To illustrate the sensitivity of our result to more detailed case mix
adjustment, patient factors were added toModel 2 in a stepwise fashion. Please
see the Supplemental Digital Content for more detail (see eMethods).
In Model 3, the probability of a critical care hospitalization is a function
of the hospital, patient factors, and observed hospital characteristics (Zh):
logit ½PrðYi ;h ¼ 1jxi ;Zh ; fhÞ ¼ bo þ b1Xi ;h þ dZh þ fh þ ei ;h ð3Þ
d = coefficient vector for the vector of hospital-specific variables (Z) in hospi-
tal h
Zh = vector of hospital-level variables in hospital h
To determine the proportion of variance in intensive care use attribut-
able to hospitals, we determined the intraclass correlation (ICC) calculated, as
is conventional (Merlo et al. 2005a,b), as:
ICC ¼ w=ðwþ p2=3Þ ð4Þ
To determine the proportional change in variance (PCV) between a sim-
ple model and a model with more adjustment variables, we used an approach
suggested byMerlo et al. (2005c):
PCV ¼ ðwsimple  wcomplexÞ=wsimple  100 ð5Þ
Sensitivity Analyses
We explored if hospital-level variation in ICU use was consistent for more
homogeneous conditions. We restricted our models to patients with acute
myocardial infarction (Wennberg et al. 2004), pneumonia (Fry et al. 2005),
congestive heart failure(Casper et al. 2010), and surgery for colorectal cancer
(Ho et al. 2006), respectively, using ICD-9-CM diagnosis and procedure
codes. We also hypothesized that inter-facility transfer of patients may influ-
ence variation in hospitals’ use of intensive care (Iwashyna et al. 2010). We
subsequently excluded all patients with admission source coded as “acute care
hospital” and reestimated our models. To ensure that the observed hospital-
level variation in ICU use was true and not a result of random noise, we per-
formed a specification test (Huesch 2011). We chose patient marital status
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(married/unmarried) as an arbitrary characteristic that we did not expect to
have significant variation at the hospital level. We restricted this analysis to
hospitalizations in Maryland, in which marital status is reported in the SID.
All models were re-estimated using this alternative outcome, and we gener-
ated corresponding ICCs for our random effects.
We used STATA/SE version11.1 (College Station, TX, USA) for all anal-
yses. Research involving the patient-level de-identified SID, AHA annual sur-
vey, and HCRIS was not considered human subjects research and was
exempted review by the University of Washington Institutional Review
Board.
RESULTS
Patients who were cared for in an ICU were older, more often men, and were
more likely to be admitted from other medical facilities, compared to patients
not receiving critical care (Table 1). Among all hospitals with critical care
capability (N = 90), most were nonteaching facilities (n = 62, 69 percent), half
offered interventional cardiac catheterization (n = 50, 56 percent), and few
provided specialty services such as burn care or organ transplantation
(<10 percent, respectively). Facilities had a median 17 ICU beds [IQR: 9, 34],
whereas intermediate care ICU beds were uncommon (see Supplemental Dig-
ital Content, eTable S2).
We observed broad variation in the use of intensive care (eFigure S2).
The reliability-adjusted proportion of total hospitalizations admitted to an
ICU across hospitals ranged from 3 to 55 percent (median 12 percent; IQR:
9, 17 percent). Table 2 reports the results from our mixed effects logistic
regression models. In our unadjusted model, 10 percent of variation in the
use of intensive care was attributed to the hospitals (ICC = 10.3 percent
(95 percent CI: 7.6, 13 percent). When patient characteristics, including
comorbid status, age, gender, and case mix, were added to the model (Model
2), we observed an increase in the proportion of variance attributable to hos-
pitals (ICC = 19.7 percent, 95 percent CI: 15.1, 24.4 percent). This broad
variation is also reflected in the caterpillar plot where each hospital was
ranked according to their case mix adjusted rate of ICU use (Figure 2). For
example, hospitals in the 90th percentile were 17 times more likely to use
intensive care than those in the lowest 10th percentile (54 percent vs.
3.3 percent). When patient factors were added in stepwise fashion, we
observed that increasing granularity of case mix adjustment increased
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variation at the hospital level (see Supplemental Digital Content, eTable S3),
suggesting that any omitted patient-level comorbidity variables do not con-
found our hospital-level estimates.
When measured hospital characteristics were included (Model 3), we
observed that hospitals still accounted for 14.6 percent (95 percent CI: 11,






(N = 143,118) (N = 868,291)
Age, years 64 [51–77] 55 [37–73]
Male gender,N (%) 76,729 (53) 322,011 (37)
Weighted Charlson comorbidity score 1 [1–3] 1 [0–2]
Admission source,N (%)
Routine 129,280 (90) 832,419 (96)
Acute care hospital 8,671 (6) 21,343 (2)
Long-term care facility 5,167 (2.8) 14,534 (2)
Weekend admission,N (%) 30,661 (21) 161,812 (19)
Race/ethnicity*
White 47,761 (67) 309,549 (60)
Black 20,038 (28) 168,597 (33)
Hispanic ethnicity 1,092 (2) 15,506 (3)
Asian or Pacific islander 959 (1) 8,022 (2)
Other 2,216 (3) 12,257 (2)
Primary payer status,N (%)
Medicare 75,535 (53) 338,206 (39)
Medicaid 14,904 (10) 134,903 (16)
Private insurance 42,023 (29) 330,069 (38)
Self-pay 6,915 (4) 41,301 (5)
No charge 643 (<1) 4,090(<1)
Urbanicity
Central county, (>1 million pop.) 34,492 (24) 195,638 (23)
Fringe county, (>1 million pop.) 61,416 (43) 434,803 (50)
Metropolitan county (250–999,999 pop.) 6,410 (5) 35,308 (4)
Metropolitan county (50–250,000 pop.) 23,376 (16) 120,749 (14)
Micropolitan county 13,040 (9) 59,504 (7)
Noncore county 4,384 (3) 22,294 (3)
Median household income national quartile by ZIP code,N (%)
Quartile 1 24,017 (17) 149,061 (17)
Quartile 2 28,786 (21) 153,494 (18)
Quartile 3 45,502 (32) 275,092 (32)
Quartile 4 44,813 (31) 290,649 (33)
Died during hospitalization,N (%) 13,005 (9) 9,789 (1)
Length of stay, days† 5 [2–9] 3 [2–4]
*AmongMaryland hospitalizations only, missing forN = 760 (0.3%).
†Among hospital survivors.
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Table 2: Correlation Coefficients for Hospital-Level Random Effects in






Model 1 Model 2 Model 3
Random effects variance*
Hospital-level variance (95%CI) 0.38 (0.06, 0.28) 0.81 (0.60, 1.1) 0.57 (0.42, 0.76)
Intraclass correlations **(%)
Hospital (95%CI) 10.3 (7.6, 13) 19.7 (15.1, 24.4) 14.6 (11, 18.3)
Residual 89.7 80.3 85.4
Observations 1,011,363 1,011,354 1,011,354
*The residual (patient) variance in a mixed logistic regression model is fixed at p(2/3).
**ICC calculated as proportion of hospital variance divided by total variance where total variance
is the sum of hospital variance and residual variance p(2/3).
CI, confidence interval.
Figure 2: Rates of ICU Use Ranked across Hospitals (N = 90) with
95 Percent Confidence Intervals. (Estimates are derived from Model 2,
adjusted to the modal value of categorical covariates and centered mean value
of continuous covariates. That is, these estimates are both risk- and reliability-
adjusted.)
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18.3 percent) of the variation in intensive care use. Addition of known hospital
characteristics only attenuated the variance attributable to hospitals by
26 percent. In general, we note that the sum of the contribution of estimated
effects was small compared to residual, unexplained effects, which varied from
81 to 89 percent. Among the hospital-level effects, nonteaching status, avail-
ability of intermediate care beds, presence of neurological services, and
increasing hospital beds were associated with reduced hospital-level intensive
care use (see Supplemental Digital Content, eTable S4).
In our sensitivity analyses, we observed no change in our estimates
after we excluded all patients transferred from acute care hospitals. For spe-
cific conditions, we observed significant variation in hospital-level ICU use
among patients with congestive heart failure, a modest reduction for pneu-
monia, and surgery for colorectal cancer, and even greater variation for acute
myocardial infarction (Table 3). In our specification analysis, we substituted
marital status (married—yes/no) for ICU use, where little unexplained vari-
ability should be captured by hospital effects (Table 3). We observed, as
expected, that the contribution of hospitals to these models was minimal and
substantially less than our models of ICU use. In fact, the hospital-level con-
tribution to marital status was estimated at 0.9 percent (95 percent CI: 0.5,
1.3 percent) after full adjustment.
DISCUSSION
Intensive care is among the most resource intensive, costly, and rapidly grow-
ing components of acute hospital care. We observed wide variation in the use
of intensive care among hospitals, even after adjusting for known patient‐ and
hospital-level variables. We found that hospitals at the 90th percentile were 17
times more likely than those at the 10th percentile to admit a comparable
patient to the intensive care unit. Our findings were robust to disease-specific
cohorts, including acute myocardial infarction and congestive heart failure.
These data suggest important, unmeasured hospital factors may contribute to
the variability in intensive care unit admission for patients, and they highlight
the opportunity for future quality improvement and system efficiency inter-
ventions.
Despite rising critical care expenditures and critical care bed growth,
(Halpern and Pastores 2009), few studies have examined the variability in
intensive care across individual hospitals. Many authors describe ICU admis-
sion practice among select populations, such as those at the end of life, with
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low acuity disease, or of advanced age, demonstrating variation across
hospitals (Rosenthal et al. 1998; Angus et al. 2004; Barnato et al. 2007;
Wunsch et al. 2009). We present the first study that demonstrates the breadth
of variation across hospitals in the use of intensive care for a general, acute
care population. When quantified using intraclass correlations, variation in
ICU use across hospitals, which we measure at 14.3 percent, is comparable to
those reported for other areas of health services utilization. For example, hos-
pitals may account for 10 percent of the variation in transfusion after coronary
artery bypass graft surgery, 30 percent of variation in adherence to medica-
tion guidelines for secondary prevention of myocardial infarction(Rasmussen
et al. 2008; Rogers et al. 2009; Bennett-Guerrero et al. 2010; Huesch 2011),
and up to 18 percent of the variation in the quality of care for acute stroke.
(Reeves et al. 2010). These hospital-level effects also exceed the proportion of
variation generally attributable to providers (Fung et al. 2010). Importantly,
as in other areas of medicine, this degree of variance attribution may be
responsive to targeted efforts to reduce practice variability (Selby et al. 2010).
Although we are unable to determine whether intensive care was over-
or underutilized within hospitals, it seems very unlikely that this degree of var-
iation can be explained without significant overuse. Our models reveal that
factors other than case mix contributed to broad variation in ICU utilization.
This is an important finding as it suggests that hospitals play a significant role
in determining how their ICUs are used that is not attributable to simple, clini-
cally defined patient need. Several measured hospital characteristics helped
explain some of the variability in ICU use that we observed. Specifically,
smaller volume, nonteaching hospitals without intermediate care beds were
more likely to use intensive care in a greater number of patients. This finding
corroborates earlier data demonstrating that nonteaching and minor teaching
facilities are more likely to admit lower acuity patients to the ICU (Rosenthal
et al. 1998). But these measurable characteristics account for only 26 percent
of the hospital effect—these data imply that there may be a large, seemingly
discretionary aspect to the use of a very expensive component of hospital
care.
There are several additional factors that likely contribute to the wide
variation in ICU use across hospitals that we observed. First, hospitals that
admit more patients to the ICU than average may operate under the assump-
tion that delivering more critical care improves patient outcomes. Limited
data support this hypothesis. A single study in Pennsylvania that examined
patients at high risk of death found that odds of death were lower for those
who were treated in hospitals with greater end‐of‐life treatment intensity
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(Barnato et al. 2010). Several other studies, however, suggest that greater
intensive care, particularly among those who may not need it, may increase a
patient’s risk for iatrogenic complications and subsequent death (Levy et al.
2008; Thomas et al. 2009). Additional factors may include the absence of
objective guidelines for who should be admitted to the ICU (Truog et al.
2008), or the availability of ICU beds ( Joynt et al. 2001). These are only a few
potential mechanisms that may contribute to variation in ICU use across hos-
pitals that warrant furthermore investigation.
Our data have important implications for both policy makers and
researchers seeking to optimize the efficiency of critical care delivery. Because
U.S. hospitals receive a fixed DRG-based payment for each patient regardless
of whether the ICU is required, they should have strong financial incentives to
minimize unnecessary ICU use for DRG-based patients. Some of the varia-
tions we observed may reflect a given hospital improving efficiency to ensure
that the ICU is reserved for the most “profitable” patients (e.g., those undergo-
ing cardiac bypass surgery). Hospitals outside the United States may be less
susceptible to this incentive. The dramatic variation in ICU use we observed
suggests that there are opportunities for some hospitals to reduce critical care
expenditures. To do so, hospital leaders could compare their hospital’s
adjusted rate of ICU use to that of others, and if it deviates from the mean,
examine their local practice patterns to identify the drivers of use of this
expensive resource. Researchers can use a ranking of critical care capable hos-
pitals to identify outliers and, through quantitative and qualitative study,
determine the extent to which the hospital’s structure of critical care delivery,
norms of care, or the professionals providing care within these hospitals to
explain their deviation from average hospitals, and how this deviation associ-
ates with outcome (Barnato et al. 2009). Importantly, our data suggest, similar
to quality monitoring in other areas of health care (Dimick, Staiger, and
Birkmeyer 2010), that any effort to rank hospitals should first ensure that rates
of ICU use are fully adjusted for patient differences and for the reliability of
ICU user purely as a result of patient differences or infrequent admissions.
However, there may also be physician incentives to utilize the ICU that
are independent of a hospital’s approach to efficiency. The majority of criti-
cally ill patients in the United States are older than 65 years, a population of
individuals largely insured by fee‐for‐service Medicare (Angus et al. 2004;
Milbrandt et al. 2008). During the care of fee‐for‐service beneficiaries, nonsal-
aried physicians may overuse intensive care to maximize their billings. For
example, by admitting patients who may not need intensive care to the ICU,
physicians have more justification to bill for greater complexity or compre-
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hensiveness of care. The greater availability of technology in the ICU pro-
vides opportunities for physicians to perform additional diagnostic tests and
invasive procedures—this may not only offer both financial incentives (more
billing) but also nonpecuniary incentives in a world where “doing everything”
is sometimes considered the hallmark of an effective and conscientious physi-
cian (Garland et al. 2006; Song et al. 2010). These physician incentives occur
in the context of an increasing supply of critical care beds in the United States
(Halpern and Pastores 2010). In this respect, physicians’ opportunity to admit
patients to the ICU has never been greater. Together, these issues may in part
drive the variation in ICU use we observed. In the future, bundled payments
which reward quality and efficiency may alleviate some of the financial incen-
tives for physicians and hospitals which drive ICU variation. The imminent
implementation of bundled payments and more broadly, accountable care
organizations (ACO)—where physicians and hospitals share a fixed price for
an episode of care (Mechanic and Altman 2009)—may be an effective way to
eliminate ICU overuse caused by physician incentives.
We recognize several limitations to our study. First, our estimates for
hospital-level variation in intensive care use are limited by the completeness
of case mix adjustment. Importantly, we used several case mix adjustment
tools (Ash et al. 2003; Quan et al. 2005; Ehlenbach et al. 2010) to account for
patient differences across hospitals, yet these tools were not developed to pre-
dict intensive care utilization and may not fully capture an individual’s pro-
pensity for needing the ICU. Compared to a model without patient variables,
we observed that the hospital-level ICC increased after more complete adjust-
ment for patient-level heterogeneity. These results are reassuring, but they do
not remove with certainty the potential for unmeasured severity of illness to
alter our estimates of variation in ICU use across hospitals. We also evaluated
our models in specific conditions for which ICU admission may be more stan-
dardized (congestive heart failure, acute myocardial infarction) and found that
significant hospital-level variation remained. Second, we were unable to
account for physician practice variation in intensive care use within hospitals.
Although debated (Krein et al. 2002), physician-level variation may be a mea-
surable contributor to differences in health care utilization across several areas
of medicine (Hershman et al. 2009; Huesch 2011), including critical care,
(Escher, Perneger, and Chevrolet 2004; Garland et al. 2006), but was unmea-
sured in our datasets. Rather, we focused on hospitals, which have organiza-
tional characteristics and ICU structures that are inherently modifiable
components of a critical care system (Angus and Black 2004; Kim et al. 2010)
and have some degree of responsibility for which physicians practice within
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their walls. Third, we used a dichotomous variable for the availability of inter-
mediate care within hospitals. This variable may not capture the full breadth
of structural differences that comprise individual hospitals’ critical care capa-
bilities outside the ICU. Finally, as in much literature on variation in practice
patterns (Fung et al. 2010; Reeves et al. 2010; Selby et al. 2010), our data do
not evaluate the impact of variation and patient outcomes such as mortality
and morbidity. Additional measures for case mix adjustment, severity of ill-
ness, and patient-centered outcomes such as 30-day mortality and functional
status, not available in our dataset, would be required for these important
future analyses. As such, we can only hypothesize about the impact on patients
of the observed variation in intensive care use.
In summary, there is significant variability in the use of intensive care
across hospitals that is not accounted for by differences in patient characteris-
tics or most typically measured hospital characteristics. With the goal of
improving efficiency and stemming the increase in critical care costs, the pres-
ent work demonstrates that there is a potential policy opportunity for a greater
focus on modifiable hospital practice patterns which may contribute to the
broad hospital-level variation in the use of intensive care.
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