The construction of e cient numerical algorithms for the electrostatics of locally anisotropic composites seems to be a poorly explored area. In this paper we derive coupled rst and second kind Fredholm integral equations for the electrostatics of anisotropic inclusions in an anisotropic matrix. For a square array of circular cylinders we solve the integral equations to high accuracy through pointwise discretization. In the process we extend a recent renormalization method for the evaluation of lattice sums J. Math. Phys. 35, 6036 (1994)] to encompass the calculation of sums on stretched lattices.
I. INTRODUCTION
The development of e cient numerical algorithms to compute e ective properties of locally anisotropic composites is a topic of importance in physics and in physical engineering. By a locally anisotropic composite we mean a material whose local physical properties are described by piecewise constant anisotropic tensors. Anisotropic composites, such as polycrystals, are common in nature. Designed magnetostrictives, piezoelectrics and piezooptics are some examples in engineering 1].
Compared to how much work has been done in developing algorithms for locally isotropic composites, remarkably little has been done for anisotropic composites. For electrostatics and conductivity, most e orts concern the construction of bounds between which the e ective conductivity must lie. Starting with the work of Voigt 2] , Wiener 3] , and Reuss 4] , later authors have found improved bounds 5{13] or derived higher order bounds and series expansion involving geometric information in terms of correlation functions 14{20]. Another attempt at estimating e ective properties of anisotropic composites is via e ective medium approximations 1,18,21{24] .
In spite of the theoretical value of the above mentioned approaches, they are not always so useful for actual calculations on speci c geometries, except for models which can be solved exactly 25] and for composites with a low degree of inhomogeneity. Often, at least for two dimensional problems, the most reliable general method as of today for estimating the e ective conductivity of an anisotropic composite with a given geometry is a nite element program such as the Piecewise Linear Triangular Multi Grid (PLTMG) nite element program 26 ].
An entirely di erent approach to electrostatics of composites is the use of interface integral equations methods, based on Green's functions. In the isotropic case, such methods have been used for a long time 27{32]. Recently, by their combination with the Fast Multipole Method 33{35], these methods have gained wide appreciation in the numerical analysis community 33, 36] . The possibility of the extension of interface integral equations methods to anisotropic problems in physics appears to be a much more poorly explored area. In a recent paper, I began an investigation of the electrostatics anisotropic inclusions in an isotropic matrix 37]. Coupled rst and second kind Fredholm integral equations were derived and solved to high accuracy with Fourier methods in the case of circular inclusions.
In this paper we extend the results of Ref. 37 ] by deriving coupled rst and second kind Fredholm integral equations for a composite where both inclusions and matrix are anisotropic. We write these equations as a single operator equation. The operator equation is solved with pointwise discretization, that is with a Nystr om algorithm. In the process we extend a recent renormalization method for the fast and accurate computation of lattice sums 38] to encompass the computation of sums on a stretched lattice and we evaluate shape dependent lattice sums from physical considerations. The paper is organized as follows: In Section II we de ne our geometry and discretize four integral operators. These integral operators are needed in Section III where we derive the operator equation for an unknown charge density, and give a formula for the rapid extraction of the e ective conductivity from this charge density. In Section IV we discuss the evaluation of stretched lattice sums. In Sec V we present numerical results and compare with other methods.
II. INTEGRAL OPERATORS ON MATRIX FORM
In this section we consider an in nite periodic composite with a square unit cell. In the unit cell there is an inclusion. Both the inclusion and the region outside, the matrix, have anisotropic conductivity tensors. For simplicity we take the inclusion to be a disk so that the component interface is a circle. We de ne four mappings M i , i = 1; :::; 4. The mappings M 1 and M 3 map charge densities on the interface to potentials on the interface. The mappings M 2 and M 4 map charge densities on the interface to normal current densities on the interface. We derive matrix representations for the M i corresponding to discretizations of the potentials, charges and current densities. In subsequent sections the M i will be used for numerical calculations.
Let disks of radius R be arranged in an square array, where the lattice points (x i ; y i ) are separated by a unit distance and where one disk is centered at the origin. Let 
Now let a charge density (r) be placed on the interface B of the disk at the origin and all its periodic images B 1 . Let u(r) be the electric potential at a point r = (x; y) at B, due to all charge the plane. Represent (r) and u(r) by their values at 2N + 1 equispaced point on B. Let M 1 be the mapping from (r) to u(r). This mapping is easy to nd since u(r) can be written as the real part of an analytic function , u(r) = <e f (x + 1 y)g: (8) and the sum goes over all stretched lattice points ! in the complex plane. We refer to the set of all stretched lattice points as e Z 2 so that e Z 2 = fk 1 + 1 k 2 : k 1 ; k 2 2 Zg: (9) In the discretized representation of (r) and u(r), M 1 will be represented by a (2N + 1) (2N + 1) matrix. For computational purposes it is convenient to divide the sum in Eq. (8) a n cos n (13) it is easy to verify that
For a function f of the form
b n sin n (15) we have
The second part of concerns a set of stretched lattice points !, that are not well separated from the disk at the origin in the sense of Greengard and Rokhlin 34] . De ne the set P of lattice points by P = f! : j!j < 3Rg when j 1 j 1; P = f! : j!j < 3j 1 jRg when j 1 j 1:
De ne the set P 0 of lattice points as P 0 = P ? f0g, that is, the set P excluding the point at the origin. Charges on disks centered around the points in P 0 make up the near eld. We compute M II 1 , from the near eld, with direct summation. The third part of concerns all remaining lattice points in the plane. Charges on disks centered around these points make up the far eld. For the computation of M III 1 , from the far eld, we disregard divergent terms and use the approximation 
Here z = x + 1 y and z 0 = x 0 + 1 y 0 with (x; y) and (x 0 ; y 0 ) being two points within the unit cell, and e S k are lattice sums on the stretched lattice. The evaluation of the e S k is discussed in Section IV. The approximation of Eq. (18) Let j(r) be the normal current density at a point r = (x; y) on B, due to a charge density (r) placed on all interfaces in the plane. Let M 3 be the mapping from (r) to j(r). This mapping is easy to nd since j(r) can be written as j(r) = 1 <e ; (19) where n r = (n 1 ; n 2 ) denotes the outward unit normal on B at r.
It is convenient to divide M 3 into three parts according to the same rules by which M 1 was divided into three parts 
Let us also introduce a fourth matrix M 4 that is a mapping from a charge density (r) at B to a normal current density j(r) at B when the plane is lled with the component of conductivity tensor d . It is easy to see that M 4 is similar to M I 3 ; the di erence being that 1 and 2 in M I 3 are replaced by 3 and 4 in M 4 .
III. OPERATOR EQUATION FOR THE CHARGE DENSITY
In this section we apply an electric eld e to the composite. We represent the resulting potential u as a single layer potential stemming from a charge density . By requiring continuity of normal current densities at the interface B we arrive at an operator equation for . We also present a formula for extracting the e ective conductivity from . The treatment is similar to Ref 37] .
A unit electric eld e is applied to the composite. 
IV. EVALUATION OF STRETCHED LATTICE SUMS
In this section we discuss the evaluation of the stretched lattice sums e S k that enter into Eq. (18) (36) The error in S n is bounded by an expression proportional to (2=9) p?n 2 . The recursion of Eq. (34) for a square lattice also holds for sums on a moderately stretched lattice of the type discussed in Section II. U is then a simple rectangular unit cell, N the is the set N = fk 1 + 1 k 2 : k 1 ; k 2 2 Z; jk 1 j; jk 2 j 1g and M the is the set M = fk 1 + 1 k 2 : k 1 ; k 2 2 Z; jk 1 j; jk 2 j 4g. A crude estimate shows that the error in S n is bounded by an To overcome the di culties associated with highly stretched lattices we make a slight modi cation of the Berman and Greengard algorithm. Let the cell U ? be the smallest rectangular cell centered around the origin that satis es the following three requirements: 1) U ? is made of an odd number of simple unit cells U. 2) Let C ? be the cell made of 3 3 U ? -cells and centered around the origin. C ? contains the set of lattice points P. 3) U ? has a ratio r between the lengths of its two sides that falls in the interval 0:9 < r < 1: 
This procedure gives 14 digit accurate stretched lattice sums in milliseconds on a simple workstation. In Eq. (18) and Eq. (22) the quantity e S 2 is not possible to determine from summation. Rather, its role has to be determined by some physical requirement, for example that the electric potential due to dipoles of equal strength placed at all stretched lattice points should have the same periodicity as the stretched lattice. Let a be a stretched lattice vector. Then 
The apparent unsymmetry between Eq. (43) and Eq. (43) is due to the di erent treatment of x and y in the stretched lattice; the distance between lattice points in the x-direction is unity while the distance between lattice points in the y-direction is 1 . For a lattice that is stretched both in the x-direction and in the y-direction the operator e S 2 looks more symmetric.
V. NUMERICAL EXAMPLES AND CONCLUSION
In this section I test the algorithm of Eq. (30) and Eq. (31) numerically. I begin with a comparison with the result of Perrins et al. 41] for isotropic disks in an isotropic matrix. These results were derived with the Rayleigh Multipole Method, a method that only works for disks and spheres, but has the advantage that it can allow for accurate results also for strongly inhomogeneous systems where the inclusions are close to touching. For in nite and nite conductivity ratios between disks and matrix, and with up to 300 discretization points on B I reproduced all ve digit results of Ref. 41] up to disk volume fraction f 2 = 0:76 in a few minutes on a simple workstation. Actually, a Nystr om algorithm, such as ours, can also handle more di cult systems, but then the Trapezoidal quadrature rule (equispaced discretization points) used in this paper, must be replaced with some adaptive high-order accurate quadrature rule.
Next I compare with my own algorithm for anisotropic disks in an isotropic matrix 37]. This algorithm was derived with methods similar to those of this paper, but the charge density was represented in Fourier space rather than pointwise. This gave a short and fast algorithm suitable for arrays where the disks are close to touching, but unsuitable for extensions to more complicated geometries and to anisotropic matrices. For disk volume fractions up to f 2 = 0:74 and with up to 500 discretization points on B, the two algorithms gave results that agree to 14 digits for all conductivity combinations I tried. For example, the e ective conductivity for f 2 With 100 000 nodes and after three hours of computation for each case PLTMG gave e = 1:3676 for case I and e = 4:91 for case II. The method of this paper gave e = 1:3675887369436 with 35 discretization points on B in about three seconds and e = 4:9138374824276 with 201 discretization points on B in about 55 seconds, respectively for the two cases. All computations were done on the same workstation.
Finally I did the computations presented in Table 1 . These computations were checked to 13 or 14 digits by the Keller-Dykhne- Mendelson 25, 42, 43] type relation for the e ective conductivity in the direction of the applied eld e = (cos ; sin ) e ( 1 ; 2 ; 3 ; 4 ; = 0) = 1= e (1= 2 ; 1= 1 ; 1= 4 ; 1= 3 ; = =2):
A natural extensions of our approach to anisotropic electrostatics is to modify the quadrature rules used as to allow for general shapes of the inclusions and for inclusions that are arbitrarily close to each other. TABLES   TABLE I . E ective conductivities e in the direction of the applied electric eld e = (cos ; sin ). The composite is a square array of diks of area fraction f 2 . The conductivity tensor of the matrix is xx = 1 , yy = 2 , and xy = yx = 0. The conductivity tensor of the disks are xx = 3 , yy = 4 , and xy = yx = 0. The number of discretization points on the interface of each disks is 2N + 1. 
