Matrix-based centrality measures have enjoyed significant popularity in network analysis, in no small part due to our ability to rigorously analyze their behavior as parameters vary. Recent work has considered the relationship between f -subgraph centralities, which defined using the matrix exponential, and the walk structure of a network. In a walk-regular graph, the number of closed walks of each length must be the same for all nodes, implying uniform f -subgraph centralities for any f (or maximum f -walk entropy). We consider when non-walk-regular graphs can achieve maximum entropy, calling such graphs entropic. In parameterized measures, we are also interested in which values of the parameter witness this uniformity. To date, only one entropic graph has been identified, with only two witnessing parameter values, raising the question of how many such graphs and parameters exist. We resolve these questions by constructing infinite families of entropic graphs, as well as a family of witnessing parameters with a limit point at zero. MSC: 05C50, 05C75, 15A16
node importance (typically called centrality measures) [8, 20] . Functions of matrices are a natural candidate for such rankings [10] ; in particular the matrix resolvent [14, 18, 21] (Katz and PageRank centrality) and the matrix exponential [2, 3, 6, 12] (heat kernel and subgraph centrality) have been widely studied and used in practice.
Like many approaches to centrality, matrix functions actually give rise to infinite families of specific centrality measures based on the value of some parameter in the definition. For example, the (β-)subgraph centrality of a node i is given by the diagonal entry of the matrix exponential exp(βA) ii for non-negative β [12] . In general, there is no consensus on the "best" parameter value(s) for a centrality measure, and the effects of specific choices can be hard to characterize. Recent work has considered how relative node rankings change as matrix-based centrality parameters vary [4, 22] . In this work, we study when subgraph centralities can assign identical scores to nodes that are structurally different in the underlying graph.
The notion of "structural equivalence" we consider is based on prior study of the interplay between the uniformity of subgraph centrality (or walk entropy [1, 11] ) and the walk-regularity of a graph. To be more precise, consider a graph G with adjacency matrix A. We say G is walk-regular if for each ℓ ≥ 0, every node has the same number of closed walks of length ℓ (equivalently, A ℓ has constant diagonal), and we say nodes i and j are in the same walk class (structurally equivalent) if A ℓ ii = A ℓ jj . Early studies suggested that walk-regularity might be completely characterized by attaining maximum walk entropy; that is, it was conjectured that a graph is walkregular if and only if there exists at least one β 0 such that exp(β 0 A) gives all nodes the same score (resulting in maximum walk entropy) [1] . Recent work [19] disrupted this line of research by presenting a single graph which is non-walk-regular yet has uniform β-subgraph centrality for a particular value of β. We call such a non-walkregular graph entropic, and any value β for which G attains maximum walk entropy an entropic value for G.
In this work, we resolve several outstanding questions regarding the interplay between walk-regularity and centrality. We begin by exhibiting an infinite family of entropic graphs (Section 3). Furthermore, our construction proves that for each entropic value β 0 there are infinitely many graphs entropic with respect to β 0 . Interestingly, this result does not produce any new entropic values β 0 ; however, in Section 4 we establish that the set of entropic values is not only infinite, but contains a limit point at 0.
We then consider the more general class of f -subgraph centralities given by the diagonal entries of f (βA) for a parameter β > 0 and suitable function f defined on the spectrum of A. If a graph has uniform f -subgraph centrality for some parameter β, we say G is f -entropic, the value β is f -entropic with respect to G, and f is an entropic function. In Section 5 we prove that there are infinitely many functions f i that are entropic with respect to at least one graph.
Finally, we consider the related question of when a subset of a graph's walkclasses have the same f -subgraph centrality score for some parameter β; when this occurs, we say the walk classes collide at f , or that f induces a collision at the walk-classes. Note that a graph is f -entropic exactly when f induces a collision at all of the graph's walk-classes. We present a sufficient condition for determining that a set of walk-classes collide under some function f , and a sufficient condition for concluding that a set of walk-classes do not collide under any suitable function f . These sufficient conditions are practical to compute on modest-sized graphs.
Background
We consider only simple, loopless, unweighted, undirected graphs. Given a graph G = (V, E), we label its nodes as 1, 2, ..., n = |V | and denote its adjacency matrix by A G , or A when context is clear. K c denotes the complete graph on c nodes. Uppercase bold letters indicate matrices, I is reserved for the square identity matrix, and we write I (n) to indicate dimensions n × n if they are not clear from context. The entry in the ith row and jth column of A is denoted A ij . The jth column of A is A(:, j), and the subvector of A(:, j) with row indices in set S is A(S, j).
Vectors are denoted by lowercase bold letters, e.g. v, and we write v (ℓ) to indicate length ℓ. We write e j for the jth column of the identity matrix and e for the vector of all 1s. To refer to entry i of a vector we write v(i), or v i if it is not ambiguous.
In the rest of this section we provide background on walk-regularity and walkclasses, graph entropy and centrality measures, as well as our definitions for entropic graphs, functions, and parameters Walk-classes and walk-regularity. We call a walk of length ℓ an ℓ-walk. A graph G is walk-regular if and only if for each ℓ ≥ 0, each node in G is incident to the same number of closed ℓ-walks. Two nodes u, v are in the same walk-class if and only if for every ℓ ≥ 0 they are incident to the same number of closed ℓ-walks. This is equivalent to having (A ℓ ) uu = (A ℓ ) vv for ℓ ≥ 0; by the Cayley-Hamilton theorem, it suffices to consider only the m values ℓ = 0, · · · , m − 1 where m ≤ n is the degree of the minimal polynomial of A. We remark that G is walk-regular if and only if it has exactly one walk-class.
To analyze the walk-classes of a graph G with adjacency matrix A, we define the walk matrix as follows. First, define the vector d A,j = (A ℓ ) jj for each j = 1, · · · , n − 1 and every ℓ ≥ 0. When the context is clear, we use
Because we consider only loopless graphs, A 1 is constant diagonal, so the term d (1) provides no distinguishing information about the nodes. The walk matrix W A is then W A = d (2) · · · d (n−1) , which we denote by W if it is not ambiguous. Given a square matrix M ∈ R n×n , we say M is constant diagonal if every entry M jj is the same value. A graph G is walk-regular if and only if for each integer ℓ ≥ 0, the matrix A ℓ is constant diagonal [15] .
Centrality, entropy, and functions of matrices. If a function f (x) with power series ∞ k=0 c k x k is defined on the spectrum of A, we can express
Note that all nodes in the same walk-class will have the same diagonal value f (A) ii , and for a walk-regular graph, f (A) is constant diagonal for any f defined on A. For more detail on the conditions f (x) must satisfy to be defined on A, see [16] .
For any function f defined on the spectrum of A, the f -subgraph centrality of node j is given by f (A) jj . For f (x) = exp(x), this is simply called subgraph centrality [12] . An f -subgraph centrality and parameter β define a probability distribution p f (β) on V (G) by normalizing p f (j, β) = f (βA) jj / tr(f (βA)).
Dehmer introduced the concept of graph entropy to study uniformity of various graph structures [7] . Given any probability distribution p : V (G) → [0, 1] on the nodes of a graph G, the corresponding graph entropy is defined by I p (G) = − n j=1 (p(j) · log p(j)). Graph entropies take values in [0, log n] and attain log n if and only if the distribution p is uniform. Thus, G has maximum graph entropy with respect to p f exactly when f (A) is constant diagonal.
For a fixed function f (x), we study a family of associated graph entropies given by f (βx) for varying β. We use p f (j, β) to denote the probability distribution that arises from the centrality values f (βA) jj , and we use I f (G, β) to denote the corresponding graph entropy.
The walk entropy is defined in terms of subgraph centrality for a parameter β:
A closer analysis of walk entropy was initiated in by [11] , where it was conjectured that a graph is walk-regular if and only if its walk entropy is maximized for all β ≥ 0. A stronger form of this conjecture was proven in [1] , namely that walkregularity follows if walk entropy is maximized for all β ∈ I, for any set I ⊂ R with a limit point. It was further conjectured that walk-regularity follows if there exists even a single value β > 0 such that walk entropy is maximized, but [19] exhibited a counterexample which we refer to as G(4, 5); we introduce this notation in Section 4. Entropic graphs, functions, and values. In this paper we restrict our attention to functions f that have power-series representations with coefficients that are all positive. Additionally, we assume that the power series has positive radius of convergence. The authors in [4] explored this exact setting; previous work had considered a slight variant, allowing some coefficients to be nonnegative [10, 23] . [18] and PageRank [14, 21] ) and the matrix exponential f (βx) = exp(βA) (subgraph centrality [12] , total subgraph communicability [2] , and heat kernel centrality [6] ) have been widely studied.
Definition 2.2.
A graph G is f -entropic if G is connected and non-walk-regular, and there exists a PPSC function, f , such that f (β 0 A) is constant diagonal for some β 0 > 0. We say G is f -entropic with respect to β 0 , f is entropic on G, and we call β 0 an f -entropic value. If f (x) = exp(x), we simply say G is entropic and β 0 is an entropic value.
Conversely, we call a value β 0 for which no entropic graph exists sub-entropic. That is, if β 0 is sub-entropic, then for any graph's adjacency matrix A, exp(β 0 A) is constant diagonal if and only if the graph is walk-regular. When using f (x) = exp(x), we say β 0 is f -sub-entropic. Pursuit of a concrete, sub-entropic value β 0 (and in particular the conjectured value β 0 = 1) has motivated much of the recent literature on the topic. See Conjecture 3 in [9] and Conjecture 3.1 in [1] .
An infinite family of entropic graphs
Here we prove that there are infinitely many entropic graphs. We construct the graphs via the Cartesian product. The Cartesian product of two graphs, G and H, is denoted G H and satisfies the algebraic identity Proof. Recall that for any matrices B 1 and B 2 that commute, we have exp(B 1 +B 2 ) = exp(B 1 ) exp(B 2 ). This allows us to write Proof. Without loss of generality, let G be not walk-regular. Then by a result of Benzi ( [1], Theorem 2.1), there exists some β 0 > 0 such that exp(β 0 A G ) is not constant diagonal. Thus, for any graph H, we have that exp Proof. Since we assume exp(β 0 A G ) and exp(β 0 A H ) are both constant diagonal for some β 0 > 0, then by Lemma 3.1, exp(β 0 A G H ) is constant diagonal too. If we show G H is connected and not walk-regular, then the result follows.
By assumption, at least one of G, H is entropic and therefore not walk-regular, so by Lemma 3.2, G H is not walk-regular. Finally, a result of Chiue and Shieh ( [5] , Lemma 3) implies that G H is connected if and only if both G and H are connected, so we know G H is connected.
Corollary 3.4. Let G be a graph entropic with respect to β 0 > 0, and let H be any connected, walk-regular graph. Then any finite product H (H (· · · (H G))) is entropic with respect to β 0 .
In particular, we observe that the entropic graph G(4, 5) gives an infinite family of graphs entropic with respect to two values of β, for any connected, walk-regular graph H. We remark that all graphs in this family are entropic with respect to the same two values β for which G(4, 5) is entropic.
The distribution of entropic values
We now consider the set of all entropic values. By a result of Kloster et al. ( [19] , Theorem 3), this set is at most countable; one important question is whether it is actually finite. Although Corollary 3.4 exhibits an infinite family of entropic graphs, they all share the same two entropic values. The distribution of entropic values is also of interest; in particular, we ask whether there are intervals where no values are entropic; we say an interval (a, b) ⊂ R is a sub-entropic interval if no β ∈ (a, b) is entropic for any graph. Since subgraph centrality rankings converge to degree-rankings as β converges to 0 [4] , walk-classes with different node degrees are distinguishable; this naturally leads to the question of whether there is a sub-entropic interval near zero.
In this section, we construct an infinite sequence of entropic β that has 0 as a limit point, showing that no interval of the form (0, ε) is sub-entropic; This result is the first to show that there are infinitely many entropic values, although it leaves open the question of whether the set of entropic values is dense anywhere on the number line, and whether a sub-entropic interval might exist away from 0.
Entropic values accumulate at zero
Here we prove that no ε > 0 exists such that [0, ε) is a sub-entropic interval for exp(βx). We proceed by constructing a sequence of entropic values β j that converges to 0. Our sequence depends on a family of graphs which generalizes the 24-node graph in [19] . In the remainder of this section, we describe the graph family, derive its eigendecomposition, and use the eigendecomposition to construct the sequence of entropic values.
The graph class G(c, m)
We define the graph G(c, m) as follows. Given m cliques of size c and an independent set of size c, create a perfect matching from the independent set to each clique. This results in a graph with c(m + 1) nodes and two distinct walk-classes-one formed by the nodes in the independent set, the other by the nodes in the cliques. The 24-node graph in [19] is G(4, 5). See Figure 1 for a visualization of G(c, m) and its adjacency matrix.
The proof of our main result relies on having an explicit eigendecomposition (λ k , v k ) and applying the identity
so next we derive an eigendecomposition for A G(c,m) . As a first step, it will be convenient to look at the eigendecomposition of a related matrix. Table 1 are eigenvectors of A G(c,m) .
Eigendecomposition of a clique Since
, A Kc has the same eigendecomposition as e (c) e T (c) but with eigenvalues shifted by −1. Next we explicitly derive an orthonormal basis for the nullspace of ee T .
Let H (c) be the c×c Householder reflector matrix that maps the vector e to √ ce 1 .
The standard construction of a Householder reflector matrix gives 
By setting N (c) = [n 2 , · · · , n c ], we have that [ 1 √ c e (c) , N (c) ] is a c ×c orthogonal matrix and gives the useful identity
Thus, A Kc has eigendecomposition as follows: λ 1 = (c − 1) with multiplicity 1 and eigenvector v 1 = e, and λ j = −1 with multiplicity (c − 1) and eigenvector v j = n j . eigenvalue eigenvector eigenspace dim Eigenvectors of A G(c,m) Each eigenvector v for A G(c,m) is a length c(m+1) vector which we divide into a block of size c and a block of size cm:
.
The length c subvector y (c) of each eigenvector corresponds to the independent set of G(c, m); each x (c) corresponds to one of the K c subgraphs. We summarize the eigendecomposition of A G(c,m) in Table 1 and present an ordered list of the eigenvalues with their multiplicities in Table 2 .
Entropic sub-family of G(c, m)
We now establish that an infinite sub-family of the graph class G(c, m) is entropic with respect to the matrix exponential and discuss its implications for intervals of sub-entropic parameter values. The proof of Theorem 4.1 is technical, and we defer it to the Appendix. Since Corollary 4.2 exhibits a sequence of entropic values β that converges to zero, we can rule out sub-entropic intervals near zero.
Corollary 4.3.
There is no ε > 0 such that (0, ε) is a sub-entropic interval for subgraph centrality.
Infinite families of f -entropic graphs
In previous sections we considered graphs that are entropic with respect to the specific function f (x) = exp(x). Here we show that there are infinitely many functions f (x) for which f -entropic graphs exist. More precisely, we show that for any analytic function that is entropic with respect to at least one graph, G, there is an infinite family of graph-function pairs such that the graph is entropic with respect to the function. We construct these graphs using the graph tensor product G⊗H, observing that it satisfies A G ⊗ A H = A G⊗H .
Given an h-entropic graph G and walk-regular graph H, we will construct a function f that is entropic on G ⊗ H under conditions described below. We begin by proving a necessary lemma.
Lemma 5.1. Given an h-entropic graph G and a walk-regular graph H, we can construct a positive sequence c k > 0 so that for the function
Proof. To construct f so that f (A G⊗H ) is constant diagonal, consider an arbitrary diagonal entry f (A G⊗H ) ℓℓ for some ℓ. Then f (A G⊗H ) ℓℓ = (e i ⊗e j ) T f (A G⊗H )(e i ⊗e j ) for some i and j. Using the fact A G⊗H = A G ⊗ A H and expanding the power series of f , we can write
By assumption, the graph H is walk-regular, and so for each k there is a constant C H (k) such that (A k H ) jj = C H (k) for all j. Thus, we can choose c k as follows. By assumption G is h-entropic, so we know there exists a PPSC function h such that
Substituting c k into Equation (3) and simplifying, we get f ( Proof. By Lemma 5.1, we can construct a PPSC function f so that f (A G⊗H ) is constant-diagonal. Since G is h-entropic, by definition it is not walk-regular, and so G ⊗ H is not walk-regular. To see this, note that A k G must be not constant-diagonal for some power k, and so (A G⊗H ) k = (A k G ) ⊗ (A k H ) is not constant-diagonal. Thus, to conclude that G ⊗ H is entropic we need only show that G ⊗ H is connected.
Here we can apply a result of Weichsel ( [24], Theorem 1), which states that a tensor graph G 1 ⊗ G 2 is connected if and only if both G 1 and G 2 are connected and at least one of them contains a cycle of odd length.
For an entropic graph G, by induction we have that G ⊗ N j=1 H j is entropic for any set of connected, walk-regular graphs H j that each contain an odd cycle. We observe that every cycle graph of odd length C (2k+1) is connected and walk-regular, and so G⊗C (2k+1) gives a distinct entropic graph for each k ≥ 1. Finally, we note that since G(4, 5) is entropic, by Theorem 5.2 each graph G(4, 5) ⊗ C (2k+1) is f k -entropic for some function f k , yielding an infinite family of entropic functions f k .
Centrality collisions: when distinct walk-classes have identical centrality
We want to understand when nodes with distinct walk structures can be assigned the same score by a centrality measure -we call this occurrence a centrality collision, or simply a collision. More precisely, let G be a connected, non-walk-regular graph, and let {w j } be any collection of distinct walk-classes in G. We want to know when we can construct a PPSC function f (x) such that f (A) ii is the same for all nodes in the classes {w j }; we say that the walk-classes {w j } collide under f , and that f induces a collision at {w j }. Observe that a graph is f -entropic precisely when there exists a function f that induces a collision at all of its walk-classes.
In the remainder of the section, we give a sufficient condition for a graph for the existence of a collision-inducing PPSC function on that graph (Corollary 6.2); the sufficient condition generalizes to apply to entropic graphs. Additionally, this leads to a related sufficient condition for concluding that a graph is not f -entropic for any function f (Corollary 6.3). Finally, as an application of our theory, in Section 6.2 we present a graph with three walk-classes which we prove is f -entropic using Corollary 6.2. This is interesting because previously all known f -entropic graphs had only two walk-classes.
Sufficient condition for centrality collisions
Given a collection {w j } of distinct walk-classes in a graph G, we would like an easily computable condition that characterizes whether there exists some PPSC function f that induces a collision at {w j }. Here we present a practically computable sufficient condition for such a function's existence. Interestingly, the condition connects a question about nodes' walk-classes to Farkas's Lemma on nonnegative solutions to linear equations. Proof. Assume x > 0 and Wx = b. Let m be the degree of the minimal polynomial of A. For each index k ≥ m we can use the minimal polynomial of A to produce a set of coefficients {p k,j } m−1 j=0 such that A k = m−1 j=0 p k,j A j . This will enable us to collapse all terms A k for k ≥ m into just the first m − 1 terms {A j } m−1 j=0 . Before collapsing, we adjust the coefficients p k,j so that they can be put into certain convergent sums.
For each j, construct a sequence {s j,k } ∞ k=m so that ( ∞ k=m p k,j s j,k ) converges to some positive value c j . One such sequence is s j,k = 2 −k |p −1 k,j |; if p k,j = 0 then instead use 2 −k . Note that each s j,k is positive. Next, for each k define c k = min{s j,k |j = 0, · · · , m − 1}. Then we have that ( ∞ k=m p k,j c k ) converges, for each j. Using s j,k = 2 −k |p −1 k,j |, we have |p k,j c k | ≤ 2 −k , and so the magnitude of the sum ∞ k=m p k,j c k is bounded above by ∞ k=m 2 −k . Finally, for j = 0, · · · , m − 1, choose c j = x j − ( ∞ k=m p k,j c k ). If any of these c j is negative, then choose {c k } ∞ k=m smaller so that the values c j = x j − ( ∞ k=m p k,j c k ) are positive. This is possible because the c k can be chosen as close to 0 as we like, and x j > 0 by assumption. The end result is that any positive solution x to Wx = b enables us to equate
Thus, b equals diag(f (A)) for a PPSC function f (x).
Note that if we restrict to a subset S of rows of the equation Wx = e corresponding to a subset of walk-classes, then by Theorem 6.1 a positive solution x to W S x = e gives a PPSC function f that induces a collision at the walk-classes contained in S. Corollary 6.2. Given a graph G with walk matrix W and adjacency matrix A, fix any subset W = {w j } of walk-classes for G and let J be the set of all row indices of W corresponding to nodes in the walk-classes in W . If the linear system W J x = e has a solution x > 0, then there exists a PPSC function f that induces a collision at all the walk-classes in W . That is, there is a constant c such that f (A) ii = c for all i ∈ w j ∈ W .
The above results show that a solution to a particular linear program guarantees that a collision-inducing function exists. On the other hand, the converse-whether the existence of a collision-inducing PPSC function guarantees the existence of a positive solution to Wx = e -remains an open question. Lastly, we remark that the above proof shows that if an entropic function exists for G then Wx = e is consistent. Corollary 6.3. Given a graph G with walk matrix W, if the linear system Wx = e is inconsistent then G is non-walk-regular and not entropic.
Connection to Farkas's Lemma
We remark that for the linear system in Corollary 6.2 to have a positive solution, it is necessary that the system Wx = e satisfies the well-known Farkas's Lemma [13] . Farkas's Lemma says that a general linear system Mx = b has a solution x ≥ 0 if and only if no y exists such that y T b < 0 and y T M ≥ 0. In our restricted setting, where W is nonnegative and the right-hand side is e, we derive a more specific, necessary condition for Farkas's Lemma to holdand, therefore, a necessary condition for a positive solution to exist in Corollary 6.2. However, this novel condition does not have an intuitive interpretation in the context of centrality and walk-classes, and so we defer further discussion to the appendix. Figure 2 displays an f -entropic graph, ST (4, 2, [5, 3] ), which we call a "spider torus", that has exactly three walk-classes. The center nodes from the spider graphs form the first walk-class, the outer/inner nodes of the spider graphs (labelled with subscripts 1/2) form the second/third. We experimentally verified the graph depicted, ST (4, 2, [5, 3] ), to be f -entropic using Corollary 6.2, as implemented in our software package [17] .
A concrete application

Conclusions
We have considered when f -subgraph centrality measures induce collisions at different walk-classes in a graph; that is, when an f -subgraph centrality measure assigns identical scores to nodes that have different walk structures. We settled two open questions about the cardinality of the set of entropic graphs, and the set of entropic values. In particular, we exhibited an infinite family of graphs where subgraph centrality assigns identical scores to all nodes for two parameter values (Corollary 3.4); furthermore, we constructed a separate infinite family of entropic graphs with entropic values β i that converge to zero (Corollary 4.2), proving the set of all entropic values is infinite and has at least one limit point. One consequence of this result is that no sub-entropic interval of the form (0, ε) exists. It remains an open problem to determine whether there exists an interval (a, b) that is sub-entropic for exp(βx).
The existence of graphs entropic with respect to f (x) = exp(x) raises the question of whether there exist f -entropic graphs for other functions f commonly used to define centrality measures. We resolve this question in the affirmative by exhibiting an infinite family of functions f i and graphs G i such that G i is f i -entropic (Section 5). Finally, we present conditions (Corollary 6.2 and Corollary 6.3) that can prove the existence of a function f inducing a collision at a set of walk-classes in a given graph G; that G is f -entropic for some f ; or that G is sub-entropic for all f -subgraph centralities. Each of these conditions can be efficiently evaluated in practice, and we use the first condition to exhibit an instance of an f -entropic graph with three walkclasses. It remains an open question whether the sufficient condition in Corollary 6.2 is in fact a characterization of when nodes collide for some function f .
A Connecting walk-class collisions and Farkas's Lemma
In Section 6.1 we presented a sufficient condition on the walk matrix W of a graph G for concluding that G is f -entropic, and we observed that for the sufficient condition to hold, the linear system Wx = e must satisfy Farkas's Lemma. Because the system we consider, Wx = e, has a specific structure, we are able to give a sharper necessary condition for Farkas's Lemma to hold in this setting (Definition A.1). We use avg(v) to denote the average of the entries of a nonnegative vector v.
Definition A.1. We say that a nonnegative matrix M satisfies the set-average flipflop property (SAFF) if for every pair of disjoint, non-empty subsets S and T of row indices, there exists a column j such that avg(M(T, j)) ≤ avg(M(S, j)). We say a graph satisfies the set-average flip-flop property if its walk-matrix W does.
Equivalently, for any subset S, there must exist some j so that avg(M(S, j)) ≥ max{M(i, j)|i / ∈ S}.
Lemma A.2. Let M be any matrix, and e the vector of all 1s. Then for Mx = e to have a nonnegative solution, it is necessary that M satisfies the set-average flip-flop property.
Proof. Assume that M does not satisfy SAFF. We will construct a vector y such that y T M ≥ 0 but y T e < 0, which would imply via Farkas's Lemma that there is no x ≥ 0 such that Mx = e. Since we have assumed M does not satisfy SAFF, there must exist disjoint, nonempty subsets S, T such that for all columns j we have avg(M(T, j)) avg(M(S, j)). Construct the vector y as follows. Set y(S) = 1/|S|, and set y(T ) = −(1 + δ)/|T | for some δ > 0 to be determined later in the proof. Then y = 1 |S| e S − 1+δ |T | e T , and we know y T e = −δ, so y T e < 0 as long as δ > 0.
Next we pick a specific δ > 0 so that y satisfies y T M ≥ 0. By construction, avg(M(T, j)) avg(M(S, j)) for all j, and so we have For Corollary 6.2 to imply that a graph G is f -entropic, it is necessary that the walk matrix of G satisfy the SAFF property.
B Proofs from Section 4
Theorem 4.1. There exists some C ∈ N + such that for each c ≥ C there exists at least one value β ∈ (0, 1 c−2 ) for which the two walk-classes of G(c, c+1) have identical subgraph centrality.
Proof of Theorem 4.1. Given values β, c, m, let IS(β, c, m) and CN(β, c, m) denote the quantity exp(βA) jj for independent set nodes and clique nodes in G(c, m), respectively. We can explicitly produce expressions for IS(β, c, m) and CN(β, c, m) using the eigendecomposition in Table 1 .
Observe that, because the independent set nodes have degree m > c, for small enough β we know that IS(β, c, m) > CN(β, c, m). Hence, to prove that an entropic value β exists, by continuity it suffices to prove that CN(β 0 , c, m) > IS(β 0 , c, m) for some β 0 > 0. To do this we will use the fact
where V k is composed of columns that form an eigen-basis for the eigenvalue λ k of G(c, m). We remark that, because there are just two walk-classes in G(c, m), the quantity (V k V T k ) jj can have only two values, depending on whether node j is in a clique or the independent set. Replacing the quantities (V k V T k ) jj with expressions from Table 1 and Equation (2) 
Our goal is to prove CN(β c , c, m) > IS(β c , c, m) for some β c for all c larger than some threshold C. We proceed by splitting the above functions into pieces, which we bound independently. Let 
Then CN(β, c, m) = h 1 (c, m) + h 2 (c, m) and IS(β, c, m) = g 1 (c, m) + g 2 (c, m), and it suffices to show h 1 (c, m) > g 1 (c, m) and h 2 (c, m) > g 2 (c, m). The remainder of the proof proceeds by handling these independently. We remark that, although we assume m = c + 1 throughout, we continue to write things in terms of c and m for clarity. 
We now give an upper bound on the right-hand side, handling each term separately. Since λ 5 < −1, e βλ 5 < e Next, since m = c + 1, we know that λ 1 < c + 2, therefore e βλ 1 < e 1+ 3 c−2 . Again using λ 5 < −1, standard algebraic maneuvering shows that Multiplying both sides by c − 1, noting that m = c + 1, and taking the limit as c goes to infinity yields e + 1 on the left and e on the right, completing our proof that h 1 > g 1 .
Proving that h 2 > g 2 . Since (1 − 1/m) > (1 − 1/c), it suffices to show e βλ 4 + e−2 c > e βλ 3 (λ 3 +1) 2 −1 (λ 3 +1) 2 +m + e βλ 6 (λ 6 +1) 2 −1 (λ 6 +1) 2 +m .
We begin by simplifying the fractions containing λ 3 and λ 6 and transforming the right-hand side into hyperbolic trig expressions. Setting γ = √ 4m + 1, substitution and algebra yields the following identities (λ 3 +1) 2 (λ 3 +1) 2 +m = 1 2 (1 + 1 γ ) and
We accomplish this by splitting into two inequalities as follows
(1 − 2 γ )(1 + 1 2 β)( e−2 c ) > 1 γ sinh(ξ)(1 + 1 m ).
We begin by showing (14) . Multiplying by c and rearranging, we have
Taking the limit as c goes to infinity yields e − 2 on the left, and 1/2 on the right, since lim x→0 sinh(x) x = 1.
To complete the proof, it remains to show Inequality (13) . Recall that m = c + 1, (e − 2)(1 + 1 2 β) > c · γ · cosh(ξ)(1 − 1 m ) − (1 − 1 2 β) . Taking the limit as c → ∞, the left-hand side goes to (e−2). If we can show the limit of the right-hand side is less than this, the proof will be done. In fact, we show the right-hand side converges to 0 as c increases. To see this, we rewrite the right-hand side as c c−2 γ (c − 2)(cosh(ξ) − 1) − 1 2 − γ(cosh(ξ) − 1) + 2γ c−2 + γ m cosh(ξ) − cγ (c−2)m . As c increases, all but the first term can be shown to converge to 0 in a straightforward manner, with the term γ(cosh(ξ) − 1) converging by the well-known trigonometric fact lim For c large enough, the summation can be bounded above, term for term, by the geometric series k=1 ( √ c) −k = c −1/2 1−c −1/2 , which vanishes as c increases. Finally, observe which also converges to 0 as c increases. This proves h 2 > g 2 , and thus CN(β c , c, m) > IS(β c , c, m) as desired.
