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Abstract
In this paper, we study the inapproximability of the following NP-complete number theoretic optimization problems introduced
by Ro¨ssner and Seifert [C. Ro¨ssner, J.P. Seifert, The complexity of approximate optima for greatest common divisor computations,
in: Proceedings of the 2nd International Algorithmic Number Theory Symposium, ANTS-II, 1996, pp. 307–322]:
Given n numbers a1, . . . , an ∈ Z, find an `∞-minimum GCD multiplier for a1, . . . , an , i.e., a vector x ∈ Zn with minimum
max1≤i≤n |xi | satisfying
∑n
i=1 xiai = gcd(a1, . . . , an).
We show that assuming P 6= NP, it is NP-hard to approximate the Minimum GCD Multiplier in `∞ norm (GCDM∞) within
a factor nc/ log log n for some constant c > 0 where n is the dimension of the given vector. This improves on the best previous
result. The best result so far gave 2(log n)
1−
factor hardness by Ro¨ssner and Seifert [C. Ro¨ssner, J.P. Seifert, The complexity
of approximate optima for greatest common divisor computations, in: Proceedings of the 2nd International Algorithmic Number
Theory Symposium, ANTS-II, 1996, pp. 307–322], where  > 0 is an arbitrarily small constant.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Since the notion of NP-completeness was introduced in the early 1970s, a great many natural combinatorial
optimization problems have been proven to be NP-hard. Thus, finding optimal solutions to these problems are unlikely
to be done in polynomial time. To cope with this difficulty, researchers have turned to devising polynomial-time
approximation algorithms to find near-optimal solutions with reasonable approximation guarantees. But devising
such approximation algorithms may not always be possible, for it may be NP-hard to do so. The success of
NP-completeness theory [7,16,17] in classifying the complexity of combinatorial optimization problems motivates
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researchers to rigorously analyze approximation algorithms. With the progress of the field, it became apparent that
there are different approximation ratios for different problems. There are four different approximation ratios [3]. They
are respectively, 1+  for some fixed  > 0,Ω(log n), 2log1−γ n for every fixed γ > 0, and nδ for some fixed δ > 0.
After the relation between probabilistic proof systems and inapproximability was found by Feige et al. in [9], there
has been a lot of research in the inapproximability of NP-optimization problems.
In this paper we investigate the following NP-complete optimization problems:
Minimum GCD Multiplier in `∞ norm (GCDM∞)
INSTANCE: n numbers a1, . . . , an ∈ Z
SOLUTION: a vector x ∈ Z such that∑ni=1 xiai =gcd(a1, . . . , an)
MEASURE: The `∞ norm ||x||∞ = max1≤i≤n |xi | of the vector x.
Euclid’s algorithm for computing the greatest common divisor of 2 numbers is one of the oldest algorithms. The
GCD problem for more than two numbers is also interesting in its own right. It has important application in which
corresponding multipliers are required. For instance, it can be used to compute the canonical normal forms of integer
matrices [10,11,14].
The decision variant of GCDM∞ has been shown to be NP-complete by Majewski and Havas [18]. The
approximation variant of GCDM∞ has been studied by Ro¨ssner and Seifert [19]. They have shown that, unless
NP ⊆ DTIME(npoly(log n)), GCDM∞ cannot be approximated in polynomial time within a factor of 2(log n)1− , where
 > 0 is an arbitrarily small constant. Their proof depends on the advances in the theory of probabilistically checkable
proofs (PCPs). They constructed a gap-preserving reduction from Label Cover problems toGCDM∞ via the problems
Minimum Z-Solution of Linear System in `∞ norm and Minimum Diophantine Equation Solution in `∞ norm [19].
The shortest GCD multiplier problem in `p norm has been proved NP-complete [13]. Furthermore, approximating
the shortest GCD multiplier in `p norm within any constant factor and within a factor n1/(p log
 n) is NP-hard [13].
The optimization problem for extended GCD calculation with respect to the `0-metric is NP-complete [18] and the
approximation problem for the measure is handled in [19].
On the other hand, there exists a polynomial-time algorithm [18], which computes a GCD multiplier x ∈ Zn for
a1, . . . , an ∈ Z with ‖x‖∞ ≤ 0.5‖a‖∞ . Ro¨ssner and Seifert [19] proposed a polynomial-time algorithm which
computes a GCD multiplier x ∈ Zn with Euclidean length ‖x‖ ≤ 1.5n‖a‖/gcd (a1, . . . , an). The extended GCD
calculation problem with respect to the `0-metric is solvable in average polynomial time [12].
Our result
In this paper, we show that assuming P 6= N P , it is NP-hard to approximate GCDM∞ within a factor nc/ log log n
for some constant c > 0 where n is the dimension of the given vector. This improves on the best previous result in
[19] where Ro¨ssner and Seifert showed that it is hard to approximate GCDM∞ within factor 2(log n)
1−
, where  > 0
is an arbitrarily small constant.
Technique
We obtain our result by giving a deterministic gap-preserving reduction from the problem SSAT ∞ [8] to the
problem GCDM∞ via the problems Minimum Z-Solution of Linear System in `∞ norm and Minimum Diophantine
Equation Solution in `∞ norm [19]. The latter two minimization optimization problems are defined as follows:
Minimum Z-Solution of Linear System in `∞ norm (MinLS∞)
INSTANCE: A linear system Ax = b of m equations in n variables, where A is a relational m × n matrix and b is an
n-dimensional rational vector.
SOLUTION: A non-zero vector x ∈ Zn such that Ax = b.
MEASURE: The `∞ norm ||x||∞ = max1≤i≤n |xi | of the vector x.
Minimum Diophantine Equation Solution in `∞ norm (MinDES∞).
INSTANCE: An equation a1x1 + · · · anxn = b with a1, . . . , an, b ∈ Z.
SOLUTION: A vector x ∈ Zn such that∑ni=1 ai xi = b.
MEASURE: The `∞ norm ||x||∞ = max1≤i≤n |xi | of the vector x.
We first give a gap-preserving reduction from the problem SSAT ∞ [8] to the problem MinLS∞. Then we give
a gap-preserving reduction from the problem MinLS∞ to the problem MinDES∞. Finally we give a reduction from
MinDES∞ to GCDM∞.
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The problem SSAT ∞ is defined in Section 3 and it has been proven by Dinur [8] that approximating SSAT ∞
to within a factor of nc/ log log n is NP-hard. From the gap-preserving, we see that the same inapproximability factor
holds for the problems MinLS∞, MinDES∞ and GCDM∞.
Structure of the paper
In Section 2, we introduce some definitions. In Section 3 we introduce the problem SSAT ∞. Section 4 describes
the reduction from SSAT ∞ to MinLS∞, establishing the hardness of approximating MinLS∞. Section 5 describes
the reduction from MinLS∞ to MinDES∞, establishing the hardness of approximating MinDES∞. In Section 6 we
give the reduction from MinDES∞ to GCDM∞, establishing the hardness of approximating GCDM∞. Finally, in
Section 7 we present some conclusions and some open problems.
2. Preliminaries
We briefly introduce some notations (see [4]).
Definition 1. An optimization problem Π is a set I ⊆ {0, 1}∗, a set S ⊆ {0, 1}∗ of feasible solutions on input I ∈ I,
and a polynomial-time computable measure m : I × S → R+, that assigns each tuple of instance I and solution S, a
positive real number m(I, S), called the value of the solution S. The optimization problem is to find, for a given input
I ∈ I a solution S ∈ S such that m(I, S) is optimum over all possible S ∈ S.
If the optimum is minS∈S{m(I, S)} (resp. maxS∈S{m(I, S)}), we refer toΠ as a minimization (resp. maximization)
problem.
Definition 2. For an input I of a minimization problem Π whose optimum solution has value opt(I ), an algorithm A
is said to approximate opt(I) within a factor f(I) iff
opt(I ) ≤ A(I ) ≤ opt(I ) f (I ),
where f (I ) ≥ 1 and A(I ) > 0.
For studying the hardness of approximation problems we introduce the following reduction due to Arora [2].
Definition 3. Let Π and Π ′ be two minimization optimization problems and ρ, ρ′ ≥ 1. A gap-preserving reduction
from Π to Π ′ with parameters ((c, ρ), (c′, ρ′)) is a polynomial transformation τ mapping every instance I of Π to an
instance I ′ = τ(I ) of Π ′ such that for the optima optΠ (I ) and optΠ ′(I ′) of I and I ′, respectively, the following hold:
optΠ (I ) ≤ c H⇒ optΠ ′(I ′) ≤ c′
optΠ (I ) ≥ c · ρ H⇒ optΠ ′(I ′) ≥ c′ · ρ′,
where c, ρ and c′, ρ′ depend on the instance sizes I and I ′, respectively.
3. SSAT ∞
In this section we reconsider the SSAT ∞ problem introduced in [8]. Let Ψ = {ψ1, . . . , ψn} be a system of tests
(Boolean functions) over variables V = {υ1, . . . , υm}. Denote by Rψi the satisfying assignments for ψi ∈ Ψ . We
recall the following definitions from [8].
Definition 4 (Super-Assignment to Tests). A super-assignment is a function S mapping to each ψ ∈ Ψ a value from
ZRψ . S(ψ) is a vector of integer coefficients, one for each value r ∈ Rψ . Denote by S(ψ)[r ] the r th coordinate of
S(ψ).
If S(ψ)[r ] 6= φ, we say that the value r appears in S(ψ). A natural assignment (an assignment in usual sense) is
identified with a super-assignment that assigns each ψ ∈ Ψ a unit vector with a 1 in the corresponding coordinate.
In this case, exactly one value appears in each S(ψ). We use the maximum over the `2 norms of the vectors S(ψ),
‖S(ψ)‖2, to measure the closeness of S to a natural super-assignment.
Definition 5 (Norm of a Super-assignment). The norm of a super-assignment S is the maximum norm of its
individual assignments ‖S‖ = maxψ∈Ψ ‖S(ψ)‖2, where ‖S(ψ)‖2 denotes the `2 norm of the vector S(ψ).
4 W. Chen et al. / Theoretical Computer Science 396 (2008) 1–9
The norm of natural super-assignment is 1. The gap of SSAT ∞ will be formulated in terms of the norm of the
minimal super-assignment that maintains consistency. A natural assignment r ∈ Rψ to a test ψ induces an assignment
to each variable x , denoted r |x . We next define the projection of a super-assignment to a test onto each of its variables.
Consistency between tests will amount to equality of projections on mutual variables.
Definition 6 (Projection). Let S : Ψ → ∪ψZRψ be a super-assignment to the tests. We define the projection of S(ψ)
on a variable x of ψ , pix (S(ψ)) ∈ ZF , as follows:
∀a ∈ F : pix (S(ψ))[a] def=
∑
r∈Rψ , r |x=a
S(ψ)[r ].
We shall now proceed to define the notion of consistency between tests. If the projections of two tests on each
mutual variable x are equal (in other words, they both give x the same super-assignment), we say that the super-
assignments of the tests are consistent (match).
Definition 7 (Consistency). Let S be a super-assignment to the tests in Ψ . S is consistent if for every pair of tests ψi
and ψ j with a common variable x ,
pix (S(ψi )) = pix (S(ψ j )).
S is said to be not-all-zero if it is non-trivial on at least one test ψ ∈ Ψ (i.e. ∃ψ ∈ Ψ , S(ψ) 6=→0 ). We can now define
the SSAT ∞ problem.
Definition 8 (g-SSAT ∞). An instance of SSAT ∞ with parameter g
I =< Ψ = {ψ1, . . . , ψn}, V = {υ1, . . . , υm}, {Rψ1 , . . . ,Rψn } >
consists of a set Ψ of tests over a common set V of variables that take values in a field F . The parameter m and
|F | and |Rψ | are always bounded by some polynomial in n. Each test ψ ∈ Ψ has associated with it a list Rψ of
assignments to its variables, called the satisfying assignments or the range of the test ψ . The problem is to distinguish
between the following two cases,
Yes: There is a consistent natural super-assignment for Ψ .
No: Every not-all-zero consistent super-assignment for Ψ has norm > g.
The following lemma was proven in [8].
Lemma 1 (SSAT ∞ Theorem). There is some constant c > 0, such that SSAT ∞ is NP-hard for g = nc/ log log n .
4. Hardness of approximating MinLS∞
In the section, we shall prove that approximating MinLS∞ is NP-hard within a factor nc/ log log n (for some constant
c > 0) by reducing SSAT ∞ to it. This reduction follows the same lines of the reduction in [8] from SSAT ∞ to
SV P∞.
We begin with a g-SSAT ∞ test system
I =< Ψ = {ψ1, . . . , ψn}, V = {υ1, . . . , υm}, {Rψ1 , . . . ,Rψn } >,
where Ψ is a set of tests over variables V , and for each ψ ∈ Ψ , Rψ is the set of satisfying assignments for ψ . We
(efficiently) construct from it an instance of MinLS∞, Bx = t. We then show that the ‘yes’ instances of g-SSAT ∞
are mapped to ‘yes’ instances of MinLS∞ and ‘no’ instances to ‘no’ instances.
We show that a consistent natural super-assignment to Ψ translates to a short solution for MinLS∞. On the other
hand we show that any solution that is shorter than g, translates to a consistent super-assignment of norm< g for Ψ .
The matrix B will have 2
∑
i |Rψi | column vectors. Among the first
∑
i |Rψi | column vectors, the matrix B have a
column
→
v [ψ,r ] for every pair of test ψ ∈ Ψ and an assignment r ∈ Rψ for it. The remaining∑i |Rψi | column vectors
are unit vectors. The matrix B will have three kinds of rows, non-triviality rows, consistency rows and norm-measuring
rows, defined as follows.
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Non-triviality rows. There will be a row designated to each test. In the row of ψ all of the columns associated with
ψ will have a 1, and all other columns will have zero.
Consistency rows. B have |F | rows for each pair of tests ψi and ψ j and common variable x (there will be a · |F | rows
if ψi and ψ j share a variables). These rows contain a consistency-ensuring gadget and only the columns associated
with ψi and ψ j will have non-zero values in these rows. The gadget will ensure that the super-assignments to ψi and
ψ j are consistent on their common variables x . The remaining
∑
i |Rψi | column vectors, when restricted to these
rows, will be
→
0 vectors.
We now turn to describe the structure of the gadget itself. This will complete the description of the MinLS∞
instance.
The gadget. Let us concentrate on the gadget for the pair of tests ψi and ψ j with common variables x . This is a pair
of matrices G1 of dimension (|F | × |Rψi |) and G2 of dimension (|F | × |Rψ j |). The matrices G1 and G2 have |F |
rows, each corresponding to a possible assignment for the variables x . Let r ∈ Rψi be a satisfying assignment for ψi
and r ′ ∈ Rψ j be a satisfying assignment for ψ j . The r th column in G1 is the unit vector ei where i = r |x , i.e. zeros
everywhere except for a 1 in the r |x -th coordinate. Similarly, the column in G2 corresponding to r ′ equals the unit
vector (
→
1 −ei ) where i = r ′|x and
→
1 is the all-one vector, i.e. 1 everywhere except for one 0 in the r ′|x -th coordinate
(see Fig. 1).
Norm-measuring rows. Among the first
∑
i |Rψi | column vectors, there will be a set ofRψ rows designated to each
test ψ ∈ Ψ , in which only ψ columns have non-zero values. The columns of ψ , when restricted to these rows, will be
the (|Rψ | × |Rψ |) Hadamard matrix H (we assume w.l.o.g. that |Rψ | is a power of 2, thus such a matrix exists, see
([5], p. 74)). Among the remaining
∑
i |Rψi | column vectors, there will be a set of |Rψ | rows designated to each test
ψ ∈ Ψ , in which only ψ columns have non-zero values. The columns of ψ , when restricted to these rows, will be the
(|Rψ | × |Rψ |) unit matrix I.
The target vector t will have 1 in each consistency row and non-triviality row, and zero in each norm-measuring
row.
Proving correctness. Let us now show that ‘yes’ instances of the g-SSAT ∞ map to ‘yes’ instances of the MinLS∞.
Proposition 1 (Completeness). If there is a consistent natural super-assignment to the g-SSAT ∞ test system Ψ ,
then there is a non-zero solution
→
v with ‖ →v ‖∞ = 1 to the above MinLS∞ instance (i.e. B →v= t.).
Proof. We take the consistent natural super-assignment S and construct from it a solution to the MinLS∞. We will
concatenate the vectors S(ψ1)S(ψ2) . . . S(ψn) (−HS(ψ1))(−HS(ψ2)) . . . (−HS(ψn))(turning n 2|Rψi |-coordinate
vectors into one long vector with
∑
i 2|Rψi | coordinates) to obtain our alleged solution to MinLS∞. We consider the
set of |F | rows belonging to an arbitrary pair of testψi andψ j with common variable x . Suppose S(ψi )[r1], S(ψ j )[r2]
are the single 1’s in S(ψi ), S(ψ j ) respectively (S is natural). Because S is consistent, r1|x = r2|x . By the construction
of B we see that
0
...
r1|x
...
|F |

0
...
1
...
0
+
0
...
r2|x
...
|F |

1
...
0
...
1
 =

1
...
1
...
1

and the target vector t is reached in these rows.
Since S is a consistent natural super-assignment, it assigns a +1 coefficient to exactly one column of every test. So
the target vector is also reached in the non-triviality rows.
Then we consider the set of |Rψi | norm-measuring rows belonging to the test ψi . By the construction B, we
get: HS(ψi ) − HS(ψi ) = 0. So the concatenated vectors →v= S(ψ1)S(ψ2) . . . S(ψn)(−HS(ψ1))(−HS(ψ2))
. . . (−HS(ψn)) is a solution to MinLS∞. Since S(ψi ) is a unit vector for all i , HS(ψi ) equals some column of
the Hadamard matrix which is a ±1 matrix. So −HS(ψi ) is a ±1 vector. So ‖ →v ‖∞ = 1. 
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Fig. 1. The matrix B.
We will now show that ‘no’ instances of the g-SSAT ∞ map to ‘no’ instances of the MinLS∞ by showing that if
we ended up with an instance that is not a ‘no’ instance, then we must have started with a non-‘no’ instance.
Proposition 2 (Soundness). Let s be a non-zero solution to the above MinLS∞ instance, ||s||∞ ≤ g. There exists a
not-all-zero consistent super-assignment S of norm ≤ g for the g-SSAT ∞ instance.
Proof. We show how to construct S from s: we ‘break’ the first
∑
i |Rψi | coordinates of s into |Ψ | pieces of length|Rψ |, one for each test ψ ∈ Ψ . We obtain a super-assignment S. Since s is a non-zero solution, S is a not-all- zero
super-assignment (if S = 0, then by the non-triviality rows and the norm-measuring rows, we can get: s = 0).
Letψi , ψ j ∈ Ψ be arbitrary tests with a common variable x . We shall show that pix (S(ψi )) = pix (S(ψ j )). Consider
the |F | rows that correspond to ψi , ψ j , x . In each of these rows the sum of the vectors is 1, in other words, for any
f ∈ F ,∑
r : r |x= f
S(ψi )[r ] +
∑
r : r |x 6= f
(S(ψ j )[r ]) = 1.
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On the other hand, for any arbitrary ψ ∈ Ψ , the target vector is reached in the ψ th row of the non-triviality rows.
This implies that∑
r : r∈Rψ
S(ψ)[r ] = 1.
So we get∑
r : r |x= f
S(ψi )[r ] = 1−
∑
r : r |x 6= f
(S(ψ j )[r ])
=
∑
r : r∈Rψ j
S(ψ j )[r ] −
∑
r : r |x 6= f
(S(ψ j )[r ])
=
∑
r : r |x= f
S(ψ j )[r ]
which, by definition of the projection means pix (S(ψi )) = pix (S(ψ j )).We hence have a not-all-zero consistent super-
assignment S.
The norm of S is defined as ‖S‖∞ = maxψ∈Ψ ‖S(ψ)‖2. SinceH is a Hadamard matrix, 1√|Rψ |H is a (|Rψ |×|Rψ |)
orthogonal matrix. So ‖ 1√|Rψ |HS(ψ)‖2 = ‖S(ψ)‖2. Because for every z ∈ R
n , ‖z‖∞ ≥ ‖z‖2/√n, we obtain
‖HS(ψ)‖∞ ≥ ‖HS(ψ)‖2√|Rψ | = ‖
1√|Rψ |HS(ψ)‖2 = ‖S(ψ)‖2. So maxψ∈Ψ ‖HS(ψ)‖∞ ≥ maxψ∈Ψ ‖S(ψ)‖2 = ‖S‖∞.
Since s is a solution of Bx = t, its remaining∑i |Rψi | coordinates are forced to cancel out each ofHS(ψ). Hence,
s has one entry, say s j , j ∈ {∑i |Rψi |,∑i 2|Rψi |} satisfying s j = maxψ∈Ψ ‖HS(ψ)‖∞ ≥ maxψ∈Ψ ‖S(ψ)‖2 =‖S‖∞. So ‖s‖∞ ≥ ‖S‖∞. Thus ‖S‖∞ ≤ g.
Finally, ifΨ is an SSAT ∞ no instance, then the norm of any consistent super-assignmentAmust be at least g, and
so the norm of the shortest non-zero integer solution of the equation Bx = t, must also be at least g. This completes
the proof of the reduction. 
So we come to the following conclusion:
Theorem 3. There is some constant c > 0, approximating MinLS∞ is NP-hard within a factor g = nc/ log log n .
5. Hardness of approximating MinDES∞
In the section, we shall prove that approximating MinDES∞ is NP-hard for g = nc/ log log n (for some constant
c > 0) by reducing MinLS∞ to it. When the solutions are bounded, a polynomial-time reduction from a system of
inhomogeneous linear equations to a single equation with identical solution set has been established by Kannan [15].
The same reduction was independently found in [6]. Kannan has implicitly proven the following lemma [15] and the
detailed proof process was also given in [19].
Lemma 2 (Lemma 13 in [19]). Let A be an integral m × n matrix, ‖A‖∞ the maximum absolute value of its entries
ai j , 1 ≤ i ≤ m, 1 ≤ j ≤ n and b be an integral m-dimensional vector. Then
Bµ ∩ {x ∈ Zn|Ax = b} = Bµ ∩
{
x ∈ Zn
∣∣∣∣∣ m∑
i=1
n∑
j=1
kiai j x j =
m∑
i=1
kibi
}
where Bµ denotes the n-dimensional ball l∞-radius µ centered at the origin and k = n‖A‖∞µ+ ‖b‖∞ + 1.
Combining Lemma 2 with Theorem 3, we can prove the following result.
Theorem 4. There is some constant c > 0, approximating MinDES∞ is NP-hard within a factor nc/ log log n .
Proof. Let I1 be an instance of SSAT ∞. Applying the reduction given in Section 4, we obtain an instance I2 of
MinLS∞, Bx = t. In order to complete the proof of the theorem, it is sufficient to have a gap-preserving reduction
from MinLS∞ to MinDES∞.
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Applying Lemma 2 to the equation Bx = t with µ = g (=nc/ log log n) and k = (2∑i |Rψi |)g + 1 + 1(note that‖B‖∞ = 1 and ‖t‖∞ = 1), we obtain an instance, say I3, of MinDES∞, consisting of a single equation
m∑
i=1
n∑
j=1
kibi j x j =
m∑
i=1
ki ti ,
where m is the row numbers of matrix B and n is the column numbers of matrix B (=2∑i |Rψi |).
If optMinLS∞(I2) = 1, by Lemma 2, every optimum solution for I2 is a witness of optMinDES∞(I3) = 1.
Assume optMinLS∞(I2) ≥ g. If there is a solution x of the above single equation with ‖x‖∞ < g, again by Lemma 2,
it is also a solution of Bx = t, which contradicts optMinLS∞(I2) ≥ g. Hence for every solution x of the above single
equation, we must have ‖x‖∞ ≥ g. So optMinDES∞(I3) ≥ g. 
6. Hardness of approximating GCDM∞
In [19], Ro¨ssner and Seifert gave a polynomial-time transformation, which transforms an instance a′1x1 + · · · +
a′nxn = b′ of MinDES∞ such that a′i |b′ for some i ∈ {1, . . . , n} to an instance of GCDM∞. By modifying their proof,
we find their method can transform any instance of MinDES∞ to an instance of GCDM∞. The detailed process is as
follows.
As stated in [19], we need the following lemma which was originally proved by Anthonisse [1]. The simple proof
can be found in [18] and [20].
Lemma 3 (Lemma 16 in [19]). Let A be an integral 2× n matrix and b ∈ Z. Then
Bµ ∩
{
x ∈ Zn
∣∣∣∣∣Ax =
[
b
0
]}
= Bµ ∩
{
x ∈ Zn
∣∣∣∣∣ n∑
j=1
(a1, j + ka2, j )x j = b
}
,
where Bµ denotes the n-dimensional ball l∞-radius µ centered at the origin and k > µ
n∑
j=1
|a1, j | + b.
Thus, by piecing together the results of Theorem 4 and Lemma 3, we can prove the following result:
Theorem 5. There is some constant c > 0, approximating GCDM∞ is NP-hard within a factor nc/ log log n .
Proof. We start an instance I of a′1x1+ · · ·+ a′nxn = b′ of MinDES∞ and consider for an arbitrary integer c ∈ Z\{0}
the linear system
cxn+1 = c
a′1x1 + · · · + a′nxn − b′xn+1 = 0
which enforces the variable xn+1 to take on the value 1. Now, we fix ρ ≥ 1, choose k = ρc+c+1. Thus gcd(k, c) = 1.
Because the equation a′1x1+· · ·+a′nxn = b′ is solvable, gcd(a′1, . . . , a′n)|b′. Applying Lemma 3 to this linear system,
we obtain the single equation
ka′1x1 + · · · ka′nxn + (c − kb′)xn+1 = c.
This will give us the desired gap-preserving reduction τ . Since the right side c in the last equation is an arbitrary
chosen integer, we may choose c =gcd(a′1, . . . , a′n). Thus, we get
gcd(ka′1, . . . , ka′n, (c − kb′))
= gcd(gcd(ka′1, . . . , ka′n), (c − kb′))
= gcd(k gcd(a′1, . . . , a′n), (c − kb′))
= gcd(k gcd(a′1, . . . , a′n), c)
= gcd(kc, c)
= c.
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So the equation ka′1x1 + · · · ka′nxn + (c − kb′)xn+1 = c is an instance τ(I ) of GCDM∞. Since the variable
xn+1 is forced to take on the value 1, optMinDES∞(I ) = optGCDM∞(τ (I )). So the reduction τ is a gap-preserving
reduction. 
7. Conclusion
In this paper, we show that there is no polynomial-time algorithm approximating GCDM∞ within a factor of
nc/ log log n for some constant c > 0 under the assumption P 6= N P . Our result is obtained via MinLS∞ and
MinDES∞. We firstly obtain the hard result of approximating MinLS∞ by giving a deterministic reduction from
the problem SSAT ∞ to the problem MinLS∞ . Then we give a gap-preserving reduction from the problem MinLS∞
to the problem MinDES∞. Finally we give a reduction from MinDES∞ to GCDM∞.
One open problem is improving on the inapproximability factor nc/ log log n to n for some  > 0. It seems to require
new techniques in order to attack the open problem.
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