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Реферат. Высокий уровень эксплуатационной надежности энергетических систем прак- 
тически невозможно обеспечить без оперативного контроля достоверности измерений пе-
ременных (электрических токов, напряжений, мощностей, энергий, температур, давлений), 
характеризующих состояние энергетического оборудования и технологические процессы. 
Реформирование и переход энергетики на рыночные отношения вынуждают повышать тре-
бования к достоверности измерительной информации. Недостоверные измерения являются 
потенциальным источником ошибочной диагностики неисправностей оборудования, при-
водят к неправильной работе противоаварийной автоматики и ошибочным действиям опе-
ративного персонала при управлении технологическими процессами. Оперативные методы 
контроля достоверности, повышающие эксплуатационную надежность измерительной ин-
формации, основываются на использовании семантического значения измеряемых данных, 
их логичности, технологической непротиворечивости и согласованности. Эти методы ис-
пользуют технологический смысл измеряемых переменных и дополняют методы аппара-
турного контроля состояния автоматизированных систем управления на основе цифровых 
кодов, что повышает общую эксплуатационную надежность передачи, сбора и обработки 
информации. Наиболее распространенный семантический метод контроля – метод предель-
ных значений («вилок»), когда числовое значение измеряемой переменной сравнивается  
с верхней и нижней границами достоверных значений. Недостатком метода предельных 
значений во многих случаях является его низкая разрешающая способность, обусловлен- 
ная широким диапазоном, в котором располагаются достоверные результаты измерений. 
Это неоправданно сильно снижает вероятность обнаружения грубых и систематических 
погрешностей измерения. В связи с этим актуальна задача обоснованного сужения диапазо-
на достоверных значений переменных, для решения которой используется теория статисти-
ческих решений. 
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Abstract. A high level of operational reliability of power supply systems is virtually impossible to 
provide without operational control of the reliability of the measurement variables (currents, vol- 
tages, powers, energies, temperatures, pressures) that characterize the condition of power equip-
ment and technological processes. Reforming the power engineering and its transition to market 
relations necessitate one to toughen the requirements for the reliability of the measuring infor-
mation. Inaccurate measurements are a potential source of misdiagnosis of malfunctions of equip-
ment and they cause incorrect operation of emergency control equipment and erroneous actions  
of operating personnel in the control of technological processes. Operational methods of reliability 
control that enhance the operational reliability of the measuring information are based on the usage 
of the semantic value of the measured data, their consistency, process consistency, and consistency 
of balance. These methods use technological sense of the measured variables and they complement 
the methods of hardware status monitoring of automated control systems based on digital codes. 
That improves the overall operational reliability of the transmission, collection and processing of 
information. The most common semantic method of control is the method of limits (“fork”) that 
compares the numeric value of the measured variable with the upper and lower boundaries of valid 
values. The disadvantage of limit values in many cases is its poor resolution, due to the wide range 
of appearance of results of measurements. This reduces the probability of detection of gross and 
systematic errors of measurements more than it may be accepted. With this regard, the objective of 
a reasonable narrowing of the range of valid values of the variables, that uses the theory of statisti-
cal decisions, acquires high relevance. 
Keywords: power system, measurement data, validation of measurements, false alarm, omission 
of gross errors, resolution of control 
 
For citation: Anishchenko V. A., Pisaruk T. V. (2017) Тhe Effectiveness of Validation Measure-
ments in Automated Systems of the Power Supply Systems Control in Accordance with Limit Values. 
Energetika. Proc. CIS Higher Educ. Inst. and Power Egn. Assoc. 60 (5), 407–416. DOI: 10.21122/ 
1029-7448-2017-60-5-407-416 (in Russian) 
 
Постановка задачи 
 
Необходимым условием семантического программно-логического кон-
троля достоверности измерений является избыточность информации об их 
значениях. Основу информационной базы составляют результаты прямых 
(непосредственных) измерений. Дополнительная информация, обеспечи-
вающая избыточность, может быть априорной и апостериорной [1, 2]. 
Априорная информация представляет собой ретроспективные данные 
об измеряемых переменных, накапливаемые в процессе работы контроли-
руемого объекта и аналогичных ему, эксплуатируемых в одинаковых усло-
виях. К таким данным относятся границы измерения значений переменных 
в нормальных условиях работы, вероятностные характеристики, описыва-
ющие случайный характер измерений контролируемых переменных, по-
грешности измеряемой аппаратуры. 
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Апостериорная избыточность информации может обеспечиваться ре-
зервированием измеряемой аппаратуры и путем использования уравнений 
взаимных связей между измеряемыми переменными. 
Контроль достоверности по предельным значениям отдельно взятой пе-
ременной без учета ее функциональных зависимостей с другими перемен-
ными основан на использовании априорной избыточности информации и 
представляет собой дихотомическую задачу допускового контроля [3–9]. 
Результат измерения переменной x(t) признается достоверным, если 
выполняется условие 
 
( ) ( ) ( ),а t x t b t≤ ≤                                               (1) 
 
где a(t), b(t) – нижняя и верхняя границы достоверных значений измеряе-
мой переменной в нормальных условиях эксплуатации, в общем случае 
зависящие от изменения режимов работы электрооборудования. 
На первом этапе контроля отбраковываются наиболее грубые погреш-
ности измерений, попадающие в области вне диапазона b–a. Ширина этого 
диапазона определяет разрешающую способность контроля. Максимальное 
значение необнаруженной грубой погрешности равно ширине диапазона. 
Для ряда контролируемых переменных ширина диапазона достоверных 
значений относительно невелика. Например, для напряжений она соответ-
ствует нормированному отклонению от номинального уровня. В то же 
время для электрических токов и мощностей ширина диапазона может до-
стигать больших величин в зависимости от конфигурации схемы элект- 
роснабжения и состава подключенных потребителей. Поэтому на втором 
этапе контроля производится оптимизация границ принятия решения о до-
стоверности измерения, что позволяет сузить ширину диапазона достовер-
ных значений переменных и тем самым повысить разрешающую способ-
ность метода. 
 
Оптимизация границ достоверных измерений по критерию  
минимума средней цены обнаружения грубых погрешностей 
 
Алгоритм решения задачи поясняет рис. 1. Кривая 1 представляет плос-
кость распределения вероятности f1(x1) достоверного результата измере- 
ния x1(t), состоящего из суммы неизвестного истинного значения перемен-
ной ( )x t  и случайной погрешности ε(t), соответствующей паспортной точ-
ности измерительного прибора 
 
1( ) ( ) ( ).x t x t t= + ε                                              (2) 
 
Кривая 2 – плотность распределения вероятности f2(x2) недостоверного 
результата измерений x2(t) с грубой погрешностью n(t)  
 
2 ( ) ( ) ( ) ( ).x t x t t n t= + ε +                                          (3) 
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                              х0 – kσ            2х0 – γ             х0                  γ                    х0 + kσ 
 
Рис. 1. Вероятностные характеристики достоверных и недостоверных измерений 
 
Fig. 1. Probabilistic characteristics of reliable and unreliable measurements 
 
Величина x1(t) подвержена статистическому разбросу относительно 
среднего значения x0 вследствие изменения состава энергооборудования, 
условий и различных режимов работы потребителей энергии. Для многих 
технологических переменных этот разброс описывается нормальным зако-
ном распределения  
 
2
1 0
1 1 2
( )1( ) ,
22
x xf x
 −
= − 
σσ π  
                                   (4) 
 
где σ – среднеквадратическое отклонение переменной x1 от среднего зна-
чения x0. 
Значения x0 и σ определяются методами математической статистики  
на основе ретроспективной информации, накапливаемой в процессе экс-
плуатации энергообъектов. 
Представим границы достоверных значений переменных x1(t) в виде: 
 
0 0( ) ; ( ) ,a t x k b t x k= − σ = + σ                                  (5) 
 
где k – квантиль, определяющий степень усечения нормального распреде-
ления переменной x1(t). 
С учетом (5) условие достоверности измерений (1) примет вид 
 
0 1 0( ) .x k x t x k− σ ≤ ≤ + σ                                        (6) 
 
Выбор квантиля k носит спорный характер. В энергетике часто исполь-
зуют значение k = 3 (правило «трех сигм»). Оно определяет попадание до-
стоверных измерений в диапазон ±3σ с вероятностью 0,997. 
Обозначив через γ верхнюю оптимальную границу принятия реше- 
ния о достоверности измерения, получим симметричную нижнюю грани- 
цу 2x0 – γ. Тогда условие достоверности измерений, соответствующее оп-
тимальным границам, будет выглядеть следующим образом: 
 
0 12 ( ) .x x t− γ ≤ ≤ γ                                              (7) 
 f1(x1) 
 f2(x2) Fлт Fлт 
Fпр 
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Оптимизация границ принятия решения о достоверности измерения 
осуществляется известными методами статистических решений [10, 11]. 
Согласно критерию Байеса, минимум средней цены многократного обна-
ружения грубых погрешностей измерений определяется выражением 
 
cp лт лт пр пр(1 ) min,C q C F qC F= − + =                               (8) 
 
где q – априорная вероятность грубой погрешности измерения; Слт – цена 
ложной тревоги (ошибочного решения о появлении грубой погрешности, 
когда на самом деле измерение достоверно); Спр – цена пропуска грубой по-
грешности (ошибочного решения о достоверности измерения); Fлт – вероят-
ность ложной тревоги; Fпр – вероятность пропуска грубой погрешности. 
Вероятность Fлт определяется формулой 
 
0
лт 1 12 ( ) .
x k
F f x dx
+ σ
γ
= ∫                                           (9) 
 
Распределение грубых погрешностей измерений с учетом их предвари-
тельной отбраковки по условию (6) при k = 3 принимаем равномерным 
 
1( ) .
12
f n =
σ
                                               (10) 
 
Тогда закон распределения недостоверных результатов измерений с 
учетом (3) описывается выражением 
 
0 0
2 2
3 31( ) Ф Ф ,
12
x xf x
 + σ − γ − σ − γ   = −    σ σ σ    
                 (11) 
 
где 0
3
Ф
x + σ − γ 
 σ 
, 0 3Ф x − σ − γ  σ 
 – нормированные функции Лапласа [10]. 
Вероятность пропуска грубой погрешности  
 
0
пр 2 22 ( ) .xF f x dx
γ
= ∫                                           (12) 
 
Для нахождения минимума средней цены многократного обнаружения 
грубых погрешностей в зависимости от границ достоверности вычисляем 
первую производную 
cpdC
dγ
 c учетом (9), (12) и приравниваем ее к нулю 
 
cp
лт 1 пр 2(1 ) ( ) ( ) 0.
dC
q C f qC f
d
= − γ + γ =
γ
                          (13) 
Из (13) получаем 
 
лт2
1 пр
(1 )( ) ,
( )
q Cf
f qC
−γ
∧ = =
γ
                                       (14) 
 
где ∧  – коэффициент правдоподобия, соответствующий верхней опти-
мальной границе γопт [11, 12]. 
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Согласно [13], вероятность грубых погрешностей при выполнении 
функций сбора и предварительной обработки измерительной информации 
достигает величины q = 0,05. Оптимальные границы достоверности из- 
мерений должны учитывать возможность последствий ложной тревоги  
и пропуска грубой погрешности. Например, в задачах, связанных с работой 
устройств релейной защиты и противоаварийной автоматики, следует учи-
тывать, с одной стороны, недоотпуск электроэнергии из-за ошибочного 
отключения контролируемого объекта,  
а с другой – отрицательные последствия 
работы неотключенного объекта в ненор- 
мальных и аварийных условиях. В боль-
шинстве случаев принимается, что цена 
пропуска грубой погрешности сущест- 
венно превышает цену ложной тревоги 
(Cпp >> Cлт). Выбор цен Cпp, Cлт в опреде-
ленной степени облегчается благодаря 
тому, что отсутствует необходимость 
определять их в абсолютных величинах,  
а достаточно ограничиться их отношени-
ем. Зависимости оптимальной верхней 
границы достоверности от цен ошибочных 
решений при ее определении и априорной 
вероятности грубой погрешности пред-
ставлены на рис. 2, где кривая 1 соответ-
ствует отношению Cпp/Cлт = 10; кривая 2 – 
Cпp/Cлт = 50; кривая 3 – Cпp/Cлт = 100. 
 
 
Оптимизация границ достоверных измерений  
по критерию минимакса 
 
Понятие грубой погрешности измерения носит расплывчатый характер 
и допускает его произвольное толкование. Обычно погрешностям измере-
ний придают какие-либо полезные статистические характеристики, на ос-
нове которых обосновывают отличие грубой погрешности от допустимой. 
Интуитивно под грубой понимают погрешность, явно искажающую ре-
зультат измерения. Попытки ее формализации с целью однозначной ко- 
личественной оценки сводятся к сравнению значения соответствующей 
статистики при заданном уровне значимости с квантилем стандартного 
распределения (критерии «трех сигм», Шовене, Романовского и др.). Одна- 
ко это не решает проблему, а только переносит неопределенность понятия  
грубой погрешности на выбор уровня значимости и квантиля распреде- 
ления. 
Вторая трудность контроля достоверности состоит в большой неопре-
деленности цен ложной тревоги и пропуска грубой погрешности. Как пра-
вило, их можно оценить только приблизительно. 
γ – х0, ×σ 
 
 
Рис. 2. Оптимальная граница  
достоверных измерений по критерию 
минимума средней цены  
обнаружения грубых погрешностей 
 
Fig. 2. The optimal boundary of reliable 
measurements with the criterion  
of the minimum average price  
of the detection of rough errors 
q 
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В рассмотренных обстоятельствах альтернативой контроля по крите-
рию минимума средней цены (9) является контроль по критерию минимак-
са [11, 12, 14] 
 
пp
лт пp
лт
(1 ) min max; var; var.
C
C q C qC q
C
= − + = = =           (15) 
 
Суть такого подхода заключается в нахождении границы γ, гарантиру-
ющей наименьшее значение цены обнаружения грубой погрешности при 
самых «неблагоприятных» значениях вероятности q и цен Спр, Слт. 
Минимальное значение С соответствует минимальному отклонению по 
модулю ∆γij оптимальных границ γi, определенных по критерию (8) из 
условия равенства истинных и фактических значений параметров q, Cлт, Cпp 
от определенной по критерию (15) общей оптимальной для всех этих пара-
метров границы 
опт
jγ  
 
min max; var; var.ij i j i jC = ∆γ = γ − γ = γ = γ =               (16) 
 
При этом в качестве общей границы рассматриваются все возможные 
по (8) оптимальные границы достоверности γj для всех значений парамет-
ров q, Cлт, Cпp. 
Все возможные значения ∆γij представлены в табл. 1. 
 
Таблица 1 
Возможные значения отклонений ∆γij, ×σ 
 
The possible values of the deviations of ∆γij, ×σ 
 
пp
лт
C
C
 10 10 10 10 10 50 50 50 50 50 100 100 100 100 100 
q 0,01 0,02 0,03 0,04 0,05 0,01 0,02 0,03 0,04 0,05 0,01 0,02 0,03 0,04 0,05 
γi × σ 3,00 2,70 2,47 2,32 2,22 2,25 1,8 1,55 1,35 1,10 1,80 1,35 0,90 0,50 0 
γi = 3,00 0 –0,3 –0,53 –0,68 –0,78 –0,75 –1,2 –1,45 –1,65 –1,9 –1,2 –1,65 –2,1 –2,5 –3 
γj = 2,70 0,3 0 –0,23 –0,38 –0,48 –0,45 –0,9 –1,15 –0,35 –1,6 –0,9 –1,35 –1,8 –2,2 –2,7 
γj = 2,47 0,53 0,23 0 –0,15 –0,25 –0,22 –0,67 –0,92 –1,12 –1,37 –0,67 –1,12 –1,57 –1,97 –2,47 
γj = 2,32 0,68 0,38 0,15 0 –0,1 –0,07 –0,52 –0,77 –0,97 –1,22 –0,52 –0,97 –1,42 –1,82 –2,32 
γj = 2,22 0,78 0,48 0,25 0,1 0 0,03 –0,42 –0,67 –0,87 –1,12 –0,42 –0,87 –1,32 –1,72 –2,22 
γj = 2,25 0,75 0,45 0,22 0,07 –0,03 0 –0,45 –0,7 –0,9 –1,15 –0,45 –0,9 –1,35 –1,75 –2,25 
γj = 1,8 1,2 0,9 0,67 0,52 0,42 0,45 0 –0,25 –0,45 –0,7 0 –0,45 –0,9 –1,3 –1,8 
γj = 1,55 1,45 1,15 0,92 0,77 0,67 0,7 0,25 0 –0,2 –0,45 0,25 –0,2 –0,65 –1,05 –1,55 
γj = 1,35 1,65 1,35 1,12 0,97 0,87 0,9 0,45 0,2 0,05 –0,25 0,45 0 –0,45 –0,85 –1,35 
γj = 1,10 1,9 1,6 1,37 1,22 1,12 1,15 0,7 0,45 0,25 0 0,7 0,25 –0,2 –0,6 –1,1 
γj = 1,80 1,2 0,9 0,67 0,52 0,42 0,45 0 –0,25 –0,45 –0,7 0 –0,45 –0,9 –1,3 –1,8 
γj = 1,35 1,65 1,35 1,12 0,97 0,87 0,9 0,45 0,2 0 –0,25 0,45 0 –0,45 –0,85 –1,35 
γj = 0,90 2,1 1,8 1,57 1,42 1,32 1,35 0,9 0,65 0,45 0,2 0,9 0,45 0 –0,4 –0,9 
γj = 0,50 2,5 2,2 1,97 1,82 1,72 1,75 1,3 1,05 0,85 0,6 1,3 0,85 0,4 0 –0,5 
γj = 0,00 3,00 2,70 2,47 2,32 2,22 2,25 1,8 1,55 1,35 1,10 1,80 1,35 0,90 0,50 0 
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Влияние изменений величин параметров q, Cлт, Cпp на отклонения ∆γij  
от оптимальной границы оптjγ  = 1,55, определенные по критерию мини- 
макса (16), показано на рис. 3, где кривая 1 соответствует отноше- 
нию Cпp/Cлт = 10; кривая 2 – Cпp/Cлт = 50; кривая 3 – Cпp/Cлт = 100. 
 
γi – опт,jγ  ×σ 
 
 
 
Разрешающая способность контроля достоверности измерений  
по предельным значениям 
 
Эффективность оперативного контроля достоверности измерений по 
предельным значениям можно оценить его разрешающей способностью.  
В общем случае под разрешающей способностью понимают минимальные 
значения различий, обнаруживаемых измерительным прибором в однород-
ных явлениях. В рассматриваемой задаче контроля разрешающая способ-
ность (РС) определяет наименьшее значение грубой погрешности, которое 
позволяет выявить контроль по предельным значениям. 
Обоснованный суженный диапазон достоверных измерений по сравне-
нию с диапазоном, определенным по правилу «трех сигм», повышает раз-
решающую способность контроля в процентном выражении на величину 
 
0 опт
0
3
РС 100 %.
3
x
x
+ σ − γ
∆ = ⋅
+ σ
                                  (17) 
 
Наибольшее повышение разрешающей способности достигается по-
средством контроля достоверности по критерию минимума средней цены 
многократного распознавания грубой погрешности (8). По этому крите-
рию, исходя из значений отклонений, приведенных в табл. 1, определяем 
повышение разрешающей способности контроля достоверности при раз-
личных значениях параметров q, Cлт, Cпp. Результаты расчета представлены 
на рис. 4, где кривая 1 соответствует отношению Cпp/Cлт = 10; кривая 2 – 
Cпp/Cлт = 50; кривая 3 – Cпp/Cлт = 100. 
 
Рис. 3. Отклонения ∆γij от оптимальной  
общей границы оптjγ  = 1,55 
 
Fig. 3. The deviations of ∆γij from the optimal  
general border оптjγ = 1.55 
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Рис. 4. Повышение разрешающей способности контроля достоверности  
по критерию минимума средней цены обнаружения грубых погрешностей 
 
Fig. 4. Increase of the resolution validation according  
the criterion of minimum average rates of detection of rough errors 
 
ВЫВОДЫ 
 
1. Эффективность оперативного контроля достоверности измерений  
в автоматизированных системах управления энергосистемами по предель-
ным значениям существенно зависит от ширины диапазона достоверных 
результатов измерений. Обоснованное сужение диапазона на основе тео-
рии статистических решений позволит повысить разрешающую способ-
ность контроля и его эффективность. 
2. При известной априорной информации о вероятности грубой по-
грешности измерения и ценах ложной тревоги и пропуска грубой погреш-
ности оптимальное сужение границы достоверности измерения определя-
ется по критерию минимума средней цены многократного распознавания 
недостоверного измерения. 
3. При отсутствии надежной исходной информации о вероятности гру-
бой погрешности и ценах ошибочных решений оптимизация границ досто-
верных измерений производится по критерию минимума максимально 
возможной цены многократного распознавания недостоверного измерения.  
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