Inhibitory neurons are known to play a vital role in defining the window for critical period plasticity during development, and it is increasingly apparent that they continue to exert powerful control over experience-dependent cortical plasticity in adulthood. Recent in vivo imaging studies demonstrate that long-term plasticity of inhibitory circuits is manifested at an anatomical level. Changes in sensory experience drive structural remodeling in inhibitory interneurons in a celltype and circuit-specific manner. Inhibitory synapse formation and elimination can occur with a great deal of spatial and temporal precision and are locally coordinated with excitatory synaptic changes on the same neuron. We suggest that the specificity of inhibitory synapse dynamics may serve to differentially modulate activity across the dendritic arbor, to selectively tune parts of a local circuit, or potentially discriminate between activities in distinct local circuits. We further review evidence suggesting that inhibitory circuit structural changes instruct excitatory/inhibitory balance while enabling functional reorganization to occur through Hebbian forms of plasticity.
Introduction
In recent years, it has become increasingly clear that inhibitory cells play crucial roles in information processing in the brain. Inhibitory interneurons use γ-aminobutyric acid (GABA) as their neurotransmitter and represent approximately 20% of cortical neurons. They are highly diverse in their morphology, electrophysiological properties, and axonal targeting (Kawaguchi and Kubota 1997; Markram and others 2004; Somogyi and others 1998) . Interneurons act locally to modulate the gain and synchrony of excitatory neurons and to shape their receptive field properties (Alitto and Dan 2010; Isaacson and Scanziani 2011) . In addition, interneuron network connectivity and intrinsic properties allow them to generate and control the rhythmic and oscillatory activity of large neuronal ensembles, providing a temporal framework for binding together independent parts of a stimulus represented in different processing streams (Fino and others 2012; McBain and Fisahn 2001; Singer 1996) .
Inhibitory circuits are also thought to play an important role in neural plasticity. During development, the maturation of GABAergic interneurons and the accompanying increase in intracortical inhibition has been shown to trigger the onset (Fagiolini and Hensch 2000) and closure (Hanover and others 1999; Huang and others 1999) of critical period plasticity. These findings, covered by several excellent reviews (Hensch 2005; Levelt and Hubener 2012) , suggest that the inhibitory tone established at the end of developmental critical periods constrains further plasticity in the adult. Indeed, experimental manipulations that result in disinhibition of mature circuits can reinstate juvenile forms of plasticity (Baroncelli and others 2011; Bavelier and others 2010) .
Neuronal plasticity can take many forms, including changes in intrinsic excitability, alterations in the strength of existing synapses, and structural changes that result in synapse formation or elimination (Feldman 2009 ).
Mechanisms driving such changes can be broadly divided into two categories, Hebbian and non-Hebbian. Hebbian forms of plasticity such as spike-timing dependent plasticity (STDP) enable the strengthening or weakening of specific synapses based on the pattern of correlated activity between the pre-and postsynaptic cell. Inhibitory circuits can influence STDP by setting the spatial or temporal window for STDP induction. Non-Hebbian forms of plasticity, such as homeostatic plasticity, allow maintenance of stable neuronal function despite changes in sensorydriven or local network activity. This can be achieved either by global adjustment of synaptic strength or excitability across an individual neuron, or by network-wide modification of excitatory/inhibitory (E/I) balance.
Here, we review the potential role of inhibitory interneuron structural and synaptic rearrangements in adult cortical plasticity, with an emphasis on the primary visual cortex. The long-term nature of structural changes makes them particularly attractive as a cellular substrate for persistent changes in connectivity, such as might be required for learning and memory (Bailey and Kandel 1993) or changes in cortical map representation (Buonomano and Merzenich 1998) . We first consider previous studies that suggest a role for interneurons in sensory map plasticity and then review recent evidence for inhibitory synapse-specific rearrangements and how these changes may influence plasticity on a circuit, cellular, or subcellular level.
Disinhibition and Adult Cortical Plasticity
Manipulations of the sensory periphery, particularly sensory deprivation, have been a standard tool for inducing and studying cortical plasticity. In the visual system, two common paradigms are monocular deprivation (MD) by eyelid suture and focal retinal lesions. In binocular regions of primary visual cortex (V1), MD during the developmental critical period causes a decrease in responses to the deprived eye followed by an increase in the nondeprived eye response (Wiesel and Hubel 1963) . This ocular dominance (OD) plasticity is a conserved feature of mammalian development (Drager 1978; Hubel and others 1977; Wiesel and Hubel 1965) . OD plasticity in rodents, unlike in felines and primates, can extend into adulthood (Frenkel and others 2006; He and others 2006; Hofer and others 2006; Sato and Stryker 2008; Sawtell and others 2003) . Reorganization of retinotopic cortical maps has also been demonstrated in adults of several mammalian species in response to focal retinal lesions (Giannikopoulos and Eysel 2006; Gilbert and Wiesel 1992; Kaas and others 1990; Schmid and others 1996) . An initial silencing in the cortical map region corresponding to the lesion (the lesion projection zone, LPZ) is followed by a period of recovery wherein neurons within the LPZ become responsive to visual input from intact retinal regions surrounding the lesion area. This functional "filling in" is a feature exclusive to cortex as the region corresponding to the lesion in the lateral geniculate nucleus (LGN) remains silent at a time when cortical reorganization is complete (Darian-Smith and Gilbert 1995) .
A recurring theme among these and other visual deprivation protocols that elicit cortical plasticity is a depression of the inhibitory network in response to deprivation. Visual deprivation by MD decreases levels of GABA, the GABA A receptor, and the GABA synthesizing enzyme, glutamate decarboxylase, specifically in the deprived eye columns of monkey visual cortex (Hendry and Jones 1986) . Focal retinal lesions produce decreased levels of extracellular GABA in the LPZ of cats (Arckens and others 2000; Massie and others 2003) , and 10 days of dark adaptation in adult rats reduces the expression of GABA A receptors (He and others 2006) . Interestingly, monocular enucleation and tetrodotoxin injection can also reduce GABA levels, suggesting that the general loss of activity, as opposed to noncorrelated activity, is sufficient to drive such changes (Hendry and Jones 1988; Hendry and others 1990; Hendry and others 1994) . Thus, the depressed inhibition accompanying loss of visual input may be a homeostatic response for preserving cortical activity levels.
At the same time, reduced intracortical inhibition produces a milieu that is more permissive to Hebbian plasticity, normally quite limited in the adult as compared with developmental critical periods. In rats, reduction of GABA A receptor levels resulting from dark-adaptation enables a juvenile form of OD plasticity in the adult cortex (He, Hodos and others 2006) . Similarly, direct blockade of GABAergic inhibition in visual cortex reactivates OD plasticity in response to MD (Harauzov and others 2010) , and environmental enrichment that leads to a reduction in inhibitory tone also promotes full recovery from a normally irreversible OD shift induced during a juvenile MD (Sale and others 2007) . Pharmacological treatment with fluoxetine, a selective serotonin reuptake inhibitor that reduces inhibition, restores juvenile OD plasticity in the adult rat cortex (Maya Vetencourt and others 2008).
GABA blockade and treatment with fluoxetine enable the induction of long-term potentiation (LTP) by white matter stimulation in L2/3 (Artola and Singer 1987; Maya Vetencourt and others 2008) . This is perhaps not surprising given the potential temporal and spatial effects of disinhibition in the context of STDP and Hebbian plasticity. Disinhibition can relax the temporal window over which inputs are able to effectively cooperate (Dan and Poo 2004; Pouille and Scanziani 2001) . Similarly, disinhibition along the dendrite or even at the soma would allow back-propagating action potentials (bAPs), a major source of depolarization in distal dendrites, to spread and initiate STDP at synapses located on dendrites that would otherwise be outside their spatial range (Magee and Johnston 1997) .
Although direct in vivo evidence for the role of disinhibition in mediating STDP in V1 is lacking, a recent study in whisker barrel cortex (S1) showed that a deprivation paradigm in which all but two whiskers are trimmed produces a disinhibition-facilitated STDP from the spared surround whisker, potentially allowing correlation and experience-dependent receptive field plasticity (Gambino and Holtmaat 2012) . In auditory cortex (A1), a form of disinhibition-mediated receptive field plasticity has been demonstrated in which paired auditory tone and nucleus basalis stimulation transiently decreases inhibition in A1 specific to the paired tone (Froemke and others 2007) . Over the course of a few hours, this enables the remapping of excitatory connections to this new tone followed by an increase in inhibition to restore E/I balance. In summary, inhibitory circuits participate in adult cortical plasticity by a combination of mechanisms that serve to maintain E/I balance while enabling functional reorganization to occur through Hebbian forms of plasticity.
Structural Dynamics of Cortical Inhibitory Circuits
The recent advent of in vivo imaging technologies combined with the ability to genetically label and track inhibitory neurons has provided new insight into their structural dynamics and revealed a unique capacity for plasticity that is mechanistically distinct from that of their excitatory counterparts ( Fig. 1 ). Pioneering structural imaging studies of excitatory pyramidal neurons in vivo revealed that their dendritic arbors are stable (Mizrahi and Katz 2003; Trachtenberg and others 2002) . Yet the dendritic spines that stud pyramidal neuron arbors and represent the excitatory inputs to these neurons are quite dynamic. Depending on the functional region of cortex imaged, a varied fraction of dendritic spines can turn over on the order of days during normal experience, indicating ongoing remodeling of excitatory synaptic connections (Holtmaat and others 2005; Majewska and others 2006; Zuo and others 2005) .
The majority of inhibitory interneurons possess aspiny dendrites, receiving a dense amount of excitatory synaptic input directly onto the dendritic shaft (Kawaguchi and others 2006) . Unlike excitatory pyramidal neurons, branch tips of inhibitory interneuron dendritic arbors can grow or retract on the order of tens of microns over a week in the adult mouse cortex during normal experience ( Fig. 2A ) ((Chen, Flanders, and others 2011; Lee and others 2006; Lee and others 2008). Retrospective electron microscopy (EM) shows that their branch tip elongation is accompanied by new excitatory synapse formation (Chen, Lin, and others 2011) . Dendritic remodeling is observed in all known interneuron subtypes but is restricted to a superficial region of layer 2/3 (L2/3) (Lee and others 2008), a lamina ideally situated to integrate feedforward L4 → L2/3 input with L1 feedback input arriving from other cortical areas. Interneuron dendritic tip dynamics are indicative of significant alterations in excitatory input onto specific segments of their dendritic arbors during normal experience.
A small subpopulation of interneurons does bear dendritic spines that can also be followed as a marker of alterations in excitatory connections onto interneurons. These have been identified as Martinotti cells and subtypes that express neuropeptide Y (NPY+) as well as a fraction that express calretinin (CR+) and somatostatin (SOM+) (Keck, Scheuss and others 2011) . While these dendritic spines receive excitatory input, a large fraction of excitatory synapses on these same interneurons are still found on the dendritic shaft (Kawaguchi and others 2006) . Similar to their pyramidal counterparts, dendritic spines on inhibitory interneurons also exhibit a baseline turnover on the order of days ( Figure 2B ) (Keck and others 2011) .
Remodeling of inhibitory inputs onto pyramidal neurons has mostly been inferred from imaging of inhibitory axons. Imaged axon arbors seem stable during normal experience (Keck and others 2011; Marik and others 2010) , but a fraction of axonal boutons representing presynaptic connections do turnover with time ( Figure 2C ) (Chen, Lin, and others 2011; Keck and others 2011) . Simultaneous in vitro imaging of inhibitory axons and pyramidal dendrites indicates that GABAergic synapses are formed exclusively by new boutons appearing at preexisting axonal-dendritic crossings without the involvement of any dendritic or axonal protrusions (Wierenga and others 2008) .
Inhibitory inputs onto excitatory neurons target a variety of subcellular domains, including the cell body, axon initial segment, and dendritic shaft, as well as some dendritic spines (Markram and others 2004; Somogyi and others 1998) . This diversity suggests that inhibitory synapses can regulate neuronal activity in multiple ways. Perisomatic synapses, predominantly formed by parvalbumin (PV+) cells, block sodium (Na+) activity (Miles and others 1996) . Axo-axonic synapses, predominantly formed by Chandelier cells, have been shown to have both hyperpolarizing and depolarizing effects (Woodruff and others 2010) . Dendritic inhibitory synapses, mostly innervated by SOM+ neurons (Kawaguchi and Kubota 1998) , suppress calcium (Ca+)-related dendritic activity (Miles and others 1996) .
Although remodeling of perisomatic and axo-axonic synapses in the adult cortex has yet to be examined, recent in vivo imaging studies have looked at the dynamics of inhibitory synapses targeting the dendrites of L2/3 pyramidal neurons by fluorescent tagging of gephyrin, a postsynaptic scaffolding protein exclusive to inhibitory synapses (Chen and others 2012; van Versendaal and others 2012). These studies revealed for the first time the distributions of both inhibitory shaft and spine synapses, their relation to dendritic spine numbers, and their structural dynamics ( Figure 2D ) (Chen and others 2012). Inhibitory shaft synapses were found uniformly distributed across the dendritic tree at an abundance approximately one third that of dendritic spines. Surprisingly, inhibitory spine synapses sharing a dendritic spine with an excitatory synapse were found to be not just anecdotal (Beaulieu and Somogyi 1990; Jones and Powell 1969; Knott and others 2002; Kubota and others 2007) but rather to comprise almost a third of all dendrite targeting inhibitory inputs. Rather than being uniformly distributed, these inhibitory spine synapses are at particularly high density on distal apical dendrites, and their fractional turnover rates are about three times higher than that of dendritic spines and inhibitory shaft synapses. The excitatory synapses on dually innervated spines are also distinct in that they are positive for VGlut2, a presynaptic terminal marker associated with subcortical-to-cortical afferents (Kubota and others 2007) . Interestingly, these dually innervated spines are highly persistent, suggesting that excitatory synapses receiving subcortical inputs are particularly stable but that excitatory transmission through these connections can be dynamically regulated by the plasticity of the co-innervating inhibitory synapses.
Structural Changes in Inhibitory Interneurons as a Substrate of Functional Plasticity
Visual deprivation alters the baseline structural and synaptic remodeling of cortical inhibitory circuits in a way that parallels the deprivation-induced functional changes ( Figure 2 ). MD induces an initial 4-day period of dendritic branch tip retractions in interneurons in binocular visual cortex, a region innervated by both deprived and nondeprived eye inputs (Chen, Lin, and others 2011) . The loss of excitatory drive due to these branch tip retractions results in a decrease in visual responsiveness in these neurons as measured by calcium imaging (Kameyama and others 2010) . In the case of inhibitory interneurons with dendritic spines, focal retinal lesion results in a rapid and dramatic decrease in dendritic spines in the LPZ within the first 2 days after lesion, paralleling the silencing that occurs in this region (Keck and others 2011) . These findings indicate that excitatory inputs onto inhibitory interneurons are highly and acutely responsive to sensory deprivation. Additional experiments demonstrate that these changes are not driven by competition as dendrite retractions are observed in binocular visual cortex even during binocular deprivation (Chen, Lin, and others 2011) . Furthermore, complete binocular lesions still produce dendritic spine loss on inhibitory neurons (Keck and others 2011) . These structural rearrangements are consistent with physiological observations that deprivation produces a reduction in excitatory drive onto interneurons.
However, not all interneuron structural dynamics are necessarily mere responses to changes in activity levels. Deprivation in the presence of instructive sensory input can guide dendritic branch tip growth and promote excitatory synapse formation. Interneuron dendritic branch tip elongations are observed in the binocular visual cortex, where nondeprived eye inputs are present, in later periods of MD but not during binocular deprivation (Chen, Lin, and others 2011) . This occurs as visual responses to the nondeprived eye in this area are increasing. Pharmacological disinhibition by fluoxetine treatment leads to the immediate potentiation of nondeprived eye responses on MD (Maya Vetencourt, Sale and others 2008) as well as the immediate elongation of dendritic tips (Chen, Lin, and others 2011) . This demonstrates that structural changes in inhibitory interneurons can themselves be driven by competition and are sensitive to changes in inhibitory tone.
The reduction in inhibitory tone achieved by the loss of excitatory inputs onto inhibitory interneurons is manifested not only as a decrease in inhibitory firing but also as changes in axonal arbors and boutons. In S1, whisker plucking leads to a retraction of inhibitory axons from the deprived barrel column (Marik and others 2010) . In V1, inhibitory bouton loss has been observed during both MD and retinal lesions (Chen, Lin, and others 2011; Keck and others 2011) . In the case of retinal lesions, inhibitory spine loss has been shown to precede bouton loss, suggesting that the loss of feed-forward deprived eye excitatory inputs to interneurons leads to loss of local inhibitory drive onto neighboring pyramidal cells and a disinhibition of the local circuit. Interestingly, monitoring of inhibitory synapse dynamics in response to MD shows that the MD-induced loss of local inhibitory drive to L2/3 pyramidal cells is manifested differently at inhibitory shaft and inhibitory spine synapses. An acute transient elimination of inhibitory spine synapses is observed within the 24 to 48 hours after MD (Chen and others 2012; van Versendaal and others 2012). In contrast, inhibitory synapses on the dendritic shaft are persistently eliminated throughout the 7-day duration of MD. This persistent elimination on MD suggests that inhibitory shaft synapse plasticity may serve to regulate overall dendritic excitability during this period of reduced sensoryevoked activity whereas inhibitory spine synapse elimination might be a first response to ungate subcortical excitatory synapses innervating that same spine.
The structural dynamics of the inhibitory circuit in response to MD are consistent with an overall preservation of E/I balance after a brief, intermediate period of disinhibition that would allow for sensory-guided rearrangements. Of course, homeostatic responses within excitatory neurons could also affect E/I balance. Whereas evidence for this exists during development (Maffei and others 2004; Maffei and Turrigiano 2008) , it remains to be observed in adults.
Consequences of Inhibitory Synaptic Changes at the Circuit and Cellular Levels
Recent studies of structural rearrangements in inhibitory synapse connectivity onto excitatory pyramidal neurons have revealed an unexpected degree of spatial specificity.
The local specificity of inhibitory synapse dynamics in terms of target cell type and dendritic location suggests that dendritic inhibitory synapses do not simply control the excitatory current flow to the soma for AP generation, but rather, they can influence the activity of the target cell on a much finer scale than previously imagined. Inhibitory synapse gain and loss can differentially modulate activity on different parts of the dendritic arbor, giving more or less weight to inputs at a specific locale. Similarly, selective rearrangements only on a subset of potential targets can tune specific parts of a local circuit or potentially discriminate between activities of different local circuits.
For example, L2/3 inhibitory interneurons target both L2/3 pyramidal neurons and the distal apical dendrites of L5 pyramidal cells traversing L2/3, but inhibitory synapse and dendritic spine dynamics are quite different on these two cell types. Post hoc immunostaining of inhibitory presynaptic terminals using the marker VGAT onto GFP-labeled dendrites of L5 pyramidal neurons show that MD and retinal lesions both result in a significant reduction in inhibitory synapse density that can be observed even in population comparisons (Chen, Lin, and others 2011; Keck and others 2011) . This degree of dynamics was not observed in L2/3 pyramidal neurons where inhibitory synapse loss during MD could only be observed by longitudinal observations and not by comparing across populations (Chen and others 2012; van Versendaal and others 2012) .
Whereas MD produced significant dendritic spine gain in L5 pyramidal neurons, such effects were not observed in L2/3 pyramidal neurons (Hofer and others 2009 ). However, simultaneous in vivo imaging of inhibitory synapse and dendritic spine dynamics show that their rearrangements are clustered within 10 µm of each other and that the frequency of these clustered events can increase with MD (Chen and others 2012). Thus, whereas the total number of dendritic spine changes on L2/3 pyramidal neurons is not influenced by MD, more of them are coordinated with inhibitory synapse dynamics within a 10 µm distance. The functional relevance of this distance is demonstrated by experiments where application of GABA uncaging or optogenetic stimulation of SOM+ inhibitory inputs result in selective inhibition of calcium transients in dendritic regions less than 20 µm from the uncaging or stimulation site (Chiu and others 2012; Kanemoto and others 2011) . Activation of excitatory inputs can also induce translocation of calcium-dependent signaling molecules to inhibitory synapses resulting in locally enhanced GABA A receptor surface expression (Marsden and others 2010). Thus, a tight coupling exists between structural plasticity of inhibitory synapses and neighboring excitatory synapses within a distance of mutual influence.
The specificity of inhibitory synapse plasticity with respect to the dendritic tree must also be considered. One recent modeling study that takes into account the active properties of dendrites has proposed that dendritic inhibition may be optimized to control local excitability and plasticity processes in the dendritic tree (Gidon and Segev 2012) . A key aspect of this model is that the strategic placement of inhibitory synapses spatially along the dendritic tree is critical. For example, it may be possible to effectively dampen excitatory dendritic currents by surrounding a dendritic region with a few inhibitory contacts rather than placing excitatory and inhibitory synapses adjacently in a one-to-one manner. In addition, the study also suggests that inhibitory synapses targeting the distal end of dendrites are likely to be more effective in controlling nonlinear processing in these dendritic segments. This raises the possibility that rearrangements of a small of number of well-placed inhibitory synapses can have significant influence over the way a neuron computes information in dendritic segments, effectively generating segment-or branch-specific computations (Chklovskii and others 2004; Poirazi and Mel 2001) .
Inhibitory synapse location-dependent effects on plasticity also have implications for STDP rules along the dendritic tree, largely due to the fact that bAPs decrease in strength as they propagate out from the soma to distal dendrites. This gradient in postsynaptic activity coupled with a requirement for dendritic spiking activity results in different STDP rules as a function of dendritic distance from the soma (Feldman 2012) . In the case of synapses at distal apical tufts where bAPs typically do not reach, STDP is likely to be absent and plasticity is induced by cooperative firing of neighboring inputs producing local dendritic spikes (Spruston 2008) . Thus, modulation of dendritic excitability by inhibitory synapse plasticity has the capacity to regulate both the type of STDP and the relative contribution of STDP to local, associative forms of plasticity at any given point along the dendritic tree.
Conclusion and Outlook
In conclusion, long-term structural and synaptic rearrangements of inhibitory interneurons represent a substrate for inhibitory circuit participation in adult cortical plasticity through a combination of mechanisms serving to maintain homeostatic balance while enabling functional reorganization to occur through Hebbian forms of plasticity.
Looking forward, we still lack a great deal of basic information that would allow the complete dissection of inhibitory circuit contribution to adult cortical plasticity. The overall dense, unspecific inhibitory network connectivity observed by some (Fino and others 2012) begs reconciliation with the specificity of structural plasticity described here. What is needed is a closer examination of inhibitory synapse placement and dynamics with respect to various interneuron cell types, a characterization of the perisomatic and axo-axonic inhibitory synapse dynamics, as well as of inhibitory synapses onto interneurons. Inhibitory synapse plasticity in L4 may prove to be quite distinct from L2/3 or L5. How inhibitory synapse structural plasticity can influence local Hebbian plasticity rules on dendrites must also be directly investigated and demonstrated either in vitro or in vivo.
Given their varied and critical role in information processing as well as plasticity, it is not surprising that inhibitory interneurons have also been implicated in a variety of genetic disorders that present cognitive deficits, such as autism, Rett and Down syndromes (Dani and others 2005; Kleschevnikov and others 2004; Rubenstein and Merzenich 2003) , as well as genetic mutations that give rise to E/I imbalances resulting in seizures and epilepsy (Bozzi and others 2012; Catterall and others 2008) . Molecular and genetic targets that combine to reduce cortical inhibition or promote structural plasticity in the presence of instructive rehabilitative experience are excellent candidates for aiding recovery and restoring cognitive function in adults with such developmental disorders or acute brain injury (Baroncelli and others 2011; Bavelier and others 2010; Castrén and others 2012).
