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Let S be a set of hyperplanes of the n-dimensional Euclidean space Rn. For
 . n w x  . neach r , . . . , r g R , let r , . . . , r s s , . . . , s g R N s y r is an integer for1 n 1 n 1 n i i
4 w x  . 4each 1 F i F n . For each H g S, let H s r , . . . , r N r , . . . , r g H . In this1 n 1 n
paper, we study the set F H whenever each H g S satisfies a linear equationH g S
with rational coefficients of all nonconstant terms. Q 1997 Academic Press
1. INTRODUCTION
w xIn 1988, Salzberg 4 proposed a new model for CT scan, called the
heuristic for limited angle reconstructive model, using a complete set of
k  k .orthogonal Latin squares M s m of prime order p defined byi j p=p
k  . pm ' i q kj mod p , for 0 F k F p y 1, and m s j. In the correspond-i j i j
 .ing projective plane PG 2, p , each such Latin square represents a family
of parallel lines x q ky s a for all 0 F a F p y 1, whenever 0 F k F p,
and a family of parallel lines y s a for all 0 F a F p y 1, whenever k s p.
 .When we view the Euclidean space, any line x q ky s a on PG 2, p
corresponds to a set of line segments in the unit square defined by the line
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x q ky s a on R2 as a line on the unit square. The geometry defined on
the unit square in this way is called the overlapping geometry, the unit
w . w .square 0, 1 = 0, 1 is called the two-dimensional Torus, and sets of line
segments mentioned above are called lines on the two-dimensional Torus.
w xSalzberg and Steffens 7 proposed an open problem to determine the
pattern of crossings among the lines of the overlapping geometry. Salzberg
w x5 resolved this problem for k any integer. Figueroa and Salzberg
w x3 completely solved, using group theory, this problem on the two-
w xdimensional Torus for k a rational number. Salzberg 6 extended this
w xproblem over finite fields. Recently, Chou and Shiue 1 gave an elemen-
w xtary and easy proof for the results obtained by Figueroa and Salzberg 3 .
w xFigueroa and Salzberg 2 also considered the pattern of crossings among
lines on the n-dimensional Torus.
In this paper, we are going to determine the pattern of crossings among
hyperplanes on the n-dimensional Torus. We shall study the nonhomo-
geneous case in Section 2 and then the homogeneous case in Section 3.
2. GENERAL CASE
Let n G 2 be an integer and let R be the set of all real numbers. Define
n  .  .a relation A on R by a , . . . , a A b , . . . , b if and only if b y a is1 n 1 n i i
an integer for each 1 F i F n. A is trivially an equivalence relation on Rn.
 . n w xFor each a , . . . , a g R , let a , . . . , a be the equivalence class con-1 n 1 n
 .taining a , . . . , a . It is easy to see that every equivalence class has a1 n
w . w .unique representation in the Cartesian product 0, 1 = ??? = 0, 1 with n
n  .factors. The quotient set T s R rA s the set of all equivalence classes
is called the n-dimensional Torus. For any k-dimensional surface K on Rn,
w x  . 4the set K s a , . . . , a N a , . . . , a g K is also called a k-dimensional1 n 1 n
surface of T. It is not difficult to see that, whenever K is the intersection
n nykof n y k hypersurfaces H , . . . , H on R , then K : F H .1 nyk is1 i
From now on, let S be a finite system of linear equations over R in n
variables. In fact, we only consider that every linear equation of S has all
rational coefficients except the constant term. After cleaning all denomi-
nators, we may assume that every linear equation of S has all integral
coefficients with the greatest common divisor 1 except the constant term.
< <Moreover, let S s m. For each 1 F i F m, let s x q ??? qs x s s bei1 1 in n i
g  .an element of S, and let H be the n y 1 -dimensional hyperplanei
m gdefined by the equation s x q ??? qs x s s . Let J s F H . The seti1 1 in n i is1 i
J is characterized in the following
w xLEMMA 2.1. a , . . . , a g J if and only if there are integers e , . . . , e1 n 1 m
 .so that a , . . . , a is a solution of the system of linear equations1 n
s x q ??? qs x s s q e , 1 F i F m.i1 1 in n i i
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w xProof. At first, let a , . . . , a g J. Then, for each 1 F i F m, there are1 n
 .  .integers e , . . . , e satisfying s a q e q ??? qs a q e s s by thei1 in i1 1 i1 in n in i
definition of J. Let e s n s e for each 1 F i F m. Since eachi js1 i j i j
s , 1 F i F m and 1 F j F n, is an integer, e is an integer and soi j i
s a q ??? qs a s s y e for all 1 F i F m.i1 1 in n i i
Conversely, let e , . . . , e be integers so that the system of equations1 m
 . ns x q ??? qs x s s q e , 1 F i F m, has a solution a , . . . , a g R .i1 1 in n i i 1 n
 .Since for each 1 F i F m, gcd s , . . . , s s 1, there are integersi1 in
e , . . . , e satisfying s e q ??? qs e s ye . So, for each 1 F i F m,i1 in i1 i1 in in i
 .a q e , . . . , a q e is a solution of the equation s x q ??? qs x s s .1 i1 n in i1 1 in n i
w xHence, a , . . . , a g J.1 n
Let S s s x q ??? qs x s 0 N s x q ??? qs x s s g S, 1 F i F0 i1 1 in n i1 1 in n i
4 nm . For each 1 F i F m, let H be the hyperplane of R generated by thei
msolutions of the equation s x q ??? qs x s 0. Let J s F H . Theni1 1 in n 0 is1 i
we have
w xTHEOREM 2.2. If a , . . . , a g J, then1 n
w x w x w x w xJ s a , . . . , a q J s a , . . . , a q c , . . . , c N c , . . . , c g J 41 n 0 1 n 1 n 1 n 0
w x w xs a q c , . . . , a q c N c , . . . , c g J . 41 1 n n 1 n 0
w xProof. Since a , . . . , a g J, there are integers e , . . . , e so that, for1 n 1 m
any 1 F i F m, s a q ??? qs a s s q e by Lemma 2.1.i1 1 in n i i
w xSuppose now c , . . . , c g J . There are integers u , . . . , u so that1 n 0 1 m
s c q ??? qs c s u for all 1 F i F m. So, for any 1 F i F m, s a qi1 1 in n i i1 1
.  .  .c q ??? qs a q c s s q e q u and e q u is an integer. Hence,1 in n n i i i i i
w x w x w xa , . . . , a q c , . . . , c s a q c , . . . , a q c g J, and thus1 n 1 n 1 1 n n
w xa , . . . , a q J : J.1 n 0
w xConversely, let b , . . . , b g J. There are integers ¨ , . . . , ¨ so that1 n 1 m
s b q ??? qs b s s q ¨ for all 1 F i F m. So, for any 1 F i F m,i1 1 in n i i
 .  . ws b y a q ??? qs b y a s ¨ y e is an integer. Therefore, b yi1 1 1 in n n i i 1
xa , . . . , b y a g J . Hence,1 n n 0
w x w x w x w xb , . . . , b s a , . . . , a q b y a , . . . , b y a g a , . . . , a q J1 n 1 n 1 1 n n 1 n 0
w xand so J : a , . . . , a q J . Combining results above, we have J s1 n 0
w xa , . . . , a q J .1 n 0
Because of Theorem 2.2, if J is determined, J is completely deter-0
mined. We will study J in the next section. In the remaining part of this0
section, we are going to give a necessary and sufficient condition for J
nonempty. For this purpose, we have to look at S more carefully. The0
following notation will be used throughout the whole remaining part of
this paper.
CHOU, KU, AND SHIUE46
 .  .Let A s s be the matrix with each ith row s , . . . , s thei j m=n i1 in
coefficients of the ith homogeneous equation of S . Suppose the rank of0
A equals k. Without loss of generality, we may assume that the first k rows
of A are linearly independent over R. For each 1 F i F m y k, there are
 .integers l , . . . , l , l so that gcd l , . . . , l s 1 andi1 i k i i1 i k
k
l s , . . . , s s l s , . . . , s . .  . i j j1 jn i kqi.1 kqi.n
js1
THEOREM 2.3. J / B if and only if r s l s y k l s is an integeri i kqi js1 i j j
 k .for each 1 F i F m y k, and the system of linear equations  l y yjs1 i j j
l y s r , 1 F i F m y k, has an integral solution.i kqi i
w xProof. a , . . . , a g J if and only if for each 1 F i F m, there is an1 n
integer e so that s a q ??? qs a s s q e . Sincei i1 1 in n i i
k
l s , . . . , s s l s , . . . , s .  . i j j1 jn i kqi.1 kq1.n
js1
 .  .for all 1 F i F m y k, and s , . . . , s , . . . , s , . . . , s are linearly inde-11 1n k1 k n
pendent, the last statement is equivalent to saying that there are integers
 . k e , . . . , e so that for all 1 F i F m y k, l s q e s  l s q1 m i kqi kqi js1 i j j
. ke . This also means that r s l s y  l s is an integer for allj i i kqi js1 i j j
 k .1 F i F m y k, and the system of linear equations  l y y l y sjs1 i j j i kqi
 .r , 1 F i F m y k, has an integral solution e , . . . , e .i 1 m
Note that if F m H g / B, then r s 0 for all 1 F i F m y k and we canis1 i i
take e s 0 for all 1 F i F m. In this case, J / B. Note also that r beingi i
all integers cannot imply J / B. More precisely, r being all integersi
 k .cannot imply that the system of linear equations  l y y l y s r ,js1 i j j i kqi i
1 F i F m y k, has an integral solution. The following is an example.
EXAMPLE. Consider the system of linear equations:
y q z q 3w s 1,
1y q 3 z q 7w s ,2
2 x q 2 y q 3 z q 9w s 0,
6 x q 2 y q z q 7w s y2,
5y 2 x q 2 z q 3w s ,4
14 x q 2 y q 3 z q 10w s y .4
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 .  .  .It is easy to check that vectors 0, 1, 1, 3 , 0, 1, 3, 7 , and 2, 2, 3, 9 are
linearly independent over R. Let l , l , and r , 1 F i, j F 3, be numbersi j i i
as those in Theorem 2.3. It is easy to see l s y2 s l , l s 3, l s 1,11 12 13 1
l s 1, l s 3, l s y2, l s 2, l s y3, l s y1, l s 4, l s 2,21 22 23 2 31 32 33 3
and r s 1, r s 0, and r s 3.1 2 3
Now, consider the following system of linear equations:
y2 y y 2 y q 3 y y y s 1,1 2 3 4
y q 3 y y 2 y y 2 y s 0,1 2 3 5
y3 y y y q 4 y y 2 y s 1.1 2 3 6
The first two equations can be rewritten in parameters t , t , and t as1 2 3
follows:
1y s y 3 y 5t q 3t y t , .1 1 2 34
1y s 1 q t q t q t , .2 1 2 34
y s t ,3 1
y s t ,4 2
y s t .5 3
Let y s t and plug all these parameters into the third equation. We have6 4
2 t q 2 t y 2 t s 1. If the system had an integral solution, then t , t , t ,2 3 4 1 2 3
and t would be integers and would satisfy 2 t q 2 t y 2 t s 1. The last4 2 3 4
statement is impossible. Hence, the system of linear equations with vari-
ables y does not have integral solutions.i
3. HOMOGENEOUS CASE
In this section, we are going to study J . At first, we have0
LEMMA 3.1. J is an abelian group under the addition of equi¨ alence0
classes.
Proof. The proof that the addition of equivalence classes of J is a0
binary operation on J is similar to the first part of the proof of Theorem0
2.2 whenever we consider all s equal to 0. All other properties for J to bei 0
an abelian group are easy to get.
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Now, let
m
w xK s a , . . . , a N a , . . . , a g H . . F0 1 n 1 n i 5
is1
Since
k
l s , . . . , s s l s , . . . , s .  . i j j1 jn i kqi.1 kqi.n
js1
for all 1 F i F m y k,
k
w xK s a , . . . , a N a , . . . , a g H . . F0 1 n 1 n i 5
is1
 .  .Since s , . . . , s , . . . , s , . . . , s are linearly independent over R, we11 1n k1 k n
 .  .may assume, without loss of generality, that s , . . . , s , . . . , s , . . . , s11 1k k1 k k
 .are linearly independent over R. Let A s s be the submatrix of Ai j k=k
 .with each ith tow s , . . . , s . For each 1 F i F k and 1 F j F n y k, leti1 i k
t .  .A i; j be the matrix obtained by replacing the ith column s , . . . , s of1 i k i
t .  .A by the column s , . . . , s . Moreover, let a s det A and let1 kqj. kkqj.
 .   ..a i; j s det A i; j . It is easy to see
nyk ya 1; j .
K s 0  ajs1
nyk ya k ; j .
=y , . . . , y , y , . . . , y y , . . . , y g R .j j 1 nyk 1 nyk 5ajs1
The set K plays an important role in the group J . At first, we have0 0
w xLEMMA 3.2. K is a subgroup of J and the index J : K is finite.0 0 0 0
w xProof. It is trivial that K is a subgroup of J . For proving J : K - `,0 0 0 0
w x w xit is sufficient to show that if for a , . . . , a , b , . . . , b g J there are1 n 1 n 0
 .integers t , . . . , t so that s b q ??? qs b s s a q ??? qs a q at for1 k i1 1 in n i1 1 in n i
w x w xall 1 F i F k, then a , . . . , a q K s b , . . . , b q K .1 n 0 1 n 0
w x w xNow, let a , . . . , a , b , . . . , b g J such that there are integers1 n 1 n 0
 .t , . . . , t satisfying s b q ??? qs b s s a q ??? qs a q at for all1 k i1 1 in n i1 1 in n i
X X X X .1 F i F k. Since a s det A / 0, there are a , . . . , a , b , . . . , b g R sat-1 k 1 k
isfying s aX q ??? qs a q s a q ??? qs a s 0 and s bX qi1 1 i k k ikq1. kq1 in n i1 1
??? qs bX q s b q ??? qs b s 0 for all 1 F i F m. For 1 F i Fi k k ikq1. kq1 in n
Y Y X w Y Y xk, write a s a y a and b s b y b . Then a , . . . , a , 0, . . . , 0 q K si i i i i i 1 k 0
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w x w Y Y x w xa , . . . , a q K , b , . . . , b , 0, . . . , 0 q K s b , . . . , b q K , and for1 n 0 1 k 0 1 n 0
Y Y all 1 F i F k, s b q ??? qs b s s b q ??? qs b s s a qi1 1 i k k i1 1 i n n i1 1
Y Y Y.  .??? qs a q at s s a q ??? qs a q at . Let m s s a qi n n i i1 1 i k k i i i1 1
??? qs aY for all 1 F i F k. From Lemma 2.1. m , . . . , m are alli k k 1 k
 . t  . tintegers. Moreover, let X s x , . . . , x , M s m , . . . , m , and U s1 k 1 k
 . t  Y Y . tt , . . . , t . Then a , . . . , a is the unique solution of the equation1 k 1 k
Y Y t .AX s M and b , . . . , b is the unique solution of the equation AX s1 k
 .M q aU. By Cramer's rule, there is an integral vector r , . . . , r so that1 k
 Y Y .  Y Y .  .b , . . . , b s a , . . . , a q r , . . . , r . This implies1 k 1 k 1 k
w Y Y x w Y Y xa , . . . , a , 0, . . . , 0 s b , . . . , b , 0, . . . , 0 .1 k 1 k
So
w x w Y Y xa , . . . , a q K s a , . . . , a , 0, . . . , 0 q K1 n 0 1 k 0
w Y Y x w xs b , . . . , b , 0, . . . , 0 q K s b , . . . , b q K .1 k 0 1 n 0
From the proof of Lemma 3.2, every element of J rK can be repre-0 0
w xsented by an element of the form a ra, . . . , a ra, 0, . . . , 0 q K , where1 k 0
k< < < < < <0 F a , . . . , a - a are integers. So, J rK F a and every element of1 n 0 0
J rK has an order dividing a. Hence J rK is isomorphic to a subgroup0 0 0 0
 .  .of the group Zr a = ??? = Zr a with k factors. In fact, we will have a
more precise statement in Theorem 3.4.
Note that the matrix A in the proof of Lemma 3.2 can be substituted by
any k = k nonsingular submatrix of the submatrix A9 of A formed by the
first k rows of A. Moreover, A9 is not uniquely chosen. We may take any
k = n submatrix of A formed by k independent row vectors of A instead
of A9. From now on, let d be the greatest common divisor of determinants
of all k = k submatrices of A. Since A is a submatrix of A and a s
 .det A / 0, d / 0 and d divides a.
w x4THEOREM 3.3. Assume k s n. Then K s 0, . . . , 0 and so J rK s J .0 0 0 0
Moreo¨er, let c s ard and let s be the cofactor of s in A for alli j i j
1 F i, j F n. Then,
n s si1 in
J s r , . . . , r , . . . , r are integersm and for all 1 F j F n0 i 1 n a ais1
n n
and 1 F h F m y n , c r s and l l r , i i j h hi i 5
is1 is1
where l and l are the same as those in Sect. 2.hi h
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m w x4 w x4Proof. Since k s n, F H s 0, . . . , 0 . So, K s 0, . . . , 0 andis1 i 0
thus J rK s J .0 0 0
We have mentioned that we can take, in the proof of Lemma 3.2, any
n = n nonsingular submatrix of A instead of A. Since d is the greatest
common divisor of determinants of all n = n nonsingular submatrices, J0
 .  .is isomorphic to a subgroup of the group Zr d = ??? = Zr d with n
factors, by Lemma 3.2. In particular, every element of J has order0
dividing d.
w x w x w x w xLet a , . . . , a g J . Since da , . . . , da s d a , . . . , a s 0, . . . , 0 ,1 n 0 1 n 1 n
da , . . . , da are all integers. Write b s da for all 1 F i F n. Moreover,1 n i i
w xa , . . . , a g J implies, by Lemma 2.1, that there are integers r , . . . , r1 n 0 1 m
 .  . tso that a , . . . , a is the solution of AX s r , . . . , r . So, a s b rd s1 n 1 m i i
n . r s ra for all 1 F i F n. This impliesjs1 j ji
s s s s11 1n n1 nnw xa , . . . , a s r , . . . , q ??? qr , . . . ,1 n 1 na a a a
n n< <with c  r s for all 1 F j F n. Moreover, l  l r for all 1 Fis1 i i j h is1 hi i
 . t n  .h F m y n since AX s r , . . . , r and  l s , . . . , s s1 m js1 i j j1 jn
 .l s , . . . , s for all 1 F i F m y n.i nqi.1 nqi.n
Conversely, every element
s s s s11 1n n1 nn
r , . . . , q ??? qr , . . . ,1 na a a a
satisfying the desired conditions is trivial in J . This completes the proof.0
Note that the group J s J rK in Theorem 3.3 is not generated by the0 0 0
w x < 4set s rd, . . . , s rd 1 F i F n . The following is an example.i1 in
EXAMPLE. Consider the system of linear equations:
x q x q x s 0,1 2 3
x q 3 x q 5x s 0,1 2 3
x y x q x s 0,1 2 3
5x y 5x y x s 0.1 2 3
It is easy to check that k s n s 3 and d s 4. Take
1 1 1
A s .1 3 5
1 y1 1
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Then a s 8 and c s 2. Now,
s s s 1 111 12 13
, , s 0, , ,
a a a 2 2
s s s 3 121 22 23
, , s , 0, ,
a a a 4 4
and
s s s 1 1 131 32 33
, , s , , .
a a a 4 2 4
For integers r , r , r with 0 F r F 1 and 0 F r , r F 3, we always have1 2 3 1 2 3
that 2 divides r s q r s q r s for all 1 F i F 3.1 1 i 2 2 i 3 3 i
 .  .  .  .Now 6 1, 1, 1 y 3 1, 3, 5 q 7 1, y1, 1 s 2 5, y5, y1 . So, l s 6,11
l s y3, l s 7, and l s 2. Consider 6 r y 3r q 7r with 0 F r F 112 13 1 1 2 3 1
and 0 F r , r F 3. Then 2 divides 6 r y 3r q 7r if and only if 2 N r q2 3 1 2 3 2
.  .r . Note that 2 N r q r is equivalent to that r and r are of the same3 2 3 2 3
3 1 1 1 1w x w x w xparity. If both r and r are even, then r , 0, q r , , s 0, 0, 0 or2 3 2 34 4 4 2 4
1 1 3 1 1 1 1 1 1w x w x w x w x, 0, . If both r and r are odd, then r , 0, q r , , s 0, ,2 3 2 32 2 4 4 4 2 4 2 2
1 1 1 1 1 1 1 1w x w x w x w x w x4or , , 0 . So, J s 0, 0, 0 , , 0, , 0, , , , , 0 is isomorphic to the02 2 2 2 2 2 2 2
Klein group.
Finally, the group generated by the set
s s si1 i2 i3
, , 1 F i F 3 5d d d
1 1w x w x4is 0, 0, 0 , , 0, . This group is just a proper subgroup of J .02 2
Let k s n. We have seen that the group J is isomorphic to a subgroup0
 .  .of the group Zr a = ??? = Zr a with n factors. Since A can be chosen
 .arbitrarily, J is isomorphic to a subgroup of the group Zr d = ??? =0
 . < <Zr d with n factors, as we have seen in the proof of Theorem 3.3. So J0
divides dn. In fact, we have the following
< <THEOREM 3.4. J s d when k s n.0
 . t w xProof. Let X s x , . . . , x . Then a , . . . , a g J if and only if there1 n 1 n 0
 . t  .is an m = 1 column vector of integers U s u , . . . , u so that a , . . . , a1 m 1 n
< <is a solution of AX s U. Since every entry of A is an integer, J equals0
t  .the number of vectors X s x , . . . , x so that 0 F x , . . . , x - 1 and1 n 1 n
t  .there is an integral vector Y s y , . . . , y satisfying AX s Y. Let N be1 m
this number.
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 .Let R1 be the elementary row operation ``interchanging two rows of a
 .matrix'', and let R2 be the elementary row operation ``adding an integral
multiple of one row to another row.'' Applying these two operations to A,
we can get an integral upper triangular matrix
b b ??? b11 12 1n
0 b ??? b22 2 n
. . . .. . . .. . . .
B s .0 0 ??? bnn
0 0 ??? 0
. . .. . .. . .
0 0 ??? 0
Note that we do not change the greatest common divisor of all determi-
 .nants of n = n submatrices of any matrix when we apply either R1 or
 .R2 to this matrix. Therefore, the greatest common divisor d of all
determinants of n = n submatrices of A equals "b ??? b . Let C be an11 nn
 .m = m nonsingular matrix so that B s CA. Then det C s "1.
 . tNote that for an m = 1 matrix Y s y , . . . , y , Y is an integral matrix1 m
 . tif and only if CY is an integral matrix. From this, if X s x , . . . , x1 n
satisfies 0 F x , . . . , x - 1, then there is an integral matrix Y s1 n
 . ty , . . . , y satisfying AX s Y if and only if there is an integral matrix1 m
 X X . tY 9 s y , . . . , y satisfying BX s Y 9. So, N equals the number N of1 m u
 . tmatrices X s x , . . . , x so that 0 F x , . . . , x - 1 and there is an1 n 1 n
 X X . t Xintegral matrix Y 9 s y , . . . , y satisfying BX s Y . Since b / 0 for all1 m ii
< < < <1 F i F n, N s b ??? b s d. So, J s N s N s d. This completesu 11 nn 0 u
the proof.
Theorem 3.3 gives the generators of the group J and Theorem 3.4 gives0
the order of J . In fact, the proof of Theorem 3.4 also gives generators of0
J . Finally, we conclude this paper by the following0
THEOREM 3.5.
kJ s s0 i1 i ks r , . . . , , 0, . . . , 0 q K r , . . . , r are integers, and i 0 1 k  /K a a0 is1
k ka
for all 1 F j F n and 1 F h F m y k , r s and l l r , i i j h hi i 5d is1 is1
 .  .where we assume that the metrix A s s is nonsingular, a s det A ,i j k=k
and d is the greatest common di¨ isor of determinants of all k = k submatrices
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of A0 formed by the first k columns of A. Moreo¨er, if d is the greatest
< <common di¨ isor of determinants of all k = k submatrices of A, then J rK0 0
di¨ ides d.
w xProof. In the proof of Lemma 3.2, we have shown that if a , . . . , a g1 n
J and so if r , . . . , r are integers satisfying s a q ??? qs a s r for all0 1 m i1 1 in n i
t .1 F i F m, then the unique solution a , . . . , a of the system AX s1 k
 . t w x w xr , . . . , r satisfies a , . . . , a q K s a , . . . , a , 0, . . . , 0 q K . Now,1 k 1 n 0 1 k 0
w x w x w xsuppose a , . . . , a , b , . . . , b g J satisfy a , . . . , a q K s1 n 1 n 0 1 n 0
w x w x w xb , . . . , b q K . Let a , . . . , a , 0, . . . , 0 and b , . . . , b , 0, . . . , 0 be the1 n 0 1 k 1 k
w x w xcorresponding elements of a , . . . , a and b , . . . , b , respectively, satis-1 n 1 n
w x w x w xfying a , . . . , a q K s a , . . . , a , 0, . . . , 0 q K and b , . . . , b q1 n 0 1 k 0 1 n
w x w xK s b , . . . , b , 0, . . . , 0 q K . Then a , . . . , a , 0, . . . , 0 q K s0 1 k 0 1 k 0
w xb , . . . , b , 0, . . . , 0 q K . Therefore, every element of J rK can be1 k 0 0 0
w xrepresented by an element of J , where J is the set of vectors a , . . . , a0 0 1 k
satisfying s a q ??? qs a s r for all 1 F i F m and for some integersi1 1 i k k i
w xr , . . . , r . Conversely, if a , . . . , a g J , it is easy to see that1 m 1 k 0
w xa , . . . , a , 0, . . . , 0 g J . So1 k 0
w x w xJ rK s a , . . . , a , , . . . , 0 q K N a , . . . , a g J . 40 0 1 k 0 1 k 0
From Theorem 3.3, we have
k s si1 i k
J s r , . . . , for all 1 F j F n and 1 F h F m y k ,0 i a ais1
k ka
r s and l l r . i i j h hi i 5d is1 is1
So every element of J rK is of the desired form.0 0
< <From Theorem 3.4, J divides d. Now, it is easy to see that the mapping0
w x. w xc : J ª J rK defined by c a , . . . , a s a , . . . , a , 0, . . . , 0 q K for0 0 0 1 k 1 k 0
w x < <all a , . . . , a g J is a surjective homomorphism. This implies that J rKk 0 0 0
< < < <divides J , and so, J rK divides d. Since the matrix A can be chosen0 0 0
< <arbitrarily, J rK divides d.0 0
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