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Resumo
ANGULO, C. A cohomology theory for Lie 2-algebras and Lie 2-groups. 2018. 68 f. Tese
(Doutorado) - Instituto de Matemática e Estatística, Universidade de São Paulo, São Paulo, 2018.
Nesta tese, nós introduzimos uma nova teoria de cohomologia associada às 2-álgebras de Lie
e uma nova teoria de cohomologia associada aos 2-grupos de Lie. Prova-se que estas teorias de
cohomologia estendem as teorias de cohomologia clássicas de álgebras de Lie e grupos de Lie em
que os seus segundos grupos classificam extensões. Finalmente, usaremos estos fatos junto com um
morfismo de van Est adaptado para encontrar uma nova prova da integrabilidade das 2-álgebras de
Lie.
Palavras-chave: Teoria de Lie, geometria de ordem superior, cohomologia.
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Abstract
ANGULO, C. A cohomology theory for Lie 2-algebras and Lie 2-groups. 2018. 68 p. Thesis
(PhD) - Instituto de Matemática e Estatística, Universidade de São Paulo, São Paulo, 2018.
In this thesis, we introduce a new cohomology theory associated to a Lie 2-algebras and a new
cohomology theory associated to a Lie 2-group. These cohomology theories are shown to extend
the classical cohomology theories of Lie algebras and Lie groups in that their second groups classify
extensions. We use this fact together with an adapted van Est map to prove the integrability of
Lie 2-algebras anew.
Keywords: Lie theory, higher geometry, cohomology.
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Introduction
Lie theory, understood as the relationship between global geometric structures and their cor-
responding infinitesimal counter-parts, has been a particularly useful and rich line of study. Ar-
guably, it underwent a series of major achievements ever since the beginning of the 21st century,
when Crainic and Fernandes [10] gave necessary and sufficient conditions for a Lie algebroid to
be integrable. The study of several incarnations of a categorified version of Lie theory started to
emerge thereafter. However, among these, double structures had been lying around for a while. For
instance, already back in the late 1980s, Jiang-Hua Lu and Alan Weinstein [18] had come across
double structures, when looking for the symplectic groupoids of Poisson-Lie groups. These were
also noticed to play a rôle for Poisson-Lie groupoids [20]. Another example of a fairly known double
structure is that of a classic representation of a Lie groupoid, which corresponds to a certain type of
vector bundle over the same Lie groupoid. The full category of vector bundles over Lie groupoids,
in order, has been proven [11,14] to be equivalent to a relevant subclass of the more modern repre-
sentations up to homotopy [1,2]. Among the abovementioned incarnations, we highlight four classes
that outline how different in flavor they all are. First, there are enriched categories, where the spaces
of arrows are given themselves the structure of a category [7]. There are also the so-called (Lie)
n-groupoids, which are simplicial manifolds that verify certain filling conditions (see e.g. [39, 40]).
To the best of our knowledge, the infinitesimal counter-parts of these first categorifications are still
poorly understood or even missing from the literature. On the other hand, what we have been
calling double structures are groupoid objects internal to geometric categories such as the category
of Lie algebroids or Lie groupoids [19]. Finally, there are categorifications in which the associativity
of the multiplication and the Jacobi identity hold only up to isomorphism [3, 5] and have recently
deserved enough attention themselves, as they have appeared in connection with various physical
theories such as higher gauge theory [4] and also as integrations for infinite dimensional Lie alge-
bras [38]. The higher structures that we will be chiefly concerned with lie in the intersection of the
last two classes, these are the so-called (strict) Lie 2-groups and Lie 2-algebras.
Several steps have been taken in the direction of understanding the double Lie theory, but a full
understanding is still far off. In particular, the theory of integration has been particularly elusive.
Successful strategies for Lie III theorems have so far been ad hoc and refuse generalizations. More-
over, the elegant theory of integration developed in [10] does not account for certain topological
peculiarities that appear in the categorified theory. Among the examples of integration, there is
the integration of the cotangent groupoid of a Poisson-Lie group to a double Lie group [18], which
was later generalized to a class of double products of groupoids in [19]. Also, the integration of
VB-algebroids to VB-groupoids was settled in [8]. Incidentally, in sight of the results of [14, 15],
this latter is a result on the integration of 2-term representations up to homotopy of Lie algebroids
vii
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to 2-term representations up to homotopy of Lie groupoids. Yet another integration result is that
of [30], in which certain lifting properties are imposed to ensure that the theory of [10] gives the
integrating object right away. Finally, Lie 2-algebras have been integrated to Lie 2-groups in [28].
This thesis sprung out of attempting to understand the integration of these higher structures via
their cohomologies. The classic integration result of van Est [34] is built on relating the differential
cohomology of Lie groups and the cohomology of Lie algebras and this relationship was extended
to the arena of groupoids and algebroids in [9]. Needless to say, the cohomology theories of Lie al-
gebras and Lie algebroids have been studied abundantly in the literature and have found numerous
applications. The main theme of this thesis is to introduce cohomology theories that extend those
of Lie algebroids and Lie groupoids for the simplest of the double objects: Lie 2-algebras and Lie
2-groups. In particular, keeping integration as a goal in sight, we prescribe the second cohomolgy
group to classify appropriate extensions. One advantage that this approach has got is that it still
works in infinite dimensions. Indeed, just as much as the space of sections of a Lie algebroid is a Lie
algebra, any LA-groupoid has an infinite dimensional Lie 2-algebra of multiplicative sections [23]
for which the theory of this thesis can be applied. The cohomology theories that we will present
are novel though there does exist a cohomology theory for Lie 2-groups in the literature [12]. This
existing cohomology theory is rather a deRham cohomology than a group cohomology for the 2-
group seen as a double groupoid. In particular, the second group of the referred cohomology theory
does not correspond to any kind of extension.
We outline the contents. In Chapter 1, we collect some generalities and results that we will
be using in the rest of the work. In Chapters 2 and 3, we introduce the respective complexes of
cochains associated to Lie 2-algebras and Lie 2-groups respectively and provide an interpretation
for the lower dimensions of its cohomologies. Finally, in Chapter 4 we relate the above referred
complexes using an adapted van Est map and we prove a van Est type theorem. The main result
of this chapter is a new proof for the integrability of Lie 2-algebras. We proceed to give a more
detailed account of the contents of each chapter.
In Chapter 1, we start including some background material on the cohomology theories of Lie
groupoids and Lie algebroids. Right after, we introduce Lie 2-groups and Lie 2-algebras, intro-
duce the notation and give a wealth of examples. We continue with an exposition of the simplicial
structures naturally associated to these double objects. To do so, we introduce the more general
double Lie groupoids and LA-groupoids, and outline the constructions of their respective double
complexes. The next section deals with a series of results on homological algebra. In it, we recast
van Est theorem in a convenient way for our future purposes.
In Chapter 2, we study Lie 2-algebras from a cohomological point of view. Starting with the
natural double complex associated to a Lie 2-algebra, we prove that its total cohomology classifies
extensions by the unit 1-dimensional Lie 2-algebra. We use this as a justification for studying higher
representations. We introduce the linear Lie 2-algebra. Then, we proceed to define 2-representations
and verify that in a general extension of a Lie 2-algebra by an abelian Lie 2-algebra, the choice of
a splitting induces such a structure. Finally, we re-write the extensions as semi-direct sums whose
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structure gets twisted by a series of maps. Conversely, we deduce the equations that such maps
need to satisfy in order to define an extension of Lie 2-algebras.
After having recognized the equations defining these 2-cocycles, we move on to classifying them
up to isomorphism of extensions. In doing so, we recognize that the isomorphism is reduced to a
couple of maps verifying a series of equations that relate them to the respective 2-cocycles of each
of the extensions. In the process of understanding these equations as cocycle conditions, we will see
the emergence of a “triple complex” whose total complex has got a differential which encapsulates
the equations defining both 2-cocycles and their equivalences.
Next up, in Chapter 3, we go over the analogous theory for Lie 2-groups, culminating in a corre-
sponding complex whose second cohomology classifies extensions of Lie 2-groups by 2-vector spaces.
Lastly, in Chapter 4, we start off by reviewing both the integrability of Lie 2-algebras and the
strategy that we will refer to as the van Est strategy for the integration of Lie algebras. We move on
to study the map that differentiates an extension of Lie 2-groups to an extension of Lie 2-algebras.
We are bound to call such a map a van Est map. We prove that under certain connectedness
assumptions the van Est map induces isomorphisms in cohomology. This is done in two parts.
First, we prove it for the cohomology of Lie 2-groups and Lie 2-algebras with values in an honest
vector space, and then we prove the general result. Interestingly, as a corollary of the first part we
recognize the algebraic compatibility condition for the adjoint 2-representation to have values on
an honest vector space.
Finally, as an application, we prove the integrability of Lie 2-algebras using this machinery.
In the appendices, we collect some results and definitions that we considered relevant, but
out of scope for the main body of the text. In appendix A, we recall the path strategy for the
integration of Lie algebroids. In appendix B, we recall the definitions of the cores of LA-groupoid
and double Lie groupoids. In appendix C, we go over the relation between VB-groupoids and 2-term
representations up to homotopy. In the final appendix, we recall that the space of multiplicative
sections of an LA-groupoid is naturally a category, and can further be endowed with the structure
of a Lie 2-algebra. In analogy, we prove that there is 2-group structure on an appropriate category
of bisections of a double Lie groupoid.
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Chapter 1
Preliminaries
In this chapter, we recall the definitions of the main characters of this dissertation and settle no-
tations and some of their properties. We are to follow the following conventions: by 1-connectedness,
we mean both connectedness and simply connectedness. Accordingly, by s1-connectedness, we mean
that source fibres are 1-connected. We will write G(n) for the space of n-tuples of composable ar-
rows of a Lie groupoid G // //M . We write Gx for the isotropy Lie group at x ∈M and OGx for
the orbit through it. Associated to this groupoid, we will write AG for its Lie algebroid, that is
AG := u
∗ ker ds. We write φ′ := Lie(φ) for the derivative of a Lie groupoid morphism restricted to
its Lie algebroid, this map is the induced map between Lie algebroids. For an abstract Lie algebroid
A over M , we write ρA for its anchor and for its isotropy at x ∈M , gx(A) = ker(ρA)x.
For a map f : M // N and a vector bundle E over N , we invariantly write the pull-back
f∗E := M ×N E = {(x, e) ∈ M × E : e ∈ Ef(x)}. Analogously, for a Lie algebroid A over N , the
Lie algebroid pull-back will always be f !A := TM ×TN A = {(v, a) ∈ TM ×A : df(v) = ρA(a)}.
1.1 Cohomology of Lie groupoids and Lie algebroids
In this section we go about the theory of Lie groupoid and Lie algebroid cohomology. The
notations and theorems of this section will be used abundantly throughout the text. Ultimately,
they will help us state an integrability theorem as well, the strategy of which will be mimicked
during the last chapter. Recall that for a Lie groupoid G, there is a simplicial structure on the
nerve whose maps are given by
∂k(g0, ..., gp) =

(g1, ..., gp) if k = 0
(g0, ..., gk−1gk, ..., gp) if 0 < k ≤ p
(g0, ..., gp−1) if k = p+ 1,
for a given element (g0, ..., gp) ∈ G(p+1). With these, one builds the complex
Cp(G) := {ϕ ∈ C∞(G(p)) : φ(g1, ..., gp) = 0, if gk ∈ u(M) for some k}
of (normalized) Lie groupoid cochains with differential
∂ : C•(G) // C•+1(G)
defined by the usual formula
(∂ϕ)(g0, ..., gp) =
p+1∑
k=0
(−1)k∂∗kϕ(g0, ..., gp),
1
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for ϕ ∈ Cp(G).
Thus defined, (C•(G), ∂) is referred to as the groupoid complex of G, and its cohomology is the
so-called differentiable cohomology of G.
Additionally, there is a graded product
Cp(G)× Cq(G) // Cp+q(G) : (ϕ1, ϕ2)  // ϕ1 ? ϕ2
given by
ϕ1 ? ϕ2(g1, ..., gp; g
′
1, ..., g
′
q) := ϕ1(g1, ..., gp)ϕ2(g
′
1, ..., g
′
q),
ϕ1 ? ϕ2(g1, ..., gp) := ϕ1(g1, ..., gp)ϕ2(s(gp)) for q = 0,
ϕ1 ? ϕ2(g1, ..., gq) := ϕ1(t(g1))ϕ2(g1, ..., gq) for p = 0,
ϕ1 ? ϕ2 := ϕ1ϕ2 for p = q = 0.
Such a product is compatible with the differential via a graded Leibniz rule
∂(ϕ1 ? ϕ2) = (∂ϕ1) ? ϕ2 + (−1)pϕ1 ? (∂ϕ2)
for ϕ1 ∈ Cp(G). On the other hand, for a Lie algebroid A //M with anchor ρ and bracket [·, ·],
there is a complex
Ωq(A) = Γ
( q∧
A∗
)
with the associated exterior differential of A,
dA : Ω
•(A) // Ω•+1(A)
defined by the usual formula
(dAω)(α) =
q∑
j=0
(−1)jρ(aj)ω(α(j)) +
∑
m<n
(−1)m+nω([am, an], α(m,n)),
for ω ∈ Ωq(A) and α = (a0, ..., aq) ∈ Γ(A)q+1. Here, we use the convention that
α(j) = (a0, ..., aj−1, aj+1, ..., aq) and α(m,n) = (a0, ..., am−1, am+1, ..., an−1, an+1, ..., aq),
as opposed to the usual ·ˆ notation. We will stick to this convention in the entirety of this text.
Thus defined, (Ω•(A), dA) is usually referred to as the Chevalley-Eilenberg complex of A, and its
cohomology is the so-called Lie algebroid cohomology of A. This time around there is also an
additional graded product structure
Ωp(A)× Ωq(A) // Ωp+q(A) : (ω1, ω2)  // ω1 ∧ ω2
that turns out to be compatible with the differential. It is given by the formula
ω1 ∧ ω2(a1, ..., ap; ap+1, ..., ap+q) :=
∑
σ∈S(p,q)
|σ|ω1(aσ(1), ..., aσ(p))ω2(aσ(p+1), ..., aσ(p+q)),
where S(p, q) is the set of the so-called (p, q)-shuffles, that is
S(p, q) := {σ ∈ Sp+q : σ(1) < ... < σ(p), σ(p+ 1) < ... < σ(p+ q)}
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and |·| stands for the sign of a permutation. The graded Leibniz rule is the familiar formula
dA(ω1 ∧ ω2) = (dAω1) ∧ ω2 + (−1)pω1 ∧ (dAω2)
for ω1 ∈ Ωp(A).
These complexes can take values on representations. Recall then, that a representation of G ////M
is a vector bundle E over M , together with an action
Gs ×M E // E : (g, e)  // ∆ge
along the projection of the vector bundle. Infinitesimally, these correspond to flat A-connections
on E. An A-connection is a map
Γ(A)⊗R Γ(E) // Γ(E) : (a, )  // ∇a
that is C∞(M)-linear in Γ(A), and that verifies a Leibniz rule in Γ(E):
∇a(f) = f∇a+ (Lρ(a)f).
Such an A-connection is called flat (and a representation of A), if it is compatible with the bracket
in that
∇[a1,a2] = [∇a1 ,∇a2 ]
for all a1, a2 ∈ Γ(A). Before laying down the complexes with values in a representation, let us
specify that representations can be pulled-back along homomorphisms. In fact, if
H
 
φ // G
 
N
f
//M
is a Lie groupoid homomorphism, there is an action
Hs ×N f∗E // f∗E : (h; y, e)  // ∆φ(h)e .
Not as straightforward, if
B

F // A

N
f
//M
is a Lie algebroid homomorphism, there is a flat B-connection
∇′ : Γ(B)⊗R Γ(f∗E) // Γ(f∗E)
defined as follows: Since Γ(f∗E) ∼= C∞(N)⊗C∞(M) Γ(E), an element ζ ∈ Γ(f∗E) is given by
ζ = ζn ⊗ n,
where ζa ∈ C∞(N), a ∈ Γ(E) and we used the Einstein summation convention. Analogously,
given a section b ∈ Γ(B), F (b) induces a section of f∗A ∼= C∞(N)⊗C∞(M) Γ(A); therefore,
F (b) = βm ⊗ am,
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for some βm ∈ C∞(N) and am ∈ Γ(A). Then,
∇′bζ := βmζn ⊗∇amn + Lρ(b)ζn ⊗ n. (1.1.1)
The fact that this yields a flat B-connection follows from the fact that F is a Lie algebroid homo-
morphism.
We move on to define the complexes of Lie groupoid and Lie algebroid cochains with values on a
representation E. For the Lie groupoid G,
Cp(G;E) := Γ(t∗pE)
where the map tp : G(p) // E : (g1, ...gp)  // t(g1) is the map that returns the final target of
a p-tuple of composable arrows. The differential
∂ : C•(G,E) // C•+1(G,E)
is defined by the same formula as before, though modified in the first term so that the sum can be
performed
(∂ϕ)(g0, ..., gp) = ∆g0∂
∗
0ϕ(g0, ..., gp) +
p+1∑
k=1
(−1)k∂∗kϕ(g0, ..., gp).
For the Lie algebroid A,
Ωq(A,E) := Γ(
q∧
A∗ ⊗ E)
with differential
d∇ : Ω•(A,E) // Ω•+1(A,E)
defined by an analogous formula, though using the representation instead of the anchor,
d∇ω(α) =
q∑
j=0
(−1)j∇ajω(α(j)) +
∑
m<n
(−1)m+nω([am, an], α(m,n)).
The complexes C(G,E) and Ω(A,E) can be endowed with the structure of right (graded) C(G)
and Ω(A)-modules respectively. These are given by the formulas above, though having a slightly
different meaning, as the sums and multiplications by scalars are taking place in a fibre of the vector
bundle instead of taking place in R.
Now, roughly speaking, Lie algebroid cochains can be seen as the infinitesimal version of groupoid
cocycles. This statement is made precise by means of a map
Φ : C•(G,E) // Ω•(A,E)
whose value at ω ∈ Cp(G,E) for a1, ..., ap ∈ Γ(A) is given by the formula
Φω(a1, ..., ap) :=
∑
σ∈Sp
|σ|Raσ(1) ...Raσ(p)ω.
In turn, the maps
Ra : C
p+1(G,E) // Cp(G,E)
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for a ∈ Γ(A) are defined by
Raω(g1, ..., gp) :=
−→a ω(g1,...,gp)(u ◦ t(g1)),
where −→a is the right-invariant vector field generated by a; hence, −→a ∈ Γ(ker ds). On the other hand,
the map ω(g1,...,gp) : s
−1(t(g1)) // Et(g1) : g
 // ∆g−1ω(g, g1, ..., gp) . We call this map the van
Est map for Lie groupoids. According to the author of [9], it was first constructed for Lie groups
in [33] and later extended to the realm of Lie groupoids in [37]. Thus defined, this map turns out to
be a map of complexes compatible with the module structure, and there is the following theorem.
Theorem 1.1.1. [9] If the source fibres of G are k-connected, the van Est map induces isomor-
phisms
Φn : Hn(G,E) // Hn(A,E)
for n ≤ k, and it is injective for n = k + 1.
We refer to this theorem as the Crainic-van Est theorem in the sequel.
We close this section by recalling an integrability result for Lie algebroids that, though not
forgotten, can be overseen in sight of the definitive [10].
The application of this theorem in which we will be interested, and the reason because of which
we listed it here is the following.
Theorem 1.1.2. [9] Let
(0) // E // Ω // A // (0)
be an exact sequence of Lie algebroids with E abelian. If A admits a Hausdorff integration whose
s-fibres are simply connected and have vanishing second cohomology groups, then Ω is integrable.
We will outline the proof of this theorem and its underlying strategy in the beginning of chapter
4 in what we will refer to as the van Est strategy.
1.2 On Lie 2-groups and Lie 2-algebras
Lie algebra-like structures have been paid much attention in the literature. In particular, cat-
egorifications of these have been considered in [3, 5, 28]. Categorifications of group structures are
less ubiquitous than their infinitesimal counter-parts. Nevertheless, they have appear in the litera-
ture [5,12,31,38], mainly related to applications of higher category theory to physics, but interest-
ingly, also related to integration problems.
The objects we are going to study are known as strict Lie 2-algebras and strict Lie 2-groups in some
parts of the literature.
We start by recalling the definition of a Lie 2-algebra.
Definition 1.2.1. A Lie 2-algebra is a groupoid object internal to the category of Lie algebras.
We will write a generic Lie 2-algebra as
g1 ×h g1 mˆ // g1
sˆ //
tˆ
//
ιˆ
KK h
uˆ // g1.
Correspondingly,
Definition 1.2.2. A Lie 2-group is a groupoid object internal to the category of Lie groups.
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We will write a generic Lie 2-group as
G ×H G m // G
s //
t
//
ι
LL H
u // G.
In order to make clear the difference between the group operation and the groupoid operation in
G, we assume the following convention:
g1 1 g2 g3 1 g4,
stand respectively for the group multiplication and the groupoid multiplication whenever (g1, g2) ∈
G2 and (g3, g4) ∈ G×H G. This intends to reflect the fact that the group multiplication is “vertical”,
whereas the groupoid multiplication is “horizontal”.
It has been noted in [3,5,28] and elsewhere that the categories of Lie 2-algebras and Lie 2-groups
are respectively equivalent to the categories of crossed modules of Lie algebras and of Lie groups.
Definition 1.2.3. A crossed module of Lie algebras is a Lie algebra morphism g
µ // h together
with a Lie algebra action by derivations L : h // gl(g) satisfying
µ(Lyx) = [y, µ(x)],
Lµ(x0)x1 = [x0, x1].
These equations are referred to as equivariance and infinitesimal Peiffer respectively.
The equivalence between the category of Lie 2-algebras and crossed modules of Lie algebras is
given, at the level of objects, by the following. Associated to a crossed module g
µ // h , the space
of arrows of the Lie 2-algebra is defined to be the semi-direct sum g⊕L h, where the bracket is given
by the usual formula
[(x0, y0), (x1, y1)]L := ([x0, x1] + Ly0x1 − Ly1x0, [y0, y1]).
The structural maps are given by
sˆ(x, y) = y tˆ(x, y) = y + µ(x) ιˆ(x, y) = (−x, y + µ(x)) uˆ(y) = (0, y)
(x′, y + µ(x)) 1 (x, y) := mˆ(x′, y + µ(x);x, y) := (x+ x′, y).
Conversely, given a Lie 2-algebra g1 // // h , the associated crossed module is given by ker sˆ
tˆ|ker sˆ // h .
The action for ξ ∈ ker sˆ and y ∈ h is given by
Lyξ := [uˆ(y), ξ]1,
where [, ]1 is the bracket of g1.
From here on out, we make no distinction between a Lie 2-algebra and its associated crossed module.
Definition 1.2.4. A crossed module of Lie groups is a Lie group homomorphism G i // H
together with a right action of H on G by Lie group automorphisms satisfying
i(gh) = h−1i(g)h,
g
i(g2)
1 = g
−1
2 g1g2,
where we write gh for h acting on g. We refer to the second relation as the Peiffer equation.
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For future reference, we outline the correspondence. Given a crossed module G i // H , the
space of arrows of the Lie 2-group associated to a given crossed module is the semi-direct product
GoH with respect to the H-action, that is
(g1, h1) 1 (g2, h2) = (g
h2
1 g2, h1h2),
and the structural maps are the analogous
s(g, h) = h t(g, h) = hi(g) ι(g, h) = (g−1, hi(g)) u(h) = (e, h)
(g′, hi(g)) 1 (g, h) := (gg′, h).
Conversely, starting out with a Lie 2-group G //// H , the associated crossed module is given by
ker s
t|ker s// H . The right action for g ∈ ker s by an element h ∈ H is given by
gh := u(h)−1 1 g 1 u(h),
where 1 is the product in G and the −1 power stands for the inverse of this product. In other words,
the action is given by conjugation in G by units.
From here on out, we make no distinction between a Lie 2-group and its associated crossed module
either. It should be clear that Lie 2-groups and Lie 2-algebras are related to one another by the
Lie functor.
These objects abound in mathematics. Lie algebras and Lie groups are examples whose associated
crossed modules are
(0) // g and 1 // G.
Ideals h E g and normal subgroups N E G are examples whose associated crossed modules are
given by the inclusions
h // g and N // G
and the actions by the adjoint and by conjugation respectively. Also, among these, one can find
classical representations of Lie algebras and Lie groups on a vector space V ; the associated crossed
modules being
V
0 // g and V 1 // G
where the actions are the ones given by the representations themselves. We will see in the sequel
that indeed these are morally all the examples, as any other will be a suitable combination.
Out of the crossed modules, one is able to read much of the groupoid theoretical data of both
Lie 2-groups and Lie 2-algebras. Indeed, let g1 be a Lie 2-algebra with associated crossed module
g
µ // h with action L, then we have got the following collection of trivial observations.
Lemma 1.2.1. The orbit through 0 is µ(g) and an ideal in h.
Proof. By definition, the orbit through 0 is tˆ(sˆ−1(0)). Now, sˆ(x, y) = y; thus, sˆ−1(y) = g × {y}.
On the other hand, tˆ(x, y) = y + µ(x); therefore, tˆ(sˆ−1(0)) = tˆ(g× (0)) = µ(g) as claimed. As for
the second part of the statement, the equivariance of µ yields, [y, µ(x)] = µ(Lyx) ∈ µ(g).
Lemma 1.2.2. The orbit through any point y ∈ h is the coset of µ(g) in h with respect to y; thus,
every Lie 2-algebra is regular and its leaf space is the Lie algebra h/µ(g).
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One could be interested in Lie 2-algebras precisely because they serve as models to study quo-
tients. This will be made much clearer in the case of their global counter-parts, Lie 2-groups, when
the topology comes into play.
Lemma 1.2.3. The isotropy group of g1 at 0 is the central Lie subalgebra kerµ. All other isotropy
groups for y ∈ h are isomorphic.
Proof. First, notice that if x1, x2 ∈ kerµ, by the infinitesimal Peiffer equation, [x1, x2] = Lµ(x1)x2 =
0; hence, kerµ is indeed an abelian Lie algebra. By the same equation, taking x2 an arbitrary
element of g, it is central. Now, by definition the isotropy at y is the intersection of its source and
target fibres. Since, tˆ−1(y) = {(x, y′) ∈ g⊕ h : y′ + µ(x) = y}, (g1)y = {(x, y) ∈ g⊕ h : y − µ(x) =
y} = kerµ× {y} and the result follows.
In fact, if one regards g1 as an LA-groupoid, the vector space kerµ corresponds to a type of
isotropy associated to the unique point ∗ in the double base.
Lemma 1.2.4. The associated action of h on the second isotropy is the honest representation
defined by the restriction of L. Moreover, there is an honest representation L of the orbit space on
kerµ of which the previous representation is a pull-back.
Proof. We just need to prove that the representation is well-defined. Let x ∈ kerµ and y ∈ h,
then by equivariance, µ(Lyx) = [y, µ(x)] = 0. As for the second statement, define L[y]v = Lyv. It
is well-defined too, as for any other representative y′ = y + µ(x), Ly′v = Lyv + Lµ(x)v and the
infinitesimal Peiffer equation implies Lµ(x)v = [x, v] = −[v, x] = −Lµ(v)x = 0. The rest follows
trivially.
These observations make clear that the data of a crossed module of Lie algebras can be reduced
to a 4-tuple (h, I, V, ρ) of a Lie algebra h, an ideal I E h, a vector space V and a representation of
h/I on V . The crossed module of such a 4-tuple is
V ⊕ I // h : (v, x)  // x, (1.2.1)
where the Lie algebra structure on V⊕I is the direct product, and the action Ly(v, x) = (ρ[y]v, [y, x]).
As in the case of Lie 2-algebras, one is able to read much of the groupoid theoretical data by
looking at the associated crossed module of a given Lie 2-group. Indeed, let G be a Lie 2-group
with associated crossed module G i // H , where we write the right action of h ∈ H on g ∈ G by
gh, then, we can collect the following easy observations.
Lemma 1.2.5. The orbit through the identity 1 is i(G) and a normal subgroup of H.
Proof. By definition, the orbit through 1 is t(s−1(1)). Now, s(g, h) = h; thus, s−1(h) = G × {h}.
On the other hand, t(g, h) = hi(g); therefore, t(s−1(1)) = t(G×{1}) = i(G) as claimed. As for the
second part of the statement, the equivariance of i yields, i(gh) = h−1i(g)h ∈ i(G).
Lemma 1.2.6. The orbit through any element h ∈ H is the coset of i(G) in H with respect to h;
thus, every Lie 2-group is regular and its leaf space inherits the structure of the group H/i(G).
As we remarked above, in the case of Lie 2-groups it is made patent that the study of Lie 2-
groups might be helpful to study quotients. Simple examples as the inclusion of an irrational slope
subgroup in the torus, whose quotient is simultaneously a group and a badly behaved topological
space, can be studied using tools of differential geometry when looking at its Lie 2-group.
Lemma 1.2.7. The isotropy group of G at 1 is the central Lie subgroup ker i. All other isotropy
groups for h ∈ H are isomorphic.
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Proof. Using the Peiffer equation for elements g1, g2 ∈ ker i, g−12 g1g2 = (g1)i(g2) = g1. Hence, ker i
is indeed an abelian Lie group. By the same argument, taking an arbitrary g1, as opposed to one
in the kernel of i, one sees that it is central. Now, since t−1(h) = {(g, h′) ∈ G ×H : h′i(g) = h},
the isotropy group at h is Gh = {(g, h) ∈ G×H : hi(g)−1 = h} = ker i×{h} and the result follows.
In fact, the vector space ker i can also be regarded as a type of isotropy of G at the unique point
∗, when regarded as a double Lie groupoid.
Lemma 1.2.8. The associated action of H on ker i is the honest representation defined by the
restriction of the right action to ker i. Moreover, this representation is the pull-back of a represen-
tation of the orbit space.
Proof. We prove that the representation can be restricted. Let g ∈ ker i and h ∈ H, then by
equivariance, i(gh) = h−1i(g)h = 1. As for the second statement, define g[h] = gh. This is well-
defined, because for any other representative h′ = hi(γ), gh′ = ghi(γ). Thus, the Peiffer equation
implies ghi(γ) = γ−1ghγ, but we showed that ker i is central. The rest follows trivially.
We can sum up these observations in an analogous conclusion to that which we drew with Lie 2-
algebras, that given the data of a 4-tuple (H,N,A, ρ) of a Lie group H, a normal subgroup N E H,
an abelian Lie group A and a right action of H/N on A, there is a crossed module
A×N // H : (a, n)  // n,
where the Lie group structure on A×N is the direct product, and the action (a, n)h = (a[h], h−1nh).
1.2.1 The simplicial objects associated to doubles
In this section, we point out that the cochain complexes of Lie 2-groups and Lie 2-algebras
regarded as Lie groupoids are compatible with the respective complexes that each space of the
nerve has got. We will do so by regarding Lie 2-groups and Lie 2-algebras as more general objects;
namely, as double groupoids and LA-groupoids respectively.
Double structures
Double Lie groupoids are groupoid objects in the category of Lie groupoids. We write the
definition explicitly.
Definition 1.2.5. A double Lie groupoid consists of a square
D // //

V

H ////M,
(1.2.2)
where each side is a Lie groupoid, the structural maps are smooth functors, and such that the
double source map
S := (|s|, s) : D // Hs ×sV V
is a submersion.
The elements in D can be interpreted as being squares whose vertical edges are arrows in V
and whose horizontal edges are arrows in H. Needless to say, the vertices will correspond to points
in M . In order to recognize the structural maps then, we adopt the following mnemonic device.
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We write s, t, etc. for the structural maps of the top groupoid; |s|, |t|, etc. for the left vertical
groupoid; sV , tV , etc. for the right vertical groupoid; and finally, the usual s, t, etc. for the bottom
groupoid. For a given element d ∈ D, the square has the following edges
• •|t|(d)oo
•
t(d)
OO
•|s|(d)oo
s(d)
OO
Additionally, as we did for Lie 2-groups, we use the shorthand
d1 1 d2 := m(d1, d2) d3 1 d4 := |m|(d3, d4),
whenever (d1, d2) ∈ D ×V D and (d3, d4) ∈ D ×H D to reflect the fact that d1 1 d2 and d3 1 d4 are
respectively
• •|t|(d1)oo •|t|(d2)oo
•
t(d1)
OO
•|s|(d1)
oo
s(d1) t(d2)
OO
•|s|(d2)
oo
s(d2)
OO and • •
|t|(d3)oo
•
t(d3)
OO
•|s|(d3)|t|(d4)
oo
s(d3)
OO
•
t(d4)
OO
•|s|(d4)
oo
s(d4)
OO
With this notation, the fact that the multiplication in either groupoid is a groupoid homomorphism
yields the formula
(d1 1 d2) 1 (d3 1 d4) = (d1 1 d3) 1 (d2 1 d4),
whenever it makes sense. We call this formula the interchange law.
In order, LA-groupoids can be seen as first infinitesimal approximations of double Lie groupoids.
That is, groupoid objects in the category of Lie algebroids.
Definition 1.2.6. An LA-groupoid consists of a square
Ω ////
pi

A
p

H ////M,
(1.2.3)
where Ω and A are Lie algebroids over H and M , the top and bottom sides are Lie groupoids, and
the top structural maps are Lie algebroid morphisms covering the bottom ones. Further, the double
source map
(pi, sˆ) : Ω // Hs ×p A
is surjective.
We will write the top structural maps by sˆ, tˆ, and so on.
The following proposition justifies us calling an LA-groupoid an infinitesimal approximation of a
double Lie groupoid.
Proposition 1.2.7. [19] Given a double Lie groupoid as 1.2.2, applying the Lie functor to the
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vertical groupoids yields a naturally associated LA-groupoid
AD
// //

AV

H ////M.
We consider various examples.
Example 1.2.8. Lie groupoids are zero LA-groupoids. Naturally, their global counter-parts are
unit double Lie groupoids.
Example 1.2.9. Lie algebroids are unit LA-groupoids. Again, and only if it is the case that the
given Lie algebroid is integrable, their global counter-parts are unit double Lie groupoids.
Example 1.2.10. The tangent prolongation of a Lie groupoid is an LA-groupoid. It is constructed
in the obvious way by applying the tangent functor to the diagram defining the given Lie groupoid.
The fact that the tangent functor respects products together with the fact that the groupoid axioms
can be given strictly in terms of diagrams imply that the tangent prolongation TG //// TM is
indeed a Lie groupoid. On the other hand, the tangent bundle is canonically a Lie algebroid, as the
algebra of vector fields comes endowed with the commutator bracket. Moreover, the differential of
a map is always a Lie algebroid morphism; hence, the structural maps of the tangent prolongation
verify the conditions of the definition of LA-groupoid. We will discuss their global counter-parts in
detail in a section below; however, notice that the pair groupoid G×G ////M ×M can be given
the structure of a double Lie groupoid which clearly differentiates to the tangent prolongation.
Example 1.2.11. Multiplicative foliations are anchor-injective LA-groupoids. These are involutive
subbundles of the tangent prolongation which are also subgroupoids. As a subexample, consider a
right principal G-bundle P with surjective submersive moment map. Assume further, that the mo-
ment map has connected fibres. Let Fµ be the simple foliation induced on P by the moment map.
One then sees that Fµ inherits the action of G. More precisely, the derivative of the right multi-
plication induces a map TpFµ // TpgFµ . The action groupoid for this action is a multiplicative
foliation over the action groupoid P oG.
Example 1.2.12. VB-algebroids are LA-groupoids for which both the top and bottom groupoid
structures are flat-abelian, i.e. vector bundles. The global counter-parts of these are the so-called
VB-groupoids, which can be interperted as being double Lie groupoids for which the horizontal
groupoids are vector bundles. As it was mentioned in the introduction and will later be spelled
out, VB-groupoids and VB-algebroids are also related to the study of representations. Indeed, VB-
groupoids and VB-algebroids are in correspondence with certain representations up to homotopy.
Example 1.2.13. Importantly for us, Lie 2-algebras are LA-groupoids over the groupoid with
one object and one arrow. The global counter-parts of these are of course Lie 2-groups, which are
double Lie groupoids for which the bottom groupoid is ∗ //// ∗ too.
The double complex associated to a double Lie groupoid
Let D be a double Lie groupoid. There are two simplicial structures for D given by each of
its vertical and its horizontal groupoid structures. It turns out that the commutativity of all of
the square diagram representing a double Lie groupoid is but a shadow of the general interaction
between these two simplicial structures.
For this piece, let ~γ = (γ0, ..., γq) ∈ (D(p+1))(q+1) be represented by the matrix

γ00 γ01 ... γ0q
γ10 γ11 ... γ1q
...
...
...
γp0 γp1 ... γpq
,
where each γmn ∈ D. Also, in order to recognize between the simplicial maps of the vertical and
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horizontal groupoids, we will write the usual ∂k for the simplicial maps of the horizontal groupoid
and δj for the simplicial maps of the vertical groupoid.
Lemma 1.2.9. δ0∂0 = ∂0δ0.
Proof. A simple computation yields
δ0∂0~γ = δ0(∂0γ0, ..., ∂0γq)
= δ0

γ10 γ11 ... γ1q
γ20 γ21 ... γ2q
...
...
...
γp0 γp1 ... γpq

=

γ11 γ12 ... γ1q
γ21 γ22 ... γ2q
...
...
...
γp1 γp1 ... γpq

= ∂0

γ01 γ02 ... γ0q
γ11 γ12 ... γ1q
...
...
...
γp1 γp1 ... γpq
 = ∂0δ0~γ.
In ‘minor’ notation, δ0∂0~γ = ∂0δ0~γ = ~γ0,0.
Lemma 1.2.10. For 0 < k ≤ p, δ0∂k = ∂kδ0.
1.2 ON LIE 2-GROUPS AND LIE 2-ALGEBRAS 13
Proof. Computing,
δ0∂k~γ = δ0(∂kγ0, ..., ∂kγq)
= δ0

γ00 γ01 ... γ0q
...
...
...
γk−20 γk−21 ... γk−2q
γk−10 1 γk0 γk−11 1 γk1 ... γk−1q 1 γkq
γk+10 γk+11 ... γk+1q
...
...
...
γp0 γp1 ... γpq

=

γ10 γ11 ... γ1q
...
...
...
γk−20 γk−21 ... γk−2q
γk−10 1 γk0 γk−11 1 γk1 ... γk−1q 1 γkq
γk+10 γk+11 ... γk+1q
...
...
...
γp0 γp1 ... γpq

= ∂k

γ10 γ11 ... γ1q
...
...
...
γk0 γk−11 ... γk−1q
γk0 γk1 ... γkq
γk+10 γk+11 ... γk+1q
...
...
...
γp0 γp1 ... γpq

= ∂kδ0~γ.
Since there is a symmetry between the horizontal and the vertical groupoids, from the proof of
this lemma follows that δj∂0 = ∂0δj as well.
Lemma 1.2.11. δ0∂p+1 = ∂p+1δ0.
Proof. Again, a simple computation yields
δ0∂p+1~γ = δ0(∂pγ0, ..., ∂pγq)
= δ0

γ00 γ01 ... γ0q
...
...
...
γp−20 γp−21 ... γp−2q
γp−10 γp−11 ... γp−1q

=

γ01 γ02 ... γ0q
...
...
...
γp−21 γp−22 ... γp−2q
γp−11 γp−12 ... γp−1q

= ∂p+1

γ01 γ02 ... γ0q
...
...
...
γp−11 γp−12 ... γp−1q
γp1 γp2 ... γpq
 = ∂pδ0~γ.
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Exploiting the aforementioned symmetry, we also have δq+1∂0 = ∂0δq+1.
Lemma 1.2.12. For 0 < j ≤ q and 0 < k ≤ p, δj∂k = ∂kδj .
Proof. Recall that
∂kγ = ∂k(γ0, ..., γp) = (γ0, ..., γk−2, γk−1 1 γk, γk+1, ..., γp),
and that the multiplication in D(p+1) is the one inherited from Dp+1. Consequently,
δj∂k~γ = δj(∂kγ0, ..., ∂kγq) = δj

γ00 γ01 ... γ0q
...
...
...
γk−20 γk−21 ... γk−2q
γk−10 1 γk0 γk−11 1 γk1 ... γk−1q 1 γkq
γk+10 γk+11 ... γk+1q
...
...
...
γp0 γp1 ... γpq

,
and
∂kδj~γ = ∂k

γ00 ... γ0j−2 γ0j−1 1 γ0j γ0j+1 ... γ0q
γ10 ... γ1j−2 γ1j−1 1 γ1j γ1j+1 ... γ1q
...
...
...
... ...
...
γp0 ... γpj−2 γpj−1 1 γpj γpj+1 ... γpq
 .
Both these yield the matrix
γ00 ... γ0j−2 γ0j−1 1 γ0j γ0j+1 ... γ0q
...
...
...
...
...
γk−20 ... γk−2j−2 γk−2j−1 1 γk−2j γk−2j+1 ... γk−2q
γk−10 1 γk0 ... γk−1j−2 1 γkj−2 ♦ γk−1j+1 1 γkj+1 ... γk−1q 1 γkq
γk+10 ... γk+1j−2 γk+1j−1 1 γk+1j γk+1j+1 ... γk+1q
...
...
...
...
...
γp0 ... γpj−2 γpj−1 1 γpj γpj+1 ... γpq

,
where ♦ is interchangeably (γk−1j−1 1 γkj−1) 1(γk−1j 1 γkj) for the first one, and (γk−1j−1 1γk−1j) 1
(γkj−1 1 γkj) for the second.
Lemma 1.2.13. For 0 < j ≤ q, δj∂p+1 = ∂p+1δj .
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Proof. Computing,
δj∂p+1~γ = δj(∂p+1γ0, ..., ∂p+1γq)
= δj

γ00 γ01 ... γ0q
...
...
...
γp−20 γp−21 ... γp−2q
γp−10 γp−11 ... γp−1q

=

γ00 ... γ0j−2 γ0j−1 1 γ0j γ0j+1 ... γ0q
...
...
...
... ...
...
γp−20 ... γp−2j−2 γp−2j−1 1 γp−2j γp−2j+1 ... γp−2q
γp−10 ... γp−1j−2 γp−1j−1 1 γp−1j γp−1j+1 ... γp−1q

= ∂p+1

γ00 ... γ0j−2 γ0j−1 1 γ0j γ0j+1 ... γ0q
...
...
...
... ...
...
γp−10 ... γp−1j−2 γp−1j−1 1 γp−1j γp−1j+1 ... γp−1q
γp0 ... γpj−2 γpj−1 1 γpj γpj+1 ... γpq

= ∂p+1δj~γ.
Yet again, the proof lemma also implies δq+1∂k = ∂kδq+1. Finally,
Lemma 1.2.14. δq+1∂p+1 = ∂q+1δp+1.
Proof. A simple computation yields
δq+1∂p+1~γ = δq+1(∂p+1γ0, ..., ∂p+1γq)
= δ0

γ00 γ01 ... γ0q
...
...
...
γp−20 γp−21 ... γp−2q
γp−10 γp−11 ... γp−1q

=

γ00 ... γ0q−2 γ0q−1
...
...
...
γp−20 ... γp−2q−2 γp−2q−1
γp−10 ... γp−1q−2 γp−1q−1

= ∂p+1

γ00 ... γ0q−2 γ0q−1
...
...
...
γp−10 ... γp−1q−2 γp−1q−1
γp0 ... γpq−2 γpq−1
 = ∂p+1δq+1~γ.
In ‘minor’ notation, δq+1∂p+1~γ = ∂q+1δp+1~γ = ~γq,p. Notice that the proof of this latter lemma is
superfluous as groupoids have yet another symmetry, namely the inverse yields an automorphism;
thus, some of this lemmas follow from each other. In particular lemma 1.2.14 follows from 1.2.9.
An immediate consequence of these lemmas is the fact that the complexes of groupoid cochains
for the horizontal and vertical groupoids fit into a double complex. Although this is an expected
relation, we could not find a reference in the literature.
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Proposition 1.2.14. Given a double Lie groupoid,
...
...
...
C(V (2))
∂ //
OO
C(D ×H D) ∂ //
OO
C(D22)
//
OO
. . .
C(V )
∂ //
δ
OO
C(D)
∂ //
δ
OO
C(D ×V D) //
δ
OO
. . .
C(M)
∂ //
δ
OO
C(H)
∂ //
δ
OO
C(H(2)) //
δ
OO
. . .
is a double complex, where
Dqp := {

d11 d12 ... d1p
d21 d22 ... d2p
...
... ...
...
dq1 dq2 ... dqp
 ∈Mq×p(D) :
s(dmn) = t(dmn+1), |s|(dmn) = |t|(dm+1n),
t(dmn) = s(dmn−1), |t|(dmn) = |s|(dm−1n)}.
Proof. For ω ∈ C(Dqp) and ~γ ∈ Dq+1p+1,
∂δω(~γ) =
p+1∑
k=0
(−1)kδω(∂k~γ)
=
p+1∑
k=0
(−1)k
q+1∑
j=0
(−1)jω(δj∂k~γ)
=
q+1∑
j=0
(−1)j
p+1∑
k=0
(−1)kω(∂kδj~γ)
=
q+1∑
j=0
(−1)j∂ω(δj~γ) = δ∂ω(~γ).
In the sequel, we will refer to this object as the double complex associated to D, and the
cohomology of its total complex (C•tot(D), d),
Cktot(D) =
⊕
p+q=k
C(Dqp) d = ∂ + (−1)qδ,
the double groupoid cohomology of D. We will be interested in the double complex associated to
Lie 2-groups in the upcoming chapters.
The double complex associated to an LA-groupoid
Let now A be a Lie algebroid, and recall that the Ω•(A) came with a exterior differential asso-
ciated to A and a graded product that verified a graded Leibniz type rule. Such a structure put
together (Ω•(A),∧, dA) is usually referred to as a differential graded algebra or DG-algebra for short.
1.2 ON LIE 2-GROUPS AND LIE 2-ALGEBRAS 17
Now, suppose we are given a vector bundle A over M and a differential δ making (Ω•(A),∧, δ)
into a DG-algebra. Then, we claim that there is a Lie algebroid structure on A induced by δ.
Indeed, define the anchor to be a map of modules Γ(A) // X(M) , given by
ρδ(a)f := δf(a),
where a ∈ Γ(A) and f ∈ C∞(M) = Ω0(A). We remark that this is well defined precisely because
δ is a derivation. To define the bracket, we use the isomorphism A ∼= (A∗)∗. Let ω ∈ Ω1(A), and
a1, a2 ∈ Γ(A). Set
ω([a1, a2]δ) := ρδ(a1)ω(a2)− ρδ(a2)ω(a1)− δω(a1, a2).
It should be clear that the definitions for the anchor and the bracket came from their appearances
in the formulae for the differential of the Chevalley-Eilenberg complex, and therefore, if we call
Aδ the Lie algebroid thus defined, dAδ = δ and conversely AdA = A. We summarize this in the
following proposition.
Proposition 1.2.15. (see e.g. [32]) Given a vector bundle A over M , there is a one-to-one corre-
spondence between Lie algebroid structures on A and DG-algebra structures on (Ω•(A),∧).
This correspondence extends to an isomorphism of categories. According to the author of [24],
first appeared in [32].
Proposition 1.2.16. Let
A1

F // A2

M1
f //M2
be a vector bundle map between the Lie algebroids A1 and A2. Then, F is a Lie algebroid morphism
if, and only if F ∗ is a morphism between the complexes (Ω•(A2), dA2) and (Ω•(A1), dA1).
In fact, notice that due to the compatibility with the wedge product, in order to proof that F ∗
is a map of complexes, it is enough to see that the pull-back commutes with the exterior derivatives
in degrees 0 and 1. Recall that the pull-back is defined by the formula
(F ∗ω)x(a1, ..., ak) = ωf(x)(F (a1x), ..., F (a
k
x)),
where ω ∈ Ωk(A2), x ∈ M1 and aj ∈ Γ(A1) for each j. It is not straightforward to see why this
definition makes sense. Indeed, it is not obvious that x 7→ (F ∗ω)x is smooth, but let us set aside
this issue for now. Next, consider an LA-groupoid A schematized by
A1
////

A0

G1
//// G0.
We will omit the bottom structural maps, as they are induced from the top ones together with the
zero section. We write down the rest of the structural maps in the following fashion
A2
mˆ // A1
ιˆ // A1
sˆ //
tˆ
// A0
uˆ // A1,
where A2 := A1 ×A0 A1, and this fibred product is the usual space of composable arrows. Using
the above correspondence we get a co-groupoid object in the category of DG-algebras associated to
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Lie algebroids; namely,
...
...
...
...
...
Ω2(A2)
d2
OO
Ω2(A1)
mˆ∗oo
d1
OO
Ω2(A1)
ιˆ∗oo
d1
OO
Ω2(A0)
sˆ∗oo
tˆ∗
oo
d0
OO
Ω2(A1)
uˆ∗oo
d1
OO
Ω1(A2)
d2
OO
Ω1(A1)
mˆ∗oo
d1
OO
Ω1(A1)
ιˆ∗oo
d1
OO
Ω1(A0)
sˆ∗oo
tˆ∗
oo
d0
OO
Ω1(A1)
uˆ∗oo
d1
OO
C∞(G(2)1 )
d2
OO
C∞(G1)
mˆ∗oo
d1
OO
C∞(G1)
ιˆ∗oo
d1
OO
C∞(G0)
sˆ∗oo
tˆ∗
oo
d0
OO
C∞(G1),
uˆ∗oo
d1
OO
where di is a shorthand for dAi . Perhaps more importantly, the nerve of the groupoid is a simplicial
manifold internal to the category of Lie algebroids, as the multiplication and the projections are
Lie algebroid morphisms. Therefore, out of the nerve
...
//////// A2
////// A1
//// A0,
we get
... Ω•(A2)oo oo
oooo Ω•(A1)oooo
oo
Ω•(A0),oooo
by means of the above equivalence. Using the usual combinatorics, one then builds the double
complex
...
...
...
Ω2(A0)
d0
OO
∂ // Ω2(A1)
d1
OO
∂ // Ω2(A2)
d2
OO
∂ // ...
Ω1(A0)
d0
OO
∂ // Ω1(A1)
d1
OO
∂ // Ω1(A2)
d2
OO
∂ // ...
C∞(G0)
d0
OO
∂ // C∞(G1)
d1
OO
∂ // C∞(G(2)1 )
d2
OO
∂ // ...
We call this complex the LA-double complex of A, and the cohomology of its total complex
(Ω•tot(A), d),
Ωktot(A) =
⊕
p+q=k
Ωq(Ap) d = dp + (−1)q∂,
the LA-cohomology of A = A1 //// A0 . As we pointed out before, Lie 2-algebras coincide with
LA-groupoids over the unit groupoid of a point; hence, there is an LA-double complex for these.
We will be using it in the next chapter.
We close this subsection by pointing out two examples of this construction that appear in the
literature.
Example 1.2.17. When A is the tangent prolongation of a Lie groupoid, the double complex is
the famous Bott-Shulman complex.
Example 1.2.18. The main character in the proof of the main theorem of [9], Crainic’s extension
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of van Est theorem to Lie groupoids, is the LA-complex of the LA-groupoid of the subexample
1.2.11, with P taken to be the trivial bundle, i.e. G itself. Notice that as part of the construction
and as part of the theorem, s-fibres are assumed to be connected.
1.3 A short excursus on homological algebra
In the sequel, it will be useful to have van Est theorem written in terms of the mapping cone.
Though we could not find the result relating the cohomology of the mapping cone to the induced
isomorphisms in cohomology literally (see Proposition 1.3.1 below), this follows from standard
techniques that can be found in [36]. We adapt these to the case of double complexes.
Given Φ : A• // B• , a map of complexes, the mapping cone complex of Φ is defined by
C(Φ) := (A[1]⊕B, dΦ),
where dΦ =
(−dA 0
Φ dB
)
. This complex fits in the obvious exact sequence
0 // B
j // C(Φ)
pi // A[1] // 0,
where j(b) := (0, b) and pi(a, b) := a. We check that these are indeed maps of complexes
dΦ(j(b)) = dΦ(0, b) pi(dΦ(a, b)) = pi(−dA(a),Φ(a) + dB(b))
= (0, dB(b)) = j(dB(b)), = −dA(a) = dA[1](pi(a, b)).
We will write H(Φ) for the cohomology of the mapping cone of Φ.
Proposition 1.3.1. If Φ : A• // B• is a map of complexes, the following are equivalent:
i) Hn(Φ) = (0) for n ≤ k.
ii) The induced map in cohomology
Φn : Hn(A) // Hn(B),
is an isomorphism for q ≤ k, and it is injective for q = k + 1.
Proof. As remarked before the proof, C(Φ) fits into an exact sequence which induces a long exact
sequence in cohomology
0 // 
: 0
H−1(B)
j−1 // H−1(Φ) pi
−1
// H−1(A[1]) // H0(B)
j0 // H0(Φ)
pi0 // ...
...
pi0 // H0(A[1]) // H1(B)
j1 // H1(Φ)
pi1 // H1(A[1]) // ...
Naturally, Hn(A[1]) = Hn+1(A). We will show that the connecting homomorphism is Φ∗. Recall
that for a ∈ Zn(A), the connecting homomorphism is defined as follows. First, consider (a, b) ∈
Cn−1(Φ) which goes to a under pi. Since
pin−1(dΦ(a, b)) = pin−1(0,Φ(a) + dB(b)) = 0,
dΦ(a, b) ∈ kerpin−1. Then, there exists a unique element β ∈ Bq such that j(β) = dΦ(a, b). Of
course,
β = Φ(a) + dB(b).
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Now, the image of the class of a under the connecting homomorphism is the class of β; therefore,
[a]  // [Φ(a)] = Φn([a]),
as claimed. With this at hand the proof is rather straightforward.
(i) =⇒ ii)) If Hn(Φ) = (0) for n ≤ k, the long exact sequence looks like
0 // H0(A)
Φ0 // H0(B) // 0 // H1(A)
Φ1 // H1(B) // 0 // ...
... // 0 // Hk+1(A)
Φk+1 // Hk+1(B)
jk+1 // Hk+1(Φ)
pik+1 // Hk+2(A) // ...
from which the second statement clearly follows .
(ii) =⇒ i)) Conversely, let’s assume that Φ induces an isomorphism in cohomology for all degrees
less than or equal to k and an injective map for k + 1. First, from
0 // H−1(Φ) pi
−1
// H0(A)
Φ0 // H0(B),
one sees that Im(pi0) = (0), but pi0 is injective; thus, H−1(Φ) = (0). Inductively, ker jn = Hn(B),
then jn ≡ 0; therefore, kerpin = (0) and since Im(pin) = ker Φn+1 = (0), kerpin = Hn(Φ) as well.
Notice that the last step for which this argument runs is precisely n = k, as we have no information
on ker Φk+2.
We use this proposition to re-phrase van Est theorem.
Theorem 1.3.1. Let H be a Lie group with Lie algebra h. If H is k-connected and Φ is the van
Est map, then
Hn(Φ) = (0), for all degrees n ≤ k.
It will be relevant to us that the constructions above admit a generalization for double complexes.
First, given a map Φ : A•,• // B•,• of double complexes, there is a mapping cone double complex
constructed by putting the mapping cone complex of Φ
∣∣∣
Ap,•
in the pth column and using the obvious
differential in the rows.
Lemma 1.3.2. If Φ : A•,• // B•,• is a map of double complexes, then
...
...
...
A02 ⊕B01 ∂Φ //
OO
A12 ⊕B11 ∂Φ //
OO
A22 ⊕B21 //
OO
. . .
A01 ⊕B00 ∂Φ //
δΦ
OO
A11 ⊕B10 ∂Φ //
δΦ
OO
A21 ⊕B20 //
δΦ
OO
. . .
A00
∂Φ //
δΦ
OO
A10
∂Φ //
δΦ
OO
A20 //
δΦ
OO
. . .
with
δΦ =
(−δA 0
Φ δB
)
and ∂Φ =
(
∂A 0
0 ∂B
)
is a double complex itself.
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Here and elsewhere, we assume the convention that δ represents the vertical differential and ∂
represents the horizontal differential in a double complex, if it is not stated otherwise .
Proof. We prove that the differentials commute. Let (a, b) ∈ Ap,q+1 ⊕Bp,q, then
δΦ∂Φ(a, b) = δΦ(∂A(a), ∂B(b))
= (−δA∂A(a),Φ(∂A(a)) + δB∂B(b))
= (−∂AδA(a), ∂B(Φ(a)) + ∂BδB(b))
= ∂Φ(−δA(a),Φ(a) + δB(b)) = ∂ΦδΦ(a, b).
We will denote the double complex of this lemma C•,•(Φ), will refer to it also as the mapping
cone of Φ and will write Htot(Φ) for its total cohomology. This double complex also fits into an
exact sequence
0 // B
j // C(Φ)
pi // A[0, 1] // 0,
where A[0, 1]p,q := Ap,q+1 with ∂A[0,1] = ∂A and δA[0,1] = −δA. This time round, though the maps
are defined by the same formulas, thus making the sequence obviously exact again, we need to check
that they are indeed compatible with the horizontal differentials, so that they constitute maps of
double complexes. Indeed,
∂Φ(j(b)) = ∂Φ(0, b) pi(∂Φ(a, b)) = pi(∂A(a), ∂B(b))
= (0, ∂B(b)) = j(∂B(b)), = ∂A(a) = ∂A[0,1](pi(a, b)).
Now, a map Φ : A•,• // B•,• of double complexes induces a map Φtot : Atot // Btot of com-
plexes in the obvious way; therefore, there is a long exact sequence in the total cohomologies
associated to a short exact sequence of double complexes as well. Thus, copying the proof of
proposition 1.3.1 word for word, we have got the following.
Proposition 1.3.2. If Φ : A•,• // B•,• is a map of double complexes, the following are equiva-
lent:
i) Hntot(Φ) = (0) for n ≤ k.
ii) The induced map in cohomology
Φn : Hntot(A) // H
n
tot(B)
is an isomorphism for n ≤ k, and it is injective for n = k + 1.
We will take advantage of this detour to prove this rather easy, but technical lemma that will
be much used. Its contents can be seen as a simple application of the larger machinery of spectral
sequences (see also [36]).
Lemma 1.3.3. Let (Ep,qr , dr) be the spectral sequence of a double complex C•,• filtrated by columns.
If there is a page for which Ep,qr is zero for all (p, q) satisfying p+ q ≤ k, then
Hntot(C) = (0) for n ≤ k.
Proof. Of course, since the successive pages of the spectral sequence are defined by the cohomology
of the dr’s, once one reaches the page in which E
p,q
r is zero below k, it is safe to conclude that
Ep,q∞ = (0), ∀(p, q) such that p+ q ≤ k.
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By definition, since Ep,qr ⇒ Hp+qtot (C),
Ep,q∞ ∼= grp(Hp+qtot (C)) := Fp(Hp+qtot (C))/Fp+1(Hp+qtot (C)).
Recall that the filtration by columns is given by
Fp(C
n
tot) :=
⊕
r≥p
Cr,n−r
In general, this filtration starts to vanish at n+ 1, Fn+1(Cntot) = (0); thus implying,
Fn+1(Z
n
tot(C)) := Fn+1C
n
tot ∩ Zntot(C) = (0),
Fn+1(H
n
tot(C)) := Fn+1Z
n
tot(C)/Fn+1B
n
tot(C) = (0)
and ultimately grn(Hntot(C)) = Fn(Hntot(C)). Hence, if n ≤ k,
Fn(H
n
tot(C))
∼= En,0∞ = (0).
By induction on r, for p = n− r and q = r,
grp(H
n
tot(C)) = Fp(H
n
tot(C))/

:I.H.
Fp+1(H
n
tot(C)) = Fp(H
n
tot(C))
∼= Ep,q∞ = (0).
Eventually, at r = n, this boils down to
gr0(H
n
tot(C)) = H
n
tot(C)/((((
((F1(H
n
tot(C)) = H
n
tot(C)
∼= E0,n∞ = (0).
Chapter 2
Cohomology: the Lie 2-algebra theory
2.1 Introduction
In this chapter we introduce the cohomology of Lie 2-algebras. We start by looking at the total
cohomology of the LA-double complex of the Lie 2-algebra to discover that it classifies certain
type of extensions. With the goal of classifying extensions in sight, we define the notion of a
representation of a Lie 2-algebra. We move on to study extensions by splitting them and looking
for conditions for naturally defined maps to build an extension back up. We use these “cocycle
equations” to read a complex associated to the Lie 2-algebras with values in a representation.
Finally, we give an interpretation for the lower dimensions of the cohomology of this complex and
verify that its second cohomology indeed classifies extensions as prescribed.
2.2 2-cohomology with trivial coefficients
Let g1 // // h be a Lie 2-algebra with associated crossed module g
µ // h . Notice that
gp := g
(p)
1 is a Lie subalgebra of g
p
1 for each p, and consider the LA-double complex of g1
...
...
...
∧3 h∗ ∂ //
OO
∧3 g∗1 ∂ //
OO
∧3 g∗2 //
OO
. . .
h∗ ∧ h∗ ∂ //
δ
OO
g∗1 ∧ g∗1 ∂ //
δ
OO
g∗2 ∧ g∗2 //
δ
OO
. . .
h∗ ∂ //
δ
OO
g∗1
∂ //
δ
OO
g∗2 //
δ
OO
. . .
Here, the pth column is the Chevalley-Eilenberg complex of the Lie algebra gp whose differential
simplifies from that of the Lie algebroid to
δω(Ξ) =
∑
m<n
(−1)m+nω([ξm, ξn],Ξ(m,n));
here, ω ∈ ∧q g∗p and Ξ = (ξ0, ..., ξq) ∈ gqp. In order, the qth row is the subcomplex of alternating
multilinear groupoid cochains of the groupoid gq1
//// hq .
We will refer to the LA-cohomology of the 2-algebra simply as 2-cohomology. The total complex
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has the simplified form
Ωktot(g1) =
⊕
p+q=k
q∧
g∗p,
with differential d = δ + (−1)q∂.
We give an interpretation of H2tot(g1). A 2-cocycle consists of a pair of functions (ω, ϕ) ∈
(h∗ ∧ h∗)⊕ g∗1 such that:
1) δω = 0, i.e. −ω([y0, y1], y2) + ω([y0, y2], y1)− ω([y1, y2], y0) = 0 for all triples y0, y1, y2 ∈ h
2) ∂ϕ = 0, i.e. ϕ(x2, y)− ϕ(x1 + x2, y) + ϕ(x1, y + µ(x2)) = 0 for all x1, x2 ∈ g and y ∈ h. Due to
linearity, this boils down to ϕ(0, y + µ(x2)) = 0 for all y ∈ h and x2 ∈ g.
3) ∂ω + δϕ = 0, i.e. ω(y0, y1) − ω(y0 + µ(x0), y1 + µ(x1)) = ϕ([(x0, y0), (x1, y1)]L) for all pairs
(x0, y0), (x1, y1) ∈ g ⊕ h. Again, due to bilinearity of ω and linearity of ϕ, this equation can be
rewritten as
−ω(y0, µ(x1))− ω(µ(x0), µ(x1))− ω(µ(x0), y1) = ϕ(Ly0x1 − Ly1x0, 0) + ϕ([x0, x1], [y0, y1]).
Notice that this equation is equivalent to the simpler ϕ(Lyx, 0) = −ω(y, µ(x)).
It is rather known that if δω = 0, ω induces an (central) extension of h,
0 // R 0¯×I // h⊕ω R pr1 // h // 0,
where h⊕ωR is the semi-direct sum induced by ω, that is the space h⊕R endowed with the twisted
bracket
[(y0, λ0), (y1, λ1)]ω = ([y0, y1],−ω(y0, y1)).
Lemma 2.2.1. If d(ω, ϕ) = 0, then
µϕ : g // h⊕ω R : x  // (µ(x), ϕ(x, 0))
defines a crossed module for the action L(y,λ)x := Lyx.
Proof. First, let us verify that µϕ is indeed a Lie algebra homomorphism. It is clearly linear and
µϕ([x0, x1]) = (µ([x0, x1]), ϕ([x0, x1], 0))
= ([µ(x0), µ(x1)],−ω(µ(x0), µ(x1)))
= [(µ(x0), ϕ(x0, 0)), (µ(x1), ϕ(x1, 0))]ω,
here ∂ω((0, x0), (0, x1)) = δϕ((0, x0), (0, x1)) justifies the second equality. Now, the action is still a
Lie algebra homomorphism and is still by derivations because λ does not change the action
L[(y0,λ0),(y1,λ1)]x = L[y0,y1]x = [Ly0 ,Ly1 ]x = [L(y0,λ0),L(y1,λ1)]x,
L(y,λ)[x1, x2] = Ly[x1, x2] = [Lyx1, x2] + [x1,Lyx2] = [L(y,λ)x1, x2] + [x1,L(y,λ)x2].
As for the equivariance of µϕ, on the one hand we have got
µϕ(L(y,λ)x) = (µ(Lyx), ϕ(Lyx, 0)),
while on the other,
[(y, λ), µϕ(x)]ω = [(y, λ), (µ(x), ϕ(x, 0))]ω
= ([y, µ(x)],−ω(y, µ(x))).
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The first entry coincides because µ is a crossed module morphism, whereas, as we pointed out,
∂ω + δϕ = 0 is equivalent to
ϕ(Lyx, 0) = −ω(y, µ(x)).
Finally, one sees that the infinitesimal Peiffer equation holds as,
Lµϕ(x2)x1 = L(µ(x2),ϕ(x2,0))x1
= Lµ(x2)x1 = [x2, x1];
thus proving the lemma.
As a consequence of this lemma, we see that there is an induced short exact sequence of Lie
2-algebras that we write using their associated crossed modules
0 // 0

// g
µϕ

Id // g
µ

// 0
0 // R // h⊕ω R pr1 // h // 0.
Proposition 2.2.1. Let (ω, ϕ), (ω′, ϕ′) ∈ Ω2tot(g1). If there exists a φ ∈ Ω1tot(g1) = h∗, such that
(ω, ϕ)− (ω′, ϕ′) = dφ, then the induced extensions are isomorphic.
Proof. First, recall that the object extensions are isomorphic via(
I 0
−φ 1
)
: h⊕ω R // h⊕ω′ R : (y, λ)  // (y, λ− φ(y)).
We claim that this together with the identity of g induce the isomorphism between the extensions.
Indeed, using the notation from the previous lemma(
I 0
−φ 1
)
µϕ(x) =
(
I 0
−φ 1
)
(µ(x), ϕ(x, 0))
= (µ(x), ϕ(x, 0)− φ(µ(x)))
= (µ(x), ϕ′(x, 0)) = µϕ′(x),
also, trivially Id(L(y,λ)x) = L(y,λ−φ(y))Id(x), thus finishing the proof.
The fact that the second 2-cohomology group classifies a certain type of extensions is a happy
accident, because it suggests an extension of the classical theory of Lie algebra cohomology. Since in
the classical theory extensions are classified by a cohomology with coefficients in a representation,
we will devote the following section to develop an appropriate notion of representation for a Lie
2-algebra.
2.3 Representations of Lie 2-algebras
In order to define a representation, we are going to proceed along the lines of the general
philosophy: “A representation of an object in a category C is a morphism to the space of endomor-
phisms of a flat abelian object in C”. Although this approach should be reasonable with no further
justification, let us write a couple of examples.
• Vector spaces are flat abelian Lie groups, and representations of Lie groups are indeed maps
to GL(V ).
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• Vector spaces are also abelian Lie algebras, and representations of Lie algebras are maps to
gl(V ).
• Vector bundles are abelian Lie groupoids whose s-fibres are flat, and a representation of a Lie
groupoid is a map to GL(E) ////M .
Notice that such spaces of endomorphisms might as well not be objects in the given category;
therefore, to make sense of a representation when adopting this philosophy, one needs to ensure
that the spaces of endomorphisms are indeed objects of C.
2.3.1 The linear Lie 2-algebra associated to a 2-vector space
The structure of the linear Lie 2-algebra has already appeared in [29] and [7]. In the former
reference, the linear Lie 2-algebra is a special case of the DGLA of endomorphisms of a complex
of vector spaces, and in the latter, it coincides with the gauge 2-groupoid of a complex of vector
spaces over the point manifold. We introduce this structure from a different perspective.
A 2-vector space is the same as an abelian Lie 2-algebra, that is a groupoid object in the category
of vector spaces. Using the equivalence between Lie 2-algebras and crossed modules, one realizes
that a 2-vector space is equivalent to a 2-term complex of vector spaces
W
φ // V.
By studying the algebraic structure on the category of linear self functors of W ⊕ V //// V and
linear natural transformations among them, one gets the linear Lie 2-algebra, which we call gl(φ).
First, linear functors correspond to pairs of linear maps (F, f) commuting with φ, i.e.
W
F //
φ

W
φ

V
f
// V.
A natural transformation α between two functors (F1, f1) and (F2, f2) is a linear map
α : V //W ⊕ V : v  // (α1(v), α2(v)),
such that the s(α1(v), α2(v)) = α2(v) = f1(v) and t(α1(v), α2(v)) = α2(v) + φ(α1(v)) = f2(v) and
such that for every (w, v) ∈W ⊕ V the diagram
f1(v)
(F1(w),f1(v)) //
(α1(v),α2(v))

f1(v) + φ(F1(w))
(α1(v+φ(w)),α2(v+φ(w)))

f2(v)
(F2(w),f2(v))
// f2(v) + φ(F2(w)).
commutes inside the category W ⊕ V . That is
α1(v) + F2(w) = α1(v + φ(w)) + F1(w);
which, by linearity of α, is
α1(φ(w)) = F2(w)− F1(w).
Summing up, the space of objects of the category of endomorphisms of W
φ // V , gl(φ), is
gl(φ)0 = {(F, f) ∈ End(W )⊕ End(V ) : φ ◦ F = f ◦ φ}
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which is a vector space. Arrows between (F1, f1) and (F2, f2) are given by
gl(φ)((F1, f1); (F2, f2)) = {A ∈ Hom(V,W ) : φ ◦A = f2 − f1, A ◦ φ = F2 − F1};
therefore,
gl(φ) = Hom(V,W )⊕ gl(φ)0.
The structural maps are:
s(A;F, f) = (F, f) t(A;F, f) = (F +Aφ, f + φA)
u(F, f) = (0;F, f) ι(A;F, f) = (−A;F +Aφ, f + φA)
(A′;F +Aφ, f + φA) ∗v (A;F, f) := (A+A′;F, f).
Naturally, the multiplication is given by the so-called vertical composition of natural transforma-
tions. Notice that, incidentally, we found out that the category of endomorphisms of a 2-vector
space is not only a category, but a 2-vector space itself. In the sequel, we will be referring to its
associated 2-term complex,
Hom(V,W )
∆ // gl(φ)0,
where ∆A = (Aφ, φA).
As we pointed out, there is an additional algebraic structure on gl(φ) that will endow it with a Lie
2-algebra structure. Indeed, there is a bracket on the space of objects inherited from gl(W )⊕gl(V ).
For (F1, f1), (F2, f2) ∈ gl(φ)0, a simple computation yields ([F1, F2], [f1, f2]) ∈ gl(φ)0. Indeed,
φ ◦ [F1, F2] = φ(F1F2 − F2F1)
= φF1F2 − φF2F1
= f1φF2 − f2φF1
= f1f2φ− f2f1φ = [f1, f2] ◦ φ,
thus proving gl(φ)0 is a Lie subalgebra.
On the other hand, looking at the horizontal composition of natural transformations, one gets
((A;F, f) ∗h (B;G, g))v = (B(fv + φAv), g(fv + φAv)) 1 (G(Av), g(fv))
= ((Bf +BφA+GA)v, gf(v)),
where (A;F, f), (B;G, g) ∈ gl(φ). This product is bi-linear and associative; therefore, it can be
used to define a Lie bracket on gl(φ),
[(A1;F1, f1), (A2;F2, f2)] := (A2;F2, f2) ∗h (A1;F1, f1)− (A1;F1, f1) ∗h (A2;F2, f2).
We claim that along with this structure, gl(φ) turns into a Lie 2-algebra. We will prove this fact by
looking at the associated 2-term complex, which will thus inherit the structure of a crossed module
of Lie algebras, where the bracket on Hom(V,W ) is defined by
[A1, A2]φ = A1φA2 −A2φA1.
When endowed with this additional structure, we will write gl(φ)1 instead of Hom(V,W ) to em-
phasize the presence of the bracket. Finally, the action of (F, f) ∈ gl(φ)0 on A ∈ gl(φ)1 is given
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by
Lφ(F,f)A = FA−Af.
Proposition 2.3.1. Along with this bracket and this action,
gl(φ)1
∆ // gl(φ)0
is a crossed module of Lie algebras.
Proof. This amounts to a routine check.
• ∆ is a Lie algebra homomorphism: It is clearly linear and
∆[A1, A2]φ = ([A1, A2]φφ, φ[A1, A2]φ)
= ((A1φA2 −A2φA1)φ, φ(A1φA2 −A2φA1))
= (A1φA2φ−A2φA1φ, φA1φA2 − φA2φA1)
= ([A1φ,A2φ], [φA1φA2]) = [∆A1,∆A2].
• gl(φ)0 acts by derivations:
Lφ(F,f)[A1, A2]φ = F [A1, A2]φ − [A1, A2]φf
= F (A1φA2 −A2φA1)− (A1φA2 −A2φA1)f
= FA1φA2 − FA2φA1 −A1φA2f +A2φA1f,
while on the other hand
[Lφ(F,f)A1, A2]φ = (Lφ(F,f)A1)φA2 −A2φLφ(F,f)A1
= FA1φA2 −A1fφA2 −A2φFA1 +A2φA1f,
and
[A1,Lφ(F,f)A2] = A1φLφ(F,f)A2 − (Lφ(F,f)A2)φA1
= A1φFA2 −A1φA2f − FA2φA1 +A2fφA1.
Hence, the desired equality follows by φF = fφ.
• Lφ : gl(φ)0 // gl(Hom(V,W )) is a Lie algebra homomorphism:
Lφ([F1,F2],[f1,f2])A = [F1, F2]A−A[f1, f2]
= F1F2A− F2F1A−Af1f2 +Af2f1,
while on the other hand
Lφ(F1,f1)L
φ
(F2,f2)
A = Lφ(F1,f1)(F2A−Af2)
= F1F2A− F1Af2 − F2Af1 +Af2f1,
and
Lφ(F2,f2)L
φ
(F1,f1)
A = Lφ(F2,f2)(F1A−Af1)
= F2F1A− F2Af1 − F1Af2 +Af1f2.
Therefore, subtracting gives the desired identity.
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• ∆ is equivariant:
∆(Lφ(F,f)A) = ((Lφ(F,f)A)φ, φLφ(F,f)A)
= (FAφ−Afφ, φFA− φAf)
= (FAφ−AφF, fφA− φAf)
= ([F,Aφ], [f, φA]) = [(F, f),∆A]
• Infinitesimal Peiffer:
Lφ∆A0A1 = L
φ
(A0φ,φA0)
A1
= A0φA1 −A1φA0 = [A0, A1]φ.
2.3.2 2-representations
Definition 2.3.2. A representation of a Lie 2-algebra g1 = g
µ // h on V = W φ // V is a
morphism of Lie 2-algebras
ρ : g1 // gl(φ).
We will refer to a map as the one above as a 2-representation. We would like to remark
that, when we say a morphism of Lie 2-algebras, we mean a naïve linear functor respecting the Lie
algebra structures, as opposed to more general types of morphisms (e.g. bibundles of Lie groupoids,
or equivalently maps of 2-term L∞-algebras).
By definition, a representation of a Lie 2-algebra has two “commuting” representations of h on W
and on V coming from the map of Lie algebras at the level of objects,
ρ0 : h // gl(φ)0 ≤ gl(W )⊕ gl(V ).
Its components ρ10 : h // gl(W ) , ρ00 : h // gl(V ) are representations fitting in the diagram
W
φ

ρ10(y) //W
φ

V
ρ00(y)
// V,
for each y ∈ h. On the other hand, at the level of arrows, one has got the map
ρ1 : g // gl(φ)1.
This map is a Lie algebra homomorphism; hence,
ρ1([x0, x1]) = ρ1(x0)φρ1(x1)− ρ1(x1)φρ1(x0),
and it also verifies the following equations for all x ∈ g:
ρ00(µ(x)) = φρ1(x), ρ
1
0(µ(x)) = ρ1(x)φ,
and for all y ∈ h
ρ1(Lyx) = ρ10(y)ρ1(x)− ρ1(x)ρ00(y).
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We now build an honest representation of g1 = g⊕L h on W ⊕ V .
Proposition 2.3.3. Given a representation 2-representation ρ : g1 // gl(φ) , there is an honest
representation
ρ¯ : g⊕L h // gl(W ⊕ V ) : (x, y)  //
(
ρ10(y + µ(x)) ρ1(x)
0 ρ00(y)
)
Proof. ρ¯ is clearly linear and
ρ¯([(x0, y0), (x1, y1)]L) = ρ¯([x0, x1] + Ly0x1 − Ly1x0, [y0, y1])
=
(
ρ10([y0, y1] + µ([x0, x1] + Ly0x1 − Ly1x0)) ρ1([x0, x1] + Ly0x1 − Ly1x0)
0 ρ00([y0, y1])
)
.
The maps appearing in the diagonal of this matrix will agree right away with those in the diagonal
of [ρ¯(x0, y0), ρ¯(x1, y1)]. The map in the top corner to the right will coincide as well, as is shown by
the following computation:
ρ1([x0, x1] + Ly0x1 − Ly1x0) = ρ1([x0, x1]) + ρ1(Ly0x1)− ρ1(Ly1x0)
= [ρ1(x0), ρ1(x1)] + Lρ0(y0)ρ1(x1)− Lρ0(y1)ρ1(x0),
but the bracket is
[ρ1(x0), ρ1(x1)] = ρ1(x0)φρ1(x1)− ρ1(x1)φρ1(x0)
= ρ10(µ(x0))ρ1(x1)− ρ10(µ(x1))ρ1(x0);
therefore, since ∆ ◦ ρ1 = ρ0 ◦ µ and the action verifies
Lρ0(y0)ρ1(x1) = ρ10(y0)ρ1(x1)− ρ1(x1)ρ00(y0),
we have got
ρ1([x0, x1] + Ly0x1 − Ly1x0) = ρ10(y0 + µ(x0))ρ1(x1)− ρ10(y1 + µ(x1))ρ1(x0)+
ρ1(x1)ρ
0
0(y0)− ρ1(x0)ρ00(y1),
which is the entry in the top corner of [ρ¯(x0, y0), ρ¯(x1, y1)].
The semi-direct sum of Lie algebras with respect to this representation, g1ρ¯nV, can be endowed
with a structure that we call semi-direct product of Lie 2-algebras and whose associated crossed
module is
gρ10◦µ ⊕W
µ×φ // hρ00 ⊕ V,
with action
Lρ(y,v)(x,w) = (Lyx, ρ10(y)w − ρ1(x)v).
We now provide some examples.
Example 2.3.4. Trivial representations. Of course, all of the defining relations get trivially satisfied
if ρ ≡ 0.
Example 2.3.5. Usual Lie algebra representations can also be seen as examples of 2-representations.
Setting W = {0}, a 2-representation is equivalent to a single representation ρ of h on V , such that
ρµ(x) ≡ 0 for every x ∈ g. Ultimately, then, a 2-representation on the unit 2-vector space is simply a
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representation of h/µ(g). In particular, 2-representations of a unit Lie 2-algebra on a unit 2-vector
space are usual Lie algebra representations.
Curiously enough, assuming V = {0}, one gets the same prescription, i.e. 2-representation on a Lie
group internal to vector spaces consist also of a single representation of the orbit space.
Example 2.3.6. Representations up to homotopy. The data defining a 2-representation of the
unit Lie 2-algebra h //// h coincides with a representation up to homotopy with zero curvature.
In general, notice that the semi-direct product of Lie 2-algebras g1ρ¯ n V is also VB-groupoid over
g1; hence, there is an associated representation up to homotopy (cf. appendix 5). However, this
representation is oblivious of the fact that it comes from a 2-representation. In other words, for
any given 2-representation, the associated representation up to homotopy is the same.
Example 2.3.7. The adjoint representation (!). We describe the maps defining the adjoint repre-
sentation of a Lie 2-algebra on itself.
ad1 : g // gl(µ)1 ad1(x)(u) := −Lux,
ad10 : h
// gl(g) ad10(y)(v) := Lyv,
ad00 : h
// gl(h) ad00(y)(u) := [y, u].
We close this section by remarking that in contrast with the general groupoid case, the latter
example above shows that Lie 2-algebras admit an adjoint representation extending the classic one.
We look for a cohomology theory of Lie 2-algebras with values in these 2-representations. Since we
prescribed that the second cohomology group classify extensions as a requisite, we are prompted to
begin the next section.
2.4 Extensions of Lie 2-algebras or towards a 2-cohomology with
coefficients
We study abstract extensions to try and make an educated guess as to what are fine candidates
for the spaces of 1-cochains and 2-cochains and the corresponding subspaces of 2-cocycles and 2-
coboundaries. We look to express extensions in terms of simpler data and decide the equations
these need to satisfy.
We start this section by proving that the notion of 2-representations defined in the previous sections
is the right one in the sense that it is the kind of action induced in an abstract extension.
Definition 2.4.1. An extension of the Lie 2-algebra g
µ // h by the 2-vector space W
φ // V
is a Lie 2-algebra e1
 // e0 that fits in
0 //W
φ

j1 // e1


pi1 // g
µ

// 0
0 // V
j0
// e0 pi0
// h // 0,
where the top and bottom rows are short exact sequences and the squares are maps of Lie 2-algebras.
Proposition 2.4.2. Given a Lie 2-algebra extension of g
µ // h by a 2-vector space W
φ // V ,
0 //W
φ

j1 // e1


pi1
// g
µ

//
σ1uu
0
0 // V
j0 // e0 pi0
// h //
σ1uu
0,
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and a linear splitting σ, there is an induced 2-representation ρσ : g1 // gl(φ) given by
ρ00(y)v = [σ0(y), v]e0 ρ
1
0(y)w = Lσ0(y)w
ρ1(x)v = −Lvσ1(x),
for y ∈ h, v ∈ V , w ∈ E and x ∈ g.
The proof will consist of a series of computations that we will postpone to introduce several
pieces of notation that will make easier its writing.
Given a 2-extension as the one in the statement of proposition 2.4.2 and adopting the convention
that the injective maps are inclusions, we use the linear splitting to get the usual isomorphisms
h⊕ V ∼= e0 and g⊕W ∼= e1, given by
(z, a)  // a+ σk(z)
for k = 0 and k = 1 respectively. Their inverses are
e  // (pik(e), e− σk(pik(e))).
In order to upgrade these isomorphisms of vector spaces to Lie algebra isomorphisms, we consider
[v0 + σ0(y0), v1 + σ0(y1)]e0 = [v0, v1] + [σ0(y0), v1] + [v0, σ0(y1)] + [σ0(y0), σ0(y1)]
= ρ00(y0)v1 − ρ00(y1)v0 + [σ0(y0), σ0(y1)].
We use the inverse isomorphism to define the bracket on h⊕ V . Since ρ00(y0)v1 − ρ00(y1)v0 ∈ V ,
pi0(ρ
0
0(y0)v1 − ρ00(y1)v0 + [σ0(y0), σ0(y1)]) = pi0([σ0(y0), σ0(y1)]e0)
= [pi0σ0(y0), pi0σ0(y1)]h = [y0, y1];
thus, the bracket is
[(y0, v0), (y1, v1)]0 := ([y0, y1], ρ
0
0(y0)v1 − ρ00(y1)v0 − ω0(y0, y1)),
where ω0(y0, y1) is shorthand for σ0([y0, y1])− [σ0(y0), σ0(y1)]. This is nothing but the usual twisted
semi-direct product hρ00 ⊕ω0 V from the theory of Lie algebra extensions. Hence, if one supposes
conversely, that the bracket was defined using an abstract ω0 ∈ (h∗ ∧ h∗) ⊗ V , one is going to
rediscover that in order for such bracket to satisfy the Jacobi identity, ω0 needs to be a 2-cocycle in
the Lie algebra cohomology of h with values in ρ00. Recall the general formula for the differential of
the complex of Lie algebra cochains with values in a representation ρ is the same as the one given
for Lie algebroids in chapter 1. Following the same reasoning, one finds out that e1 ∼= gρ10◦µ ⊕ω1 W
as Lie algebras, with ω1(x0, x1) = σ1([x0, x1]) − [σ1(x0), σ1(x1)]; however, we are going to be able
to waive the necessity of ω1 using the rest of the crossed module structure.
We now turn to the homomorphism . Consider
(w + σ1(x)) = φ(w) + (σ1(x)),
and use the inverse isomorphism to define the crossed module map. Since pi is a crossed module
map,
pi0(φ(w) + (σ1(x))) = pi0(φ(w)) + pi0((σ1(x))))
= µ(pi1σ1(x))) = µ(x);
thus, the crossed module map is
(x,w)  // (µ(x), φ(w) + ϕ(x)),
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where ϕ(x) := (σ1(x))− σ0(µ(x)). We repeat this strategy one last time to get the action,
Lv+σ0(y)(w + σ1(x)) = Lvw + Lσ0(y)w + Lvσ1(x) + Lσ0(y)σ1(x)
= ρ10(y)w − ρ1(x)v + Lσ0(y)σ1(x),
Since pi is a crossed module map,
pi1(ρ
1
0(y)w − ρ1(x)v + Lσ0(y)σ1(x)) = pi1(Lσ0(y)σ1(x))
= Lµpi0(σ0(y))pi1(σ1(x)) = Lyx
thus, the action is given by the equation
L(y,v)(x,w) := (Lyx, ρ10(y)w − ρ1(x)v − α(y;x))
where α(y;x) := σ1(Lyx)− Lσ0(y)σ1(x).
Using this data and the infinitesimal Peiffer equation for e, one readily sees that
ω1(x0, x1) = ρ1(x1)(ϕ(x0)) + α(µ(x0);x1).
Proof. (of Proposition 2.4.2) We make the computations necessary to prove that ρσ is a 2-representation.
• Well-defined: We use the exactness of the sequences to see that the maps land where they are
supposed to.
pi0([σ0(y), v]e0) = [pi0(σ0(y)), pi0(v)]h = [y, 0]h = 0 =⇒ ρ00(y)v ∈ V,
pi1(Lσ0(y)w) = Lpi0(σ0(y))pi1(w) = Ly0 = 0 =⇒ ρ10(y)w ∈W,
pi1(−Lvσ1(x)) = −Lpi0(v)pi1(σ1(x)) = −L0x = 0 =⇒ ρ1(x)v ∈W.
Further, thus defined, ρ00(y) ◦ φ = φ ◦ ρ10(y) for each y ∈ h. Indeed,
ρ00(y)(φ(w)) = [σ0(y), φ(w)]e0 = [σ0(y), (w)]e0
= (Lσ0(y)w)
= φ(Lσ0(y)w) = φ(ρ10(y)w);
in these equations, we used that ◦ j1 = j0 ◦φ, that Lσ0(y)w ∈W and the equivariance for the
crossed module . This proves that for all y ∈ h, ρ0(y) := (ρ00(y), ρ10(y)) ∈ gl(φ)0, as desired.
• ρ00 Lie algebra homomorphism: We write each side of the equation, and then justify why their
difference is zero.
ρ00([y0, y1]h)v = [σ0([y0, y1]h), v]e0 ,
and
[ρ00(y0), ρ
0
0(y1)]v = ρ
0
0(y0)ρ
0
0(y1)v − ρ00(y1)ρ00(y0)v
= ρ00(y0)([σ0(y1), v]e0)− ρ00(y1)([σ0(y0), v]e0)
= [σ0(y0), [σ0(y1), v]e0 ]e0 − [σ0(y1), [σ0(y0), v]e0 ]e0
= [[σ0(y0), σ0(y1)]e0 , v]e0 ,
where the last equality is due to the Jacobi identity. Then, considering the difference, we get
(ρ00([y0, y1]h)− [ρ00(y0), ρ00(y1)])v = [ω0(y0, y1), v]e0 ,
which is zero given that ω0(y0, y1) ∈ V .
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• ρ10 Lie algebra homomorphism: We proceed with the same strategy.
ρ10([y0, y1]h)w = Lσ0([y0,y1]h)w,
and
[ρ10(y0), ρ
1
0(y1)]w = ρ
1
0(y0)ρ
1
0(y1)w − ρ10(y1)ρ10(y0)w
= Lσ0(y0)Lσ0(y1)w − Lσ0(y1)Lσ0(y0)w
= [Lσ0(y0),Lσ0(y1)]w = L[σ0(y0),σ0(y1)]e0w,
where the last line is because L is a Lie algebra action. Then, considering the difference, we
get
(ρ10([y0, y1]h)− [ρ10(y0), ρ10(y1)])w = Lω0(y0,y1)w,
which is zero given that ω0(y0, y1) ∈ V .
• ρ1 Lie algebra homomorphism: We proceed with the same strategy.
ρ1([x0, x1]g)v = −Lvσ1([x0, x1]g),
and
[ρ1(x0), ρ1(x1)]φv = ρ1(x0)φρ1(x1)v − ρ1(x1)φρ1(x0)v
= −ρ1(x0)(Lvσ1(x1)) + ρ1(x1)(Lvσ1(x0))
= −ρ1(x0)[v, (σ1(x1))]e0 + ρ1(x1)[v, (σ1(x0))]e0
= L[v,(σ1(x1))]e0σ1(x0)− L

[v,(σ1(x0))]e0
σ1(x1).
Now,
L[v,(σ1(x1))]e0σ1(x0) = L

vL(σ1(x1))σ1(x0)− L(σ1(x1))Lvσ1(x0)
= Lv[σ1(x1), σ1(x0)]e1 − [σ1(x1),Lvσ1(x0)]e1 ,
thanks to the infinitesimal Peiffer equation, and consequently,
[ρ1(x0), ρ1(x1)]φv = Lv[σ1(x1), σ1(x0)]e1 − [σ1(x1),Lvσ1(x0)]e1
− Lv[σ1(x0), σ1(x1)]e1 + [σ1(x0),Lvσ1(x1)]e1
= −2Lv[σ1(x0), σ1(x1)]e1 + Lv[σ1(x0), σ1(x1)]e1
= −Lv[σ1(x0), σ1(x1)]e1 ,
where the second equality follows since L is an action by derivations. Then, considering the
difference, we get
(ρ1([x0, x1]g)− [ρ1(x0), ρ1(x1)])v = −Lvω1(x0, x1),
which is zero given that ω1(x0, x1) ∈W .
• ρ0 ◦ µ = ∆ ◦ ρ1: This equation breaks into two components, one in gl(W ) and one in gl(V );
namely,
ρ10(µ(x)) = ρ1(x) ◦ φ, ρ00(µ(x)) = φ ◦ ρ1(x),
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for each x ∈ g. These relations follow as, using the strategy above,
ρ10(µ(x))w = Lσ0(µ(x))w, ρ00(µ(x))v = [σ0(µ(x)), v]e0 ,
and
ρ1(x)φ(w) = −Lφ(w)σ1(x) φ(ρ1(x)v) = φ(−Lvσ1(x))
= −L(w)σ1(x) = −(Lvσ1(x))
= −[w, σ1(x)]e1 = −[v, (σ1(x))]e0
= [σ1(x), w]e1 = [(σ1(x)), v]e0 .
= L(σ1(x))w,
Thus, considering the respective differences, we get
(ρ1(x)φ− ρ10(µ(x)))w = Lϕ(x)w, (φρ1(x)− ρ00(µ(x)))v = [ϕ(x), v]e0
which are both zero, since ϕ(x) ∈ V as desired.
• ρ1 respects the actions: One last time.
ρ1(Lyx)v = −Lvσ1(Lyx),
and
(Lφρ0(y)ρ1(x))v = ρ
1
0(y)ρ1(x)v − ρ1(x)ρ00(y)v
= ρ10(y)(−Lvσ1(x))− ρ1(x)[σ0(y), v]e0
= −Lσ0(y)Lvσ1(x) + L[σ0(y),v]e0σ1(x)
= −LvLσ0(y)σ1(x)
where the last equality is again since L is a Lie algebra action. Then, considering the
difference, we get
(ρ1(Lyx)− Lφρ0(y)ρ1(x))v = −L

vα(y;x),
which is zero given that α(y;x) ∈W .
Notice that in the case where the splitting can be taken to be a crossed module morphism, and
accordingly ω, α and ϕ vanish, the given formulas for the crossed module structure on the extension
coincide with those of the semi-direct sum defined in the previous section.
Proposition 2.4.3. Let ρ be a 2-representation of g
µ // h on W
φ // V . Given a triple
(ω, α, ϕ) ∈ ((h∗ ∧ h∗)⊗ V )⊕ (h∗ ⊗ g∗ ⊗W )⊕ (g∗ ⊗ V ), it defines a 2-extension
0 //W
φ

  // gρ10◦µ ⊕ω1 W


pr1 // g
µ

// 0
0 // V 
 // hρ00 ⊕ω1 V pr1 // h // 0,
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with
ω1(x0, x1) := ρ1(x1)ϕ(x0) + α(µ(x0);x1),
(x,w) = (µ(x), φ(w) + ϕ(x)),
L(y,v)(x,w) = (Lyx, ρ10(y)w − ρ1(x)v − α(y;x))
if, and only if the following equations are satisfied
i) δω = 0. Explicitely, for all triples y0, y1, y2 ∈ h,
ρ00(y0)ω(y1, y2)− ω([y0, y1], y2)+ 	= 0.
Here, 	 stands for cyclic permutations.
ii) ρ1(x0)ϕ(x1) + α(µ(x1);x0)+ 	= 0
iii) For all triples x0, x1, x2 ∈ g,
ρ10(µ(x0))(ρ1(x2)ϕ(x1) + α(µ(x2);x1))− ρ1(x2)ϕ([x0, x1])− α(µ([x0, x1]);x2)+ 	= 0.
iv) ω(y, µ(x)) = φ ◦ α(y;x) + ρ00(y)ϕ(x)− ϕ(Lyx)
v) α([y0, y1];x)− ρ1(x)ω(y0, y1) = ρ10(y0)α(y1;x)− α(y1;Ly0x)+ 	
vi) For the contraction ay := α(y;−) ∈ g∗ ⊗W seen as a 1-cocycle with values in ρ10 ◦ µ,
δay(x0, x1) = ρ
1
0(y)ω1(x0, x1)− (ω1(Lyx0, x1)− ω1(Lyx1, x0))
There is nothing to these equations, in fact in most of the examples we have computed explicitly,
they are redundant. In the proof, the reader might find the meaning of each of these equations.
Proof. We make the computations necessary to prove that a triple (ω, α, ϕ) subject to the equations
in the statement defines a 2-extension.
First, the usual theory of Lie algebra extensions, tells us that item i) says that ω is a 2-cocycle with
values in the representation ρ00, and, as such, it defines a Lie bracket on h ⊕ V . Analogously, ω1
defines an extension if, and only if ω1 is a 2-cocycle with values in the representation ρ10 ◦ µ. With
these, the equations in the statement have the following meaning
ii) says ω1 is skew-symmetric.
iii) says ω1 is a 2-cocycle.
iv) evaluated at y = µ(x′) says that  is a Lie algebra homomorphism; indeed,
([(x′, w′), (x,w)]) = ([x′, x], ρ10(µ(x
′))w − ρ10(µ(x))w′ − ω1(x′, x))
= (µ([x′, x]), φ(ρ10(µ(x
′))w − ρ10(µ(x))w′ − ω1(x′, x)) + ϕ([x′, x])),
while on the other hand,
[(x′, w′), (x,w)] = [(µ(x′), φ(w′) + ϕ(x′)), (µ(x), φ(w) + ϕ(x))]
= ([µ(x′), µ(x)],−ω(µ(x′), µ(x))+
ρ00(µ(x
′))(φ(w) + ϕ(x))− ρ00(µ(x))(φ(w′) + ϕ(x′))).
Clearly, the first entries coincide; moreover, since ρ00(µ(x)) = φρ1(x),  is a Lie algebra
homomorphism if, and only if
ϕ([x′, x])− φ ◦ ω1(x′, x) = ρ00(µ(x′))ϕ(x)− ρ00(µ(x))ϕ(x′)− ω(µ(x′), µ(x)).
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Replacing, the definition of ω1 yields
ϕ([x′, x])− φ ◦ α(µ(x′);x) = ρ00(µ(x′))ϕ(x)− ω(µ(x′), µ(x)),
which is precisely the equation in item iv). Additionally, this equation also implies that  is
equivariant, as the following computation shows.
(L(y,v)(x,w)) = (Lyx, ρ10(y)w − ρ1(x)v − α(y;x))
= (µ(Lyx), φ(ρ10(y)w − ρ1(x)v − α(y;x)) + ϕ(Lyx)),
while on the other hand,
[(y, v), (x,w)] = [(y, v), (µ(x), φ(w) + ϕ(x))]
= ([y, µ(x)], ρ00(y)(φ(w) + ϕ(x))− ρ00(µ(x))v − ω(y, µ(x))).
Again, it is clear that the first entries coincide, and using again the relation ρ00(µ(x)) = φρ1(x)
together with ρ0(y) ∈ gl(φ)0,  is equivariant if, and only if
ϕ(Lyx)− φ ◦ α(y;x) = ρ00(y)ϕ(x)− ω(y, µ(x)).
v) says L is a Lie algebra homomorphism and thus an action:
L[(y0,v0),(y1,v1)](x,w) = L([y0,y1],ρ00(y0)v1−ρ00(y1)v0−ω(y0,y1))(x,w)
= (L[y0,y1]x, ρ10([y0, y1])w − α([y0, y1];x)
− ρ1(x)(ρ00(y0)v1 − ρ00(y1)v0 − ω(y0, y1))).
On the other hand,
L(y0,v0)L(y1,v1)(x,w) = L(y0,v0)(Ly1x, ρ10(y1)w − ρ1(x)v1 − α(y1;x))
= (Ly0Ly1x, ρ10(y0)(ρ10(y1)w − ρ1(x)v1 − α(y1;x))
− ρ1(Ly1x)v0 − α(y0;Ly1x)).
Then, considering the cyclic difference, one realizes that the first entries coincide. Using the
fact that ρ10 is a Lie algebra representation and the fact that ρ1 respects is compatible with
the actions, one is left with the relation
ρ1(x)ω(y0, y1)− α([y0, y1];x) = ρ10(y1)α(y0;x) + α(y1;Ly0x))− 	 .
vi) says that L acts by derivations:
L(y,v)[(x0, w0), (x1, w1)] = L(y,v)([x0, x1], ρ10(µ(x0))w1 − ρ10(µ(x1))w0 − ω1(x0, x1))
= (Ly[x0, x1], ρ10(y)(ρ10(µ(x0))w1 − ρ10(µ(x1))w0 − ω1(x0, x1))
− ρ1([x0, x1])v − α(y; [x0, x1]))
On the other hand,
[L(y,v)(x0, w0), (x1, w1)] = [(Lyx0, ρ10(y)w0 − ρ1(x0)v − α(y;x0)), (x1, w1)]
= ([Lyx0, x1], ρ10(µ(Lyx0))w1 − ω1(Lyx0, x1)
− ρ10(µ(x1))(ρ10(y)w0 − ρ1(x0)v − α(y;x0))).
Considering again the cyclic difference, one realizes that the first entries coincide. Since µ is
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equivariant and ρ10 is a Lie algebra representation, we are left with the relation
−ρ10(y)ω1(x0, x1)− α(y; [x0, x1]) = −ω1(Lyx0, x1) + ρ10(µ(x1))α(y;x0))− 	 .
Finally, the infinitesimal Peiffer equation holds by the very definition of ω1; indeed,
[(x0, w0), (x1, w1)] = ([x0, x1], ρ
1
0(µ(x0))w1 − ρ10(µ(x1))w0 − ω1(x0, x1)),
whereas
L(x0,w0)(x1, w1) = L(µ(x0),φ(w0)+ϕ(x0))(x1, w1)
= (Lµ(x0)x1, ρ10(µ(x0))w1 − ρ1(x1)(φ(w0) + ϕ(x0))− α(µ(x0), x1)).
Due to the relation ρ10(µ(x)) = ρ1(x)φ, we are left precisely with the defining equation for ω1.
Next, we analyze what happens when we have got equivalent extensions as in
e1

ψ1

''
0 //W

>>
''
g //

0
e0
''
ψ0

f1

@@
0 // V
??
''
h // 0.
f0
@@
Picking a splitting of either extension and composing it with the isomorphism, one gets a splitting
for the other extension. In picking the splittings compatibly so, the induced 2-representations are
identical. We use these compatible splittings to identify both e and f with their respective semi-
direct sums, and we write ψ in these coordinates. Since both components of ψ are linear, and
respect both inclusions and projections
ψk(z, a) = (z, a+ λk(z)) (2.4.1)
for some linear maps λ0 : h // V and λ1 : g //W .
Proposition 2.4.4. Let ρ be a 2-representation of g
µ // h on W
φ // V . Given two 2-cocycles
(ωk, αk, ϕk) as in the previous proposition, the induced extensions are equivalent if, and only if there
are linear maps λ0 : h // V and λ1 : g //W verifying
• ω2 − ω1 = δλ0. Explicitly, for all triples y0, y1 ∈ h,
ω2(y0, y1)− ω1(y0, y1) = ρ00(y0)λ0(y1)− ρ00(y1)λ0(y0)− λ0([y0, y1])
• α2(y;x)− α1(y;x) = ρ10(y)(λ1(x))− λ1(Lyx)− ρ1(x)(λ0(y))
• ϕ2(x)− ϕ1(x) = λ0(µ(x))− φ(λ1(x))
Proof. The first equation is the classic identification of isomorphic extensions with cohomologous
cocycles.
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The second equation says that if the isomorphim of extensions ψ is defined by the formula 2.4.1, it
respects the actions. Indeed,
ψ1(L(y,v)(x,w)) = ψ1(Lyx, ρ10(y)w − ρ1(x)v − α1(y;x))
= (Lyx, ρ10(y)w − ρ1(x)v − α1(y;x) + λ1(Lyx)),
whereas,
Lψ0(y,v)ψ1(x,w) = L(y,v+λ0(y))(x,w + λ1(x))
= (Lyx, ρ10(y)(w + λ1(x))− ρ1(x)(v + λ0(y))− α2(y;x)).
Thus, these expressions coincide if, and only if the second equation from the statement holds. The
third equation says that ψ commutes with the structural maps of the crossed modules. Indeed,
ψ0(1(x,w)) = ψ0(µ(x), φ(w) + ϕ1(x))
= (µ(x), φ(w) + ϕ1(x) + λ0(µ(x))),
while on the other hand,
2(ψ1(x,w)) = 2(x,w + λ1(x))
= (µ(x), φ(w + λ1(x)) + ϕ2(x)).
Thus, these expressions coincide if, and only if the last equation of the statement holds. To conclude
the proof, notice that if the equations in the statement are verified, the cocycles
ω′k(x0, x1) = ρ1(x1)ϕk(x0) + αk(µ(x0);x1),
for k ∈ {1, 2} defining the top extensions are cohomologous too. Indeed,
(ω′2 − ω′1)(x0, x1) = ρ1(x1)(ϕ2 − ϕ1)(x0) + (α2 − α1)(µ(x0);x1)
= ρ1(x1)(λ0(µ(x0))− φ(λ1(x0))) + ρ10(µ(x0))(λ1(x1))+
− λ1(Lµ(x0)x1)− ρ1(x1)(λ0(µ(x0))
= −ρ1(x1)φ(λ1(x0)) + ρ10(µ(x0))(λ1(x1))− λ1([x0, x1]) = δλ1(x0, x1),
where the last equality holds, because ρ is a 2-representation, and therefore, ρ1(x)φ = ρ10(µ(x)).
2.5 The complex of Lie 2-algebra cochains with values in a 2-
representation
Inspired by the case of trivial coefficients, one would like to see Lie 2-algebra cohomology as the
cohomology of the total complex of a double complex. Consider the case W = {0}. Then one gets
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a double complex analogous to that in Section 2.2
...
...
...
∧3 h∗ ⊗ V ∂ //
OO
∧3 g∗1 ⊗ V ∂ //
OO
∧3 g∗2 ⊗ V //
OO
. . .
(h∗ ∧ h∗)⊗ V ∂ //
δ
OO
(g∗1 ∧ g∗1)⊗ V ∂ //
δ
OO
(g∗2 ∧ g∗2)⊗ V //
δ
OO
. . .
h∗ ⊗ V ∂ //
δ
OO
g∗1 ⊗ V ∂ //
δ
OO
g∗2 ⊗ V //
δ
OO
. . .
Recall from Example 2.3.5 that a 2-representation on (0) // V amounts to a usual represen-
tation ρ of h/µ(g) on V . In order to get a meaningful double complex, there need to be induced
representations of gp on V . The representation ρ0 for the first column is clear then, it is the pull-
back of ρ along the projection onto h/µ(g). However, for the columns there are various possible
choices. We are going to fix ρp, the induced representation on gp, to be the pull-back of ρ0 along
the “final target” map, tˆp : gp // h : (x1, ..., xp, y)  // y +
∑p
j=1 µ(xj) . In so, the columns are
Chevalley-Eilenberg complexes with respect to ρp. It is of crucial importance that all of the repre-
sentations vanish on the ideal µ(g); otherwise, the above double structure does not commute, and
fails thus to be a double complex.
Remark 2.5.1. Notice that, precisely because the representation vanishes on µ(g), we could have
taken the pull-back along the “initial source” map, which is the reversal sˆp = tˆp ◦ ιˆ, and the complex
would still commute.
Consider the case V = {0}. As it was pointed out, a 2-representation on such a 2-vector
space also corresponds to a representation of h/µ(g), this time round, on W . When describing the
algebraic data defining an extension with values in such a representation, there appears a second
complex
...
...
...
∧2 h∗ ⊗ g∗ ⊗W ∂ //
OO
∧2 g∗1 ⊗ g∗ ⊗W ∂ //
OO
∧2 g∗2 ⊗ g∗ ⊗W //
OO
. . .
h∗ ⊗ g∗ ⊗W ∂ //
δ′
OO
g∗1 ⊗ g∗ ⊗W ∂ //
δ′
OO
g∗2 ⊗ g∗ ⊗W //
δ′
OO
. . .
g∗ ⊗W 0 //
δ′
OO
g∗ ⊗W idg∗⊗W //
δ′
OO
g∗ ⊗W //
δ′
OO
. . .
which is analogous to the one above. It formally is the double complex of the Lie 2-algebra taking
values in the representation
ρ′ : h // gl(g∗ ⊗W ) : y  // ρ′y = ρ10(y)− L∗y.
In the general case, when the 2-representation does not vanish on the ideal µ(g), both complexes
above appear, though they cease to be double complexes in that they fail to commute. Moreover,
they both appear intertwined with each other in the following sense: looking at the difference of
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the two ways to go around a given square in the first complex, one realizes that, when evaluated,
δ∂ω and ∂δω yield isomorphic elements in the 2-vector space. Furthermore, the isomorphism is
given by an element that comes from the second complex as we will make clear after appropriate
exemplifications. For instance, consider v ∈ V , then
(δ∂ − ∂δ)v(x, y) = δv(x, y)− δv(y + µ(x)) + δv(y)
= ρ00(y + µ(x))v − ρ00(y)v
= ρ00(µ(x))v = φ(ρ1(x)v).
Notice that there is a natural map δ(1) : V // g∗ ⊗W induced by ρ1 and defined by δ(1)v(x) =
ρ1(x)v; hence, we can write the difference above as being δ∂ − ∂δ = φ ◦ δ(1). Also, for λ ∈ h∗ ⊗ V ,
δ∂λ(x0, y0;x1, y1) = ρ
0
0(y0 + µ(x0))∂λ(x1, y1)− ρ00(y1 + µ(x1))∂λ(x0, y0)− ∂λ([(x0, y0); (x1, y1)])
= ρ00(y0 + µ(x0))λ(µ(x1))− ρ00(y1 + µ(x1))λ(µ(x0))− λ(µ([x0, x1] + Ly0x1 − Ly1x0),
and
∂δλ(x0, y0;x1, y1) = δλ(y0 + µ(x0), y1 + µ(x1))− δλ(y0, y1)
= δλ(y0, µ(x1))− δλ(y1, µ(x0)) + δλ(µ(x0), µ(x1)).
Each of these terms has the form
δλ(y, µ(x)) = ρ00(y)λ(µ(x))− ρ00(µ(x))λ(y)− λ([y, µ(x)])
= ρ00(y)λ(µ(x))− ρ00(µ(x))λ(y)− λ(µ(Lyx))
and thus, the difference is
(δ∂ − ∂δ)λ(x0, y0;x1, y1) = ρ00(µ(x0))λ(y1)− ρ00(µ(x1))λ(y0)
= φ(ρ1(x0)λ(y1)− ρ1(x1)λ(y0)).
The map of the previous example can be generalized to δ(1) : h∗ ⊗ V // h∗ ⊗ g∗ ⊗W , given by
δ(1)λ(y, x) = ρ1(x)λ(y); therefore, this time around, we can write the difference as
(δ∂ − ∂δ)λ(x0, y0;x1, y1) = φ(δ(1)λ(y1, x0)− δ(1)λ(y0, x1)).
In general, since gp+1 ∼= gp+1 ⊕ h, one may identify ξ ∈ gp+1 with a tuple (x0, ..., xp; y) and we can
write the following relation.
Proposition 2.5.1. Let ω ∈ ∧q g∗p ⊗ V and Ξ = (ξ0, ..., ξq) ∈ gq+1p+1. Then
δ∂ω(Ξ) = ∂δω(Ξ) + φ
( q∑
j=0
(−1)jρ1(x0j )ω(∂0Ξ(j))
)
Proof. First of all, recall that by definition
∂kΞ = (∂kξ0, ..., ∂kξq);
hence, trivially, ∂k(Ξ(j)) = (∂kΞ)(j), so we can drop the parenthesis. This shows that there is no
ambiguity in the formula of the statement. Moreover, under the identification ξj with (x0j , ..., x
p
j ; yj),
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we have got further identifications
∂k(ξj) ∼

(x1j , ..., x
p
j ; yj) if k = 0
(x0j , ..., x
k−1
j + x
k
j , ..., x
p
j ; yj) if 0 < k ≤ p
(x0j , ..., x
p−1
j ; yj + µ(x
p
j )) if k = p+ 1.
Now, computing
δ∂ω(Ξ) =
q∑
j=0
(−1)jρ00(tˆp+1(ξj))∂ω(Ξ(j)) +
∑
m<n
(−1)m+n∂ω([ξm, ξn],Ξ(m,n))
=
q∑
j=0
(−1)jρ00(tˆp+1(ξj))
p+1∑
k=0
(−1)kω(∂kΞ(j)) +
∑
m<n
(−1)m+n
p+1∑
k=0
(−1)kω(∂k[ξm, ξn], ∂k(Ξ(m,n)));
while on the other hand,
∂δω(Ξ) =
p+1∑
k=0
(−1)kδω(∂kΞ)
=
p+1∑
k=0
(−1)k
( q∑
j=0
(−1)jρ00(tˆp(∂kξj))ω(∂kΞ(j)) +
∑
m<n
(−1)m+nω([∂kξm, ∂kξn], (∂kΞ)(m,n))
)
.
Notice that, again ∂k(Ξ(m,n)) = (∂kΞ)(m,n) trivially; therefore, since ∂k is a Lie algebra homo-
morphism for each k, the second term in the expressions above coincide. As for the first term, from
the identifications above, one sees that
tˆp(∂kξj) =
{
yj +
∑p
r=1 µ(x
r
j) = tˆp+1(ξj)− µ(x0j ) if k = 0
yj +
∑p
r=0 µ(x
r
j) = tˆp+1(ξj) otherwise.
This, together with the relation ρ00(µ(x)) = φρ1(x) that comes from the 2-representation, imply
that the difference is
(δ∂ − ∂δ)ω(Ξ) =
q∑
j=0
(−1)jρ00(µ(x0j ))ω(∂0Ξ(j))
= φ
( q∑
j=0
(−1)jρ1(x0j )ω(∂0Ξ(j))
)
,
as desired.
To conclude that indeed the isomorphims come from the second complex consider the obvious
generalization
δ(1) :
∧q g∗p ⊗ V // ∧q g∗p ⊗ g∗ ⊗W
δ(1)ω(Ξ;x) = ρ1(x)ω(Ξ)
for Ξ ∈ gqp and x ∈ g, and define the difference map
∆ :
∧q g∗p ⊗ g∗ ⊗W // ∧q+1 g∗p+1 ⊗ V
∆α(Ξ) = φ
( q∑
j=0
(−1)jα(∂0Ξ(j);x0j )
)
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for Ξ = (ξ0, ..., ξq) ∈ gq+1p+1 and under the identifications ξj ∼ (x0j , ..., xpj ; yj). Then, the relation in
proposition 2.5.1 is seen to coincide with
δ∂ − ∂δ = ∆ ◦ δ(1).
As a consequence of this theorem, if the 2-representation takes values on a Lie group bundle internal
to the category of vector spaces, i.e. on a 2-vector space W 0 // V , the first diagram above does
commute.
We turn now to the difference ∂δ′ − δ′∂. As it turns out, this difference is not zero either. In fact,
the same computation of the proof of the latter proposition, together with the infinitesimal Peiffer
equation, show that for α ∈ ∧q g∗p ⊗ g∗ ⊗W , x ∈ g and Ξ as in the statement of the proposition,
(δ′∂ − ∂δ′)α(Ξ;x) =
q∑
j=0
(−1)jρ′(µ(x0j ))α(∂0Ξ(j);x)
=
q∑
j=0
(−1)j
(
ρ10(µ(x
0
j ))α(∂0Ξ(j);x)− α(∂0Ξ(j); [x0j , x])
)
.
This expression is short of a few terms to be the (sum of the) Chevalley-Eilenberg differential(s) of
α(∂0Ξ(j);−) ∈ g∗ ⊗W with respect to ρ10 ◦ µ. What is more, the missing elements can be thought
of as coming from the first complex in the sense that
δ(1)∆α(Ξ;x) = ρ1(x)∆(Ξ)
= ρ1(x)φ
( q∑
j=0
(−1)jα(∂0Ξ(j);x0j )
)
;
hence, using the fact that ρ1(x)φ = ρ00(µ(x)),
(δ′∂ − ∂δ′ − δ(1)∆)α(Ξ;x)
=
q∑
j=0
(−1)j
(
ρ10(µ(x
0
j ))ω(∂0Ξ(j);x)− ρ00(µ(x))α(∂0Ξ(j);x0j )− ω(∂0Ξ(j); [x0j , x])
)
=
q∑
j=0
(−1)jδ(1)α(∂0Ξ(j);x0j , x),
where we write δ(1) for the Chevalley-Eilenberg differential of g with values in ρ10 ◦ µ. Define a new
difference map
∆ :
∧q g∗p ⊗∧2 g∗ ⊗W // ∧q+1 g∗p+1 ⊗ g∗ ⊗W
∆ω(Ξ;x) =
q∑
j=0
(−1)jω(∂0Ξ(j);x0j , x),
for x ∈ g, Ξ = (ξ0, ..., ξq) ∈ gq+1p+1 and under the identifications ξj ∼ (x0j , ..., xpj ; yj). Then, the
commutativity of the second diagram is revealed to be written as
δ′∂ − ∂δ′ = δ(1) ◦∆ + ∆ ◦ δ(1).
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We can schematize this relation by the following diagram:
◦ ∧q+1 g∗p ⊗ g∗ ⊗W
∂
))
◦
∧q+1 g∗p+1 ⊗ V δ(1) // ∧q+1 g∗p+1 ⊗ g∗ ⊗W ◦
◦ ∧q g∗p ⊗ g∗ ⊗W δ(1) //
∂
))
∆
hh
δ′
OO
∧q g∗p ⊗∧2 g∗ ⊗W
∆
ii
◦ ∧q g∗p+1 ⊗ g∗ ⊗W
δ′
OO
◦
Thus, we can regard the commutativity of the second diagram above as being controlled by elements
in a third lattice of vector spaces
...
...
...
∧2 h∗ ⊗∧2 g∗ ⊗W ∧2 g∗1 ⊗∧2 g∗ ⊗W ∧2 g∗2 ⊗∧2 g∗ ⊗W . . .
h∗ ⊗∧2 g∗ ⊗W g∗1 ⊗∧2 g∗ ⊗W g∗2 ⊗∧2 g∗ ⊗W . . .
∧2 g∗ ⊗W ∧2 g∗ ⊗W ∧2 g∗ ⊗W . . .
Of course, this can be endowed with the structure of a complex. Again, this will fail to be a double
complex, and we will be able to encode its commutativity in further tensors of the double complex
of the Lie 2-algebra. This process will end up leaving a three dimensional lattice of vector spaces
Cp,qr (g1, φ) :=
q∧
g∗p ⊗
r∧
g∗ ⊗W,
where, we use the convention g0 = h and for r = 0, the coefficients take values on V . For constant
r, these vector spaces come with the structure of a complex, which is essentially the LA-double
complex of the Lie 2-algebra tensored with
∧r g∗⊗W . That is, it comes with groupoid differentials
in the rows, and with Chevalley-Eilenberg differentials in the columns with respect to the pull-back
along tˆp of
ρ(r) : h // gl(
∧r g∗ ⊗W )
given for ω ∈ ∧r g∗ ⊗W , x1, ..., xr and y ∈ h by
ρ(r)(y)ω(x1, ..., xr) := ρ
1
0(y)ω(x1, ..., xr)−
r∑
k=1
ω(x1, ...,Lyxk, ..., xr).
Remark 2.5.2. Interestingly, these representations have already appeared in the literature [17].
The form in which they appear is restricted to the example of the inclusion of an ideal, regarded
as a Lie 2-algebra.
As we remarked right after the definition of the page r = 0 complex, we could have pulled back
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the representation along sˆp, there is no economy in working with either representation: one will
always pay a computational price somewhere. Aside from these maps, for constant q, there is a
second complex whose rows have been described already and whose columns are also Chevalley-
Eilenberg differentials. As we saw, these will extend the differential of g with values in ρ10 ◦µ. That
is, for constant q and p, the complex is the Chevalley-Eilenberg complex of g with values in
ρ(1) : g // gl(
∧q g∗p ⊗W )
is given for α ∈ ∧q g∗p ⊗W , Ξ ∈ gqp and x ∈ g by
ρ(1)(x)α(Ξ) := ρ
1
0(µ(x))α(Ξ).
We would like to point out that there is a heavy reliance on the space g which, in principle, is not
part of the Lie groupoid data. Nonetheless, if we regard the Lie 2-algebra as an LA-groupoid, g
corresponds to its core (cf. appendix 5).
It is clear that, by the very definition, for constant (q, r) and (p, r), the referred maps form com-
plexes. For constant (p, q), this is the case as well, although the natural complex has 0th degree
given by
∧q g∗p ⊗W , instead of the ∧q g∗p ⊗ V that is appearing in our complex. This is solved by
the following lemma.
Lemma 2.5.3. The map
δ(1) :
∧q g∗p ⊗ V // ∧q g∗p ⊗ g∗ ⊗W
defined above, fits in the complex
∧q g∗p ⊗ V δ(1) // ∧q g∗p ⊗ g∗ ⊗W // ∧q g∗p ⊗∧2 g∗ ⊗W // ...
of g with values in ρ(1)
Proof. We prove that, for ω
∧q g∗p ⊗ V , δ2(1) = 0. Let Ξ ∈ gqp and x0, x1 ∈ g, then
δ(1)δ(1)ω(Ξ;x0, x1) = ρ(1)(x0)δ(1)ω(Ξ;x1)− ρ(1)(x1)δ(1)ω(Ξ;x0)− δ(1)ω(Ξ; [x0, x1])
= ρ10(µ(x0))ρ1(x1)ω(Ξ)− ρ10(µ(x1))ρ1(x0)ω(Ξ)− ρ1([x0, x1])ω(Ξ).
The result follows from ρ10(µ(xk)) = ρ1(xk) ◦ φ, since ρ1 is a Lie algebra homomorphism landing in
gl(φ)1.
The next proposition is the formalization of the heuristic observation that the successive r-pages
of the triple lattice commute up to the (r + 1)-page.
Proposition 2.5.2. For r > 1,
δ(r)∂ − ∂δ(r) = δ(1) ◦∆ + ∆ ◦ δ(1).
where
∆ :
∧q g∗p ⊗∧r+1 g∗ ⊗W // ∧q+1 g∗p+1 ⊗∧r g∗ ⊗W
∆ω(Ξ;Z) =
q∑
j=0
(−1)jω(∂0Ξ(j);x0j , Z),
for Z ∈ gr, Ξ = (ξ0, ..., ξq) ∈ gq+1p+1 and ξj is identified with (x0j , ..., xpj ; yj).
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We already proved the special case r = 1, which needed a slightly different formula for ∆, one
composed with φ.
Proof. Just as in the proof of proposition 2.5.1 and the argument right after, we compute
(δ(r)∂ − ∂δ(r))ω(Ξ;Z) =
q∑
j=0
(−1)jρ(r)(µ(x0j ))ω(∂0Ξ(j);Z)
=
q∑
j=0
(−1)j
(
ρ10(µ(x
0
j ))ω(∂0Ξ(j);Z)−
r∑
k=1
ω(∂0Ξ(j); z1, ..., [x
0
j , zk], ..., zr)
)
.
On the other hand,
δ(1)∆ω(Ξ;Z) =
r∑
k=1
(−1)kρ10(µ(zk))∆ω(Ξ;Z(k)) +
∑
m<n
(−1)m+n∆ω(Ξ; [zm, zn], Z(m,n))
=
r∑
k=1
(−1)kρ10(µ(zk))
q∑
j=0
(−1)jω(∂0Ξ(j);x0j , Z(k))+
+
∑
m<n
(−1)m+n
q∑
j=0
(−1)jω(∂0Ξ(j);x0j , [zm, zn], Z(m,n));
hence, by introducing the vectors
Zj = (x0j , z1, ..., zr) ∈ gr+1,
and rearranging, we have got
(δ(r)∂ − ∂δ(r) − δ(1)∆)ω(Ξ;Z)
=
q∑
j=0
(−1)j
(
ρ10(µ(x
0
j ))ω(∂0Ξ(j);Z) +
r∑
k=1
(−1)k+1ρ10(µ(zk))ω(∂0Ξ(j);x0j , Z(k))+
−
r∑
k=1
(−1)k−1ω(∂0Ξ(j); [x0j , zk], Z(k)) +
∑
m<n
(−1)m+n+2ω(∂0Ξ(j); [zm, zn], x0j , Z(m,n))
)
=
q∑
j=0
(−1)j
( r∑
k=0
(−1)kρ10(µ(zjk))ω(∂0Ξ(j);Zj(k)) +
∑
m<n
(−1)m+nω(∂0Ξ(j); [zjm, zjn], Zj(m,n))
)
=
q∑
j=0
(−1)jδ(1)ω(∂0Ξ(j);Zj) = ∆δ(1)ω(Ξ;Z),
as desired.
One would hope that, put together, this data would define a triple complex of sorts, but it does
not. If one introduces the obvious indexing by “counter-diagonal planes”, i.e.
Cktot(g1, φ) :=
⊕
p+q+r=k
Cp,qr (g1, φ), (2.5.1)
one can try and define a differential d by taking the sum (or the alternated sum) of all the differentials
we have described so far. Unfortunately, this does not build a complex, as the fundamental equation
d2 = 0 fails to hold. Let us show this more explicitely. Let ω ∈ Cp,qr (g1, φ), without caring much
about signs for the time being, and assuming d = ∂ + δ(r) + δ(1) + ∆, we have got the following
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diagram roughly representing the equations that are to vanish:
[∂, δ(r), δ(1),∆]
∂2 (δ(r))2
[∂, δ(1)] ∂ω

oo
aa
AA
δ(r)ω
]]
;;
//

[δ(r),∆]
δ(1)ω
}}
hh
FF
**
∆ω
tt
XX
55
##
δ2(1) ∆
2
[∂,∆] [δ(r), δ(1)]
We have shown that four of these equations are indeed zero; namely,
• ∂2ω = 0 ∈ Cp+2,qr (g1, φ), because ∂ is the differential of groupoid cochains,
• (δ(r))2ω = 0 ∈ Cp,q+2r (g1, φ), because δ(r) is a Chevalley-Eilenberg differential,
• δ2(1)ω = 0 ∈ Cp,qr+2(g1, φ), again, because δ(1) is a Chevalley-Eilenberg differential and
• (δ(r)∂− ∂δ(r)− δ(1) ◦∆−∆ ◦ δ(1))ω = 0 ∈ Cp+1.q+1r (g1, φ) is the contents of proposition 2.5.2.
We will devote the rest of this subsection to study the remaining five equations.
Proposition 2.5.3. (∂δ(1) − δ(1)∂)ω = 0 ∈ Cp+1,qr+1 (g1, φ); thus, for constant q, there is an actual
double complex that we call the q-page.
Proof. Let Ξ = (ξ1, ..., ξq) ∈ gqp+1 and Z = (z0, ..., zr) ∈ gr+1, then
∂δ(1)ω(Ξ;Z) =
p+1∑
k=0
(−1)kδ(1)ω(∂kΞ;Z)
=
p+1∑
k=0
(−1)k
( r∑
j=0
(−1)jρ10(µ(zj))ω(∂kΞ;Z(j)) +
∑
m<n
(−1)m+nω(∂kΞ; [zm, zn], Z(m,n))
)
=
r∑
j=0
(−1)jρ10(µ(zj))
p+1∑
k=0
(−1)kω(∂kΞ;Z(j))+
+
∑
m<n
(−1)m+n
p+1∑
k=0
(−1)kω(∂kΞ; [zm, zn], Z(m,n))
=
r∑
j=0
(−1)jρ10(µ(zj))∂ω(Ξ;Z(j)) +
∑
m<n
(−1)m+n∂ω(Ξ; [zm, zn], Z(m,n)) = δ(1)∂ω(Ξ;Z)
Proposition 2.5.4. (δ(r)δ(1) − δ(r+1)δ(1))ω = 0 ∈ Cp,q+1r+1 (g1, φ); thus, for constant p, there is an
actual double complex that we call the p-page.
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Proof. Let Ξ = (ξ0, ..., ξq) ∈ gq+1p and Z = (z0, ..., zr) ∈ gr+1, then
δ(r+1)δ(1)ω(Ξ;Z) =
q∑
j=0
(−1)jρ(r+1)(tˆp(ξj))δ(1)ω(Ξ(j);Z) +
∑
m<n
(−1)m+nδ(1)ω([ξm, ξn],Ξ(m,n);Z)
=
q∑
j=0
(−1)jρ(r+1)(tˆp(ξj))
( r∑
k=0
(−1)kρ10(µ(zk))ω(Ξ(j);Z(k)) +
∑
a<b
(−1)a+bω(Ξ(j); [za, zb], Z(a, b))
)
+
+
∑
m<n
(−1)m+n
( r∑
k=0
(−1)kρ10(µ(zk))ω([ξm, ξn],Ξ(m,n);Z(k))+
+
∑
a<b
(−1)a+bω([ξm, ξn],Ξ(m,n); [za, zb], Z(a, b))
)
;
whereas, on the other hand,
δ(1)δ
(r)ω(Ξ;Z) =
r∑
k=0
(−1)kρ10(µ(zk))δ(r)ω(Ξ;Z(k)) +
∑
a<b
(−1)a+bδ(r)ω(Ξ; [za, zb], Z(a, b))
=
r∑
k=0
(−1)kρ10(µ(zk))
( q∑
j=0
(−1)jρ(r)(tˆp(ξj))ω(Ξ(j);Z(k)) +
∑
m<n
(−1)m+nω([ξm, ξn],Ξ(m,n);Z(k))
)
+
+
∑
a<b
(−1)a+b
( q∑
j=0
(−1)jρ(r)(tˆp(ξj))ω(Ξ(j); [za, zb], Z(a, b))+
+
∑
m<n
(−1)m+nω([ξm, ξn],Ξ(m,n); [za, zb], Z(a, b))
)
.
As a consequence, these expressions will coincide if, and only if
ρ(r+1)(tˆp(ξj))ρ
1
0(µ(zk))ω(Ξ(j);Z(k)) = ρ
1
0(µ(zk))ρ
(r)(tˆp(ξj))ω(Ξ(j);Z(k)).
Indeed, for all y ∈ h, z ∈ g and X = (x1, ..., xr) ∈ gr, using the fact that ρ10 is a Lie algebra
homomorphism, we have got
ρ(r+1)(y)ρ10(µ(z))ω(Ξ(j);X) = ρ
1
0(y)ρ
1
0(µ(z))ω(Ξ(j);X)− ρ10(µ(Lyz))ω(Ξ(j);X)+
−
r∑
k=1
ρ10(µ(z))ω(Ξ(j);x1, ...,Lyxk, ...)
= ρ10(y)ρ
1
0(µ(z))ω(Ξ(j);X)− ρ10([y, µ(z)])ω(Ξ(j);X)+
−
r∑
k=1
ρ10(µ(z))ω(Ξ(j);x1, ...,Lyxk, ...)
= ρ10(µ(z))ρ
1
0(y)ω(Ξ(j);X)− ρ10(µ(z))
r∑
k=1
ω(Ξ(j);x1, ...,Lyxk, ...)
= ρ10(µ(z))ρ
(r)(y)ω(Ξ(j);X),
so the result follows.
Proposition 2.5.5. (∂∆ + ∆∂)ω = 0 ∈ Cp+2,q+1r−1 (g1, φ).
Proof. Let Z ∈ gr+1, Ξ = (ξ0, ..., ξq) ∈ gq+1p+2 and let ξj be identified with (x0j , ..., xp+1j ; yj). Comput-
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ing,
(∂∆ + ∆∂)ω(Ξ;Z) =
q∑
j=0
(−1)j∂ω(∂0Ξ(j);x0j , Z) +
p+2∑
k=0
(−1)k∆ω(∂kΞ;Z)
=
q∑
j=0
(−1)j
p+1∑
k=0
(−1)kω(∂k(∂0Ξ(j));x0j , Z) +
q∑
j=0
(−1)jω(∂0(∂0Ξ)(j);x1j , Z)
−
q∑
j=0
(−1)jω(∂0(∂1Ξ)(j);x0j + x1j , Z) +
p+2∑
k=2
(−1)k
q∑
j=0
(−1)jω(∂0(∂kΞ)(j);x0j , Z)
=
q∑
j=0
(−1)j
( p+1∑
k=0
(−1)kω(∂k∂0Ξ(j);x0j , Z)− ω(∂0(∂0Ξ)(j);x0j , Z)
+
p+2∑
k=2
(−1)kω(∂0(∂kΞ)(j);x0j , Z)
)
.
Now, either computing, or from the simplicial identities, we know that
∂k∂0(ξj) ∼

(x2j , ..., x
p+1
j ; yj) if k = 0
(x1j , ..., x
k
j + x
k+1
j , ..., x
p+1
j ; yj) if 0 < k ≤ p
(x1j , ..., x
p
j ; yj + µ(x
p+1
j )) if k = p+ 1,
and
∂0∂k(ξj) ∼

(x2j , ..., x
p+1
j ; yj) if k ∈ {0, 1}
(x1j , ..., x
k
j + x
k+1
j , ..., x
p+1
j ; yj) if 1 < k ≤ p+ 1
(x1j , ..., x
p
j ; yj + µ(x
p+1
j )) if k = p+ 2;
therefore, the sums cancel one another and the result follows.
Up until now, we were able to prove the vanishing of the equations in the star diagram above,
but this is as good as it gets. The remaining two equations do not vanish in general, but there is a
way out.
Higher difference maps
We start by studying how the relation labeled [δ(r),∆] behaves in the special case r = 1.
Let α ∈ ∧q g∗p ⊗ g∗ ⊗ W , Ξ = (ξ0, ..., ξq+1) ∈ gq+2p+1 with the by now usual identification ξj ∼
(x0j , ..., x
p
j ; yj), and let us compute separately δ∆α and ∆δ
′α. On the one hand, we have got
δ∆α(Ξ) =
q+1∑
k=0
(−1)kρ00(tˆp+1(ξk))∆α(Ξ(k)) +
∑
m<n
(−1)m+n∆α([ξm, ξn],Ξ(m,n)).
The first term in this expression is computed to be
q+1∑
k=0
(−1)kρ00(tˆp+1(ξk))φ
[ k−1∑
j=0
(−1)jα(∂0Ξ(j, k);x0j ) +
q+1∑
j=k+1
(−1)j+1α(∂0Ξ(k, j);x0j )
]
.
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The second term is trickier though. Carefully computing it, one realizes it coincides with∑
m<n
(−1)m+nφ
(
α(∂0Ξ(m,n); [x
0
m, x
0
n] + Ltˆp(∂0ξm)x0n − Ltˆp(∂0ξn)x0m)+
+
m−1∑
j=0
(−1)j+1α(∂0([ξm, ξn]), ∂0Ξ(j,m, n);x0j ) +
n−1∑
j=m+1
(−1)jα(∂0([ξm, ξn]), ∂0Ξ(m, j, n);x0j )+
+
q∑
j=n+1
(−1)j+1α(∂0([ξm, ξn]), ∂0Ξ(m,n, j);x0j )
)
The shape of the first term comes from the definition of the Lie algebra structure on gp+1. Recall
that the bracket is inherited from the product gp+1; therefore, the first entry of [ξm, ξn] is[(
x0m, ym +
p∑
k=1
µ(xkm)
)
,
(
x0n, yn +
p∑
k=1
µ(xkn)
)]
1
=
(
[x0m, x
0
n] + Lym+∑pk=1 µ(xkm)x0n − Lyn+∑pk=1 µ(xkn)x0m, [ym + p∑
k=1
µ(xkm), yn +
p∑
k=1
µ(xkn)
])
,
and we already saw that tˆp(∂0ξj) = yj +
∑p
k=1 µ(x
k
j ). The second term is written in such a way
that it has got the appropriate signs when written with our conventions. On the other hand,
∆δ′α(Ξ) = φ
( q∑
j=0
(−1)jδ′α(∂0Ξ(j);x0j )
)
.
After evaluating the differential δ′, there will be two terms. The first will be
q+1∑
j=0
(−1)jφ
( j−1∑
k=0
(−1)kρ′(tˆp(∂0ξk))α(∂0Ξ(k, j);x0j ) +
q∑
k=j+1
(−1)k+1ρ′(tˆp(∂0ξk))α(∂0Ξ(j, k);x0j )
)
while the second,
q+1∑
j=0
(−1)jφ
( j−1∑
m=0
[ j−1∑
n=m+1
(−1)nα([∂0ξm, ∂0ξn]), ∂0Ξ(m,n, j);x0j )+
+
q+1∑
n=j+1
(−1)n+1α([∂0ξm, ∂0(ξn]), ∂0Ξ(m, j, n);x0j )
]
+
+
q+1∑
m=j+1
q+1∑
n=m+1
(−1)nα([∂0ξm, ∂0ξn], ∂0Ξ(m,n, j);x0j )
)
.
When considering the sum of the whole of the two expressions, this second term will cancel out
with the second part of the second term above simply due to the fact that ∂0 is a Lie algebra
homomorphism. Furthermore, since ρ00(y)φ = φρ10(y) for all y ∈ h, we will have again the difference
ρ10(tˆp(ξk))− ρ10(tˆp(∂0ξk)) = ρ10(µ(x0k)),
and in the meantime, the second terms of the representation ρ′,
α(∂0Ξ(m,n);Ltˆp(∂0ξm)x0n)
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will cancel the ones coming from the Lie bracket in gp+1. Thus, we are left behind with a series of
terms of the form
ρ10(µ(xk))α(∂0Ξ(j, k);x
0
j )
and another series of terms of the form
α(∂0Ξ(m,n); [x
0
m, x
0
n]).
What is remarkable is that these come with the right signs to build up differentials in the image of
δ(1). In fact, the preceding discussion can be summarized in the following lemma.
Lemma 2.5.4. Let
∆2 :
∧q g∗p ⊗∧2 g∗ ⊗W // ∧q+2 g∗p+1 ⊗ V
be defined by
∆2α(Ξ) := φ
( ∑
m<n
(−1)m+nα(∂0Ξ(m,n);x0m, x0n)
)
.
Then
δ∆ + ∆δ′ = ∆2 ◦ δ(1).
These second difference maps will help us simultaneously decide the behaviour of the missing
equations, as shown by the following proposition.
Proposition 2.5.6. For r > 2, let
∆2 :
∧q g∗p ⊗∧r g∗ ⊗W // ∧q+2 g∗p+1 ⊗∧r−2 g∗ ⊗W
be defined by
∆2ω(Ξ;Z) :=
∑
m<n
(−1)m+nω(∂0Ξ(m,n);x0m, x0n, Z).
Then
δ(r−1) ◦∆ + ∆ ◦ δ(r) = δ(1) ◦∆2 −∆2 ◦ δ(1);
furthermore,
∆2 = −(∆2 ◦ ∂ + ∂ ◦∆2).
Before diving into the proof, we would like to remark that although this proposition settles
the behaviour of the missing points of the star shaped diagram above, by introducing the new
differential ∆2, there appear a number of new equations that do not vanish either. This failure will
lead us to define the higher difference maps. With them, we will ultimately get a differential that
will turn the three-dimensional lattice into a complex.
Proof. Let Z = (z1, ..., zr−1) ∈ gr−1, Ξ = (ξ0, ..., ξq+1) ∈ gq+2p+1 and identify ξj with (x0j , ..., xpj ; yj).
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We write the expressions for the terms of the left hand side of the first equation
δ(r−1)∆ω(Ξ;Z) =
q+1∑
k=0
(−1)kρ(r−1)(tˆp+1(ξk))∆(Ξ(k);Z) +
∑
m<n
(−1)m+n∆([ξm, ξn],Ξ(k);Z),
∆δ(r)ω(Ξ;Z) =
q+1∑
j=0
(−1)jδ(r)ω(∂0Ξ(j);x0j , Z).
For each pair (j, k), if j > k, there are terms
(−1)kρ(r−1)(tˆp+1(ξk))
[
(−1)j+1ω(∂0Ξ(k, j);x0j , Z)
]
and (−1)j(−1)kρ(r)(tˆp(∂0ξk))ω(∂0Ξ(k, j);x0j , Z)
in each of the equations above respectively. If, on the other hand, j < k, one has got the following
terms:
(−1)kρ(r−1)(tˆp+1(ξk))
[
(−1)jω(∂0Ξ(j, k);x0j , Z)
]
and (−1)j(−1)k+1ρ(r)(tˆp(∂0ξk))ω(∂0Ξ(j, k);x0j , Z).
We write the sums of these pairs of terms,∑
τ∈S2
(−1)(j+k)|τ |[ρ(r−1)(tˆp+1(ξk))− ρ(r)(tˆp(∂0ξk))]ω(∂0Ξ(τ(k, j));x0j , Z)
=
∑
τ∈S2
(−1)(j+k+1)|τ |[ω(∂0Ξ(τ(k, j));Ltˆp(∂0ξk)x0j , Z)+
+ ρ10(µ(x
0
k))ω(∂0Ξ(τ(k, j));x
0
j , Z)−
r−1∑
i=1
ω(∂0Ξ(τ(k, j));x
0
j , z1, ..., [x
0
k, xi], ..., xr−1)
]
.
The second sum δ(r−1)∆ω(Ξ;Z), when expanding ∆ will have first term∑
m<n
(−1)m+nω(Ξ(m,n); [x0m, x0n] + Ltˆp(∂0ξm)x0n − Ltˆp(∂0ξn)x0m, Z).
All the remaining terms will cancel out in a similar fashion to the discussion preceding the statement
of the theorem. In so,
(δ(r−1)∆ + ∆δ(r))ω(Ξ;Z)
= −
∑
m<n
(−1)m+n
[
ρ10(µ(x
0
m))ω(∂0Ξ(m,n);x
0
n, Z)− ρ10(µ(x0m))ω(∂0Ξ(m,n);x0n, Z)+
− ω(∂0Ξ(m,n); [x0m, x0n], Z)+
+
r−1∑
k=1
(−1)k+1(ω(∂0Ξ(m,n); [x0m, zk], x0n, Z(k))− ω(∂0Ξ(m,n); [x0n, zk], x0n, Z(k)))]
Now,
δ(1)∆2ω(Ξ;Z) =
r−1∑
k=1
(−1)k+1ρ10(µ(zk))∆2ω(Ξ;Z(k)) +
∑
a<b
(−1)a+b∆2ω(Ξ; [za, zb], Z(a, b))
=
r−1∑
k=1
(−1)k+1
∑
m<n
(−1)m+nρ10(µ(zk))ω(∂0Ξ(m,n);x0m, x0n, Z(k))+
+
∑
a<b
(−1)a+b
∑
m<n
(−1)m+nω(∂0Ξ(m,n);x0m, x0n, [za, zb], Z(a, b));
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thus, one sees that
(δ(r−1)∆ + ∆δ(r) − δ(1)∆2)ω(Ξ;Z) = −∆2δ(1)ω(Ξ;Z),
and the first equation of the statement holds.
As for the second equation, let Ξ = (ξ0, ..., ξq+1) ∈ gq+2p+2 with ξj ∼ (x0j , ..., xp+1j ; yj) and Z as before.
Computing,
∆2∂ω(Ξ;Z) =
∑
m<n
(−1)m+n∂ω(∂0Ξ(m,n);x0m, x0n, Z)
=
∑
m<n
(−1)m+n
p+1∑
k=0
(−1)kω(∂k∂0Ξ(m,n);x0m, x0n, Z);
whereas, on the other hand,
∂∆2ω(Ξ;Z) =
p+2∑
k=0
(−1)k∆2ω(∂kΞ;Z)
=
∑
m<n
(−1)m+n
(
ω(∂0∂0Ξ(m,n);x
1
m, x
1
n, Z)− ω(∂0∂1Ξ(m,n);x0m + x1m, x0n + x1n, Z)
)
+
+
p+2∑
k=2
(−1)k
∑
m<n
(−1)m+nω(∂0∂kΞ(m,n);x0m, x0n, Z).
Due to the simplicial identities that we outlined in the proof of proposition 2.5.5, we know that
∂0∂0 = ∂0∂1 so we can define
$mn(w1, w2) := ω(∂0∂0Ξ(m,n);w1, w2, Z)
and write the sum
(∆2∂ + ∂∆2)ω(Ξ;Z) =
∑
m<n
(−1)m+n
(
$(x1m, x
1
n) +$(x
1
m, x
1
n)−$(x0m + x1m, x0n + x1n)
)
=
∑
m<n
(−1)m+n
(
$(x1n, x
0
m)−$(x1m, x0n)
)
which is precisely −∆2(Ξ;Z).
Trying and defining the differential for the complex C(g1, φ) as
d = δ(r) + δ(1) + ∂ + ∆ + ∆2
up to signs, will still fail to verify d2 = 0, as it was stated before the proof of the latter proposition.
Inductively, studying how the (k − 1)th difference map ∆k−1 fails to commute with δ(r), one finds
a kth difference map
∆k : C
p,q
r (g1, φ) // C
p+1,q+k
r−k (g1, φ).
These maps will be defined in general as
∆kω(Ξ;Z) :=
∑
a1<...<ak
(−1)a1+...+akω(∂0Ξ(a1, ..., ak);x0a1 , ..., x0ak , Z)
for Z ∈ gr−k and Ξ . In the special case r = k, the map is essentially defined by the same formula,
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but composed with φ, so that it takes values in the right vector space. With these maps we get the
main theorems of this chapter.
Theorem 2.5.5. Thus defined, the maps ∆k verify the following set of equations for elements in
Cp,qr (g1, φ)
i) δ(r−k)∆k + ∆kδ(r) = δ(1)∆k+1 + ∆k+1δ(1) for all 1 ≤ k < r,
ii) δ∆r + ∆rδ(r) = ∆r+1δ(1) and
iii) assuming the convention that ∆0 = ∂,
k∑
i=0
∆k−i∆i = 0
for all 1 ≤ k ≤ r.
Notice that with respect to the diagonal grading, all difference maps are homogeneous of degree
+1. Then, we can use them as differentials and indeed, we have got the following.
Theorem 2.5.6. C(g1, φ) graded by
Cntot(g1, φ) =
⊕
p+q+r=n
Cp,qr (g1, φ)
together with the differential
∇ = δ(r) + (−1)qδ(1) + (−1)q+r∂ + (−1)r
∑
k
∆k
is a complex.
Remark 2.5.7. Recall that, at the beginning of the section, we set out to look for a double complex
and the non-commutativity of the squares forced us to consider the successive r-pages. As it turns
out, in sight of theorem 2.5.5 and of their grading, we can think of the difference maps as being
maps of double complexes between the p-pages. Doing so, one builds an honest double complex,
whose columns are the total complexes of the p-pages and whose horizontal differentials are the
maps of complexes induced by the difference maps. The total complex of this double complex
coincides with that of theorem 2.5.6.
2.6 2-cohomology of Lie 2-algebras
In this section, we study the cohomology of the complex from theorem 2.5.6.
Start out with an element v ∈ V = C0(g1, φ) = C0,00 (g1, φ), then its differential is given by
∇v = (δv, δ(1)v,>
0
∂v ) ∈ C1(g1, φ)
If v is a 0-cocycle, then for all y ∈ h and for all x ∈ g,
ρ00(y)v = 0 and ρ1(x)v = 0;
therefore,
H0∇(g1, φ) = V
g1 := {v ∈ V : ρ¯(x,y)(0, v) = 0, ∀(x, y) ∈ g⊕L h},
where ρ¯ is the honest representation of proposition 2.3.3.
A 1-cochain λ is a triple (λ0, λ1, v) ∈ (h∗ ⊗ V ) ⊕ (g∗ ⊗W ) ⊕ V , and its differential has six entries
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that we write using their coordinates, i.e. ∇λp,qr ∈ Cp,qr (g1, φ)
∇λ0,20 = δλ0
∇λ1,10 = −∂λ0 + δv −∆λ1 ∇λ0,11 = −δ(1)λ0 + δ′λ1
∇λ2,00 = ∂v = v ∇λ1,01 = δ(1)v − ∂λ1 = δ(1)v ∇λ0,02 = δ(1)λ1
Schematically,
δλ0
−∂λ0 + δv −∆λ1 λ0
_
OO
 //oo −δ(1)λ0 + δ′λ1
v0
xx
_
OO

''
λ1 
''
_
OO
0
xx

kk
v δ(1)v δ(1)λ1.
Here the solid arrows represent the differentials, the dashed arrow represents the difference map,
and the pointed polygons represent elements of the same degree. If λ is a 1-cocylce, then v = 0,
(λ0, λ1) ∈ Der(h, V )⊕Der(g,W ) and the following relations hold for all pairs (y, x) ∈ h× g:
φ(λ1(x)) = λ0(µ(x)),
λ1(Lyx) = ρ1(x)λ0(y)− ρ10(y)λ1(x).
The first of these relations says that
λ¯ : g⊕ h //W ⊕ V : (x, y)  // (λ1(x), λ0(y))
is a map of 2-vector spaces. The second, says that λ¯ ∈ Der(g ⊕L h,W ⊕ V ) with respect to ρ¯.
Notice that since ∇v can also be seen as ρ¯(x,y)(0, v); by analogy, we can define:
Definition 2.6.1. The space of derivations of a Lie 2-algebra g1 with respect to a 2-representation
ρ on the 2-vector V = W φ // V is defined to be
Der(g1, φ) := {(λ1, λ0) ∈ Hom2−V ect(g1,V) : (λ1, λ0) ∈ Der(g⊕L h,W ⊕ V )}.
The space of inner derivations, on the other hand, is defined to be
Inn(g1, φ) := {(λ1, λ0) ∈ Der(g1, φ) : (λ1(x), λ0(y)) = ρ¯(x,y)(0, v) for some v ∈ V }.
With these definitions, we can write
H1∇(g1, φ) = Out(g1, φ) := Der(g1, φ)/Inn(g1, φ).
A 2-cochain ~ω is a 6-tuple (ω0, α, ϕ, ω1, λ, v) where
ω0 ∈
2∧
h∗ ⊗ V
ϕ ∈ g∗1 ⊗ V α ∈ h∗ ⊗ g∗ ⊗W
v ∈ V λ ∈ g∗ ⊗W ω1 ∈
2∧
g∗ ⊗W.
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Let us compute the differential using coordinates as before. First, ∇~ω3,00 = ∂v = 0; for the other
values,
∇~ω0,30 = δω0
∇~ω1,20 = ∂ω0 + δϕ−∆α+ ∆2ω1 ∇~ω0,21 = δ(1)ω0 + δ′α
∇~ω2,10 = −∂ϕ+ δv −∆λ ∇~ω1,11 = −δ(1)ϕ+ ∂α+ δ′λ+ ∆ω1 ∇~ω0,12 = −δ(1)α+ δ(2)ω1
∇~ω2,01 = δ(1)v −*
λ
∂λ ∇~ω1,02 = *
0
∂ω1 + δ(1)λ ∇~ω0,03 = δ(1)ω1
If we assume v = 0, λ vanishes too and these equations correspond to those in the statement of
proposition 2.4.3. First, ∂ϕ(x0, x1, y) = ϕ(0, y + µ(x1)) = 0 says that ϕ does not depend on h, as
was supposed in the statement. Then, the equation ∇~ω1,11 = 0 coincides with the definition of ω1
in the statement. Finally, for the numbering of the equations in the statement of proposition 2.4.3:
• Equation i) is literally δω0 = 0.
• Equation ii) just said that ω1 was skew-symmetric, so we’ve got it already, as our ω1 is
alternating by definition.
• Equation iii) said that ω1 was a cocycle, so it follows from ∇~ω0,03 = 0.
• Equation iv) is equivalent to ∇~ω1,20 = 0 evaluated at
(
0 x
y 0
)
∈ g21.
• Equation v) is exactly ∇~ω0,21 = 0.
• Equation vi) is exactly ∇~ω0,12 = 0.
Moreover, for a pair of 2-cocycles
(~ω)k = (ωk0 , α
k, ϕk, ωk1 , λ
k, vk), k ∈ {1, 2}
with vk = 0, if they are cohomologous we recover the equations in proposition 2.4.4. Indeed, if
(~ω)2 − (~ω)1 = ∇(λ0, λ1, v),
coordinate-wise we’ve got
ω20 − ω10 = δλ0
ϕ2 − ϕ1 = −∂λ0 + δv −∆λ1 α2 − α1 = −δ(1)λ0 + δ′λ1
0 = v 0 = δ(1)v ω
2
1 − ω11 = δ(1)λ1;
thus, explicitely
(ϕ2 − ϕ1)(x) = λ0(µ(x))− φ(λ1(x))
(α2 − α1)(y;x) = −ρ1(x)λ0(y) + ρ10(y)λ1(x)− λ1(Lyx)
which coincide with the referred equations, as we claimed.
In the end, this is the theorem this theory is dedicated to.
Theorem 2.6.1. H2∇(g1, φ) classifies 2-extensions.
Chapter 3
Comomology: the Lie 2-group theory
3.1 Introduction
In this chapter, we will introduce the cohomology of Lie 2-groups. We start by looking at the
total cohomology of the double complex of the Lie 2-group to discover that it classifies certain
type of extensions. With the goal of classifying extensions in sight, we define the notion of a
representation of a Lie 2-group. We move on to study split extensions by picking a splitting
and looking for conditions for naturally defined maps to build an extension back up. We use these
“cocycle equations” to read a complex associated to the Lie 2-groups with values in a representation.
Finally, we give an interpretation for the lower dimensions of the cohomology of this complex and
verify that its second cohomology indeed classifies extensions as prescribed.
Along this section, we repeat the run-the-mill proofs that we had for Lie 2-algebras in the case
of their global counter-parts.
3.2 2-cohomology with trivial coefficients
Let G //// H be a Lie 2-group with associated crossed module G i // H . We write Gp :=
G(p) and remark that this is a Lie subgroup of Gp for each p. Consider the associated double complex
...
...
...
C(H3)
∂ //
OO
C(G3) ∂ //
OO
C(G32) //
OO
. . .
C(H2)
∂ //
δ
OO
C(G2) ∂ //
δ
OO
C(G22) //
δ
OO
. . .
C(H)
∂ //
δ
OO
C(G) ∂ //
δ
OO
C(G2) //
δ
OO
. . .
In it, columns are usual complexes of Lie group cochains, and rows are complexes of groupoid
cochains for powers of the Lie 2-group. For future reference, we write the total complex
Ωktot(G) =
⊕
p+q=k
C(Gqp),
with differential d = δ + (−1)q∂. We will refer to the double groupoid cohomology of G simply as
2-cohomology.
We give an interpretation of H2tot(G). A 2-cocycle consists of a pair of functions (F, f) ∈
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C(H2)⊕ C(G) such that:
1) δF = 0, i.e. F (h1, h2) + F (h0, h1h2) = F (h0h1, h2) + F (h0, h1) for all triples h0, h1, h2 ∈ H
2) ∂f = 0, i.e. f(γ1 1 γ2) = f(γ1)+f(γ2) for all (γ1, γ2) ∈ G2. Using the decomposition G ∼= GoH,
this is equivalent to f(g2g1, h) = f(g2, h) + f(g1, hi(g2)) for all h ∈ H and g1, g2 ∈ G.
3) ∂F + δf = 0, i.e. f(γ1) − f(γ0 1 γ1) + f(γ0) = F (t(γ0), t(γ1)) − F (s(γ0), s(γ1)) for all pairs
γ0, γ1 ∈ G. Again, using, this equation can be rewritten as
f(g1, h1)− f(gh10 g1, h0h1) + f(g0, h0) = F (h0i(g0), h1i(g1))− F (h0, h1).
Notice that, by making h0 = h1 = 1, this equation yields
f(g0g1, 1) = f(g0, 1) + f(g1, 1)− F (i(g0), i(g1)).
Also as a consequence of the second item above, replacing g2 by the identity element, we have got
that f(1, h) = 0 for every h ∈ H.
It is rather known that if δF = 0, F induces a (central) extension of H,
1 // R 1¯×I // H nF R pr1 // H // 1,
where H nF R is the semi-direct product induced by F , that is the space H ×R endowed with the
twisted product
(h0, λ0)F (h1, λ1) := (h0h1, λ0 + λ1 + F (h0, h1)).
Lemma 3.2.1. If d(F, f) = 0, then
ψf : G // H nF R : g  // (i(g),−f(g, 1))
defines a crossed module for the action g(h,λ) := gh.
Proof. First, let us verify that ψf is indeed a Lie group homomorphism.
ψf (g0)F ψf (g1) = (i(g0),−f(g0, 1))F (i(g1),−f(g1, 1))
= (i(g0)i(g1),−f(g0, 1)− f(g1, 1) + F (i(g0), i(g1)))
= (i(g0g1),−f(g0g1, 1)) = ψf (g0g1)
here ∂F = δf justifies the third equality as remarked. Now, the action thus defined is still a right
action by automorphisms
g(h0,λ0)F (h1,λ1) = g(h0h1,λ0+λ1+F (h0,h1)) = gh0h1 = (gh0)h1 ,
(g1g2)
(h,λ) = (g1g2)
h = gh1g
h
2 = g
(h,λ)
1 g
(h,λ)
2 .
Peiffer identity holds as a consequence of the independence of the variable in R as well
g
ψf (g2)
1 = g
(i(g2),−f(g2,1))
1 = g
i(g2)
1 .
As for the equivariance of ψf , on the one hand we have got
ψf (g
(h,λ)) = (i(gh),−f(gh, 1)),
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while on the other,
(h, λ)−1 F ψf (g)F (h, λ) = (h−1,−λ− F (h−1, h))F (i(g),−f(g, 1))F (h, λ)
= (h−1i(g),−λ− F (h−1, h)− f(g, 1) + F (h−1, i(g)))F (h, λ)
= (h−1i(g)h,−λ − F (h−1, h)− f(g, 1) + F (h−1, i(g)) + λ + F (h−1i(g), h))
The first entry coincides because i is the structural morphism of a crossed module, whereas using
∂F + δf = 0 evaluated on ((g, h−1), (1, h)), we get
f(1, h)− f(gh, 1) + f(g, h−1) = F (h−1i(g), h)− F (h−1, h)
−f(gh, 1) = −F (h−1, h)− f(g, h−1) + F (h−1i(g), h).
Here, the term f(1, h) vanished as a consequence of ∂f = 0, as we saw right after spelling out the
cocycle equations. Using ∂F + δf = 0 once again, though evaluating at ((1, h−1), (g, 1)) this time
around, we get
f(g, 1)− f(g, h−1) + f(1, h−1) = F (h−1, i(g))− F (h−1, 1)
−f(g, h−1) = −f(g, 1) + F (h−1, i(g));
thus proving the lemma.
As a consequence of this lemma, we see that there is an induced short exact sequence of Lie
2-groups that we write using their associated crossed modules
1 // 1

// G
ψf

Id // G
i

// 1
1 // R // H nF R pr1
// H // 1.
Lemma 3.2.2. Let (F, f), (F ′, f ′) ∈ Ω2tot(G). If there exists a φ ∈ Ω1tot(G) = C(H), such that
(F, f)− (F ′, f ′) = dφ, then the induced extensions are isomorphic.
Proof. First, recall that the object extensions are isomorphic via
α : H nF R // H nF ′ R : (h, λ)  // (h, λ+ φ(h)).
We claim that this together with the identity of G induce the isomorphism between the extensions.
Indeed, using the notation from the previous lemma
α(ψf (g)) = α(i(g),−f(g, 1))
= (i(g),−f(g, 1) + φ(i(g)))
= (i(g),−f ′(g, 1)) = ψf ′(g),
also, trivially idG(g(h,λ)) = idG(g)α(h,λ+φ(h)), thus finishing the proof.
3.3 Representations of Lie 2-groups
We turn now to defining what a representation of a Lie 2-group is. In order to do so, we are
going to suitably integrate the linear Lie 2-algebra gl(φ). At this point we would like to single
out the fact that even when considering this process for the subcategories of Lie groups and Lie
algebras, one doesn’t use the connected, nor the simply connected integration of the gl(n)’s. In
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fact, the spaces one takes are the GL(n)’s, which always have two connected components for n > 0
and which are simply connected if, and only if n = 1 (In case you are wondering, pi1(GL(2)0) = Z
and the fundamental group of the identity component is Z2 for any other n). Motivated by this we
consider an integration of gl(φ) whose space of objects is a subgroup of GL(W )×GL(V ).
3.3.1 The General Linear Lie 2-group of a 2-vector space
The General Linear Lie 2-group has already appeared in [29], we go over its construction from
a slightly different point of view and add it for completeness. We construct the crossed module
whose associated Lie 2-group will play the rôle of space of automorphisms of our given 2-vector
space W
φ // V :
GL(φ)1
∆ // GL(φ)0.
The space of objects is the space of invertible self functors
GL(φ)0 = {(F, f) ∈ GL(W )×GL(V ) : φ ◦ F = f ◦ φ}.
Notice that this is a Lie subgroup of GL(W ) × GL(V ) as claimed, since it contains the identity
(I, I) and given (F1, f1), (F2, f2) ∈ GL(φ)0,
φ ◦ (F1F2) = (φ ◦ F1)F2
= f1 ◦ φF2 = (f1f2) ◦ φ.
Now, the group of arrows is given by the set
GL(φ)1 = {A ∈ Hom(V,W ) : (I +Aφ, I + φA) ∈ GL(W )×GL(V )},
endowed with the operation
A1 A2 := A1 +A2 +A1φA2,
for which the identity element is the 0 map, and inverses are given by either
A† = −A(I + φA)−1 = −(I +Aφ)−1A.
We write † instead of −1 to avoid any possible overlap of notation with the actual inverse of a
matrix. Instead of verifying that this defines a group operation, we just point out that it is drawn
out of the diagonal embedding in GL(W ⊕ V ), thus realizing GL(φ)1 as a Lie subgroup.
The map ∆ is the projection onto the diagonal components, that is
∆A = (I +Aφ, I + φA).
This is well defined since by definition it lands in GL(W )×GL(V ), and
φ(I +Aφ) = φ+ φAφ
= (I + φA)φ.
Finally, the right action of GL(φ)0 on GL(φ)1 is given by
A(F,f) = F−1Af.
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Proposition 3.3.1. Along with this group structure and this action,
GL(φ)1
∆ // GL(φ)0
is a crossed module of Lie groups.
Proof. Again, this amounts to a routine check.
• ∆ is a Lie group homomorphism:
∆(A1 A2) = (I + (A1 A2)φ, I + φ(A1 A2))
= (I + (A1 +A2 +A1φA2)φ, I + φ(A1 +A2 +A1φA2))
= (I +A1φ+A2φ+A1φA2φ, I + φA1 + φA2 + φA1φA2)
= ((I +A1φ)(I +A2φ), (I + φA1)(I + φA2)) = ∆A1∆A2.
• GL(φ)0 acts by automorphisms:
(A1 A2)(F,f) = F−1(A1 A2)f
= F−1(A1 +A2 +A1φA2)f
= F−1A1f + F−1A2f + F−1A1φ(FF−1)A2f
= F−1A1f + F−1A2f + F−1A1fφF−1A2f = A
(F,f)
1 A(F,f)2 ,
where we pass to the last line using φF = fφ.
• The map GL(φ)0 // Aut(GL(φ)1) is a indeed a right action: A(I,I) = A, and
A(F1,f1)(F2,f2) = (F1F2)
−1A(f1f2)
= F−12 (F
−1
1 Af1)f2 = (A
(F1,f1))(F2,f2).
• ∆ is equivariant:
∆(A(F,f)) = (I +A(F,f)φ, I + φA(F,f))
= (I + F−1Afφ, I + φF−1Af)
= (F−1F + F−1AφF, f−1f + f−1φAf)
= (F−1(I +Aφ)F, f−1(I + φA)f) = (F, f)−1∆A(F, f),
where we used the obvious φF−1 = f−1φ in the third line.
• Peiffer identity:
A∆A21 = A
(I+A2φ,I+φA2)
1
= (I +A2φ)
−1A1(I + φA2),
while on the other hand
A†2 A1 A2 = A†2  (A1 +A2 +A1φA2)
= A†2 +A1 +A2 +A1φA2 +A
†
2φ(A1 +A2 +A1φA2)
= A1(I + φA2) +A
†
2φA1(I + φA2) +A2 +A
†
2(I + φA2).
Now, A†2(I + φA2) = −A2; thus,
A†2 A1 A2 = (I +A†2φ)A1(I + φA2).
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We finish the proof by showing that I +A†2φ = (I +A2φ)
−1; indeed,
(I +A†2φ)(I +A2φ) = I +A
†
2φ+A2φ+A
†
2φA2φ
= I + (A†2 +A2 +A
†
2φA2)φ
= I + (A†2(I + φA2) +A2)φ
= I + (−A2 +A2)φ = I.
In the sequel, we will adopt the notation GL(φ) for the crossed module of Proposition 3.3.1
and its associated Lie 2-group as well. We prove that this object serve as the global counterpart of
gl(φ).
Proposition 3.3.2. The Lie 2-algebra of GL(φ) is gl(φ) .
Proof. The Lie algebra of GL(φ)0 clearly is gl(φ)0, as the condition defining them is linear and
the same. For the Lie algebra of GL(φ)1, we look at it as diagonally embedded in GL(W ⊕ V ).
Then, the derivative of this embedding will give us the inclusion of the Lie algebra of GL(φ)1 in
gl(W ⊕ V ). Consider a curve T : (−ε, ε) // GL(φ)1 with T (0) = 0. Then,
d
dλ
∣∣∣∣
λ=0
(
I + T (λ)φ 0
0 I + φT (λ)
)
=
(
( ddλ
∣∣
λ=0
T (λ))φ 0
0 φ ddλ
∣∣
λ=0
T (λ)
)
.
To get the desired conclusion, we just need to point out that we can regard gl(φ)1 as a Lie subalgebra
of gl(W ⊕ V ), exactly by means of
gl(φ)1 // gl(W ⊕ V ) : A  //
(
Aφ 0
0 φA
)
;
thus, we conclude not only that gl(φ)1 is the Lie algebra of GL(φ)1, but incidentally saw that the
derivative at the identities of the crossed module map is the right one. We are left to verify that
the (second) derivative of the action is L. This actually follows from the embedding as well, since
the right action of (F, f) on T is nothing but the conjugation(
F 0
0 f
)−1(
I + Tφ 0
0 I + φT
)(
F 0
0 f
)
=
(
F−1(I + Tφ)F 0
0 f−1(I + φT )f
)
=
(
I + (F−1Tf)φ 0
0 I + φ(F−1Tf)
)
;
whereas, L(F,f)A is the bracket[(
F 0
0 f
)
,
(
Aφ 0
0 φA
)]
=
(
FAφ 0
0 fφA
)
−
(
AφF 0
0 φAf
)
=
(
(FA−Af)φ 0
0 φ(FA−Af)
)
;
thus, the result follows.
We use the strategy of the proof of the previous proposition to come up with a formula for the
the exponential of gl(φ)1 to GL(φ)1.
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Proposition 3.3.3. The exponential expGL(φ)1 : gl(φ)1 // GL(φ)1 is given by the formula
expGL(φ)1(A) = A
∞∑
n=0
(φA)n
(n+ 1)!
=
∞∑
n=0
(Aφ)n
(n+ 1)!
A.
Proof. We start by noticing that the two defining equations coincide. Indeed,
A
∞∑
n=0
(φA)n
(n+ 1)!
=
∞∑
n=0
A(φA)n
(n+ 1)!
.
We prove inductively that A(φA)n = (Aφ)nA. This is obviously true for n = 0 and n = 1, so
suppose the equation holds for k, then
A(φA)k+1 = A(φA)k(φA) = (Aφ)k(Aφ)A = (Aφ)k+1A
as desired. Then, of course,
∞∑
n=0
A(φA)n
(n+ 1)!
=
∞∑
n=0
(Aφ)n
(n+ 1)!
A.
Now, recall that gl(φ)1 and GL(φ)1 could be respectively regarded as embedded in gl(W ⊕ V ) and
GL(W ⊕ V ) by
A  //
(
Aφ 0
0 φA
)
and A  //
(
I +Aφ 0
0 I + φA
)
;
thus, for A ∈ gl(φ)1,
exp
(
Aφ 0
0 φA
)
=
(
exp(Aφ) 0
0 exp(φA)
)
=
(
I +Aφ+ (Aφ)
2
2 +
(Aφ)3
3! +
(Aφ)4
4! + ... 0
0 I + φA+ (φA)
2
2 +
(φA)3
3! +
(φA)4
4! + ...
)
=
(
I + (A+ AφA2 +
A(φA)2
3! +
A(φA)3
4! + ...)φ 0
0 I + φ(A+ AφA2 +
(Aφ)2A
3! +
(Aφ)3A
4! + ...)
)
=
(
I +A
∑∞
n=0
(φA)n
(n+1)!φ 0
0 I + φ
∑∞
n=0
(Aφ)n
(n+1)!A
)
and the result follows.
3.3.2 2-representations
Now that we have got a Lie 2-group of endomorphisms of a 2-vector space W
φ // V , we
define a representation of a Lie 2-group.
Definition 3.3.4. A representation of a Lie 2-group G = G i // H on W φ // V is a morphism
of Lie 2-groups
ρ : G // GL(φ).
We will refer again to such a map as a 2-representation. The same remarks after the definition
of a Lie 2-algebra representation apply to the case of Lie 2-groups. In particular, by morphism
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of Lie 2-groups, we mean a naïve smooth functor respecting the Lie group structures. From the
very construction and as a consequence of proposition 3.3.2, we have got the following obvious
proposition.
Proposition 3.3.5. If ρ : G // GL(φ) is Lie 2-group representation, then its derivative
g
µ

d1ρ1 // gl(φ)1
∆

h
d1ρ0
// gl(φ)0
is a Lie 2-algebra representation.
Given a 2-representation, one has got again two “commuting” honest representations on W and
on V , though this time around, they are Lie group representations of H. That is, the map at
objects
ρ0 : H // GL(φ)0 ≤ GL(W )×GL(V ),
consists of two representations ρ10 : H // GL(W ) , ρ00 : H // GL(V ) fitting in
W
φ

(ρ10)h //W
φ

V
(ρ00)h
// V,
for each h ∈ H.
Additionally, one has got the map
ρ1 : G // GL(φ)1 ⊂ Hom(V,W ),
at the level of arrows. This map is a Lie group homomorphism; hence,
ρ1(g0g1) = ρ1(g0) + ρ1(g1) + ρ1(g0)φρ1(g1),
and it also verifies the following equations for all g ∈ G:
ρ00(i(g)) = I + φρ1(g), ρ
1
0(i(g)) = I + ρ1(g)φ,
and for all h ∈ H
ρ1(g
h) = ρ10(h)
−1ρ1(g)ρ00(h).
We now build an honest representation of G ∼= GoH on W ⊕ V .
Proposition 3.3.6. Given a representation 2-representation ρ : G // GL(φ) , there is an honest
representation
ρ¯ : GoH // GL(W ⊕ V ) : (g, h)  //
(
ρ10(hi(g)) ρ
1
0(h)ρ1(g)
0 ρ00(h)
)
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Proof. Consider the product
ρ¯(g0, h0)ρ¯(g1, h1) =
(
ρ10(h0i(g0)) ρ
1
0(h0)ρ1(g0)
0 ρ00(h0)
)(
ρ10(h1i(g1)) ρ
1
0(h1)ρ1(g1)
0 ρ00(h1)
)
=
(
ρ10(h0i(g0))ρ
1
0(h1i(g1)) ρ
1
0(h0i(g0))ρ
1
0(h1)ρ1(g1) + ρ
1
0(h0)ρ1(g0)ρ
0
0(h1)
0 ρ00(h0)ρ
0
0(h1)
)
.
The bottom row will agree with the bottom row of ρ¯((g0, h0) 1 (g1, h1)) = ρ¯(gh10 g1, h0h1), because
ρ00 is a group homomorphism. The first entries coincide too, put simply, because the target is a
group homomorphism as well:
ρ10(h0h1i(g
h1
0 g1)) = ρ
1
0(h0h1h
−1
1 i(g0)h1i(g1))
= ρ10(h0i(g0))ρ
1
0(h1i(g1)).
Finally, for the remaining entries, we use the fact that ρ1 is a homomorphism, and that ρ respects
the actions:
ρ10(h0h1)ρ1(g
h1
0 g1) = ρ
1
0(h0h1)(ρ1(g
h1
0 )(I + φρ1(g1)) + ρ1(g1))
= ρ10(h0h1)ρ
1
0(h1)
−1ρ1(g0)ρ00(h1)(I + φρ1(g1)) + ρ
1
0(h0h1)ρ1(g1)
= ρ10(h0)ρ1(g0)ρ
0
0(h1) + ρ
1
0(h0)ρ1(g0)φρ
1
0(h1)ρ1(g1) + ρ
1
0(h0)ρ
1
0(h1)ρ1(g1)
= ρ10(h0)ρ1(g0)ρ
0
0(h1) + ρ
1
0(h0)(ρ1(g0)φ+ I)ρ
1
0(h1)ρ1(g1),
but ∆ ◦ ρ1 = ρ0 ◦ i, so
I + ρ1(g0)φ = ρ
1
0(i(g0)),
and the result follows.
Using this representation, we now build the semi-direct product of Lie 2-groups,
(GoH)ρ¯ n (W ⊕ V ) // // Hρ00 n V.
We specify the structure by describing the associated crossed module
Gρ10◦i nW
i×φ // Hρ00 n V,
where the right action is given by
(g, w)(h,w) = (gh, ρ10(h)
−1(w + ρ1(g)v)).
Forgetting for the time being the Lie group structure,
Gρ¯ nV ////

Hρ00 n V

G //// H
has got the structure of a VB-groupoid. Indeed, the structural maps are defined to cover those of
the Lie 2-group we started with and are defined using the representations and the very structure of
W
φ // V . Thus, there is an associated representation up to homotopy (cf. appendix 5). In fact,
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since all vector bundles are trivial, there is an obvious splitting of the core sequence
(0) // G ×W // Gρ¯ nV // G × V // (0).
given by
h : G × V // Gρ¯ nV : (g, h; v)  // h(g,h)(h, v) := (g, h; 0, v),
which verifies hu(h)(h, v) = h(1,h)(h, v) = (1, h; 0, v) = uˆ(h, v). This splitting will provide a canonical
representation up to homotopy associated to the 2-representation. Such a representation up to
homotopy is defined by
ð : H ×W // H × V : (h,w)  // tˆ(1, h;w, 0) = (h, 0)(i(1), φ(w)) = (h, ρ00(h)φ(w)),
together with the quasi-actions
∆V(g,h)(h, v) = tˆ(h(g,h)(h, v)) = tˆ(g, h; 0, v) = (h, v)(i(g), 0) = (hi(g), v)
∆W(g,h)(h,w) = h(g,h)(∂(h,w))1ˆ(1, h;w, 0)1ˆ(g
−1, hi(g); 0, 0)
= (g, h; 0, ρ00(h)φ(w))1ˆ(g
−1, hi(g); ρ10(i(g))
−1w, 0) = (1, hi(g); ρ10(i(g))
−1w, 0)
and finally,
Ω(g1,g2,h)(h, v) = (h(g2g1,h)(h, v)− h(g1,hi(g2))(∆V(g2,h)(h, v))1ˆh(g2,h)(h, v))1ˆ0(g2g1,h)−1
= ((g2g1, h; 0, v)− h(g1,hi(g2))(hi(g2), v)1ˆ(g2, h; 0, v))1ˆ0((g2g1)−1,hi(g2g1))
= ((g2g1, h; 0, v)− (g1, hi(g2); 0, v)1ˆ(g2, h; 0, v))1ˆ((g2g1)−1, hi(g2g1); 0, 0)
= ((g2g1, h; 0, v)− (g2g1, hi(g2); 0, v))1ˆ((g2g1)−1, hi(g2g1); 0, 0)
= (g2g1, h; 0, 0)1ˆ((g2g1)
−1, hi(g2g1); 0, 0) = (1, hi(g2g1); 0, 0).
Here, we used ð instead of the usual ∂, since this latter symbol will have a different meaning
in this section. Notice that since the curvature form Ω is zero, the quasi-actions define actual
representations of the Lie 2-group G on the corresponding vector bundles.
We end this section with some examples.
Example 3.3.7. Trivial representations. Of course, all of the defining equations for a 2-representation
get satisfied trivially if (ρ1, ρ0) ≡ (0, I).
Example 3.3.8. Just as in the case of Lie 2-algebras, usual Lie group representations can be
regarded as 2-representations of the unit Lie 2-group on the unit 2-vector space. Indeed, ifW = (0),
then a 2-representation is equivalent to a single representation ρ of H on V , such that ρi(g) ≡ I for
every g ∈ G. One has got an analogous situation if V = (0), in which a 2-representation reduces
to a single representation of H on W with the same vanishing property on i(G). Ultimately, any
2-representation on either of these 2-vector spaces turns out to be simply a representation ofH/i(G).
Example 3.3.9. The adjoint representation: Let g
µ // h be the Lie 2-algebra of the Lie 2-group
G
i // H , then we have
G

Ad1 // GL(µ)1

H
Ad0
// GL(µ)0,
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where (Ad0)h = ((−)h−1 , Adh−1), and (Ad1)g = de(g∧) with
g∧ : H // G : h  // g(g−1)h−1 .
3.4 Extensions of Lie 2-groups and 2-cohomology with coefficients
We look for a cohomology theory of Lie 2-groups. As a requisite, we want the second cohomology
to classify extensions. We will write down the equations defining the differentials, and the spaces
of 1-cochains and 2-cochains. Eventually, we make sense of them understanding them as part of a
larger complex as it was the case in the Lie 2-algebra case.
We start this section by proving that the notion of 2-representations defined in the previous section
is the correct one in the sense that it is the kind of action induced in an abstract (split) extension.
Definition 3.4.1. An extension of the Lie 2-group G i // H by the 2-vector space W
φ // V
is a Lie 2-group E1
 // E0 that fits in
1 //W
φ

j1 // E1


pi1 // G
i

// 1
1 // V
j0
// E0 pi0
// H // 1,
where the top and bottom rows are short exact sequences and the squares are maps of Lie 2-groups.
Proposition 3.4.2. Given a split Lie 2-group extension of G i // H by a 2-vector space W
φ // V ,
1 //W
φ

j1 // E1


pi1
// G
i

//
σ1tt
1
1 // V
j0 // E0 pi0
// H //
σ1tt
1,
and a smooth splitting σ, there is an induced 2-representation ρσ : G // GL(φ) given by
ρ00(h)v = σ0(h)vσ0(h)
−1 ρ10(h)w = w
σ0(h)−1
ρ1(g)v = σ1(g)
vσ1(g)
−1,
for h ∈ H, v ∈ V , w ∈W and g ∈ G.
In order to write the proof in an easier manner, we introduce the following notation. What
follows will also serve us to get at the right space of 2-cocycles. Consider a 2-extension as the
one from the proposition and use the splitting to establish diffeomorphisms H × V ∼= E0 and
G×W ∼= E1, given by
(z, a)  // aσk(z)
for k = 0 and k = 1 respectively. Their inverses are
e  // (pik(e), eσk(pik(e))
−1).
Upgrading these diffeomorphisms to Lie group isomorphisms, we get
(h0, v0)(h1, v1) ∼ v0σ0(h0)v1σ0(h1)
∼ (pi0(v0σ0(h0)v1σ0(h1)), v0σ0(h0)v1σ0(h1)σ0(pi0(v0σ0(h0)v1σ0(h1)))−1).
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Here, ∼ stands for the corresponding images under the above isomorphisms. Evaluating,
pi0(v0σ0(h0)v1σ0(h1)) = pi0(v0)pi0(σ0(h0))pi0(v1)pi0(σ0(h1))
= h0h1,
and
v0σ0(h0)v1σ0(h1)σ0(h0h1)
−1 = v0σ0(h0)v1σ0(h0)−1σ0(h0)σ0(h1)σ0(h0h1)−1;
thus, the multiplication gets defined by
(h0, v0)(h1, v1) := (h0h1, v0 + ρ
0
0(h0)v1 + ω(h0, h1)).
Here, ω0(h0, h1) is shorthand for σ0(h0)σ0(h1)σ0(h0h1)−1, ρ00 is defined as in the previous proposi-
tion, and we replace the product notation by sum notation since each factor lies in V . This is nothing
but the usual twisted semi-direct productHρ00n
ω0V from the theory of Lie group extensions. Hence,
if one supposes conversely that the product was defined using an abstract ω0 ∈ C(H2, V ), one is
bound to rediscover that in order for such product to be associative, ω0 needs to be a 2-cocycle for
the Lie group cohomology of H with values in ρ00. The general formula for the differential of the
complex of Lie group cochains with values in a representation is an instance of the differential of
groupoid cochains with values in a representation that we laid down in chapter 1.
Analogously, one finds out that there is an isomorphism of Lie groups E1 ∼= Gρ10◦i nω1 W , with
ω1(g0, g1) = σ1(g0)σ1(g1)σ1(g0g1)
−1. In contrast with the case of Lie 2-algebras, this time around
we will not be able to waive the necessity for ω1 using the rest of the structure of crossed module.
We now turn to the homomorphism . Consider
(wσ1(g)) = φ(w)(σ1(g)),
we use the inverse isomorphism to define the crossed module map. Since pi is a crossed module
map,
pi0(φ(w)(σ1(g))) = 
pi0(φ(w))pi0((σ1(g))))
= i(pi1(σ1(g))) = i(g);
thus, the crossed module map is
(g, w)  // (i(x), φ(w) + ϕ(g)),
where ϕ(g) := (σ1(g))σ0(i(g))−1. We repeat this argument one last time to get the action,
(wσ1(g))
vσ0(h) = wvσ0(h)σ1(g)
vσ0(h)
= wσ0(h)σ1(g)
vσ0(h).
Since pi is a crossed module map,
pi1
(
wσ0(h)σ1(g)
vσ0(h)
)
= pi1
(
wσ0(h)
)
pi1
(
σ1(g)
vσ0(h)
)
= pi1(w)
pi0(σ0(h))pi1(σ1(g))
pi0(v)pi0(σ0(h)) = gh,
and
wσ0(h)σ1(g)
vσ0(h)σ1(g
h)−1 = (wσ1(g)v)σ0(h)σ1(gh)−1
=
(
wσ1(g)
vσ1(g)
−1)σ0(h)σ1(g)σ0(h)σ1(gh)−1;
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thus, the action is given by the equation
(g, w)(h,v) := (gh, ρ10(h)
−1(w + ρ1(g)v) + α(h; g))
where α(h; g) := σ1(g)σ0(h)σ1
(
gh
)−1.
Proof. (of Proposition 3.4.2) We make the computations necessary to prove that ρσ is a 2-representation.
• Well-defined: We use the exactness of the sequences to see that the maps land where they are
supposed to.
pi0
(
σ0(h)vσ0(h)
−1) = pi0(σ0(h))pi0(v)pi0(σ0(h)−1) = h1h−1 = 1 =⇒ ρ00(h)v ∈ V,
pi1
(
wσ0(h)
−1)
= pi1(w)
pi0
(
σ0(h)−1
)
= 1h
−1
= 1 =⇒ ρ10(h)w ∈W,
pi1
(
σ1(g)
vσ1(g)
−1) = pi1(σ1(g))pi1(v)pi1(σ1(g)−1) = g1g−1 = 1 =⇒ ρ1(g)v ∈W.
Further, thus defined, ρ00(h) ◦ φ = φ ◦ ρ10(h) for each h ∈ H. Indeed,
ρ00(h)(φ(w)) = σ0(h)φ(w)σ0(h)
−1 = σ0(h)(w)σ0(h)−1
= 
(
wσ0(h)
−1)
= φ(ρ10(h)w);
in these equations, we used that  ◦ j1 = j0 ◦ φ, that wσ0(y) ∈W and the equivariance for the
crossed module map . This proves that for all h ∈ H, ρ0(h) := (ρ00(y), ρ10(y)) ∈ GL(φ)0, as
desired.
Finally, the components of ρ, when evaluated, are all smooth and
ρ00(h)(v1 + v2) = σ0(h)(v1v2)σ0(h)
−1 = σ0(h)v1σ0(h)−1 + σ0(h)v2σ0(h)−1
ρ10(h)(w1 + w2) = (w1w2)
σ0(h)−1 = w
σ0(h)−1
1 + w
σ0(h)−1
2
ρ1(g)(v1 + v2) = σ1(g)
v1v2σ1(g)
−1 = (σ1(g)v1)v2σ1(g)−1
= (σ1(g)
v1σ1(g)
−1)v2σ1(g)v2σ1(g)−1 = ρ1(g)(v1) + ρ1(v2);
thus proving they are linear. It is probably helpful to point out that in these equations we
regard V and W as being subgroups of E0 and E1 respectively; therefore, we can interchange
the additive notation with the multiplicative notation. As a second consequence, the crossed
module action when restricted to W is the action of the 2-vector space regarded as a Lie
2-group, which is always trivial.
• ρ00 is a Lie group homomorphism: Let h1, h2 ∈ H and v ∈ V , then
ρ00(h1)ρ
0
0(h2)v = σ0(h1)(ρ
0
0(h2)v)σ0(h1)
−1
= σ0(h1)σ0(h2)vσ0(h2)
−1σ0(h1)−1
= σ0(h1)σ0(h2)σ0(h1h2)
−1σ0(h1h2)vσ0(h1h2)−1σ0(h1h2)σ0(h2)−1σ0(h1)−1
= ω0(h1, h2)(ρ
0
0(h1h2)v)ω0(h1, h2)
−1.
Since both ω0(h1, h2), ρ00(h1h2)v ∈ V and conjugation in a vector space is trivial, we get the
desired result.
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• ρ10 is a Lie group homomorphism: Let h1, h2 ∈ H and w ∈W , then
ρ10(h1)ρ
1
0(h2)w = (ρ
1
0(h2)w)
σ0(h1)−1
= wσ0(h2)
−1σ0(h1)−1
=
(
wσ0(h1h2)
−1)σ0(h1h2)σ0(h2)−1σ0(h1)−1
= (ρ10(h1h2)w)
ω0(h1,h2)−1 .
This time around, ω0(h1, h2) ∈ V and ρ10(h1h2)w ∈ W ; hence, as pointed out before, the
action is trivial and we get the desired equation.
• ρ1 is a Lie group homomorphism: Let g1, g2 ∈ G and v ∈ V , then
ρ1(g1) ρ1(g2)v = (ρ1(g1) + ρ1(g2) + ρ1(g1)φρ1(g2))v
= σ1(g1)
vσ1(g1)
−1σ1(g2)vσ1(g2)−1ρ1(g1)(σ1(g2)vσ1(g2)−1)
= σ1(g1)
vσ1(g1)
−1σ1(g2)vσ1(g2)−1σ1(g1)
(
σ1(g2)vσ1(g2)−1
)
σ1(g1)
−1.
Using Peiffer equation, we get
σ1(g1)

(
σ1(g2)vσ1(g2)−1
)
=
(
σ1(g2)
vσ1(g2)
−1)−1σ1(g1)(σ1(g2)vσ1(g2)−1);
thus yielding,
ρ1(g1) ρ1(g2)v = σ1(g1)vσ1(g1)−1σ1(g1)σ1(g2)vσ1(g2)−1σ1(g1)−1
= σ1(g1)
vσ1(g2)
vσ1(g2)
−1σ1(g1)−1
= σ1(g1)
vσ1(g2)
v
(
σ1(g1g2)
v
)−1
σ1(g1g2)
vσ1(g1g2)σ1(g1g2)
−1σ1(g2)−1σ1(g1)−1
= (ω1(g1, g2))
v(ρ1(g1g2)v)ω1(g1, g2).
Applying the remarks above, given that each factor lies in W , both the action and the con-
jugation are trivial, implying the desired equality.
• ρ0 ◦ i = ∆◦ρ1: This equation breaks into two components, one in GL(V ) and one in GL(W );
namely,
ρ00(i(g)) = I + φ ◦ ρ1(g) and ρ10(i(g)) = I + ρ1(g) ◦ φ
for each g ∈ G. These relations hold as,
(I + φρ1(g))v = v + φ
(
σ1(g)
vσ1(g)
−1)
= v
(
σ1(g)
v
)

(
σ1(g)
−1)
= vv−1(σ1(g))v(σ1(g))−1
= (σ1(g))v(σ1(g))
−1
= (σ1(g))σ0(i(g))
−1σ0(i(g))vσ0(i(g))−1σ0(i(g))(σ1(g))−1
= ϕ(g)(ρ
0
0(i(g))v)
ϕ(g)−1 = ρ00(i(g))v,
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and
(I + ρ1(g)φ)w = w + σ1(g)
φ(w)σ1(g)
−1
= wσ1(g)
(w)σ1(g)
−1
= ww−1σ1(g)wσ1(g)−1
= w
(
σ1(g)−1
)
=
(
wσ0(i(g))
−1)σ0(i(g))(σ1(g))−1
= (ρ10(i(g))w)
ϕ(g)−1 = ρ10(i(g))w,
where the last line of each sequence of equalities follows from ϕ(g) ∈ V .
• ρ1 respects the actions: Let g ∈ G, h ∈ H and v ∈ V , then
ρ1(g)
ρ0(h)v = ρ10(h)
−1ρ1(g)ρ00(h)v
= ρ10(h)
−1ρ1(g)
(
σ0(h)vσ0(h)
−1)
= ρ10(h)
−1(σ1(g)σ0(h)vσ0(h)−1σ1(g)−1)
=
(
σ1(g)
σ0(h)vσ0(h)−1σ1(g)
−1)σ0(h)
= σ1(g)
σ0(h)v
(
σ1(g)
−1)σ0(h)
=
(
σ1(g)
σ0(h)σ1(g
h)−1
)v
σ1
(
gh
)v(
σ1(g)
σ0(h)
)−1
= α(h; g)vσ1
(
gh
)v
σ1(g
h)−1σ1
(
gh
)(
σ1(g)
σ0(h)
)−1
= α(h; g)v
(
ρ1(g
h)v
)
α(h; g)−1 = ρ1
(
gh
)
v,
where the last equality is again due the fact that each factor lies in W .
Starting out with a split extension of a Lie 2-group by a 2-vector space and a given splitting,
we spelled out the whole structure in terms of the induced 2-representation of Proposition 3.4.2,
together with the maps ω0, ω1, ϕ and α. Again, in case such splitting can be taken to be a crossed
module map, the maps ω0, ω1, ϕ and α will all vanish and we recover the semi-direct product
structure defined above. The next proposition explores the converse to this discussion; namely,
what equations should these maps satisfy in order for the structure defined by these formulae to be
a 2-extension.
Proposition 3.4.3. Let ρ be a 2-representation of G i // H on W
φ // V . Given a 4-tuple
(ω0, ω1, α, ϕ) ∈ C(H2, V )⊕ C(G2,W )⊕ C(H ×G,W )⊕ C(G,V ), it defines a 2-extension
1 //W
φ

  // Gρ10◦i n
ω1 W


pr1 // G
i

// 1
1 // V 
 // Hρ00 n
ω0 V pr1
// H // 1,
with
(g, w) = (i(g), φ(w) + ϕ(g)),
(g, w)(h,v) = (gh, ρ10(h)
−1(w + ρ1(g)v) + α(h; g))
if, and only if the following equations are satisfied
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i) δω0 = 0. Explicitly, for all triples h0, h1, h2 ∈ H,
ρ00(h0)ω0(h1, h2)− ω(h0h1, h2) + ω(h0, h1h2)− ω(h0, h1) = 0.
ii) δω1 = 0. Explicitly, for all triples g0, g1, g2 ∈ G,
ρ10(i(g0))ω1(g1, g2)− ω(g0g1, g2) + ω(g0, g1g2)− ω(g0, g1) = 0.
iii) φ(ω1(g1, g2))− ω0(i(g1), i(g2)) = ρ00(i(g1))ϕ(g2)− ϕ(g1g2) + ϕ(g1)
iv) ρ10(h1h2)
−1ρ1(g)ω0(h1, h2) = ρ10(h2)−1α(h1; g)− α(h1h2; g) + α(h2; gh1)
v) ϕ(gh)− ρ00(h−1)ϕ(g) + φ(α(h; g)) = ρ00(h−1)ω0(i(g), h) + ω0(h−1, i(g)h)− ω0(h−1, h)
vi) ρ10(i(g2))
−1ρ1(g1)ϕ(g2) + α(i(g2); g1) = ρ10(i(g2))−1ω1(g1, g2) + ω1(g
−1
2 , g1g2)− ω1(g−12 , g2)
vii) ρ10(h)
−1ω1(g1, g2)− ω1(gh1 , gh2 ) = ρ10(i(gh1 ))α(h; g2)− α(h; g1g2) + α(h; g1)
There is nothing to these equations. We will make the computations necessary to prove that a
4-tuple (ω0, ω1, α, ϕ) subject to the equations in the statement defines a 2-extension.
Proof. First, the usual theory of Lie group extensions, tells us that items i) and ii) say that ω0 and
ω1 are 2-cocycles with values in the representation ρ00 and ρ10 ◦ i respectively. As such, these first
two equations say that Hρ00 n
ω0 V and Gρ10◦i n
ω1 W are Lie groups, specifically that each of their
product rules is associative. The other equations in the statement have the following meaning
iii) says  is a Lie group homomorphism:
((g1, w1) 1ω1 (g2, w2)) = (g1g2, w1 + ρ
1
0(i(g1))w2 + ω1(g1, g2))
= (i(g1g2), φ(w1 + ρ
1
0(i(g1))w2 + ω1(g1, g2)) + ϕ(g1g2)),
and
(g1, w1)(g2, w2) = (i(g1), φ(w1) + ϕ(g1))(i(g2), φ(w2) + ϕ(g2))
= (i(g1)i(g2), φ(w1) + ϕ(g1) + ρ
0
0(i(g1))(φ(w2) + ϕ(g2)) + ω0(i(g1), i(g2))).
Since i is a Lie group homomorphism, φ is linear and φ ◦ ρ00 = ρ10 ◦ φ, the expressions above
are equal if, and only if the equation in item iii) is satisfied.
iv) says that the formula for (g, w)(h,v) defines a right action:
(g, w)(h1,v1)(h2,v2) = (g, w)(h1h2,v1+ρ
0
0(h1)v2+ω0(h1,h2))
= (gh1h2 , ρ10(h1h2)
−1(w + ρ1(g)(v1 + ρ00(h1)v2 + ω0(h1, h2))) + α(h1h2; g)),
and(
(g, w)(h1,v1)
)(h2,v2) = (gh1 , ρ10(h1)−1(w + ρ1(v1)) + α(h1; g))(h2,v2)
=
((
gh1
)h2 , ρ10(h2)−1(ρ10(h1)−1(w + ρ1(g)v1) + α(h1; g) + ρ1(gh1)v2)+ α(h2; gh1)).
Since gh is a right action, ρ10 is a representation, and ρ is a map of crossed modules, the
expressions above are equal if, and only if the equation in item iv) is satisfied.
v) says  is equivariant.

(
(g, w)(h,v)
)
= 
(
gh, ρ10(h)
−1(w + ρ1(g)v) + α(h; g)
)
=
(
i(gh), φ(ρ10(h)
−1(w + ρ1(g)v) + α(h; g)) + ϕ(gh)
)
,
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and
(h, v)−1(g, w)(h, v)
= (h−1,−ρ00(h−1)v − ω0(h−1, h))(i(g), φ(w) + ϕ(g))(h, v)
= (h−1,−ω0(h−1, h)− ρ00(h−1)v)(i(g)h, φ(w) + ϕ(g) + ρ00(i(g))v + ω0(i(g), h))
=
(
h−1i(g)h, ρ00(h
−1)
(
φ(w)− v + ϕ(g) + ρ00(i(g))v + ω0(i(g), h)
)
+ ω0(h
−1, h) + ω0(h−1, i(g)h)
)
.
Since i is equivariant, φ ◦ ρ00 = ρ10 ◦ φ, and ρ00(i(g)) = I + φρ1(g), the expressions above are
equal if, and only if the equation in item v) is satisfied.
vi) says that the Peiffer equation is satisfied.
(g1, w1)
(g2,w2) = (g1, w1)
(i(g2),φ(w2)+ϕ(g2))
=
(
g
i(g2)
1 , ρ
1
0(i(g2))
−1(w1 + ρ1(g1)(φ(w2) + ϕ(g2)))+ α(i(g2); g1)),
and
(g2, w2)
−1
1ω1 (g1, w1) 1ω1 (g2, w2)
=
(
g−12 ,−ρ10(i(g−12 ))w2 − ω1(g−12 , g2)
)
1ω1
(
g1g2, w1 + ρ
1
0(i(g1))w2 + ω1(g1, g2)
)
=
(
g−12 g1g2, ρ
1
0(i(g
−1
2 ))
(
w1 − w2 + ρ10(i(g1))w2 + ω1(g1, g2)
)− ω1(g−12 , g2) + ω1(g−12 , g1g2)).
Because of the Peiffer equation and of the relation ρ10(i(g)) = I + ρ1(g)φ, the expressions
above are equal if, and only if the equation in item vi) is satisfied.
vii) says that the formula for (g, w)(h,v) defines an action by automorphisms.
((g1, w1) 1ω1 (g2, w2))
(h,v)
=
(
g1g2, w1 + ρ
1
0(i(g1))w2 + ω1(g1, g2)
)(h,v)
=
(
(g1g2)
h, ρ10(h)
−1(w1 + ρ10(i(g1))w2 + ω1(g1, g2) + ρ1(g1g2)v)+ α(h; g1g2)),
and
(g1, w1)
(h,v)
1ω1 (g2, w2)
(h,v)
=
(
gh1 , ρ
1
0(h)
−1(w1 + ρ1(g1)v) + α(h; g1)
)
1ω1
(
gh2 , ρ
1
0(h)
−1(w2 + ρ1(g2)v) + α(h; g2)
)
=
(
gh1g
h
2 , ρ
1
0(h)
−1(w1 + ρ1(g1)v) + α(h; g1)+
+ ρ10(i(g
h
1 ))
(
ρ10(h)
−1(w2 + ρ1(g2)v) + α(h; g2)
)
+ ω1(g
h
1 , g
h
2 )
)
.
Since the action of H on G is by Lie group automorphisms, i is equivariant, ρ1 is a Lie group
homomorphism and ρ10(i(g)) = I + ρ1(g)φ, the expressions above are equal if, and only if the
equation in item vii) is satisfied.
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Next, we analyze what happens when we have got equivalent extensions.
E1


ψ1

((
1 //W

==
((
G //

1
E0
((
ψ0

F1
f

>>
1 // V
==
((
H // 1.
F0
>>
We need to suppose that these are split extensions to apply the decomposition that we outlined
above. As in the case of Lie 2-algebras, it suffices to pick a splitting of either extension to induce
a splitting of the other one. In this manner, the induced 2-representations are the same. We use
these compatible splittings to identify both E and F with their respective semi-direct products, and
we write ψ in these coordinates
ψk(z, a) = (ψ
Gp
k (z, a), ψ
V ec
k (z, a)).
Since both ψ0 and ψ1 respect inclusions and projections, ψk(1, a) = (1, a) and ψ
Gp
k (z, a) = z.
Therefore, using the factorization (z, a) = (1, a) 1 (z, 0) and the fact that both ψk’s are group
homomorphisms,
ψk(z, a) = ψk((1, a) 1 (z, 0))
= ψk(1, a) 1 ψk(z, 0)
= (1, a) 1 (z, ψ
V ec
k (z, 0))
= (z, a+
ρk(1)(ψ
V ec
k (z, 0)) +
ωk(1, z)).
As a consequence,
ψk(z, a) = (z, a+ λk(z)),
where the maps λ0 : H // V and λ1 : G //W are defined by ψV eck (z, 0) for k = 0 and k = 1
respectively.
Proposition 3.4.4. Let ρ be a 2-representation of G i // H on W
φ // V . Given two 2-
cocycles (ω0, ω1, α, ϕ), (ω′0, ω′1, α′, ϕ′) as in the previous proposition, the induced extensions are
equivalent if, and only if there are maps λ0 ∈ C(H,V ) and λ1 ∈ C(G,W ) verifying
i) ω0 − ω′0 = δλ0. Explicitly, for all pairs h0, h1 ∈ H,
ω0(h0, h1)− ω′0(h0, h1) = ρ00(h0)λ0(h1)− λ0(h0h1) + λ0(h0)
ii) ω1 − ω′1 = δλ1. Explicitly, for all pairs g0, g1 ∈ G,
ω1(g0, g1)− ω′1(g0, g1) = ρ10(i(g0))λ1(g1)− λ1(g0g1) + λ1(g0)
iii) ϕ(g)− ϕ′(g) = φ(λ1(g))− λ0(i(g))
iv) α(h; g)− α′(h; g) = ρ10(h)−1(λ1(g) + ρ1(g)λ0(h))− λ1(gh)
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Proof. Items i) and ii) are the usual relations for two group cocycles to be cohomologous. As for
the other two, we define ψk(z, a) := (z, a+λk(z)), and we ask for ψ to be a map of crossed modules.
Thus, it has got to commute with the structural maps and respect the actions. In symbols,
Gρ10◦i n
ω1 W
ψ1 //

Gρ10◦i n
ω′1 W

Hρ00 n
ω0 V
ψ0
// Hρ00 n
ω′0 V,
and ψ1
(
(g, w)(h,v)
)
= ψ1(g, w)
ψ0(h,v). The commutativity of the square reads(
i(g), φ(w + λ1(g)) + ϕ
′(g)
)
=
(
i(g), φ(w) + ϕ(g) + λ0(i(g))
)
,
which is clearly equivalent to the equation in item iii). On the other hand,
ψ1
(
(g, w)(h,v)
)
= ψ1
(
gh, ρ10(h)
−1(w + ρ1(g)v) + α(h; g)
)
=
(
gh, ρ10(h)
−1(w + ρ1(g)v) + α(h; g) + λ1(gh)
)
,
and
ψ1(g, w)
ψ0(h,v) =
(
g, w + λ1(g)
)(h,v+λ0(h))
=
(
gh, ρ10(h)
−1(w + λ1(g) + ρ1(g)(v + λ0(h)))+ α′(h; g))
Clearly, these expressions are equal if, and only if the equation in item iv) holds, thus completing
the proof.
3.5 The complex of Lie 2-group cochains with values in a 2-representation
We want to interpret the equation of propositions 3.4.3 and 3.4.4 as the cocycle equations for
some complex. At this point, we would like to remark that that proposition 3.4.3 applied to the
representation on (0) // R for which the only surviving component is the identity is equivalent
to lemma 3.2.1. Indeed, for this particular, case the only non-trivial equations in proposition 3.4.3
are
i) δω0 = 0,
ii) −ω0(i(g1), i(g2)) = ϕ(g2)− ϕ(g1g2) + ϕ(g1) and
iii) ϕ(gh)− ϕ(g) = ω0(i(g), h) + ω0(h−1, i(g)h)− ω0(h−1, h).
Assuming the hypothesis d(F, f) = 0 and under the identifications ω0 = F and ϕ(g) = −f(g, 1),
we have got the first equation right away; the second equation is the one we singled out, evaluating
∂F + δf = 0 at (γ1, γ2), with γk = (gk, 1). Finally, the third equations is implied from this latter
equation, together with δF = 0 in the following way. Evaluating ∂F + δf = 0 at(
g 1
h−1 h
)
: f(g, h−1)− f(gh, 1) +f(1, h) = F (h−1i(g), h)− F (h−1, h),(
1 g
h−1 1
)
: 
f(1, h−1) − f(g, h−1) + f(g, 1) = F (h−1, i(g))−F (h−1, 1)
76 COMOMOLOGY: THE LIE 2-GROUP THEORY 3.5
and summing these expressions yields,
f(g, 1)− f(gh, 1) = F (h−1i(g), h)− F (h−1, h) + F (h−1, i(g)),
but δF = 0, then
F (h−1i(g), h) + F (h−1, i(g)) = F (i(g), h) + F (h−1, i(g)h). (3.5.1)
Thus, replacing the identifications for ω0 and ϕ, there appears the third equation in the list above.
Conversely, define F = ω0 and f(g, h) := −ω0(h, i(g)) − ϕ(g) and assume the equations in propo-
sition 3.4.3 hold. Naturally, the cocycle equation for F holds right away. As for the equation
∂f = 0,
f(g2g1) = −ω0(h, i(g2g1))− ϕ(g2g1)
= −ω0(h, i(g2g1))− ω0(i(g2), i(g1))− ϕ(g2)− ϕ(g1)
= −ω0(hi(g2), i(g1))− φ(g1)− ω0(h, i(g2))− φ(g2) = f(g1, hi(g2)) + f(g2, h),
where we used equation iii) in the list above to pass to the second line and the cocycle equation
δω0 = 0 to pass to the third line. Finally, for ∂F + δf = 0, we compute
−f(gh21 g2, h1h2) = ω0(h1h2, i(gh21 g2)) + ϕ(gh21 g2)
= ω0(h1h2, i(g
h2
1 g2)) + ω0(i(g
h2
1 ), i(g2)) + ϕ(g
h2
1 ) + ϕ(g2)
= ω0(h1h2i(g
h2
1 ), i(g2)) + ω0(h1h2, i(g
h2
1 ))+
+ ω0(i(g1), h2) + ω0(h
−1
2 , i(g1)h2)− ω0(h−12 , h2) + ϕ(g1) + ϕ(g2).
Here, we used again equation ii) in the list above to pass to the second line and equation iii)
together with the cocycle equation δω0 = 0 to pass to the third line. Summing this expression with
f(g2, h2) + f(g1, h1) = −ω0(h2, i(g2))− ϕ(g2)− ω0(h1, i(g1))− ϕ(g1), (3.5.2)
we get
δf
(
g1 g2
h1 h2
)
= ω0(h1i(g1)h2, i(g2)) + ω0(h1h2, i(g
h2
1 ))+
+ ω0(i(g1), h2) + ω0(h
−1
2 , i(g1)h2)− ω0(h−12 , h2)− ω0(h2, i(g2))− ω0(h1, i(g1)),
where, in writing the first term, we used the equivariance of i. Now, we are going to use the cocycle
equation δω0 = 0 successively to get the desired result. Indeed,
δω0(h1i(g1), h2, i(g2)) = ω0(h2, i(g2))− ω0(h1i(g1)h2, i(g2)) + ω0(h1i(g1), h2i(g2))− ω0(h1i(g1), h2) = 0,
δω0(h1, i(g1), h2) = ω0(i(g1), h2)− ω0(h1i(g1), h2) + ω0(h1, i(g1)h2)− ω0(h1, i(g1)) = 0,
δω0(h1h2, h
−1
2 , i(g2)h2) = ω0(h
−1
2 , i(g2)h2)− ω0(h1, i(g2)h2) + ω0(h1h2, i(gh21 )i(g2))− ω0(h1h2, h−12 ) = 0,
δω0(h1, h2, h
−1
2 ) = ω0(h2, h
−1
2 )− ω0(h1h2, h−12 )− ω0(h1, h2) = 0,
δω0(h
−1
2 , h2, h
−1
2 ) = ω0(h2, h
−1
2 )− ω0(h−12 , h2) = 0;
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therefore,
δf
(
g1 g2
h1 h2
)
= ω0(h1i(g1), h2i(g2)) +
(− ω0(h1i(g1), h2) + ω0(i(g1), h2)− ω0(h1, i(g1)))+
+
(
ω0(h
−1
2 , i(g1)h2)− ω0(h1h2, i(gh21 ))
)− ω0(h−12 , h2)
= ω0(h1i(g1), h2i(g2))− ω0(h1, i(g1)h2) + ω0(h1, i(g1)h2) + ω0(h1h2, h−12 )− ω0(h−12 , h2)
= ω0(h1i(g1), h2i(g2)) + ω0(h2, h
−1
2 )− ω0(h1, h2)− ω0(h−12 , h2) = −∂ω0
(
g1 g2
h1 h2
)
.
Of course, it is also true that restricted to this case, proposition 3.4.4 relating isomorphic extensions
in terms of their cocycles is equivalent to lemma 3.2.2. In sight of this correspondence, one would
expect the equations defining a cocycle to come from the total complex of a double complex.
However, although eventually we will be using a type of double complex, the underlying object that
we will come across first is a kind of triple complex, as it was the case for Lie 2-algebras. Again,
not all the faces of this triple complex will commute, but they will do so up to homotopy, and the
homotopies relating them will be encoded in a series of additional maps.
Suppose now that W = (0) or equivalently that the 2-representation takes values on an honest
vector space, then we get a double complex analogous to that of Section 3.2
...
...
...
C(H3, V )
∂ //
OO
C(G3, V ) ∂ //
OO
C(G32 , V ) //
OO
. . .
C(H2, V )
∂ //
δ
OO
C(G2, V ) ∂ //
δ
OO
C(G22 , V ) //
δ
OO
. . .
C(H,V )
∂ //
δ
OO
C(G, V ) ∂ //
δ
OO
C(G2, V ) //
δ
OO
. . .
V
0 //
δ
OO
V
IV //
δ
OO
V
0 //
δ
OO
. . .
(3.5.3)
From example 3.3.8, we know that a 2-representation on (0) // V amounts to a usual represen-
tation ρ of H/i(G) on V . In order to get a meaningful double complex, there needs to be induced
representations of Gp on V . The first column has a single candidate, namely, the pull-back repre-
sentation of ρ along the projection, ρ0. However, we face multiple possible choices for the other
columns. Again, we are going to fix the representation of the pth column, ρp, to be the pull-back
of ρ0 along tp : Gp // H : (g1, ..., gp, h)  // hi(gp...g1) . In so, each column is a complex of Lie
group cochains with values in ρp. It is of crucial importance that all of these representations vanish
on the ideal i(G); otherwise, the squares in the diagram above would not commute, thus failing to
be a double complex.
Remark 3.5.1. Notice that, precisely because the representation vanishes on i(G), taking the
pull-back along the initial source map, sp = tp ◦ ι, would not affect the commutativity of the
complex.
In the general case, when the 2-representation takes values on a general 2-vector space, the
squares in the diagram above cease to commute. Interestingly though, when applied to a q-tuple,
the elements of V that result of going through each of the sides of a square are isomorphic in the
2-vector space. In symbols, given a cochain ϕ ∈ C(Gq−1p−1 , V ) and a q-tuple (γ1, ..., γq) ∈ Gqp ,
δ∂ϕ(γ1, ..., γq) ∼= ∂δϕ(γ1, ..., γq) in V.
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In fact, by looking at the difference of the two ways to go around, one sees that not only are δ∂ϕ
and ∂δϕ isomorphic, but they are so in a coherent way. That is, the isomorphism joining them goes
through a second complex. For instance, for v ∈ V and (g, h) ∈ GoH ∼= G,
(∂δ − δ∂)v(g, h) = δv(h)− δv(hi(g))
= ρ00(h)v − v − (ρ00(hi(g))v − v)
= ρ00(h)(v − ρ00(i(g))v)
= ρ00(h)(v − v − φρ1(g)v) = −ρ00(h)φρ1(g)v.
Also, for (g1, g2, h) ∈ G2 ×H ∼= G2,
(∂δ − δ∂)v(g1, g2, h) = δv(g2, h)− δv(g2g1, h) + δv(g1, hi(g2))− (ρ00(hi(g2g1))v − v)
= ρ00(hi(g2))v − v − (ρ00(hi(g2g1))v − v)+
+ ρ00(hi(g2)i(g1))v − v − ρ00(hi(g2g1))v + v
= ρ00(hi(g2))(v − ρ00(i(g1))v)
= ρ00(hi(g2))(v − v − φρ1(g1)v) = −ρ00(hi(g2))φρ1(g1)v.
These computations prompt the following lemma.
Lemma 3.5.2. For v ∈ V and (g0, ..., gp, h) ∈ Gp+1 ×H ∼= Gp+1,
δ∂v(g0, ..., gp, h) = ∂δv(g0, ..., gp, h) + ρ
0
0(tp(g1, ..., gp, h))φρ1(g0)v
Proof. First, let us compute the first term on the right hand side of the equation:
∂δv(g0, ..., gp, h) = δv(g1, ..., gp, h)+
+
p−1∑
j=0
(−1)j+1δv(g0, ..., gj+1gj , ..., gp, h) + (−1)p+1δv(g0, ..., gp−1, hi(gp))
= ρ00(hi(gp...g1))v − v+
+
p−1∑
j=0
(−1)j+1(ρ00(hi(gp...g0))v − v) + (−1)p+1(ρ00(hi(gp)i(gp−1...g0))v − v).
This divides then in two cases. If p is even,
∂δv(g0, ..., gp, h) = ρ
0
0(hi(gp...g1))(v − ρ00(i(g0))v)
= ρ00(hi(gp...g1))(v − v − φρ1(g0)v) = −ρ00(hi(gp...g1))φρ1(g0)v;
otherwise,
∂δv(g0, ..., gp, h) = ρ
0
0(hi(gp...g1))v − v.
Now, the left hand side also divides in two cases. If p is even, ∂v = 0 and
δ∂v(g0, ..., gp, h) = ρ
0
0(hi(gp...g0))∂v −∂v = 0;
otherwise, ∂v = v and
δ∂v(g0, ..., gp, h) = ρ
0
0(hi(gp...g0))v − v.
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Before moving on, a couple of comments are in order. First, since ρ is a 2-representation,
ρ00 ◦ φ = φ ◦ ρ10; hence, lemma 3.5.2 indeed says that there is an isomorphism in the 2-vector space
as claimed. Secondly, we can schematize the relation in lemma 3.5.2 with the following diagram
C(Gp, V ) ∂ // C(Gp+1, V )
C(G,W )
∆
77
V
δ
OO
δ(1)
88
∂
// V,
δ
OO
where δ(1)v(g) := ρ1(g)v and ∆λ(g0, ..., gp, h) := ρ00(hi(gp...g1))φλ(g0). Notice that when p = 0, the
formula for ∆ can be read out to be the differential of the representation up to homotopy induced
by the 2-representation,
ð : H ×W // H × V : (h,w)  // (h, ρ00(h)φ(w)).
In fact, λ ∈ C(G,W ) defines a map of bundles from the Lie group bundle H × G to the vector
bundle of H ×W ,
H ×G λ¯ //
pr1

H ×W

H H
given by λ¯(h; g) := (h, λ(g)), which composed with ð yields ∆. Furthermore, for any given value of
p, ∆ coincides with the structural map of the pull-back of this 2-term complex along tp composed
with the map of bundles induced by λ.
Finally, we justify the seeming overlap in notation for the diagonal map δ(1) with the differential of
the group cochain complex of G with values in ρ10 ◦ i.
Lemma 3.5.3. Defined as above, δ(1) makes
V
δ(1) // C(G,W ) // C(G2,W ) // ...
into a complex.
Proof. The only thing one needs to prove is that, for v ∈ V , δ(1)δ(1)v = 0.
δ(1)δ(1)v(g1, g2) = ρ
1
0(i(g1))δ(1)v(g2)− δ(1)v(g1g2) + δ(1)v(g1)
= ρ10(i(g1))ρ1(g2)v − ρ1(g1g2)v + ρ1(g1)v
= (I + ρ1(g1)φ)ρ1(g2)v − ρ1(g1g2)v + ρ1(g1)v,
and ρ1 is a Lie group homomorphism with codomain GL(φ)1.
The previous discussion serves as a full description of what is needed to ensure the commutativity
of the first row of squares in the “double complex” above. Let us see what happens in the next row,
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let λ ∈ C(H,V ), then
∂δλ
(
g0 g1
h0 h1
)
= δλ(h0, h1)− δλ(h0i(g0), h1i(g1))
= ρ00(h0)λ(h1)− λ(h0h1) + λ(h0)+
− (ρ00(h0i(g0))λ(h1i(g1))− λ(h0i(g0)h1i(g1)) + λ(h0i(g0))),
and
δ∂λ
(
g0 g1
h0 h1
)
= ρ00(h0i(g0))∂λ(g1, h1)− ∂λ(gh10 g1, h0h1) + ∂λ(g0, h0)
= ρ00(h0i(g0))(λ(h1)− λ(h1i(g1)))+
− (λ(h0h1)− λ(h0h1i(gh10 g1)))+ λ(h0)− λ(h0i(g0)).
Considering their difference, we get
(δ∂ − ∂δ)λ
(
g0 g1
h0 h1
)
= ρ00(h0i(g0))λ(h1)− ρ00(h0)λ(h1)
= ρ00(h0)
(
ρ00(i(g0))λ(h1)− λ(h1)
)
= ρ00(h0)
(
λ(h1) + φρ1(g0)λ(h1)− λ(h1)
)
= ρ00(h0)φρ1(g0)λ(h1).
This hints the statement of a lemma analogous to lemma 3.5.2, which can be schematized with the
following diagram
C(G2p , V ) ∂ // C(G2p+1, V )
C(Gp ×G,W )
∆
66
C(Gp, V )
δ
OO
∂′
77
// C(Gp+1, V ),
δ
OO
where ∂′λ(γ; g) := ρ10(tp(γ))−1ρ1(g)λ(γ) and
∆α(γ0, γ1) = ∆α

g00 g01
...
...
gp0 gp1
h0 h1
 := ρ00(tp(∂0γ0)tp(∂0γ1))φ(α(∂0γ1; g00)).
In fact, with pretty much the same amount of effort, we can state a proposition whose schematization
is
C(Gq+1p , V ) ∂ // C(Gq+1p+1 , V )
C(Gqp ×G,W )
∆
77
C(Gqp , V )
δ
OO
∂′
77
∂
// C(Gqp+1, V ),
δ
OO
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where ∂′ω(γ1, ..., γq; g) := ρ10(tp(γ1)...tp(γq))−1ρ1(g)ω(γ1, ..., γq) and
∆α(~γ) := ρ00(tp(∂0γ0)...tp(∂0γq))φ
(
α(∂0δ0~γ; g00)
)
.
Here,
~γ = (γ0, ..., γq) =

g00 g01 ... g0q
g10 g11 ... g1q
...
...
...
gp0 gp1 ... gpq
h0 h1 ... hq
 ∈ Gq+1p+1 .
Understanding the vector ~γ = (γ0, ..., γq) as this latter matrix, we can use “minor” notation to
abbreviate
∂iδj~γ = ~γi,j :=

g00 ... g0j−1 g0j+1 ... g0q
...
...
...
...
gi−10 ... gi−1j−1 gi−1j+1 ... gi−1q
gi+10 ... gi+1j−1 gi+1j+1 ... gi+1q
...
...
...
...
gp0 ... gpj−1 gpj+1 ... gpq
h0 ... hj−1 hj+1 ...
...

.
The following proposition is redundant with the previous lemmas of this subsection. It specifies up
to which isomorphisms in the 2-vector space W
φ // V the diagram 3.5.3 commutes.
Proposition 3.5.1. Let ω ∈ C(Gqp , V ) and ~γ = (γ0, ..., γq) ∈ Gq+1p+1. Then
δ∂ω(~γ) = ∂δω(~γ) + φ
(
ρ10(tp(∂0γ0))ρ1(g00)ω(~γ0,0)
)
Proof. Essentially, the formula follows from the commutativity of δj and ∂k for all values of (j, k)
by taking care of the representations that appear at (0, 0).
δ∂ω(~γ) = ρ00(tp+1(γ0))δ
∗
0∂ω(~γ) +
q+1∑
j=1
(−1)jδ∗j∂ω(~γ)
= ρ00(tp+1(γ0))∂ω(δ0~γ) +
q+1∑
j=1
(−1)j∂ω(δj~γ)
= ρ00(tp+1(γ0))
p+1∑
k=0
(−1)k∂∗kω(δ0~γ) +
q+1∑
j=1
(−1)j
p+1∑
k=0
(−1)k∂∗kω(δj~γ)
=
p+1∑
k=0
(−1)kρ00(tp+1(γ0))ω(∂kδ0~γ) +
q+1∑
j=1
p+1∑
k=0
(−1)j+kω(∂kδj~γ).
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On the other hand,
∂δω(~γ) =
p+1∑
k=0
(−1)k∂∗kδω(~γ)
=
p+1∑
k=0
(−1)kδω(∂k~γ)
=
p+1∑
k=0
(−1)k
(
ρ00(tp((∂k~γ)0))δ
∗
0ω(∂k~γ) +
q+1∑
j=1
(−1)jδ∗jω(∂k~γ)
)
=
p+1∑
k=0
(−1)kρ00(tp((∂k~γ)0))ω(δ0∂k~γ) +
p+1∑
k=0
q+1∑
j=1
(−1)k+jω(δj∂k~γ).
As stated, the double sums in the above expressions will coincide thanks to lemma 1.2.12. Further-
more, for 0 < k ≤ p,
(∂k~γ)0 := ∂kγ0
= (γ00, ..., γk−2, γk−10 1 γk0, γk+10, ..., γp0)
∼ (g00, ..., gk−20, gk0gk−10, gk+10, ..., gp0, h0)
since γk−10 1 γk0 = (gk−10, h0i(gp0...gk0)) 1 (gk0, h0i(gp0...gk+10)) = (gk0gk−10, h0i(gp0...gk+10));
therefore,
tp((∂k~γ)0) = tp(h0i(gp0...gk+10(gk0gk−10)gk−20...g00)) = tp(γ0).
Analogously,
(∂p+1~γ)0 := ∂p+1γ0
= (γ00, ..., γp−10)
∼ (g00, ..., gp−10, h0i(pp0))
since γp−10 = (gp−10, h0i(gp0)); thus implying,
tp((∂p+1~γ)0) = tp((h0i(gp0))i(gp−10...g00)) = tp(γ0).
Hence, using lemma 1.2.9 and ρ00(i(g)) = I + φρ1(g),
(δ∂ − ∂δ)ω(~γ) = ρ00(tp(γ0))ω(~γ0,0)− ρ00(tp(∂0γ0))ω(~γ0,0)
= ρ00(h0i(gp0...g10))
[
ρ00(i(g00))− I
]
ω(~γ0,0)
= ρ00(h0i(gp0...g10))φρ1(g00)ω(~γ0,0) = φ
(
ρ10(tp(∂0γ0))ρ1(g00)ω(~γ0,0)
)
.
We close this discussion remarking that the equation in the statement of the latter lemma reads
δ∂ − ∂δ = ∆ ◦ ∂′.
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Pieces of the triple complex: the natural emergence
In sight of proposition 3.5.1, we have got a lattice of spaces
...
...
...
C(H3 ×G,W ) C(G3 ×G,W ) C(G32 ×G,W ) . . .
C(H2 ×G,W ) C(G2 ×G,W ) C(G22 ×G,W ) . . .
C(H ×G,W ) C(G ×G,W ) C(G2 ×G,W ) . . .
C(G,W ) C(G,W ) C(G,W ) . . .
hanging around. In fact, in the specific sense of the aforementioned proposition, diagram 3.5.3
commutes up to this lattice. Nevertheless, it should come as no surprise that this object can be
filled with maps turning it into a sort of double complex itself:
...
...
...
C(H3 ×G,W ) ∂ //
OO
C(G3 ×G,W ) ∂ //
OO
C(G32 ×G,W ) //
OO
. . .
C(H2 ×G,W ) ∂ //
δ′
OO
C(G2 ×G,W ) ∂ //
δ′
OO
C(G22 ×G,W ) //
δ′
OO
. . .
C(H ×G,W ) ∂ //
δ′
OO
C(G ×G,W ) ∂ //
δ′
OO
C(G2 ×G,W ) //
δ′
OO
. . .
C(G,W )
0 //
δ′
OO
C(G,W )
Id //
δ′
OO
C(G,W )
0 //
δ′
OO
. . .
(3.5.4)
Here, the vertical δ′ maps are differentials for the groupoid cochain complex of the (right) transfor-
mation groupoid
Gp nG //// G ,
with respect to the right representation
(g;w) · (γ; g) := (gtp(γ); ρ10(tp(γ))−1w)
on the trivial bundle G×W pr1 // G ; whereas the horizontal maps are differentials for the groupoid
cochain complex of the product groupoid
Gq nG // // Hq ×G ,
with respect to the representation
(γ1, ..., γq; g) · (h1, ..., hq; g, w) := (h1i(g1), ..., hqi(gq); g, ρ10(i(prG(γ1 1 ... 1 γq)))−1w), (3.5.5)
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where γk = (gk, hk), on the trivial bundle Hq ×G×W pr1 // Hq ×G . Notice that for q = 1, this
representation coincides with the pull-back of ∆W of the representation up to homotopy induced
by the 2-representation along the projection onto G //// H .
We wrote that diagram 3.5.4 is a sort of double complex, because in fact it does not commute either.
By studying how it fails to commute, one is bound to discover that there is yet a third “double
complex” which controls this failure in a similar fashion to that of the discussion we just laid down.
Inductively, this third lattice will fail to commute prompting a sequence of two-dimensional lattices
that will commute only up to homotopy, and that, put together, form a three-dimensional lattice.
By looking at the sum of all the differentials and carefully introducing difference maps, we will turn
this into an appropriate complex whose second cohomology controls extensions of the Lie 2-group
by 2-vector spaces.
Before moving on to formalize this latter paragraph, let us first set the horizontal representations
in stone
Lemma 3.5.4. Equation 3.5.5 defines a representation.
In order to make cleaner computations, we introduce the following auxiliary straightforward
lemma.
Lemma 3.5.5. Let γ1, ..., γq ∈ G. If γk = (gk, hk), then
γ1 1 ... 1 γq = (g
h2...hq
1 g
h3...hq
2 ...g
hq−1hq
q−2 g
hq
q−1gq, h1...hq).
Proof. By induction on q, for q = 2 the formula is nothing but the definition of the product in G.
Now, suppose the equation holds for q − 1 elements, then
γ1 1 ... 1 γq = (γ1 1 ... 1 γq−1) 1 γq
= (g
h2...hq−1
1 g
h3...hq−1
2 ...g
hq−2hq−1
q−3 g
hq−1
q−2 gq−1, h1...hq−1) 1 (gq, hq)
= ((g
h2...hq−1
1 g
h3...hq−1
2 ...g
hq−2hq−1
q−3 g
hq−1
q−2 gq−1)
hqgq, h1...hq−1hq),
and the result follows since the action of H is by automorphisms.
Proof. (of lemma 3.5.4) We defined the first coordinate of the action to coincide with the action,
and hence, to respect the moment map. Because of this, we can focus our attention on the W
coordinate.
Thus defined, the action respects units: Let γ1, ..., γq ∈ G and w ∈ W . If gk = 1 for all k, the
formula reads
ρ10(i(prG(γ1 1 ... 1 γq)))
−1w = ρ10(i(1
h2...hq1h3...hq ...1hq−1hq1hq1))−1w
= ρ10(i(1...1))
−1w = w.
As for the groupoid multiplication, let γ′1, ..., γ′q ∈ G be such that (γ′k, γk) ∈ G(2) for every k, then
γ′k = (g
′
k, hki(gk)) and
(γ′1, ..., γ
′
q; g)(γ1, ..., γq; g) :=
((g1g′1 ... gqg′q
h1 ... hq
)
; g
)
as γ′k 1 γk = (gkg
′
k, hk). The compatibility will follow then from the formula
(g1g
′
1)
h2...hq(g2g
′
2)
h3...hq ...(gq−1g′q−1)
hqgqg
′
q =
g
h2...hq
1 g
h3...hq
2 ...g
hq
q−1gq(g
′
1)
h2i(g2)...hqi(gq)(g′2)
h3i(g3)...hqi(gq)...(g′q−1)
hqi(gq)g′q.
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We proceed by induction on q. For q = 2,
(g1g
′
1)
h2g2g
′
2 = g
h2
1 (g
′
1)
h2g2g
′
2
= gh21 g2g
−1
2 (g
′
1)
h2g2g
′
2
= gh21 g2(g
′
1)
h2i(g2)g′2.
Suppose now that the equation holds for q − 1, then
q∏
k=1
(gkg
′
k)
∏q
j=k+1 hj =
(
q−1∏
k=1
(gkg
′
k)
(∏q−1
j=k+1 hj
)
hq
)
gqg
′
q
=
(
q−1∏
k=1
(gkg
′
k)
∏q−1
j=k+1 hj
)hq
gqg
′
q
(I.H.) =
(
q−1∏
k=1
g
∏q−1
j=k+1 hj
k
q−1∏
k=1
(g′k)
∏q−1
j=k+1 hji(gj)
)hq
gqg
′
q
=
(
q−1∏
k=1
g
∏q−1
j=k+1 hj
k
)hq
gqg
−1
q
(
q−1∏
k=1
(g′k)
∏q−1
j=k+1 hji(gj)
)hq
gqg
′
q
=
q∏
k=1
g
∏q
j=k+1 hj
k
(
q−1∏
k=1
(g′k)
∏q−1
j=k+1 hji(gj)
)hqi(gq)
g′q,
which is precisely what we wanted.
In order to get acquainted with the type of relations that will control the non-commutativity of
diagram 3.5.4, let us consider (∂δ′ − δ′∂)λ for λ ∈ C(G,W ). Let γ = (g, h) ∈ G and f ∈ G, then
(∂δ′ − δ′∂)λ(γ; f) = ρ10(i(g))−1δ′λ(h; f)− δ′λ(hi(g); f)
= ρ10(i(g))
−1(λ(fh)− ρ10(h)−1λ(f))− (λ(fhi(g))− ρ10(hi(g))−1λ(f))
= ρ10(i(g))
−1λ(fh)− λ(fhi(g)).
Clearly, this expression need not be zero. There is a third way to go from C(G,W ) to C(G×G,W ),
though. Indeed, since the differentials in the first page did not commute, we will need to add the
maps we laid down in the previous section: the difference maps ∆ and the differentials labeled ∂′.
Now, ∂′∆λ ∈ C(G ×G,W ) and
∂′∆λ(γ; f) = ρ10(hi(g))
−1ρ1(f)∆λ(γ)
= ρ10(hi(g))
−1ρ1(f)ρ00(h)φλ(g)
= ρ10(i(g))
−1ρ1(fh)φλ(g)
= ρ10(i(g))
−1[ρ10(i(f
h))− I]λ(g).
Unfortunately, summing this expression does not help cancelling the difference (∂δ′−δ′∂)λ; however,
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when added, they will yield a familiar expression.
(∂δ′ − δ′∂ + ∂′∆)λ(γ; f)
= ρ10(i(g))
−1λ(fh)− λ(fhi(g)) + ρ10(i(g))−1ρ10(i(fh))λ(g)− ρ10(i(g))−1λ(g)
= ρ10(i(g))
−1(ρ10(i(fh))λ(g)− λ(fhg) + λ(fh))+
+
(
ρ10(i(g))
−1λ(fhg)− λ(fhi(g)) + λ(g−1))− (ρ10(i(g))−1λ(g) + λ(g−1))
= ρ10(i(g))
−1δ(1)λ(fh, g) + δ(1)λ(g−1, fhg)− δ(1)λ(g−1, g),
where δ(1) is the differential of group cochains for G with values in ρ10 ◦ i. Thus, defining
∆ : C(G2,W ) // C(G ×G,W )
∆ω(γ; f) := ρ10(i(g))
−1ω(fh, g) + ω(g−1, fhg)− ω(g−1, g),
we get the relation
∂ ◦ δ′ − δ′ ◦ ∂ = ∆ ◦ δ(1) − ∂′ ◦∆.
Analogously, for α ∈ C(H ×G,W ), for j ∈ {0, 1} let γj = (gj , hj) ∈ G and f ∈ G, then
∂δ′α(γ0, γ1; f) = ρ10(i(g
h1
0 g1))
−1δ′α(h0, h1; f)− δ′α(h0i(g0), h1i(g1); f)
= ρ10(i(g
h1
0 g1))
−1(α(h1; fh0)− α(h0h1; f) + ρ10(h1)−1α(h0; f))+
− (α(h1i(g1); fh0i(g0))− α(h0i(g0)h1i(g1); f) + ρ10(h1i(g1))−1α(h0i(g0); f)),
and also
δ′∂α(γ0, γ1; f) = ∂α(γ1; fh0i(g0))− ∂α(γ0 1 γ1; f) + ρ10(h1i(g1))−1∂α(γ0; f)
= ρ10(i(g1))
−1α(h1; fh0i(g0))− α(h1i(g1); fh0i(g0))+
− (ρ10(i(gh10 g1))−1α(h0h1; f)− α(h0h1i(g0g1); f))+
+ ρ10(h1i(g1))
−1(ρ10(i(g0))−1α(h0; f)− α(h0i(g0); f));
thus taking their difference yields
(∂δ′ − δ′∂)α(γ0, γ1; f) = ρ10(i(g1))−1
[
ρ10(i(g
h1
0 ))
−1α(h1; fh0)− α(h1; fh0i(g0))
]
.
On the other hand,
∂′∆α(γ0, γ1; f) = ρ10(h0i(g0)h1i(g1))
−1ρ1(f)∆α(γ0, α1)
= ρ10(h0i(g0)h1i(g1))
−1ρ1(f)ρ00(h0h1)φα(h1; g0)
= ρ10(i(g
h1
0 g1))
−1ρ1(fh0h1)φα(h1; g0)
= ρ10(i(g
h1
0 g1))
−1[ρ10(i(f
h0h1))− I]α(h1; g0).
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Adding these expressions will make another difference map emerge:
(∂δ′ − δ′∂ + ∂′∆)α(γ0, γ1; f)
= ρ10(i(g1))
−1[ρ10(i(gh10 ))−1α(h1; fh0)− α(h1; fh0i(g0))]+ ρ10(i(gh10 g1))−1[ρ10(i(fh0h1))− I]α(h1; g0)
= ρ10(i(g1))
−1
[
ρ10(i(g
h1
0 ))
−1(ρ10(i(fh0h1))α(h1; g0)− α(h1; fh0g0) + α(h1; fh0))+
+ ρ10(i(g
h1
0 ))
−1α(h1; fh0g0)− α(h1; fh0i(g0)) + α(h1; g−10 ) + ρ10(i(gh10 ))−1α(h1; g0)− α(h1; g−10 )
]
= ρ10(i(g1))
−1
[
ρ10(i(g
h1
0 ))
−1δ(1)α(h1; fh0 , g0) + δ(1)α(h1; g−10 , f
h0g0)− δ(1)α(h1; g−10 , g0)
]
,
where this time around δ(1) is the differential of groupoid cochains for the bundle of Lie groups
H ×G //// H with values on the trivial vector bundle H ×W // H endowed with the left
action
(h; g) · (h;w) := (h; ρ10(i(gh))w).
Thus, if we define
∆ : C(H ×G2,W ) // C(G2 ×G,W )
∆ω(γ0, γ1; f) := ρ
1
0(i(g1))
−1
[
ρ10(i(g
h1
0 ))
−1ω(h1; fh0 , g0) + ω(h1; g−10 , f
h0g0)− ω(h1; g−10 , g0)
]
,
we get the relation
∂ ◦ δ′ − δ′ ◦ ∂ = ∆ ◦ δ(1) − ∂′ ◦∆
again. Vastly generalizing, we get the upcoming proposition, which formalizes the following schema-
tization
◦ C(Gq+1p ×G,W )
∂
((
◦
C(Gq+1p+1 , V ) ∂
′
// C(Gq+1p+1 ×G,W ) ◦
◦ C(Gqp ×G,W )
δ(1) //
∂ ))
∆
hh
δ′
OO
C(Gqp ×G2,W )
∆
hh
◦ C(Gqp+1 ×G,W )
δ′
OO
◦
Proposition 3.5.2. Let
∆ : C(Gqp ×G2,W ) // C(Gq+1p+1 ×G,W )
be defined by the formula
∆ω(~γ; f) := ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1
[
ρ10(i(g
h01...h0q
00 ))
−1ω(~γ0,0; fh00 , g00)+
+ ω(~γ0,0; g
−1
00 , f
h00g00)− ω(~γ0,0; g−100 , g00)
]
,
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for f ∈ G and ~γ = (γ0, ..., γq) ∈ Gq+1p+1, where
γb =
γ0b...
γpb
 =
g0b h0b... ...
gpb hpb
 ∼

g0b
...
gpb
hb
 .
Then
∂ ◦ δ′ − δ′ ◦ ∂ = ∆ ◦ δ(1) − ∂′ ◦∆,
where δ(1) is the differential of groupoid cochains for the bundle of Lie groups Gqp ×G //// Gqp with
values on the trivial vector bundle Gqp ×W // Gqp endowed with the left action
(γ1, ..., γq; f) · (γ1, ..., γq;w) := (γ1, ..., γq; ρ10(i(f tp(γ1)...tp(γq)))w).
Proof. First of all, let us point out that under the identification Gp+1 ∼= Gp+1 ×H referred in the
statement, γab = (gab, hab) =
(
gab, hbi
(∏p−a−1
k=0 g(p−k)b
))
. Now, let ω ∈ C(Gqp ×G,W ) and (~γ; f) as
in the statement. Let us introduce the shorthand
ρq+1(~γ0) := ρ
1
0(i(prG(γ00 1 ... 1 γ0q)))
−1
for the representation of the qth row. We compute the left hand side of the equation of the statement.
On the one hand
∂δ′ω(~γ; f) = ρq+1(~γ0)δ′ω(∂0~γ; f) +
p+1∑
j=1
(−1)jδ′ω(∂j~γ; f)
= ρq+1(~γ0)
(
ω(δ0∂0~γ; f
tp(∂0γ0)) +
q∑
k=1
(−1)kω(δk∂0~γ; f) + (−1)q+1ρ10(tp(∂0γq))−1ω(δq+1∂0~γ; f)
)
+
+
p+1∑
j=1
(−1)j
(
ω(δ0∂j~γ; f
tp(∂jγ0)) +
q∑
k=1
(−1)kω(δk∂j~γ; f) + (−1)q+1ρ10(tp(∂jγq))−1ω(δq+1∂j~γ; f)
)
,
whereas on the other
δ′∂ω(~γ; f) = ∂ω(δ0~γ; f tp+1(γ0)) +
q∑
k=1
(−1)k∂ω(δk~γ; f) + (−1)q+1ρ10(tp+1(γq))−1ω(δq+1~γ; f)
= ρq((δ0~γ)0)ω(∂0δ0~γ; f
tp+1(γ0)) +
p+1∑
j=1
(−1)jω(∂jδ0~γ; f tp+1(γ0))+
+
q∑
k=1
(−1)k
(
ρq((δk~γ)0)ω(∂0δk~γ; f) +
p+1∑
j=1
(−1)jω(∂jδk~γ; f)
)
+
+ (−1)q+1ρ10(tp+1(γq))−1
(
ρq((δq+1~γ)0)ω(∂0δq+1~γ; f) +
p+1∑
j=1
(−1)jω(∂jδq+1~γ; f)
)
.
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We claim that their difference is
(∂δ′ − δ′∂)ω(~γ; f) = ρq+1(~γ0)ω(δ0∂0~γ; f tp(∂0γ0))− ρq((δ0~γ)0)ω(∂0δ0~γ; f tp+1(γ0)).
This will follow first and foremost from the commutativity of all simplicial maps δk∂j = ∂jδk, and
from the following identities:
• ρq+1(~γ0) = ρq((δk~γ)0) for 1 ≤ k ≤ q. Indeed, for the ranging values of k,
(δk~γ)0 = (γ00, ..., γ0(k−1) 1 γ0k, ..., γ0q);
therefore,
ρq((δk~γ)0) = ρ
1
0(i(prG(γ00 1 ... 1 (γ0(k−1) 1 γ0k) 1 ... 1 γ0q)))
−1 = ρq+1(~γ0).
• ρq+1(~γ0)ρ10(tp(∂0γq))−1 = ρ10(tp+1(γq))−1ρq((δq+1~γ)0). Indeed, from lemma 3.5.5, we know
that
ρq+1(~γ0) = ρ
1
0(i(g
h01...h0q
00 g
h02...h0q
01 ...g
h0q−1h0q
0q−2 g
h0q
0q−1g0q))
−1.
Now, by the very definition tp(∂0γq) = t(γ1q) = s(γ0q) = h0q; thus,
ρq+1(~γ0)ρ
1
0(tp(∂0γq))
−1 = ρ10(i(g
h01...h0q
00 g
h02...h0q
01 ...g
h0q−1h0q
0q−2 g
h0q
0q−1g0q))
−1ρ10(h0q)
−1
= ρ10(h0qi
(
(g
h01...h0q−1
00 g
h02...h0q−1
01 ...g
h0q−1
0q−2 g0q−1)
h0q
)
i(g0q))
−1
= ρ10(i
(
g
h01...h0q−1
00 g
h02...h0q−1
01 ...g
h0q−1
0q−2 g0q−1
)
h0qi(g0q))
−1
= ρ10(h0qi(g0q))
−1ρ10(i(g
h01...h0q−1
00 g
h02...h0q−1
01 ...g
h0q−1
0q−2 g0q−1))
−1
= ρ10(t(γ0q))
−1ρq((δq+1~γ)0) = ρ10(tp+1(γq))
−1ρq((δq+1~γ)0).
• As we have already seen, tp(∂jγb) = tp+1(γb) for 1 ≤ j ≤ q + 1.
Using lemma 3.5.5 again, it is easy to see that
ρq+1(~γ0) = ρ
1
0(i(g
h01...h0q
00 g
h02...h0q
01 ...g
h0q−1h0q
0q−2 g
h0q
0q−1g0q))
−1
= ρ10(i(g
h02...h0q
01 ...g
h0q−1h0q
0q−2 g
h0q
0q−1g0q))
−1ρ10(i(g
h01...h0q
00 ))
−1 = ρq((δ0~γ)0)ρ10(i(g
h01...h0q
00 ))
−1;
hence, we can rewrite the difference as
(∂δ′ − δ′∂)ω(~γ; f) = ρq((δ0~γ)0)
[
ρ10(i(g
h01...h0q
00 ))
−1ω(~γ0,0; fh00)− ω(~γ0,0; fh00i(g00))
]
.
We proceed to compute the second term on the right hand side of the equation in the statement,
∂′∆ω(~γ; f) = ρ10(tp+1(γ0)...tp+1(γq))
−1ρ1(f)∆ω(~γ)
= ρ10(tp+1(γ0)...tp+1(γq))
−1ρ1(f)ρ00(tp(∂0γ0)...tp(∂0γq))φ(ω(~γ0,0; g00))
= ρ10(t(γ00)...t(γ0q))
−1ρ1(f)ρ00(t(γ10)...t(γ1q))φ(ω(~γ0,0; g00))
= ρ10(t(γ00 1 ... 1 γ0q))
−1ρ1(f)ρ00(s(γ00)...s(γ0q))φ(ω(~γ0,0; g00))
= ρ10(h00...h0qi(prG(γ00 1 ... 1 γ0q)))
−1ρ1(f)ρ00(h00...h0q)φ(ω(~γ0,0; g00))
= ρ10(i(prG(γ00 1 ... 1 γ0q)))
−1ρ1(fh00...h0q)φ(ω(~γ0,0; g00))
= ρq+1(~γ0)[ρ
1
0(i(f
h00...h0q))− I]ω(~γ0,0; g00).
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Using the factorization for ρq+1(~γ0) and summing, we get
(∂δ′ − δ′∂ + ∂′∆)ω(~γ; f)
= ρq((δ0~γ)0)
[
ρ10(i(g
h01...h0q
00 ))
−1(ω(~γ0,0; fh00) + [ρ10(i(fh00...h0q))− I]ω(~γ0,0; g00))− ω(~γ0,0; fh00i(g00))]
= ρq((δ0~γ)0)
[
ρ10(i(g
h01...h0q
00 ))
−1(ρ10(i(fh00...h0q))ω(~γ0,0; g00)− ω(~γ0,0; fh00g00) + ω(~γ0,0; fh00))+
+ ρ10(i(g
h01...h0q
00 ))
−1ω(~γ0,0; fh00g00)− ω(~γ0,0; fh00i(g00)) + ω(~γ0,0; g−100 )+
+ ρ10(i(g
h01...h0q
00 ))
−1ω(~γ0,0; g00)− ω(~γ0,0; g−100 )
]
= ρq((δ0~γ)0)
[
ρ10(i(g
h01...h0q
00 ))
−1δ(1)ω(~γ0,0; fh00 , g00) + δ(1)ω(~γ0,0; g−100 , f
h00g00)− δ(1)ω(~γ0,0; g−100 , g00)
]
= ∆δ(1)ω(~γ; f).
As announced, we regard this latter proposition as saying that the commutativity of diagram
3.5.4 is controlled by elements in a third lattice
...
...
...
C(H3 ×G2,W ) C(G3 ×G2,W ) C(G32 ×G2,W ) . . .
C(H2 ×G2,W ) C(G2 ×G2,W ) C(G22 ×G2,W ) . . .
C(H ×G2,W ) C(G ×G2,W ) C(G2 ×G2,W ) . . .
C(G2,W ) C(G2,W ) C(G2,W ) . . .
that can too be filled with maps turning it into a non-commuting double complex. Inductively, we
will be able to encode its commutativity in further pages filled with appropriate groupoid cochain
complexes in rows and columns. This process will end up leaving a three dimensional lattice of
spaces
Cp,qr (G, φ) := C(Gqp ×Gr,W ),
where, we use the convention G0 = H and for r = 0, the coefficients take values on V . We will devote
the rest of this section to spelling out how to endow this lattice with the structure of a complex
whose second cohomology classifies the extensions of the Lie 2-group by the 2-vector space.
Pieces of the triple complex: p-pages
In this subsubsection, we spell out one of the main pieces that form the referred triple complex,
the constant p-pages.
We start by outlining some general facts about actions of Lie groups and representations. Let H
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and G be Lie groups, and let H act on the right on G. Now, consider the following array
H nG ////

H

G //// ∗,
where the top groupoid is a bundle of Lie groups and the left groupoid is the (right) action groupoid
for the action of H on G that we write
|s|(h; g) = gh.
We claim that this arrangement is actually a double Lie group. A word of warning though, given
that the notation coincide, the reader might be inclined to believe that there is a Lie 2-group
somewhere in this diagram, but there is none. In this particular case, the action of H on G is not
even asked to be by automorphisms, nor is any crossed module appearing. Now, since each of the
sides of the square above is clearly a Lie groupoid, we will prove the claim by showing that the
horizontal structural maps are indeed groupoid morphisms. First of all, the square commutes as all
compositions land in ∗. We verify that s = t respects units and compositions,
s(1; g) = 1 and s((h1; g) 1 (h2; gh1)) = s(h1h2; g)
= h1h2 = s(h1; g)s(h2; g
h1).
As for the unit map,
|s|(u(h)) = |s|(h; 1) |t|(u(h)) = |t|(h; 1)
= 1h = 1 = u(∗), = 1 = u(∗),
and it is also compatible with units and multiplication:
u(1) = (1; 1) and u(h1h2) = (h1h2; 1)
= (h1; 1) 1 (h2; 1
h1) = u(h1) 1 u(h2).
Finally, (H n G)s ×t (H n G) ∼= H × G2 and H nG2 //// G2 is the action groupoid for the
diagonal action. We verify that the multiplication is a Lie groupoid homomorphism:
|s|(m(h; g1, g2)) = |s|(h; g1g2)
= (g1g2)
h
= gh1g
h
2 = m(|s|2(h; g1, g2)).
and
|t|(m(h; g1, g2)) = |t|(h; g1g2)
= g1g2 = m(|t|2(h; g1, g2)).
Furthermore, the multiplication is also compatible with units and multiplication:
m(1; g1, g2) = (1; g1g2),
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and
((h1; g1) 1 (h2; g
h1
1 )) 1 ((h1; g2) 1 (h2; g
h1
2 ))
= (h1h2; g1) 1 (h1h2; g2)
= m(h1h2; g1, g2)
= (h1h2; g1g2)
= (h1; g1g2) 1 (h2; (g1g2)
h1)
= m(h1; g1, g2) 1m(h2; g
h1
1 , g
h1
2 )
= ((h1; g1) 1 (h1; g2)) 1 ((h2; g
h1
1 ) 1 (h2; g
h1
2 )).
At this point, we remark that for a vector space W , the previous verification obviously works too
for the action by conjugation of GL(W ) on itself. To be consistent with the convention above, we
would need to consider the right action of GL(W ) on GL(W ); either way, we conclude that
GL(W )nGL(W ) ////

GL(W )

GL(W ) //// ∗
is a double Lie groupoid.
Lemma 3.5.6. Let H nG // GL(W )nGL(W ) : (h; g)  // (ρH(h), ρG(g)) be a map of dou-
ble Lie groups. Then
...
...
...
C(H3,W )
δ′ //
OO
C(H3 ×G,W ) δ′ //
OO
C(H3 ×G2,W ) //
OO
. . .
C(H2,W )
δ′ //
δ
OO
C(H2 ×G,W ) δ′ //
δ
OO
C(H2 ×G2,W ) //
δ
OO
. . .
C(H,W )
δ′ //
δ
OO
C(H ×G,W ) δ′ //
δ
OO
C(H ×G2,W ) //
δ
OO
. . .
W
δ′ //
δ
OO
C(G,W )
δ′ //
δ
OO
C(G2,W ) //
δ
OO
. . .
where the rows and the columns are respectively the complexes of Lie groupoid cochains for the Lie
group bundles
Hq ×G //// Hq
on Hq ×W // Hq and for the (right) transformation groupoids
H nGr //// Gr
on Gr ×W // Gr is a double complex.
Proof. We start by pointing out that if the given map is a map of double Lie groups, its restriction
to the bottom and right groupoids give respectively representations ρG and ρH of G and H on W .
Thus, the first row and first column are indeed complexes. In order to get the representations of the
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other rows and columns, we are going to pull-back these Lie group representations along the groupoid
homomorphisms |s|q and tr. Specifically, we define the representation ρqG of Hq ×G //// Hq on
Hq ×W // Hq by
ρqG(h1, ..., hq; g) := |s|∗qρG(h1, ..., hq; g) = ρG(gh1...hq),
where indeed (sH)∗qW = Hq×W . Analogously, we define the representation ρrH of H nGr //// Gr
on Gr ×W // Gr by
ρrH(h; g1, ..., gr) := (ιH ◦ tr)∗ρH(h; g1, ..., gr) = ρH(h)−1,
and this time round, t∗rW = Gr×W . This, of course, is a right representation and, accordingly the
complex appearing in each column is a complex of groupoid cochains with values in one of these.
In the sequel, we write (~g)h := (gh1 , ..., ghr ) for h ∈ H and ~g ∈ Gr.
Having clarified what the representations are, we show that the spaces of cochains are the right
ones. On the one hand,
(Hq ×G)(r) = {(~h1, g1; ...;~hr, gr) ∈ (Hq ×G)r : s(~hj , gj) = ~hj = ~hj+1 = t(~hj+1, gj+1)};
therefore, (Hq × G)(r) ∼= Hq × Gr and the diffeomorphism will obviously be given by assigning
(~h, g1; ...;~h, gr)
 // (~h; g1, ..., gr) . Since the representation is taken on a vector bundle which is
trivial, its pull-back along the final target map will be trivial as well, and its sections will coincide
with smooth functions to W , i.e. Cr(Hq ×G,Hq ×W ) = C(Hq ×Gr,W ). On the other hand,
(H nGr)(q) = {(h1, ~g1; ...;hq, ~gr) ∈ (H ×Gr)q : |s|(hj , ~gj) = ~ghjj = ~gj+1 = |t|(hj+1, ~gj+1)};
therefore, (H n Gr)(q) ∼= Hq × Gr and this time around the diffeomorphism will be given by the
assignment (h1, ~g;h2, (~g)h1 ; ...;hq, (~g)h1...hq−1)  // (h1, ..., hq;~g) . Since, again, the representation
is taken on a vector bundle which is trivial, the pull-back along the initial source is trivial as well,
and its sections will coincide with smooth functions to W and, in so, with the space of r-cochains
that we reviewed in the previous paragraph, i.e. Cq(H nGr, Gr ×W ) = C(Hq ×Gr,W ).
We will use the diffeomorphisms of the latter discussion to write formulas for the face maps of the
simplicial structure: For ~h = (h0, ..., hq) ∈ Hq+1 and ~g = (g0, ..., gr) ∈ Gr+1, since
δj(~h) =

(h1, ..., hq) if j = 0
(h0, ..., hj−2, hj−1hj , hj+1..., hq) if 0 < j ≤ q
(h0, ..., hq−1) if j = q + 1
and
δ′k(~g) =

(g1, ..., gr) if k = 0
(g0, ..., gk−2, gk−1gk, gk+1, ..., gr) if 0 < k ≤ r
(g0, ..., gr−1) if k = r + 1,
δj(~h;~g) =
{
(δ0~h; (~g)
h0) if j = 0
(δj~h;~g) otherwise
and
δ′k(~h;~g) = (~h; δ′k~g).
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The only thing left to prove is the statement itself, that the generic square
C(Hq+1 ×Gr,W ) δ′ // C(Hq+1 ×Gr+1,W )
C(Hq ×Gr,W ) δ′ //
δ
OO
C(Hq ×Gr+1,W )
δ
OO
(3.5.6)
commutes. Indeed, let ω ∈ C(Hq ×Gr,W ) and ~h and ~g as above. Then,
δ′δω(~h;~g) = ρq+1G (~h; g0)δω(~h; δ
′
0~g) +
r+1∑
k=1
(−1)kδω(~h; δ′k~g),
while
δδ′ω(~h;~g) = δ′ω(δ0~h; (~g)h0) +
q∑
j=1
(−1)jδ′ω(δj~h;~g) + (−1)q+1ρr+1H (hq;~g)δ′ω(δq+1~h;~g).
We expand further to make evident the common terms:
δ′δω(~h;~g) = ρq+1G (~h; g0)
[
ω(δ0~h; (δ
′
0~g)
h0) +
q∑
j=1
(−1)jω(δj~h; δ′0~g) + (−1)q+1ρrH(hq; δ′0~g)ω(δq+1~h; δ′0~g)
]
+
+
r+1∑
k=1
(−1)k
[
ω(δ0~h; (δ
′
k~g)
h0) +
q∑
j=1
(−1)jω(δj~h; δ′k~g) + (−1)q+1ρrH(hq; δ′k~g)ω(δq+1~h; δ′k~g)
]
and
δδ′ω(~h;~g) = ρqG(δ0~h; g
h0
0 )ω(δ0
~h; δ′0(~g)
h0) +
r+1∑
k=1
(−1)kω(δ0~h; δ′k(~g)h0)+
+
q∑
j=1
(−1)j
[
ρqG(δj
~h; g0)ω(δj~h; δ
′
0~g) +
r+1∑
k=1
(−1)kω(δj~h; δ′k~g)
]
+
+ (−1)q+1ρr+1H (hq;~g)
[
ρqG(δq+1
~h; g0)ω(δq+1~h; δ
′
0~g) +
r+1∑
k=1
(−1)kω(δq+1~h; δ′k~g)
]
.
The desired equality follows now by noticing the following identities. First, we obviously have that
(δ′k~g)
h0 = δ′k(~g)
h0 .
Then, since for every (h;~g) ∈ H ×Gr,
ρrH(hq; δ
′
k~g) = ρH(hq)
−1 = ρr+1H (hq;~g).
Further, since for every (h1, ..., hq; g) ∈ Hq ×G,
ρq+1G (
~h; g0) = ρG(g
h0...hq
0 ) = ρG((g
h0
0 )
h1...hq) = ρqG(δ0
~h; gh00 ).
Also, for all values 0 < j ≤ q
ρq+1G (
~h; g0) = ρG(g
h0...hq
0 ) = ρG(g
h0...(hj−1hj)...hq
0 ) = ρ
q
G(δj
~h; g0).
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Finally, as ρH × ρG is a double Lie group map
ρG(|s|(h; g)) = |s|(ρH(h), ρG(g))
ρG(g
h) = ρH(h)
−1ρG(g)ρH(h);
thereby implying,
ρq+1G (
~h; g0) = ρG(g
h0...hq
0 )
= ρG((g
h0...hq−1
0 )
hq) = ρH(hq)
−1ρG(g
h0...hq−1
0 )ρH(hq),
ρq+1G (
~h; g0)ρ
r
H(hq; δ
′
0~g) = ρ
r+1
H (hq;~g)ρ
q
G(δq+1
~h; g0)
and the commutativity of the square 3.5.6.
With this latter lemma at hand, we go back to treating the p-pages of the triple complex of Lie
2-group G = G i // H with values in a 2-representation ρ on the 2-vector space W φ // V . For
any given p, Gp acts on the right on G, by pulling back the action of H along the “final target” map
tp, that is
gγ := gtp(γ),
for g ∈ G and γ ∈ Gp. We prove that the representations
ρG(g) := ρ
1
0(i(g))
ρGp(γ) := ρ
1
0(tp(γ))
verify the hypothesis of the lemma. First of all, of course these are indeed representations as they
are the pull-back of the representation ρ10 along the homomorphisms i and tp respectively. Thus,
after carefully looking at the compatibility with the whole structure, one realizes the only thing left
to prove is that the vertical source maps are respected, or what is the same, that the equation
ρG(|s|(γ; g)) = |s|(ρGp(γ), ρG(g))
holds. However, this follows easily as a consequence of the equations defining the crossed module
structure,
ρG(|s|(γ; g)) = ρ10(i(gtp(γ)))
= ρ10(tp(γ)
−1i(g)tp(γ))
= ρ10(tp(γ))
−1ρ10(i(g))ρ
1
0(tp(γ)) = ρGp(γ)
−1ρG(g)ρGp(γ).
As a matter of fact, the p-pages of the triple complex will coincide with the ones that we get out of
this lemma, with the caveat that the first column takes values in V instead of W.
Lemma 3.5.7. Let γ1, ..., γq ∈ Gp and g ∈ G and ω ∈ C(Gqp , V ). Set
∂′ω(γ1, ..., γq; g) = ρ10(tp(γ1)...tp(γq))
−1ρ1(g)ω(γ1, ..., γq),
then the first term of the qth row of the p-page of the triple complex can be replaced by
C(Gqp , V ) ∂
′
// C(Gqp ×G,W ) δ
′
// C(Gqp ×G2,W ) // ...
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still yielding a complex.
Proof. Clearly, the only thing to prove is that, for ω ∈ C(Gqp , V ), δ′∂′ω = 0.
δ′∂′ω(γ1, ..., γq; g0, g1)
= ρqG(γ1, ..., γq; g0)∂
′ω(γ1, ..., γq; g1)− ∂′ω(γ1, ..., γq; g0g1) + ∂′ω(γ1, ..., γq; g0)
= ρ10(i(g
tp(γ1)...tp(γq)
0 ))ρ
1
0(tp(γ1)...tp(γq))
−1ρ1(g1)ω(γ1, ..., γq)+
− ρ10(tp(γ1)...tp(γq))−1ρ1(g0g1)ω(γ1, ..., γq) + ρ10(tp(γ1)...tp(γq))−1ρ1(g0)ω(γ1, ..., γq)
= ρ10(tp(γ1)...tp(γq))
−1
(
ρ10(i(g0))ρ1(g1)ω(γ1, ..., γq)− ρ1(g0g1)ω(γ1, ..., γq) + ρ1(g0)ω(γ1, ..., γq)
)
,
and the result follows from the relation ρ10(i(g0)) = I+ρ1(g0)◦φ and the fact that ρ1 is a Lie group
homomorphism landing in GL(φ)1.
We now combine these latter two lemmas to get the sought after p-pages of the triple complex.
Proposition 3.5.3. For each p,
...
...
...
C(G3p , V ) ∂
′
//
OO
C(G3p ×G,W ) δ
′
//
OO
C(G3p ×G2,W ) //
OO
. . .
C(G2p , V ) ∂
′
//
δ
OO
C(G2p ×G,W ) δ
′
//
δ
OO
C(G2p ×G2,W ) //
δ
OO
. . .
C(Gp, V ) ∂
′
//
δ
OO
C(Gp ×G,W ) δ
′
//
δ
OO
C(Gp ×G2,W ) //
δ
OO
. . .
V
δ(1) //
δ
OO
C(G,W )
δ′ //
δ
OO
C(G2,W ) //
δ
OO
. . .
is a double complex.
Proof. Due to lemmas 3.5.3 and 3.5.7, each row is a complex, and clearly so is each column.
Disregarding the first column of squares, lemma 3.5.6 says that we have got a double complex.
Now, in order to finish the proof, one needs to check that the generic square
C(Gq+1p , V ) ∂
′
// C(Gq+1p ×G,W )
C(Gqp , V ) ∂
′
//
δ
OO
C(Gqp ×G,W )
δ
OO
in the first column commutes. First, for q = 0, let γ ∈ Gp, g ∈ G and v ∈ V ,
∂′δv(γ; g) = ρ10(tp(γ))
−1ρ1(g)δv(γ)
= ρ10(tp(γ))
−1ρ1(g)(ρ00(tp(γ))v − v),
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whereas
δδ(1)v(γ; g) = δ(1)v(g
tp(γ))− ρ1Gp(γ; g)δ(1)v(g)
= ρ1(g
tp(γ))v − ρ10(tp(γ))−1ρ1(g)v
= ρ10(tp(γ))
−1ρ1(g)(ρ00(tp(γ))v − v).
As for the other values of q, let ~γ = (γ0, ..., γq) ∈ Gq+1p , then
∂′δω(~γ; g) = ρ10(tp(γ0)...tp(γq))
−1ρ1(g)δω(~γ)
= ρ10(tp(γ0)...tp(γq))
−1ρ1(g)
(
ρ00(tp(γ0))ω(δ0~γ) +
q+1∑
j=1
(−1)jω(δj~γ)
)
,
and
δ∂′ω(~γ; g) = ∂′ω(δ0~γ; gtp(γ0)) +
q∑
j=1
(−1)j∂′ω(δj~γ; g) + (−1)q+1ρ1Gp(γq; g)∂′ω(δq+1~γ; g)
= ρ10(tp(γ1)...tp(γq))
−1ρ1(gtp(γ0))ω(δ0~γ)+
+
q∑
j=1
(−1)jρ10(tp(γq)...tp(γj−1γj)...tp(γq))−1ρ1(g)ω(δj~γ)+
+ (−1)q+1ρ10(tp(γq))−1ρ10(tp(γ0)...tp(γq−1))−1ρ1(g)ω(δq+1~γ)
= ρ10(tp(γ0)...tp(γq))
−1ρ1(g)
(
ρ00(tp(γ0))ω(δ0~γ) +
q+1∑
j=1
(−1)jω(δj~γ)
)
.
In the course of this section, we stuck to the convention that δ and δ′ were respectively the
vertical and the horizontal differential. In the sequel we will part from this, and assume a convention
closer to the one in the triple complex of Lie 2-algebra cochains. Specifically, the differentials in
the r-direction, that played the part of horizontal differentials in this section, will be written δ(1)
instead.
Pieces of the triple complex: p-complexes and difference maps
We start by spelling out the differentials in the p-direction. The generic complex
C(Hq ×Gr,W ) ∂ // C(Gq ×Gr,W ) ∂ // C(Gq2 ×Gr,W ) // . . . (3.5.7)
is the groupoid cochain complex of the product groupoid
Gq nGr //// Hq ×Gr ,
with respect to the representation
(γ1, ..., γq; ~f) · (h1, ..., hq; ~f, w) := (h1i(g1), ..., hqi(gq); ~f, ρ10(i(prG(γ1 1 ... 1 γq)))−1w), (3.5.8)
where γk = (gk, hk) ∈ G and ~f ∈ Gr, on the trivial bundle Hq ×G×W pr1 // Hq ×G . This is
essentially the same representation that we had on the rows of the page 3.5.4; therefore, it is a
pull-back of ∆W of the representation up to homotopy induced by the 2-representation along the
projection onto Gq //// Hq composed with the multiplication. This differential fits conveniently
as the q-pages turn into honest double complexes.
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Proposition 3.5.4. With the differentials described and for constant q, C(Gqp ×Gr,W ) is a double
complex.
Proof. Let rows and columns be respectively defined by making r and p constant. Then rows are
defined to be complexes of Lie groupoid cochains, and, by lemma 3.5.7, the columns are complexes
as well. It is left to see that the differentials commute. We will use the identification
γb =
γ0b...
γpb
 =
g0b h0b... ...
gpb hpb
 (3.5.9)
for ~γ = (γ1, ..., γq) ∈ Gqp+1. Now, let ω ∈ C(Gqp , V ) and f ∈ G, then
∂∂′ω(~γ; f) = ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1∂′ω(∂0~γ; f) +
p+1∑
j=1
(−1)j∂′ω(∂j~γ; f)
= ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1ρ10(tp(∂0γ1)...tp(∂0γq))
−1ρ1(f)ω(∂0~γ)+
+
p+1∑
j=1
(−1)jρ10(tp(∂jγ1)...tp(∂jγq))−1ρ1(f)ω(∂j~γ)
= ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1ρ10(s(γ01)...s(γ0q))
−1ρ1(f)ω(∂0~γ)+
+
p+1∑
j=1
(−1)jρ10(t(γ01)...t(γ0q))−1ρ1(f)ω(∂j~γ)
= ρ10(s(γ01 1 ... 1 γ0q)i(prG(γ01 1 ... 1 γ0q)))
−1ρ1(f)ω(∂0~γ)+
+
p+1∑
j=1
(−1)jρ10(t(γ01)...t(γ0q))−1ρ1(f)ω(∂j~γ)
= ρ10(t(γ01)...tp(γ0q))
−1ρ1(f)
p+1∑
j=0
(−1)jω(∂j~γ)
= ρ10(tp+1(γ1)...tp+1(γq))
−1ρ1(f)∂ω(~γ) = ∂′∂ω(~γ; f).
On the other hand, for ω ∈ C(Gqp ×Gr, V ) and ~f = (f0, ..., fr) ∈ Gr+1,
δ(1)∂ω(~γ; ~f) = ρ
1
0(i(f
tp+1(γ0)...tp+1(γq)
0 ))∂ω(~γ; δ0
~f) +
r+1∑
k=1
(−1)k∂ω(~γ; δk ~f)
= ρ10(i(f
tp+1(γ0)...tp+1(γq)
0 ))
(
ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1ω(∂0~γ; δ0 ~f) +
p+1∑
j=1
(−1)jω(∂j~γ; δ0 ~f)
)
+
+
r+1∑
k=1
(−1)k
(
ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1ω(∂0~γ; δk ~f) +
p+1∑
j=1
(−1)jω(∂j~γ; δk ~f)
)
.
Now, given that
ρ10(i(f
tp+1(γ0)...tp+1(γq)
0 )) = ρ
1
0(i(f
t(γ00)...t(γ0q)
0 ))
= ρ10(i(f
t(γ00 1... 1γ0q)
0 ))
= ρ10(i(f
h00...h0qi(prG(γ00 1... 1γ0q))
0 ))
= ρ10(i(prG(γ00 1 ... 1 γ0q)))
−1ρ10(i(f
h00...h0q
0 ))ρ
1
0(i(prG(γ00 1 ... 1 γ0q)));
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we can group the terms
δ(1)∂ω(~γ; ~f) = ρ
1
0(i(prG(γ01 1 ... 1 γ0q)))
−1
(
ρ10(i(f
h00...h0q
0 ))ω(∂0~γ; δ0
~f) +
r+1∑
k=1
(−1)kω(∂0~γ; δk ~f)
)
+
p+1∑
j=1
(−1)j
(
ρ10(i(f
tp+1(γ0)...tp+1(γq)
0 ))ω(∂j~γ; δ0
~f) +
r+1∑
k=1
(−1)kω(∂j~γ; δk ~f)
)
.
Since tp(∂0γb) = t(γ1b) = s(γ0b) = h0b and tp(∂jγb) = t(γ0b) = tp+1(γb) for any other j,
δ(1)∂ω(~γ; ~f) = ρ
1
0(i(prG(γ01 1 ... 1 γ0q)))
−1δ(1)ω(∂0~γ; ~f) +
p+1∑
j=1
(−1)jδ(1)ω(∂j~γ; ~f) = ∂δ(1)ω(~γ; ~f)
thus yielding the desired equality and the proposition.
Now that we have got the differential in the p-direction, we have the grid that forms the triple
complex. Recall that we claimed that the (r + 1)th page appeared in attempting to understand
the non-commutativity of the rth page. The upcoming propositions are the formalization of this
comment. We will be using the following notation: For an element ~f = (f1, ..., fr) ∈ Gr and integers
1 ≤ a < b ≤ r, define
~f[a,b] := (fa, fa+1, ..., fb−1, fb) and ~f[a,b) := (fa, fa+1, ..., fb−2, fb−1).
With this shorthand, we define for 1 ≤ n ≤ r
∆n : G ×Gr // Gr
at the level of spaces. If γ = (g, h)T ∈ G and ~f = (f1, ..., fr) ∈ Gr,
∆n(γ; ~f) :=
((
~f[1,n)
)hi(g)
, g−1,
(
~f[n,r)
)h)
and we are ready to state and prove the following result.
Proposition 3.5.5. For r > 1,
(−1)r(δ∂ − ∂δ) = ∆ ◦ δ(1) − δ(1) ◦∆,
where
∆ : C(Gr+1,W ) // C(G ×Gr,W )
is defined for ~f ∈ Gr and γ = (g, h)T ∈ G by the formula
∆ω(γ; ~f) = ρ10(i(g))
−1ω((~f)h, g) +
r∑
n=1
(−1)r−n[ω(∆n(γ; ~f), fhr g)− ω(∆n(γ; ~f), g)].
Proof. We start by computing the left hand side of the equation. Let ω ∈ C(Gr,W ) and recall that
∂ω is defined to be zero. On the other hand,
∂δω(γ; ~f) = ρ10(i(g))
−1δω(h; ~f)− δω(hi(g); ~f)
= ρ10(i(g))
−1(ω((~f)h)− ρ10(h)−1ω(~f))− (ω((~f)hi(g))− ρ10(hi(g))−1ω(~f))
= ρ10(i(g))
−1ω((~f)h)− ω((~f)hi(g)).
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Now, for the left hand side we consider
∆δ(1)ω(γ; ~f) = ρ
1
0(i(g))
−1δ(1)ω((~f)h, g) +
r∑
n=1
(−1)r−n[δ(1)ω(∆n(γ; ~f), fhr g)− δ(1)ω(∆n(γ; ~f), g)]
and
δ(1)∆ω(γ; ~f) = ρ
1
0(i(f
hi(g)
1 ))∆ω(γ; δ0
~f) +
r∑
k=1
(−1)k∆ω(γ; δk ~f).
Expanding further the first term of ∆δ(1)ω,
ρ10(i(g))
−1δ(1)ω((~f)h, g) = ρ10(i(g))
−1
(
ρ10(i(f
h
1 ))ω(δ0(
~f)h, g) +
r−1∑
k=1
(−1)kω(δk(~f)h, g)+
+ (−1)rω(δr(~f)h, fhr g) + (−1)r+1ω((~f)h)
)
one realizes that all but the last two terms get cancelled by the first terms of each ∆ω(γ; δk ~f);
indeed, all of these are given by the expression
ρ10(i(f
hi(g)
1 )ρ
1
0(i(g))
−1ω((δ0 ~f)h, g) +
r∑
k=1
(−1)kρ10(i(g))−1ω((δk ~f)h, g)
and of course
(δk ~f)
h = δk(~f)
h
as well as g−1fh1 = f
hi(g)
1 g
−1. Hence, out of these terms, the following remains in the difference
ρ10(i(g))
−1
(
(−1)rω(δr(~f)h, fhr g) + (−1)r+1ω((~f)h)
)
− (−1)rρ10(i(g))−1ω((δr ~f)h, g). (3.5.10)
We proceed to consider the term n = 1 in ∆δ(1)ω,
(−1)r−1
(
δ(1)ω(∆
1(γ; ~f), fhr g)− δ(1)ω(∆1(γ; ~f), g)
)
.
Since ∆1(γ; ~f) = (g−1, (δr ~f)h), this expression is
(−1)r−1
(
ρ10(i(g))
−1ω((δr ~f)h, fhr g)− ω(g−1fh1 , δ0(δr ~f)h, fhr g) +
r−2∑
k=1
(−1)k+1ω(g−1, δk(δr ~f)h, fhr g)+
+ (−1)rω(g−1, δr−1(δr ~f)h, (fr−1fr)hg) + (−1)r+1ω(g−1, (δr ~f)h)+
− ρ10(i(g))−1ω((δr ~f)h, g) + ω(g−1fh1 , δ0(δr ~f)h, g) +
r−2∑
k=1
(−1)kω(g−1, δk(δr ~f)h, g)+
+ (−1)r−1ω(g−1, δr−1(δr ~f)h, fhr−1g) + (−1)rω(g−1, (δr ~f)h)
)
.
The leading terms (the ones that are being acted on) cancel out with two of the terms in equation
3.5.10 leaving behind (−1)r+1ρ10(i(g))−1ω((~f)h) which is the first term of what we computed for the
right hand side. The last terms of each piece will cancel with each other and the terms inside the
sum will cancel one another with the second term of each of the ∆ω(γ; δk ~f) in the sum of ∆δ(1)ω.
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Indeed, these have got the form
(−1)k+1(−1)r−2(ω(g−1, δr(δk ~f)h, fhr g)− ω(g−1, δr(δk ~f)h, g)).
Updating the difference, it reads
(−1)r+1ρ10(i(g))−1ω((~f)h) + (−1)r
(
ω(g−1fh1 , δ0(δr ~f)
h, fhr g)− ω(g−1fh1 , δ0(δr ~f)h, g)
))
+
− ω(g−1, δr−1(δr ~f)h, (fr−1fr)hg) + ω(g−1, δr−1(δr ~f)h, fhr−1g).
Inductively, the terms in the parenthesis are going to cancel out with the first terms of the next n;
indeed, consider n = 2 in ∆δ(1)ω:
(−1)r−2
(
δ(1)ω(∆
2(γ; ~f), fhr g)− δ(1)ω(∆2(γ; ~f), g)
)
= (−1)r−2
(
ρ10(i(f
hi(g)
1 ))
−1ω(g−1, (~f[2,r))h, fhr g)+
− ω(fhi(g)1 g−1, (~f[2,r))h, fhr g) + ω(fhi(g)1 , g−1fh2 , (~f[3,r))h, fhr g)+
+
r−3∑
k=1
(−1)kω(fhi(g)1 , g−1, δk(~f[2,r))h, fhr g)+
+ (−1)r−2ω(fhi(g)1 , g−1, (~f[2,r−1))h, (fr−1fr)hg) + (−1)r−1ω(fhi(g)1 , g−1, (~f[2,r))h)+
− ρ10(i(fhi(g)1 ))−1ω(g−1, (~f[2,r))h, g)+
+ ω(f
hi(g)
1 g
−1, (~f[2,r))h, g)− ω(fhi(g)1 , g−1fh2 , (~f[3,r))h, g)+
+
r−3∑
k=1
(−1)k+1ω(fhi(g)1 , g−1, δk(~f[2,r))h, g)+
+ (−1)r−1ω(fhi(g)1 , g−1, (~f[2,r−1))h, fhr−1g) + (−1)rω(fhi(g)1 , g−1, (~f[2,r))h)
)
;
hence, using the identity g−1fh = fhi(g)g−1, we see that the leading terms cancel with the terms
in the neglected ρ10(i(f
hi(g)
1 ))∆ω(γ; δ0
~f). We also see that the second pair of terms cancel with the
ones surviving from n = 1 as announced, as well as the terms in the sum cancel one another with
the third term of each of the ∆ω(γ; δk ~f) in the sum of ∆δ(1)ω. Inductively, we are left with the
terms remaining from n = r in ∆δ(1)ω, these are
(−1)r−r
(
(−1)rω((δr ~f)hi(g), g−1fhr g)− (−1)r+1ω((δr ~f)hi(g), g−1g)
)
,
and since g−1fhr g = f
hi(g)
r and ω((δr ~f)hi(g), 1) ≡ 0, the result follows.
Proposition 3.5.6. For r > 1,
(−1)r(δ∂ − ∂δ) = ∆ ◦ δ(1) − δ(1) ◦∆,
where
∆ : C(Gr+1,W ) // C(Gp+1 ×Gr,W )
is defined for ~f ∈ Gr and γ = (γ0, ..., γp)T ∈ Gp+1 with each γa identified with (ga, ha) by the formula
∆ω(γ; ~f) = ρ10(i(g1)))
−1ω((~f)h0 , g0) +
r∑
n=1
(−1)r−n(ω(∆n(γ0; ~f), fh0r g0)− ω(∆n(γ0; ~f), g0)).
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Proof. The proof of this proposition gets established as
∂δω(γ; ~f) = ρ10(i(g0))
−1δω(∂0γ; ~f) +
p+1∑
j=1
(−1)jδω(∂jγ; ~f)
= ρ10(i(g0))
−1(ω((~f)h0)− ρ10(h0)−1ω(~f))+ p+1∑
j=1
(−1)j(ω((~f)h0i(g0))− ρ10(h0i(g0))−1ω(~f));
thus, if we split in cases for p even and odd
δ∂ω(γ; ~f) =
{
ω((~f)h0i(g0))− ρ10(h0i(g0))−1ω(~f) p odd
0 otherwise,
we get that
(δ∂ − ∂δ)ω(γ; ~f) = ω((~f)h0i(g0))− ρ10(i(g0))−1ω((~f)h0),
and the rest of the previous proof applies to this case as well.
Proposition 3.5.7. For r > 1,
(−1)r(δ∂ − ∂δ) = ∆ ◦ δ(1) − δ(1) ◦∆,
where
∆ : C(Gqp ×Gr+1,W ) // C(Gq+1p+1 ×Gr,W )
is defined for ~f ∈ Gr, ~γ = (γ0, ..., γq) ∈ Gq+1p+1 with each γb = (γ0b, ..., γpb)T and each γab = (gab, hab)
by the formula
∆(~γ; ~f) = ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1
[
ρ10(i(g
h01...h0q
00 ))
−1ω(~γ0,0; (~f)h00 , g00)+
+
r∑
n=1
(−1)r−n(ω(~γ0,0; ∆n(γ00; ~f), fh00r g00)− ω(~γ0,0; ∆n(γ00; ~f), g00))].
We already proved the special case r = 1, which needed a slightly different formula for ∆; also,
the previous propositions settle the cases r > 1 and q = 0.
Proof. This statement follows from a similar argument as the ones in the previous proofs after
noticing the following. First, computing the right hand side yields
δ∂ω(~γ; ~f) = ∂ω(δ0~γ; (~f)
h00i(g00)) +
q∑
k=1
(−1)k∂ω(δk~γ; ~f) + (−1)q+1ρ10(h0qi(g0q))−1∂ω(δq+1~γ; ~f)
= ρ10(i(prG(γ01 1 ... 1 γ0q)))
−1ω(~γ0,0; (~f)h00i(g00)) +
p+1∑
j=1
(−1)jω(∂jδ0~γ; (~f)h00i(g00))+
+
q∑
k=1
(−1)k
[
ρ10(i(prG(γ00 1 ... 1 γ0q)))
−1ω(∂0δk~γ; ~f) +
p+1∑
j=1
(−1)jω(∂jδk~γ; ~f)
]
+
+ (−1)q+1ρ10(h0qi(g0q))−1
[
ρ10(i(prG(γ00 1 ... 1 γ0q−1)))
−1ω(~γ0,q; ~f) +
p+1∑
j=1
(−1)jω(∂jδq+1~γ; ~f)
]
,
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and
∂δω(~γ; ~f) = ρ10(i(prG(γ00 1 ... 1 γ0q)))
−1δω(∂0~γ; ~f) +
p+1∑
j=1
(−1)jδω(∂j~γ; ~f)
= ρ10(i(prG(γ00 1 ... 1 γ0q)))
−1
[
ω(~γ0,0; (~f)
h00) +
q∑
k=1
(−1)kω(δk∂0~γ; ~f) + (−1)q+1ρ10(h0q)−1ω(~γ0,q; ~f)
]
+
+
p+1∑
j=1
(−1)j
[
ω(δ0∂j~γ; (~f)
h00i(g00)) +
q∑
k=1
(−1)kω(δk∂j~γ; ~f) + (−1)q+1ρ10(h0qi(g0q))−1ω(δq+1∂j~γ; ~f)
]
.
Clearly, the latter line will cancel with the terms that appear to the right in the last lines of δ∂ω.
Also, since
ρ10(hi(g))
−1ρ10(i(f))
−1 = ρ10(i(f)hi(g))
−1 = ρ10(hi(f
h)i(g)))−1 = ρ10(i(f
hg))−1ρ10(h)
−1,
replacing f by prG(γ00 1 ... 1 γ0q−1) = g
h01...h0q−1
00 g
h02...h0q−1
01 ...g
h0q−1
0q−2 g0q−1, the only surviving terms
when subtracting are
(δ∂ − ∂δ)ω(~γ; ~f) = ρ10(i(prG(γ01 1 ... 1 γ0q)))−1
(
ω(~γ0,0; (~f)
h00i(g00))− ρ10(i(gh01...h0q−100 ))−1ω(~γ0,0; (~f)h00)
)
.
The rest of the proof follows using the same argument of the proofs of the previous two propositions.
Attempting to define a complex structure for the indexing by “counter-diagonal planes”
Cktot(G, φ) :=
⊕
p+q+r=k
Cp,qr (G, φ) (3.5.11)
using the differentials we have got so far, one runs into the same issue as in the case of Lie 2-algebras,
i.e. d2 = 0 fails to hold. Specifically, if one lets ω ∈ Cp,qr (G, φ) and assumes d = ∂ + δ(r) + δ(1) + ∆
(up to signs), we roughly represent the equations that are to vanish in the following diagram:
∆ ◦∆
[∂,∆] ∆ωoo
OO
//

[∆, δ]
∂2 ∂ωoo
OO
//

[∂,∆, δ(1), δ] δωoo
OO
//

δ2
[∂, δ(1)] δ(1)ωoo
OO
//

[δ(1), δ]
δ2(1)
We list the equations that we have already encountered and proved that are indeed zero:
• ∂2ω = 0 ∈ Cp+2,qr (G, φ), because ∂ is the differential of groupoid cochains,
• δ2ω = 0 ∈ Cp,q+2r (G, φ), again, because δ is a differential of groupoid cochains,
• δ2(1)ω = 0 ∈ Cp,qr+2(G, φ), one last time, because δ(1) is a differential of groupoid cochains,
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• (δδ(1) − δ(1)δ)ω = 0 ∈ Cp,q+1r+1 (G, φ), because the p-pages are honest double complexes (cf.
Proposition 3.5.3),
• (∂δ(1) − δ(1)∂)ω = 0 ∈ Cp+1,qr+1 (G, φ), because the q-pages are honest double complexes (cf.
Proposition 3.5.4) and
• ((−1)r(δ∂ − ∂δ) − ∆ ◦ δ(1) + δ(1) ◦ ∆)ω = 0 ∈ Cp+1,q+1r−1 (G, φ) is the contents of proposition
3.5.7.
In contrast with the case of Lie 2-algebras, we cannot ensure the vanishing of any other relation.
Instead, we are going to have two separate classes of higher difference maps.
Higher difference maps 1: landing on the front page corners
We claim that the relation labeled [∂,∆] does not vanish. In fact, for ω ∈ C(G,W ) and
γ = (g0, ..., gp+1, h) ∈ Gp+2, we have got
∂∆ω(γ) =
p+2∑
j=0
(−1)j∆ω(∂jγ)
= ρ00(tp(∂0∂0γ))φ(ω(g1))− ρ00(tp(∂0∂1γ))φ(ω(g1g0)) +
p+2∑
j=2
(−1)jρ00(tp(∂0∂j)γ)φ(ω(g0)).
Now,
∂0∂jγ =

(g2, ..., gp+1;h) if j ∈ {0, 1}
(g1, ..., gjgj−1, ..., gp+1;h) if 1 < j ≤ p+ 1
(g1, ..., gp;hi(gp+1)) if j = p+ 2;
therefore,
∂∆ω(γ) = ρ00(hi(gp+1...g2))φ
(
ω(g1)− ω(g1g0)
)
+
p+2∑
j=2
(−1)jρ00(hi(gp+1...g1))φ(ω(g0))
=
{
ρ00(hi(gp+1...g2))φ
(
ω(g1)− ω(g1g0) + ρ10(i(g1))ω(g0)
)
if p even,
ρ00(hi(gp+1...g2))φ
(
ω(g1)− ω(g1g0)
)
otherwise.
On the other hand,
∆∂ω(γ) = ρ00(hi(gp+1...g1))φ(∂ω(g0))
=
{
ρ00(hi(gp+1...g1))φ(ω(g0)) if p odd,
0 otherwise;
thus, if we define
∆q2 : C(G
2,W ) // C(Gp+2, V )
∆ω(γ) := ρ00(tp(∂0∂0γ))φ(ω(g1, g0))
for γ = (g0, ..., gp+1, h) ∈ Gp+2, we have that
∂ ◦∆ + ∆ ◦ ∂ = ∆q2 ◦ δ(1).
In fact, such a relation holds for all difference maps ∆ : C•,•1 (G, φ) // C•,•0 (G, φ) .
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Lemma 3.5.8. Let
∆q2 : C(Gqp ×G2,W ) // C(Gq+1p+2 , V )
be defined by
∆q2ω(~γ) := ρ
0
0(tp(∂0∂0γ0)...tp(∂0∂0γq))φ(ω(∂0~γ0,0; g10, g00))
for ~γ = (γ0, ..., γq) ∈ Gq+1p+2 , where γb = (γ0b, ..., γp+1b)T and γab = (gab, hab). Then
∂ ◦∆ + ∆ ◦ ∂ = ∆q2 ◦ δ(1).
Proof. We already proved that the equation holds for q = 0, so assume q ≥ 1. Let ω ∈ C(Gqp×G,W )
and γ as in the statement, then
∂∆ω(~γ) =
p+2∑
j=0
(−1)j∆ω(∂j~γ)
= ρ00(tp(∂0∂0γ0)...tp(∂0∂0γq))φ(ω((∂0~γ)0,0; g10))+
− ρ00(tp(∂0∂1γ0)...tp(∂0∂1γq))φ(ω((∂1~γ)0,0; g10g00))+
+
p+2∑
j=2
(−1)jρ00(tp(∂0∂jγ0)...tp(∂0∂jγq))φ(ω((∂j~γ)0,0; g00)).
Now, the simplicial relations that we wrote explicitly before the statement of the lemma hold for
each γb, and therefore,
∂∆ω(~γ) = ρ00(s(γ10)...s(γ1q))φ
(
ω((∂0~γ)0,0; g10)− ω((∂0~γ)0,0; g10g00)
)
+
+
p+2∑
j=2
(−1)jρ00(t(γ10)...t(γ1q))φ(ω((∂j~γ)0,0; g00)).
In contrast with the case q = 0, this time around, there is an explicit dependence on ∂j~γ, and, as a
consequence, these terms do not cancel with one another. Nonetheless, on the other hand we have
got
∆∂ω(~γ) = ρ00(tp+1(∂0γ0)...tp+1(∂0γq))φ(∂ω(~γ0,0; g00))
= ρ00(t(γ10)...t(γ1q))φ
(
ρq((~γ0,0)0)ω(∂0~γ0,0; g00) +
p+1∑
j=1
(−1)jω(∂j~γ0,0; g00)
)
,
where we used the shorthand introduced above
ρq((~γ0,0)0) = ρ
1
0(i(prG(γ11 1 ... 1 γ1q)))
−1.
Thus, we discover the sum to be
(∂∆ + ∆∂)ω(~γ) = ρ00(s(γ10)...s(γ1q))φ
(
ω((∂0~γ)0,0; g10)− ω((∂0~γ)0,0; g10g00)
)
+
+ ρ00(t(γ10)...t(γ1q))φ
(
ρq((~γ0,0)0)ω(∂0~γ0,0; g00)
)
.
and since t(γ) = s(γ)i(prG(γ)) and t is a Lie group homomorphism
(∂∆ + ∆∂)ω(~γ) = ρ00(s(γ10)...s(γ1q))φ
(
ω((∂0~γ)0,0; g10)− ω((∂0~γ)0,0; g10g00)
)
+
+ ρ10
(
i(g
h11...h1q
10 )
)
ω(∂0~γ0,0; g00)
)
.
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Indeed, h1b = s(γ1b) = t(γ2b) = tp(∂0∂0γb) = tp(∂0(~γ0,0)b); thus, the result follows.
We proceed to study how the relation labeled [δ,∆] behaves in the special case r = 1.
Let ω ∈ C(Gqp × G,W ) and consider ~γ = (γ0, ..., γq+1) ∈ Gq+2p+1 under the identification γb =
(γ0b, ..., γpb)
T with γab ∼ (gab, hab). Let us compute separately δ∆ω and ∆δω. On the one hand,
we’ve got
δ∆ω(~γ) = ρ00(tp+1(γ0))∆ω(δ0~γ) +
q+2∑
j=1
(−1)j∆ω(δj~γ)
= ρ00(h00i(g00))
(
ρ00(tp(∂0γ1)...tp(∂0γq+1))φω((δ0~γ)0,0; g01)
)
+
− ρ00(tp(∂0(γ0 1 γ1))...tp(∂0γq+1))φω((δ1~γ)0,0; gh0100 g01)+
+
q+1∑
j=2
(−1)jρ00(tp(∂0γ1)...tp(∂0(γj−1 1 γj))...tp(∂0γq+1))φω((δj~γ)0,0; g00)+
+ (−1)q+2ρ00(tp(∂0γ1)...tp(∂0γq))φω((δq+2~γ)0,0; g00)
= ρ00(h00...h0q+1)φ
(
ρ10(i(g
h01...h0q+1
00 ))ω(δ0~γ0,0; g01)− ω(δ0~γ0,0; gh0100 g01)+
+
q+1∑
j=2
(−1)jω((δj~γ)0,0; g00) + (−1)q+2ρ10(h0q+1)−1ω((δq+2~γ)0,0; g00)
)
.
On the other hand,
∆δω(~γ) = ρ00(tp(∂0γ0)...tp(∂0γq+1))φ
(
δω(~γ0,0; g00)
)
= ρ00(h00...h0q+1)φ
(
ω(δ0~γ0,0; g
tp(∂0γ1)
00 )+
+
q+1∑
j=1
(−1)jω(δj~γ0,0; g00) + (−1)q+1ρ10(tp(∂0γq+1))−1ω(δq+1~γ0,0; g00)
)
.
Now, since (δj~γ)0,0 = δj−1~γ0,0 for j ≥ 2 and tp(∂0γ1) = h01,
(δ∆ + ∆δ)ω(~γ) = ρ00(h00...h0q+1)φ
(
ρ10(i(g
h01...h0q+1
00 ))ω(δ0~γ0,0; g01)− ω(δ0~γ0,0; gh0100 g01) + ω(δ0~γ0,0; gh0100 )
)
= ρ00(h00...h0q+1)φ
(
δ(1)ω(δ0~γ0,0; g
h01
00 , g01)
)
.
We summarize this discussion in the following lemma.
Lemma 3.5.9. Let
∆p2 : C(Gqp ×G2,W ) // C(Gq+2p+1 , V )
be defined by
∆p2ω(~γ) := ρ
0
0(tp(∂0γ0)...tp(∂0γq+1))φ(ω(δ0~γ0,0; g
h01
00 , g01))
for ~γ = (γ0, ..., γq+1) ∈ Gq+2p+1 , where γb = (γ0b, ..., γpb)T and γab = (gab, hab). Then
δ ◦∆ + ∆ ◦ δ = ∆p2 ◦ δ(1).
By adding these second difference maps to our candidate for differential, we partially solved the
issue of it not squaring to zero. Nevertheless, simultaneously, we are adding more relations that
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need to be satisfied. For instance, we would now need to make sure that
∂∆q2 −∆q2∂ = 0 and δ∆q2 −∆q2δ = 0
for elements in C(Gqp × G2,W ). This is not the case though. Instead, these differences will be
controlled by a sequence of higher difference maps that we proceed to define.
Let
∆qr : C(Gqp ×Gr,W ) // C(Gq+1p+r , V )
be defined by
∆qrω(~γ) := ρ
0
0(tp(∂
r
0γ0)...tp(∂
r
0γq))φ
(
ω(∂r−10 ~γ0,0; gr−10, ..., g00)
)
for ~γ = (γ0, ..., γq) ∈ Gq+1p+r , where γb = (γ0b, ..., γp+r−1b)T and γab = (gab, hab), and let
∆pr : C(Gqp ×Gr,W ) // C(Gq+rp+1, V )
be defined by
∆prω(~γ) := ρ
0
0(tp(∂0γ0)...tp(∂0γq+r−1))φ
(
ω(δr−10 ~γ0,0; g
h01...h0r−1
00 , g
h02...h0r−1
01 , ..., g
h0r−1
0r−2 , g0r−1)
)
for ~γ = (γ0, ..., γq+r−1) ∈ Gq+rp+1, where γb = (γ0b, ..., γpb)T and γab = (gab, hab). Thus defined we
have got the following relations.
Proposition 3.5.10. If ω ∈ C(Gqp ×Gr,W ), then
(−1)r+1∂ ◦∆qr + ∆qr ◦ ∂ = ∆qr+1 ◦ δ(1) and δ ◦∆pr + (−1)r+1∆pr ◦ δ = ∆pr+1 ◦ δ(1).
Proof. For the first relation, we need to consider two separate cases q = 0 and q > 0. Let γ =
(γ0, ..., γp+r)
T ∈ Gp+r+1 be identified with γ ∼ (g0, ..., gp+r, h), then
∂∆qrω(γ) =
p+r+1∑
j=0
(−1)j∆qrω(∂jγ)
= ρ00(hi(gr+p...gr+1))φ
(
ω(gr, ..., g1)− ω(gr, ..., g2, g1g0) + ...+ (−1)r−1ω(gr, gr−2gr−1, ..., g1, g0)+
+ (−1)rω(grgr−1, gr−2..., g1, g0)
)
+
r+p∑
j=r+1
(−1)jρ00(hi(gr+p...gr))φ(ω(gr−1, ..., g0))+
+ (−1)r+p+1ρ00(hi(gr+p)i(gr+p−1...gr))φ(ω(gr−1, ..., g0)).
The values that the representation takes in are given by the following identifications:
∂r0∂jγ ∼

(gr+1, ..., gp+r;h) if 0 ≤ j ≤ r
(gr, ..., gjgj−1, ..., gp+r;h) if r < k ≤ r + p
(gr, ..., gp+r−1;hi(gp+r)) if k = r + p+ 1.
Now, notice that the elements in the sum have got no dependence on j and therefore are going to
cancel with one another yielding
∂∆qrω(γ) =
{
(−1)r+1ρ00(hi(gp+r...gr+1))φ
(
δ(1)ω(gr, ..., g0)− ρ10(i(gr))ω(gr−1, ..., g0)
)
if p odd,
(−1)r+1ρ00(hi(gp+r...gr+1))φ
(
δ(1)ω(gr, ..., g0)
)
otherwise.
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On the other hand,
∆qr∂ω(γ) = ρ
0
0(hi(gp+r...gr))φ(∂ω(gr−1, ..., g0))
=
{
ρ00(hi(gp+r...gr))φ(ω(gr−1, ..., g0)) if p odd,
0 otherwise;
thus,
∂ ◦∆qr + (−1)r+1∆qr ◦ ∂ = (−1)r+1∆qr+1 ◦ δ(1).
Assume now that q ≥ 1 and let ~γ = (γ0, ..., γq) ∈ Gq+1p+r+1. Then
∂∆qrω(~γ) =
p+r+1∑
j=0
(−1)j∆qrω(∂j~γ)
= ρ00(tp(∂
r+1
0 γ0)...tp(∂
r+1
0 γq))φ(ω(∂
r−1
0 (∂0~γ)0,0; gr0, ..., g10))+
− ρ00(tp(∂r0∂1γ0)...tp(∂r0∂1γq))φ(ω(∂r−10 (∂1~γ)0,0; gr0, ..., g20, g10g00)) + ...+
+ (−1)r−1ρ00(tp(∂r0∂r−1γ0)...tp(∂r0∂r−1γq))φ(ω(∂r−10 (∂r−1~γ)0,0; gr0, gr−20gr−10, ..., g10, g00))+
+ (−1)rρ00(tp(∂r0∂rγ0)...tp(∂r0∂rγq))φ(ω(∂r−10 (∂r~γ)0,0; gr0gr−10, gr−20..., g10, g00))+
+
p+r+1∑
j=r+1
(−1)jρ00(tp(∂r0∂jγ0)...tp(∂r0∂jγq))φ(ω(∂r−10 (∂j~γ)0,0; gr−10, ..., g00)).
Using the simplicial relations spelled out at the beginning of the proof coordinate-wise, together
with the relation hab = ha+1bi(ga+1b) = h0bi(gp+rb...ga+1b), we get
∂∆qrω(~γ) = (−1)r+1ρ00(hr0...hrq))φ
(
δ(1)ω(∂
r
0~γ0,0; gr0, ..., g00)− ρ10(i(ghr1...hrqr0 ))ω(∂r0~γ0,0; gr−10, ..., g00)
)
+
+
p+r+1∑
j=r+1
(−1)jρ00(hr0i(gr0)...hrqi(grq))φ(ω(∂r−10 (∂j~γ)0,0; g00)).
As opposed to the case q = 0, there is an explicit dependence on j for the terms in the sum this
time around. As a consequence, these terms won’t cancel with one another. Computing the second
term of the relation, we get
∆qr∂ω(~γ) = ρ
0
0(tp+1(∂
r
0γ0)...tp+1(∂
r
0γq))φ
(
∂ω(∂r−10 ~γ0,0; gr−10, ..., g00)
)
= ρ00(hr0i(gr0)...hrqi(grq))φ
(
ρ10(i(g
hr2...hrq
r1 g
hr3...hrq
r2 ...g
hrq
rq−1grq))
−1ω(∂r0~γ0,0; gr−10, ..., g00)+
+
p+1∑
j=1
(−1)jω(∂j∂r−10 ~γ0,0; gr−10, ..., g00)
)
.
Of course,
hr0i(gr0)...hrqi(grq) = hr0...hrqi(g
hr1...hrq
r0 g
hr2...hrq
r1 ...g
hrq
rq−1grq);
thus, by introducing a factor of (−1)r+1 and carefully looking at the indices, we get
(∂∆qr + (−1)r+1∆qr∂)ω(~γ) = (−1)r+1ρ00(hr0...hrq)φ
(
δ(1)ω(∂
r
0~γ0,0; gr0, ..., g00)
)
= (−1)r+1∆qr+1δ(1)ω(~γ)
as desired.
As for the second relation, let ~γ = (γ0, ..., γq+r) ∈ Gq+r+1p+1 with the usual identifications. Let us
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compute separately δ∆prω and ∆prδω. On the one hand, we have got
δ∆prω(~γ) = ρ
0
0(tp+1(γ0))∆
p
rω(δ0~γ) +
q+r+1∑
j=1
(−1)j∆prω(δj~γ)
= ρ00(h00i(g00))
(
ρ00(tp(∂0γ1)...tp(∂0γq+r))φ
(
ω(δr−10 (δ0~γ)0,0; g
h02...h0r
01 , ..., g
h0r
0r−1, g0r)
))
+
− ρ00(tp(∂0(γ0 1 γ1))...tp(∂0γq+r))φ
(
ω(δr−10 (δ1~γ)0,0; (g
h01
00 g01)
h02...h0r , ..., gh0r0r−1, g0r)
)
+
+
r∑
j=2
(−1)jρ00(tp(∂0γ0)...tp(∂0(γj−1 1 γj))...tp(∂0γq+r))φ
(
ω(δr−10 (δj~γ)0,0; ..., (g
h0j
0j−1g0j)
h0j+1...h0r , ...)
)
+
+
r+q∑
j=r+1
(−1)jρ00(tp(∂0γ0)...tp(∂0(γj−1 1 γj))...tp(∂0γq+r))φ
(
ω(δr−10 (δj~γ)0,0; g
h01...h0r−1
00 , ..., g
hr−1
0r−2, g0r−1)
)
+
+ (−1)r+q+1ρ00(tp(∂0γ0)...tp(∂0γq+r−1))φ
(
ω(δr−10 (δr+q+1~γ)0,0; g
h01...h0r−1
00 , ..., g
hr−1
0r−2, g0r−1)
)
= ρ00(h00...h0q+r)φ
(
ρ10(i(g
h01...h0q+r
00 ))ω(δ
r
0~γ0,0; g
h02...h0r
01 , ..., g
h0r
0r−1, g0r)
+
r∑
k=1
(−1)kω(δr0~γ0,0; δk(gh01...h0r00 , ..., gh0r0r−1, g0r))+
+
r+q∑
j=r+1
(−1)jω(δr−10 (δj~γ)0,0; gh01...h0r−100 , ..., gh0r−10r−2 , g0r−1))
+ (−1)r+q+1ρ10(h0q+r)−1ω(δr−10 (δr+q+1~γ)0,0; gh01...h0r−100 , ..., ghr−10r−2, g0r−1)
)
On the other hand,
∆prδω(~γ) = ρ
0
0(tp(∂0γ0)...tp(∂0γq+r))φ
(
δω(δr−10 ~γ0,0; g
h01...h0r−1
00 , ..., g
h0r−1
0r−2 , g0r−1)
)
= ρ00(h00...h0q+r)φ
(
ω(δr0~γ0,0; (g
h01...h0r−1
00 )
h0r , ..., (g
h0r−1
0r−2 )
h0r , gh0r0r−1))+
+
q∑
j=1
(−1)jω(δjδr−10 ~γ0,0; gh01...h0r−100 , ..., ghr−10r−2, g0r−1)+
+ (−1)q+1ρ10(tp(∂0γq+r))−1ω(δq+1δr−10 ~γ0,0; gh01...h0r−100 , ..., ghr−10r−2, g0r−1)
)
.
Now, δr−10 (δj~γ)0,0 = δj−rδ
r−1
0 ~γ0,0 for j ≥ 1 and tp(∂0γq+r) = h0q+r; hence,
(δ∆pr + (−1)r+1∆prδ)ω(~γ) = ρ00(h00...h0q+r)φ
(
δ(1)ω(δ
r
0~γ0,0; g
h01...h0r
00 , ..., g
h0r
0r−1, g0r))
)
= ∆pr+1δ(1)ω(~γ)
and the result follows.
There is still a piece of data missing. The previous proposition hints that, modulo some ap-
propriate signs, the sum of the differentials of the triple complex together and the difference maps
squares to zero when it gets to the front page; however, there are still a number of relations that
are introduced in the process. We will exemplify this briefly. Let ω ∈ C(G2,W ), then the following
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diagram represents its differential
∆q2ω ∆
p
2ω
∆ω
∂ω ω

oo //
OO
ZZ DD
δω
δ(1)ω
and, using pointed arrows, we represent the second differential by
I ∆q2ω

oo // II ∆p2ω

oo // III
IV ∆ω

oo //
OO
V
∂2ω ∂ω

oo //
OO
[[ BB
V I δω

oo //
OO
\\ CC
δ2ω
[∂, δ(1)]ω δ(1)ω

oo //
OO
\\ CC
[δ(1), δ]ω
δ2(1)ω
We tailored the second difference maps to fill in IV (cf. lemma 3.5.8) and V (cf. lemma 3.5.9).
Also, the full generality of proposition 3.5.10 ensures the vanishing of I and III. From this, it is
clear that the only relation left to vanish is II. This relation involves
δ∆q2 + ∆
p
2∂ −∆ ◦∆ + ∆q2δ − ∂∆p2. (3.5.12)
As it turns out, there is yet another difference map
∆2,2 : C(G
3,W ) // C(G22 , V )
landing on the front page, defined by
∆2,2ω(γ0, γ1) = ρ
0
0(h0h1)φ
(
ω(gh110 , g
h1
00 , g11) + ω((g10g00)
h1 , g11, g01)− ω(gh110g11, gh1i(g11)00 , g01)+
− ω(gh110g11, g−111 , gh100g11) + ω(gh110g11, g−111 , g11)
)
making the linear combination 3.5.12 equal to ∆2,2δ(1). This phenomenon will occur ubiquitously
and the fact that such an expression involves ∆◦∆ precludes the involvement of (higher) difference
maps not landing on the front page; therefore, in order to compute the values of the missing
difference maps, we need to see first how the difference maps look like when they land away from
the front page.
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Higher difference maps 2: corner maps away from the front page
For this part, we will compute the formulas for ∆q2 and ∆
p
2 that land on the page r = 1 by
looking at the square of the differential applied to an element ω ∈ C(Gqp × G3,W ). Immediately
thereafter, we successively generalize and get formulas for ∆qk and ∆
p
k landing on the page r = 1
and the formulas for arbitrary r.
First, let f ∈ G and ~γ = (γ0, ..., γq) ∈ Gq+1p+2 with the usual identifications γb = (γ0b, ..., γp+1b)T and
γab ∼ (gab, hab). We compute
∂∆ω(~γ; f) = ρ10(i(g
h01...h0q
00 ...g0q))
−1∆ω(∂0~γ; f) +
p+2∑
j=1
(−1)j∆ω(∂j~γ; f)
= ρ10(i(g
h01...h0q
00 ...g0q))
−1ρ10(i(g
h12...h1q
11 ...g1q))
−1
(
ρ10(i(g
h11...h1q
10 ))
−1ω(∂0~γ0,0; fh10 , g10)+
+ ω(∂0~γ0,0; g
−1
10 , f
h10g10)− ω(∂0~γ0,0; g−110 , g10)
)
+
− ρ10(i((g11g01)h12...h1q ...(g1qg0q)))−1
(
ρ10(i((g10g00)
h11...h1q))−1ω((∂1~γ)0,0; fh10 , g10g00)+
+ ω((∂1~γ)0,0; (g10g00)
−1, fh10g10g00)− ω((∂1~γ)0,0; (g10g00)−1, g10g00)
)
+
+
p+2∑
j=2
(−1)jρ10(i(gh02...h0q01 ...g0q))−1
(
ρ10(i(g
h01...h0q
00 ))
−1ω((∂j~γ)0,0; fh00 , g00)+
+ ω((∂j~γ)0,0; g
−1
00 , f
h00g00)− ω((∂j~γ)0,0; g−100 , g00)
)
and
∆∂ω(~γ; f) = ρ10(i(g
h02...h0q
01 ...g0q))
−1
(
ρ10(i(g
h01...h0q
00 ))
−1∂ω(~γ0,0; fh00 , g00)+
+ ∂ω(~γ0,0; g
−1
00 , f
h00g00)− ∂ω(~γ0,0; g−100 , g00)
)
= ρ10(i(g
h02...h0q
01 ...g0q))
−1ρ10(i(g
h01...h0q
00 ))
−1
(
ρ10(i(g
h12...h1q
11 ...g1q))
−1ω(∂0~γ0,0; fh00 , g00)+
+
p+1∑
j=1
(−1)jω(∂j~γ0,0; fh00 , g00)
+ ρ10(i(g
h02...h0q
01 ...g0q))
−1
(
ρ10(i(g
h12...h1q
11 ...g1q))
−1ω(∂0~γ0,0; g−100 , f
h00g00)+
+
p+1∑
j=1
(−1)jω(∂j~γ0,0; g−100 , fh00g00)− ρ10(i(gh12...h1q11 ...g1q))−1ω(∂0~γ0,0; g−100 , g00)+
+
p+1∑
j=1
(−1)jω(∂j~γ0,0; g−100 , g00)
)
.
Using the simplicial identity (∂j~γ)0,0 = ∂j−1~γ0,0, we see that by adding these terms together, the
only terms surviving are the ones with first entry ∂0γ0,0 (of course, this includes (∂1~γ)0,0). There
is a third path to get from C(Gqp ×G2,W ) to C(Gq+1p+2 ×G,W ); namely,
δ(1)∆
q
2ω(~γ; f) = ρ
1
0(tp+2γ0...tp+2γq)
−1ρ1(f)∆
q
2ω(~γ)
= ρ10(h00i(g00)...h0qi(g0q))
−1ρ1(f)ρ00(tp(∂
2
0γ0)...tp(∂
2
0γq))φ(ω(∂0~γ0,0; g10, g00)).
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We notice that, on the one hand, tp(∂20γb) = t(γ2b) = h2bi(g2b) = h1b; while on the other, h0b =
h1bi(g1b), implying
ρ10(h00i(g00)...h0qi(g0q))
−1 = ρ10(h00...h0qi(g
h01...h0q
00 ...g0q))
−1
= ρ10(i(g
h01...h0q
00 ...g0q))
−1ρ10(h00...h0q)
−1
= ρ10(i(g
h01...h0q
00 ...g0q))
−1ρ10(h10i(g10)...h1qi(g1q))
−1
= ρ10(i(g
h01...h0q
00 ...g0q))
−1ρ10(i(g
h11...h1q
10 ...g1q))
−1ρ10(h10...h1q)
−1
and
δ(1)∆
q
2ω(~γ; f) = ρ
1
0(i(g
h01...h0q
00 ...g0q))
−1ρ10(i(g
h11...h1q
10 ...g1q))
−1ρ1(fh10...h1q)φ(ω(∂0~γ0,0; g10, g00))
= ρ10(i(g
h01...h0q
00 ...g0q))
−1ρ10(i(g
h11...h1q
10 ...g1q))
−1
[
ρ10(i(f
h10...h1q))− I
]
ω(∂0~γ0,0; g10, g00).
If one considers the difference δ(1)∆
q
2 − (∂∆ + ∆∂), all terms come in the form
ρ10(i(g
h02...h0q
01 ...g0q))
−1ρ10(i(g
h12...h1q
11 ...g1q))
−1ρ10(i(•h11...h0q))ω(∂0~γ0,0; •, •).
We arrange the surviving terms, writing down just what the bullets in this expression are filled
with. We use the terms that have a first bullet different from 1 as top seed:
Top Seed
ρ((g10g00)
−1fh10)(g10, g00)
−ρ(g10g00)−1(g10, g00) +(g−100 , g00) −((g10g00)−1, g10g00)
−ρ(g00)−1(fh00 , g00) −(g−100 , fh00g00)
+ρ(g10g00)
−1(fh10 , g10g00) +((g10g00)−1, fh10g10g00)
−ρ(g10g00)−1(fh10 , g10)
−ρ(g00)−1(g−110 , fh10g10)
+ρ(g00)
−1(g−110 , g10)

The strategy now is to complete cocycles; to do so, we are going to add and subtract what the top
seed are missing. The remarkable fact is that this is even possible; indeed,
Top Seed (ab, c) (a, bc) (a, b)
ρ((g10g00)
−1fh10)(g10, g00) −1 +2 −3
−ρ(g10g00)−1(g10, g00) +(g−100 , g00) −((g10g00)−1, g10g00) +4
−ρ(g00)−1(fh00 , g00) +1 −(g−100 , fh00g00) +5
+ρ(g10g00)
−1(fh10 , g10g00) −2 +((g10g00)−1, fh10g10g00) −6
−ρ(g10g00)−1(fh10 , g10) +3 −7 +6
−ρ(g00)−1(g−110 , fh10g10) +7 −5 +8
+ρ(g00)
−1(g−110 , g10) −4 ◦ −8

where in the slot of ◦ there is a zero as ω(∂0~γ0,0; g−100 , 1) ≡ 0. Using the cocycle equation, we make
the replacement
α((g10g00)
−1fh10 , g10, g00)+α((g10g00)−1, fh10 , g10g00)− α((g10g00)−1, fh10 , g10)
= ρ(g10g00)
−1α(fh10 , g10, g00) + α((g10g00)−1, fh10g10, g00)
where we used the shorthand α(a, b, c) = δ(1)ω(∂0~γ0,0; a, b, c) and therefore ρ(a) actually stands for
ρ10(i(a
h11...h1q)). We summarize this discussion in the following lemma.
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Lemma 3.5.11. Let
∆q2 : C(Gqp ×G2,W ) // C(Gq+1p+2 ×G,W )
be defined by
∆q2ω(~γ; f) := ρ
1
0(i(prG((γ01 1 γ11) 1 ... 1 (γ0q 1 γ1q))))
−1
(
ρ10(i((g10g00)
h11...h1q))−1ω(∂0~γ0,0; fh10 , g10, g00)+
− ω(∂0~γ0,0; g−100 , fh00 , g00)+
+ ω(∂0~γ0,0; (g10g00)
−1, fh10g10, g00)− ω(∂0~γ0,0; (g10g00)−1, g10, g00)+
− ω(∂0~γ0,0; g−100 , g−110 , fh10g10) + ω(∂0~γ0,0; g−100 , g−110 , g10)
)
for ~γ = (γ0, ..., γq) ∈ Gq+1p+2 , γb = (γ0b, ..., γp+1b)T and γab ∼ (gab, hab). Then
∂ ◦∆ + ∆ ◦ ∂ = δ(1) ◦∆q2 −∆q2 ◦ δ(1).
We now turn to the map ∆p2. For this purpose, let f ∈ G and ~γ = (γ0, ..., γq+1) ∈ Gq+2p+1 with
the usual identifications γb = (γ0b, ..., γpb)T and γab ∼ (gab, hab). We compute
δ∆ω(~γ; f) = ∆ω(δ0~γ; f
h00i(g00)) +
q+1∑
j=1
(−1)j∆ω(δj~γ; f) + (−1)q+2ρ10(h0q+1i(g0q+1))−1∆ω(δq+2~γ; f)
= ρ10(i(g
h03...h0q+1
02 ...g0q+1))
−1
(
ρ10(i(g
h02...h0q+1
01 ))
−1ω(δ0~γ0,0; fh00i(g00)h01 , g01)+
+ ω(δ0~γ0,0; g
−1
01 , f
h00i(g00)h01g01)− ω(δ0~γ0,0; g−101 , g01)
)
+
− ρ10(i(gh03...h0q+102 ...g0q+1))−1
(
ρ10(i((g
h01
00 g01)
h02...h0q+1))−1ω((δ1~γ)0,0; fh00h01 , gh0100 g01)+
+ ω((δ1~γ)0,0; (g
h01
00 g01)
−1, fh00h01gh0100 g01)− ω((δ1~γ)0,0; (gh0100 g01)−1, gh0100 g01)
)
+
+
q+1∑
j=2
(−1)jρ10(i(gh02...h0q+101 ...g0q+1))−1
(
ρ10(i(g
h01...h0q+1
00 ))
−1ω((δj~γ)0,0; fh00 , g00)+
+ ω((δj~γ)0,0; (g00)
−1, fh00g00)− ω((δj~γ)0,0; (g00)−1, g00)
)
+
+ (−1)q+2ρ10(h0q+1i(g0q+1))−1ρ10(i(gh02...h0q01 ...g0q))−1
(
ρ10(i(g
h01...h0q
00 ))
−1ω((δq+2~γ)0,0; fh00 , g00)+
+ ω((δq+2~γ)0,0; (g00)
−1, fh00g00)− ω((δq+2~γ)0,0; (g00)−1, g00)
)
+
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and
∆δω(~γ; f) = ρ10(i(g
h02...h0q+1
01 ...g0q+1))
−1
(
ρ10(i(g
h01...h0q+1
00 ))
−1δω(~γ0,0; fh00 , g00)+
+ δω(~γ0,0; g
−1
00 , f
h00g00)− δω(~γ0,0; g−100 , g00)
)
= ρ10(i(g
h01...h0q+1
00 ...g0q+1))
−1
(
ω(δ0~γ0,0; f
h00h01 , gh0100 )+
+
q∑
j=1
(−1)jω(δj~γ0,0; fh00 , g00) + (−1)q+1ρ10(h0q+1)−1ω(δq+1~γ0,0; fh00 , g00)
)
+ ρ10(i(g
h02...h0q+1
01 ...g0q+1))
−1
(
ω(δ0~γ0,0; (g
h01
00 )
−1, fh00h01gh0100 )+
+
q∑
j=1
(−1)jω(δj~γ0,0; g−100 , fh00g00) + (−1)q+1ρ10(h0q+1)−1ω(δq+1~γ0,0; g−100 , fh00g00)+
− ω(δ0~γ0,0; (gh0100 )−1, gh0100 )+
+
q∑
j=1
(−1)j+1ω(δj~γ0,0; g−100 , g00) + (−1)qρ10(h0q+1)−1ω(δq+1~γ0,0; g−100 , g00)
)
.
Using the simplicial identity (δj~γ)0,0 = δj−1~γ0,0, we see that by adding these terms together, the
only terms surviving are the ones with first entry δ0γ0,0 (of course, this includes (δ1~γ)0,0). There is
a third path to get from C(Gqp ×G2,W ) to C(Gq+2p+1 ×G,W ); namely,
δ(1)∆
p
2ω(~γ; f) = ρ
1
0(tp+1γ0...tp+1γq+1)
−1ρ1(f)∆
p
2ω(~γ)
= ρ10(h00i(g00)...h0q+1i(g0q+1))
−1ρ1(f)ρ00(tp(∂0γ0)...tp(∂0γq+1))φ(ω(δ0~γ0,0; g
01
00, g01)).
Again, since on the one hand, tp(∂0γb) = t(γ1b) = h1bi(g1b) = h0b and on the other,
ρ10(h00i(g00)...h0q+1i(g0q+1))
−1 = ρ10(h00...h0q+1i(g
h01...h0q+1
00 ...g0q+1))
−1
= ρ10(i(g
h01...h0q+1
00 ...g0q+1))
−1ρ10(h00...h0q+1)
−1,
we have got
δ(1)∆
p
2ω(~γ; f) = ρ
1
0(i(g
h01...h0q+1
00 ...g0q+1))
−1ρ1(fh00...h0q+1)φ(ω(δ0~γ0,0; gh0100 , g01))
= ρ10(i(g
h01...h0q+1
00 ...g0q+1))
−1
[
ρ10(i(f
h00...h0q+1))− I
]
ω(δ0~γ0,0; g
h01
00 , g01).
If one considers the difference δ(1)∆
p
2 − (δ∆ + ∆δ), all terms come in the form
ρ10(i(g
h03...h0q+1
02 ...g0q+1))
−1ρ10(i(•h02...h0q+1))ω(δ0~γ0,0; •, •).
We arrange the surviving terms as before, writing down just what the bullets in this expression are
filled with. We use the terms that have a first bullet different from 1 as top seed:
Top Seed
ρ((gh0100 g01)
−1fh00h10)(gh0100 , g00)
−ρ(gh0100 g01)−1(gh0100 , g00) +(g−101 , g01) −((gh0100 g01)−1, gh0100 g01)
−ρ(g01)−1(fh00i(g00)h01 , g01) −(g−101 , fh00i(g00)h01g01)
+ρ(gh0100 g01)
−1(fh00h01 , gh0100 g01) +((g
h01
00 g01)
−1, fh00h01gh0100 g01)
−ρ(gh0100 g01)−1(fh00h01 , gh0100 )
−ρ(g01)−1((gh1000 )−1, fh00h01gh0100 )
+ρ(g01)
−1((gh1000 )
−1, gh0100 )

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Amazingly, we will be able to complete each cocycle again with nothing being left out:
Top Seed (ab, c) (a, bc) (a, b)
ρ((gh0100 g01)
−1fh00h10)(gh0100 , g01) −1 +2 −3
−ρ(gh0100 g01)−1(gh0100 , g00) +(g−101 , g01) −((gh0100 g01)−1, gh0100 g01) +4
−ρ(g01)−1(fh00i(g00)h01 , g01) +1 −(g−101 , fh00i(g00)h01g01) +5
+ρ(gh0100 g01)
−1(fh00h01 , gh0100 g01) −2 +((gh0100 g01)−1, fh00h01gh0100 g01) −6
−ρ(gh0100 g01)−1(fh00h01 , gh0100 ) +3 −7 +6
−ρ(g01)−1((gh1000 )−1, fh00h01gh0100 ) +7 −5 +8
+ρ(g01)
−1((gh1000 )
−1, gh0100 ) −4 ◦ −8

where there is a zero in the slot of ◦, as ω(δ0~γ0,0; (g01)−1, 1) ≡ 0. Using the cocycle equation, we
make the replacement
α((gh0100 g01)
−1fh00h01 , gh0100 , g01)+α((g
h01
00 g01)
−1, fh00h01 , gh0100 g01)− α((gh0100 g01)−1, fh00h01 , gh0100 )
= ρ(gh0100 g01)
−1α(fh00h01 , gh0100 , g01) + α((g
h01
00 g01)
−1, fh00h01gh0100 , g01)
where we used the shorthand α(a, b, c) = δ(1)ω(δ0~γ0,0; a, b, c) and therefore ρ(a) actually stands for
ρ10(i(a
h02...h0q+1)). We summarize this discussion in the following lemma.
Lemma 3.5.12. Let
∆p2 : C(Gqp ×G2,W ) // C(Gq+2p+1 ×G,W )
be defined by
∆p2ω(~γ; f) := ρ
1
0(i(prG(γ02 1 ... 1 γ0q+1)))
−1
(
ρ10(i((g
h01
00 g01)
h02...h0q+1))−1ω(δ0~γ0,0; fh00h01 , gh0100 , g01)+
− ω(δ0~γ0,0; g−101 , fh00i(g00)h01 , g01)+
+ ω(δ0~γ0,0; (g
h01
00 g01)
−1, fh00h01gh0100 , g01)− ω(δ0~γ0,0; (gh0100 g01)−1, gh0100 , g01)+
− ω(δ0~γ0,0; g−101 , (gh1000 )−1, fh00h01gh0100 ) + ω(∂0~γ0,0; g−101 , (gh1000 )−1, gh0100 )
)
for ~γ = (γ0, ..., γq+1) ∈ Gq+2p+1 , γb = (γ0b, ..., γpb)T and γab ∼ (gab, hab). Then
δ ◦∆ + ∆ ◦ δ = δ(1) ◦∆p2 −∆p2 ◦ δ(1).
As announced, we move now to define all difference maps landing on the page r = 1. We
introduce pieces of notation that will be of help in writing things down efficiently. First, for
~γ ∈ Gq+1p+k and k > 0, we define
ρqk(~γ) := ρ
1
0
(
i
(
prG
(
(γ01 1 ... 1 γk−11) 1 ... 1 (γ0q 1 ... 1 γk−1q)
)))−1
.
Next, at the level of spaces, we define two sequences of maps. We will assume our usual convention
γ = (γ0, ..., γk+p−1) ∈ Gp+k and γb = (gb, hb), so that, if h = hk+p−1, γ ∼ (g0, ..., gk+p−1, h). For
1 < m ≤ k, we define
Qtm : Gp+k ×G // Gk+1
Qtm(γ; f) = (g
−1
0 , g
−1
1 , ..., g
−1
k−m−1, (gk−2...gk−m)
−1, fhk−2 , gk−2, ..., gk−m),
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and for 1 < m ≤ k, we define
Qsm : Gp+k ×G // Gk+1
Qsm(γ; f) = (g
−1
0 , g
−1
1 , ..., g
−1
k−m−1, (gk−1...gk−m)
−1, fhk−1gk−1, gk−2, ..., gk−m).
With these, let
∆qk : C(Gqp ×Gk+1,W ) // C(Gq+1p+k ×G,W )
be defined by
∆qk(~γ; f) = ρ
q
k(~γ)
(
ρ10(i((gk−10...g00)))
−1ω(∂k−10 ~γ0,0; f
hk−10 , gk−10, ..., g00)+
+
k∑
m=2
(−1)p+m−kω(∂k−10 ~γ0,0;Qtm(γ0; f)) +
k∑
m=1
(−1)m−k(ω(∂k−10 ~γ0,0;Qsm(γ0; f))− ω(∂k−10 ~γ0,0;Qsm(γ0; 1)))).
Analogously, for ~γ ∈ Gq+kp+1 and k > 0, we define
ρpk(~γ) := ρ
1
0
(
i
(
prG(γ0k 1 ... 1 γ0q+r−1)
))−1
.
Also, the sequences of maps at the level of spaces are defined assuming ~γ = (γ0, ..., γk+q−1) ∈ Gq+k
and γb = (gb, hb). For 1 ≤ m < k, we define
P tm : Gq+k ×G // Gk+1
P tm(~γ; f) =
(
(gk−1)−1, ..., (g
hm+2...hk−1
m+1 )
−1,(gh2...hk−11 ...g
hm+1...hk−1
m )
−1,
, fh0i(g0)h1...hk−1 , g
h2...hk−1
1 , ..., g
hm+1...hk−1
m
)
,
and for 0 ≤ m < k, we define
P sm : Gq+k ×G // Gk+1
P sm(~γ; f) =
(
(gk−1)−1, ..., (g
hm+2...hk−1
m+1 )
−1,(gh1...hk−10 ...g
hm+1...hk−1
m )
−1,
, (fh0g0)
h1...hk−1 , g
h2...hk−1
1 , ..., g
hm+1...h0k−1
m
)
,
With these, let
∆pk : C(Gqp ×Gk+1,W ) // C(Gq+kp+1 ×G,W )
be defined by
∆pk(~γ; f) = ρ
p
k(~γ)
(
ρ10(i(g
h01...h0k−1
00 ...g0k−1))
−1ω(δk−10 ~γ0,0; f
h00...h0k−1 , g
h01...h0k−1
00 , ..., g0k−1)+
+
k−1∑
m=1
(−1)q+m−kω(δk−10 ~γ0,0;P tm(~γ0; f)) +
k−1∑
m=0
(−1)m−k(ω(δk−10 ~γ0,0;P sm(~γ0; f))− ω(δk−10 ~γ0,0;P sm(~γ0; 1)))),
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where ~γ0 is shorthand for (γ00, ..., γ0q+k−1). These maps verify the equations
∂∆qk + ∆
q
k∂ = δ(1)∆
q
k+1 −∆qk+1δ(1) and ∂∆pk + ∆pk∂ = δ(1)∆pk+1 −∆pk+1δ(1).
They also are key to understanding how the maps landing on an arbitrary r-page are defined.
Indeed, in the general formula, each of the terms in the sums defining ∆qk and ∆
p
k will be shuffled
by the ∆n operators that we introduced when we defined the first difference maps. That is, e.g. in
the place of the term ω(∂k−10 ~γ0,0;Q
s
m(~γ; f)), when evaluating at a general term ~f = (f1, ..., fr−k)
instead, there will be a sum
r−k−1∑
n=0
(−1)nω(∂k−10 ~γ0,0;Qsm(~γ; fr−k)[0,k−m),∆n(γk−m0 1 ... 1 γk−10; ~f), Qsm(~γ; fr−k)[k−m+1,k+1]).
The general formula for
∆qk : C(Gqp ×Gr,W ) // C(Gq+1p+k ×Gr−k,W )
is then given by the rather cumbersome
∆qk(~γ;
~f) = ρqk(~γ)
(
ρ10(i((gk−10...g00)))
−1ω(∂k−10 ~γ0,0; ~f
hk−10 , gk−10, ..., g00)+
+
k∑
m=2
r−k−1∑
n=0
(−1)p+m−k+nω(∂k−10 ~γ0,0;Qtm(~γ; fr−k)[0,k−m),∆n(γk−m0 1 ... 1 γk−10; ~f), Qtm(~γ; fr−k)[k−m+1,k+1])+
+
k∑
m=1
r−k−1∑
n=0
(−1)m−k+n(ω(∂k−10 ~γ0,0;Qsm(~γ; fr−k)[0,k−m),∆n(γk−m0 1 ... 1 γk−10; ~f), Qsm(~γ; fr−k)[k−m+1,k+1])+
− ω(∂k−10 ~γ0,0;Qsm(~γ; fr−k)[0,k−m),∆n(γk−m0 1 ... 1 γk−10; ~f), Qsm(~γ; 1)[k−m+1,k+1])
))
.
and the formula for ∆pk is defined likewise.
Higher difference maps 3: the general case
We already saw that trying and defining the differential for the complex C(G, φ) as
d = (−1)rδ + (−1)q+1∂ + (−1)rδ(1) +
∑
k
(−1)p+q+k−1(∆pk + ∆qk)
up to signs, will still fail to verify d2 = 0, as there are still relations unaccounted for. Inductively,
studying how these relations behave, one finds the missing difference maps
∆a,b : C
p,q
r (G, φ) // Cp+a,q+br−k (G, φ),
where 1 ≤ k ≤ r and (a, b) is a pair of strictly positive natural numbers satisfying a + b = k + 1.
These maps will be defined in general as
∆a,bω(~γ; ~f) :=
∑
n
(−1)αω(∂a−10 δb−10 ~γ0,0; [Qn, Pn](~γ; ~f))
for ~γ ∈ Gq+bp+a and ~f ∈ Gr−k. These maps will include the difference maps we have already got. For
instance, when k = 1, ∆1,1 is the first difference map ∆. In the special cases (a, b) ∈ {(1, k), (k, 1)},
these maps are given by the formulas of ∆pk and ∆
q
k respectively.
Theorem 3.5.13. Thus defined, the maps ∆a,b verify the following set of equations for elements
in Cp,qr (G, φ)
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i) δ∆pk + ∆
p
kδ = δ(1)∆
p
k+1 + ∆
p
k+1δ(1) for all 1 ≤ k < r, and δ∆pr + ∆prδ = δ(1)∆pr+1,
ii) ∂∆qk + ∆
q
k∂ = δ(1)∆
q
k+1 + ∆
q
k+1δ(1) for all 1 ≤ k < r, and ∂∆qr + ∆qr∂ = δ(1)∆qr+1,
iii) assuming the convention that ∆p0 = ∂, for each a
k∑
i=0
[∆a,b−i,∆
p
i ] = [δ,∆b,a] + [∆a,b, δ(1)]
for all 1 ≤ k ≤ r, and a symmetric set of equations for q.
Notice that with respect to the diagonal grading, all difference maps are homogeneous of degree
+1. Then, we can use them as differentials and indeed, we’ve got the following.
Theorem 3.5.14. C(G, φ) graded by
Cntot(G, φ) =
⊕
p+q+r=n
Cp,qr (G, φ)
together with the differential
∇ = (−1)rδ + (−1)q+1∂ + (−1)rδ(1) +
∑
k
(−1)p+q+k−1(∆pk + ∆qk) +
∑
a+b=k+1
∆a,b
is a complex.
Remark 3.5.15. Recall that, at the beginning of the section, we set out to look for a double
complex and the non-commutativity of the squares forced us to consider the successive r-pages. As
it turns out, in sight of theorem 3.5.13 and of their grading, we see that there is no way of thinking
of the difference maps as being maps of double complexes between the p-pages in contrast with
the case of Lie 2-algebras. What we got instead is that the total complexes of the p-pages form a
2-dimensional lattice that we will provisionally call Cabp−pag, together with differentials
dabr : C
ab
p−pag // C
a+r,b−r+1
p−pag
whose sum yields an actual differential on the total complex of Cp−pag.
3.6 2-cohomology of Lie 2-groups
In this section, we study the cohomology of the complex from theorem 3.5.14.
Start out with an element v ∈ V = C0(G, φ) = C0,00 (G, φ), then its differential is given by
∇v = (δv, δ(1)v,−>
0
∂v ) ∈ C1(G, φ)
If v is a 0-cocycle, then for all h ∈ H and for all g ∈ G,
ρ00(h)v = v and ρ1(g)v = 0;
therefore, since ρ10(h) is an automorphism of W ,
H0∇(G, φ) = V G := {v ∈ V : ρ¯(g,h)(0, v) = (0, v), ∀(g, h) ∈ GoH ∼= G},
where ρ¯ is the honest representation of proposition 3.3.6.
A 1-cochain λ is a triple (λ0, λ1, v) ∈ C(H,V ) ⊕ C(G,W ) ⊕ V , and its differential has six entries
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that we write using their coordinates, i.e. ∇λp,qr ∈ Cp,qr (G, φ)
∇λ0,20 = δλ0
∇λ1,10 = ∂λ0 + δv + ∆λ1 ∇λ0,11 = δ(1)λ0 − δλ1
∇λ2,00 = −∂v = −v ∇λ1,01 = δ(1)v + ∂λ1 = δ(1)v ∇λ0,02 = δ(1)λ1
Schematically,
δλ0
∂λ0 + δv + ∆λ1 λ0
_
OO
 //oo δ(1)λ0 − δλ1
v0
xx
_
OO

''
λ1 
&&
_
OO
2
xx

kk
−v δ(1)v δ(1)λ1,
where the solid arrows represent the differentials, the dashed arrow represents the difference map,
and the pointed polygons represent elements of the same degree. If λ is a 1-cocylce, then v = 0, λ0
and λ1 are respectively crossed homomorphisms of H and G into V and W with respect to ρ00 and
ρ10 ◦ i. In symbols,
λ0(h0h1) = λ0(h0) + ρ
0
0(h0)λ0(h1), ∀h0, h1 ∈ H
λ1(g0g1) = λ1(g0) + ρ
1
0(i(g0))λ1(g1), ∀g0, g1 ∈ G.
Additionally, the following relations hold for each γ = (g, h) ∈ G:
(∂λ0 + ∆λ1)(γ) = 0
λ0(h) + φ(ρ
1
0(h)λ1(g)) = λ0(hi(g)),
and
(δ(1)λ0 − δλ1)(γ) = 0
ρ10(h)
−1ρ1(g)λ0(h) + ρ10(h)
−1λ1(g) = λ1(gh).
The first of these relations says that there is a map
λ¯ : G //W ⊕ V : (g, h)  // (ρ10(h)λ1(g), λ0(h))
that respects the source and the target. In fact, notice that when h = 1, the relation reduces to the
commutativity of
G
λ1 //
i

W
φ

H
λ0
// V.
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Moreover, together with the fact that λ1 is a crossed homomorphism, it implies that λ¯ is a functor.
Indeed, if (γ0, γ1) ∈ G2
λ¯(γ0 1 γ1) = λ¯(g1g0, h)
= (ρ10(h)λ1(g1g0), λ0(h))
= (ρ10(h)
(
λ1(g1) + ρ
1
0(i(g1))λ1(g0)
)
, λ0(h))
=
(
ρ10(hi(g1))λ1(g0), λ0(hi(g1))
)(
ρ10(h)λ1(g1), λ0(h)
)
= λ¯(γ0)λ¯(γ1),
where the composition in the last line makes sense, precisely because λ0 is a crossed homomorphism,
so that
λ0(h) + φ
(
ρ10(h)λ1(g)
)
= λ0(h) + ρ
0
0(h)φ(λ1(g)) = λ0(h) + ρ
0
0(h)λ0(i(g)) = λ0(hi(g)).
The second relation, says that λ¯ is a crossed homomorphism into W ⊕ V with respect to ρ¯. To see
this, let γk = (gk, hk) ∈ GoH for k ∈ {0, 1}, then
λ¯(γ0 1 γ1) = λ¯(g
h1
0 g1, h0h1)
= (ρ10(h0h1)λ1(g
h1
0 g1), λ0(h0h1))
= (ρ10(h0h1)
(
λ1(g
h1
0 ) + ρ
1
0(i(g
h1
0 ))λ1(g1)
)
, λ0(h0) + ρ
0
0(h0)λ0(h1))
= (ρ10(h0)
(
ρ1(g0)λ0(h1) + λ1(g0) + ρ
1
0(i(g0)h1)λ1(g1)
)
, λ0(h0) + ρ
0
0(h0)λ0(h1))
= λ¯(γ0) + ρ¯(g0,h0)λ¯(γ1)
A coboundary ∇v, will induce a crossed homomorphism-functor that can also be seen as
ρ¯(g,h)(0, v); by analogy, we call these principal crossed homomorphisms. We introduce the following
notation
Definition 3.6.1. The space of crossed homomorphisms of a Lie 2-group G with respect to a
2-representation ρ on the 2-vector V = W φ // V is defined to be
CrHom(G, φ) := {λ¯ ∈ HomGpd(G,V) : λ¯(g, h) = (ρ10(h)λ1(g), λ0(h))
is a crossed homomorphism with respect to ρ¯}.
The space of principal crossed homomorphisms is defined to be
PrCrHom(G, φ) := {λ¯ ∈ CrHom(G, φ) : λ¯(g, h) = ρ¯(g,h)(0, v) for some v ∈ V }.
With these definitions, we can write
H1∇(G, φ) = CrHom(G, φ)/PrCrHom(G, φ).
A 2-cochain ~ω is a 6-tuple (ω0, α, ϕ, ω1, λ, v) where
ω0 ∈ C(H2, V )
ϕ ∈ C(G, V ) α ∈ C(H ×G,W )
v ∈ V λ ∈ C(G,W ) ω1 ∈ C(G2,W ).
Let’s compute the differential using coordinates as before. First, ∇~ω3,00 = −∂v = 0; for the other
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values,
∇~ω0,30 = δω0
∇~ω1,20 = −∂ω0 + δϕ−∆α−∆p2ω1 ∇~ω0,21 = δ(1)ω0 − δα
∇~ω2,10 = ∂ϕ+ δv −∆λ−∆q2ω1 ∇~ω1,11 = −δ(1)ϕ+ ∂α+ δλ+ ∆ω1 ∇~ω0,12 = δ(1)α+ δω1
∇~ω2,01 = δ(1)v −*
λ
∂λ ∇~ω1,02 = −*
0
∂ω1 − δ(1)λ ∇~ω0,03 = δ(1)ω1
If we assume v = 0, λ vanishes too and these equations correspond to those in the statement of
proposition 3.4.3. First, notice that under these assumptions, the equation at C2,10 (G, φ) says
∂ϕ = ∆q2ω1. (3.6.1)
Evaluated at an arbitrary element (g0, g1, h) ∈ G2, we get
ϕ
(
g1g0
h
)
= ϕ
(
g1
h
)
+ ϕ
(
g0
hi(g1)
)
− φ(ρ10(h)ω1(g1, g0)). (3.6.2)
In particular, making g0 = 1, we recover the fact that ϕ vanishes on the space of units H. Since
the equations in proposition 3.4.3 involve a function that depends only on G with values in V , in
order to compare them to the cocycle equations above, we introduce
ϕˇ(g) := ϕ
(
g
1
)
.
Now we are ready. For the numbering of the equations in the statement of proposition 3.4.3, we’ve
got:
• Equation i) is literally δω0 = 0.
• Equation ii) is literally δ(1)ω1 = 0.
• Equation iii) is ∇~ω1,20 = 0 evaluated at
(
g1 g2
1 1
)
∈ G2.
• Equation iv) is exactly ∇~ω0,21 = 0.
• Equation v) follows from ∇~ω1,20 = 0 in the following manner. Evaluating at(
g 1
h−1 h
)
: −(ω0(h−1, h)− ω0(h−1i(g), h))− ϕˇ(gh) + ϕ( gh−1
)
− φ(α(h; g)) = 0(
1 g
h−1 1
)
: ω0(h
−1, i(g)) + ρ00(h)
−1ϕˇ(g)− ϕ
(
g
h−1
)
= 0
and summing yields
−ω0(h−1, h) + ω0(h−1i(g), h) + ω0(h−1, i(g)) = ϕˇ(gh)− ρ00(h)−1ϕˇ(g) + φ(α(h; g)),
but δω0 = 0; therefore,
ρ00(h)
−1ω0(i(g), h) + ω0(h−1i(g), h) = ω0(h−1i(g), h) + ω0(h−1, i(g)),
so replacing one gets the desired equation.
• Equation vi) is ∇~ω1,11 = 0 evaluated at (γ; g1) ∈ G ×G, where γ =
(
g2
1
)
∈ G.
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• Equation vii) is exactly ∇~ω0,12 = 0.
Conversely, let (ω0, ω1, α, ϕ) be a 4-tuple as in the statement of proposition 3.4.3 and verifying the
equations therein. Define
ϕˆ
(
g
h
)
:= ω0(h, i(g)) + ρ
0
0(h)ϕ(g).
Then, if we define ~ω = (ω0, α, ϕˆ, ω1, 0, 0), from the discussion above, we just need to check that
∇~ω2,10 , ∇~ω1,11 and ∇~ω1,20 vanish. Indeed, consider
ϕˆ
(
g1g0
h
)
= ω0(h, i(g1g0)) + ρ
0
0(h)ϕ(g1g0).
From the cocycle equation δω0 = 0, we know that
ω0(h, i(g1g0)) = −ρ00(h)ω0(i(g1), i(g0)) + ω0(hi(g1), g0) + ω0(h, i(g1));
thus, replacing and using equation iii) in the proposition,
ϕˆ
(
g1g0
h
)
= ω0(hi(g1), g0) + ω0(h, i(g1)) + ρ
0
0(h)
[
ρ10(i(g1))ϕ(g0) + ϕ(g1)− φ(ω1(g1, g0))
]
= ϕˆ
(
g0
hi(g1)
)
+ ϕˆ
(
g1
h
)
− φ(ρ10(h)ω1(g1, g0))
which we saw to coincide with ∇~ω2,10 = 0. Next, let γ = (g, h) ∈ G and f ∈ G and consider
δ(1)ϕˆ(γ; f) = ρ
1
0(hi(g))
−1ρ1(f)ϕˆ(γ)
= ρ10(hi(g))
−1ρ1(f)
(
ω0(h, i(g)) + ρ
0
0(h)ϕ(g)
)
= ρ10(hi(g))
−1ρ1(f)ω0(h, i(g)) + ρ10(i(g))
−1ρ1(fh)ϕ(g).
Using equations iv) and vi) in the proposition,
δ(1)ϕˆ(γ; f) = ρ
1
0(i(g))
−1α(h; f)− α(hi(g); f) + α(i(g); fh)+
− α(i(g), fh) + ρ10(i(g))−1ω1(fh, g) + ω1(g−1, fhg)− ω1(g−1, g)
= ∂α(γ; f) + ∆ω1(γ; f)
which is precisely ∇~ω1,11 = 0. As for ∇~ω1,20 , consider
δϕˆ
(
g0 g1
h0 h1
)
= ρ00(h0i(g0))ϕˆ
(
g1
h1
)
− ϕˆ
(
gh10 g1
h0h1
)
+ ϕˆ
(
g0
h0
)
= ρ00(h0i(g0))
[
ω0(h1, i(g1)) + ρ
0
0(h1)ϕ(g1)
]
+
− (ω0(h0h1, i(gh10 g1)) + ρ00(h0h1)ϕ(gh10 g1))+ ω0(h0, i(g0)) + ρ00(h0)ϕ(g0)
Using successively equations iii) and v) in the proposition
ϕ(gh10 g1) = ρ
0
0(i(g
h1
0 ))ϕ(g1) + ϕ(g
h1
0 ) + ω0(i(g
h1
0 ), i(g1))− φ(ω1(gh10 , g1))
= ρ00(i(g
h1
0 ))ϕ(g1) + ρ
0
0(h1)
−1ω0(i(g0), h1) + ω0(h−11 , i(g0)h1)− ω0(h−11 , h1)+
+ ρ00(h1)
−1ϕ(g0)− φ(α(h1; g0)) + ω0(i(gh10 ), i(g1))− φ(ω1(gh10 , g1)).
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Replacing,
δϕˆ
(
g0 g1
h0 h1
)
= ρ00(h0h1)φ(α(h1; g0) + ω1(g
h1
0 , g0)) +R(ω0)
= ∆α
(
g0 g1
h0 h1
)
+ ∆p2ω1
(
g0 g1
h0 h1
)
+R(ω0),
where
R(ω0) = ρ
0
0(h0i(g0))ω0(h1, i(g1))− ω0(h0h1, i(gh10 g1)) + ω0(h0, i(g0))
− ρ00(h0h1)
(
ρ00(h1)
−1ω0(i(g0), h1) + ω0(h−11 , i(g0)h1)− ω0(h−11 , h1) + ω0(i(gh10 ), i(g1))
)
.
We claim that R(ω0) = ∂ω0
(
g0 g1
h0 h1
)
, and consequently ∇~ω1,20 = 0. Indeed, this will follow from
repeatedly applying the cocycle equation δω0 to
(h0h1, i(g
h1
0 ), i(g1)) :
−ρ00(h0h1)ω0(i(gh10 ), i(g1))− ω0(h0h1, i(gh10 g1)) = −ω0(h0i(g0)h1, i(g1))− ω0(h0h1, i(gh10 ))
(h−11 , i(g0), h1) :
ρ00(h
−1
1 )ω0(i(g0), h1) + ω0(h
−1
1 , i(g0)h1) = ω0(h
−1
1 i(g0), h1) + ω0(h
−1
1 , i(g0))
(h0i(g0), h1, i(g1)) :
ρ00(h0i(g0))ω0(h1, i(g1))− ω0(h0i(g0)h1, i(g1)) = −ω0(h0i(g0), h1i(g1)) + ω0(h0i(g0), h1)
(h0h1, h
−1
1 , i(g0)) :
−ρ00(h0h1)ω0(h−11 , i(g0)) + ω0(h0, i(g0)) = ω0(h0h1, h−11 i(g0))− ω0(h0h1, h−11 )
(h0h1, h
−1
1 , h1) :
ρ00(h0h1)ω0(h
−1
1 , h1) = ω0(h0, h1) + ω0(h0h1, h
−1
1 )
(h0h1, h
−1
1 i(g0), h1) :
−ρ00(h0h1)ω0(h−11 i(g0), h1) + ω0(h0i(g0), h1)− ω0(h0h1, h−11 i(g0)h1) + ω0(h0h1, h−11 i(g0)) = 0
Then,
R(ω0) = ρ
0
0(h0i(g0))ω0(h1, i(g1))− ω0(h0i(g0)h1, i(g1))− ω0(h0h1, h−11 i(g0)h1) + ω0(h0, i(g0))+
− ρ00(h0h1)
(
ω0(h
−1
1 i(g0), h1) + ω0(h
−1
1 , i(g0))− ω0(h−11 , h1)
)
= −ω0(h0i(g0), h1i(g1)) + ω0(h0i(g0), h1)− ω0(h0h1, h−11 i(g0)h1)+
+ ω0(h0h1, h
−1
1 i(g0))− ω0(h0h1, h−11 )− ρ00(h0h1)ω0(h−11 i(g0), h1) + ω0(h0, h1) + ω0(h0h1, h−11 )
= ∂ω0
(
g0 g1
h0 h1
)
as claimed. Furthermore, for a pair of 2-cocycles
(~ω)k = (ωk0 , α
k, ϕk, ωk1 , λ
k, vk), k ∈ {1, 2}
with vk = 0, if they are cohomologous we recover the equations in proposition 3.4.4. Indeed, if
(~ω)2 − (~ω)1 = ∇(λ0, λ1, v),
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coordinate-wise we have got
ω20 − ω10 = δλ0
ϕ2 − ϕ1 = ∂λ0 + δv + ∆λ1 α2 − α1 = δ(1)λ0 − δ′λ1
0 = −v 0 = δ(1)v ω21 − ω11 = δ(1)λ1;
thus, explicitly for γ = (g, h) ∈ G and for (h; f) ∈ H ×G
(ϕ2 − ϕ1)(γ) = λ0(h)− λ0(hi(g)) + φ(ρ10(h)λ1(g))
(α2 − α1)(h; f) = ρ10(h)−1ρ1(f)λ0(h)−
(
λ1(f
h)− ρ10(h)−1λ1(f)
)
.
Evaluating the first of these equations at γ = (g, 1), we recover equation iii) of the referred propo-
sition. The second of these equations is exactly equation iv) in the proposition. Conversely, given
two 4-tuples whose difference verifies the equations in proposition 3.4.4,
((ϕˆ)2 − (ϕˆ)1)(γ) = ω20(h, i(g)) + ρ00(h)ϕ2(g)− ω10(h, i(g))− ρ00(h)ϕ1(g)
= δλ0(h, i(g)) + ρ
0
0(h)(φ(λ1(g))− λ0(i(g)))
= ρ00(h)λ0(i(g))− λ0(hi(g)) + λ0(h) + φ(ρ10(h)λ1(g))− ρ00(h)λ0(i(g))
= ∂λ0(γ) + ∆λ1(γ).
In the end, this is the theorem this theory is dedicated to.
Theorem 3.6.1. H2∇(G, φ) classifies 2-extensions.
Chapter 4
Relating the 2-group and 2-algebra
theories
4.1 Introduction
During the last section of each of the previous two chapters, we saw that the cohomology theories
we constructed have got the property that their second cohomology group classify extensions in the
corresponding categories. In this chapter, we will approach the integration of Lie 2-algebras making
use of this fact. More precisely, we will introduce a map from the complex of Lie 2-group cochains
to the complex of Lie 2-algebra cochains and prove a series of van Est type theorems. The nice
thing about this approach is that it has shown the following historical advantages:
It is functorial at each step.
It also works in infinite dimensions.
It was used (in infinite-dimensions) to show that certain Lie algebras do not integrate [35].
It was used in the non-integrable case to show how non-integrable Lie algebras maybe still integrate
to étale Lie 2-groups. [38].
4.2 The 2-van Est map
If one starts out with an extension of Lie 2-groups
1 //W
φ

j1 // E1


pi1 // G
i

// 1
1 // V
j0
// E0 pi0
// H // 1,
one can consider its associated extension of Lie 2-algebras
0 //W
φ

d0j1 // e1
d1

d1pi1 // g
µ

// 0
0 // V
d0j0
// e0
d1pi0
// h // 0
by linearizing, i.e. by differentiating each entry and each map. In sight of theorems 2.6.1 and 3.6.1,
this procedure defines a map
H2∇(G, φ) // H2∇(g1, φ).
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In fact, when appropriately relating the 2-representations by proposition 3.3.5, this map will be
defined at the level of cochains and due to its nature, we are bound to call it a van Est map. We
proceed to define it in full generality, not only for 2-cochains, but for any n-cochain. At the level
of the triple complexes
Φ : Cp,qr (G, φ) // Cp,qr (g1, φ)
is defined for ω ∈ Cp,qr (G, φ), ξ1, ..., ξq ∈ gp and x1, ..., xr ∈ g by
Φω(ξ1, ..., ξq;x1, ..., xr) =
∑
σ∈Sq
∑
%∈Sr
|σ||%|Rξσ(q) ...Rξσ(1)Rx%(r) ...Rx%(1)ω.
We recall that |·| stands for the sign of a permutation, and for x ∈ g and ξ ∈ gp
Rx : C(Gqp ×Gr,W ) // C(Gqp ×Gr−1,W ) ,
Rξ : C(Gqp ,W ) // C(Gq−1p ,W )
are given by
Rxω(~γ;~g) := L~xω(~γ;~g)(1)
Rξϕ(γ2, ..., γq) := L~ξϕ(γ2,...,γq)(1)
respectively, for ~γ = (γ1, ..., γq) ∈ Gqp and ~g ∈ Gr−1. Perhaps, it is adequate to spell out the
other pieces of notation. First, ~x ∈ X(G) and ~ξ ∈ X(Gp) stand for the right-invariant vector fields
generated by x and ξ respectively. The symbol L stands for the actual Lie derivative this time
round; therefore, when applied to the functions
ω(~γ;~g) : G //W : g
 // ω(~γ; g,~g) ,
ϕ(γ2,...,γq) : Gp //W : γ  // ϕ(γ, γ2, ..., γq) ,
these derivations yield a second pair of functions, which are later evaluated at the respective units.
Notice that these considerations only make sense for r > 0; nonetheless, for r = 0, the formulas
will have the same shape with the sole difference that the derivative will be taken in V instead of
W . Indeed, the formulas for the page r = 0 will coincide column-wise with the classic van Est map
from Lie group cochains to Lie algebra cochains.
Let us comment on why this map is well-defined. First, notice that these latter R maps are linear
in the subscript, because they are defined in terms of vector fields. This will also imply that a
succession of R’s is going to yield a multi-linear map. Finally, the alternated permutations will
make Φω totally skew-symmetric in the first q variables ξ1, ..., ξq and independently in the next r
variables x1, ..., xr as well; thus, Φω ∈
∧q g∗p ⊗∧r g∗ ⊗W = Cp,qr (g1, φ).
We turn now to show that this is the right Ansatz for a van Est map in that the image of the Lie
2-group 2-cochain representing an extension coincides with the Lie 2-algebra 2-cochain representing
the associated linearized extension, as given at the beginning of this section. In order to do so,
let us spell out the R maps and introduce a piece of notation to handle efficiently the upcoming
computations.
For ω ∈ Cp,qr (G, φ), ξ1, ..., ξq ∈ gp and x1, ..., xr ∈ g, we will write
−→
R ξ
−→
Rxω := Rξq ...Rξ1Rxr ...Rx1ω.
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Now, let x ∈ g, ~γ = (γ1, ..., γq) ∈ Gqp and ~g ∈ Gr−1, and consider
Rxω(~γ;~g) = L~xω(~γ;~g)(1)
= d1ω(~γ;~g)(~x1)
=
d
dτ
∣∣∣
τ=0
ω(~γ;~g)(expG(τx))
=
d
dτ
∣∣∣
τ=0
ω(~γ; expG(τx), ~g).
Inductively, one then gets that
−→
Rxω(~γ) =
d
dτr
∣∣∣
τr=0
...
d
dτ1
∣∣∣
τ1=0
ω(~γ; expG(τ1x1), ..., expG(τrxr))
We introduce the following notation for this kind of multi-derivation
dJ
dτJ
∣∣∣
τ=0
:=
d
dτr
∣∣∣
τr=0
...
d
dτ1
∣∣∣
τ1=0
,
and also,
exp(τ · x) := (expG(τ1x1), ..., expG(τrxr)).
Thus, we analogously deduce that
−→
R ξ
−→
Rxω =
d
dλq
∣∣∣
λq=0
...
d
dλ1
∣∣∣
λ1=0
dJ
dτJ
∣∣∣
τ=0
ω(expGp(λ1ξ1), ..., expGp(λqξq); expG(τ · x)),
and we write
−→
R ξ
−→
Rxω =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ · ξ); exp(τ · x)).
Admittedly, this is quite an ambiguous notation, but we hope it will be clear from the context,
where the exponentials are taken and what the multi-indices I and J are going to be. Moreover,
every time we judge there is room for confusion, we will write the necessary pieces unabbreviated.
As announced, let (ω0, ω1, α, ϕˆ) be a Lie 2-group 2-cocycle. According to the previous chapter,
this cocycle defines a 2-extension of Lie 2-groups. We will see that (Φω0,Φω1,Φα,Φϕˆ) is the Lie
2-algebra cocycle associated to the linearized 2-extension.
First of all, recall that as we said, the 2-van Est map will be a map of complexes given that the
2-representations are appropriately related. We will write then, ρ for the Lie 2-group representation
and ρ˙ for its associated Lie 2-algebra representation. As we also remarked above, for r = 0, the
2-van Est map coincides with the classic van Est map; and hence, Φω0 is the Lie algebra 2-cochain
defining the Lie algebra ofHρ00n
ω0V which is itself an extension of h by V : hρ˙00⊕Φω0V . Furthermore,
for q = p = 0 and r > 0 the formula for the 2-van Est map coincides with the classic van Est map
for the Lie group G; hence, Φω1 also defines the right Lie algebra 2-cochain, pretty much in the
same fashion as Φω0.
Now that we have got the right spaces, we just need to analyze the crossed module structure. Recall
from the proof of theorem 3.6.1 that the structural map of the Lie 2-group defined by the 2-cocycle
(ω0, ω1, α, ϕˆ) is
Gρ10◦i n
ω1 W // Hρ00 n
ω0 V : (g, w)  // (i(g), φ(w) + ϕˆ
(
g
1
)
) ;
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thus, its derivative will be
gρ˙10◦µ ⊕Φω1 W // hρ˙00 ⊕Φω0 V : (x,w)
 // (µ(x), φ(w) + d(1,1)ϕˆ
(
x
0
)
) .
Of course,
d(1,1)ϕˆ
(
x
0
)
=
d
dλ
∣∣∣
λ=0
ϕˆ(expG λ
(
x
0
)
) = Φϕˆ
(
x
0
)
;
thus, we see the structural map of the crossed module of Lie algebras coincide with the one in the
proof of theorem 2.6.1. Finally, we look at the action induced by α,
(g, w)(h,v) = (gh, ρ10(h)
−1(w + ρ1(g)v) + α(h, g)).
For each (h, v) ∈ Hρ00 nω0 V , this latter formula defines a Lie group automorphism
(−)(h,v) : Gρ10◦i nω1 W // Gρ10◦i nω1 W .
Differentiating at the identity, one gets a Lie algebra automorphism, for which we will use the same
notation
(−)(h,v) : gρ˙10◦µ ⊕Φω1 W // gρ˙10◦µ ⊕Φω1 W .
We write down the formula for this action explicitly. First, for w ∈W ,
(0, w)(h,v) =
d
dτ
∣∣∣
τ=0
(1h, ρ10(h)
−1(τw + ρ1(1)v) + α(h, 1))
=
d
dτ
∣∣∣
τ=0
(1, τρ10(h)
−1(w)) = (0, ρ10(h)
−1(w)).
Then, for x ∈ g,
(x, 0)(h,v) =
d
dτ
∣∣∣
τ=0
(expG(τx)
h, ρ10(h)
−1(ρ1(expG(τx))v) + α(h, expG(τx)))
= (xh, ρ10(h)
−1(ρ˙1(x)v) +
d
dτ
∣∣∣
τ=0
α(h, exp(τx))),
where we abused notation again and wrote xh for the induced action of H on g. Put together,
(x,w)(h,v) = (xh, ρ10(h)
−1(w + ρ˙1(x)v) +
d
dτ
∣∣∣
τ=0
α(h, exp(τx))).
Now, consider the map
Hρ00 n
ω0 V // Aut(gρ˙10◦µ ⊕Φω1 W ) : (h, v)
 // (−)(h,v) ,
whose differential is by definition the structural action of the crossed module associated to the Lie
2-algebra of the extension Gρ10◦i n
ω1 W // Hρ00 n
ω0 V . Then, for v ∈ V ,
L(0,v)(x,w) :=
d
dλ
∣∣∣
λ=0
(x,w)(1,λv)
=
d
dλ
∣∣∣
λ=0
(x1, ρ10(1)
−1(w + ρ˙1(x)(λv)) +
d
dτ
∣∣∣
τ=0
α(1, exp(τx))) = (0, ρ˙1(x)v);
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whereas, on the other hand, for y ∈ h,
L(y,0)(x,w) :=
d
dλ
∣∣∣
λ=0
(x,w)(expH(λy),0)
=
d
dλ
∣∣∣
λ=0
(xexpH(λy), ρ10(expH(λy))
−1(w) +
d
dτ
∣∣∣
τ=0
α(expH(λy), expG(τx)))
= (Lyx, ρ˙10(−y)w +
d
dλ
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
α(exp(λy), exp(τx)))).
Ultimately, this yields
L(y,v)(x,w) = (Lyx, ρ˙1(x)v − ρ˙10(y)w + Φα(y, x))
which is indeed the formula for the action by derivations induced by Φα.
In the sequel, we will prove that Φ defines a map of triple complexes. It will be educative
to consider two cases separately. First, we will deal with the case where the coefficients of the
2-representation are taken on an honest vector space. This will have the effect of killing off all the
(p, q)-pages but the front one; hence, to prove that Φ yields a map of triple complexes in this case,
reduces to prove that it induces a map of the double complexes defined by r = 0. Thereafter, we
will deal with the general case.
Vector space coefficients
As we mention right before introducing both the triple complex of Lie 2-algebra cochains and
the triple complex of Lie 2-group cochains, the page r = 0 does not commute in general. Instead,
the images of going around the squares in the two possible ways yield isomorphic elements in the 2-
vector space. Therefore, when taking coefficients on an honest vector space, the first pages commute
on the nose, or in other words, are double compĺexes. In order, this implies that we just need to
prove that the generic cube
C(Gq+1p , V ) Φ //
∂

∧q+1 g∗p ⊗ V
∂

C(Gq+1p+1 , V ) Φ //
∧q+1 g∗p+1 ⊗ V
C(Gqp , V ) Φ //
δ
OO
∂

∧q g∗p ⊗ V
δ
OO
∂

C(Gqp+1, V ) Φ //
δ
OO
∧q g∗p+1 ⊗ V
δ
OO
commutes, to verify that Φ yields a cochain map. In fact, as the left and right squares lie in their
respective double complexes, they commute. Also, the front and back squares commute, as they
are a piece of the classic Van Est map for the Lie group cochains of Gp+1 and Gp respectively. Thus,
the only thing left to prove is the following lemma.
Lemma 4.2.1. In the latter cubic diagram, Φ∂ = ∂Φ.
Proof. This is a consequence of the fact that the face maps ∂k of the simplicial structure of the
nerve of the Lie 2-algebra associated to any given Lie 2-group are the derivatives of the face maps
∂k of the simplicial structure of its nerve. In symbols, for ξ ∈ gp+1 and for each k,
∂kξ =
d
dλ
∣∣∣
λ=0
∂k(expGp+1(λξ)),
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and consequently,
expGp(∂kξ) = ∂k(expGp+1(ξ)).
Now, let ω ∈ C(Gqp , V ) and ξ1, ..., ξq ∈ gp+1, then
Rξq ...Rξ1(∂ω) =
dI
dλI
∣∣∣
λ=0
∂ω(exp(λ · ξ))
=
dI
dλI
∣∣∣
λ=0
p+1∑
k=0
(−1)k∂∗kω(exp(λ · ξ))
=
p+1∑
k=0
(−1)k d
I
dλI
∣∣∣
λ=0
ω
(
∂k(expGp+1(λ1ξ1)), ..., ∂k(expGp+1(λqξq))
)
=
p+1∑
k=0
(−1)k d
I
dλI
∣∣∣
λ=0
ω(expGp(λ1∂kξ1), ..., expGp(λq∂kξq))
=
p+1∑
k=0
(−1)kR∂kξq ...R∂kξ1ω.
Therefore,
Φ(∂ω)(ξ1, ..., ξq) =
∑
σ∈Sq
|σ|Rξσ(q) ...Rξσ(1)(∂ω)
=
∑
σ∈Sq
|σ|
p+1∑
k=0
(−1)kR∂kξσ(q) ...R∂kξσ(1)ω
=
p+1∑
k=0
(−1)k
∑
σ∈Sq
|σ|R∂kξσ(q) ...R∂kξσ(1)ω
=
p+1∑
k=0
(−1)kΦω(∂kξ1, ..., ∂kξq) = ∂(Φω)(ξ1, ..., ξq).
As claimed, with respect to a 2-representation with values on an honest vector space, the 2-van
Est map Φ turned out to be a map of double complexes and we’ve got the following van Est type
theorem.
Theorem 4.2.2. Let G = G // H represent a Lie 2-group with Lie 2-algebra represented by
g1 = g // h , and ρ be a 2-representation of G on an honest vector space V . If H is k-connected,
G is (k − 1)-connected and Φ is the 2-van Est map, then
Hntot(Φ) = (0), for all degrees n ≤ k.
Proof. In order to compute the cohomology of the mapping cone of the 2-van Est map, we use the
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spectral sequence of the double complex filtrated by columns, whose first page is
...
...
...
H2δΦ(C
0,•(Φ)) // H2δΦ(C
1,•(Φ)) // H2δΦ(C
2,•(Φ)) // . . .
Ep,q1 : H
1
δΦ
(C0,•(Φ)) // H1δΦ(C
1,•(Φ)) // H1δΦ(C
2,•(Φ)) // . . .
H0δΦ(C
0,•(Φ)) // H0δΦ(C
1,•(Φ)) // H0δΦ(C
2,•(Φ)) // . . .
Now, the 2-van Est map is defined column-wise by the classic van Est map; consequently, the
columns of the mapping cone double complex coincide with the mapping cones of these. By means
of the classic van Est theorem (cf. Theorem 1.3.1), we know that the pth column of the latter
diagram is zero below the connectedness of Gp. For instance, as H is k-connected, the first column
is zero below k.
We use the Künneth formula to figure out how connected Gp is. Since Gp ∼= Gp ×H,
HqdR(Gp) =
⊕
r+s=q
HrdR(G
p)⊗HsdR(H),
but H is k-connected; thus yielding,
HqdR(Gp) = HqdR(Gp),
for all q ≤ k. Now, inductively,
HqdR(G
p) =
⊕
q1+...+qp=q
Hq1dR(G)⊗ ...⊗HqpdR(G);
therefore, since G is (k− 1)-connected, so is Gp. Although it won’t be relevant in the sequel, notice
that
HkdR(G
p) = (HkdR(G))
⊕p,
so (k− 1)-connectedness is as far as we can deduce. In sight of this discussion, Gp is always (k− 1)-
connected, and all columns in the first page of the spectral sequence above vanish below k − 1.
Given that
Ep,q1 ⇒ Hp+qtot (Φ),
it follows from lemma 1.3.3 that Hntot(Φ) = (0) for n ≤ k as desired.
Corollary 4.2.1. Under the hypothesis of the previous theorem, the 2-van Est map induces iso-
morphisms
Φn : Hn∇(G, V ) // Hn∇(g1, V ),
for n ≤ k, and it is injective for n = k + 1.
Proof. This is nothing but the re-phrasing of Proposition 1.3.2.
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2-vector space coefficients
We move now to the general case. We will break the proof that Φ defines an appropriate map
of triple complexes in several parts. Due to proposition 3.5.3, we know that each constant p-page
is a double complex; therefore, Φ needs to restrict to a map of double complexes when p is left
constant. In other words, the generic cube
C(Gq+1p ×Gr,W ) Φ //
δ(1)
zz
∧q+1 g∗p ⊗∧r g∗ ⊗W
δ(1)
zz
C(Gq+1p ×Gr+1,W ) Φ //
∧q+1 g∗p ⊗∧r+1 g∗ ⊗W
C(Gqp ×Gr,W ) Φ //
δ
OO
δ(1)
zz
∧q g∗p ⊗∧r g∗ ⊗W
δ
OO
δ(1)zz
C(Gqp ×Gr+1,W ) Φ //
δ
OO
∧q g∗p ⊗∧r+1 g∗ ⊗W
δ
OO
needs to commute. Since eventually we are to take alternating sums, we introduce the following
partitions of the symmetric group Sq+1. First,
Sq+1 =
q⋃
n=0
Sq(m|n),
where Sq(m|n) is the set of permutations that fix the mth element to be n. In symbols,
Sq(m|n) = {σ ∈ Sq+1 : σ(m) = n}.
Among these partitions, we are going to be interested in the ones fixing the first element and the
ones fixing the last element. Indeed, every element σ of Sq(0|j) can be factored as
σ = σ′σ0j ,
where
σ0j :=
(
0 1 2 ... j − 1 j j + 1 ... q − 1 q
j 0 1 ... j − 2 j − 1 j + 1 ... q − 1 q
)
,
and σ′ is the residual permutation that leaves the first element alone and shifts the remaining q
elements. In so, we can regard σ′ as belonging to Sym({0, 1, ..., j−1, j+1, ..., q}) ∼= Sq, incidentally
justifying the notation. Now, σ0j is clearly the composition of j-many transpositions; therefore, due
to the factorization,
|σ| = |σ′||σ0j | = (−1)j |σ′|.
Analogously, every element σ of Sq(q|j) can be factored as
σ = σ′σqj ,
where
σqj :=
(
0 1 ... j − 1 j j + 1 ... q − 2 q − 1 q
0 1 ... j − 1 j + 1 j + 2 ... q − 1 q j
)
,
and σ′ is the residual permutation that leaves the last element alone and shifts the remaining q
elements. We regard σ′ as belonging to Sym({0, 1, ..., j − 1, j + 1, ..., q}) ∼= Sq as well. Now, σqj is
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clearly the composition of (q− j)-many transpositions; therefore, due to the factorization, this time
around we have got
|σ| = |σ′||σ0j | = (−1)q−j |σ′|.
The other class of partitions we will be considering is
Sq+1 =
⋃
m,n
Sq−1(j|mn),
where Sq−1(j|mn) is the set of all permutations sending j to m and j + 1 to n. In symbols,
Sq−1(j|mn) = {σ ∈ Sq+1 : σ(j) = m, σ(j + 1) = n}.
For instance, for m < n, each element σ of Sq−1(0|mn) can be factored again as
σ = σ′σ0mn,
where σ0mn is the permutation(
0 1 2 3 ... m− 1 m m+ 1 m+ 2 ... n− 1 n n+ 1 ... q − 1 q
m n 0 1 ... m− 3 m− 2 m− 1 m+ 1 ... n− 2 n− 1 n+ 1 ... q − 1 q
)
,
and σ′ is the residual permutation that leaves the first two elements fixed and shifts the remaining
q− 1 elements. We thus regard σ′ as belonging to the symmetric group on the set of q+ 1 elements
without m and n. That is, say
Ω(q) := {j ∈ N : 0 ≤ j ≤ q},
then σ′ ∈ Sym(Ω(q) \ {m,n}) ∼= Sq−1. To compute the sign of σ ∈ Sq−1(0|mn), still for m < n,
notice that σ0mn is the product of σ0m as above, with (n−1)-many transpositions; hence, we compute
the sign to be
|σ| = |σ′||σ0mn| = (−1)m+n−1|σ′|.
In general, for m < n, an element σ of Sq−1(j|mn) will be factored as
σ = σ′σjmn,
where σjmn is the permutation that takes j and j + 1 to m and n respectively and leaves the rest
of the elements ordered increasingly, and σ′ is the residual permutation that shuffles around the
remaining q− 1 elements. As before, we regard σ′ as belonging to Sym(Ω(q) \ {m,n}) ∼= Sq−1, and
we compute the sign of σ by noticing that σjmn is the product of the transpositions necessary to
take j to m and the ones to take j + 1 to n
|σ| = |σ′||σ0mn| = (−1)m−j(−1)n−j−1|σ′|.
We will also need the following lemma.
Lemma 4.2.3. If R : V × ...× V //W is an r-multilinear map and Hλ is a differentiable path
of automorphisms of V with H0 = IdV , then
d
dλ
∣∣∣
λ=0
R(Hλ(v1), ...,Hλ(vr)) =
r∑
k=1
R(v1, ..., vk−1,
d
dλ
∣∣∣
λ=0
Hλ(vk), vk+1, ..., vr)
Proof. Let {ei}ni=1 be a basis for V . During this proof, we will use Einstein’s summation convention.
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In these coordinates, set
Ra1...ar := R(ea1 , ..., ear) and Hλ(ea) = H
b
a(λ)eb.
Notice that sinceH0 = IdV , Hba(0) = δba. Clearly, it suffices to prove the equation for basic elements,
then consider
d
dλ
∣∣∣
λ=0
R(Hλ(ea1), ...,Hλ(ear)) =
d
dλ
∣∣∣
λ=0
R(Hb1a1(λ)eb1 , ...,H
br
ar(λ)ebr)
=
d
dλ
∣∣∣
λ=0
Hb1a1(λ)...H
br
ar(λ)Rb1...br
= Rb1...br
r∑
k=1
Hb1a1(0)...H
bk−1
ak−1(0)H˙
bk
ak
(0)H
bk+1
ak+1(0)...H
br
ar(0)
=
r∑
k=1
Rb1...brδ
b1
a1 ...δ
bk−1
ak−1H˙
bk
ak
(0)δ
bk+1
ak+1 ...δ
br
ar
=
r∑
k=1
Ra1...ak−1bkak+1...arH˙
bk
ak
(0)
=
r∑
k=1
R(ea1 , ..., eak−1 ,
d
dλ
∣∣∣
λ=0
Hbkak(λ)ebk , eak+1 , ..., ear).
Since, yet again, both right and left faces of the generic cube commute right away, as they
belong to their respective double complexes, the fact that Φ restricts to a map of double complexes
for constant p will follow from the sequence of lemmas ahead.
Lemma 4.2.4. The back and front faces commute: Φδ = δΦ.
Proof. In the sequel, let ω ∈ C(Gqp ×Gr,W ), ξ0, ..., ξq ∈ gp and x1, ..., xr ∈ g. Consider
Rξq ...Rξ0Rxr ...Rx1(δω) =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
δω(exp(λ · ξ); exp(τ · x)).
We call the three types of term from δω as follows:
I :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ1ξ1), ..., exp(λqξq); exp(τ · x)tp(exp(λ0ξ0)))
II :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ0ξ0), ..., exp(λj−1ξj−1) exp(λjξj), ..., exp(λqξq); exp(τ · x))
III :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ρ10(tp(exp(λqξq)))
−1ω(exp(λ0ξ0), ..., exp(λq−1ξq−1); exp(τ · x)).
In the first type, (g1, ..., gr)h := (gh1 , ..., ghr ) for g1, ..., gr ∈ G and h ∈ H. By the same remark that
the face maps of the simplicial structure of a Lie 2-group and those of the one of its Lie 2-algebra
are related by derivation, we conclude that for ξ ∈ gp,
expH(tˆp(ξ)) = tp(expGp(ξ)).
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Hence, we get that
III =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ρ10(exp(λq tˆp(ξq))
−1)ω(exp(λ0ξ0), ..., exp(λq−1ξq−1); exp(τ · x))
=
d
dλq
∣∣∣
λq=0
ρ10(exp(λq tˆp(−ξq)))Rξq−1 ...Rξ0Rxr ...Rx1ω
= −ρ˙10(tˆp(ξq))Rξq−1 ...Rξ0Rxr ...Rx1ω.
Considering the alternating sum of terms of this type and using the partition of Sq+1 by Sq(q|j)’s,
we get∑
σ∈Sq+1
∑
%∈Sr
−|σ||%|ρ˙10(tˆp(ξσ(q)))Rξσ(q−1) ...Rξσ(0)Rx%(r) ...Rx%(1)ω
=
q∑
j=0
(−1)q−j+1ρ˙10(tˆp(ξj))
∑
σ′∈Sq(q|j)
∑
%∈Sr
|σ′||%|Rξσ′(q−1) ...Rξσ′(j+1)Rξσ′(j−1) ...Rξσ′(0)Rx%(r) ...Rx%(1)ω
=
q∑
j=0
(−1)q−j+1ρ˙10(tˆp(ξj))Φω(ξ0, ..., ξj−1, ξj+1, ..., ξq;x1, ..., xr).
Next, we consider the terms of type I,
I =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ1ξ1), ..., exp(λqξq); exp(τ · x)exp(λ0 tˆp(ξ0)))
=
dI
dλI
∣∣∣
λ=0
R
x
exp(λ0 tˆp(ξ0))
r
...R
x
exp(λ0 tˆp(ξ0))
1
ω(exp(λ1ξ1), ..., exp(λqξq)).
Since, for fixed ~γ ∈ Gqp ,
Rxr ...Rx1ω(~γ)
is r-multilinear in the x variables and for y ∈ h, (−)exp(λy) is a differentiable path of automorphisms
through the identity, invoking lemma 4.2.3, we have got that
d
dλ
∣∣∣
λ=0
R
x
exp(λy)
r
...R
x
exp(λy)
1
ω(~γ) =
r∑
k=1
R
x
exp(0)
r
...R
x
exp(0)
k+1
R d
dλ
|λ=0xexp(λy)k
R
x
exp(0)
k−1
...R
x
exp(0)
1
ω(~γ)
=
r∑
k=1
Rxr ...Rxk+1RLyxkRxk−1 ...Rx1ω(~γ).
Consequently,
d
dλ0
∣∣∣
λ0=0
R
x
exp(λ0 tˆp(ξ0))
r
...R
x
exp(λ0 tˆp(ξ0))
1
ω(exp(λ1ξ1), ..., exp(λqξq)) =
r∑
k=1
Rxr ...Rxk+1RLtˆp(ξ0)xkRxk−1 ...Rx1ω(exp(λ1ξ1), ..., exp(λqξq)),
and
I =
r∑
k=1
Rξq ...Rξ1Rxr ...Rxk+1RLtˆp(ξ0)xkRxk−1 ...Rx1ω.
As for the alternating sum of terms of this type, we use the partition of Sq+1 by Sq(0|j)’s; thus
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yielding,
∑
σ∈Sq+1
∑
%∈Sr
|σ||%|
r∑
k=1
Rξσ(q) ...Rξσ(1)Rx%(r) ...Rx%(k+1)RLtˆp(ξσ(0))x%(k)Rx%(k−1) ...Rx%(1)ω
=
q∑
j=0
(−1)j
r∑
k=1
∑
σ′∈Sq(0|j)
∑
%∈Sr
|σ′||%|Rξσ′(q) ...Rξσ′(0)Rx%(r) ...Rx%(k+1)RLtˆp(ξj)x%(k)Rx%(k−1) ...Rx%(1)ω
=
q∑
j=0
(−1)j
r∑
k=1
Φω(ξ0, ..., ξj−1, ξj+1, ..., ξq;x1, ...,Ltˆp(ξj)xk, ..., xr).
Since, the terms of type I come together with a (−1)q+1 coefficient in δω, putting together the two
types of terms we have analyzed so far, we get
q∑
j=0
(−1)j+1ρ′ξj (Φω)(ξ0, ..., ξj−1, ξj+1, ..., ξq;x1, ..., xr).
In order to move forward with the proof, let us remark that by definition, for ϕ ∈ C(Gp,W ),
R[ξ1,ξ2]ϕ := L−−−−→[ξ1,ξ2]ϕ(1).
By construction, and since the space of right-invariant vector fields is a Lie subalgebra of X(Gp),
L−−−−→
[ξ1,ξ2]
ϕ(1) = L
[~ξ1,~ξ2]
ϕ(1) = [L~ξ1 ,L~ξ2 ]ϕ(1).
Computing,
L~ξ1L~ξ2ϕ(1) = d1(L~ξ2ϕ)(ξ1)
=
d
dλ1
∣∣∣
λ1=0
(L~ξ2ϕ)(exp(λ1ξ1))
=
d
dλ1
∣∣∣
λ1=0
dexp(λ1ξ1)ϕ((
~ξ2)exp(λ1ξ1)).
By definition,
(~ξ2)exp(λ1ξ1) = dRexp(λ1ξ1)ξ2
and as always,
exp(dRexp(λ1ξ1)(λ2ξ2)) = Rexp(λ1ξ1)(exp(λ2ξ2));
thus,
L~ξ1L~ξ2ϕ(1) = ddλ1
∣∣∣
λ1=0
d
dλ2
∣∣∣
λ2=0
ϕ(exp(λ2ξ2) exp(λ1ξ1)),
ultimately implying that
R[ξ1,ξ2]ϕ =
d
dλ1
∣∣∣
λ1=0
d
dλ2
∣∣∣
λ2=0
ϕ(exp(λ2ξ2) exp(λ1ξ1))− ddλ2
∣∣∣
λ2=0
d
dλ1
∣∣∣
λ1=0
ϕ(exp(λ1ξ1) exp(λ2ξ2)).
We now carefully consider the alternating sums of elements of type II. First, let j = 1 and consider
the transposition (0 1), which obviously comes with a minus sign, then, in sight of the previous
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discussion, the sum
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ0ξ0) exp(λ1ξ1), exp(λ2ξ2), ..., exp(λqξq); exp(τ · x))
− d
I
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ1ξ1) exp(λ0ξ0), exp(λ2ξ2), ..., exp(λqξq); exp(τ · x))
equals
Rξq ...Rξ2R[ξ1,ξ0]Rxr ...Rx1ω.
Let m < n, summing elements of type II with j = 1 over the union of Sq−1(0|mn) and Sq−1(0|nm)
and well-aware that the elements in the latter come with a sign from the transposition of m and n,
we get ∑
σ′∈Sq−1(0|mn)
∑
%∈Sr
(−1)m+n|σ′||%|−→Rσ′(ξ(m,n))R[ξm,ξn]
−→
R %(x)ω,
where we used the following short-hands
σ′(ξ(m,n)) := (ξσ′(q), ξσ′(q−1), ..., ξσ′(n+1), ξσ′(n−1), ..., ξσ′(m+1), ξσ′(m−1), ..., ξσ′(1), ξσ′(0)),
%(x) := (x%(r), ..., x%(1)).
Following this line of thought, still with m < n, the sum over Sq−1(j|mn)∪Sq−1(j|nm) of elements
of type II for a fixed j is∑
σ′∈Sq−1(j|mn)
∑
%∈Sr
(−1)m+n|σ′||%|−→R
σ′(ξ(m,n))j1
R[ξm,ξn]
−→
R
σ′(ξ(m,n))j0
−→
R %(x)ω,
where this time around, σ′(ξ(m,n))j0 and σ
′(ξ(m,n))j1 stand for the two pieces that come out when
cutting σ′(ξ(m,n)) after the jth term, i.e. σ′(ξ(m,n))j0 is the string with the first j-many terms of
σ′(ξ(m,n)) and σ′(ξ(m,n))j1 is the string with the remaining q − 1 − j terms. Thus, considering
the alternating sum of all elements of type II with their respective coefficients from δω, we get
∑
m<n
(−1)m+n
q−1∑
j=0
∑
σ′∈Sq−1
∑
%∈Sr
(−1)j+1|σ′||%|−→R
σ′(ξ(m,n))j1
R[ξm,ξn]
−→
R
σ′(ξ(m,n))j0
−→
R %(x)ω
=
∑
m<n
(−1)m+nΦω([ξm, ξn], ξ0, ..., ξm−1, ξm+1, ..., ξn−1, ξn+1, ..., ξq;x1, ..., xr),
and the result follows.
Lemma 4.2.5. The top and bottom faces commute: Φδ(1) = δ(1)Φ.
Proof. In the sequel, let ω ∈ C(Gqp ×Gr,W ), ξ1, ..., ξq ∈ gp and x0, ..., xr ∈ g. Consider
Rξq ...Rξ1Rxr ...Rx0(δ(1)ω) =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
δ(1)ω(exp(λ · ξ); exp(τ · x)).
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We call the three types of term from δ(1)ω as follows:
I :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ρ10(i(exp(τ0x0)
tp(
∏
exp(λ·ξ))))ω(exp(λ · ξ); exp(τ1x1), ..., exp(τrxr))
II :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ · ξ); exp(τ0x0), ..., exp(τkxk) exp(τk+1xk+1), ..., exp(τrxr))
III :=
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
ω(exp(λ · ξ); exp(τ0x0), ..., exp(τr−1xr−1)).
This time, we start by considering the terms of type III; indeed, since
d
dτr
∣∣∣
τr=0
ω(exp(λ · ξ); exp(τ0x0), ..., exp(τr−1xr−1)) = 0,
we can disregard them completely.
As for the terms of type II, the considerations of the proof of the previous lemma carry over; thus
implying that the alternating sum of all of them, ranging over all values 0 ≤ k ≤ r − 1, is
∑
m<n
(−1)m+n
r−1∑
k=0
∑
σ∈Sq
∑
%′∈Sr−1
(−1)k+1|σ||%′|−→Rσ(ξ)
−→
R
%′(x(m,n))j1
R[xm,xn]
−→
R
%′(x(m,n))j0
ω
=
∑
m<n
(−1)m+nΦω(ξ1, ..., ξq; [xm, xn], x0, ..., xm−1, xm+1, ..., xn−1, xn+1, ..., xr),
where we used the notation from the previous proof as well.
To conclude the proof, we make the following observations. First, since tp is a composition of maps
in the simplicial structure of a Lie 2-group, it is a homomorphism; and therefore,
tp
(∏
exp(λ · ξ)
)
=
∏
tp(exp(λ · ξ)).
Also, as before, for ξ ∈ gp,
tp(expGp(ξ)) = expH(tˆp(ξ));
thereby yielding,
tp
(∏
exp(λ · ξ)
)
=
∏
exp(λ · tˆp(ξ)).
On the other hand, for all g ∈ G and h ∈ H, the equivariance of the structural map of the crossed
module i and the fact that ρ10 is a representation makes
ρ10(i(g
h)) = ρ10(h
−1i(g)h) = ρ10(h
−1)ρ10(i(g))ρ
1
0(h).
Differentiating this expression (twice) will yield the commutator of gl(W ). We use this to get to a
formula for the terms of type I. For y ∈ h and x ∈ g, consider
d
dλ
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
ρ10(i(exp(τx)
exp(λy))) =
d
dλ
∣∣∣
λ=0
ρ˙10(µ(x
exp(λy))).
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Using the formula instead,
d
dλ
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
ρ10(i(exp(τx)
exp(λy))) =
d
dλ
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
ρ10(exp(λy)
−1)ρ10(i(exp(τx)))ρ
1
0(exp(λy))
=
d
dλ
∣∣∣
λ=0
ρ10(exp(−λy))ρ˙10(µ(x))ρ10(exp(λy))
= −ρ˙10(y)ρ˙10(µ(x))
:I
ρ10(exp(0)) +
:Iρ10(exp(0)) ρ˙
1
0(µ(x))ρ˙
1
0(y)
= [ρ˙10(µ(x)), ρ˙
1
0(y)] = ρ˙
1
0([µ(x), y]);
and thus, using the equivariance of µ,
d
dλ
∣∣∣
λ=0
ρ˙10(µ(x
exp(λy))) = −ρ˙10(µ(Lyx)).
Hence, we get that,
I =
dI
dλI
∣∣∣
λ=0
d
dτ0
∣∣∣
τ0=0
ρ10(i(exp(τ0x0)
∏
exp(λ·tˆp(ξ))))Rxr ...Rx1ω(exp(λ · ξ))
=
dI
dλI
∣∣∣
λ=0
ρ˙10(µ(x
∏
exp(λ·tˆp(ξ))
0 ))Rxr ...Rx1ω(exp(λ · ξ)).
Setting hj ∈ H to be hj := exp(λj tˆp(ξj))... exp(λq tˆp(ξq)),
d
dλ1
∣∣∣
λ1=0
ρ˙10(µ(x
h1
0 ))Rxr ...Rx1ω(exp(λ1ξ1), ..., exp(λqξq))
= −ρ˙10(µ((Ltˆp(ξ1)x0)h2))Rxr ...Rx1ω(exp(0), exp(λ2ξ2), ..., exp(λqξq))+
+ ρ˙10(µ(x
exp(0)h2
0 ))Rξ1Rxr ...Rx1ω(exp(λ2ξ2), ..., exp(λqξq))
= ρ˙10(µ(x
h2
0 ))Rξ1Rxr ...Rx1ω(exp(λ2ξ2), ..., exp(λqξq));
here, the last equation follows from the fact that Rx1 ...Rxrω ∈ C(Gqp ,W ). Inductively,
I =
d
dλq
∣∣∣
λq=0
...
d
dλj
∣∣∣
λj=0
ρ˙10(µ(x
hj
0 ))Rξj−1 ...Rξ1Rxr ...Rx1ω(exp(λjξj), ..., exp(λqξq))
= ... =
d
dλq
∣∣∣
λq=0
ρ˙10(µ(x
exp(λq tˆp(ξq))
0 ))Rξq−1 ...Rξ1Rxr ...Rx1ω(exp(λqξq))
= ρ˙10(µ(x0))Rξq ...Rξ1Rxr ...Rx1ω
Considering the alternating sum of terms of this type and using the partition of Sr+1 by Sr(0|k)’s,
we get∑
σ∈Sq
∑
%∈Sr+1
|σ||%|ρ˙10(µ(x%(0)))Rξσ(q) ...Rξσ(1)Rx%(r) ...Rx%(1)ω
=
r∑
k=0
(−1)kρ˙10(µ(xk))
∑
σ∈Sq
∑
%′∈Sr(0|k)
|σ||%′|Rξσ(q) ...Rξσ(1)Rx%′(r) ...Rx%′(k+1)Rx%′(k−1) ...Rx%′(1)ω
=
r∑
k=0
(−1)kρ˙10(µ(xk))Φω(ξ1, ..., ξq;x0, ..., xk−1, xk+1, ..., xr),
and the result follows.
Corollary 4.2.2. For p constant, Φ restricts to a map of double complexes.
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Proof. Thanks to the previous lemmas, together with the fact that for r = 0, Φ coincides with the
classic van Est map, we just need to prove that
C(Gqp ×G,W ) Φ //
∧q g∗p ⊗ g∗ ⊗W
C(Gqp , V )
∂′
OO
Φ
//
∧q g∗p ⊗ V
δ(1)
OO
commutes. For q = 0, v ∈ V and x ∈ g,
Φδ(1)v(x) =
d
dτ
∣∣∣
τ=0
δ(1)v(exp(τx)) =
d
dτ
∣∣∣
τ=0
ρ1(exp(τx))v = ρ˙1(x)v = δ(1)v(x),
and Φ is defined to be the identity for (p, q, r) = (0, 0, 0). For any other value of q, ω ∈ C(Gqp , V )
and ξ1, ..., ξq ∈ gp,
Rξq ...Rξ1Rx∂
′ω =
dI
dλI
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
∂′ω(exp(λ · ξ); exp(τx))
=
dI
dλI
∣∣∣
λ=0
d
dτ
∣∣∣
τ=0
ρ10(tp(
∏
exp(λ · ξ)))−1ρ1(exp(τx))ω(exp(λ · ξ))
=
dI
dλI
∣∣∣
λ=0
ρ10(
∏
exp(λ · tˆp(ξ)))−1ρ˙1(x)ω(exp(λ · ξ)).
Now, using the convention again that hj ∈ H is hj := exp(λj tˆp(ξj))... exp(λq tˆp(ξq)) and computing
d
dλ1
∣∣∣
λ1=0
ρ10(
∏
exp(λ · tˆp(ξ)))−1ρ˙1(x)ω(exp(λ · ξ))
=
d
dλ1
∣∣∣
λ1=0
ρ10(h2)
−1ρ10(exp(−λ1tˆp(ξ1)))ρ˙1(x)ω(exp(λ1ξ1), ..., exp(λqξq))
= ρ10(h2)
−1
[
− ρ˙10(tˆp(ξ1))ρ˙1(x)




:0
ω(1, exp(λ2ξ2), ..., exp(λqξq)) +
+
:Iρ10(exp(0)) ρ˙1(x)Rξ1ω(exp(λ2ξ2), ..., exp(λqξq))
]
= ρ10(
q∏
j=2
exp(λj tˆp(ξj)))
−1ρ˙1(x)Rξ1ω(exp(λ2ξ2), ..., exp(λqξq));
inductively implying,
Rξq ...Rξ1Rx∂
′ω = ρ˙1(x)Rξq ...Rξ1ω.
Finally, considering the alternating sum
Φ∂′ω(ξ1, ..., ξq;x) =
∑
σ∈Sq
|σ|Rξσ(q) ...Rξσ(1)Rx∂′ω
=
∑
σ∈Sq
|σ|ρ˙1(x)Rξσ(q) ...Rξσ(1)ω
= ρ˙1(x)Φω(ξ1, ..., ξq) = δ(1)Φω(ξ1, ..., ξq;x),
and the result follows.
Next up, we prove the compatibility of Φ with all the other differentials. That is the contents
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of the upcoming sequence of lemmas.
Lemma 4.2.6. For q constant, Φ restricts to a map of double complexes between the q-pages.
Proof. Due to the lemma that states that Φ commutes with δ(1), we just need to see that Φ∂ = ∂Φ.
We already saw in the case of coefficients on an honest vector space that the relation holds for
ω ∈ C(Gqp , V ). In fact, in the course of the proof, we found the relation
∂k(exp(ξ)) = exp(∂kξ)
to hold for all ξ ∈ gp+1. Then, let ω ∈ C(Gqp × Gr,W ), ξ1, ..., ξq ∈ gp+1 and z1, ..., zr ∈ gr and
assume the identification ξb ∼ (x0b, ..., xpb, hb). Computing,
Rξq ...Rξ1Rzr ...Rz1(∂ω) =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
∂ω(exp(λ · ξ); exp(τ · z)).
In order to compute, we introduce the following notation:
γ :=
γ0...
γp
 = exp(λ1ξ1) 1 ... 1 exp(λqξq) ∈ Gp+1.
Then,
Rξq ...Rξ1Rzr ...Rz1(∂ω) =
dI
dλI
∣∣∣
λ=0
dJ
dτJ
∣∣∣
τ=0
[
ρ10(i(prG(γ0))
−1ω(∂0 exp(λ · ξ); exp(τ · z))
+
p+1∑
j=1
(−1)jω(∂j exp(λ · ξ); exp(τ · x))
]
=
dI
dλI
∣∣∣
λ=0
ρ10(i(prG(γ0))
−1Rzr ...Rz1ω
(
∂0(expGp+1(λ1ξ1)), ..., ∂0(expGp+1(λqξq))
)
+
p+1∑
j=1
(−1)j d
I
dλI
∣∣∣
λ=0
Rzr ...Rz1ω
(
∂k(expGp+1(λ1ξ1)), ..., ∂k(expGp+1(λqξq))
)
=
dI
dλI
∣∣∣
λ=0
ρ10(i(prG(γ0))
−1Rzr ...Rz1ω
(
expGp+1(λ1∂0ξ1), ..., expGp+1(λq∂0ξq)
)
+
p+1∑
j=0
(−1)j d
I
dλI
∣∣∣
λ=0
Rzr ...Rz1ω(expGp(λ1∂kξ1), ..., expGp(λq∂kξq)).
Now,
d
dλ1
∣∣∣
λ1=0
ρ10(i(prG(γ0))
−1Rzr ...Rz1ω
(
exp(λ1∂0ξ1), ..., exp(λq∂0ξq)
)
=
( d
dλ1
∣∣∣
λ1=0
ρ10(i(prG(γ0))
−1
)
Rzr ...Rz1ω
(
exp(0), exp(λ2∂0ξ2), ..., exp(λq∂0ξq)
)
+
+ ρ10(i(prG(γ
′
0))
−1R∂0ξ1Rzr ...Rz1ω
(
exp(λ2∂0ξ2), ..., exp(λq∂0ξq)
)
,
where
γ′ :=
γ
′
0
...
γ′p
 = exp(0) 1 exp(λ2ξ2) 1 ... 1 exp(λqξq) ∈ Gp+1;
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thus, inductively,
Rξq ...Rξ1Rzr ...Rz1(∂ω) =
p+1∑
j=0
(−1)jR∂kξq ...R∂kξ1Rzr ...Rz1ω
and as a consequence
Φ(∂ω)(ξ1, ..., ξq; z1, ..., zr) =
∑
σ∈Sq
∑
%∈Sr
|σ||%|Rξσ(q) ...Rξσ(1)Rz%(r) ...Rz%(1)(∂ω)
=
∑
σ∈Sq
∑
%∈Sr
|σ||%|
p+1∑
j=0
(−1)jR∂jξσ(q) ...R∂jξσ(1)Rz%(r) ...Rz%(1)ω
=
p+1∑
j=0
(−1)j
∑
σ∈Sq
∑
%∈Sr
|σ||%|R∂jξσ(q) ...R∂jξσ(1)Rz%(r) ...Rz%(1)ω
=
p+1∑
j=0
(−1)jΦω(∂jξ1, ..., ∂jξq; z1, ..., zr) = ∂(Φω)(ξ1, ..., ξq; z1, ..., zr)
as desired.
Proposition 4.2.7. Φ commutes with all difference maps.
This latter result implies that there is an induced map of triple complexes. In particular, there
are honest maps of double complexes between the p-pages and we can consider the mapping cone
associated to them. Recall that the total complexes of the p-pages form a double complex for Lie
2-algebras, whereas, for Lie 2-groups there was a bit more structure (cf. Remark 3.5.15). Due to the
extra differentials in the “double complex” of p-pages of the triple complex of Lie 2-group cochains,
putting the mapping cones together does not quite build a double complex, but rather a structure
that shadows that of Cp−pag in the referred remark. Nevertheless, when filtrating by columns,
the induced spectral sequence has the same first page as the spectral sequence of an honest double
complex. We are going to use this idea to go about computing when there are induced isomorphisms
in cohomology. This is the contents of what follows.
4.3 A collection of van Est type theorems
In this section, we will prove the main theorem of this thesis, which is a van Est type result:
Theorem 4.3.1. Let G = G // H represent a Lie 2-group with Lie 2-algebra represented by
g1 = g // h , and ρ be a 2-representation of G on a 2-vector space W φ // V . If H and G are
both k-connected, then the 2-van Est map induces isomorphisms
Φn : Hn∇(G, φ) // Hn∇(g1, φ),
for n ≤ k, and it is injective for n = k + 1.
The strategy of the proof will go along the lines of the proof of theorem 4.2.2. First, we are to
consider the map of honest double complexes induced by Φ. In this setting, we look at the mapping
cone double complex and using the spectral sequence of the filtration by columns, the result will
follow from understanding how Φ behaves when restricted to these columns, i.e. when restricted to
the total complex of the p-pages. The missing piece of this proof is, thus, that the cohomology of the
columns to vanishes below the diagonal. We collect the necessary results to conclude this statement,
which, in order, will let us argue that the total cohomology vanishes, thus implying the result. As it
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turns out, most of these results are themselves van Est type theorems, hence the name of the section.
Suppose we are back in the situation we had at the beginning of the section where we laid
down the shape of the p-pages of the triple complex of Lie 2-group cochains with values in a 2-
representation, i.e. that we have got two Lie groups H and G, with H acting on the right on G, a
vector space W and a map of double Lie groups
H nG
||||

// GL(W )nGL(W )
((((

H
ρH //

GL(W )

G
{{{{
ρG // GL(W )
((((∗ // ∗
As it turns out, associated to each of these double Lie groups, there are two LA-groups,
hnG ////

h

G //// ∗
H n g ////

g

H //// ∗
of H nG and
gl(W )nGL(W ) // //

gl(W )

GL(W ) // // ∗
GL(W )n gl(W ) ////

gl(W )

GL(W ) //// ∗
of GL(W )nGL(W ). Bear in mind that the notation n stands alternatively for the transformation
groupoid associated to an action of a Lie group and the action Lie algebroid associated to the
action of a Lie algebra. Correspondingly, there are two morphisms of LA-groups which correspond
to the differentiation of the map above in each direction. We will prove that on the one hand,
differentiating in the vertical direction, we get an LA-double complex values onW ; whereas, adding
the hypothesis that the action of H is by Lie group automorphisms, differentiating in the horizontal
direction yields a second LA-double complex values on W .
Lemma 4.3.2. Let hnG // gl(W )nGL(W ) : (y; g)  // (ρh(y), ρG(g)) be a map of LA-
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groups. Then
...
...
...
∧3 h∗ ⊗W δ′ //
OO
C(G,
∧3 h∗ ⊗W ) δ′ //
OO
C(G2,
∧3 h∗ ⊗W ) //
OO
. . .
∧2 h∗ ⊗W δ′ //
δ
OO
C(G,
∧2 h∗ ⊗W ) δ′ //
δ
OO
C(G2,
∧2 h∗ ⊗W ) //
δ
OO
. . .
h∗ ⊗W δ′ //
δ
OO
C(G, h∗ ⊗W ) δ′ //
δ
OO
C(G2, h∗ ⊗W ) //
δ
OO
. . .
W
δ′ //
δ
OO
C(G,W )
δ′ //
δ
OO
C(G2,W ) //
δ
OO
. . .
where the rows are subcomplexes of Lie groupoid cochains for the Lie group bundles
hq ×G //// hq
on hq ×W // hq and the columns are complexes of Lie algebroid cochains for the action Lie
algebroids
hnGr // Gr
on Gr ×W // Gr is a double complex.
Proof. We start by pointing out that since the given map is a map of LA-groups, its restriction to
the zero section and to the unit Lie algebra give respectively representations ρG and ρh of G and h on
W . Thus, the first row and first column are indeed complexes. In order to get the representations of
the other rows and columns, we proceed to pull-back the Lie group representation along projection
piq and the Lie algebra representation along the Lie algebroid map tˆr. Specifically, we define the
representation ρqG of h
q ×G //// hq on hq ×W // hq by
ρqG := pi
∗
qρG,
where indeed p∗qW = hq ×W . Analogously, we define the representation ρrh of hnGr // Gr on
Gr ×W // Gr by
ρrh := tˆ
∗
rρh,
and this time round, t∗rW = Gr ×W .
Having clarified what the representations are, we show that the spaces of cochains are the right
ones, and exhibit the sub-complex that we will be using. On the one hand,
(hq ×G)(r) = {(Y1, g1; ...;Yr, gr) ∈ (hq ×G)r : sˆ(Yk, gk) = tˆ(Yk+1, gk+1)};
therefore, (hq ×G)(r) ∼= hq ×Gr and the diffeomorphism is given again by the obvious assignment
(Y, g1; ...;Y, gr)
 // (Y ; g1, ..., gr) . Since the representation is taken on a vector bundle which is
trivial, its pull-back will be trivial as well, and its sections will coincide with smooth functions to
W , i.e. Cr(hq × G, hq ×W ) = C(hq × Gr,W ). On the other hand, the columns are complexes of
Lie algebroid cochains with values in a representation which is trivial, as the pull-back of a trivial
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vector bundle; therefore,
Cq(hnGr, Gr ×W ) = Γ(
q∧
(hnGr)∗ ⊗ (Gr ×W )) = Γ(Gr × (
q∧
h∗ ⊗W ))
In so, the space of q-cochains is Cq(h n Gr, Gr ×W ) = C(Gr,∧q h∗ ⊗W ). In order for these to
coincide with the spaces of r-cochains of the previous paragraph, we consider the sub-spaces of
r-cochains which are alternating q-multilinear in the h-coordinates. In symbols,
Crlin(h
q ×G,W ) := {ω ∈ C(hq ×Gr,W ) : ω(−;~g) ∈
q∧
h∗ ⊗W, ∀~g ∈ Gr}.
We will use the diffeomorphism of the latter discussion to write formulas for the face maps of
the simplicial structure and then prove that C•lin(h
q × G,W ) is indeed a subcomplex: For Y =
(y0, ..., yq) ∈ hq and ~g = (g0, ..., gr) ∈ Gr+1, since
δ′k(~g) =

(g1, ..., gr) if k = 0
(g0, ..., gk−2, gk−1gk, gk+1, ..., gr) if 0 < k ≤ r
(g0, ..., gr−1) if k = r + 1,
δ′k(Y ;~g) = (Y ; δ′k~g).
Thus, for ω ∈ Crlin(hq ×G,W ),
δ′ω(Y ;~g) = ρqG(Y ; g0)ω(Y ; δ
′
0~g) +
r+1∑
k=1
(−1)kω(Y ; δ′k~g),
but ρqG(Y ; g0) = ρG(piq(Y ; g0)) = ρG(g0); hence, δ
′ω(−;~g) is a linear combination of alternating
q-multilinear maps and δ′ω ∈ Cr+1lin (hq ×G,W ). Now, by the very definition,
Crlin(h
q ×G,W ) = C(Gr,
q∧
h∗ ⊗W ),
so we have the right spaces of cochains.
The only thing left to prove is the statement itself, that the generic square
C(Gr,
∧q+1 h∗ ⊗W ) δ′ // C(Gr+1,∧q+1 h∗ ⊗W )
C(Gr,
∧q h∗ ⊗W )
δ′
//
δ
OO
C(Gr+1,
∧q h∗ ⊗W )
δ
OO
(4.3.1)
commutes. Notice that since the bracket of the Lie algebroids involved is completely determined by
the bracket of h, it suffices to prove the commutativity of the latter diagram for constant sections.
Indeed, let ω ∈ C(Gr,∧q h∗ ⊗W ) and Y = (y0, ..., yq) ∈ hq and ~g as above. Then,
δ′δω(Y ;~g) = ρq+1G (Y ; g0)δω(Y ; δ
′
0~g) +
r+1∑
k=1
(−1)kδω(Y ; δ′k~g),
while
δδ′ω(Y ;~g) =
∑
m<n
(−1)m+nδ′ω([ym, yn], Y (m,n);~g) +
q∑
j=0
(−1)j+1ρr+1h (yj)δ′ω(Y (j);~g).
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We expand further to make evident the common terms:
δ′δω(Y ;~g)
= ρq+1G (Y ; g0)
[ ∑
m<n
(−1)m+nω([ym, yn], Y (m,n); δ′0~g) +
q∑
j=0
(−1)j+1ρrh(yj)ω(Y (j); δ′0~g)
]
+
+
r+1∑
k=1
(−1)k
[ ∑
m<n
(−1)m+nω([ym, yn], Y (m,n); δ′k~g) +
q∑
j=0
(−1)j+1ρrh(yj)ω(Y (j); δ′k~g)
]
,
and
δδ′ω(Y ;~g)
=
∑
m<n
(−1)m+n
[
ρqG([ym, yn], Y (m,n); g0)ω([ym, yn], Y (m,n); δ
′
0~g) +
r+1∑
k=1
(−1)kω([ym, yn], Y (m,n); δ′k~g)
]
+
+
q∑
j=0
(−1)j+1ρr+1h (yj)
[
ρqG(Y (j); g0)ω(Y (j); δ
′
0~g) +
r+1∑
k=1
(−1)kω(Y (j); δ′k~g)
]
The desired equality follows now by noticing the following identities. First, we obviously have that
ρq+1G (Y ; g0) = ρ
q
G([ym, yn], Y (m,n); g0),
as they are both equal to ρG(g0). Next, let {ea} be a basis for W , and
ω(Y (j); δ′0~g) = ω
aea,
where ωa = ωa(Y (j); δ′0~g) and we are using the Einstein summation convention. Since the anchor
of hnGr is given by
d(1;~g)|t|(y, 0) =
d
dλ
∣∣∣
λ=0
(~g)exp(λy) ∈ T~gGr
and for (y;~g) ∈ hnGr,
tˆr(y;~g) = y,
then, by definition
ρrh(yj)ω(Y (j); δ
′
0~g) = ω
aρh(yj)ea + (
d
dλ
∣∣∣
λ=0
ωa(Y (j); (δ′0~g)
exp(λyj)))ea,
whereas
ρr+1h (yj)ω(Y (j), δ
′
0~g) = ω
aρh(yj)ea + (
d
dλ
∣∣∣
λ=0
ωa(Y (j), δ′0(~g)
exp(λyj)))ea.
Hence, they clearly coincide as for every h ∈ H and every ranging value of k,
(δ′k~g)
h = δ′k(~g)
h.
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Finally, as ρh × ρG is an LA-group map,
TG
dρG // TGL(W )
hnG
ρh×ρG
//
OO
gl(W )nGL(W )
OO
where the vertical maps are the anchors, commutes. Now, right side anchor is
d(I,A)|t|(X, 0) =
d
dλ
∣∣∣
λ=0
exp(λA)X exp(λA)−1 = AX −XA ∈ TAGL(W );
thereby yielding,
d
dλ
∣∣∣
λ=0
ρG(g
exp(λy)) = ρG(g)ρh(y)− ρh(y)ρG(g).
Computing,
ρq+1G (Y ; g0)ρ
r
h(yj)ω(Y (j); δ
′
0~g) = ρG(g0)
[
ωaρh(yj)ea +
( d
dλ
∣∣∣
λ=0
ωk(Y (j); (δ′0~g)
exp(λyj)
)
ea
]
;
while on the other hand, ρqG(Y ; g0)ω(Y (j); δ
′
0~g) = ω
aρG(g0)ea and
ρr+1h (yj)ρ
q
G(Y ; g0)ω(Y (j); δ
′
0~g)
= ωaρh(yj)ρG(g0)ea +
( d
dλ
∣∣∣
λ=0
ωk(Y (j); (δ′0~g)
exp(λyj)ρG(g
exp(λyj)
0 )
)
ea
= ωaρh(yj)ρG(g0)ea +
( d
dλ
∣∣∣
λ=0
ωk(Y (j); (δ′0~g)
exp(λyj)
)
ρG(g
exp(0)
0 )ea+
+ ωa(Y (j); (δ′0~g)
exp(0))
( d
dλ
∣∣∣
λ=0
ρG(g
exp(λyj)
0 )
)
ea
= ωaρh(yj)ρG(g0)ea + ρG(g0)
[( d
dλ
∣∣∣
λ=0
ωk(Y (j); (δ′0~g)
exp(λyj)
)
ea + ω
aρh(yj)ea
]
− ωaρh(yj)ρG(g0)ea,
ultimately implying the commutativity of the square 4.3.1.
Lemma 4.3.3. Let H act on the right on g by Lie algebra automorphisms. Further suppose that
H n g // GL(W )n gl(W ) : (h;x)  // (ρH(h), ρg(x)) is a map of LA-groups. Then
...
...
...
C(H3,W )
δ′ //
OO
C(H3, g∗ ⊗W ) δ′ //
OO
C(H3,
∧2 g∗ ⊗W ) //
OO
. . .
C(H2,W )
δ′ //
δ
OO
C(H2, g∗ ⊗W ) δ′ //
δ
OO
C(H2,
∧2 g∗ ⊗W ) //
δ
OO
. . .
C(H,W )
δ′ //
δ
OO
C(H, g∗ ⊗W ) δ′ //
δ
OO
C(H,
∧2 g∗ ⊗W ) //
δ
OO
. . .
W
δ′ //
δ
OO
g∗ ⊗W δ′ //
δ
OO
∧2 g∗ ⊗W //
δ
OO
. . .
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where the rows are the complexes of Lie algebroid cochains for the Lie algebra bundles
Hq × g //// Hq
on Hq ×W // Hq and and the columns are sub-complexes of Lie groupoid cochains for the
transformation groupoids
Hop n gr //// gr
on gr ×W // gr is a double complex.
Proof. We start again by pointing out that since the given map is a map of LA-groups, its restriction
to the zero section and to the unit Lie algebra give respectively representations ρH and ρg ofH and g
onW . Thus, the first row and first column are indeed complexes. In order to get the representations
of the other rows and columns, we proceed to pull-back the Lie group representation along projection
pir and the Lie algebra representation along the Lie algebroid map tˆq. Specifically, we define the
representation ρrH of H n gr
// // gr on gr ×W // gr by
ρrH := pi
∗
rρH ,
where indeed p∗rW = gr×W . Analogously, we define the representation ρqg of Hq × g // Hq on
Hq ×W // Hq by
ρqg := tˆ
∗
qρg,
and this time round, t∗qW = Hq ×W .
Having clarified what the representations are, we use the same strategy of the proof of the previous
lemma and define the columns to be the sub-complexes of groupoid cochains that are alternating
r-multilinear in the g-coordinates. In order to prove that these indeed yields a sub-complexes,
consider
(H n gr)(q) = {(h1, X1; ...;hq, Xq) ∈ (H × gr)q : sˆ(hj , Xj) = tˆ(hj+1, Xj+1)};
therefore, (H × gr)(q) ∼= Hq × gr, where the diffeomorphism is
(h1, X
hq ...h2 ;h2, X
hq ...h3 ; ...;hq−1, Xhq ;hq, X)  // (h1, ..., hq;X).
The considerations regarding the triviality of the vector bundle still hold; thus, Cq(Hngr, gr×W ) =
C(Hq × gr,W ). As stated before, define
Cqlin(H n g
r,W ) := {ω ∈ C(Hq × gr,W ) : ω(~h;−) ∈
r∧
g∗ ⊗W, ∀~h ∈ Hq}.
We use the diffeomorphism to write formulas for the face maps of the simplicial structure: For
~h = (h0, ..., hq) ∈ Hq+1 and X = (x1, ..., xr) ∈ gr, since
δj(~h) =

(h1, ..., hq) if j = 0
(h0, ..., hj−2, hjhj−1, hj+1, ..., hq) if 0 < j ≤ q
(g0, ..., gr−1) if j = q + 1,
the formula for the face maps of H n gr are
δj(~h;X) =
{
(δj~h;X) if 0 ≤ j ≤ q
(δq+1~h;X
hq) otherwise
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Thus, for ω ∈ Cqlin(H n gr,W ),
δω(~h;X) = ρrH(h0;X
hq ...h1)ω(δ0~h;X) +
q∑
j=1
(−1)jω(δj~h;X) + (−1)q+1ω(δq+1~h;Xhq),
but ρrH(h0;X
hq ...h1) = ρH(pir(h0;X
hq ...h1)) = ρH(h0), Xhq := (x
hq
1 , ..., x
hq
r ) and (−)hq is linear;
hence, δω(~h;−) is a linear combination of alternating r-multilinear maps and δω ∈ Cq+1lin (Hngr,W ).
Again, by the very definition,
Cqlin(H n g
r,W ) = C(Hq,
r∧
g∗ ⊗W ),
so these coincide with the spaces of r-cochains for the Lie algebroid complexes of the rows. Indeed,
because the pull-back vector bundle is trivial,
Cr(Hq × g, Hq ×W ) = Γ(
r∧
(Hq × g)∗ ⊗ (Hq ×W )) = Γ(Hq × (
r∧
g∗ ⊗W ))
To prove the statement itself, we see that the generic square
C(Hq+1,
∧r g∗ ⊗W ) δ′ // C(Hq+1,∧r+1 g∗ ⊗W )
C(Hq,
∧r g∗ ⊗W ) δ′ //
δ
OO
C(Hq,
∧r+1 g∗ ⊗W )
δ
OO
(4.3.2)
commutes. Now, the Lie algebroids involved are trivial bundles of Lie algebras, so the brackets are
completely determined by the bracket of g; thus, it suffices to prove the commutativity of the latter
diagram for constant sections. Indeed, let ω ∈ C(Hq,∧r g∗ ⊗W ) and X = (x0, ..., xr) ∈ gr and ~h
as above. Then,
δ′δω(~h;X) =
∑
m<n
(−1)m+nδω(~h; [xm, xn], X(m,n)) +
r∑
k=0
(−1)k+1ρq+1g (xk)δω(~h;X(k)),
while
δδ′ω(Y ;~g) = ρr+1H (h0;X
hq ...h1)δ′ω(δ0~h;X) +
q∑
j=1
(−1)jδ′ω(δj~h;X) + (−1)q+1δ′ω(δq+1~h;Xhq).
We expand further to make evident the common terms:
δ′δω(~h;X) =
∑
m<n
(−1)m+n
[
ρrH(h0; [xm, xn]
hq ...h1 , X(m,n)hq ...h1)ω(δ0~h; [xm, xn], X(m,n))+
+
q∑
j=1
(−1)jω(δj~h; [xm, xn], X(m,n)) + (−1)q+1ω(δq+1~h; [xm, xn]hq , X(m,n)hq)
]
+
+
r∑
k=0
(−1)k+1ρq+1g (xk)
[
ρrH(h0;X(k)
hq ...h1)ω(δ0~h;X(k))+
+
q∑
j=1
(−1)jω(δj~h;X(k)) + (−1)q+1ω(δq+1~h;X(k)hq)
]
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and
δδ′ω(~h;X)
= ρr+1H (h0;X
hq ...h1)
[ ∑
m<n
(−1)m+nω(δ0~h; [xm, xn], X(m,n)) +
r∑
k=0
(−1)k+1ρqg(xk)ω(δ0~h;X(k))
]
+
+
q∑
j=1
(−1)j
[ ∑
m<n
(−1)m+nω(δj~h; [xm, xn], X(m,n)) +
r∑
k=0
(−1)k+1ρqg(xk)ω(δj~h;X(k))
]
+
+ (−1)q+1
[ ∑
m<n
(−1)m+nω(δq+1~h; [xhqm , xhqn ], Xhq(m,n)) +
r∑
k=0
(−1)k+1ρqg(xhqk )ω(δq+1~h;Xhq(k))
]
,
The desired equality eventually follows after noticing the following identities. First, we obviously
have that
ρrH(h0; [xm, xn]
hq ...h1 , X(m,n)hq ...h1) = ρr+1H (h0;X
hq ...h1),
as they are both equal to ρH(h0). Next, thanks to the fact that the action of H is by Lie algebra
automorphisms
[xm, xn]
hq = [x
hq
m , x
hq
n ],
and also, we obviously have
X(m,n)hq = Xhq(m,n) X(k)hq = Xhq(k).
Since Hq × g is a bundle of Lie algebras, its anchor is zero and for (h1, ..., hq;x) ∈ Hq × g,
tˆq(h1, ...., hq;x) = x
hq ...h1 ,
then, by definition
ρq+1g (xk)δω(
~h;X(k)) = ρg(x
hq ...h0
k )δω(
~h;X(k)).
On the other hand,
ρqg(xk)ω(δj
~h;X(k)) = ρg(x
hq ...(hjhj−1)...h0
k )ω(δj
~h;X(k));
thus, for all ranging values 0 < j ≤ q
ρq+1g (xk)ω(δj
~h;X(k)) = ρqg(xk)ω(δj
~h;X(k)),
whereas
ρq+1g (xk)ω(δq+1
~h;X(k)hq) = ρg((x
hq
k )
hq−1...h0)ω(δq+1~h;X
hq(k))
= ρqg(x
hq
k )ω(δq+1
~h;Xhq(k)).
Finally, as ρH × ρg is an LA-group map,
ρg(|t|(h;x)) = |t|(ρH(h), ρg(x))
ρg(x
h) = AdρH(h)ρg(x) = ρH(h)ρg(x)ρH(h)
−1;
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thereby yielding,
ρg(x
hq ...h0
k ) = ρg((x
hq ...h1
k )
h0)
= ρH(h0)ρg(x
hq ...h1
k )ρH(h0)
−1,
which in order, together with ρqg(xk)ω(δ0~h;X(k)) = ρg(x
hq ...h1
k )ω(δ0
~h;X(k)), implies
ρq+1g (xk)ρ
r
H(h0;X(k)
hq ...h1)ω(δ0~h;X(k)) = ρ
r+1
H (h0;X
hq ...h1)ρqg(xk)ω(δ0
~h;X(k))
ultimately proving the commutativity of the square 4.3.2.
We argue that starting out with the the double complex of lemma 3.5.6, there are maps going
to the double complexes of the latter lemmas. Indeed, the r-th column of the double complex of
lemma 3.5.6 is the complex of Lie groupoid cochains of the transformation groupoid
H nGr //// Gr,
whose Lie algebroid is precisely the action Lie algebroid
hnGr // Gr.
As stated, the r-th column of the double complex in lemma 4.3.2 is the Chevalley-Eilenberg complex
of this Lie algebroid; thus, there is a van Est map taking us from the former to the latter. Assembling
these column-wise van Est maps we get a map
Φcol : C(H
q ×Gr,W ) // C(Gr,∧q h∗ ⊗W ).
Accordingly, the q-th row of the double complex of lemma 3.5.6 is the complex of Lie groupoid
cochains of the Lie group bundle
Hq ×G //// Hq
with Lie algebroid the Lie algebra bundle
Hq × g // Hq
whose complex lies in the q-th row of the double complex of lemma 4.3.3. Assembling the row-wise
van Est maps relating there, we get
Φrow : C(H
q ×Gr,W ) // C(Hq,∧r g∗ ⊗W ).
We claim that both Φcol and Φrow are maps of double complexes. To prove so, we write explicit
formulas for them.
In the sequel, let ω ∈ C(Hq × Gr,W ). Consider y1, ..., yq ∈ Γ(h n Gr) and let {ua} be a basis for
h, then for ~g ∈ Gr
yj(~g) = y
a
j (~g)ua,
where we are using the Einstein summation convention. Now, the s-fibres of the transformation
groupoid are s−1(~g) = H × {~g}; therefore, right multiplication by an element (h;~g) is defined as
R(h;~g) : H × {(~g)h} // H × {~g} : (h′; (~g)h)  // (hh′;~g).
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Consequently, for each j,
(~yj)(h;~g) := d(1;(~g)h)R(h;~g)(y
a
j ((~g)
h)ua)
= yaj ((~g)
h)
d
dλa
∣∣∣
λa=0
R(h;~g)(exp(λaua); (~g)
h)
= yaj ((~g)
h)
d
dλa
∣∣∣
λa=0
(h exp(λaua);~g) = y
a
j ((~g)
h)dLh(ua) ∈ ThH ≤ ThH ⊕ T~gGr.
Let h2, ..., hq ∈ H, then
Ryqω(h2, ..., hq;~g) = ~yqω(h2,...,hq ;~g)(1; (~g)
hq ...h2)
= d(1;(~g)hq...h2 )ω(h2,...,hq ;~g)((~yq)(1;(~g)hq...h2 ))
= yaq ((~g)
hq ...h2)d(1;(~g)hq...h2 )ω(h2,...,hq ;~g)(ua)
= yaq ((~g)
hq ...h2)
d
dλa
∣∣∣
λa=0
ω(exp(λaua), h2, ..., hq;~g).
Moving on,
Ryq−1Ryqω(h3, ..., hq;~g) = ~yq−1(Ryqω)(h3,...,hq ;~g)(1; (~g)
hq ...h3)
= d(1;(~g)hq...h3 )(Ryqω)(h3,...,hq ;~g)((~yq−1)(1;(~g)hq...h3 ))
= ybq−1((~g)
hq ...h3)d(1;(~g)hq...h3 )(Ryqω)(h3,...,hq ;~g)(ub)
= ybq−1((~g)
hq ...h3)
d
dλb
∣∣∣
λb=0
Ryqω(exp(λbub), h3, ..., hq;~g),
but
d
dλb
∣∣∣
λb=0
Ryqω(exp(λbub), h3, ..., hq;~g)
=
d
dλb
∣∣∣
λb=0
(
yaq ((~g)
hq ...h3 exp(λbub))
d
dλa
∣∣∣
λa=0
ω(exp(λaua), exp(λbub), h3, ..., hq;~g)
)
=
( d
dλb
∣∣∣
λb=0
yaq ((~g)
hq ...h3 exp(λbub))
) d
dλa
∣∣∣
λa=0
ω(exp(λaua), exp(0), h3, ..., hq;~g)+
+ yaq ((~g)
hq ...h3 exp(0))
d
dλb
∣∣∣
λb=0
d
dλa
∣∣∣
λa=0
ω(exp(λaua), exp(λbub), h3, ..., hq;~g);
therefore,
Ryq−1Ryqω(h3, ...,hq;~g) =
(ybq−1y
a
q )((~g)
hq ...h3)
d
dλb
∣∣∣
λb=0
d
dλa
∣∣∣
λa=0
ω(exp(λaua), exp(λbub), h3, ..., hq;~g).
Inductively,
Ry1 ...Ryqω(~g) = (y
a1
1 ...y
aq
q )(~g)
dI
dλI
∣∣∣
λ=0
ω(exp(λquaq), ..., exp(λ1ua1);~g).
Of course, if we let Y = (y1, ..., yq) and we recur to the notation that we have been using, this is
equal to d
I
dλI
∣∣∣
λ=0
ω(exp(λ · Y (~g));~g) and we conclude
Φcolω(y1, ..., yq;~g) =
∑
σ∈Sq
|σ| d
I
dλI
∣∣∣
λ=0
ω(exp(λσ(q)yσ(q)(~g)), ..., exp(λσ(1)yσ(1)(~g));~g).
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As for Φrow, consider x1, ..., xr ∈ Γ(Hq × g) and ~h ∈ Hq. The s-fibres in the Lie group bundle are
s−1(~h) = {~h} ×G; therefore, right multiplication by an element (~h; g) is defined as
R
(~h;g)
: {~h} ×G // {~h} ×G : (~h; g′)  // (~h; gg′).
Consequently, for each k,
(~xk)(~h;g) := d(~h;1)R(h;~g)(xk(
~h))
=
d
dτk
∣∣∣
τk=0
R(h;~g)(~h; exp(τkxk(~h)))
=
d
dτk
∣∣∣
τk=0
(~h; exp(τkxk(~h))g) = dRg(xk(~h)) ∈ TgG ≤ T~hHq ⊕ TgG.
From this, it is immediate that the desired formula is
Φrowω(~h;x1, ..., xr) =
∑
%∈Sr
|%| d
J
dτJ
∣∣∣
τ=0
ω(~h; exp(τ%(r)y%(r)(~h)), ..., exp(τ%(1)y%(1)(~h))).
Lemma 4.3.4. Φcol and Φrow are maps of double complexes.
Proof. Since, respectively, Φcol and Φrow are assembled by column-wise and row-wise complex maps,
the lemma follows from proving the compatibility with the other differentials, i.e. we are to prove
that
Φcolδ
′ = δ′Φcol and Φrowδ = δΦrow.
Let Y = (y1, ..., yq) ∈ hq and ~g = (g0, ..., gr) ∈ Gr, and consider
−→
RY δ
′ω(~g) =
dI
dλI
∣∣∣
λ=0
δ′ω(exp(λ · Y );~g)
=
dI
dλI
∣∣∣
λ=0
ρqG(exp(λ · Y ); g0)ω(exp(λ · Y ); δ′0~g) +
r+1∑
k=1
(−1)kω(exp(λ · Y ); δ′k~g)
=
( dI
dλI
∣∣∣
λ=0
ρqG(exp(λ · Y ); g0)ω(exp(λ · Y ); δ′0~g)
)
+
r+1∑
k=1
(−1)k−→RY ω(δ′k~g).
However,
d
dλq
∣∣∣
λq=0
ρqG(exp(λ · Y ); g0)ω(exp(λ · Y ); δ′0~g)
=
( d
dλq
∣∣∣
λq=0
ρqG(exp(λ · Y ); g0)
)
ω(exp(0), exp(λq−1yq−1), ..., exp(λ1y1); δ′0~g)+
+ ρqG(exp(0), exp(λq−1yq−1), ..., exp(λ1y1); g0)
d
dλq
∣∣∣
λq=0
ω(exp(λqyq), ..., exp(λ1y1); δ
′
0~g)
= ρG(g
exp(λ1y1)... exp(λq−1yq−1)
0 )
d
dλq
∣∣∣
λq=0
ω(exp(λqyq), ..., exp(λ1y1); δ
′
0~g);
therefore, inductively,
dI
dλI
∣∣∣
λ=0
ρqG(exp(λ · Y ); g0)ω(exp(λ · Y ); δ′0~g) = ρG(g0)
−→
RY ω(δ
′
0~g).
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Taking the alternating sum over Sq and recalling ρ
q
G(Y ; g0) = ρG(g0),
Φcolδ
′ω(Y ;~g) = ρqG(Y ; g0)Φcolω(Y ; δ
′
0~g) +
r+1∑
k=1
(−1)kΦcolω(Y ; δ′k~g) = δ′Φcolω(Y ;~g).
As for the other equation, let ~h = (h0, ..., hq) ∈ Hq and X = (x1, ..., xr) ∈ gr, and consider
−→
RXδω(~h) =
dJ
dτJ
∣∣∣
τ=0
δω(~h; exp(τ ·X))
=
dJ
dτJ
∣∣∣
τ=0
ρrH(h0; exp(τ ·X)hq ...h1)ω(δ0~h; exp(τ ·X))+
+
q∑
j=1
(−1)jω(δj~h; exp(τ ·X)) + (−1)q+1ω(δq+1~h; exp(τ ·X)hq)
= ρH(h0)
−→
RXω(δ0~h) +
q∑
j=1
(−1)j−→RXω(δj~h) + (−1)q+1−→RXhqω(δq+1~h).
In the last line, we used that by definition ρrH(h0; exp(τ ·X)hq ...h1) = ρH(h0). Since ρrH(h0;Xhq ...h1)
is also ρH(h0), taking the alternating sum over Sr, we get
Φrowδω(~h;X) = ρ
r
H(h0;X
hq ...h1)Φrowω(δ0~h;X)+
+
q∑
j=1
(−1)jΦrowω(δj~h;X) + (−1)q+1Φrowω(δq+1~h;Xhq)
= δΦrowω(~h;X),
and the desired result.
We now turn to the 2-van Est map restricted to the p-pages of the triple complex of Lie 2-group
G = G i // H with values in a 2-representation ρ on the 2-vector space W φ // V , and we use
the above lemmas to get a first approximation of its cohomology. Since we saw that the p-pages
arose from considering the double complex associated to the double Lie group map
Gp nG // GL(W )nGL(W ) : (γ; g)  // (ρ10(tp(γ))−1, ρ10(i(g))),
by appropriately replacing the first column, we insert a first column replacement for the associated
LA-double complexes.
Lemma 4.3.5. Let ξ1, ..., ξq ∈ gp and g ∈ G and ω ∈
∧q g∗p ⊗ V . Set
∂′ω(ξ1, ..., ξq; g) = ρ1(g)ω(ξ1, ..., ξq),
then the first term of the qth row of the vertical LA-double complex associated to a p-pages of the
triple complex can be replaced by
∧q g∗p ⊗ V ∂′ // C(G,∧q g∗p ⊗W ) δ′ // C(G2,∧q g∗p ⊗W ) // ...
still yielding a complex.
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Proof. We prove that, for ω ∈ ∧q g∗p ⊗ V , δ′∂′ω = 0.
δ′∂′ω(ξ1, ..., ξq; g0, g1)
= ρqG(ξ1, ..., ξq; g0)∂
′ω(ξ1, ..., ξq; g1)− ∂′ω(ξ1, ..., ξq; g0g1) + ∂′ω(ξ1, ..., ξq; g0)
= ρ10(i(g0))ρ1(g1)ω(ξ1, ..., ξq)− ρ1(g0g1)ω(ξ1, ..., ξq) + ρ1(g0)ω(ξ1, ..., ξq)
= ρ1(g1)ω(ξ1, ..., ξq) + ρ1(g0)φρ1(g1)ω(ξ1, ..., ξq)− ρ1(g0g1)ω(ξ1, ..., ξq) + ρ1(g0)ω(ξ1, ..., ξq),
and the result follows from the fact that ρ1 is a Lie group homomorphism landing in GL(φ)1.
Lemma 4.3.6. Let γ1, ..., γq ∈ Gp and x ∈ g and ω ∈ C(Gqp , V ). Set
∂′ω(γ1, ..., γq;x) = ρ10(tp(γq...γ1))
−1ρ˙1(x)ω(γ1, ..., γq),
then the first term of the qth row of the horizontal LA-double complex associated to a p-pages of
the triple complex can be replaced by
C(Gqp , V ) ∂
′
// C(Gqp , g∗ ⊗W ) δ
′
// C(Gqp ,
∧2 g∗ ⊗W ) // ...
still yielding a complex.
Proof. We prove that, for ω ∈ C(Gqp , V ), δ′∂′ω = 0. Now,
δ′∂′ω(γ1, ..., γq;x0, x1) = −∂′ω(γ1, ..., γq; [x0, x1])+
+ ρqg(x0)∂
′ω(γ1, ..., γq;x1)− ρqg(x1)∂′ω(γ1, ..., γq;x0),
but
ρqg(xm)∂
′ω(γ1, ..., γq;xn) = ρg(x
tp(γq ...γ1)
m )ρ
1
0(tp(γq...γ1))
−1ρ˙1(xn)ω(γ1, ..., γq)
and ρg = ˙ρG; therefore,
ρg(x
tp(γq ...γ1)
m ) =
d
dτ
∣∣∣
τ=0
ρG(exp(x
tp(γq ...γ1)
m ))
=
d
dτ
∣∣∣
τ=0
ρ10(i(exp(xm)
tp(γq ...γ1)))
=
d
dτ
∣∣∣
τ=0
ρ10(tp(γq...γ1)
−1i(exp(xm))tp(γq...γ1))
= ρ10(tp(γq...γ1))
−1ρ˙10(µ(xm))ρ
1
0(tp(γq...γ1)).
Hence,
δ′∂′ω(γ1, ..., γq;x0, x1) = ρ10(tp(γq...γ1))
−1
[
− ρ˙1([x0, x1])ω(γ1, ..., γq)
+ ρ˙10(µ(x0))ρ˙1(x1)ω(γ1, ..., γq)− ρ˙10(µ(x1))ρ˙1(x0)ω(γ1, ..., γq)
]
,
and the result follows from ρ˙10 ◦ µ = ρ˙1 ◦ φ and the fact that ρ˙1 is a Lie algebra homomorphism
landing in gl(φ)1.
These latter lemmas will help us build the double complexes where the column and row-wise
assembly of van Est maps should land when coming out of the p-pages of the triple complex.
Thereafter, we prove that replacing the value of the Φcol and Φrow for the first columns still yields
a map of double complexes.
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Proposition 4.3.1. For each p,
...
...
...
∧3 g∗p ⊗ V ∂′ //
OO
C(G,
∧3 g∗p ⊗W ) δ′ //
OO
C(G2,
∧3 g∗p ⊗W ) //
OO
. . .
∧2 g∗p ⊗ V ∂′ //
δ
OO
C(G,
∧2 g∗p ⊗W ) δ′ //
δ
OO
C(G2,
∧2 g∗p ⊗W ) //
δ
OO
. . .
g∗p ⊗ V ∂
′
//
δ
OO
C(G, g∗p ⊗W ) δ
′
//
δ
OO
C(G2, g∗p ⊗W ) //
δ
OO
. . .
V
δ(1) //
δ
OO
C(G,W )
δ′ //
δ
OO
C(G2,W ) //
δ
OO
. . .
is a double complex.
Proof. Due to lemmas 3.5.3 and 4.3.5, each row is a complex, and clearly so is each column.
Disregarding the first column of squares, lemma 4.3.2 says that we have got a double complex.
Now, in order to finish the proof, one needs to check that the generic first column square
∧q+1 g∗p ⊗ V ∂′ // C(G,∧q+1 g∗p ⊗W )
∧q g∗p ⊗ V ∂′ //
δ
OO
C(G,
∧q g∗p ⊗W )
δ
OO
commutes. First, for q = 0, let ξ ∈ gp, g ∈ G and v ∈ V ,
∂′δv(ξ; g) = ρ1(g)δv(ξ) = ρ1(g)ρ˙00(tˆp(ξ))v,
whereas
δδ(1)v(ξ; g) = ρ
1
gp(ξ)δ(1)v(g) = ρ
1
gp(ξ)ρ1(g)v.
Since the anchor of gp nG is given by
d(1;g)|t|(ξ, 0) =
d
dλ
∣∣∣
λ=0
gtp(exp(λξ)) ∈ TgG
and for (ξ; g) ∈ gp nG, tˆ(ξ; g) = ξ, then, by definition
ρ1gp(ξ)ρ1(g)v = ρgp(ξ)ρ1(g)v +
d
dλ
∣∣∣
λ=0
ρ1(g
tp(exp(λξ)))v.
Computing,
d
dλ
∣∣∣
λ=0
ρ1(g
tp(exp(λξ)))v
=
d
dλ
∣∣∣
λ=0
ρ10(tp(exp(λξ)))
−1ρ1(g)ρ00(tp(exp(λξ))v
= (
d
dλ
∣∣∣
λ=0
ρ10(exp(λtˆp(ξ))
−1))ρ1(g)ρ00(tp(exp(0)))v + ρ
1
0(tp(exp(0)))
−1ρ1(g)
d
dλ
∣∣∣
λ=0
ρ00(exp(λtˆp(ξ))v
= −ρ˙10(tˆp(ξ))ρ1(g)v + ρ1(g)ρ˙00(tˆp(ξ))v,
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so the equality follows from ρgp(ξ) = ρ˙10(tˆp(ξ)).
As for the other values of q, let Ξ = (ξ0, ..., ξq) ∈ gq+1p , then
∂′δω(Ξ; g) = ρ1(g)δω(Ξ)
= ρ1(g)
( ∑
m<n
(−1)m+nω([ξm, ξn],Ξ(m,n)) +
q∑
j=0
(−1)j+1ρ˙00(tˆp(ξj))ω(Ξ(j)))
)
.
On the other hand,
δ∂′ω(Ξ; g) =
∑
m<n
(−1)m+n∂′ω([ξm, ξn],Ξ(m,n); g) +
q∑
j=0
(−1)j+1ρ1gp(ξj)∂′ω(Ξ(j); g)
=
∑
m<n
(−1)m+nρ1(g)ω([ξm, ξn],Ξ(m,n)) +
q∑
j=0
(−1)j+1ρ1gp(ξj)ρ1(g)ω(Ξ(j)),
but we saw that ρ1gp(ξj)ρ1(g) = ρ1(g)ρ˙
0
0(tˆp(ξj)); thus, the result follows.
Proposition 4.3.2. For each p,
...
...
...
C(G3p , V ) ∂
′
//
OO
C(G3p , g∗ ⊗W ) δ
′
//
OO
C(G3p ,
∧2 g∗ ⊗W ) //
OO
. . .
C(G2p , V ) ∂
′
//
δ
OO
C(G2p , g∗ ⊗W ) δ
′
//
δ
OO
C(G2p ,
∧2 g∗ ⊗W ) //
δ
OO
. . .
C(Gp, V ) ∂
′
//
δ
OO
C(Gp, g∗ ⊗W ) δ
′
//
δ
OO
C(Gp,
∧2 g∗ ⊗W ) //
δ
OO
. . .
V
δ(1) //
δ
OO
g∗ ⊗W δ′ //
δ
OO
∧2 g∗ ⊗W //
δ
OO
. . .
is a double complex.
Proof. Due to lemmas 2.5.3 and 4.3.6, each row is a complex, and clearly so is each column.
Disregarding the first column of squares, lemma 4.3.3 says that we have got a double complex.
Now, in order to finish the proof, one needs to check that the generic first column square
C(Gq+1p , V ) ∂
′
// C(Gq+1p , g∗ ⊗W )
C(Gqp , V )
∂′
//
δ
OO
C(Gqp , g∗ ⊗W )
δ
OO
commutes. First, for q = 0, let γ ∈ Gp, x ∈ g and v ∈ V ,
∂′δv(γ;x) = ρ10(tp(γ))
−1ρ˙1(x)δv(γ) = ρ10(tp(γ))
−1ρ˙1(x)(v − ρ00(tp(γ))v),
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whereas
δδ(1)v(γ;x) = ρ
1
Gp(γ;x)δ(1)v(x)− δ(1)v(xtp(γ))
= ρ10(tp(γ))
−1ρ˙1(x)v − ρ˙1(xtp(γ))v,
so the equality follows from the equivariance ρ˙1(xtp(γ)) = ρ10(tp(γ))−1ρ˙1(x)ρ00(tp(γ)).
As for the other values of q, let ~γ = (γ0, ..., γq) ∈ Gq+1p , then
∂′δω(~γ;x) = ρ10(tp(γq...γ1))
−1ρ˙1(x)δω(~γ)
= ρ10(tp(γq...γ1))
−1ρ˙1(x)
( q∑
j=0
(−1)jω(δj~γ) + (−1)q+1ρ00(tp(γq))ω(δq+1~γ)
)
,
and
δ∂′ω(~γ;x) = ρ1Gp(γ0;x
γq ...γ1)∂′ω(δ0~γ;x)+
+
q∑
j=1
(−1)j∂′ω(δj~γ;x) + (−1)q+1∂′ω(δq+1~γ;xtp(γq))
= ρ10(tp(γ0))
−1ρ10(tp(γq...γ1))
−1ρ˙1(x)ω(δ0~γ)+
+
q∑
j=1
(−1)jρ10(tp(γq...(γj+1γj)γ0))−1ρ˙(x)ω(δj~γ)+
+ (−1)q+1ρ10(tp(γq−1...γ0))−1ρ˙1(xtp(γq))ω(δq+1~γ)
= ρ10(tp(γq...γ0))
−1ρ˙1(x)
( q∑
j=0
(−1)jω(δj~γ) + (−1)q+1ρ00(tp(γq))ω(δq+1~γ)
)
,
where the last line is again due to equivariance.
We will refer to the double complexes of propositions 4.3.1 and 4.3.2, respectively, as the vertical
and horizontal LA-double complex associated to the p-page, and will write them
CLA(gp nG,φ) and CLA(Gp n g, φ).
Let
ΦV : C
p,•
• (G, φ) // CLA(gp nG,φ)
be defined by assembling column-wise van Est maps, i.e. ΦV coincides with Φcol outside the first
column, and in the first column it is the van Est map for the Lie group Gp. Analogously, let
ΦH : C
p,•
• (G, φ) // CLA(Gp n g, φ)
be defined by assembling row-wise van Est maps, i.e. ΦH coincides with Φrow outside the first
column, and restricted to the first column ΦH is the identity of the complex of cochains of the Lie
group Gp.
Proposition 4.3.3. ΦV and ΦH are maps of double complexes.
Proof. First of all, ΦV and ΦH define maps of complexes when restricted to the first column by the
very definition. Now, in sight of lemma 4.3.4, we just need to prove that the maps are compatible
with the horizontal differential of the first column, i.e. Let ω ∈ C(Gqp , V ), we prove that
ΦV ∂
′ω = ∂′ΦV ω and ΦH∂′ω = ∂′ΦHω.
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Let Ξ = (ξ1, ..., ξq) ∈ gqp and g ∈ G, then
−→
RΞ∂
′ω(g) =
dI
dλI
∣∣∣
λ=0
∂′ω(exp(λqξq), ..., exp(λ1ξ1); g)
=
dI
dλI
∣∣∣
λ=0
ρ10(tp(exp(λ1ξ1)... exp(λqξq)))
−1ρ1(g)ω(exp(λqξq), ..., exp(λ1ξ1)).
As usual, we compute
d
dλq
∣∣∣
λq=0
ρ10(tp(exp(λ1ξ1)... exp(λqξq)))
−1ρ1(g)ω(exp(λqξq), ..., exp(λ1ξ1))
= (
d
dλq
∣∣∣
λq=0
ρ10(tp(exp(λ1ξ1)... exp(λqξq)))
−1)ρ1(g)ω(exp(0), exp(λq−1ξq−1), ..., exp(λ1ξ1))+
+ ρ10(tp(exp(λ1ξ1)... exp(λq−1ξq−1) exp(0)))
−1ρ1(g)
d
dλq
∣∣∣
λq=0
ω(exp(λqξq), ..., exp(λ1ξ1))
= ρ10(tp(exp(λ1ξ1)... exp(λq−1ξq−1)))
−1ρ1(g)Rξqω(exp(λq−1ξq−1), ..., exp(λ1ξ1)),
and by induction deduce
−→
RΞ∂
′ω(g) = ρ1(g)
−→
RΞω;
thus, taking the alternating sum over Sq yields the first equation.
As for the second equation, let ~γ = (γ1, ..., γq) ∈ Gqp and x ∈ g, then
ΦH∂
′ω(γ;x) = Rx∂′ω(~γ)
=
d
dτ
∣∣∣
τ=0
ρ10(tp(γq...γ1))
−1ρ1(exp(τx))ω(~γ)
= ρ10(tp(γq...γ1))
−1ρ˙1(x)ω(~γ) = ∂′ΦHω(γ; g).
Corollary 4.3.4. If Gp is k-connected,
Hntot(ΦV ) = (0), for all degrees n ≤ k.
Proof. We compute the cohomology of the mapping cone of ΦV using the spectral sequence of the
double complex filtrated by columns, whose first page is
...
...
...
H2δΦV
(C0,•(ΦV )) // H2δΦV (C
1,•(ΦV )) // H2δΦV (C
2,•(ΦV )) // . . .
Ep,q1 : H
1
δΦV
(C0,•(ΦV )) // H1δΦV (C
1,•(ΦV )) // H1δΦV (C
2,•(ΦV )) // . . .
H0δΦV
(C0,•(ΦV )) // H0δΦV (C
1,•(ΦV )) // H0δΦV (C
2,•(ΦV )) // . . .
Now, ΦV is defined column-wise by van Est maps; consequently, the columns of the mapping cone
double complex coincide with the mapping cones of these. By means of the Crainic-van Est theorem
(cf. Theorem 1.1.1), we know that the rth column of the latter diagram is zero below k, as Gp the
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s-fibre of
Gp nGr //// Gr,
and it is k-connected by hypothesis. Given that
Ep,q1 ⇒ Hp+qtot (ΦV ),
it follows from lemma 1.3.3 that Hntot(ΦV ) = (0) for n ≤ k as desired.
We will also have that ΦH has trivial cohomology; however, it will follow from a tweaked van
Est theorem that takes into account that the space of 0-cochains is not the usual one. Let us point
out that, though the space of 0-cochains changes, it is not unrelated to the usual one. Indeed, for
all (p, q),
C(Gqp ,W )
δ′
''
φqp

C(Gqp ×G,W ),
C(Gqp , V )
∂′
77
where the vertical arrow is given by
(φqpω)(~γ) := ρ
0
0(tp(γq...γ1))φ(ω(~γ))
for ω ∈ C(Gqp ,W ) and ~γ = (γ1, ..., γq) ∈ Gqp , commutes. Let g ∈ G and ~γ as before, then
δ′ω(~γ; g) = ρ10(i(g
tp(γq ...γ1)))ω(~γ)− ω(~γ)
= ω(~γ) + ρ1(g
tp(γq ...γ1))φ(ω(~γ))− ω(~γ)
= ρ10(tp(γq...γ1))
−1ρ1(g)ρ00(tp(γq...γ1))φ(ω(~γ)) = ∂
′φqp(ω)(γ; g).
Here, the second equality holds, as ρ is a 2-representation of Lie 2-groups and hence ρ10(i(g)) =
I + ρ1(g)φ. This relation immediately implies
If Z0 := ker δ′, φ(Z0) ⊆ Z0φ := ker ∂′ and B1 := Im(δ) ⊆ B1φ := Im(∂′).
Also, for any kerφ-valued cochain ω ∈ C(Gqp , kerφ), ω ∈ Z0. Furthermore, one can argue analo-
gously and conclude that
C(Gqp ,W )
δ′
''
φqp

C(Gqp , g∗ ⊗W ),
C(Gqp , V )
∂′
77
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also commutes. Indeed, for x ∈ g and ~γ as before,
δ′ω(~γ;x) = ρ˙10(µ(x
tp(γq ...γ1)))ω(~γ)
= ρ10(tp(γq...γ1))
−1ρ˙1(x)ρ00(tp(γq...γ1))φ(ω(~γ)) = ∂
′φqp(ω)(γ;x)
This time around, the second equality holds, as ρ˙ is a 2-representation of Lie 2-algebras and hence
ρ˙10(µ(x)) = ρ˙1(x)φ together with the equivariance of ρ˙1. Bottom line is, this relation also implies
If Z˙0 := ker δ′, φ(Z˙0) ⊆ Z˙0φ := ker ∂′ and Z˙1 := Im(δ) ⊆ Z˙1φ := Im(∂′);
moreover, C(Gqp , kerφ) ⊆ Z˙0 and appropriately joining the triangles with Φrow and ΦH makes a
commuting prism.
To emphasize where we are taking coefficients we write
Hn(G,φ) := Zn/Bnφ and H
n(g, φ) = Z˙n/B˙nφ
for n ∈ {0, 1}.
Lemma 4.3.7. If G is connected ΦH induces an isomorphism between H0(G,φ) and H0(g, φ).
Proof. Since ΦH restricted to the first column is the identity and there are no cochains of negative
degree, the statement of the lemma might as well be restated as
Z0φ = Z˙
0
φ.
(⊆) Suppose ω ∈ Z0φ, that is
∂′ω(~γ; g) = 0
for all (~γ; g) ∈ Gqp ×G. Then, for x ∈ g, we clearly have
∂′ω(~γ;x) = ΦH(∂′ω)(~γ;x) =
d
dτ
∣∣∣
τ=0
∂′ω(~γ; exp(τx)) = 0.
(⊇) Conversely, suppose ω ∈ Z˙0φ, that is
∂′ω(~γ;x) = 0
for all (~γ;x) ∈ Gqp×g, and given that ρ10(tp(γq...γ1))−1 is an isomorphism, this equation also implies
ρ˙1(x)ω(~γ). Now, it is well-known that the exponential restricts to a diffeomorphism from some
neighbourhood of 0 ∈ g, say U , onto a neighbourhood of 1 ∈ G. Since G is connected, it is
generated by exp(U) ⊂ G; and therefore, for all g ∈ G, there exist x1, ..., xn ∈ g such that
g = exp(x1)... exp(xn).
Now, for all ranging values of k,
ρ1(expG(xk)) = expGL(φ)1(ρ˙1(xk));
hence, recalling from proposition 3.3.3 that
expGL(φ)1(ρ˙1(xk)) =
∞∑
n=0
(ρ˙1(xk)φ)
n
(n+ 1)!
ρ˙1(xk),
we conclude that
ρ1(expG(xk))ω(~γ) = 0
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for all 1 ≤ k ≤ n. In so, since
∂′ω(~γ; g) = ρ10(tp(γq...γ1))
−1ρ1(g)ω(~γ)
= ρ10(tp(γq...γ1))
−1ρ1(exp(x1)... exp(xn))ω(~γ).
and
ρ1(exp(x1)... exp(xn)) = ρ1(exp(x1)... exp(xn−1)) + ρ1(exp(xn))+
+ ρ1(exp(x1)... exp(xn−1))φρ1(exp(xn)),
inductively we get the desired inclusion.
It is worth to point out that this latter lemma is a consequence of several pieces of Lie theory,
and would not hold in a general scenario in which we have got quasi-isomorphic complexes with
altered 0-cochains in the fashion we described above. In contrast, the following lemma is stated
as a general result of homological algebra and will imply naturally that if G is 1-connected, ΦH
induces an isomorphism between H1(G,φ) and H1(g, φ).
Lemma 4.3.8. Let Φ : C• // D• be a map of complexes inducing isomorphisms in cohomology
for degrees 0 and 1. Suppose now there is a second map of complexes Φ′ : (C ′)• // (D′)• , which
coincides with Φ, C and D in all degrees except for the 0th degree, where there are spaces
(C ′)0 = C0φ and (D
′)0 = D0φ
that are related to the original complexes by maps that fit into
C0
dC
  
φC

Φ // D0
dD
!!
φD

C1
Φ // D1.
C0φ
d′C
>>
Φ′
// D0φ
d′D
>>
Then, Φ′ also induces an isomorphism in cohomology for degree 1.
Proof. Let Z1X := ker( dX : X
1 // X2 ) and B1X := dX(X
0), for X ∈ {C,D} and consider the
map of exact sequences
0 // B1C
Φ
∣∣∣
B1
C 
// Z1C
Φ

// H1(C)
[Φ]

// 0
0 // B1D
// Z1D
// H1(D) // 0.
By the snake lemma, there is a long exact sequence
0 // ker(Φ
∣∣∣
B1C
) // ker Φ // ker[Φ] // ...
... // coker(Φ
∣∣∣
B1C
) // coker Φ // coker[Φ] // 0;
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however, by hypothesis ker[Φ] and coker[Φ] are trivial, thus implying
ker(Φ
∣∣∣
B1C
) = ker Φ and coker(Φ
∣∣∣
B1C
) ∼= coker Φ.
Notice that the first equation can be reinterpreted as saying ker Φ ⊂ B1C . Using the analogous
sequence with B1φX = d
′
X(X
0
φ),
0 // B1φC
Φ
∣∣∣
B1
φC 
// Z1C
Φ

// H1(C ′)
[Φ′]

// 0
0 // B1φD
// Z1D
// H1(D′) // 0
and the snake lemma yet again, we get
0 // ker(Φ
∣∣∣
B1φC
) // ker Φ // ker[Φ′] // ...
... // coker(Φ
∣∣∣
B1φC
) // coker Φ // coker[Φ′] // 0.
This time around, nonetheless, since for every element x ∈ X0, dX(x) = d′X(φX(x)), we have got
that
B1C ⊆ B1φC and B1D ⊆ B1φD ;
therefore, from the first inclusion and the one above,
ker(Φ
∣∣∣
B1φ
) = ker Φ ∩B1φ = ker Φ.
Thus, we conclude that ker[Φ′] is zero, or the induced map is injective, and the short exact sequence
0 // coker(Φ
∣∣∣
B1φC
) // coker Φ // coker[Φ′] // 0.
Finally, using the second inclusion and the remaining sequences, we have got a map
0 // coker(Φ
∣∣∣
B1C
)
α

// coker Φ
Id

// 0

// 0
0 // coker(Φ
∣∣∣
B1φC
) // coker Φ // coker[Φ′] // 0
where α(dD(y) + Φ(B1C)) := d
′
D(φD(y)) + Φ(B
1
φC
), whose associated long exact sequence by the
snake lemma tells us that α is an isomorphism and also coker[Φ′] is trivial, or the induced map is
surjective.
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In regards of the latter proof, the inclusions B1X ⊆ B1φX also give rise to exact sequences
0 // B1X

// Z1C
Id

// H1(X)

// 0
0 // B1φX
// Z1C
// H1(X ′) // 0
out of whose snake lemma long exact sequence one reads that
H1(X) ∼= H1(X ′)⊕
B1φX
B1X
.
What the proof ultimately says is that the isomorphism H1(C) ∼= H1(D) is diagonal with respect
to the direct sum decompositions.
Proposition 4.3.5. If G is k-connected, and ΦqH is the restriction of ΦH to the qth row,
Hn(ΦqH) = (0), for all degrees n ≤ k.
Proof. Since G is the s-fibre of
Gqp ×G //// Gqp
and it is k-connected by hypothesis, together with ΦqH being defined by the van Est map from
degree 1 upwards, we can use theorem 1.1.1 to deduce that
Hn(ΦqH) = (0), for all degrees 1 < n ≤ k.
As for degrees 0 and 1, that is the contents of lemmas 4.3.7 and 4.3.8.
Corollary 4.3.6. If G is k-connected,
Hntot(ΦH) = (0), for all degrees n ≤ k.
Proof. To make the argument run in the same spirit of the other van Est type theorems we have
got, we consider the both the domain and the co-domain of ΦH reflected by the diagonal. Then,
we compute the cohomology of the mapping cone of ΦH using the spectral sequence of the double
complex filtrated by columns, whose first page is
...
...
...
H2δΦH
(C0,•(ΦH)) // H2δΦH (C
1,•(ΦH)) // H2δΦH (C
2,•(ΦH)) // . . .
Ep,q1 : H
1
δΦH
(C0,•(ΦH)) // H1δΦH (C
1,•(ΦH)) // H1δΦH (C
2,•(ΦH)) // . . .
H0δΦH
(C0,•(ΦH)) // H0δΦH (C
1,•(ΦH)) // H0δΦH (C
2,•(ΦH)) // . . .
and since ΦH is defined row-wise by van Est maps, after the reflection through the diagonal, these
look like column-wise van Est maps. Thus, the columns of the mapping cone double complex
4.3 THE MAIN THEOREM 165
coincide with the mapping cones of these and proposition 4.3.5 tells us that the qth column of the
latter diagram is zero below k. Given that
Ep,q1 ⇒ Hp+qtot (ΦH),
it follows from lemma 1.3.3 that Hntot(ΦH) = (0) for n ≤ k as desired.
Perhaps more interestingly than for this latter corollary, we can use proposition 4.3.5 to prove
that that differentiating yet again in the other direction one lands in the p-page of the Lie 2-algebra
and that this process induces isomorphisms in cohomology.
Instead of going through the whole process of proving that indeed there is a double complex with
coefficients associated to the double Lie algebroid that comes out of differentiating twice the double
Lie groups that generate the p-pages and their particular representations again, we proceed to show
that assembling row-wise van Est maps in the vertical LA-double complex, one casually lands in
the p-page of the triple complex of the Lie 2-algebra with values in a 2-representation. Before doing
so, we point out that we would get the same result by assembling column-wise van Est maps in the
horizontal LA-double complex, but we refrain to choose this approach, since this would need us
to develop a van Est theorem for the sub-complexes of Lie groupoid cochains that show up in the
columns. This is not the case in the approach we take, as we will see shortly.
Recall that the generic row of the vertical LA-double complex consists of the Lie groupoid cochains
of the Lie group bundle
gqp ×G // // gqp
which are alternating q-multilinear in the gp-coordinates with values in the trivial vector bundle
gqp ×W // gqp . Because of the formula for the differential, we see that these complexes coincide
with the Lie group complex of G with values in the representation
ρ(q) : G // GL(
∧q g∗p ⊗W )
ρ(q)(g)ω = ρ
1
0(i(g))ω
tweaked by V at degree 0. Differentiating this complex, one lands in the tweaked Chevalley-
Eilenberg complex of g with values in
ρ˙(q) : g // gl(
∧q g∗p ⊗W )
ρ˙(q)(x)ω = ρ˙
1
0(µ(x))ω
which is precisely the generic row in the p-page of the double triple complex of the Lie 2-algebra
with values in ρ˙. Since we already know that these complexes fit together into a double complex
by placing the Chevalley-Eilenberg complexes of gp with values in
ρ˙(r) : gp // gl(
∧r g∗ ⊗W )
ρ˙(r)(ξ)ω(x1, ..., xr) = ρ˙
1
0(tˆp(ξ))ω(x1, ..., xr)−
r∑
k=1
ω(x1, ..., xk−1,Ltˆpξxk, xk+1, ..., xr)
for columns, we proceed to prove that the assembly of the row-wise van Est maps is indeed a map
of double complexes.
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Proposition 4.3.7.
Φrow : CLA(gp nG,φ) // Cp,•• (g1, φ)
is a map of double complexes.
Proof. By definition Φrow intertwine horizontal differentials. Moreover, since restricted to the first
column Φrow is defined to be the identity, we just need to show that the square
C(Gr,
∧q+1 g∗p ⊗W ) Φrow // ∧q+1 g∗p ⊗∧r g∗ ⊗W
C(Gr,
∧q g∗p ⊗W )
δ
OO
Φrow
//
∧q g∗p ⊗∧r g∗ ⊗W
δ
OO
commutes. Indeed, let ω ∈ C(Gr,∧q g∗p ⊗W ) and (Ξ;X) = (ξ0, ..., ξq;x1, ..., xr) ∈ gqp ⊕ gr, then
−→
RXδω(Ξ) =
dJ
dτJ
∣∣∣
τ=0
δω(Ξ; exp(τ ·X))
=
dJ
dτJ
∣∣∣
τ=0
∑
m<n
ω([ξm, ξn],Ξ(m,n); exp(τ ·X)) +
q∑
j=0
(−1)jρrgp(ξj)ω(Ξ(j); exp(τ ·X))
=
∑
m<n
−→
RXω([ξm, ξn],Ξ(m,n)) +
q∑
j=0
(−1)j d
J
dτJ
∣∣∣
τ=0
ρrgp(ξj)ω(Ξ(j); exp(τ ·X)).
Now, let {ea} be a basis for W , and
ω(Ξ(j); exp(τ ·X)) = ωaea,
where ωa = ωa(Ξ(j); exp(τ ·X)) and we used the Einstein summation convention. Since by definition
ρrgp(ξj)ω(Ξ(j); exp(τ ·X)) = ωaρ˙10(tˆp(ξj))ea + (
d
dλ
∣∣∣
λ=0
ωa(Ξ(j); exp(τ ·X)tp(exp(λξj))))ea,
we compute
dJ
dτJ
∣∣∣
τ=0
ωaρ˙10(tˆp(ξj))ea = ρ˙
1
0(tˆp(ξj))
−→
RXω(Ξ(j)),
and, using that exp(x)h = exp(xh) for all x ∈ g and h ∈ H,
d
dτr
∣∣∣
τr=0
d
dλ
∣∣∣
λ=0
ωa(Ξ(j); exp(τ ·X)tp(exp(λξj)))
=
d
dλ
∣∣∣
λ=0
R
x
tp(exp(λξj))
r
ωa(Ξ(j); exp(τ ·X(r))tp(exp(λξj)))
= RLtˆp(ξj)xrω
a(Ξ(j); exp(τ ·X(r))) + d
dλ
∣∣∣
λ=0
Rxrω
a(Ξ(j); exp(τ ·X(r))tp(exp(λξj))).
Notice that, if we are to continue inductively, the first term of this latter equation will immediately
yield
Rx1 ...Rxr−1RLtˆp(ξj)xrω(Ξ(j));
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whereas, carefully using the induction hypothesis, we get
d
dτr−1
∣∣∣
τr−1=0
d
dλ
∣∣∣
λ=0
Rxrω
a(Ξ(j); exp(τ ·X(r))tp(exp(λξj)))
= RLtˆp(ξj)xr−1Rxrω
a(Ξ(j); exp(τ ·X(r − 1, r)))+
+
d
dλ
∣∣∣
λ=0
Rxr−1Rxrω
a(Ξ(j); exp(τ ·X(r − 1, r))tp(exp(λξj)))
and eventually,
r∑
k=1
Rx1 ...Rxk−1RLtˆpξxkRxk+1 ...Rxrω(Ξ(j)).
Thus, after taking the alternating sum over Sr,
Φrowδω(Ξ;X) =
∑
m<n
Φrowω([ξm, ξn],Ξ(m,n);X) +
q∑
j=0
(−1)j
[
ρ˙10(tˆp(ξj))Φrowω(Ξ(j);X)+
+
r∑
k=1
Φrowω(Ξ(j);x1, ..., xk−1,Ltˆpξxk, xk+1, ..., xr)
]
=
∑
m<n
Φrowω([ξm, ξn],Ξ(m,n);X) +
q∑
j=0
(−1)j ρ˙(r)(ξj)Φrowω(Ξ(j);X)
= δΦrowω(Ξ;X)
as claimed.
As announced, we now prove that there is an isomorphism between the total cohomologies of
the vertical LA-complex and the p-pages of the Lie 2-algebra.
Proposition 4.3.8. If G is k-connected and Φrow is the map of the previous proposition, then
Hntot(Φrow) = (0), for all degrees n ≤ k.
Proof. Once again, we opt to consider both the domain and the co-domain of Φrow reflected by the
diagonal, so that the argument runs along the same lines of the other van Est type theorems we
have got. Computing the total cohomology of the mapping cone of Φrow using the spectral sequence
of the double complex filtrated by columns yields the familiar first page
...
...
...
H2δΦrow
(C0,•(Φrow)) // H2δΦrow (C
1,•(Φrow)) // H2δΦrow (C
2,•(Φrow)) // . . .
Ep,q1 : H
1
δΦrow
(C0,•(Φrow)) // H1δΦrow (C
1,•(Φrow)) // H1δΦrow (C
2,•(Φrow)) // . . .
H0δΦrow
(C0,•(Φrow)) // H0δΦrow (C
1,•(Φrow)) // H0δΦrow (C
2,•(Φrow)) // . . .
Since Φrow is defined row-wise by van Est maps, after tilting, these can be thought of as column-
wise van Est maps. Thus, the columns of the mapping cone double complex coincide with the
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mapping cones of these and proposition 4.3.5 applied to the Lie 2-group G // 1 with values in
the corresponding representations, tells us that the qth column of the latter diagram is zero below
k. Given that
Ep,q1 ⇒ Hp+qtot (Φrow),
it follows from lemma 1.3.3 that Hntot(Φrow) = (0) for n ≤ k as desired.
We use this latter result to prove the only missing piece of the proof of the main theorem.
Proposition 4.3.9. If H and G are both k-connected, the restriction of the 2-van Est map to the
pth page induces isomorphisms
Φ(p)n : Hntot(C
p,•
• (G, φ)) // Hntot(Cp,•• (g1, φ)),
for n ≤ k, and it is injective for n = k + 1.
Proof. We start by pointing out that from the k-connectedness ofH andG, together with a Künneth
type argument as the one we used in the proof of theorem 4.2.2, we can safely conclude that Gp
is also k-connected. We can thus invoke lemma 4.3.4 and the rephrasing of proposition 1.3.2 to
conclude that
ΦnV : H
n
tot(C
p,•
• (G, φ)) // Hntot(CLA(gp nG,φ))
is an isomorphism for n ≤ k, and it is injective for n = k + 1. Analogously, using that G is
k-connected, we get from proposition 4.3.8 and the rephrasing of proposition 1.3.2 that Φrow also
induces an isomorphism and an injective map in the corresponding degrees. Since from the very
formula, we see that the restriction of the 2-van Est map to each p-page factors through the vertical
LA-double complex
C(Gqp ×Gr,W ) Φ //
ΦV ))
∧q g∗p ⊗∧r g∗ ⊗W,
C(Gr,
∧q g∗p ⊗W ) Φrow
55
we get
Hntot(C
p,•
• (G, φ)) Φ(p)
n
//
ΦnV ))
Hntot(C
p,•
• (g1, φ))
Hntot(CLA(gp nG,φ))
Φnrow
55
and Φ(p)n is a composition of isomorphisms for n ≤ k, and a composition of injective maps for
n = k + 1.
For convenience, we recast the latter result using proposition 1.3.2.
Proposition 4.3.10. Under the hypothesis of the previous proposition, if Φ(p) is the restriction of
the 2-van Est map to the pth page, then
Hntot(Φ(p)) = (0), for all degrees n ≤ k.
Thus, we finally conclude:
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Proof. (of the main Theorem) Just as it was outlined above, let Φ¯ be the map of honest double
complexes induced by Φ. Computing the cohomology of the mapping cone of Φ¯ using the spectral
sequence of the double complex filtrated by columns, we arrive at the first page
...
...
...
H2δΦ¯
(C0,•(Φ¯)) // H2δΦ¯(C
1,•(Φ¯)) // H2δΦ¯(C
2,•(Φ¯)) // . . .
Ep,q1 : H
1
δΦ¯
(C0,•(Φ¯)) // H1δΦ¯(C
1,•(Φ¯)) // H1δΦ¯(C
2,•(Φ¯)) // . . .
H0δΦ¯
(C0,•(Φ¯)) // H0δΦ¯(C
1,•(Φ¯)) // H0δΦ¯(C
2,•(Φ¯)) // . . .
Since Φ¯ is defined for the pth column as the restriction of the 2-van Est map to the corresponding
p-page, the pth column of the mapping cone double complex is the total complex of the mapping
cone of Φ(p). By means of proposition 4.3.10, we know that the pth column of the latter diagram
is zero below k, as both H and G are k-connected by hypothesis. Given that
Ep,q1 ⇒ Hp+qtot (Φ¯),
it follows from lemma 1.3.3 that Hntot(Φ¯) = (0) for n ≤ k. Using proposition 1.3.2 one last time,
the 2-van Est map induces isomorphisms
Φn : Hn∇(G, φ) // Hn∇(g1, φ),
for n ≤ k, and it is injective for n = k + 1 as desired.
4.4 Integration
Having established the equivalence between the categories of crossed modules and Lie 2-groups
and Lie 2-algebras, the problem of integrating a Lie 2-algebras boils down to integrating the struc-
ture map defining its associated crossed module and the Lie algebra action by derivations to a Lie
group action by automorphisms. The first task is easily performed due to the classical Lie theory,
whereas the latter follows from the path strategy to integration (see appendix 5).
Theorem 4.4.1. [28] Let φ : h // Der(g) be a Lie algebra action by derivations. Let ϕ : H // Aut(g)
be the unique group morphisms integrating φ.
• Let x ∈ g and h ∈ H. Then ϕh(x) = ξ(1), where ξ ∈ P (g) is the solution of the ODE:
d
dλ
ξ(λ) = φζ(λ)ξ(λ)
with initial value ξ(0) = x. Here ζ ∈ P (h) is any representative of the h-homotopy class h.
• Let ξ ∈ P (g) and h ∈ H. Then ϕhξ(λ) = $(1, λ), where $(−, λ) ∈ P (g) is the solution of
the ODE:
∂
∂λ0
$(λ0, λ1) = φζ(λ0)$(λ0, λ1)
with initial value $(0, λ) = ξ(λ). Here ζ ∈ P (h) is taken as in the previous item.
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Consequently, the corresponding group action Φ : H // Aut(G) is given by
Φh([ξ]) = [ϕh(ξ)] = [$(1,−)].
We argue that the fact that such a proof exists precludes the positivity of the integrability result
that follows. In it, we will use the van Est type strategy to get a new proof of the integrability of
Lie 2-algebras.
4.4.1 The van Est strategy
In [34], the author used a cohomological approach to the integration of Lie algebras. Let us
outline what we will call the van Est strategy. This consists of two steps: First, suppose the adjoint
representation is faithful. Then, we can regard the Lie algebra g as a sub-algebra of gl(g). As a
matter of fact, all sub-algebras of the linear Lie algebra are integrable, thus yielding the result.
Second, suppose otherwise, that the adjoint representation is not faithful, then there is an exact
sequence
0 // ker(ad) // g // ad(g) // 0.
By the usual theory of Lie algebra extensions, this exact sequence corresponds to a class
ω ∈ H2(ad(g), ker(ad)).
The fact that ad(g) is integrable, being a sub-algebra of the linear Lie algebra, still holds. Then, let
G be the 1-connected integration of ad(g). Now, there is van Est theorem relating the differential
cohomology of a Lie group to the Chevalley-Eilenberg cohomology of its Lie algebra.
Theorem 4.4.2. Let H be a Lie group with Lie algebra h. If H is k-connected, the map
Φ : Hn(H,V ) // Hn(h, V )
that differentiates group cochains to get Lie algebra cochains is an isomorphism for all degrees
n ≤ k, and it is injective for n = k + 1.
Explicitly, the map Φ is defined by the chain map
Φ(f)(x1, ..., xp) :=
∑
σ∈Sp
|σ|Rxσ(p) ...Rxσ(1)f,
for f ∈ Cp(G) and x1, ..., xp ∈ g. Here, Rx : Cp(G) // Cp−1(G) is given byRx(f)(g1, ..., gp−1) :=
~xf(−, g1, ..., gp−1)(e), where ~x stands for the right-invariant vector field associated to x and e is the
group identity. Both this map and the statement the latter theorem are clearly special cases of the
ones in theorem 1.1.1.
Now, since G is simply connected and a Lie group, pi2(G) = (0); hence, G is at least 2-connected.
Please note that this fact is far from trivial; famous proofs use Morse theory among other tools
from algebraic topology. Now, given that G is 2-connected, van Est theorem says that the class ω
comes from a class
∫
ω ∈ H2(G, ker(ad)). This class, in turn by the theory of Lie group extensions,
corresponds to a sequence
1 // ker(ad) // G // G // 1.
Consequently, G is a Lie group integrating g, as we wanted. Notice that because G fits as an
extension of two simply connected manifolds, it is simply connected itself, so we can say that G is
the 1-connected integration of g.
The previous strategy was successfully applied by the author of [9] to prove theorem 1.1.2. Indeed,
the second cohomology of Lie groupoid and Lie algebroid cohomology also classifies extensions,
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and the rest of the ingredients are explicitly asked as hypothesis. Notice, though, that the main
differences between the statement of the referred theorem and the proof of Lie III given by the van
Est theorem are that, on the one hand, groupoids lack an adjoint representation to start with and,
on the other, there is no argument to assert that a Lie groupoid (or more precisely its source fibres)
is 2-connected. One could say that precisely because of this, the van Est strategy failed to solve
the integrability of Lie algebroids. Due to this failure, we find it purposeful to index the list of
ingredients for the argument to run.
The necessary ingredients
Roughly, one will be needing:
(1) The existence of an adjoint representation,
(2) the integrability of sub-algebras of the linear Lie algebra,
(3) a cohomology theory whose second group classifies extensions,
(4) pi2(G) = (0) and finally,
(5) a van Est theorem.
Of course, alternatively, any representation whose integration one can control would suffice to re-
place ingredients (1) and (2). Also, the cohomology theory of step (3) is actually two cohomology
theories, one for the infinitesimal and one for the global counter-parts of the given geometric struc-
ture. In this, the van Est theorem of (5) is a theorem relating these cohomology theories and giving
isomorphisms under the appropriate connectedness hypothesis that (4) represents.
One might ask whether it is possible to use this strategy to integrate LA-groupoids directly, but
pretty much as in the groupoid case, there is no natural representation and, worse yet, there is no
working definition of a representation of an LA-groupoid.
Now, in the body of this work we got all of the ingredients but the second one. Nevertheless, the
image of any linear functor between 2-vector spaces yields a Lie subgroupoid and in [29], the authors
prove that Lie 2-subalgebras of gl(φ) are always integrable; thus, we are ready to apply the van Est
strategy.
4.4.2 Integrating Lie 2-algebras
Vector space coefficients
As a corollary of Theorem 4.2.2 and its corollary, we have got the following integrability result.
Theorem 4.4.3. If g1 //// h is a Lie 2-algebra such that
g ∩ c(uˆ(h)) = (0),
where g is the core and c(uˆ(h)) is the centralizer of uˆ(h) in g1, then it is integrable.
Proof. We are to use the van Est strategy. So, consider the adjoint 2-representation of the given
Lie 2-algebra and the natural sequence
0 // ker(ad1)

  // g
µ

ad1 // ad1(g)

// 0
0 // ker(ad0)
  // h
ad0
// ad0(h) // 0,
(4.4.1)
If the hypothesis holds, for each x ∈ g, x 6∈ c(uˆ(h)). Now, by definition
c(uˆ(h)) := {ζ ∈ g : [ζ, uˆ(y)]1 = 0, ∀y ∈ h};
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therefore, there exists a yx ∈ h such that [x, uˆ(yx)]1 = 0. However,
[x, uˆ(yx)]1 = −[uˆ(yx), x]1
= −Lyxx = ad1(x)(yx) 6= 0.
Hence, ad1(x) 6= 0 ∈ Hom(h, g) for every x ∈ g, and this is ker(ad1) = (0). As a consequence of this
ker(ad) is an honest vector space, and the 2-extension 4.4.1 is classified by an [ω] ∈ H2∇(g1, ker(ad0)).
As we referenced, ad1(g) // ad0(h) ≤ gl(µ)1 // gl(µ)0 is integrable, say by the Lie 2-group
G = G // H where both G and H are 1-connected. Since every Lie group has trivial second
cohomology, H is 2-connected and we can use theorem 4.2.2 to deduce that
[ω] = Φ2[
∫
ω], for some [
∫
ω] ∈ H2∇(G, ker(ad0)).
Associated to this class, there is a 2-extension of G by ker(ad0),
1 // 0

// E1

// G

// 1
1 // ker(ad0) // E0 // H // 1,
and the Lie 2-algebra of E1 o E0 // // E0 is g1 //// h , thus proving the theorem.
There is yet another way to cast this result in terms of the isotropy Lie algebras of the action
of h on g which might be of interest; indeed, the hypothesis of the theorem is clearly equivalent to
dim hLx > 0, for all x ∈ g,
though we picked the statement from the theorem as it refers to the Lie 2-algebra structure, rather
than the crossed module one. For the sake of clarity, the isotropy Lie algebra at x ∈ g for the action
L is given by
hLx := {y ∈ h : Lyx = 0}.
2-vector space coefficients
As a corollary of Theorem 4.3.1, we recover the integrability of Lie 2-algebras.
Theorem 4.4.4. Every Lie 2-algebra is integrable
Proof. We are to use the van Est strategy. So, consider the adjoint 2-representation of the given
Lie 2-algebra and the natural sequence
0 // ker(ad1)

  // g
µ

ad1 // ad1(g)

// 0
0 // ker(ad0)
  // h
ad0
// ad0(h) // 0.
(4.4.2)
This 2-extension is classified by an [ω] ∈ H2∇(g1, ker(ad)). Let G = G // H be the integration
of ad1(g) // ad0(h) ≤ gl(µ)1 // gl(µ)0 , where both G and H are 1-connected. Since every
Lie group has trivial second cohomology, both H and G are 2-connected and we can use theorem
4.3.1 to deduce that
[ω] = Φ2[
∫
ω], for some [
∫
ω] ∈ H2∇(G, ker(ad)).
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Associated to this class, there is a 2-extension of G by ker(ad),
1 // ker(ad1)

// E1

// G

// 1
1 // ker(ad0) // E0 // H // 1,
and the Lie 2-algebra of E1 o E0 // // E0 is g1 // // h , thus proving the theorem.
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Chapter 5
Appendices
5.1 Appendix A: the path strategy
Historically, the only successful strategy for handling the integration of Lie algebroids is what
we will refer to as the path strategy [10]. In it, certain topological correspondence between spaces
of paths on the Lie groupoid and its Lie algebroid is exploited to find out what is needed for the
latter to inherit a smooth structure. We proceed to outline this strategy in more detail.
Starting out with a finite dimensional connected Lie group G, we consider the space of paths starting
at the identity element e ∈ G
P (G) = {γ ∈ C2(I,G) : γ(0) = e}.
For each element of P (G), there is a corresponding path on the Lie algebra g of G, given by
Dγ(λ) :=
d
dτ
γ(τ)γ(λ)−1
∣∣∣
τ=λ
. (5.1.1)
In plain words, this map takes the tangent vector to γ at a given time and (right) translates it to
the identity. Having started with a C2 path, the resulting curve is C1. Let P (g) be the space of
all C1 paths on g. Remarkably, endowing P (G) and P (g) with the C2 and C1-topologies, D turns
out to be a homeomorphism. Since one builds the 1-connected cover G˜ of G quoting P (G) by the
equivalence classes defined by homotopies with fixed end-points, one can transport the equivalence
relation to P (g). Furthermore, one can also transport the group structure in G˜ which is defined in
terms of concatenation of paths. In doing so, one is effectively building the 1-connected Lie group
integrating the Lie algebra g without need of ever using G or its structure.
The setting for the case of Lie groupoids and Lie algebroids does not differ much from this. One
starts by defining the space of G-paths for an s-connected Lie groupoid G ////M as the space
of twice differentiable paths starting at a unit an lying on s-fibres. In symbols,
P (G) = {γ ∈ C2(I,G) : γ(0) = u(x) for x ∈M,γ(λ) ∈ s−1(x), ∀λ ∈ I}.
The thorough understanding of the Lie theory of Lie groupoids, gives an analogous correspondence
to that of the Lie group case in that each s-connected Lie groupoid with Lie algebroid AG arises
as a source-wise quotient of a unique (up to isomorphims) s1-connected Lie groupoid which can be
described as
G˜ = P (G)/ ∼, (5.1.2)
where this time around ∼ is the equivalence relation defined by source-wise homotopies. Again, the
whole structure of the G˜ will be defined in terms of concatenations and evaluations. To transport
this structure, there is a corresponding derivation that returns paths on the Lie algebroid of G
which is actually given by the same formula, though having a slightly different meaning, as the
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right multiplication is defined only between source fibres. One can see that G-paths correspond
to Lie groupoid maps form the pair groupoid of I to G and accordingly, the space of A-paths
is thus defined as the space of Lie algebroid maps from TI to A. Having a Lie II theorem for
morphisms of Lie algebroids, one easily sees that D yields a homeomorphism again. Transporting
homotopies is a harder task; however, once that is done, one can again spell out the full structure of
the s1-connected groupoid of A-paths modulo A-homotopies of a given Lie algebroid A in terms of
algebroid data alone. Moreover, this groupoid is in fact a topological groupoid. The theory of [10]
devotes to answering the question of when it is possible to endow this groupoid with a smooth
structure, culminating in the following theorem.
Theorem 5.1.1. [10] A Lie algebroid A //M is integrable if, and only if for each x ∈M , the
monodromy groups
Nx(A) := {v ∈ Ax : ρA(v) = 0; v 'A ∗}
are locally uniformly discrete.
The precise meaning of the condition in the theorem is that for each x ∈ M , there must exist
an open set U ∈ A around 0 ∈ Ax such that for all y’s close enough to x, Nx(A) ∩ U = {0}.
5.2 Appendix B: cores
The core is an ubiquitous structure in the theory of double objects, we dedicate this appendix
to recall them. These were introduced by Pradines in his study of double vector bundles. Most of
what follows is covered in [19]. Let Ω be an LA-groupoid, since sˆ is a Lie algebroid map and due
to the double source map hypothesis in the definition, it is fibrewise linear and its kernel is a vector
bundle.
(0) // ker(sˆ)

// Ω

(pi,sˆ) // s∗A

// (0)
H H H
(5.2.1)
Definition 5.2.1. The core of Ω is C(Ω) := u∗ ker(sˆ). In other words, C(Ω) is the restriction of
the kernel of sˆ to the space of units of H.
We would like to point out that there is a natural isomorphism between the fibre of C(Ω) over
a given element y ∈ M and the fibres of ker(sˆ) over each element in h ∈ t−1(y) ⊂ H. Indeed, the
isomorphism is given by
Rh : C(Ω)y // ker(sˆ)h : c
 // mˆ(c; 0h),
where by 0h, we mean the zero of the fibre of Ω over h, and the multiplication is well defined, as
sˆ(c) = 0y = 0t(h) = tˆ(0h). Further, the map lands where it should, because sˆ(mˆ(c; 0h)) = sˆ(0h) =
0s(h) and the mˆ covers the multiplication of H, and therefore mˆ(c; 0h) ∈ Ωu(y)h = Ωh. The inverse
map is given by
R−1h : ker(sˆ)h // C(Ω)y : ζ
 // mˆ(ζ; 0h−1),
where similar considerations are in order: First, sˆ(ζ) = 0s(h) = 0t(h−1) = tˆ(0h−1), then sˆ(mˆ(ζ; 0h−1)) =
sˆ(0h−1) = 0s(h−1) = 0t(h) = 0y, and finally, mˆ(ζ; 0h−1)) ∈ Ωhh−1 = Ωu(y). Put together, these maps
build an isomorphism of vector bundles over H,
R : t∗C(Ω) // ker(sˆ) : (h, c)  // mˆ(c; 0h).
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This isomorphism justifies why the sequence 5.2.1 is referred to as the core sequence of the LA-
groupoid. This construction works out for VB-groupoids in general; however, in the presence of an
LA-groupoid structure, there is an additional structure of Lie algebroid inherited by the core. We
proceed to describe it. Consider the map
Γ(C(Ω)) // Γ(Ω) : σ  // ~σ,
where
~σh := Rh(σt(h))
for h ∈ H. This map is an isomorphism onto its image, thus prompting us to define
[σ1, σ2]C(Ω) := [~σ1, ~σ2]Ω
∣∣∣
M
.
As for the anchor, notice that if we regard c ∈ C(Ω) as an element of Ω
∣∣∣
M
, ρΩ(c) ∈ ker(ds)
∣∣∣
M
.
Indeed,
ds(ρΩ(c)) = ρA(sˆ(c)) = 0;
however, using the anchor of Ω cannot be the right Ansatz as ker(ds) ≤ TH, and our anchor needs
to have TM as codomain. Now, since ker(ds)
∣∣∣
M
= AH , we use its anchor to define
ρC(Ω)(c) := dt ◦ ρΩ(c) = ρA ◦ tˆ(c)
Proposition 5.2.2. (C(Ω), [, ]C(Ω), ρC(Ω)) is a Lie algebroid.
For the global counter-part of this construction, start out with a double Lie groupoid D, then
Definition 5.2.3. The core of D is given by C(D) := S−1((u× uV )(M)). In other words,
C(D) := {d ∈ D : s(d) ∈ uV (M), |s|(d) ∈ u(M)}.
Spelling out which elements of D belong to C(D), one sees that they are precisely the squares
of the form
y• •xoo
x•
OO
•x
Thanks to the hypothesis that the double source be a submersion, one figures that the core is a
manifold. We use the structure of the double Lie groupoid to endow C(D) with a Lie groupoid
structure over M . Clearly, the reasonable thing to do is to define
sC(D)(d) := s
2(d), tC(D)(d) := t
2(d), uC(D)(x) := u
2(x),
for d ∈ C(D) and x ∈M , where s2 = sV ◦ s = s ◦ |s|, t2 = tV ◦ t = t ◦ |t| and u2 = u ◦ uV = |u| ◦ u.
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Now, given a pair (d1, d2) ∈ C(D)s2 ×t2 C(D), we can think of it as the following
z• •yoo
y•
OO
y• •xoo
x•
OO
•x,
we define the multiplication by filling this square with the corresponding units
z• •yoo •xhoo
y•
OO
y• •xhoo
x•
v
OO
x•
v
OO
•x.
In symbols,
d1  d2 := (d1 1 u ◦ t(d2)) 1 d2 = (d1 1 |u| ◦ |t|(d2)) 1 d2.
Notice that these multiplications make sense. Indeed, on the one hand,
|s|(d1) = u(s2(d1)) = u(t2(d2)) = u ◦ tV (t(d2)) = |t|(u ◦ t(d2)) =⇒ (d1;u ◦ t(d2)) ∈ D|s| ×|t| D,
s(d1) = uV (s
2(d1)) = uV (t
2(d2)) = uV ◦ t(|t|(d2)) = t(|u| ◦ |t|(d2)) =⇒ (d1; |u| ◦ |t|(d2)) ∈ Ds ×t D,
and on the other,
s(d1 1 u ◦ t(d2)) = mV (s(d1); s ◦ u(t(d2)))
= mV (uV (s
2(d1)); t(d2)) = t(d2) =⇒ (d1 1 u ◦ t(d2); d2) ∈ Ds ×t D,
|s|(d1 1 |u| ◦ |t|(d2)) = |s|(d1)|s| ◦ |u|(|t|(d2)))
= u(s2(d1))|t|(d2) = |t|(d2) =⇒ (d1 1 |u| ◦ |t|(d2); d2) ∈ D|s| ×|t| D.
Proposition 5.2.4. C(D) ////M is a Lie groupoid.
Remark 5.2.5. As it was said before, the construction of the core of an LA-groupoid works out for
VB-groupoids. Interestingly enough, if one regards such a VB-groupoid as a double Lie groupoid,
its cores coincide.
As one would expect, the two constructions outlined above are related by the Lie functor.
Proposition 5.2.6. Let D be a double Lie groupoid. If we write AD for the LA-groupoid of D,
then
AC(D) = C(AD).
Remark 5.2.7. Notice that the spaces that appear as domains of the crossed module structural map
in both the Lie 2-algebra case and the Lie 2-group case are the core of g1 and the core of G regarded
as an LA-groupoid and as a double Lie groupoid respectively.
We close this subsection with a collection of examples.
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Example 5.2.8. When regarded as zero LA-groupoids or as unit double Lie groupoids, Lie
groupoids clearly have zero core. This is the case as well for Lie algebroids and their integrations
(if exist).
Example 5.2.9. The tangent prolongation of G has AG as core. Indeed, by definition AG =
ker ds
∣∣∣
M
. According to the latter proposition any double Lie groupoid integrating it should have
core an integration of AG. For example, the pair double Lie groupoid G × G has core isomorphic
to G.
Example 5.2.10. Being sub-groupoids of the tangent prolongation, multiplicative foliations on
G have Lie sub-algebroids FG of AG as cores. We know very little of their global counterparts,
but in concordance with the previous example, the core of any double Lie groupoid integrating a
multiplicative foliation needs to be a Lie groupoid integrating FG.
The following examples are more geometric.
Example 5.2.11. It is well known that a Poisson structure on a manifold M gives rise to an
algebroid structure on the cotangent bundle T ∗M . In the case of a multiplicative Poisson bivector,
one can prove that the dual of the linearization of the Poisson bivector at the identity element e
defines a Lie algebra structure on g∗. Along with this algebroid structure,
T ∗G ////

g∗

G //// ∗
(5.2.2)
turns into an LA-groupoid, where top groupoid is the usual structure of the cotangent groupoid.
The global counter-parts of these are simultaneous symplectic realizations of pairs of Poisson Lie
groups in duality.
Poisson-Lie groups have as special defining treat that they have got no core. Indeed, this follows
by counting dimensions, as the source in T ∗G //// g∗ is defined by sˆ(ξ) = (dLg)∗(ξ) for ξ ∈ T ∗gG,
which has trivial kernel. An LA-groupoid with this property will be called vacant, and any double
Lie groupoid integrating it will have trivial core as well.
Example 5.2.12. The general principle that endows g∗ with a Lie algebra structure in the pres-
ence of a multiplicative Poisson bivector, carries over to the groupoid world. That is, given a
Poisson-Lie groupoid, there is an induced Lie algebroid structure on the dual of its Lie algebroid;
hence, the cotangent groupoid gets upgraded to an LA-groupoid. As an extension of this, one
can consider multiplicative Dirac structures. A Dirac structure on M is a maximally coisotropic
involutive sub-bundle of TM ⊕ T ∗M . By analogy [22], a multiplicative Dirac structure on a Lie
group is a maximally coisotropic involutive sub-object of TG⊕T ∗G. The key observation is to note
that the latter is no longer simply a vector bundle, but indeed a VB-groupoid TG⊕ T ∗G //// g∗ .
The associated Lie algebroid of this Dirac structure is an LA-groupoid. As in the case of multi-
plicative Poisson structures, this idea carries over to the groupoid case, where the “background”
object is TG⊕ T ∗G //// TM ⊕A∗G . As a matter of fact, morphisms of double objects induce
morphisms between their cores. Since Dirac Lie groups are sub-objects of TG ⊕ T ∗G, their cores
will be sub-objects of the core of the VB-groupoid TG⊕ T ∗G //// g∗ , which is the Lie alge-
bra g of G. Since Dirac Lie groups are known to induce LA-groupoids, their cores will be sub-
algebras of g. In the groupoid case, one will have a sub-object of the core of the VB-groupoid
TG⊕ T ∗G //// TM ⊕A∗G , which is AG ⊗ T ∗M .
5.3 Appendix C: VB-groupoids and representations up to homo-
topy
VB-groupoids and VB-algebroids [14,19] can be thought of as vector bundles in the categories of
Lie groupoids and Lie algebroids. Paradigmatic examples include the tangent and cotangent bun-
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dles of Lie groupoids and Lie algebroids and, as we will see shortly, classic representations of Lie
groupoids. As we pointed out, these coincide with double Lie groupoids and LA-groupoids whose
groupoid structure is flat and abelian. In [8], the authors study the Lie theory for VB-algebroids
successfully proving a Lie III type theorem. The strategy is to regard vector bundles as a special
type of homogeneous spaces [13], though we will not be delving deeper into this matter.
In this appendix, we would like to make explicit the relation between VB-groupoids and represen-
tations. Recall that, one can equivalently think of a VB-groupoid as being an abelian LA-groupoid.
Now, given a (left) representation of a Lie groupoid G ////M on a vector bundle E over M , it
is easy to see that
Gn E // //

E

G ////M
is a VB-groupoid whose core is trivial, i.e. Seen as a double Lie groupoid, it is the unit groupoid
of M , and if seen as an abelian LA-groupoid, it is the zero bundle over M . As it turns out,
classic representations of Lie groupoids are in one-to-one correspondence with these coreless VB-
groupoids. In a sense, these are too few representations. For example, with this notion a non-zero
representation of the pair groupoid can only take values on trivial vector bundles. More importantly,
though, with this definition, a Lie groupoid lacks an adjoint representation. Arguably motivated
by these considerations, the more general representations up to homotopy were introduced in [1,2].
Representations up to homotopy take values on graded vector bundles over M instead of vector
bundles, say E = ⊕Ek. There is a graded right C(G)-module
C(G, E)n =
⊕
p−q=n
Cp(G,Eq),
and a representation up to homotopy is defined to be a differential for this. Formally,
Definition 5.3.1. A representation up to homotopy of G on E is a continuous degree 1 operator
D on C(G, E) such that
D2 = 0 and D(ω ? f) = (Dω) ? f + (−1)p+qω ? ∂f
for all ω ∈ Cp(G,Eq) and f ∈ C(G).
We will chiefly be concerned about representations up to homotopy valued on graded vector
bundles concentrated in degrees 0 and 1. These play an important rôle in the representation theory
of Lie groupoids, as the adjoint representation can be thought of as being one of these. Before
stating it as an example, we will spell out what the definition amounts to in this restricted case and
will go over a useful correspondence. The following material can be found in [14]. Let E = E⊕C[1],
then
C(G, E)n = Cn(G,E)⊕ Cn+1(G,C)
and in this direct sum decomposition a degree 1 operator has a matrix decomposition whose four
components are
DE : Cn(G,E) // Cn+1(G,E) ∂ : Cn+1(G,C) // Cn+1(G,E)
Ω : Cn(G,E) // Cn+2(G,C) DC : Cn+1(G,C) // Cn+2(G,C) .
We reinterpret the conditions in the definition for these components. First, the Leibniz rule says
that ∂ and Ω are maps of C(G)-modules. In particular, for n = −1, we have got a map between
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the modules of sections which translate to a map of vector bundles over the identity
C // E : c  // ∂(c)
via the equivalence of categories established by the Serre-Swan theorem. As for Ω, for n = 1 it
induces a section of the vector bundle s∗2E∗ ⊗ t∗2C by the formula
Ω(g1,g2)(e) = Ω()(g1, g2)
where (g1, g2) ∈ G(2), e ∈ Es(g2) and  ∈ Γ(E) is any section satisfying (s(g1)) = e. This formula
is well-defined. Indeed, invoking Serre-Swan yet again, Γ(E) is a finitely generated C(M)-module.
Let {αj} be a generating set, and 1, 2 ∈ Γ(E) be two sections such that 1(s(g)) = e = 2(s(g)).
Using the Einstein summation convention
1 = 
j
1αj and 2 = 
j
2αj .
Since Ω is a C(G)-module homomorphism,
Ω(jkαj)(g1, g2) = Ω(αj ? 
j
k)(g1, g2) = Ωαj(g1, g2)
j
k(s(g1)),
but the last term in this equation does not depend on k.
On the other hand, the fact that D verifies the Leibniz condition of the definition, implies that
there are quasi-actions
G×M E // E : (g, e)  // ∆Eg e,
G×M C // C : (g, c)  // ∆Cg c.
These quasi-actions are defined by the corresponding operators in the following manner. First, let
 ∈ Γ(E) and κ ∈ Γ(C) be sections such that
(s(g)) = e and κ(s(g)) = c.
Then, define
∆Eg e := D
E()(g) + (t(g)) ∈ Et(g)
∆Cg c := −DC(κ)(g) + κ(t(g)) ∈ Ct(g).
We claim that these expressions are well-defined. Indeed, using the Serre-Swan theorem one last
time and the notation above, for fixed j, the Leibniz rule yields
DE(jkαj)(g) = D
E(αj ? 
j
k)(g)
= (DEαj) ? 
j
k(g) + αj ? ∂
j
k(g)
= DEαj(g)
j
k(s(g)) + αj(t(g))(
j
k(s(g))− jk(t(g))).
Summing over j, and rearranging terms we get
DE(k)(g) + k(t(g)) = (D
Eαj(g) + αj(t(g)))
j
k(s(g)).
Since the right hand side does not depend on k, the claim follows. An analogous computation,
where the Leibniz rule comes with a sign due to the degree of κ, or more specifically, due to the
degree of the elements in the generating set of Γ(C), proves that ∆C is well-defined as well.
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Turning our attention to the equation D2 = 0, we compute
(DE)2 + ∂Ω = 0 DE∂ + ∂DC = 0
ΩDE +DCΩ = 0 Ω∂ + (DC)2 = 0;
in order, this implies the following equations hold for the quasi-actions above and for every (g1, g2, g3) ∈
G(3),
∆Eg1∆
E
g2 −∆Eg1g2 + ∂Ω(g1,g2) = 0 ∆E∂ − ∂∆C = 0
∆Cg1Ω(g2,g3) − Ω(g1g2,g3) + Ω(g1,g2g3) − Ω(g1,g2)∆Eg3 = 0 Ω(g1,g2)∂ + ∆Cg1∆Cg2 −∆Cg1g2 = 0.
The key observation to see how this set of equations follows from the first one is to realize that,
since Γ(t∗pE) ∼= C
(
G(p)
)⊗ Γ(E) regarded as a C(G(p))-module, Γ(t∗pE) is generated by {t∗pαj}. As
it is explained in [14], the data (∂,∆E ,∆C ,Ω) subject to the latter set of equations is all that a
representation up to homotopy on a 2-term vector bundle amounts to.
Now, given a representation up to homotopy (∂,∆E ,∆C ,Ω), there is a notion of semi-direct product
that extends the construction of a VB-groupoid out of an honest representation which we proceed
to describe. Let
Γ := t∗C ⊕ s∗E ∼= {(c, g, e) ∈ C ×G× E : c ∈ Ct(g), e ∈ Es(g)}
and define a structure of Lie groupoid over E using the maps
sˆ(c, g, e) := e tˆ(c, g, e) := ∂c+ ∆Eg e uˆ(e) = (0, u(x), e),
where in the definition of the unit, e ∈ Ex. Clearly, these maps cover the corresponding maps and
are fibre-wise linear. For the multiplication, let (c1, g1, e1; c2, g2, e2) ∈ Γ(2) and define
mˆ(c1, g1, e1; c2, g2, e2) := (c1 + ∆
C
g1c2 − Ω(g1,g2)e2, g1g2, e2).
Again, this map clearly covers the multiplication and is indeed a map of vector bundles. After a
computation, one sees that this multiplication admits inverses with formula
ιˆ(c, g, e) = (−∆Cg−1c+ Ω(g−1,g)e, g−1, ∂c+ ∆Eg e);
which ultimately shows that this whole structure fits into a VB-groupoid over G // //M .
Conversely, starting out with a VB-groupoid Γ //// E and regarding it as an abelian LA-groupoid,
one can consider its core sequence
(0) // t∗C // Γ // s∗E // (0).
Picking a splitting h : G×M E // Γ : (g, e)  // hg(e) such that hu(x)(e) = uˆ(e), there is an
isomorphism Γ ∼= t∗C ⊕ s∗E. Using the VB-groupoid structure, we get
∂ : C // E : c  // tˆ(c).
We also have got quasi-actions
∆Eg e := tˆ(hg(e))
∆Cg c := hg(∂(c)) · c · 0g−1 ,
and finally,
Ω(g1,g2)e = (hg1g2(e)− hg1(∆Eg2e) · hg2(e)) · 0(g1g2)−1 .
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In fact, the main theorem in [14] says that the above constructions are essentially reverse to one
another.
Theorem 5.3.1. There is a one-to-one correspondence between isomorphism classes of VB-groupoids
over E with core C and gauge-equivalence classes of representations up to homotopy on E ⊕ C[1].
Later [11], it was proven that this correspondence can be upgraded to an equivalence of cate-
gories.
5.4 Appendix D: an alternative perspective
Recall that by definition the space of sections of a Lie algebroid has a infinite dimensional Lie
algebra structure. On the other hand, if one is given a Lie groupoid, there is a group structure on
the space of bisections. In general, a bisection of the Lie groupoid G ////M can be defined as a
map σ : M // G which is a section of the source map and for which t ◦σ is a diffeomorphism of
M . We call the space of all such bisections Bis(G). The group structure will be given by the rule
(σ1σ2)(x) := σ1(t(σ2(x)))σ2(x).
This defines a bisection as
s((σ1σ2)(x)) = s(σ2(x)) = x t((σ1σ2)(x)) = (t ◦ σ1)((t ◦ σ2)(x)).
Furthermore, as the product rule is defined in terms of the multiplication of the groupoid, it will
inherit its properties:
(σ1(σ2σ3))(x) = σ1(t((σ2σ3)(x)))(σ2σ3)(x)
= σ1((t ◦ σ2)((t ◦ σ3)(x)))
(
σ2(t(σ3(x)))σ3(x)
)
=
(
σ1(t(σ2(t(σ3(x)))))σ2(t(σ3(x)))
)
σ3(x)
= (σ1σ2)(t(σ3(x)))σ3(x) = ((σ1σ2)σ3)(x);
therefore, the product is associative. Clearly, u is a bisection and it satisfies
(uσ)(x) = u(t(σ(x)))σ(x) = σ(x) and (σu)(x) = σ(t(u(x)))u(x) = σ(x),
so it plays the rôle of the identity element. Finally, defining σ† := ι◦σ ◦ (t◦σ)−1, we get the desired
(σσ†)(x) = σ(t(ι(σ ◦ (t ◦ σ)−1(x))))ι ◦ σ((t ◦ σ)−1(x)) (σ†σ)(x) = ι ◦ σ((t ◦ σ)−1(t(σ(x))))σ(x)
= σ(s(σ ◦ (t ◦ σ)−1(x)))ι ◦ σ(t(σ) = ι(σ(x))σ(x)
= σ((t ◦ σ)−1(x))ι(σ(t ◦ σ(x))) = u(s(σ(x))) = u(x).
= u(t(σ((t ◦ σ)−1(x)))) = u(x),
Now, it is rather easy to see that using the compact-open topology, Bis(G) has got the structure
of a topological group. One needs to be extremely careful if one is to regard this object as an
infinite dimensional Lie group. Just until fairly recently [26] was it proven that Bis(G) is not
only a topological group, but it admits the structure of a locally convex manifold making it an
infinite dimensional Lie group whose Lie algebra is Γ(AG). This however, is done under restrictive
hypothesis. Apart from this reference (see also the references therein) and [21, 25], this subject is
surprisingly missing from the literature. This hints in the direction that the problem of integrating
a given Lie algebroid A should be related to integrating the Lie algebra Γ(A) with the caveat
that once integrated to an infinite dimensional Lie group, this would need to be realized as the
space of bisections of a Lie groupoid (direction in which there are no attempts in the literature to
184 APPENDICES 5.4
the best of our knowledge, although related issues are explored in [27]). Following an analogous
reasoning, one can ask whether there is an algebraic structure on the space of compatible sections
of an LA-groupoid. This is the contents of this appendix.
The category of multiplicative sections
Let Ω be an LA-groupoid over G. Define the category of multiplicative sections as the space of
groupoid morphisms G // Ω that are also sections at both the level of objects and of morphisms.
Since such maps are functors, we consider natural transformations between them as morphisms;
these, however, will be asked to induce the identity after horizontal composition with the projection.
We spell out this concepts carefully.
First, let
Γmult(Ω)0 := {ω ∈ Γ(Ω) : ω Lie groupoid homomorphism}.
Thanks to the linearity of the structural maps of the groupoid Ω, Γmult(Ω) is a vector subspace
of Γ(Ω). Given ω1, ω2 ∈ Γmult(Ω)0, we define Γmult(Ω)(ω1, ω2) to be a subset of smooth natural
transformations between ω1 and ω2. By a smooth natural transformation, we mean a smooth map
τ : M // Ω such that
sˆ(τ(x)) = ω1(x) and tˆ(τ(x)) = ω2(x),
and as usual, such that for each g ∈ G(x, y), the diagram
ω1(x)
τ(x) //
ω1(g)

ω2(x)
ω2(g)

ω1(y)
τ(y)
// ω2(y)
commutes in Ω. We write the full space of such smooth natural transformations as Nat∞(ω1, ω2)
and with this notation,
Γmult(Ω)(ω1, ω2) := {τ ∈ Nat∞(ω1, ω2) : τ ∗h 1pi = 1idG}.
The compatibility equation that appears in this definition is to make the defining equation for a
section come into play. Diagrammatically,
G
ω1
((
ω2
66
wwτ Γ pi ((
pi
66
ww1pi G = G
idG
**
idG
44
ww1idG G.
Of course, with this diagram, it is clear that the composition of two given natural transformations
verifying the defining equation, will verify it as well. As for the smoothness, it will follow from the
smoothness of the multiplication in Ω. Finally, for any σ ∈ Γmult(Ω), 1σ is defined using uˆ, which
ensures its smoothness, and clearly satisfies the defining equation. Summing up, Γmult(Ω) is indeed
a category.
Γmult(Ω) is a vector space as well. Its linear structure will be inherited from the that of the fibres
of Ω in the following manner: For τ1, τ2τ ∈ Γmult(Ω) and λ ∈ R, set
(τ1 + τ2)(x) := τ1(x) + τ2(x) and (λτ)(x) := λτ(x).
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To see that the additive structure is well-defined, notice that due to the defining equation,
(τ ∗h 1pi)(x) = pi(τ(x))1pi(ω1(x))
= pi(τ(x))u(p(ω1(x))) = pi(τ(x))
has to coincide with 1idG(x) = u(x) and therefore, both τ1(x) and τ2(x) belong to Ωu(x). This
not only prove that the defining formula for the addition makes sense, but incidentally proves that
τ1 + τ2 verifies the defining equation for Γmult(Ω). Though we did not mentioned it, it makes sense
to define both source and target maps as being linear, that is, if
τ1 : ω1 +3 ω
′
1 and τ2 : ω2 +3 ω′2,
then define
τ1 + τ2 : ω1 + ω2 +3 ω
′
1 + ω
′
2 and λτ1 : λω1 +3 λω′1.
Indeed, since both sˆ and tˆ are linear, this prescription does not conflict with the formulas above.
Moreover, since the multiplication mˆ is linear as well, for each g ∈ G(x, y), the diagram
ω1 + ω2(x)
τ1+τ2(x)//
ω1+ω2(g)

ω′1 + ω′2(x)
ω′1+ω
′
2(g)

ω1 + ω2(y)
τ1+τ2(y)
// ω′1 + ω′2(y)
and its analogous for the multiplication by scalar do commute. In fact, the linearity of this maps
hints in the direction that Γmult(Ω) is actually a 2-vector space. The unit map is linear, because it
is defined in therms of the linear uˆ,
1ω(x) := uˆ(ω(x)),
as for the vertical composition, it is once again defined using the multiplication mˆ thus proving it
is linear as well.
We saw that there is an equivalence between the categories of Lie 2-algebras and that of crossed
modules. This correspondence carries to the infinite dimensional case, so considering the 2-vector
space Γmult(Ω), there is an associated 2-term complex of vector spaces
ð : Γmult(Ω)1 // Γmult(Ω)0,
where Γmult(Ω)1 is defined to be the kernel of the source map and the map ð is defined to be the
restriction of the target. Notice that the zero element in Γmult(Ω)0 is the zero section, and therefore,
a natural transformation τ ∈ Γmult(Ω)1 has the property that sˆ(τ(x)) = 0. Since we already saw
that τ(x) ∈ Ωu(x), we conclude that
Γmult(Ω)1 ⊆ Γ(C(Ω)).
Notice that because of the naturallity, ðτ ∈ Γmult(Ω)0 is given by the formula
ðτ(g) = τ(t(g)) · 0g · ιˆ(τ(s(g))).
Conversely, given a section σ ∈ Γ(C(Ω)), we can think of it as being a natural transformation from
the zero section to ωσ ∈ Γmult(Ω), where
ωσ(g) = σ(t(g)) · 0g · ιˆ(σ(s(g))). (5.4.1)
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Thus defined, this section is obviously multiplicative and σ ∈ Γmult(Ω)(0, ωσ).
Remark 5.4.1. This construction has two parallels in the literature [6,23]. In both references, the
map that appears is the difference of the right-translation and the left-translation
ðσ(g) := −→σ (g)−←−σ (g) = σ(t(g)) · 0g + 0g · ι(σ(s(g))).
This formula coincides with the one above, as the following computation shows
σ(t(g)) · 0g + 0g · ι(σ(s(g))) = (σ(t(g)) · 0g) · uˆ(0s(g)) + (uˆ(0t(g)) · 0g) · ι(σ(s(g)))
=
(
(σ(t(g)) · 0g) + (uˆ(0t(g))0g)
)
·
(
0u(s(g)) + ι(σ(s(g)))
)
=
(
(σ(t(g)) + 0u(t(g))) · (0g + 0g)
)
· ι(σ(s(g)))
= σ(t(g)) · 0g · ι(σ(s(g))).
What is remarkable about this correspondence is that, of course the core of Ω comes with a Lie
algebroid structure, and with a bit of effort, one can show that the fact that the structural maps of
Ω are Lie algebroid maps, translates into the fact that Γmult(Ω)0 is a Lie sub-algebra of Γ(Ω).
Theorem 5.4.2. [23] Γmult(Ω) is a Lie 2-algebra.
Proof. The strategy is to prove that the complex
ð : Γmult(Ω)1 // Γmult(Ω)0,
can be endowed with the structure of a crossed module of Lie algebras. As outlined before the
statement, Γmult(Ω)1 ∼= Γ(C(Ω)); therefore, it is indeed a Lie algebra. Let us prove that Γmult(Ω)0
is closed under the bracket of Γ(Ω). As claimed, this will follow from the fact that uˆ and mˆ are Lie
algebroid morphisms. Consider
Ω //// A
G ////
ωk
OO
M
αk
OO
for k ∈ {1, 2}, two elements in Γmult(Ω)0. Let {j} be a generating set for Γ(Ω), then using the
Einstein summation convention,
ωk = F
j
k j
for some F jk ∈ C∞(G). With this decomposition,
[ω1, ω2]Ω = LρΩ(ω1)(F k2 )k − LρΩ(ω2)(F j1 )j + F j1F k2 [j , k]Ω.
Since the sections are multiplicative, we have got
uˆ(αk(x)) = ωk(u(x)) = F
j
k (u(x))j(u(x))
for all elements x ∈M . Now, uˆ is a Lie algebroid morphism; hence,
uˆ([α1, α2]A(x)) = LρA(α1)(F k2 ◦ u)(x)k(u(x))−LρA(α2)(F j1 ◦ u)(x)j(u(x))+
+ F j1 (u(x))F
k
2 (u(x))[j , k]Ω(u(x)).
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Computing,
LρA(α1)(F k2 ◦ u)(x) = dx(F k2 ◦ u)(ρA(α1(x)))
= du(x)F
k
2 (dxu ◦ ρA(α1(x))
= du(x)F
k
2 (ρΩ ◦ uˆ(α1(x))
= du(x)F
k
2 (ρΩ(ω1(u(x))) = LρΩ(ω1)(F k2 )(u(x));
thus proving that [ω1, ω2]Ω respects units. As for the multiplication, we first need to see that for
every pair of composable arrows (g1, g2) ∈ G(2),
sˆ([ω1, ω2]Ω(g1)) = tˆ([ω1, ω2]Ω(g2)).
Indeed, proceeding analogously to the previous part, let {ζj} be a generating set for Γ(A), then
using the Einstein summation convention,
αk = f
j
kζj
for some f jk ∈ C∞(M). With this decomposition,
[α1, α2]A = LρA(α1)(fk2 )ζk − LρA(α2)(f j1 )ζj + f j1fk2 [ζj , ζk]A.
Since the sections are multiplicative, we have got
sˆ(ωk(g)) = αk(s(g)) = f
j
k(s(g))ζj(s(g))
for all elements g ∈ G. Now, sˆ is a Lie algebroid morphism; hence,
sˆ([ω1, ω2]Ω(g)) = LρΩ(ω1)(fk2 ◦ s)(g)ζk(s(g))−LρΩ(ω2)(f j1 ◦ s)(g)ζj(s(g))+
+ f j1 (s(g))f
k
2 (s(g))[ζj , ζk]A(s(g)).
Computing,
LρΩ(ω1)(fk2 ◦ s)(g) = dg(fk2 ◦ s)(ρΩ(ω1(g)))
= ds(g)f
k
2 (dgs ◦ ρΩ(ω1(g))
= ds(x)f
k
2 (ρA ◦ sˆ(ω1(g))
= ds(x)f
k
2 (ρA(α1(s(g))) = LρA(α1)(fk2 )(s(g));
thus proving that [ω1, ω2]Ω respects the source. An identical computation shows that it does respect
the target as well. As a consequence, taking the pair (g1, g2) ∈ G(2), we have got
sˆ([ω1, ω2]Ω(g1)) = [α1, α2]A(s(g1)) = [α1, α2]A(t(g2)) = tˆ([ω1, ω2]Ω(g2))
as desired. Naturally, such relation will also be verified by the diagonal sections (ωk, ωk) making
them take values on Γ(Ω(2)). By definition, we will have that
[(ω1, ω1), (ω2, ω2)]Ω(2) = ([ω1, ω2]Ω, [ω1, ω2]Ω) ∈ Γ(Ω(2));
thus, using that mˆ is a Lie algebroid map, together with
mˆ(ωk(g1);ωk(g2)) = ωk(g1g2) = F
j
k (m(g1; g2))j(g1g2),
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mˆ([ω1, ω2]Ω(g1); [ω1, ω2]Ω(g1)) = Lρ2Ω(ω1,ω1)(F
k
2 ◦m)(g1; g2)k(g1g2)+
− Lρ2Ω(ω2,ω2)(F
j
1 ◦m)(g1; g2)j(g1g2)+
+ F j1 (g1g2)F
k
2 (g1g2)[j , k]Ω(g1g2).
Computing one last time,
Lρ2Ω(ω1,ω1)(F
k
2 ◦m)(g1; g2) = d(g1;g2)(F k2 ◦m)(ρ2Ω(ω1(g1), ω1(g2)))
= dg1g2F
k
2 (d(g1;g2)m ◦ ρ2Ω(ω1(g1), ω1(g2)))
= dg1g2F
k
2 (ρΩ ◦ mˆ(ω1(g1), ω1(g2)))
= dg1g2F
k
2 (ρΩ(ω1(g1g2)) = LρΩ(ω1)(F k2 )(g1g2);
ultimately proving that [ω1, ω2]Ω respects the multiplication, and is thus a multiplicative section.
Next, we prove that ð is a map of Lie algebras. This follows easily from the remark preceding the
statement of the theorem; indeed, we defined the bracket in Γ(C(Ω)) by embedding it into Γ(Ω)
via
−→
(−). The rest of the proof is rather involved. One needs to define the action, prove it is by
derivations and, finally, that ð is equivariant and the infinitesimal Peiffer equation is satisfied.
We give some examples of these Lie 2-algebras of multiplicative sections.
Example 5.4.1. The Lie 2-algebra of multiplicative sections of a Lie 2-algebra g1 //// h is g1
itself. Indeed, functors from the category with one object and one arrow are points on the base
with their respective identities. Therefore, Γmult(g1)0 ∼= h. On the other hand, the core of a Lie
2-algebra is a Lie algebra. Let g = ker sˆ, since the Lie algebra of sections of a Lie algebra seen as
a Lie algebroid is also the Lie algebra itself, Γ(g) = g. Thus, it is not hard to see that the crossed
module of the Lie 2-algebra of multiplicative sections is g
µ // h , which is the same crossed module
associated to g1.
Example 5.4.2. The multiplicative sections of the tangent prolongation TG has been studied
in [6, 16]. Its associated crossed module is
Γ(AG) // Xmult(G) : a
 // −→a −←−a
with action LXa := [X,−→a ]
∣∣∣
M
.
Example 5.4.3. A functor between flat abelian groupoids is but a map of vector bundles; therefore,
if Ω is a VB-algebroid over the vector bundle E, the space of multiplicative sections is the space of
linear sections of [15], Γmult(Ω)0 = Γl(Ω, E). It is remarked in the reference that Γl(Ω, E) is a locally
free C∞(M) module of rank rk (A) + rk (E)rk (C), where C is the core of Ω; thus, Γl(Ω, E) ∼= Γ(Ωˆ)
for some vector bundle Ωˆ over M fitting in the exact sequence
(0) // Hom(E,C) // Ωˆ // A // (0).
On the other hand, the core of a VB-algebroid is always a vector bundle. The crossed module of
the Lie 2-algebra of multiplicative sections has zero map, and the action is the one induced by the
bracket of Ω.
Example 5.4.4. Using the left trivialization, one sees that the cotangent groupoid T ∗G //// g∗
is isomorphic to the action Lie groupoid Gn g∗ //// g∗ associated to the co-adjoint representation
Ad∗g(ξ) := (Adg−1)
∗(ξ) = (dRg)∗ ◦ (dLg−1)(ξ).
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Then a section is a map ω : G // Gn g∗ given by ω(g) = (g, ϕ(g)), and, to be multiplicative,
it needs to respect source and target: ϕ(g) = ϕ(1) and Ad∗gϕ(g) = ϕ(1). Thus, the multiplicative
sections of the LA-groupoid of a Poisson-Lie group consists of the Lie sub-algebra of Ad∗-invariant
elements of g∗. Since we already saw that the core of these is trivial, the Lie 2-algebra of multi-
plicative sections is 0 // (g∗)G .
Note that the space of Ad∗-invariant co-vectors is a subspace of the annihilator of the derived Lie
algebra, [g, g]◦. Indeed, for ξ ∈ (g∗)G, x, y ∈ g and λ ∈ R,
Ad∗exp(λx)ξ(y) = ξ(Adexp(−λx)y) = ξ(y).
Differentiating with respect to λ and evaluating at zero, one gets ξ([y, x]) = 0, and x, y were
arbitrary. The converse also holds if G is connected.
Example 5.4.5. For a Poisson-Lie groupoid (G, pi) over M , the space of multiplicative sections is
by definition the space of multiplicative 1-forms. The core of a Poisson-Lie groupoid is the core
of the cotangent groupoid, which is the cotangent space to the base M . Since the base inherits
a unique Poisson structure making the source a Poisson map, the core inherits a Lie algebroid
structure. The crossed module associated to the Lie 2-algebra of multiplicative sections is
Ω1(M) // Ω1mult(G) : θ
 // t∗θ − s∗θ
with action Lωθ := [ω, t∗θ]pi
∣∣∣
M
.
Example 5.4.6. The space of multiplicative sections of an action LA-groupoid of G on A, is Γ(A)G.
Indeed, every multiplicative section ω ∈ Γmult(GnA)0 has components ω1(g, x) = (g, ωA(g, x)) and
has to be compatible with the source and the target, then
sˆ(ω1(g, x)) = ωA(g, x) = ω0(x) and tˆ(ω1(g, x)) = gω0(x) = ω0(g · x).
Therefore, ω is specified by its base component ω0 and the fact it is equivariant. Since we saw
that the core of an action LA-groupoids is trivial, the crossed module of its Lie 2-algebra is
(0) // Γ(A)G .
We close this subsection with the following remarks. In sight of the discussion at the beginning
of the section, one can certainly ask how the integrability of this Lie 2-algebra of multiplicative
sections of an LA-groupoid is related to the integrability of the LA-groupoid itself. We will see
shortly that the integrability of the LA-groupoid implies the integrability of its Lie 2-algebra of
multiplicative bisections. The converse, however, does not hold in general as shown by example
e.g. 5.4.4. If it were the case that under some additional hypothesis the integrability of the Lie
2-algebra of multiplicative bisections implied the integrability of the LA-groupoid, its associated
crossed module would make patent the fact that the integrability of the core plays a fundamental
rôle. We will now make the relation clearer, by exploring the global counter-part of the category of
multiplicative sections.
The category of multiplicative bisections
We define the global counter-parts of the multiplicative sections of an LA-groupoid; namely,
the space of multiplicative bisections of a double Lie groupoid.
Let D be a double Lie groupoid. We define the category of multiplicative bisections as the space
of groupoid morphisms H // D that are also bisections at both the level of objects and of
morphisms. Since such maps are functors as well, we consider natural transformations between
them as morphisms. This time around, the compatibility condition will also reflect the defining
condition for a bisection.
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Let
Bismult(D)0 := {σ ∈ Bis(D) : σ Lie groupoid homomorphism}.
The whole compatibility of the the structural maps of the double Lie groupoid will imply that the
multiplicative bisections form a subgroup, as the following lemma shows.
Lemma 5.4.3. Bismult(D)0 is a subgroup of Bis(D).
Proof. First, notice that |u| is indeed a bisection and a Lie groupoid homomorphism by definition.
Now, let
D //// V
H ////
σk1
OO
M
σk0
OO
for k ∈ {1, 2}, be two elements in Bismult(D)0. We will prove that σ11σ21 ∈ Bismult(D)0. For x ∈M ,
we’ve got that
σk1 (u(x)) = u(σ
k
0 (x));
hence, using that u is a Lie groupoid homomorphism,
(σ11σ
2
1)(u(x)) = σ
1
1(|t|(σ21(u(x)))) 1 σ21(u(x))
= σ11(|t|(u(σ20(x)))) 1 u(σ20(x))
= σ11(u(tV (σ
2
0(x)))) 1 u(σ
2
0(x))
= u(σ10(tV (σ
2
0(x)))) 1 u(σ
2
0(x))
= u(σ10(tV (σ
2
0(x)))σ
2
0(x)) = u((σ
1
0σ
2
0)(x)).
On the other hand, let h ∈ H, then
sσk1 (h) = σ
k
0 (s(h)),
and using that s is a Lie groupoid homomorphism, conclude
s(σ11σ
2
1)(h) = s(σ
1
1(|t|(σ21(h))) 1 σ21(h))
= sσ11(|t|(σ21(h)))sσ21(h)
= σ10(s(|t|(σ21(h))))σ20(s(h))
= σ10(tV (s(σ
2
1(h))))σ
2
0(s(h))
= σ10(tV (σ
2
0(s(h))))σ
2
0(s(h)) = (σ
1
0σ
2
0)(s(h)).
An identical computation shows that t(σ11σ21)(h) = (σ10σ20)(t(h)). Now, for (h1, h2) ∈ H ×M H,
s(σ11σ
2
1)(h1) = (σ
1
1σ
2
1)(s(h1)) = (σ
1
1σ
2
1)(t(h2)) = t(σ
1
1σ
2
1)(h2).
Therefore, form the compatibility
σk1 (h1) 1 σ
k
1 (h2) = σ
k
1 (h1h2)
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together with the interchange law and the fact that |t| is a Lie groupoid homomorphism, we get
(σ11σ
2
1)(h1) 1 (σ
1
1σ
2
1)(h2) = (σ
1
1(|t|σ21(h1)) 1 σ21(h1)) 1 (σ11(|t|σ21(h2)) 1 σ21(h2))
= (σ11(|t|σ21(h1)) 1 σ11(|t|σ21(h2))) 1 (σ21(h1) 1 σ21(h2))
= σ11(|t|σ21(h1)|t|σ21(h2)) 1 σ21(h1h2)
= σ11(|t|(σ21(h1) 1 σ21(h2))) 1 σ21(h1h2)
= σ11(|t|(σ21(h1h2))) 1 σ21(h1h2) = (σ11σ21)(h1h2).
Finally, we prove that Bismult(D)0 is also closed under inverses. Recall that
σ† := |ι| ◦ σ ◦ (|t| ◦ σ)−1,
This will follow from the fact that the Lie groupoid morphism |t| ◦ σ is not only a diffeomorphism,
but a Lie groupoid automorphism. To prove this assertion, consider
|t| ◦ σ1(u(x)) = |t| ◦ u(σ0(x)) = u(tV ◦ σ0(x)),
evaluating at x = (tV ◦ σ0)−1(y), and taking the inverse map
u((tV ◦ σ0)−1(y)) = (|t| ◦ σ1)−1u(y).
Analogously,
s(|t| ◦ σ1(h)) = tV (s ◦ σ1(h)) = tV ◦ σ0(s(h))
and evaluating at h = (|t| ◦ σ)−1(g) and applying the inverse map,
(|t| ◦ σ)−1(s(g)) = s((|t| ◦ σ)−1(g)).
Lastly,
|t| ◦ σ1(h1)|t| ◦ σ1(h2) = |t|(σ1(h1) 1 σ1(h2)) = |t|circσ1(h1h2);
thus, evaluating at hk = (|t| ◦ σ)−1(gk) and taking the inverse one last time
(|t| ◦ σ)−1(g1g2) = (|t| ◦ σ)−1(g1)(|t| ◦ σ)−1(g2).
Given σ1, σ2 ∈ Bismult(D)0, we define
Bismult(D)(σ
1, σ2) := {τ ∈ Nat∞(σ1, σ2) : τ ∗h 1|s| = 1idH}.
The compatibility equation that appear this time around is analogous to the one of multiplicative
sections. Indeed, diagrammatically,
H
σ1
((
σ2
66
wwτ D |s| ))
|s|
55
ww1|s| H = H
idH
**
idH
44
ww1idH H.
It would be reasonable to assume that such a τ should also take into account the induced functors
|t| ◦σk; however, the only canonically induced natural transformation between them is |t| ◦ τ , which
is already τ ∗h 1|t|. Similar considerations to those succeeding the definition of the category of
multiplicative sections apply, thus settling that Bismult(D) is a category as well.
Notice that the condition that τ ∗h 1|s| = 1idH means that for x ∈M , τ(x) is a square in D of the
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form
• •oo
x•
σ20(x)
OO
•x
σ10(x)
OO
Therefore, analogous to the infinitesimal case, an element τ ∈ Bismult(|u|, σ) defines a bisection of
C(D) with induced diffeomorphism given by tV ◦σ. Conversely, given τ ∈ Bis(C(D)), one can think
ot it as being an element of Bismult(D)(|u|,∆τ), where
(∆τ)0(x) := t(τ(x)) and (∆τ)1(h) := τ(t(h)) 1 |u|(h) 1 ι(τ(s(h)))
for x ∈ M and h ∈ H. Let us verify that this is well-defined. First, the multiplication in (∆τ)1
makes sense, in that
s(τ(t(h))) = uV (t(h)) s(|u|(h)) = uV (s(h))
= t(|u|(h)), = s(τ(s(h))) = t ◦ ι(τ(s(h))).
Now, let us see that ∆τ is a multiplicative bisection. For starters, it is indeed a bisection:
|s|((∆τ)1(h)) = |s|(τ(t(h)) 1 |u|(h) 1 ι(τ(s(h))))
= |s|(τ(t(h)))|s|(|u|(h))|s|(ι(τ(s(h))))
= u(t(h))hι(u(s(h))) = h,
and
|t|((∆τ)1(h)) = |t|(τ(t(h)) 1 |u|(h) 1 ι(τ(s(h))))
= |t|(τ(t(h)))|t|(|u|(h))|t|(ι(τ(s(h))))
= |t|(τ(t(h)))hι(|t|(τ(t(h)))).
This last expression defines an a diffeomorphism whose inverse is given by
(t ◦ (∆τ)1)−1(h) := ι(|t|(τ(t(h))))h|t|(τ(t(h))).
On the other hand, ∆τ is multiplicative. For x ∈M
(∆τ)1(u(x)) := τ(x) 1 |u|(u(x)) 1 ι(τ(x)) = u(t(τ(x))) = u((∆τ)0(x)).
For h ∈ H,
s((∆τ)1(h)) = s(ι(τ(s(h)))) = t(τ(s(h))) = (∆τ)0(s(h))
and also, immediately,
t((∆τ)1(h)) = t(τ(t(h))) = (∆τ)0(t(h)).
Finally, for (h1, h2) ∈ H ×M H, because of the latter relations
s((∆τ)1(h1)) = (∆τ)0(s(h1)) = (∆τ)0(t(h2)) = t((∆τ)1(h2));
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therefore, it makes sense to compute
(∆τ)1(h1) 1 (∆τ)1(h2) = τ(t(h1)) 1 |u|(h1) 1 ι(τ(s(h1))) 1 τ(t(h2)) 1 |u|(h2) 1 ι(τ(s(h2)))
= τ(t(h1)) 1 |u|(h1) 1 |u|(h2) 1 ι(τ(s(h2)))
= τ(t(h1h2)) 1 |u|(h1h2) 1 ι(τ(s(h1h2))) = (∆τ)1(h1h2).
It would be left to verify that τ is indeed an natural transformation verifying the defining equation,
but this follows immediately from the definition. Now that we have got this identification, we know
that there is a group structure on a subspace of Bismult(D). We will ultimately prove that this is no
accident, as this object has the structure of a 2-group. We will follow the same strategy as before,
and prove that
Bis(C(D))
∆ // Bismult(D)0
can be endowed with the structure of a crossed module of groups.
Lemma 5.4.4. ∆ is a group homomorphism
Proof. First, recall that the unit map of C(D) defines the unit in Bis(C(D)). Then,
(∆uC(D))0(x) := t(u
2(x)) = uV (x) and (∆uC(D))1(h) := u2(t(h)) 1 |u|(h) 1 ι(u2(s(h))) = |u|(h).
Now, let τ1, τ2 ∈ Bis(C(D)) and h ∈ H(x, y). We will call the isomorphisms induced by the target
τk := tC(D) ◦ τk and ∆τk := |t| ◦ (∆τk)1.
Notice further that tV ◦(∆τk)0 = tC(D)◦τk, reason because of which we need not add more notation.
Computing,
(∆τ1τ2)1(h) = (τ1τ2)(y) 1 |u|(h) 1 ι((τ1τ2)(x))
=
(
τ1(τ2(y)) τ2(y)
)
1 |u|(h) 1 ι
(
τ1(τ2(x)) τ2(x)
)
=
(
τ1(τ2(y)) 1 u((∆τ2)0(y))
)
1 τ2(y) 1 |u|(h) 1 ι
[(
τ1(τ2(x)) 1 u((∆τ2)0(x))
)
1 τ2(x)
]
=
(
τ1(τ2(y)) 1 u((∆τ2)0(y))
)
1 (∆τ2)1(h) 1 ι
(
τ1(τ2(x)) 1 u((∆τ2)0(x))
)
=
(
τ1(τ2(y)) 1 u((∆τ2)0(y))
)
1
(
|u|(∆τ2(h)) 1 (∆τ2)1(h)
)
1
(
ι(τ1(τ2(x))) 1 ι(u((∆τ2)0(x)))
)
=
((
τ1(τ2(y)) 1 |u|(∆τ2(h))
)
1
(
u((∆τ2)0(y)) 1 (∆τ2)1(h)
))
1
(
ι(τ1(τ2(x))) 1 u((∆τ2)0(x))
)
=
(
τ1(τ2(y)) 1 |u|(∆τ2(h)) 1 ι(τ1(τ2(x)))
)
1
(
u((∆τ2)0(y)) 1 (∆τ2)1(h) 1 u((∆τ2)0(x))
)
= (∆τ1)1(∆τ2(h)) 1 (∆τ2)1(h) = ((∆τ1)1(∆τ2)1)(h),
thus completing the proof.
We use the notation introduced in the proof of this latter lemma, to state the following.
Proposition 5.4.7. There is a right action of Bismult(D)0 on Bis(C(D)) given by
τσ(x) := σ†1(|t|(τ(σ0(x))) 1 τ(σ0(x)) 1 u(σ0(x)).
Moreover, thus defined, the action is by automorphisms.
Proof. Maybe, we start by pointing out that the definition looks like a conjugation inside of the
group of multiplicative bisections. The caveat being that τ is not an element of Bismult(D)0,
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prompting us to define it element by element. Now, we will start by proving that the formula above
is well-defined. Since
|s|(τ(σ0(x))) = u(σ0(x)) = |t|(u(σ0(x)))
and
|s|(σ†1(|t|(τ(σ0(x)))) = |s| ◦ |ι|(σ1(σ−11 ◦ |t|(τ(σ0(x))))
= |t| ◦ σ1(σ−11 ◦ |t|(τ(σ0(x))) = |t|(τ(σ0(x))),
the multiplication of the definition can be performed. On the other hand,
s(τσ(x)) = s(σ†1(|t|(τ(σ0(x))) 1 τ(σ0(x)) 1 u(σ0(x)))
= s(σ†1(|t|(τ(σ0(x))))s(τ(σ0(x)))s(u(σ0(x)))
= s ◦ |ι|(σ1(σ−11 ◦ |t|(τ(σ0(x))))uV (σ0(x))σ0(x)
= ιV ◦ s(σ1(σ−11 ◦ |t|(τ(σ0(x))))σ0(x)
= ιV ◦ σ0(s(σ−11 ◦ |t|(τ(σ0(x))))σ0(x)
= ιV ◦ σ0(σ−11 (s ◦ |t|(τ(σ0(x))))σ0(x)
= ιV ◦ σ0(σ−11 (σ0(x)))σ0(x) = uV (sV (σ0(x))) = uV (x)
and
|s|(τσ(x)) = |s| ◦ u(σ0(x)) = u ◦ sV (σ0(x)) = u(x);
thus, τσ(x) ∈ C(D) and incidentally, due to this second relation it also defines a section of sC(D).
To see it is a bisection, we compute
tC(D)(τ
σ(x)) = t ◦ |t|(τσ(x))
= t ◦ |t|(σ†1(|t|(τ(σ0(x))))
= t(|t| ◦ |ι|(σ1(σ−11 ◦ |t|(τ(σ0(x)))))
= t(|s|(σ1(σ−11 ◦ |t|(τ(σ0(x)))))
= t(σ−11 ◦ |t|(τ(σ0(x))))
= σ−11 (t ◦ |t|(τ(σ0(x))))
= σ−11 (tC(D) ◦ τ(σ0(x)))) = σ−11 ◦ τ ◦ σ0(x)
and conclude it is a diffeomorphism being a composition of them.
We move on to show that the formula does define an action. First,
τ |u|(x) = |u|†(|t|(τ(uV (x))) 1 τ(uV (x)) 1 u(uV (x)) = |u|(|t|(τ(x)) 1 τ(x) = τ(x).
For σ1, σ2 ∈ Bismult(D),
τσ
1σ2(x) = (σ1σ2)†1(|t|(τ((σ1σ2)0(x)))) 1 τ((σ1σ2)0(x)) 1 u((σ1σ2)0(x)),
whereas
(τσ
1
)σ
2
(x) = (σ2)†1((σ
1
1)
−1(τ(σ10(σ
2
0(x))))) 1 (σ
1)†1(|t|(τ(σ10(σ20(x))))) 1
1 τ(σ
1
0(σ
2
0(x))) 1 u(σ
1
0(σ
2
0(x))) 1 u(σ
2
0(x)).
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Hence, since
(σ1σ2)0(x) = tV ((σ
1σ2)0(x))
= tV (σ
1(σ20(x))σ
2
0(x))
= tV (σ
1(σ20(x)) = σ
1
0(σ
2
0(x))
and u(v1v2) = u(v1) 1 u(v2) for all v1, v2 ∈ V , it is left to see that
(σ1σ2)†1(|t|(τ(z))) = (σ2)†1((σ11)−1(|t|(τ(z)))) 1 (σ1)†1(|t|(τ(z))),
but (−)† is a group anti-homomorphism and for all h ∈ H,
|t|((σ1)†1(h)) = |t|(|ι| ◦ σ1((σ11)−1(h))),
so the desired equality holds.
Finally, we give reasons for the second part of the statement. We start again by showing that the
identity element is taken to itself; indeed,
(uC(D))
σ(x) = σ†1(|t|(u2(σ0(x))) 1 u2(σ0(x)) 1 u(σ0(x))
= |ι| ◦ σ1((σ1)−1(u(σ0(x)))) 1 σ1(u(x))
= |ι| ◦ σ1(u((σ0)−1(σ0(x)))) 1 σ1(u(x)) = |u| ◦ |s|(σ1(u(x))) = u2(x).
Here, the pass to the last line holds because, as we saw, because (σ11)−1 is a Lie groupoid automor-
phism. Now, let τ1, τ2 ∈ Bis(C(D)) and, to ease notation a bit, write z := σ0(x). Then,
(τ1τ2)
σ(x) = σ†1(|t|((τ1τ2)(z))) 1 (τ1τ2)(z) 1 u(σ0(x))
= σ†1(|t|((τ1τ2)(z))) 1
(
τ1(τ2(z)) τ2(z)
)
1 u(σ0(x))
= σ†1(|t|((τ1τ2)(z))) 1
(
τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))
)
1 τ2(z) 1 u(σ0(x))
= σ†1(|t|((τ1τ2)(z))) 1
(
τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))
)
1 |ι|
(
σ†1(|t|(τ2(z)))
)
1 τ
σ
2 (x).
We consider the first terms separately,
σ†1(|t|((τ1τ2)(z))) 1
(
τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))
)
1 |ι|
(
σ†1(|t|(τ2(z)))
)
= σ†1(|t|(τ1(τ2(z)) τ2(z))) 1
(
τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))
)
1 σ1(σ
−1
1 (|t|(τ2(z)))
= σ†1
(|t|(τ1(τ2(z)))|t|(τ2(z))) 1 (τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))) 1 σ1(σ−11 (|t|(τ2(z)))
=
(
σ†1(|t|(τ1(τ2(z)))) 1 σ†1(|t|(τ2(z))
)
1
(
τ1(τ2(z)) 1 |u| ◦ |t|(τ2(z))
)
1 σ1(σ
−1
1 (|t|(τ2(z)))
=
((
σ†1(|t|(τ1(τ2(z)))) 1 τ1(τ2(z))
)
1
(
σ†1(|t|(τ2(z)) 1 |u| ◦ |t|(τ2(z))
))
1 σ1(σ
−1
1 (|t|(τ2(z)))
=
((
σ†1(|t|(τ1(τ2(z)))) 1 τ1(τ2(z))
)
1 σ†1(|t|(τ2(z))
)
1
(
u ◦ t(σ1(σ−11 (|t|(τ2(z))) 1 σ1(σ−11 (|t|(τ2(z)))
)
=
(
σ†1(|t|(τ1(τ2(z)))) 1 τ1(τ2(z)) 1 u(σ0 ◦ t(σ−11 (|t|(τ2(z)))
)
1
(
σ†1(|t|(τ2(z)) 1 σ1(σ−11 (|t|(τ2(z)))
)
=
(
σ†1(|t|(τ1(τ2(z)))) 1 τ1(τ2(z)) 1 u(σ0(σ−10 (t2(τ2(z))))
)
1 |u| ◦ |s|
(
σ1(σ
−1
1 (|t|(τ2(z)))
)
= τσ1 (σ
−1
0 (τ2(z))) 1 |u|(σ−11 (|t|(τ2(z))).
196 APPENDICES 5.4
We finish the proof by explicitly showing that
|t|(τσ2 (x)) = |t|(σ†1(|t|(τ2(z))))
= |t| ◦ |ι| ◦ σ1(σ−11 (|t|(τ2(z))))
= σ−11 (|t|(τ2(z))))
and consequently
tC(D)(τ
σ
2 (x)) = t ◦ |t|(τσ2 (x))
= t(σ−11 (|t|(τ2(z))))
= σ−10 (t(|t|(τ2(z)))) = σ−10 (τ2(z));
thus,
(τ1τ2)
σ(x) =
(
τσ1 (σ
−1
0 (τ2(z))) 1 |u|(σ−11 (|t|(τ2(z)))
)
1 τ
σ
2 (x)
=
(
τσ1 (τ
σ
2 (x)) 1 |u| ◦ |t|(τσ2 (x))
)
1 τ
σ
2 (x)
= τσ1 (τ
σ
2 (x)) τσ2 (x) = (τσ1 τσ2 )(x).
To easily prove the formulas involved, we prove the following algebraic lemma. Its contents will
let us multiply 3× 3 arranges of squares in the preferred direction.
Lemma 5.4.5. Let
d11 d12 d13d21 d22 d23
d31 d32 d33
 ∈ D33, then
(d11 1 d12 1 d13) 1 (d21 1 d22 1 d23) 1 (d31 1 d32 1 d33)
= (d11 1 d21 1 d31) 1 (d12 1 d22 1 d32) 1 (d13 1 d23 1 d33).
Proof. This follows easily from the interchange law,
(d11 1 d12 1 d13) 1 (d21 1 d22 1 d23) = ((d11 1 d12) 1 d13) 1 ((d21 1 d22) 1 d23)
= ((d11 1 d12) 1 (d21 1 d22)) 1 (d13 1 d23)
= (d11 1 d21) 1 (d12 1 d22) 1 (d13 1 d23),
so multiplying by the remaining term
((d11 1 d21) 1 (d12 1 d22) 1 (d13 1 d23)) 1 (d31 1 d32 1 d33)
=
(
((d11 1 d21) 1 (d12 1 d22)) 1 (d13 1 d23)
)
1
(
(d31 1 d32) 1 d33
)
=
(
((d11 1 d21) 1 (d12 1 d22)) 1 (d31 1 d32)
)
1
(
(d13 1 d23) 1 d33
)
=
(
((d11 1 d21) 1 d31) 1 ((d12 1 d22) 1 d32)
)
1 (d13 1 d23 1 d33)
which is what we wanted.
We are ready to state the the theorem.
Theorem 5.4.6. Bismult(D) is a 2-group.
Proof. We prove that the space of multiplicative sections coincide with the (semi-direct) product of
the terms of the crossed module given by ∆. Due to lemma 5.4.4 and proposition 5.4.7, we are left
5.4 APPENDIX D: AN ALTERNATIVE PERSPECTIVE 197
to prove that ∆ is equivariant and that the Peiffer equation is verified. To do so, let τ ∈ Bis(C(D))
and σ ∈ Bismult(D)0. On the one hand, for x ∈M ,
(∆τσ)0(x) = t(τ
σ(x))
= t(σ†1(|t|(τ(σ0(x))) 1 τ(σ0(x)) 1 u(σ0(x)))
= t(σ†1(|t|(τ(σ0(x)))) · t(τ(σ0(x))) · t(u(σ0(x)))
= σ†0(t(|t|(τ(σ0(x)))) · (∆τ)0(σ0(x))) · σ0(x)
= σ†0(tV ((∆τ)0(σ0(x)))) · (∆τ)0(σ0(x))) · σ0(x) = (σ†0(∆τ)0σ0)(x).
On the other, for h ∈ H(x, y),
(∆τσ)1(h) = τ
σ(y) 1 |u|(h) 1 ι(τσ(x)). (5.4.2)
We can factor the middle term as
|u|(h) = |ι|(σ1(h)) 1 σ1(h)
= |ι|(σ1(h)) 1 |u| ◦ |t|(σ1(h)) 1 σ1(h);
therefore, since clearly(
u(σ0(y));σ1(h);u(σ0(x))
)
,
(
τ(σ0(y)); |u| ◦ |t|(σ1(h)); ι(τ(σ0(x)))
) ∈ D ×V D ×V D
and
s(σ†1(|t|(τ(σ0(y)))) = σ†0(s(|t|(τ(σ0(y))))
= σ†0(tV (s(τ(σ0(y))))
= σ†0(tV (uV (σ0(y))))
= σ†0(σ0(y))))
= ιV (σ0(y))
= ιV (t(σ1(h))) = t(|ι|(σ1(h)))
as well as
t(ι(σ†1(|t|(τ(σ0(x)))))) = s(σ†1(|t|(τ(σ0(x))))
= ιV (σ0(x))
= ιV (s(σ1(h))) = s(|ι|(σ1(h))),
we have got that the right hand side of equation 5.4.2 is a 3 × 3 arrange and we can use lemma
5.4.5. In doing so, we get the vertical multiplication(
σ†1(|t|(τ(σ0(y))) 1 |ι|(σ1(h)) 1 ι(σ†1(|t|(τ(σ0(x)))))
)
1
1
(
τ(σ0(y)) 1 |u| ◦ |t|(σ1(h)) 1 ι(τ(σ0(x)))
)
1
1
(
u(σ0(y)) 1 σ1(h) 1 ι(u(σ0(x)))
)
.
The bottom term is
u(σ0(y)) 1 σ1(h) 1 u(σ0(x)) = σ1(h),
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the middle term is
τ(σ0(y)) 1 |u| ◦ |t|(σ1(h)) 1 ι(τ(σ0(x))) = (∆τ)1(σ1(h)),
and the top term is
σ†1(|t|(τ(σ0(y))) 1 |ι|(σ1(h)) 1 ι(σ†1(|t|(τ(σ0(x))))
= |ι|
(
σ1(σ
−1
1 ◦ |t|(τ(σ0(y))) 1 σ1(h) 1 ι(σ1(σ−11 ◦ |t|(τ(σ0(x))))
)
= |ι| ◦ σ1
(
σ−11 ◦ |t|(τ(σ0(y))) · σ−11 (σ1(h)) · ι(σ−11 ◦ |t|(τ(σ0(x)))
)
= σ†1
(|t|(τ(σ0(y))) · σ1(h) · ι(|t|(τ(σ0(x)))))
= σ†1
(|t|(τ(σ0(y)) 1 |u|(σ1(h)) 1 ι(τ(σ0(x))))) = σ†1(|t|((∆τ)1)(σ1(h)));
yielding
(∆τσ)1(h) = (σ
†
1(∆τ)1σ1)(h)
and the the equivariance of ∆.
We now turn to prove that the Peiffer equation holds, so let τ1, τ2 ∈ Bis(C(D)) and write for
convenience
|t|(τk(x)) = hk(x), t(τk(x)) = (∆τk)0(x) = vk(x) and tC(D)(τk(x)) = xk,
that is τk(x) is a square of the form
xk• •xhk(x)oo
x•
vk(x)
OO
•x
Now, consider
(τ †2τ1τ2)(x) = τ
†
2(x21) τ1(x2) τ2(x)
=
(
τ †2(x21) 1 |u| ◦ |t|(τ1(x2) τ2(x))
)
1 (τ1(x2) τ2(x))
=
(
τ †2(x21) 1 |u|(h1(x2)h2(x))
)
1
((
τ1(x2) 1 u(v2(x))
)
1 τ2(x)
)
We now operate to the right with
1 u2(x) =1 (|ι|(ι(τ2(x))) 1 ι(τ2(x))).
Since,
s(τ †2(x21) 1 |u|(h1(x2)h2(x))) = s(|u|(h2(x)))
= uV (x)
= s(τ2(x))
= ιV (s(τ2(x)))
= ιV (t(ι(τ2(x))) = t(|ι|(ι(τ2(x)))
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and
s(
(
τ1(x2) 1 u(v2(x))
)
1 τ2(x)) = s(τ2(x)) = t(ι(τ2(x))),
we can use the interchange law, thus getting
(τ †2τ1τ2)(x) =
(
τ †2(x21) 1|u|(h1(x2)h2(x)) 1 ι2(τ2(x))
)
1
1
((
τ1(x2) 1 u(v2(x))
)
1 τ2(x) 1 ι(τ2(x))
)
The second term is clearly
τ1(x2) 1 u(v2(x)) = τ1((∆τ2)0(x)) 1 u((∆τ2)0(x));
whereas, calling y = τ−12 (x21) and expanding the first one, we get
τ †2(x21) 1 |u|(h1(x2)h2(x)) 1 ι2(τ2(x))
= ιC(D)(τ2(y)) 1 |u|(h1(x2)h2(x)) 1 ι2(τ2(x))
= |ι|(τ2(y)) 1 |u|(ι(|t|(τ2(y)))) 1 |u|(h1(x2)h2(x)) 1 |ι|(ι(τ2(x)))
= |ι|
(
τ2(y)) 1 |u|(ι(h2(y))h1(x2)h2(x)) 1 ι(τ2(x))
)
= |ι|((∆τ2)1(ι(h2(y))h1(x2)h2(x))).
However, we claim that
ι(h2(y))h1(x2)h2(x) = (|t| ◦ (∆τ2)1)−1(h1(x2));
thus, the result follows. Indeed, since t(ι(h2(y))) = s(h2(y)) = y,
|t| ◦ (∆τ2)1(h2(y)h1(x2)h2(x)) = |t|(τ2(y) 1 |u|(ι(h2(y))h1(x2)h2(x)) 1 ι(τ2(x)))
= h2(y)ι(h2(y))h1(x2)h2(x)ι(h2(x)) = h1(x2),
ultimately finishing the proof, as
(τ †2τ1τ2)(x) = (∆τ2)
†
1(h1(x2)) 1 τ1((∆τ2)0(x)) 1 u((∆τ2)0(x)) = (τ1)
∆τ2(x).
Let us see some examples of these 2-groups of multiplicative bisections.
Example 5.4.8. The 2-group of multiplicative bisections of a Lie 2-group G //// H is G itself.
Indeed, functors from the category with one object and one arrow are points on the base with their
respective identities. Therefore, Bismult(G)0 ∼= H. On the other hand, the core of a Lie 2-group is a
Lie group. Let G = ker s, since the group of bisections of a Lie group regarded as a Lie groupoid is
the Lie group itself, Bis(G) = G. Thus, it is not hard to see that the crossed module of the 2-group
of multiplicative bisections is : G // H , which is the same crossed module associated to G.
Example 5.4.9. Interestingly, the multiplicative bisections of the pair double Lie groupoid G×G
coincides with the group of Lie groupoid automorphisms. Indeed, a bisection σG(g) = (σ1(g), g)
with base map σM (x) = (σ0(x), x) is multiplicative if
s(σ1(g)) = σ0(s(g)), t(σ1(g)) = σ0(t(g)), u(σ0(x)) = σ1(u(x))
and if additionally, σ1(g1g2) = σ1(g1)σ1(g2) for all pairs of composable arrows (g1, g2) ∈ G(2). This
extends the case of the group of bisections of the pair groupoid of a manifold M , which coincides
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with Diff(M). The associated crossed module of the group of multiplicative bisections of the pair
double Lie groupoid is
Bis(G) // Aut(G) : τ  // Cτ ,
where Cτ (g) := τ(t(g)) · g · ι(τ(s(g)) is the conjugation induced by the bisection τ . In this sense,
the image of the crossed module map returns inner automorphisms. The action is a conjugation
itself, this time around in the group of diffeomorphisms. It is given by τσ(x) := (σ−11 ◦ τ ◦ σ0)(x).
Example 5.4.10. The simplest possible VB-groupoid is a 2-vector space
V // //

∗

V //// ∗
Call W := ker|s| and φ := |t|
∣∣∣
W
. Then V ∼= W ⊕ V and one can write the structural maps as
s(w, v) = v, and t(w, v) = v + φ(w).
As remarked before, a functor between flat abelian Lie groupoids is but a map of vector bundles. In
this particular case, it will be simply a linear map σ : V //W ⊕ V . If σ(v) = (σW (v), σV (v)),
the fact it is a section of the source map says that σV = v; on the other hand, the defining condition
of a bisections implies Bismult(V)0 = {A ∈ Hom(V,W ) : I + φA ∈ GL(V )}. The core of V will
be the vector space W regarded as a Lie group; hence, its space of bisections is W again. The
crossed module of the group of multiplicative bisections will have zero structural map, and action
wA = w −A(I + φA)−1φ(w). We would like to remark that the formula for the group structure in
the group of bisections is given by
A1 A2 = A1 +A2 +A1φA2.
In general, for a VB-groupoid over an arbitrary base, after having picked an splitting (or equiva-
lently, determined an associated representation up to homotopy), the group of multiplicative bisec-
tions coincides with
Γmult(s
∗E ⊕ t∗C) = {(σ0, σ1) ∈ Bis(G)×Hom(E,C) : ∂ ◦ σ1 + ∆Eσ0 ∈ GL(E)}
To make sense of the condition, it should be noted that Hom stands for the space of all vector
bundle morphisms, as opposed to only those covering the identity. Indeed, in order for the sum to
be possible, σ1 needs cover t ◦ σ0. The core of such a VB-groupoid is the vector bundle C regarded
as a Lie groupoid; thus, its space of bisections is the vector space of sections Γ(C). The crossed
module associated to the 2-group of multiplicative bisections will have trivial structural map, and
the action will be a rather involved formula, though analogous to that of the 2-vector space.
Example 5.4.11. A functor from a Lie group to a Lie groupoid is a group homomorphism to the
isotropy Lie group of the image of its identity element. Say, Γ is the double Lie groupoid integrating
a Poisson Lie group G, and let σ ∈ Bismult(Γ)0. Call v := σ(1), then σ(g) ∈ Γv. By definition,
Γv ∼= {(g, h) ∈ G×G : v IgJ = hJv I}.
Using this identification, σ(g) = (ϕ(g), g), where ϕ ∈ Diff(G). The defining property says that
ϕ(g)J = v IgJ(v I)−1
in D. In so, ϕ can only be defined in terms of inner automorphisms of D by the elements of G∗
regarded as embedded in D. These inner automorphisms do not necessarily leave (the image of) G
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fixed; thus, we can write
Bismult(Γ)0 := {v ∈ G∗ : CD
v I (G) = (G)},
where CD stands for the conjugation in D. Poisson-Lie groups and their integrations are vacant;
hence, the 2-group of multiplicative bisections is the unit group Bismult(Γ)0.
Example 5.4.12. The space of multiplicative bisections of a Lie groupoid integrating an action
LA-groupoid of G on an integrable Lie algebroid A, is Bis(GˇA)G. Indeed, every multiplicative
bisection σ ∈ Bismult(G n GˇA) has components σ1(g, x) = (g, σGˇA(g, x)) and has to be compatible
with the source and the target, then
s(σ1(g, x)) = σGˇA(g, x)) = σ0(x) and t(σ1(g, x)) = g • σ0(x) = σ0(g · x).
Therefore, σ is specified by its base component σ0 and the fact it is equivariant. Since we saw that
the core of an action LA-groupoids is trivial, the crossed module of its 2-group is 1 // Bis(GˇA)G .
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