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Abstract
In this work, we treat an interface motion with an obstacle according to the
hyperbolic mean curvature flow. In order to realize this motion, we follow
the approximation method that is the so-called Hyperbolic MBO (HMBO)
algorithm. We modify the scheme to treat the obstacle problem. Then, we
investigate the behaviour when the interface touches the obstacle. We con-
sider two cases of the interface motion based on the choice of the initial curve.
In the first case, the initial curve is a closed curve and the obstacle is located
inside the curve. The interface stops moving and lies on the obstacle after
touching it. For the second case, the initial curve is fixed at the boundary of
the domain and the obstacle is below the curve. The interface reflects after
touching the obstacle. We also plot the points when the interface contacts
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In this study, we treat the interface motion with an obstacle. We consider
the interfacial motion problem which is the so-called hyperbolic mean cur-
vature flow [3]. We suppose that the interfaces are given by a parametrized
family of curves γ : I × [0, T ) → R2, where I = [a, b] and T > 0. Let us
consider the region P ⊂ R2 which the boundary of P coincides with the
interface. Also, the interface is considered as an oriented curve, such that
the region P is on the left side of the curve. Then, the hyperbolic mean
curvature flow is the problem to find γ(s, t) satisfying
∂2γ
∂t2
(s, t) = −κ(s, t)n(s, t),
γ(s, 0) = γ0(s),
∂γ
∂t
(s, 0) = v0(s)n0(s),
(1.1)
with s ∈ I and t ∈ [0, T ). Here, κ(s, t) is the curvature, n(s, t) is the unit
outer normal vector to the curve γ at a point (s, t) and the unit outer normal
vector at t = 0 is denoted by n0(s). This geometric evolution says that the
normal acceleration of the interface is proportional to its curvature [4] and
given by
a = −κ. (1.2)
To realize this interface motion, we follow the approximation method
introduced by Ginder and Svadlenka [2, 3] that is the so-called Hyperbolic
MBO (HMBO) algorithm. In those papers, the authors construct the numer-
ical scheme for computation the problem according to (1.1). This numerical
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scheme is related to the MBO algorithm. The MBO algorithm was devel-
oped by Merriman, Bence, and Osher [1]. This algorithm applies a level set
approach for realizing the interfacial motion for the mean curvature flow.
Furthermore, [2, 3] develop a modified scheme that can apply to the hyper-
bolic mean curvature flow and call it the HMBO algorithm. Also, [3] explain
the numerical analysis of this algorithm and present the computational re-
sults, including multiphase and volume-preserving motions.
In this work, we focus in the obstacle problem when the interface touches
the obstacle. The interface model with an obstacle is given in Chapter 2. We
use the level set method, so that the interface and the obstacle are expressed
as a zero level set of an auxiliary function [4]. The aims of this work are to
modify the scheme for the obstacle problem using the HMBO algorithm and
investigate the behaviour of the interface when it touches the obstacle.
We consider two cases of the interface motion based on the choice of the
initial curve. In the first case, we consider that the initial curve is a closed
curve and another closed curve is as the obstacle located inside the initial
curve. The curve stops moving and lies on the obstacle after touching it.
For the test problem, we take the case of a circle evolving by the hyperbolic
mean curvature flow. We compare the result of the HMBO algorithm with
the solution of a differential equation describing the circle motion by (1.1)
before touching the obstacle. We do this comparison for several mesh sizes,
then we obtain the convergence order of the HMBO algorithm for this case.
For the second case, the initial curve is attached to the boundary of
the domain and the obstacle is placed below the curve. The curve reflects
after touching the obstacle. We make a comparison between the result of the
HMBO algorithm for the obstacle problem and the solution of the hyperbolic
obstacle problem based on [6]. We plot the points when the curve contacts
with the obstacle at every time and call it the free boundary shape. Then,
we find the slope of the free boundary shape and present this result for both
schemes.
The structure of this dissertation is organized as follows. Chapter 2 de-
scribe the interface model with an obstacle. The numerical method to simu-
late this interface motion is given in Chapter 3. In this chapter, we explain
the level set method and the HMBO algorithm. Also, we give the scheme to
treat the obstacle problem using the HMBO algorithm. Then, we apply the
numerical method and present the numerical results in Chapter 4. Finally,
the results are summarized in Chapter 5.
2
Notations
We provide the list of notations in this dissertation.
Rn n-dimensional real Euclidean space,
Ω bounded domain in Rn, corresponding to spatial region where
the equation is solved,
∂Ω boundary of Ω,
u unknown function,
utt second order partial derivative of u with respect to time,
∇u gradient of u with respect to spatial variables,
∆u Laplace operator with respect to space,
∆t time step, a positive real number as discretization in time,
T a positive real value expressing the final time,
M a positive integer representing the number of time steps,
h mesh size, a positive real number as discretization in space.
3
Chapter 2
Interface model with an
obstacle
In this chapter, we describe the interface model with an obstacle. We
assume that the obstacle O ⊂ R2 is a convex open set. As we mentioned
before, the interface is expressed by a parametrized curve γ(s, t). Here, we
suppose that γ is a Lipschitz function and γ ∈ C2({γ ∈ O¯c}). According to
(1.1), we formally solve the following obstacle problem
∂2γ
∂t2
= −κn if γ ∈ O¯c,
∂γ
∂t
· ν∂O ≤ 0 if γ ∈ O¯,
γ ∈ Oc,
γ(s, 0) = γ0(s),
∂γ
∂t
(s, 0) = v0(s)n0(s),
(2.1)
with ν∂O is the unit outer normal vector to the obstacle. To simulate the
interface motion with an obstacle, we apply the HMBO algorithm using the




This chapter explain about the numerical method used to realize the
interfacial motion problem where the normal acceleration of the interface
is proportional to its curvature. We use the level set method, so that the
interface is expressed as a zero level set of an auxiliary function. Further, we
use the approximation scheme that is the so-called Hyperbolic MBO (HMBO)
algorithm. To treat the obstacle problem, we modify the HMBO algorithm.
The modification of the HMBO algorithm for the obstacle problem is based
on the idea of the hyperbolic obstacle problem.
3.1 The level set method
In this work, we use the level set method to represent the interface motion
(1.1). By this method, we consider the interface described by the zero level
set of a function ϕ : R2 × [0, T ) → R. Let the interface at a time t ∈ [0, T )
be given by
Γt = {x ∈ R2|ϕ(x, t) = 0}.
By the level set, we can derive the equation for time evolution of Γt as
the zero level set of ϕ(x, t). Let x(t) be a path of a point located on this level
set, so that
ϕ(x(t), t) = 0.
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Differentiating in t and using chain rule, we get
d
dt
















Notice that the velocity in the normal direction to the level set is defined by
dx
dt
· n = v
and the normal vector is given by
n = − ∇ϕ|∇ϕ| .
The level set representation of the normal velocity is
ϕt + v|∇ϕ| = 0.
Then, we can express the equation (1.2) by the level set representation in






where v is the normal velocity. So, the normal acceleration (3.1) is






= −ϕtt|∇ϕ| − ϕt|∇ϕ|t|∇ϕ|2 .














In this case, we take the level set function to be the signed distance to
the Γt. We define the signed distance function from a point x to Γt as
d(x, t) =
{
infy∈Γt‖x− y‖ if x ∈ Et,
−infy∈Γt‖x− y‖ otherwise,
(3.3)
with Et = {x ∈ R2|ϕ(x, t) > 0} and Γt = ∂Et. Since the signed distance
function has |∇d| = 1, we solve (3.2) approximated by [3]
ϕtt = ∆ϕ.




a positive integer. Let the signed distance to the interface at time t = tk be
dk(x). According to the HMBO algorithm [2, 3], the implementation of this
interfacial motion is to solve the initial problem
ϕtt(x, t) = ∆ϕ(x, t) in R2 × (0, τ),
ϕ(x, 0) = dk(x) in R2,
ϕt(x, 0) = v0(x) in R2,
(3.4)
for k = 0, . . . ,M − 1 with M is the number of time steps. But, we solve
equation (3.4) only for the first step, k = 0. For the further steps, k =
1, . . . ,M − 1, we modify this initial problem. If we solve it for all steps,
we need to know the velocities along the interface. This can complicate the
numerical solution [3]. Therefore, this difficulty is overcome by using the
solution to the following problem
ϕtt(x, t) = 2∆ϕ(x, t) in R2 × (0, τ),
ϕ(x, 0) = 2dk(x)− dk−1(x) in R2,
ϕt(x, 0) = 0 in R2.
(3.5)
We explain the intuitive idea of this modification. Let us have a very small
time step size and assume that the interface moves smoothly. Therefore, the
interface does not change much, so that κ is approximately constant. Then
we can rewrite equation (3.4) depending on time only. Let the initial value
be denoted by ϕ0 and the initial velocity be v0,





The solution of equation (3.6) is
ϕ(t) = ϕ0 + v0t− 1
2
κt2. (3.7)
We denote ϕ(−t) as ϕ−1 and we get










Substituting the approximation of v0 above to (3.7) yields
ϕ(t) = 2ϕ0 − ϕ−1 − κt2. (3.8)
Now, the solution (3.8) does not contain term v0. We see that function ϕ(t)
in (3.8) is the solution of the modified equation
ϕtt(t) = −2κ in (0, τ),
ϕ(0) = 2ϕ0 − ϕ−1,
ϕt(0) = 0.
From this intuitive idea, we can notice that the modified equation (3.5)
for the further steps with zero initial velocity:
1. Use constant
√
2 as the wave speed.
2. Combine the initial value from both previous and current time step, that
is 2dk(x)− dk−1(x).
The detailed explanation of the analysis of this method is given in [3]. Fol-
lowing that idea, we will describe the HMBO algorithm adopted from [3] in
the next section.
3.2 The HMBO algorithm
3.2.1 The original HMBO algorithm
The HMBO algorithm is a numerical approximation for the interface mo-
tion (1.1) [3]. It means that we find Γt = {γ(s, t)|s ∈ I} satisfying (1.1). In
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this case, we consider that the interface will evolve up to a time T . We take
the time step be ∆t = T
M
, where M is a positive integer and 0 < ∆t  1.
Then, the approximation method is as follows:
1. For k = 0, we assume that the initial curve is Γ0. Then, construct the
signed distance function to Γ0 as defined in (3.3) to be d0(x). To build
the signed distance function, we follow the fast sweeping algorithm
developed in [7]. The brief description of this algorithm is given in
Appendix A. Then, we find u : Ω× (0,∆t)→ R,Ω ⊂ R2, satisfying
utt(x, t) = ∆u(x, t) in Ω× (0,∆t),
u(x, t) = d0(x) on ∂Ω× (0,∆t),
u(x, 0) = d0(x) in Ω,
ut(x, 0) = 0 in Ω.
(3.9)
For simplicity, we restrict the initial velocity ut(x, 0) = 0. Then, we de-
fine the zero level set of u(x,∆t) as Γ1 and compute the signed distance
function to Γ1.
2. For k = 1, 2, . . . ,M − 1, repeat the following steps
(a) Solve the equation
utt(x, t) = 2∆u(x, t) in Ω× (0,∆t),
u(x, t) = dk(x) on ∂Ω× (0,∆t),
u(x, 0) = 2dk(x)− dk−1(x) in Ω,
ut(x, 0) = 0 in Ω.
(3.10)
(b) Update the surrounded region and the interface using the zero
level set of the solution to (3.10):
Ek+1 = {x ∈ Ω|u(x,∆t) > 0}
Γk+1 = ∂Ek+1.
(c) Compute the signed distance function to Γk+1.
We apply the finite difference approximation to solve the wave equation
in the HMBO algorithm. Hence, utt and ∆u are approximated by the central
difference. Here, the domain Ω is a subset of R2, Ω = (a, b) × (a, b). Each




have xi = a + ih, yj = a + jh, for i, j = 0, . . . , N . Also, the time (0,∆t) is
divided into m equal intervals, that is ∆τ = ∆t
m
and τl = l∆τ, l = 0, . . . ,m. In
this algorithm, we use Dirichlet boundary condition. If the interface touches
the boundary of the domain, then the interface rests at the boundary [9].
3.2.2 The modification of the HMBO algorithm for the
obstacle problem
Since the HMBO algorithm requires us to solve the wave equation, we need
to modify the wave equation to treat the obstacle problem. Then, we follow
the idea from the hyperbolic obstacle problem [6].
(1) The hyperbolic obstacle problem
In [6], the author describes the hyperbolic obstacle problem as the string
vibration with an obstacle. In this phenomenon, we can consider two condi-
tions of the string vibration near the obstacle. First when the string goes up
from the obstacle, the energy conservation law holds. Second, if the string
goes down, the energy is not preserved. Also, we assume that the reflection
constant is zero when the string hits the obstacle. It means that the string
stops if it collides with the obstacle. Here, the shape of the string is described
by the graph of a scalar function v : Ωˆ× [0, T ) ≡ ΩˆT → R, where Ωˆ ⊂ Rn and
the obstacle is the graph of a fixed function ψ : Ωˆ → R. In [6], the author
considered that ψ is the zero function. Then, we derive the equation when




|∇v|2dx and the kinetic energy is ∫
Ωˆ
v2tχ{v>ψ}dx.
Therefore, the stationary points of the following action functional describe







2 − |∇v|2)χ{v>ψ} dxdt,
where χ{v>ψ} is the characteristic function of the set {(x, t) ∈ ΩˆT |v(x, t) >
ψ(x)}. We calculate the first variation d
d
J(v+φ)|=0 = 0, with φ ∈ C∞0 (ΩˆT∩
{v > ψ}). Then, we get the weak formulation for the wave-type equation
[see Appendix B]
vtt = ∆v in ΩˆT ∩ {v > ψ}. (3.11)
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From the inner variation d
d
J(v ◦ τ−1 )|=0 = 0, where τ = Id + η and
η ∈ C∞0 (ΩˆT ;Rn × R), we obtain the free boundary condition [6]
|∇v|2 − (vt)2 = 0 on ΩˆT ∩ ∂{v > ψ}. (3.12)
From (3.11) and (3.12), we can derive the equation [5]
χ{v>ψ}vtt = ∆v in ΩˆT .
Hence, we introduce the problem as
χ{v>ψ}vtt = ∆v in ΩˆT ,
v(x, 0) = f0(x) on Ωˆ,
vt(x, 0) = g0(x) on Ωˆ,
v(x, t) = p(x, t) on ∂ΩˆT , with p(x, 0) = f0(x) on ∂Ωˆ,
(3.13)
where the first equation is understood in the sense of distributions. When
the string touches the obstacle, the solution v also satisfies{
v ≥ ψ, ∆v ≥ vtt in ΩˆT ,
∆v = vtt on ΩˆT ∩ {v > ψ}
in the sense of distributions.
We solve (3.13) using the finite difference approximation. Consider Ωˆ ⊂
R, Ωˆ = (a, b) is divided into N equal intervals, so we have h = b−a
N
and
xi = a + ih, i = 0, . . . , N . For tk = k∆t, k = 0, . . . ,M , we approximate vtt




1 if vki−1 > ψi−1 or v
k




where vki = v(xi, tk) and ψi = ψ(xi). Hence, we get the scheme{
vk+1i = 2v
k





i−1 − 2vki ), if χ{v>ψ}(xi, tk) = 1,
vk+1i = ψi, if χ{v>ψ}(xi, tk) = 0,
(3.14)
for k = 0, . . . ,M − 1 and i = 1, . . . , N − 1.
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(2) The HMBO algorithm for the obstacle problem
In the HMBO algorithm, the interface is expressed as the zero level set of
a function u : Ω× (0,∆t)→ R. Similarly, the obstacle is also represented by
the zero level set of a fixed function. We define w : Ω → R such that {x ∈
Ω|w(x) = 0} is the obstacle. Let µ : Ω→ R be the signed distance function
to the obstacle. To treat the obstacle problem, we follow the discretization of
the hyperbolic obstacle problem given in scheme (3.14) for solving equations














if χ{u>µ}(xi, yj, τl) = 1,
ul+1i,j = µi,j,
if χ{u>µ}(xi, yj, τl) = 0,
(3.15)
for l = 0, . . . ,m−1 and i, j = 1, . . . , N−1. The constant c2 = 1 for equation
(3.9) and c2 = 2 for equation (3.10). Here, we define
χ{u>µ}(xi, yj, τl) =
{
1 if uli,j > µi,j,
0 otherwise.
(3.16)
By implementing this scheme, we obtain
u(x, t) ≥ µ(x) for (x, t) ∈ Ω× (0, T ).
However, scheme (3.15) is still developed. We will investigate the results
using this scheme.
Remark. If we follow the characteristic function for the hyperbolic obstacle
problem, then the characteristic function for the HMBO algorithm should be
χ{u>µ}(xi, yj, τl) =
{
1 if uli±1,j > µi±1,j or u
l





However, using (3.17), the interface motion bounces after touching the obsta-
cle. This behaviour does not agree with the expected motion. The expected
motion based on problem (2.1) is that the interface can rest on the obstacle
after touching it. Hence, to match the expected motion, we use the charac-




In this chapter, we represent the numerical result of the HMBO algorithm
for the obstacle problem. We consider two cases of the interface motion.
Both cases are based on the choice of the initial curve. In the first case, we
consider a closed curve as the initial curve and the obstacle is another closed
curve located inside the initial curve. Applying the HMBO algorithm for
the obstacle problem, the curve stops moving and lies on the obstacle after
touching it. For the second case, the initial curve is attached to the boundary
of the domain. Also, we position the obstacle such that it is below the curve.
In this case, the curve reflects after touching the obstacle.
4.1 First case
For the numerical test, we consider a circle evolving by (1.1) with initial
radius r0 and initial velocity v0. We give a fixed circle with a smaller radius
as an obstacle. The circle will shrink before touching the obstacle and stop
after touching it. Before touching the obstacle, the curve is the circle with
radius r(t) satisfying 







The exact solution of equation (4.1) is given in Appendix C. As the special












Consider a circle with initial radius r0 = 0.35, centered at (x, y) =
(0.5, 0.5) on a domain (0, 1) × (0, 1), and zero initial velocity. A circle with
radius r = 0.1 at the center of the initial circle is given as the obstacle.
We use the mesh size h = 1
N
where N is the grid resolution, the time step
∆t = te
29





the time discretization for the finite difference approximation to the wave
equation ∆τ = ∆t
26
. In this part, we take the condition that is close to the
case of a circle evolving by the hyperbolic mean curvature flow in [3], so we
can compare both results.
The error of the radius of the circle before touching the obstacle is ob-
tained by the comparison between the result from the HMBO algorithm and
the solution of (4.1) using Runge Kutta fourth order method rather than
using (4.2) for simplify the calculation. Here, we use two kinds of error com-
putation. First, we get from the maximum of the absolute difference between
the radius from the HBMO algorithm result, rn be the maximum distance









Furthermore, we show the convergence order related to L2 error. The
convergence order is computed by
log eh2 − log eh1
log h2 − log h1 ,
with h2 > h1 are two different mesh sizes. The error and the convergence
order are shown in the table below.
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Table 4.1: Error and convergence order using the HMBO algorithm
N e1 e2 convergence order
16 0.247968 0.107927 -
32 0.240493 0.0966846 0.159
64 0.221434 0.0813308 0.249
128 0.177046 0.0573378 0.504
256 0.111889 0.0324356 0.822
512 0.0663924 0.0181595 0.837
From Table 4.1, as the mesh size decreases, the error value also decreases.
Moreover, the L2 error and its convergence order agree with the result of the
circle case given in [3].
We also tried other conditions when the obstacle position is not at the
center of the initial curve. From the results of this trial, the interfaces shrink
and stop moving after touching the obstacle. Then, the interfaces lie on
the obstacle and follow the shape of obstacle. The numerical results of the
interface motion with an obstacle for several times are shown in the figures
below.
(a) (b) (c) (d)
Figure 4.1: The curve motion with a circle as the obstacle
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(a) (b) (c) (d)
Figure 4.2: The curve motion with an ellipse as the obstacle
4.2 Second case
In this case, we consider the curve having small displacement, such that
the interface motion by the hyperbolic mean curvature flow coincides with the
wave equation [see Appendix D]. Therefore, we compare between the results
of the HMBO algorithm for the obstacle problem and the hyperbolic obstacle
problem using scheme (3.14). For the HMBO algorithm, we consider Ω =
(−1, 1)× (0, 2), the mesh size h = 2
N
, N = 128, 256, 512, 1024, the time step
∆t = 0.001, and the time discretization for the finite difference approximation
∆τ = ∆t
m
,m = 10. Then, for scheme (3.14), we use Ωˆ = (−1, 1), the mesh
size h = 2
N
, N = 128, 256, 512, 1024, and the time step ∆t = 0.001.
In this trial, the initial curves are given by a piece-wise linear function
and a quadratic function with small displacement. Also, we set the position
of an obstacle below the curve such that it is not too close to the curve but
the curve motion can touch it. Here, we use more general function for the
obstacle besides the zero function as in [6], namely constant function, linear
function, and quadratic function. Then, we will describe the numerical results
for each obstacle function.
4.2.1 Constant function
In this part, the obstacle is given by a constant function. The initial
conditions and the obstacle for both schemes are described below. Here,
u(x, y, 0) and w(x, y) are the initial value and the obstacle function for the
HMBO algorithm, respectively. For scheme (3.14), the initial conditions are
v(x, 0) and vt(x, 0) with the boundary conditions are v(−1, t) ≡ v(−1, 0) and
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v(1, t) ≡ v(1, 0). Also, ψ(x) represents the obstacle function. More precisely,
we have
1. Initial curve is a piece-wise linear function
• Case 1a
u(x, y, 0) = −0.1|x| − y + 1.1
on Ω,
w(x, y) = 0.95− y




u(x, y, 0) = −0.05|x| − y + 1.05
on Ω,
w(x, y) = 0.975− y
v(x, 0) = −0.05|x|+ 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x) = 0.975
2. Initial curve is a quadratic function
• Case 2a
u(x, y, 0) = −0.1x2 − y + 1.1
on Ω,
w(x, y) = 0.95− y




u(x, y, 0) = −0.05x2 − y + 1.05
on Ω,
w(x, y) = 0.975− y
v(x, 0) = −0.05x2 + 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x) = 0.975
The figures below show the curve motions with an obstacle using the
HMBO algorithm and scheme (3.14). For instance, we plot Case 1b and Case
2b with the mesh size N = 1024. Since the curve has small displacement,
we use different scales for y−axis and x−axis to make the figure of the curve
motion clearer. In this figures, the curve motion using the HMBO algorithm
is indicated by curve HMBO and curve wave is for the hyperbolic obstacle
problem using scheme (3.14).
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t = 0 t = 0.66 t = 1.44
t = 1.77 t = 2.04 t = 2.82
Figure 4.3: Curve motion with a constant obstacle for Case 1b
t = 0 t = 0.84 t = 1.26
t = 1.74 t = 2.13 t = 2.91
Figure 4.4: Curve motion with a constant obstacle for Case 2b
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From Figure 4.3 and Figure 4.4, the curve reflects after touching the
obstacle and vibrates above the obstacle. We plot the points when the curve
contacts with the obstacle at every time step. To get the contact points with
the obstacle, we find the end points in both sides when the curve is close
enough to the obstacle. Let xL be the left contact point, we find xL as
xL = min
j∈N
{xj | |f(xj)− g(xj)| < }, (4.3)
and the right contact point, xR, is
xR = max
j∈N
{xj | |f(xj)− g(xj)| < }. (4.4)
where 0 <  1. Then, f(xj) and g(xj) are the value of function describing
the curve and the obstacle, respectively, for every grid point at a certain
time.
For the HMBO algorithm, f(x) and g(x) are the graph of function rep-
resented the zero level set of u(x, y) and w(x, y), respectively. Meanwhile,
for scheme (3.14), f(x) represents the function v(x) and g(x) is the obstacle
function ψ(x). For the range that determines the curve touches the obstacle,
that is {x | |f(x)− g(x)| < }, we take  = 0.001 for both schemes. Further-
more, we plot the contact points, xL and xR, every time step for each mesh
size using both schemes. These graphs are called the free boundary shape
[6] and shown in the figures below. In these figures, the free boundary shape
from the curve motion using the HMBO algorithm is formed by x R HMBO
and x L HMBO. Further, x R wave and x L wave denotes the free boundary
shape for the hyperbolic obstacle problem.
N = 128 N = 256 N = 512 N = 1024
Figure 4.5: The free boundary shape for Case 1a
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N = 128 N = 256 N = 512 N = 1024
Figure 4.6: The free boundary shape for Case 1b
N = 128 N = 256 N = 512 N = 1024
Figure 4.7: The free boundary shape for Case 2a
N = 128 N = 256 N = 512 N = 1024
Figure 4.8: The free boundary shape for Case 2b
Moreover, we find the slope of the free boundary shape when the curve
is going up for both sides. This slope represents the free boundary condition
(3.12). According to this free boundary condition, we expect that the slope
of the free boundary shape should be ±1. The slopes of the free boundary
20
shape using both schemes for each mesh size are given in the following tables.
By the curve motion, we consider that t∗ denote the time when the curve
starts going up.
Table 4.2: The slope of the free boundary shape for Case 1a
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.78 0.957 ± 1 1.543
256 ± 0.86 1.246 ± 1 1.533
512 ± 0.92 1.386 ± 1 1.517
1024 ± 0.99 1.433 ± 1 1.502
Table 4.3: The slope of the free boundary shape for Case 1b
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.76 1.119 ± 1.01 1.556
256 ± 0.91 1.338 ± 1.01 1.521
512 ± 0.93 1.425 ± 1 1.518
1024 ± 0.99 1.454 ± 1.01 1.493
Table 4.4: The slope of the free boundary shape for Case 2a
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.6 1.036 ± 0.99 1.6
256 ± 0.89 1.272 ± 1 1.588
512 ± 0.93 1.415 ± 1 1.581
1024 ± 0.96 1.468 ± 1 1.577
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Table 4.5: The slope of the free boundary shape for Case 2b
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.75 1.167 ± 1 1.628
256 ± 0.9 1.392 ± 0.99 1.628
512 ± 0.93 1.478 ± 0.99 1.61
1024 ± 0.95 1.509 ± 0.99 1.606
4.2.2 Linear function
We simulate the curve motion with the obstacle given by a linear function
using the HMBO algorithm and scheme (3.14). Here, we use the same domain
and discretization in space and time as in the previous part. Also, the initial
and boundary conditions are the same as before. We take
1. Initial curve is a piece-wise linear function
• Case 3a
u(x, y, 0) = −0.1|x| − y + 1.1
on Ω,
w(x, y) = 0.03x− y + 0.95
v(x, 0) = −0.1|x|+ 1.1, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = 0.03x+ 0.95
• Case 3b
u(x, y, 0) = −0.05|x| − y + 1.05
on Ω,
w(x, y) = 0.015x− y + 0.975
v(x, 0) = −0.05|x|+ 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = 0.015x+ 0.975
2. Initial curve is a quadratic function
• Case 4a
u(x, y, 0) = −0.1x2 − y + 1.1
on Ω,
w(x, y) = 0.03x− y + 0.95
v(x, 0) = −0.1x2 + 1.1, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = 0.03x+ 0.95
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• Case 4b
u(x, y, 0) = −0.05x2 − y + 1.05
on Ω,
w(x, y) = 0.015x− y + 0.975
v(x, 0) = −0.05x2 + 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = 0.015x+ 0.975
The figures below show the curve motions for Case 3b and Case 4b using
both schemes with N = 1024.
t = 0 t = 0.69 t = 1.38
t = 1.74 t = 1.98 t = 2.85
Figure 4.9: Curve motion with a linear obstacle for Case 3b
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t = 0 t = 0.81 t = 1.29
t = 1.71 t = 2.1 t = 2.88
Figure 4.10: Curve motion with a linear obstacle for Case 4b
Also, we plot the free boundary shape using both schemes for each case.
Hence, the free boundary shapes for each mesh size are shown in the figures
below.
N = 128 N = 256 N = 512 N = 1024
Figure 4.11: The free boundary shape for Case 3a
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N = 128 N = 256 N = 512 N = 1024
Figure 4.12: The free boundary shape for Case 3b
N = 128 N = 256 N = 512 N = 1024
Figure 4.13: The free boundary shape for Case 4a
N = 128 N = 256 N = 512 N = 1024
Figure 4.14: The free boundary shape for Case 4b
We find the slope of the free boundary shape when the curve is going up.
In order to obtain the left contact point, xL, and the right contact point,
xR, with the obstacle, we use equations (4.3) and (4.4). The tables below
represent the slopes of the free boundary shape for both schemes.
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Table 4.6: The slope of the free boundary shape for Case 3a
N
Slope
HBMO algorithm scheme (3.14)
right side left side t∗ right side left side t∗
128 -0.59 0.65 1.014 -1 1 1.659
256 -0.8 0.88 1.32 -1 1 1.644
512 -0.89 0.92 1.472 -1 1 1.63
1024 -0.92 0.93 1.531 -1 1 1.627
Table 4.7: The slope of the free boundary shape for Case 3b
N
Slope
HBMO algorithm scheme (3.14)
right side left side t∗ right side left side t∗
128 -0.66 0.8 1.187 -1 1 1.652
256 -0.85 0.91 1.427 -1.01 1 1.65
512 -0.92 0.93 1.524 -0.99 1 1.621
1024 -0.94 0.94 1.557 -1 1 1.619
Table 4.8: The slope of the free boundary shape for Case 4a
N
Slope
HBMO algorithm scheme (3.14)
right side left side t∗ right side left side t∗
128 -0.51 0.57 1.015 -0.99 0.99 1.587
256 -0.78 0.83 1.239 -1 1 1.577
512 -0.9 0.91 1.402 -1 1 1.569
1024 -0.92 0.93 1.458 -1 1 1.566
26
Table 4.9: The slope of the free boundary shape for Case 4b
N
Slope
HBMO algorithm scheme (3.14)
right side left side t∗ right side left side t∗
128 -0.62 0.66 1.223 -0.99 0.99 1.616
256 -0.82 0.87 1.385 -0.99 0.99 1.604
512 -0.91 0.93 1.473 -0.99 0.99 1.598
1024 -0.93 0.94 1.501 -0.99 0.99 1.594
4.2.3 Quadratic function
Next, we use a quadratic function as the obstacle that is given below
1. Initial curve is a piece-wise linear function
• Case 5a
u(x, y, 0) = −0.1|x| − y + 1.1
on Ω,
w(x, y) = −0.03x2 − y + 0.95
v(x, 0) = −0.1|x|+ 1.1, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = −0.03x2 + 0.95
• Case 5b
u(x, y, 0) = −0.05|x| − y + 1.05
on Ω,
w(x, y) = −0.015x2 − y + 0.975
v(x, 0) = −0.05|x|+ 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = −0.015x2 + 0.975
2. Initial curve is a quadratic function
• Case 6a
u(x, y, 0) = −0.1x2 − y + 1.1
on Ω,
w(x, y) = −0.03x2 − y + 0.95
v(x, 0) = −0.1x2 + 1.1, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = −0.03x2 + 0.95
• Case 6b
u(x, y, 0) = −0.05x2 − y + 1.05
on Ω,
w(x, y) = −0.015x2 − y + 0.975
v(x, 0) = −0.05x2 + 1.05, vt(x, 0) = 0
on Ωˆ.
ψ(x, y) = −0.015x2 + 0.975
27
The figures below show the curve motions for Case 5b and Case 6b using
both schemes with N = 1024.
t = 0 t = 0.66 t = 1.41
t = 1.74 t = 1.98 t = 2.82
Figure 4.15: Curve motion with a quadratic obstacle for Case 5b
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t = 0 t = 0.87 t = 1.29
t = 1.74 t = 2.1 t = 2.94
Figure 4.16: Curve motion with a quadratic obstacle for Case 6b
The free boundary shapes for each mesh size are shown in the figures
below.
N = 128 N = 256 N = 512 N = 1024
Figure 4.17: The free boundary shape for Case 5a
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N = 128 N = 256 N = 512 N = 1024
Figure 4.18: The free boundary shape for Case 5b
N = 128 N = 256 N = 512 N = 1024
Figure 4.19: The free boundary shape for Case 6a
N = 128 N = 256 N = 512 N = 1024
Figure 4.20: The free boundary shape for Case 6b
Further, we find the slopes of the free boundary shape when the curve is
going up given in the tables below.
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Table 4.10: The slope of the free boundary shape for Case 5a
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.78 0.975 ± 1.04 1.598
256 ± 0.92 1.281 ± 1.02 1.58
512 ± 0.97 1.429 ± 1.01 1.578
1024 ± 1 1.477 ± 1.01 1.571
Table 4.11: The slope of the free boundary shape for Case 5b
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 0.84 1.149 ± 1.04 1.611
256 ± 0.96 1.378 ± 1.02 1.579
512 ± 0.98 1.475 ± 1.02 1.579
1024 ± 1 1.504 ± 1.03 1.565
Table 4.12: The slope of the free boundary shape for Case 6a
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 1.18 0.956 ± 1.26 1.564
256 ± 1.21 1.247 ± 1.28 1.552
512 ± 1.23 1.385 ± 1.29 1.545
1024 ± 1.23 1.437 ± 1.29 1.541
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Table 4.13: The slope of the free boundary shape for Case 6b
N
Slope
HBMO algorithm scheme (3.14)
right and left sides t∗ right and left sides t∗
128 ± 1.07 1.14 ± 1.26 1.59
256 ± 1.22 1.341 ± 1.27 1.578
512 ± 1.22 1.445 ± 1.28 1.572
1024 ± 1.22 1.473 ± 1.28 1.568
From all cases, the slopes of the free boundary shape obtained by using
the HMBO algorithm and scheme (3.14) coincide as the mesh size becomes
smaller. It means that the curve motion using both schemes gives simi-





We treat the interface motion with an obstacle according to the hyperbolic
mean curvature flow. In this work, we formally solve the obstacle problem
given in equation (2.1). In order to realize this motion, we use the HMBO
algorithm as an approximation method. Then, we modify the HMBO algo-
rithm to treat the obstacle problem. The HMBO algorithm requires us to
solve the wave equation. Therefore, we modify the wave equation based on
the hyperbolic obstacle problem and we get scheme (3.15).
Moreover, we investigate the behaviour of the interface when it hits the
obstacle. We consider two cases of the interface motion based on the choice
of the initial curve. In the first case, we consider that the initial curve is a
closed curve and the obstacle is located inside the curve. In this case, the
interface stops moving and lies on the obstacle after touching it, following
the shape of the obstacle. We compare the result from the HMBO algorithm
with the solution of equation (4.1) describing circle motion by (1.1) before
touching the obstacle. The L2 error and its convergence order agree with the
result of the case of a circle evolving by the hyperbolic mean curvature flow
given in [3].
For the second case, the initial curve is fixed at the boundary of the
domain and the obstacle is below the curve. After touching the obstacle, the
interface reflects and vibrates above the obstacle. We plot the points when
the interface contacts with the obstacle at every time. We call it the free
boundary shape. We compare the results of the HMBO algorithm for the
obstacle problem with the solution of the hyperbolic obstacle problem using
scheme (3.14). The slope of the free boundary shape obtained by using the
HMBO algorithm coincides with the one using scheme (3.14) as the mesh size
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becomes smaller. This indicates that the curve motion using both schemes
converges to the same result. Also, the slope of the free boundary shape




This appendix is about the method to build the signed distance function.
Here, we use the signed distance function to ∂E,E ⊂ Ω ⊂ R2 defined as
sign d∂E =
{
d∂E(x ) if x ∈ E,
−d∂E(x ) if x ∈ Ω \ E,
where d∂E(x ) is the distance function to ∂E. The distance function to ∂E
is defined as
d∂E(x ) = infy∈∂E‖x − y‖,
for x ∈ Ω. This function satisfy the Eikonal equation{
|∇d(x )| = 1 x ∈ Ω,
d(x ) = 0 x ∈ ∂E ⊂ Ω. (A.1)
For simplicity, the distance function to ∂E, d∂E(x ), is denoted as d(x ). We
compute the numerical solution of equation (A.1) using fast sweeping algo-
rithm based on [7]. We divide this algorithm into two step that are the
initialization step and the fast sweeping step.
Initialization step
The purpose of the initialization step is to fulfill the boundary condition,
that is d(x ) = 0,x ∈ ∂E. Then, we approximate the value of grid point near
∂E. We assign that the grid point is near ∂E if ∂E crosses the grid segment
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tipped in this grid point. We determine that the grid segment is crossed by
∂E, if one or several neighbouring points have different sign of the level set
function. Then, we compute the distance of this grid point to ∂E using linear
interpolation. Since the value of grid point near ∂E is the minimum distance
to ∂E, then it fix during the computation. Meanwhile, we give a big positive
value for other grid points far from ∂E. This value will be updated by the
fast sweeping step.
For more detail, we will describe how to determine the grid point near
∂E. Then, we can approximate the value of this grid point. In this step, we
consider that the level set function is u : Ω → R and E = {x ∈ Ω|u(x ) >
0}. Here, Ω is a rectangle domain. So that, we use rectangular grid, then
ui,j = u(xi, yj) for i, j = 1, . . . , N − 1. Moreover, to get more accurate
approximation of the value of grid point near ∂E, we use the triangulation




Figure A.1: Triangulation on rectangular grid
For each grid point (xi, yj), we check whether the neighbouring points at
every triangle have different sign of the level set function. For instance, we







Figure A.2: A triangle at triangulation on rectangular grid
Thus, we check the following situations.
• ui,j = 0
The distance of (xi, yj), di,j = 0.
• ui,j 6= 0
Let ui,j > 0, then we examine whether the neighbouring points have
non positive value of ui,j. As an example, we consider ui+1,j ≤ 0
and ui+1,j+1 ≤ 0. This conditions mean that ∂E crosses segments
[(xi, yj), (xi+1, yj)] and [(xi, yj), (xi+1, yj+1)] at A and B, respectively.
Then, we can approximate the coordinate of point A using linear in-
terpolation that is A(xi+
ui,j
ui,j−ui+1,j , yj). Here, for simplicity we assume
the mesh size is 1. Also, the position of point B can be approximated in
the same manner. Moreover, the distance of (xi, yj), di,j, is the distance
to the closest point in segment AB.
We do the same manner for other triangles. If the distance of (xi, yj) is more
than one, then we take di,j as the minimum of these values. The distance of
grid point (xi, yj) near ∂E fix during the computation. In other hand, the
distance of other grid points far from ∂E are a big positive value.
Fast sweeping step
To discretize the partial differential equation in (A.1), we use Godunov
upwind difference scheme. We apply this scheme for the interior grid point.
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We consider that (xi, yj) is the grid point at domain Ω and di,j denote the
numerical solution at (xi, yj). Hence, we get
[(di,j − dxmin)+]2 + [(di,j − dymin)+]2 = h2 (A.2)
with h is the grid size and for i, j = 1, . . . , N − 1.
In this scheme, dxmin = min(di−1,j, di+1,j) and dymin = min(di,j−1, di,j+1). The
positive sign in (A.2) is defined as
(f)+ =
{
f, f > 0
0, f ≤ 0.
At grid point in the boundary, we use one sided difference. For instance, at
grid point (xi, y0), then equation (A.2) become
[(di,0 − dxmin)+]2 + [(di,0 − di,1)+]2 = h2.
Moreover, to get the solution of equation (A.2), we have the following
cases for di,j. Let dˆ = di,j, xˆ = dxmin, and yˆ = dymin.
1. For dˆ > max(xˆ, yˆ), then equation (A.2) become





2h2 − (xˆ− yˆ)2
2
.
2. For yˆ > dˆ > xˆ, then dˆ = xˆ+ h. It happen if only yˆ − xˆ > h.
3. For xˆ > dˆ > yˆ, then dˆ = yˆ + h. It happen if only xˆ− yˆ > h.
Hence, the solution of equation (A.2) is
dˆ =
{





, |xˆ− yˆ| < h.
(A.3)
Next, we update the value of every grid point that not fixed from the
initialization step. First, we compute the solution at grid point (xi, yj),
yields dˆi,j. Then, we select the minimum value between dˆi,j and its neighbors
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di±1,j and di,j±1. We do this sweeping process with four alternating orderings
in the whole domain as follows:
1. i = 0 : N, j = 0 : N
2. i = 0 : N, j = N : 0
3. i = N : 0, j = 0 : N
4. i = N : 0, j = N : 0
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Appendix B
Variational for the obstacle
problem
The string vibration with an obstacle is given by the stationary point of







2 − |∇v|2)χ{v>ψ} dxdt.
Here, the graph of a scalar function v : Ωˆ × [0, T ) ≡ ΩˆT → R, Ωˆ ⊂ Rn,
describe the shape of string, the obstacle is a fixed function ψ : Ωˆ→ R, and
χ{v>ψ} is the characteristic function of the set {(x, t) ∈ ΩˆT |v(x, t) > ψ(x)}.
According to [6], the author considered that ψ is a zero function.




J(v + εϕ)|ε=0 = 0,
with ϕ ∈ C∞0 (ΩˆT∩{v > ψ}) and small number ε. Assume that the stationary
point v is sufficiently smooth, then {v + εϕ > ψ} = {v > ψ} for ε small
















{[(vt + εϕt)2 − |∇v + ε∇ϕ|2]χ{v+εϕ>ψ} − [(vt)2 − |∇v|2]χ{v>ψ}} dz,







{[((vt)2 + 2εvtϕt + ε2(ϕt)2)− (|∇v|2 + 2ε∇u∇ϕ+ ε2|∇ϕ|2)]χ{v>ψ}










[2vtϕt − 2∇u∇ϕ]χ{v>ψ} dz.
The equation above can be rewritten as∫
ΩˆT∩{v>ψ}
[vtϕt −∇u∇ϕ] dz = 0.






[−vtt + ∆v]ϕ dz +
∫
ΩˆT∩∂{v>ψ}
[vtϕ · ν −∇vϕ · ν] dS




[−vtt + ∆v]ϕ dz = 0, ∀ϕ ∈ C∞0 (ΩˆT ∩ {v > ψ}).
Hence, we conclude
∆v − vtt = 0 in ΩˆT ∩ {v > ψ}.
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Moreover, to get the free boundary condition, we use the inner variation.
According to [6], we have the following lemma
Lemma
Suppose that v belongs to C0(ΩˆT ) ∩W 1,2(ΩˆT ) ∩ C2(ΩˆT ∩ {v > ψ}) and that
the hypersurface ∂{v > ψ} is of class C1. Also assume that J is Gateaux
differentiable and stationary at v. Then it holds that
|∇v|2 − (vt)2 = 0 on ΩˆT ∩ ∂{v > ψ}.
Proof




Here, for each ε with 0 < ε < dist(supp η, ∂ΩˆT )/max |η|, we define τε(z) :=
z + εη(z) as a map τε : ΩˆT → ΩˆT where z ≡ (z1, ..., zn, zn+1) ≡ (x1, ..., xn, t).








< (D−v)(Dτε)−1, (D+v)(Dτε)−1 > |det Dτε| dz.

































< D−v,D+v > (D+·η)−2(D−v)Dη(D+v) dz+o(ε).
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By the following equation
D+ · (< D−v,D+v > η − 2 < η,D+v > D−v)












< D−v,D+v > η − 2 < η,D+v > D−v) · ν dHn,
with Hn is n dimensional Hausdroff measure and ν denotes the unit outer










(|∇v|2 − v2t ) < η, ν > dHn
= 0 ∀η ∈ C∞0 (ΩˆT ;Rn × R).
We conclude that
|∇v|2 − (vt)2 = 0 on ΩˆT ∩ ∂{v > ψ}.
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Appendix C
Exact solution for the circle
case evolving by the hyperbolic
mean curvature flow
In this appendix, we compute the exact solution of the circle case evolving
by the hyperbolic mean curvature flow [3]. We consider a circle with initial
radius r0 and initial velocity v0. Before touches the obstacle, the evolution
of the circle with radius r(t) satisfying






for simplicity we assume v0 ≤ 0. We multiply the equation (C.1) by r′(t),∫





Then, we integrate it and it yields
r′(t) = −
√
−2 log r(t) + C1. (C.2)
At t = 0, we have
r′(0) = −
√
−2 log r(0) + C1,




From (C.2) and integrating it, we get∫












































Particularly, C2 = 0 for zero initial velocity.

































































The function erf−1 tend to infinity as x → 1−. This condition make the




hyperbolic mean curvature flow
equation and the wave equation
The interface motion by the hyperbolic mean curvature flow coincide with
the wave equation when the curve have small displacement. In this Appendix,
we will use the model of string vibration. We suppose that the interface γ is












Figure D.1: Small segment of string vibration at a time t
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We assume that the tension is the only force acting on the string. This
tension force is in the tangent direction along the string. Also, we assume
that the mass density of the string is given by ρ. Then, the Newton’s Law
states that
F = ma = (ρ∆s)a . (D.1)
Moreover, the tension force acting on the string is
F = σ(T (s+ ∆s)−T (s)), (D.2)
where σ is a constant depending on the material. Combining (D.1) and (D.2),
it yields
(ρ∆s)a = σ(T (s+ ∆s)−T (s)).









We denote c = σ
ρ
.
Moreover, the acceleration in the normal direction is given by
a = −κ, (D.3)
with c = 1. In case the vertical displacement of the string at a point x and
a time t is given by v(x, t), then we have
a = vtt. (D.4)






Now, we consider a small displacement of the string. Also, let θ(x, t) be the
angle of the string with respect to the horizontal line at a point x and a time
t. Since we only look at the small displacement of the string, then this angle
is small, namely |θ(x, t)|  1. So that, we have vx = tan θ ≈ 0. Hence, from
(D.4) and (D.5), the equation (D.3) coincide with the wave equation,
vtt = vxx. (D.6)
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Moreover, we compare the solution of equation (D.3) as the hyperbolic
mean curvature flow (hyperbolic MCF) equation and the wave equation,
(D.6) numerically. This comparison show that the solution of both equations
are coincide for the curve with small enough displacement. First, we solve
equation (D.3) using the HMBO algorithm. By this algorithm, we express
the solution of (D.3) by the zero level set of function u : Ω × (0,∆t) → R,
Ω ⊂ R2. We consider Ω = (−1, 1) × (0, 2), the mesh size h = 2
N
, N =
128, 256, 512, 1024, the time step ∆t = 0.001, and the time discretization for
the finite difference approximation ∆τ = ∆t
m
,m = 10.
Second, we find the solution of the wave equation given by
vtt(x, t) = ∆v(x, t) in Ωˆ× [0, T ),
v(x, 0) = v0(x) on Ωˆ,
vt(x, 0) = 0 on Ωˆ,
v(x, t) = f(x, t) on ∂Ωˆ× [0, T ).
(D.7)
For simplicity, we use the finite difference approximation to solve equation
(D.7). Then, we use Ωˆ = (−1, 1), the mesh size and the time step are
h = 2
N
, N = 128, 256, 512, 1024, and ∆t = 0.001, respectively. The boundary
conditions are given by v(−1, t) ≡ v(−1, 0), and v(1, t) ≡ v(1, 0).
The equation (D.3) can be approximated by the wave equation if the
curve have small displacement. Hence, we use the same initial curves as
Section 4.2 which has small enough displacement. So, we have four cases as
follow
1. Initial curve is a piece-wise linear function
• Case A1
u(x, y, 0) = −0.1|x| − y + 1.1 on Ω
v(x, 0) = −0.1|x|+ 1.1 on Ωˆ
• Case A2
u(x, y, 0) = −0.05|x| − y + 1.05 on Ω
v(x, 0) = −0.05|x|+ 1.05 on Ωˆ
2. Initial curve is a quadratic function
• Case A3
u(x, y, 0) = −0.1x2 − y + 1.1 on Ω
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v(x, 0) = −0.1x2 + 1.1 on Ωˆ
• Case A4
u(x, y, 0) = −0.05x2 − y + 1.05 on Ω
v(x, 0) = −0.05x2 + 1.105 on Ωˆ
For each case, we calculate the difference between the solution of the
hyperbolic MCF equation (D.3) and the wave equation (D.7) for each mesh
size. In this trial, we consider to simulate up to time T . Then, the time
step is ∆t = T
M
, where M is a positive integer and we take M = 4000. We




|uki − vki |,
with uki and v
k
i are solution of the hyperbolic MCF equation and the wave
equation, respectively. This difference for each case is shown in tables below.
Table D.1: The difference of the solution of the hyperbolic MCF equation
and the wave equation
N
Duv
Case A1 Case A2 Case A3 Case A3
128 0.173668 0.0762639 0.181741 0.0912406
256 0.0962557 0.0305688 0.121993 0.043102
512 0.0444188 0.0162203 0.0651823 0.0247847
1024 0.0293221 0.0122905 0.0440374 0.0183896
Therefore, the figures below show the solution of both equations for Case A2
and Case A4.
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t = 0 t = 0.5 t = 1.3
t = 2 t = 3.4 t = 3.9
Figure D.2: Solution of the hyperbolic MCF equation and the wave equation
for Case A2
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t = 0 t = 0.5 t = 1.3
t = 2 t = 3.4 t = 3.9
Figure D.3: Solution of the hyperbolic MCF equation and the wave equation
for Case A4
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Figure D.2 and D.3 show that the solution of both equations are pretty close
for curve with small enough displacement. Moreover, as the displacement
of curve becomes smaller, the solution of both equations more coincide as
shown in Table D.1.
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