Abstract. We give necessary and sufficient conditions for a Banach space X having the Radon-Nikodým property in terms of polynomial spline sequences.
Introduction and Preliminaries
The aim of this paper is to prove new characterizations of the Radon-Nikodým property for Banach spaces in terms of polynomial spline sequences in the spirit of the corresponding martingale results (see Theorem 1.2). We thereby continue the line of research about extending martingale results to also cover (general) spline sequences that is carried out in [11, 8, 6, 5, 7, 4] . We refer to the book [1] by J. Diestel and J.J. Uhl for basic facts on martingales and vector measures; here, we only give the necessary notions to define the Radon-Nikodým property below. Let (Ω, A) be a measure space and X a Banach space. Every σ-additive map ν : A → X is called a vector measure. The variation |ν| of ν is the set function |ν|(E) = sup π A∈π ν(A) X , where the supremum is taken over all partitions π of E into a finite number of pairwise disjoint members of A. If ν is of bounded variation, i.e., |ν|(Ω) < ∞, the variation |ν| is σ-additive. If µ : A → [0, ∞) is a measure and ν : A → X is a vector measure, ν is called µ-continuous if lim µ(E)→0 ν(E) = 0 for all E ∈ A. In the following, L Additionally, recall that a sequence (f n ) in L 1 X is uniformly integrable if the sequence ( f n X ) is bounded in L 1 and, for any ε > 0, there exists δ > 0 such that µ(A) < δ =⇒ sup n A f n X dµ < ε, A ∈ A.
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We have the following characterization of the Radon-Nikodým property in terms of martingales, see e.g. [9, p. 50 ]. Theorem 1.2. For any p ∈ (1, ∞), the following statements about a Banach space X are equivalent:
(i) X has the Radon-Nikodým property (RNP), (ii) every X-valued martingale bounded in L 1 X converges almost surely, (iii) every uniformly integrable X-valued martingale converges almost surely and in L 1 X , (iv) every X-valued martingale bounded in L p X converges almost surely and in L p X . Remark. For the above equivalences, it is enough to consider X-valued martingales defined on the unit interval with respect to Lebesgue measure and the dyadic filtration (cf. [9, p. 54] ). Now, we describe the general framework that allows us to replace properties (ii)-(iv) with its spline versions.
is increasing and each F n is generated by a finite partition of [0, 1] into intervals of positive Lebesgue measure.
For an interval filtration (F n ), we define ∆ n := {∂A : A atom of F n } to be the set of all endpoints of atoms in F n . For a fixed positive integer k, set
f is a polynomial of order k on each atom of F n }, where C n [0, 1] denotes the space of n times continuously differentiable, real valued functions on [0, 1] and the order k of a polynomial p is related to the degree d of p by the formula k = d + 1.
The finite dimensional space S 
n . Those coefficients are related to each other in the way that each b i is a convex combination of the coefficients (a i ). For more information on spline functions, see [10] .
Additionally, we let P n is finite dimensional and B-Splines are uniformly bounded, therefore, P
n ⊗ X, we denote the space span{f ⊗ x : f ∈ S (k) n , x ∈ X}. Definition 1.4. Let X be a Banach space and (f n ) n≥0 be a sequence of functions in L 1 X . Then, (f n ) is an (X-valued) k-martingale spline sequence adapted to (F n ), if (F n ) is an interval filtration and
This definition resembles the definition of martingales with the conditional expectation operator replaced by P (k) n . For splines of order k = 1, i.e. piecewise constant functions, the operator P (k) n even is the conditional expectation operator with respect to the σ-algebra F n .
Many of the results that are true for martingales (such as Doob's inequality, the martingale convergence theorem or Burkholder's inequality) in fact carry over to k-martingale spline sequences corresponding to an arbitrary interval filtration as the following two theorems show: Theorem 1.5. For any positive integer k, any interval filtration (F n ) and any Banach space X, the following assertions are true:
(i) there exists a constant C k only depending on k such that
(ii) there exists a constant C k only depending on k such that for any X-valued k-martingale spline sequence (f n ) and any λ > 0,
there exists a constant C p,k only depending on p and k such that for all X-valued k-martingale spline sequence [11] and (ii)-(iv) are proved (effectively) in [8, 5] .
for some constant C p,k depending only on p and k.
The martingale version of Theorem 1.6 is Burkholder's inequality, which precisely holds in the vector-valued setting for UMD-spaces X (by the definition of UMDspaces). It is an open problem whether Theorem 1.6 holds for UMD-valued kmartingale spline sequences in this generality, but see [2] for a special case. For more information on UMD-spaces, see e.g. [9] . Definition 1.7. Let X be a Banach space, (F n ) an interval filtration and k a positive integer. Then, X has the ((F n ), k)-martingale spline convergence property (MSCP) if all L 1 X -bounded k-martingale spline sequences adapted to (F n ) admit a limit almost surely.
In this work, we prove the following characterization of the Radon-Nikodým property in terms of k-martingale spline sequences. Theorem 1.8. Let X be a Banach space, (F n ) an interval filtration, k a positive integer and V the set of all accumulation points of ∪ n ∆ n . Then, ((F n ), k)-MSCP characterizes RNP if and only if |V | > 0, i.e.,
Proof. If |V | > 0, it follows from Theorem 1.5(iv) that RNP implies ((F n ), k)-MSCP for any positive integer k and any interval filtration (F n ). The reverse implication for |V | > 0 is a consequence of Theorem 1.10. We even have that if X does not have RNP, we can find a (F n )-adapted k-martingale spline sequence that does not converge at all points t ∈ E for a subset E ⊂ V with |E| = |V |. We simply have to choose E := lim sup E n with (E n ) being the sets from Theorem 1.10.
If |V | = 0, it is proved in [5] that any Banach space X has ((F n ), k)-MSCP.
We also have the following spline analogue of Theorem 1.2:
Theorem 1.9. For any positive integer k and any p ∈ (1, ∞), the following statements about a Banach space X are equivalent:
(i) X has the Radon-Nikodým property, (ii) every X-valued k-martingale spline sequence bounded in L 1 X converges almost surely, (iii) every uniformly integrable X-valued k-martingale spline sequence converges almost surely and in
is uniformly integrable, therefore it has a limit f (a.s. and L 1 X ), which, by Fatou's lemma, is also contained in L p X . By Theorem 1.5(iii), sup n f n X ∈ L p and we can apply dominated convergence to obtain f n − f L The rest of the article is devoted to the construction of a suitable non-RNPvalued k-martingale spline sequence, adapted to an arbitrary given filtration (F n ), so that the associated martingale spline differences are separated away from zero on a large set, which, more precisely, takes the following form: Theorem 1.10. Let X be a Banach space without RNP, (F n ) an interval filtration, V the set of all accumulation points of ∪ n ∆ n and k a positive integer.
Then, there exists a positive number δ such that for all η ∈ (0, 1), there exists an increasing sequence of positive integers
We will use the concept of dentable sets to prove Theorem 1.10 and recall its definition:
where conv denotes the closure of the convex hull and where B(x, ε) = {y ∈ X : y − x < ε}. . If D is a bounded non-dentable set, then, the closed convex hull conv(D) is also bounded and non-dentable. Thus, we may assume that D is convex. Moreover, we can as well assume that each x ∈ D can be expressed as a finite convex combination of elements in D \ B(x, δ) for some δ > 0 since if D ⊂ X is a convex set such that x ∈ conv D \ B(x, δ) for all x ∈ D, then, the enlarged set D = D + B(0, η) is also convex and satisfies
The reason why we are able to use the concept of dentability in the proof of Theorem 1.10 is the following geometric characterization of the RNP (see for instance [1, p. 136] ). Theorem 1.12. For any Banach space X we have that X has the RNP if and only if every bounded subset of X is dentable.
We record the following (special case of the) basic composition formula for determinants (see for instance [3, p. 17]):
We also note the following simple Lemma 1.14. Let I ⊂ [0, 1] be an interval and V an arbitrary measurable subset of [0, 1]. Then, for all ε 1 , ε 2 > 0, there exists a positive integer n so that for the decomposition of I into intervals (A ℓ )
Construction of non-convergent spline sequences
In this section, we prove Theorem 1.10. In order to do that, we begin by fixing an interval filtration (F n ), the corresponding endpoints of atoms (∆ n ) and a positive integer k. For the space S (k) n , we will suppress the (fixed) index k and write S n instead. We will apply the same convention to the corresponding projection operators P n = P (k) n . We also let V ⊂ [0, 1] be the closed set of all accumulation points of ∪ n ∆ n .
The main step in the proof of Theorem 1.10 consists of an inductive application of the construction of a suitable martingale spline difference in the following lemma:
be in the Banach space X,x ∈ S N ⊗ X for some nonnegative integer N such thatx = M j=1 α j ⊗ x j with M j=1 α j ≡ 1, x j ≤ 1, α j ∈ S N having non-negative B-spline coefficients for all j and let I ⊂ [0, 1] be an interval so that |I ∩ V | > 0.
Then, for all ε ∈ (0, 1), there exists a positive integer K and a function g ∈ S K ⊗ X with the properties
we have a splitting of the collection A = {A ⊂ I : A is atom in F K } into A 1 ∪ A 2 so that (a) if the functions α j are all constant, then on each J ∈ A 1 ,x + g is constant with a value in ∪ i {x i }, otherwise we still have that on each J ∈ A 1 ,x + g is constant with a value in conv{x i :
Proof. The first step of the construction gives a function g satisfying the desired conditions but only having mean zero instead of vanishing moments in property (i).
In the second step, we use this result to construct a function g whose moments also vanish.
Step 1: We start with the (simpler) construction of g when the functions α j are not constant and condition (iii)(a) has the form that on each J ∈ A 1 ,x + g is constant with a value in conv{x i :
and n ≥ 4/ε. Then, choose K ≥ N so large that A 1 , A 2 , A n−1 , A n each contains at least k + 1 atoms of F K . Denoting by (N j ) the B-spline basis of S K , we can write
for some non-negative coefficients (α ℓ,j ). Define
Observe that supp h ℓ ⊂ int I and
This is a function of the desired form when defining
A is atom in F K } and A 2 = A \ A 1 as we will now show by proving g = 0 and properties (ii),(iii). The fact that g = 0 follows from a simple calculation. Property (ii) is satisfied by the definition of the functions h ℓ . Property (iii)(a) follows from the fact thatx(t) + g(t) =x ∈ conv{x j : 1
iii)(b) also follows from the construction of A 1 . Sincē
The next step is to construct the desired function g when α j are assumed to be constant and (iii)(a) has the form that on each J ∈ A 1 ,x+g is constant with a value in ∪ i {x i }. Here, the idea is to construct a function of the form g(t) = f j (t)(x j −x) with f j ∈ S K for some K and f j ≃ Cα j for all j and some constant C independent of j to employ the assumption α j (x j −x) = 0 implying g = 0. We begin this construction by successively choosing parameters ε 3 ≪ ε 1 ≪ε < ε obeying certain given conditions depending on ε,x, (x j ), (α j ), |I ∩ V | and |I|.
First, setε = ε|I ∩ V |/(3|I|) > 0. and
Now, we apply Lemma 1.14 with the parameters ε 1 and ε 2 = ε/3 to get a positive integer n and a partition (A ℓ ) n ℓ=1 of I consisting of intervals with n|A ℓ ∩V | = |I ∩V | for all ℓ = 1, . . . , n so that
Finally, we put ε 3 = ε 1 /(2n). Next, for each ℓ = 1, . . . , n, we choose a point p ℓ ∈ int A ℓ and an integer K ℓ so that the intersection of int A ℓ and the ε 3 -neighborhood B(p ℓ , ε 3 ) of p ℓ contains at least k + 1 atoms of F K ℓ to the left as well as to the right of p ℓ . This is possible since |A ℓ ∩ V | = |I ∩ V |/n and V is the set of all accumulation points of ∪ j ∆ j . Then set K = max ℓ K ℓ and we let u ℓ ∈ A ℓ be the leftmost point of ∆ K contained in B(p ℓ , ε 3 ) ∩ int A ℓ . Similarly, let v ℓ ∈ A ℓ be the rightmost point of ∆ K contained in B(p ℓ , ε 3 ) ∩ int A ℓ . Next, for 2 ≤ ℓ ≤ n − 1, we put B ℓ := (v ℓ−1 , u ℓ+1 ) ⊂ A ℓ−1 ∪A ℓ ∪A ℓ+1 . Observe that the construction of u ℓ and v ℓ implies that B ℓ ∩B j = ∅ for all |ℓ − j| ≥ 2. Next, let (N i ) be the B-spline basis of the space S K and let (ℓ(i)) 
Thus, the definition (2.1) of ε 1 in particular implies
We continue with defining the functions (f j ) contained in S K using a stopping time construction and first set j 0 = −1 and C = (1 −ε/3) i B ℓ(i) > 0. For 1 ≤ m ≤ M , if j m−1 is already chosen, we define j m to be the smallest integer ≤ L so that the function (2.5)
If no such integer exists, we set j m = L (however, we will see below that for the current choice of parameters, such an integer always exists). Additionally, we define
Observe that by the locality of the B-spline basis (N i ), supp f ℓ ∩ supp f m = ∅ for 1 ≤ ℓ < m ≤ M + 1. Based on the collection of functions (f m ) M+1 m=1 , we will define the desired function g. But before we do that, we make a few comments about (f m ) 
and therefore, again by the locality of the B-splines (N i ),
Additionally, employing also the definition of u ℓ and v ℓ and the fact that the Bsplines (N i ) form a partition of unity,
Next, we will show
Indeed, we calculate on the one hand by (2.7) and (2.6)
Recalling now that C = (1 −ε/3) i B ℓ(i) and using (2.4) now yields the right hand side of (2.8).
On the other hand, employing (2.7) and (2.5),
The definition of C = (1 −ε/3) i B ℓ(i) and ε 3 = ε 1 /(2n), combined with (2.4) gives the left hand inequality in (2.8).
The inequality on the right hand side of (2.8), combined with (2.4) again, allows us to give the following lower estimate of f M+1 :
We are now ready to define the function g ∈ S K ⊗ X as follows:
where (2.11)
We proceed by proving g = 0 and properties (ii)-(iii) for g:
The fact that g = 0 follows from a straightforward calculation using (2.11) and the assumption 
andx is a convex combination of the elements (x j ), we get (iii)(c) in this case. If t ∈ supp f M+1 , we calculate
We have by the lower estimate (2.9) for f M+1 and by (2.6)
which, by (2.4), is smaller than ε/2. Therefore, combining this with (2.12) yields property (iii)(c) for t ∈ supp f M+1 by setting
. Thus, we finished Step 1 of constructing a function g with mean zero and properties (ii),(iii). The next step is to construct a function g so that additionally all of its moments up to order k vanish.
Step 2: Setε = 1 − (1 − ε) 1/3 > 0. We write a = inf I, b = sup I and choose c ∈ I so that R := (c, b) satisfies 0 < |R ∩ V | =ε|I ∩ V |. Define L = I \ R. Let (N i ) be the B-spline basis of S KR , where we choose the integer K R so that we can select B-spline functions (N mi ) k−1 i=0 that supp N mi ⊂ int R for any i = 0, . . . , k − 1 and supp N mi ∩ supp N mj = ∅ for i = j. We then form the k × k-matrix
i,ℓ=0 is a Vandermonde matrix having positive determinant for t 0 < · · · < t k−1 . Moreover, the matrix (N mj (t ℓ )) k−1 j,ℓ=0 is a diagonal matrix having positive entries if t ℓ ∈ int supp N m ℓ for ℓ = 0, . . . , k − 1. For other choices of (t ℓ ), the determinant of (N mj (t ℓ )) k−1 j,ℓ=0 vanishes. Therefore, Lemma 1.13 implies that det A = 0 and A is invertible.
Next, we choose ε 1 =ε/ k(1 +ε) A −1 ∞ |L| and apply Lemma 1.14 with the parameters ε 1 , ε 2 =ε and the interval L to obtain a positive integer n so that for the partition (
We now apply the construction of Step 1 on every set A ℓ , ℓ ∈ Γ, with the parameters
,ε to get functions (g ℓ ) with zero mean having properties (ii),(iii) with I replaced by A ℓ . On L, we define the function
Let z j := L t j g(t) dt for j = 0, . . . , k − 1. Observe that, since A ℓ g ℓ (t) dt = 0 and g ℓ L ∞ X ≤ 1 +ε by (iii) and |A ℓ | ≤ ε 1 , we get for all j = 0, . . . , k − 1,
In order to have I t j g(t) dt = 0 for all j = 0, . . . , k − 1, we want to define g on R = I \ L so that (2.13)
Assume that g on R is of the form
i=0 contained in X. Then, (2.13) is equivalent to Aw = −z by writing w = (w 0 , . . . , w k−1 ) T and z = (z 0 , . . . , z k−1 ) T . Defining w := −A −1 z and employing the estimate for z ∞ above, we obtain (2.14)
The definition of g immediately yields properties (i), (ii). From the application of the construction in Step 1 to each A ℓ , ℓ ∈ Γ, we obtained collections A 1 (ℓ) of disjoint subintervals of A ℓ that are atoms in F K ℓ for some positive integer K ℓ ≥ N satisfying thatx + g ℓ is constant on each J ∈ A 1 (ℓ) taking values in conv{x i :
Then, (iii)(a) is satisfied by the corresponding property of each g ℓ . (iii)(b) follows from the calculation
Property (iii)(c) on L is a consequence of property (iii)(c) for the functions g ℓ . We can write α j ≡ ℓ α j,ℓ N ℓ for some non-negative coefficients (α j,ℓ ) that have the property M j=1 α j,ℓ = 1 for each ℓ. Therefore, on R, we havē
which, since w ∞ ≤ε ≤ ε and M j=1 α j,ℓ = 1 for each ℓ, implies (iii)(c) on R. We now use Lemma 2.1 inductively to prove Theorem 1.10.
Proof of Theorem 1.10. We assume that X does not have the RNP. Then, by Theorem 1.12, the ball B(0, 1/2) ⊂ X contains a non-dentable convex set D satisfying
we use the remark after Definition 1.11 to get that all the sets (D j ) are contained in B(0, 1), are convex and
We will assume without restriction that η ≤ δ.
for m 0 = 0. By P j , we will denote the L 1 X -extension of the orthogonal projection operator onto S mj , where we assume that (m j ) n j=1 and (f j ) n j=1 with f j ∈ S mj ⊗ X for each j = 1, . . . , n are constructed in such a way that for all j = 0, . . . , n,
(1)
on all atoms I in F mj , f j has the form f j ≡ ℓ λ ℓ ⊗ y ℓ , finite sum for functions λ ℓ ∈ S mj with non-negative B-spline coefficients, ℓ λ ℓ ≡ 1 and some y ℓ ∈ D j , (3) there exists a finite collection of disjoint intervals (I j,i ) i that are atoms in F mj so that (setting C j = ∪ i I j,i ) (a) for all i, f j ≡ x j,i ∈ D j on I j,i , (b)
−j−2 η)|V |, (e) |I j,i ∩ V | > 0 for every i. We will then perform the construction of m n+1 , f n+1 and the collection (I n+1,i ) of atoms in F mn+1 having properties (1)-(3) for j = n + 1. Define the collection C = {A atom of F mn : |A ∩ V | > 0}. We will distinguish the two cases B ∈ C 1 := {A ∈ C : A = I n,i for some i} and B ∈ C 2 := C \ C 1 .
Case 1: B ∈ C 1 : here, B = I n,i for some i and we use the fact that on B, f n = x B := x n,i ∈ D n and write
with some positive numbers (α B,ℓ ) satisfying ℓ α B,ℓ = 1, some x B,ℓ ∈ D n and x B − x B,ℓ ≥ δ for any ℓ = 1, . . . , M B . We apply Lemma 2.1 to the interval B with this decomposition and with the parameter ε = η n := 2 −n−3 η. This yields a function g B ∈ S KB ⊗ X for some positive integer K B that has the properties (i) t ℓ g B (t) dt = 0, 0 ≤ ℓ ≤ k − 1, (ii) supp g B ⊂ int B, (iii) we have a splitting of the collection A B = {A ⊂ B : A is atom in F KB } into A B,1 ∪ A B,2 so that (a) on each J ∈ A B,1 , f n + g B = x B + g B is constant on J taking values in ∪ ℓ {x B,ℓ }, (b) | ∪ J∈AB,1 J ∩ V | ≥ (1 − η n )|B ∩ V |, (c) on each J ∈ A B,2 , the function f n + g B can be written as f n (t) + g B (t) = x B + g B (t) = ℓ λ B,ℓ (t)y B,ℓ for some functions λ B,ℓ ∈ S KB having non-negative B-spline coefficients with ℓ λ B,ℓ ≡ 1 and y B,ℓ ∈ conv{x B,ℓ : 1 ≤ j ≤ M B } + B(0, η n ).
Case 2: B ∈ C 2 : on B, f n is of the form f n (t) = MB ℓ=1 λ ℓ (t)y ℓ for some functions λ ℓ ∈ S mn having non-negative B-spline coefficients with ℓ λ ℓ ≡ 1 and some y ℓ ∈ D n . Applying Lemma 2.1 with the parameter η n = 2 −n−3 η, we obtain a function g B ∈ S KB ⊗ X (for some positive integer K B ) that has the properties (i) t ℓ g B (t) dt = 0, 0 ≤ ℓ ≤ k − 1, (ii) supp g B ⊂ int B, (iii) we have a splitting of the collection A B = {A ⊂ B : A is atom in F KB } into A B,1 ∪ A B,2 so that
