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Abstract. In this paper, we consider a type of time-changed Markov process, where the
time-change is an inverse killed subordinator. This can be seen as an extension of Chen
(Chen, Z., Time fractional equations and probabilistic representation, Chaos Solitons and
Fractals, 168-174, 2017 ). As a result, it constructs a one-to-one correspondence between
general Bernstein functions (with infinite Le´vy measure) and a class of generalized time-
fractional partial differential equations.
1. Introduction
Let X = (Xt)t>0 be a strong Markov process on a separable locally compact Hausdorff
space X whose transition semigroup (Tt)t>0 is a uniformly bounded and strongly continu-
ous semigroup in some appropriate Banach space (B, ‖ · ‖). For example, B can be chosen
as Lp(X;m) for some measure m on X and p > 1, we refer the reader to [1, 3] for more
concrete examples. We shall denote by L the generator of semigroup (Tt)t>0 and by D(L)
the domain of L. Let D = (Dt)t>0 be a subordinator (i.e. a non-decreasing real-valued
Le´vy process) independent of X with D0 = 0 and the Laplace exponent φ0:
φ0(λ) = kλ +
∫ ∞
0
(
1− e−λz
)
µ(dz), (1.1)
such that
E(e−λDt) = e−tφ0(λ), λ > 0, (1.2)
where k > 0 and µ is a Le´vy measure satisfying µ(−∞, 0) = 0 and
∫∞
0
(1∧ z)µ(dz) <∞.
Let E = (Et)t>0 be the general inverse of D defined as
Et := inf{s > 0 : D(s) > t}, t > 0.
We shall call E a time-change and the composite process XE = (XEt)t>0 a time-changed
Markov process.
Recent years, time-changed Markov processes have attracted many researchers due to
their deep connections with the time-fractional Kolmogorov equations (or time-fractional
Fokker-Planck equations), where the latter often appeared as an important tool to model
complex anomalous diffusions, see, e.g. [4, 5, 6, 7, 3] and references therein. For f ∈ B,
let
v(t, x) := E[TEtf(x)] = E(f(XEt)|X0 = x). (1.3)
Key words and phrases. Inverse killed subordinator; strong Markov process; Bernstein function; time-
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The following are some known relationships between time-changed Markov processes and
time-fractional partial differential equations.
(i) Firstly, assume that D is a β-stable subordinator (0 < β < 1). That is, D is a
special subordinator with Laplace exponent
φ0(λ) = λ
β.
Then, v (defined as in (1.3)) is the unique solution of the following time-fractional
Cauchy problem
∂βt v = Lv, v(0, x) = f(x),
where ∂βt is the Caputo type fractional derivative of order β defined as
∂βt g(t) :=
1
Γ(1− β)
d
dt
∫ t
0
(t− s)−β(g(s)− g(0)) ds.
In this situation, we refer the reader to [2] for the case where the semigroup (Tt)t>0
is generated by a Le´vy process.
(ii) Next, let ν be a finite measure on (0, 1) with ν(0, 1) > 0. Assume that D is a
subordinator with Laplace exponent
φ0(λ) =
∫ 1
0
λβ ν(dβ).
We note that such D can be constructed by a weighted mixture of independent
stable subordinators, see, e.g., [4]. Then, v (defined as in (1.3)) is the unique
solution to the following abstract time-fractional Cauchy problem
∂vt v = Lv, v(0, x) = f(x),
where ∂νt is the distributed-order derivative defined by
∂νt g(t) :=
∫ 1
0
∂βt g(t) ν(dβ).
An important application of distributed-order derivative is to model ultrslow dif-
fusion, we refer the reader to [8, 9, 4] for the related topics.
(iii) Recently, Chen in [3] considered a more general time-fractional derivative. To be
clear, letW be the set of functions w : (0,∞)→ [0,∞), which are right continuous,
unbounded, non-increasing and locally integrable on [0,∞) such that
lim
z→∞
w(z) = 0
and ∫ ∞
0
(1 ∧ z)(−dw(z)) <∞.
For a w ∈W, a generalized time-fractional derivative is defined for suitable g as
∂wt g(t) :=
d
dt
∫ t
0
w(t− s)(g(s)− g(0)) ds.
It is shown in [3] that there exists a one-to-one correspondence between such
generalized time-fractional derivatives and general driftless subordinators with in-
finite Le´vy measure (i.e., a subordinator defined as in (1.1)-(1.2) with k = 0 and
µ(0,∞) = ∞). Concretely speaking, for every w ∈ W, let µ be a measure on
(0,∞) such that
w(x) = µ((x,∞)).
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It is clear that
µ((0,∞)) =∞, and
∫ ∞
0
(1 ∧ z)µ(dz) <∞.
Then, there exists a unique driftless subordinator (in the distributional sense)
with such infinite Le´vy measure µ. Conversely, given a driftless subordinator with
infinite Le´vy measure µ. One can define
w(x) := µ((x,∞))
such that w ∈W.
Next, assume that D is general subordinator satisfying (1.1) and (1.2) with
k > 0 and µ((0,∞)) =∞. Under the framework of this generalized time-fractional
derivative, Chen in [3] proved an interesting result, i.e., v (defined as in (1.3)) is
the unique solution in (B, ‖ · ‖) to the following time-fractional equation
k∂tv + ∂
w
t v = Lv, v(0, x) = f(x), (1.4)
in an appropriate sense.
We recall that, for a given subordinator D, its Laplace exponent φ0(λ) defined as in
(1.1) is a Bernstein function (see Section 2 for the definition) satisfying limλ→0 φ0(λ) = 0.
In other words, the results of Chen [3] have constructed a one-to-one correspondence
from the Bernstein function φ0 with limλ→0 φ0(λ) = 0 to the time-fractional equation
(1.4). Now, given a more general Bernstein function φ(λ) with
lim
λ→0
φ(λ) 6= 0.
Does there exist a similar correspondence?
It’s lucky that, for a given Bernstein function φ(λ), there exists a unique killed subor-
diator DS (see, e.g., p.56 in [1] or Section 2) whose Laplace exponent is exact φ(λ). Then,
let ES be the general inverse of DS and set
u(t, x) := E
(
TESt f(x)
)
,
for x ∈ X, f ∈ B and t > 0. Inspired by the work of Chen [3], we need to consider the
question: what equation does u(t, x) satisfy? The main result is presented in Theorem
2.1 in Section 2, which can be seen as an extension of Chen [3] to the killed subordinator
case. As a result, this constructs a one-to-one correspondence between general Bernstein
functions (with infinite Le´vy measure) and a class of generalized time-fractional partial
differential equations. We shall follow the idea of Chen, with some crucial changes in
the proof. As in Chen [3], the proofs also work for uniformly bounded and continuous
semigroups defined on some Banach spaces.
The rest of this paper is organized as follows. In Section 2, we present some basic
concepts and our main result. The proofs are given in Section 3. Finally, an example is
presented in Section 4.
2. Preliminaries and the main result
A function φ : (0,∞)→ [0,∞) is called a Bernstein function if it is smooth and satisfies
(−1)nφ(n)(λ) 6 0 for every λ > 0 and n ∈ N. It’s known that every Bernstein function φ
admits a unique representation (see, e.g., Theorem 1.3.23 in [1])
φ(λ) = a+ kλ +
∫ ∞
0
(
1− e−λz
)
µ(dz),
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where a, k > 0 and µ is a Le´vy measure (i.e., a nonnegative Radon measure on (0,∞))
with
∫∞
0
(1 ∧ z)µ(dz) < ∞. In the following, we shall call the triple (a, k, µ) as the
characteristics of φ. Next, given a Bernstein function φ with the characteristics (a, k, µ),
it’s known that there exists a killed subordinator DS defined as
DS(t) :=
{
Dt, t < S,
∞, t > S,
such that
E(e−λD
S
t ) = e−tφ(λ),
where D = (Dt)t>0 is a subordinator satisfying (1.1) and (1.2), S is an exponentially
distributed random variable independent of D with the density function g(z) = ae−az for
z > 0 (see, e.g., p.56 in [1]).
Let ES be the general inverse of the killed subordinator DS, that is,
ESt := inf{s > 0 : D
S(s) > t}, t > 0.
The main result of this paper is the following.
Theorem 2.1. Let φ be a Bernstein function with the characteristics (a, k, µ) and DS be
the corresponding killed subordinator with its inverse ES defined as above. Under this
setting, suppose that a > 0 and µ((0,∞)) = ∞ and let w(z) := µ((z,∞)) for z > 0.
Then, for every f ∈ D(L), the function
u(t, x) := E
(
TESt f(x)
)
, t > 0,
is the unique solution in (B, ‖ · ‖) of the following time-fractional equation{
(k∂t + ∂
w
t )u(t, x) = (L − a)u(t, x) + af(x), t > 0,
u(0, x) = f(x),
(2.1)
in the sense:
(i) supt>0 ‖u(t, ·)‖ <∞;
(ii) x→ u(t, x) is in D(L) for each t > 0 with supt>0 ‖Lu(t, ·)‖ <∞;
(iii) both t→ u(t, ·) and t→ Lu(t, ·) are continuous in (B, ‖ · ‖);
(iv) for every t > 0,
lim
δ→0
1
δ
(
k
(
u(t+ δ, x)− u(t, x)
)
+
∫ t+δ
t
w(t− s)
(
u(s, x)− u(0, x)
)
ds
)
= Lu(t, x)− au(t, x) + f(x) in (B, ‖ · ‖).
Remark 2.2. The followings are two remarks for our main result.
(i) A killed subordinator can be seen as an extension of a general subordinator. In-
deed, if the exponential parameter a of S degenerates to 0, then the related killed
subordinator DS will become an ordinary subordinator. Hence, in this sense, the
result of Chen [3] (see, e.g., equation 1.4) can be covered by Theorem 2.1 as a
special case.
(ii) As we can see, there exists a one-to-one correspondence between the Bernstein
function φ and equation (2.1). This reveals a kind of relationship between general
Bernstein functions (with infinite Le´vy measure) and generalized time-fractional
partial differential equations.
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3. Proof of the main result
In this section, we will prove the main result by following the method of Chen [3].
Firstly, it’s well known that, for f ∈ D(L),
d
dt
Ttf(x) = LTtf = TtLf (3.1)
in (B, ‖ · ‖). Throughout this section, w and u will denote the functions defined as in
Theorem 2.1. Next, recall that D is a subordinator satisfying (1.1) and (1.2). By using
the Le´vy-Itoˆ decomposition, we have
Dt = kt+ D¯t, t > 0, (3.2)
where D¯ = (D¯t)t>0 is a driftless subordinator with
E(e−λD¯t) = e−t
∫
∞
0
(
1−e−λz
)
µ(dz), λ > 0.
From (3.2), we have
D¯t = Dt − kt. (3.3)
The following result is taken from Chen [3].
Lemma 3.1. There exists a Borel null set A ⊂ (0,∞) such that for every r ∈ (0,∞) and
t ∈ (0,∞) \ A,
P
(
D¯r > t
)
=
∫ r
0
E
[
w(t− D¯y)1{t>D¯y}
]
dy
and
P
(
D¯r = t
)
= 0.
Remark 3.2.
(i) The assumption µ(0,∞) = ∞ is to make sure D¯ is strictly increasing almost
surely. Hence D is also strictly increasing almost surely, as a consequence, E and
ES are continuous almost surely. This assumption is indispensable for Lemma 3.1,
we refer the reader to Lemma 2.1 in [3] for more details.
(ii) According to Lemma 3.1 and equation (3.3), there exists a Borel null set B ⊂
(0,∞) such that, for every r ∈ (0,∞) and t ∈ (0,∞) \B, we have
P
(
Dr = t
)
= 0.
Next, recall that
Et = inf{s > 0 : Ds > t}.
By the definition of ES, it’s easy to see that
ESt = Et ∧ S. (3.4)
We need the following representation for the distribution of ESs for s > 0.
Lemma 3.3. For every s, r > 0, we have
P(ESs 6 r) = 1− e
−ar
(
1− P(Dr > s)
)
. (3.5)
Moreover, we also have
P(ESs 6 r) = 1− e
−ar
(
1− P(D¯r > s− kr)
)
. (3.6)
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Proof. Note that D and S are independent. Then, according to (3.4), we have
P(ESs 6 r) = 1− P(Es ∧ S > r)
= 1− P(Es > r)P(S > r)
= 1− e−ar
(
1− P(Es 6 r)
)
= 1− e−ar
(
1− P(Dr > s)
)
,
which implies (3.5). Next, (3.6) follows by using (3.3). We finish the proof. 
Similarly as in [3], let us define G(0) = 0 and
G(x) =
∫ x
0
w(t) dt
for x > 0. Then, G(x) is a continuous function on [0,∞) with G′(x) = w(x) on (0,∞).
It follows that, by using (3.5), Remark 3.2 (ii) and the integration by parts formula, for
every t, r > 0, ∫ t
0
w(t− s)P(ESs 6 r) ds
= −
∫ t
0
P(ESs 6 r) dG(t− s)
= G(t) +
∫ t
0
G(t− s) dsP(E
S
s 6 r)
= G(t)− e−ar
∫ t
0
G(t− s) dsP(Dr 6 s)
= G(t)− e−arE[G(t−Dr)1{t>Dr}]. (3.7)
We also need the following result.
Lemma 3.4. For the G defined above, we have∫ t
0
w(t− s)
(
u(s, x)− u(0, x)
)
ds
=
∫ ∞
0
e−arE[G(t−Dr)1{t>Dr}]LTrf(x) dr. (3.8)
Proof. By using the Fubini’s theorem, we have∫ t
0
w(t− s)
(
u(s, x)− u(0, x)
)
ds
=
∫ t
0
w(t− s)
(∫ ∞
0
(
Trf(x)− f(x)
)
drP(E
S
s 6 r)
)
ds
=
∫ ∞
0
(
Trf(x)− f(x)
)
dr
(∫ t
0
w(t− s)P(ESs 6 r) ds
)
.
By using (3.7) and the integration by parts formula again, we get∫ t
0
w(t− s)
(
u(s, x)− u(0, x)
)
ds
= −
∫ ∞
0
(
Trf(x)− f(x)
)
dr
(
e−arE[G(t−Dr)1{t>Dr}]
)
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=∫ ∞
0
e−arE[G(t−Dr)1{t>Dr}]LTrf(x) dr
=
∫ ∞
0
e−arE[G(t−Dr)1{t>Dr}]LTrf(x) dr.
We finish the proof. 
Now, we are in a position to give the proof of our main result.
Proof of Theorem 2.1. We will prove the existence firstly, and then prove the unique-
ness.
(i) (Boundedness an continuity) Firstly, recall that
u(t, x) = E
(
TESt f(x)
)
=
∫ ∞
0
Trf(x) dr
(
P(ESt 6 r)
)
.
Then, for f ∈ D(L), we have
sup
t>0
‖u(t, ·)‖ = sup
t>0
‖
∫ ∞
0
Trf(·) drP
(
ESt 6 r
)
‖
6 sup
r>0
‖Trf(·)‖ 6M‖f‖ <∞, (3.9)
where M is a bound of (Tt)t>0.
In the following, we aim to prove, for fixed t > 0,
u(t, ·) ∈ D(L) and Lu(t, x) = E
(
TESt Lf(x)
)
. (3.10)
For this, let t > 0 be fixed, Ft(r) be the distribution function of E
S
t and (F
n
t (r))n>1 be a
sequence of simple increasing and right continuous functions such that
lim
n→∞
sup
r>0
|F nt (r)− Ft(r)| = 0
and
Fn,t(r) 6 Ft(r), for all r > 0.
Let
un(t, x) =
∫ ∞
0
Trf(x) dF
n
t (r).
It follows that,
‖un(t, ·)− u(t, ·)‖
6 sup
r>0
‖Trf‖ sup
r>0
|F nt (r)− Ft(r)|
→ 0,
as n→∞. Now, due to (3.1), we immediately get un(t, ·) ∈ D(L) and
d
dt
un(t, x) = Lun(t, x) =
∫ ∞
0
TrLf(x) dFn,t(r).
Moreover, since
lim
n→∞
Lun(t, x) =
∫ ∞
0
TrLf(x) dFt(r) = Lu(t, x).
Then, by using the closed property of operator L, we deduce that u(t, ·) ∈ D(L) and
Lu(t, x) =
∫ ∞
0
TrLf(x) dFt(r) = E
(
TESt Lf(x)
)
. (3.11)
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This completes the proof of statement (3.10). Next, by taking a similar proof as in (3.9),
we also have
sup
t>0
‖Lu(t, ·)‖ <∞.
Finally, since (Tt)t>0 is a strongly continuous semigroup on B with supt>0 ‖Tt‖ < ∞
and t → ESt is continuous almost surely (see Remark 3.2 (i)). Then, by applying the
dominated convergence theorem t→ u(t, ·) and t→ Lu(t, ·) are continuous in (B, ‖ · ‖).
(ii) (Existence) In the following, we prove that u is a solution of our equation. Firstly,
by Lemma 3.1, (3.5) and (3.6), we have P(ESs 6 r) = 1 for s 6 kr and
P(ESs 6 r) = 1− e
−ar
(
1−
∫ r
0
E
[
w(s− kr − D¯y)1{s−kr>D¯y}
]
dy
)
for s > kr. It follows that,∫ t
0
P(ESs 6 r) ds
= t ∧ (kr) +
∫ t
t∧(kr)
P(ESs 6 r) ds
= t ∧ (kr) + 1{kr<t}(t− kr)(1− e
−ar)
+ 1{kr<t}e
−ar
E
∫ r
0
(∫ t
kr
w(s− kr − D¯y)1{s−kr>D¯y} ds
)
dy
= t ∧ (kr) + 1{kr<t}(t− kr)(1− e
−ar)
+ 1{kr<t}e
−ar
E
∫ r
0
G(t− kr − D¯y)1{t−kr>D¯y} dy. (3.12)
Then, by (3.11), (3.12) and Fubini’s theorem, we get∫ t
0
Lu(s, x) ds
=
∫ t
0
(∫ ∞
0
TrLf(x) drP(E
S
s 6 r)
)
ds
=
∫ ∞
0
TrLf(x) dr
(∫ t
0
P(ESs 6 r) ds
)
= E
∫ t/k
0
TrLf(x)
(
k − k(1− e−ar) + ae−ar(t− kr)
− ae−ar
∫ r
0
G(t− kr − D¯y)1{t−kr>D¯y} dy
+ e−arG(t− kr − D¯r)1{t−kr>D¯r}
− ke−ar
∫ r
0
w(t− kr − D¯y)1{t−kr>D¯y} dy
)
dr
=: I1 + I2 + I3, (3.13)
where
I1 := E
∫ t/k
0
TrLf(x)e
−arG(t− kr − D¯r)1{t−kr>D¯r} dr,
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I2 := kE
∫ t/k
0
TrLf(x)e
−ar
(
1−
∫ r
0
w(t− kr − D¯y)1{t−kr>D¯y} dy
)
dr,
and
I3 := E
∫ t/k
0
TrLf(x)
(
ae−ar(t− kr)
− ae−ar
∫ r
0
G(t− kr − D¯y)1{t−kr>D¯y} dy
)
dr.
For I1, we have
I1 = E
∫ t/k
0
TrLf(x)e
−arG(t− kr − D¯r)1{t−kr>D¯r} dr
=
∫ t/k
0
TrLf(x)e
−ar
E[G(t−Dr)1{t>Dr}] dr
=
∫ ∞
0
TrLf(x)e
−ar
E[G(t−Dr)1{t>Dr}] dr.
It follows that, by using (3.8), we get
I1 =
∫ t
0
w(t− s)
(
u(s, x)− u(0, x)
)
ds. (3.14)
For I2, by using the Fubini’s theorem and the integration by parts formula, we get
I2 = k
∫ t/k
0
TrLf(x)e
−ar
(
1− E
∫ r
0
w(t− kr − D¯y)1{t−kr>D¯y} dy
)
dr
= k
∫ t/k
0
TrLf(x)
(
1− P(Et 6 r)
)
dr
= k
∫ ∞
0
(
1− P(Et 6 r)
)
dr(Trf(x)− f(x))
= k
∫ ∞
0
(Trf(x)− f(x)) drP(Et 6 r)
= k(u(t, x)− u(0, x)) (3.15)
Next, since ∫ t
0
u(s, x) ds
=
∫ t
0
(∫ ∞
0
Trf(x) drP(Es 6 r)
)
ds
=
∫ ∞
0
Trf(x) dr
(∫ t
0
P(Es 6 r) ds
)
=
∫ ∞
0
Trf(x) dr
(∫ t
0
P(Es 6 r) ds− t
)
= f(x)t−
∫ ∞
0
( ∫ t
0
P(Es 6 r) ds− t
)
dr(Trf(x))
= f(x)t−
∫ ∞
0
TrLf(x)
( ∫ t
0
P(Es 6 r) ds− t
)
dr,
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where we have used the integration by parts formula in the third equality. Furthermore,
by (3.12), we obtain ∫ t
0
u(s, x) ds
= f(x)t−
∫ ∞
0
TrLf(x)
( ∫ t
0
P(Es 6 r) ds− t
)
dr
= f(x)t−
∫ t/k
0
TrLf(x)
( ∫ t
0
P(Es 6 r) ds− t
)
dr
= f(x)t + E
∫ t/k
0
TrLf(x)e
−ar
(
(t− kr)
−
∫ r
0
G(t− kr − D¯y)1{t−kr>D¯y} dy
)
dr
= f(x)t + I3/a.
Therefore, we get
I3 = a
( ∫ t
0
u(s, x) ds− f(x)t
)
. (3.16)
Now, combining (3.13)-(3.16) together, for every t > 0, we obtain∫ t
0
Lu(s, x) ds =
∫ t
0
w(t− s)
(
u(s, x)− u(0, x)
)
ds
+ k(u(t, x)− u(0, x)) + a
( ∫ t
0
u(s, x) ds− f(x)t
)
,
which implies that
(k∂t + ∂
w
t )u(t, x) = (L − a)u(t, x) + af(x)
by using the continuity of t→ u(t, ·) and t→ Lu(t, ·) in (B, ‖ · ‖).
(iii) (Uniqueness) Suppose that u˜(t, x) is another solution of equation (2.1) with u˜(0, x) =
f(x) in the sense of Theorem 2.1. It follows that v(t, x) := u˜(t, x) − u(t, x) is a solution
of the following homogenous equation{
(k∂t + ∂
w
t )v(t, x) = (L − a)v(t, x), t > 0,
v(0, x) = 0.
Hence, for every t > 0, we have
k v(t, x) +
∫ t
0
w(t− s)v(s, x) ds =
∫ t
0
(L − a)v(s, x) ds. (3.17)
Next, let V (λ, x) :=
∫∞
0
e−λtv(t, x) dt be the Laplace transform of t → v(t, x). It is easy
to see that V (λ, ·) ∈ B for every λ > 0 and
‖V (λ, ·)‖ 6
1
λ
sup
t>0
‖v(t, ·)‖.
In addition, by taking a similar procedure as in the proof of (3.10), we have, for every
λ > 0, V (λ, ·) ∈ D(L),
LV (λ, ·) =
∫ ∞
0
e−λtLv(t, ·) dt
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and
‖LV (λ, ·)‖ 6
∫ ∞
0
e−λt‖Lv(t, ·)‖ dt 6
1
λ
sup
t>0
‖Lv(t, ·)‖.
Now, by taking Laplace transform on both sides of (3.17), we get
V (λ, x)
(
k +
∫ ∞
0
e−λsw(s) ds
)
=
1
λ
(L − a)V (λ, x). (3.18)
It follows that
LV (λ, x) = V (λ, x)
((
k +
∫ ∞
0
e−λsw(s) ds
)
λ+ a
)
= φ(λ)V (λ, x).
That is, we have obtained (
φ(λ)−L
)
V (λ, x) = 0.
Next, recall that, for every λ > 0, the resolvent (λ− L)−1 exists (see, e.g., p.159 in [1]).
Hence, V (λ, ·) = 0 for every λ > 0. Finally, according to the uniqueness of the Laplace
transform, we obtain v(t, ·) = 0 in B for every t > 0. Therefore, u˜(t, ·) = u(t, ·) in B for
every t > 0. We finish the proof.
4. An example
In this section, we present an example to explain our result. Let B = (Bt)t>0 be
a Rd-valued standard Brownian motion. Let N(dt, dx) be a Poisson random measure
on (R+ × (Rd − {0})) with intensity measure ν(dx) and denoted its compensator by
N˜(dt, dx) := N(dt, dx)−ν(dx) dt. We consider the Rd-valued process Markov Y = (Yt)t>0
which is the unique strong solution of the following equation
dYt = b(Ys−) ds+ σ(Ys−) dBs +
∫
‖x‖<1
F (Ys−, x)N˜(ds, dx)
+
∫
‖x‖>1
G(Ys−, x)N(ds, dx),
where b : Rd → Rd, σ : Rd → Rd×d, F : Rd × Rd → Rd and G : Rd × Rd → Rd are
measurable functions satisfying the classical Lipschitz and linear growth conditions (see,
e.g., p. 365 in [1]). For f ∈ C0(R
d), let
Ttf(y) := E(f(Yt)|Y0 = y).
Then (Tt)t> is the semigroup in the Banach space C0(R
d). Its generator is
Af = bi(y)(∂if)(y) +
1
2
aij(y)(∂i∂jf)(y)
+
∫
|x|<1
(
f(F (y, x) + y)− f(y)− F i(y, x)(∂if)(y)
)
ν(dx)
+
∫
|x|>1
(
f(G(y, x) + y)− f(y)
)
ν(dx).
with C20 (R
d) ⊂ D(A).
According to Theorem 2.1, we immediately have the following corollary.
Corollary 4.1. Under the conditions of Theorem 2.1. For every f ∈ C20(R
d), the function
u(t, y) := E
(
f(YESt )|Y0 = y
)
, t > 0,
11
is the unique solution of the equation{
(k∂t + ∂
w
t )u(t, y) = (A− a)u(t, y) + af(y), t > 0,
u(0, y) = f(y),
in the strong sense (i.e., in the sense of (i)-(iv) as in Theorem 2.1).
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