We describe a wavelet collocation method of computing numerical solutions to evolution equations that inherit energy conservation law. This method is based on the wavelet sampling approximation with Coifman scaling systems combined with the generalized energy integrals. In this paper, we shall focus on the theoretical background of our approach.  2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Introduction
Many authors have used wavelets in their studies, theoretical and computational, of partial differential equations (e.g., [1] [2] [3] [4] 8, 13, 15] ). In particular, wavelets have been successfully applied to compute numerical solutions to nonlinear partial differential equations. A crucial role in the design of such methods is played by a good localization property of wavelets in space as well as in frequency.
The purpose of this paper is to propose a new procedure of designing an energy conserving numerical scheme based on a wavelet collocation method in the x variable, which gives us a system of ordinary differential equations in the t variable. We use the Coifman wavelet system which consists of compactly supported orthogonal scaling functions.
Recall that in 1900, Hadamard and Weber independently used the energy integral to prove the uniqueness of the solution of the linear wave equation [9] . Our approach is to combine a wavelet approximation (the method of lines) with the generalized energy integrals, that we proposed before, in order to obtain a new algorithm with accuracy of high order ( [11] and [12] ). This approach gives us finite difference schemes satisfying the energy conservation property, which are expected to have physically reasonable numerical solutions. Concerning numerical schemes which satisfy conservation laws, let us mention [7, 10, 14, 16, 17] for recent development.
The contents of this paper are as follows: in Section 2, we recall some facts of wavelet theory. In Sections 3 and 4, we explain a combination of the semi-discretization by the wavelet collocation method and the generalized energy integral, which enables us to get an energy conserving numerical scheme. As a nonlinear model, we study Burgers' equation with a viscosity term. Finally in Section 5, we state our conclusion. This is the full paper corresponding specifically to [21] .
Preliminary properties of wavelet
We begin by recalling the following definition of wavelets (cf. [5, 6, 18] ). A compactly supported multiresolution analysis (MRA) is a sequence (V j ) j ∈Z of closed subspaces of L 2 (R) verifying the following properties:
Moreover, there exists a compactly supported function ϕ, which shall be called scaling function such that, if we define ϕ j,k by
the set {ϕ j,k : k ∈ Z} is an orthonormal basis for V j .
We use the Coifman scaling function which is described in [6, 19] . Let us recall the fundamental properties of this function.
The Coifman scaling function ϕ of degree N has the following properties:
(1) ϕ has a compact support.
Remark 1.
In this paper, we do not use the corresponding wavelet ψ (the coiflet).
To prove Theorem 4 we recall the following well-known lemmas.
Lemma 2.
If F belongs to C N , then for all x and a,
Lemma 3. Let ϕ be the orthogonal Coifman scaling function of degree N , then
where we define 0 0 := 1.
Proof. See [19] for example. ✷
The crucial role of this Coifman scaling function is shown in Theorem 4.
Theorem 4. Let ϕ be the orthogonal Coifman scaling function of degree
Then, for 1 p ∞, we have
. ., where C ϕ,p,N is a constant depending only on ϕ, p and N .
Proof. Let us define F (s)
). By using Lemma 2, we have
Therefore, in view of Lemma 3 and Fubini's theorem we obtain
Now we apply Hölder's inequality to the summation in k as follows:
where p satisfies 1/p + 1/p = 1 and C 1 is a constant depending on N, p and the
By using Minkowski's inequality with respect to the L p norm, we have
where we have made the substitution z = 2 j x − k. Now we apply again Hölder's inequality to the integral with respect to s as follows:
Then after the change of variable:
where
which completes the proof. ✷ Remark 5. Tian and Wells [20] have already given the estimate O(2 −jN ) for j = 1, 2, . . . in Theorem 4. However, we have worked out their proof to find the L p inequality with more explicit estimate where the constant C ϕ,p,N does not depend on f . Note that Theorem 4 gives us precise information about the choice of j for a given accuracy of approximation.
It is remarkable that the fine approximation S j (f ) is easy to compute since we need not compute the inner products f, ϕ j,k .
In the sequel, ϕ always means the Coifman scaling function of degree N .
A wavelet collocation method for the linear wave equation
Let u(x, t) belong to the Sobolev space W N,p (R) with respect to the x variable. Then from Theorem 4, we have
where J is a large fixed integer. This fact enables us to get an accurate approximation up to any given order with respect to the x variable. Therefore, we can approximate the unknown solution u of a partial differential equation by a semi-discretization u d defined as follows:
where c k (t) are functions of t to be determined. Note that we may expect
under a suitable smoothness condition on u. Now let us explain our approach by applying the wavelet approximation to a basic linear wave equation:
with the condition
In order to combine the wavelet approximation with the generalized energy integrals, we associate an energy density function corresponding to this (W) defined by
Note that, if u satisfies (W), then the corresponding energy integral is time invariant, i.e., 
This property is called the energy conservation law. We employ the energy integral (3) to get our numerical scheme. First of all, let us note that (W) is reduced to the semi-discrete version as follows: 
Furthermore, this time invariance holds if {c k (t)} satisfies the following system of ordinary differential equations
Proof. Plugging u d into (3) and differentiating the energy with respect to the t variable, we have
Since ϕ has a compact support, the integration by parts gives
Therefore, we have
Furthermore, we obtain We observe that H w [u d ] is expressed as a Hamiltonian after a suitable coordinate transformation. Therefore, we can employ the symplectic method to compute numerically {c k (t): k ∈ Z} up to a necessary order of approximation for the given initial condition {c k (0),ċ k (0): k ∈ Z} derived from u(· , 0) and u t (· , 0).
Burgers' equation
In this section, let us explain our method applied to Burgers' equation with a viscosity term and show the performance of this method.
We consider Burgers' equation
with a viscosity coefficient ν > 0, together with an initial condition,
and the boundary condition at infinity u(±∞, t) = 0 for t > 0.
Burgers' equation is the simplest example of a nonlinear partial differential equation incorporating both linear diffusion and nonlinear advection. Its solutions consist of stationary or moving shocks and capturing such behavior is an important simple test of a new numerical method [3] .
The equation may be solved analytically by the Cole-Hopf transformation, wherein it is observed that a solution of (B) may be expressed as
where φ = φ(x, t) is the solution of the heat equation
with initial condition
Now we define the generalized energy density corresponding to (B) by
Then the following theorem shows that (B) is expected as the "energy conservation" for (10). 
Theorem 7. Let u be a solution of (B) with the condition (7).
Proof. By using the integration by parts and (7), we have
Since u is a solution of (B), we obtain
which completes the proof. ✷ Let us consider a semi-discrete version of (B) given by (2) and {c k (t)} satisfies the following system of ordinary differential equation
Furthermore, this time invariance holds approximately if u d is defined by
and η k−l is the same as in (5).
Remark 9.
Before proceeding to the proof, note that when u is approximated by (2), then u 2 is approximated by
because we have
which shall be proved in Theorem 11, if f belongs to C N 0 (R) or more generally to W N,p (R) ∩ W N,∞ (R). The working hypothesis in the computation is the existence and regularity of the solution of (B) until the shock appears in the solution, although this will have to be checked at least numerically after computing the numerical solution. This being explained, we shall replace u 2 d by its approximation (12) in the following proof.
Proof. Because of (6), we have
Furthermore, from Remark 9, we obtain
which completes the proof. ✷
We obtain numerical solutions by computing Eq. (11) for {c k (t)}. Apparently (11) is not reduced to a Hamiltonian form and we have to adopt more traditional numerical methods, such as the Runge-Kutta method.
We prepare the following corollary of Theorem 4 in order to prove Theorem 11.
As is mentioned above, the following theorem enables us to approximate u 2 d by (12) . 
Firstly, by using Hölder's inequality and applying Theorem 4 and Lemma 3, we obtain
Secondly, by Corollary 10,
Therefore, if we choose C ϕ,p,N = 2 N C ϕ,p,N for example, it follows that
L p f W N,∞ , which completes the proof. ✷ 
Example 12.
In this example, we compare numerical solutions obtained by two distinct methods. The one is computed by WCM and then by the Runge-Kutta method, another is computed by a standard difference method called the forward time centered space method (FTCS). Furthermore, Burgers' equation can be solved analytically by the Cole-Hopf transformation. So, we compute the analytic solution and compare it with the numerical solutions. Figs. 1-3 illustrate the evolution of the solutions for a Gaussian initial condition u 0 (x) = e −8(x−1) 2 with x = 2 −5 , t = 0.001 and a viscosity coefficient ν = 0.01.
It follows that there is no discernible difference between the profiles of the numerical solutions of WCM and those of the analytic solution. Apparently the profile computed by FTCS exhibits an analogue of the Gibbs phenomenon as depicted in Fig. 2 .
Conclusion
In this paper, we have proposed a natural efficient numerical scheme for computing numerical solutions to evolution equations up to a given order of accuracy. Firstly, numerical solutions are approximated by the wavelet collocation method using the Coifman scaling functions with respect to the x variable and secondly, a system of ordinary differential equations is obtained via the generalized energy integrals in such a way that the numerical solutions enjoy the energy conservation property. Then, the system of ordinary differential equations are numerically solved by suitable methods such as the symplectic method or the Runge-Kutta method. In conclusion, we have shown that our numerical scheme based on a wavelet collocation method is accurate, easy to implement and sufficiently flexible to handle nonlinear terms.
