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Abstract 
New schemes for developing iterative algorithms based on a special nonlinear (muttiplicative) transformation are 
proposed. These schemes are applied to computing positive solutions of nonlinear equations. 
Modifications of multiplicative algorithms which use parallel and coordinatewise cheme of iterations are considered. 
Convergence theorems are proved. Multiplicative algorithms are used for solving some problems of urban planning, 
transportation research, and image reconstruction which can be described by the problem of entropy maximization. 
Results of computation experiments are included. 
Keywords: Nonlinear equations; Multiplicative algorithms; Positive solutions 
I. Introduction 
The problem of searching positive solutions for nonlinear equations often occurs in applications. 
In particular, this arises in the problem of constrained entropy maximization; in terms of the latter, 
the models of urban and regional planning [10, 11], distributions of transportation flows [6], and 
image reconstruction [4, 5, 8-1 are described. In these models the variables x mean the values of the 
image density function, flows on the arcs of a transportation network, or service densities in the 
microregions of urban territory. The admissible set of variables x = {xl, ..., Xm} is a polyhedron 
characterized by the matrix T with nonnegative elements. The optimality criterion is the informa- 
tion entropy H(x) by which the stochastic mechanisms for forming the variables in the problems 
mentioned above are described. 
Let us consider the conventional mathematical model for these problems: 
H(x) ~ max, x ~ 3nt~, (1.1) 
where 
0 = {x: Tx = 1}; (1.2) 
{x: xj ~> O, j e 1, . . . ,m} or 
3= {x: O<~xi<~G~, j~l  , . . . ,m}.  (1.3) 
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T is an (r x m) matrix, where r < m: 
tkj/>O, k61 , . . . , r ,  j61 , . . . ,m,  (1.4) 
and Gj is a nonnegative parameter. 
Usually, three types of entropy functions are considered in these problems (Boltzmann, Fermi, 
and Einstein statistics, respectively): 
m 
- ~ x. In x~, (1.5) 
n= 1 ea 
H(x) ~ x,  In 
Xn(1 an) = - + (G, - x,)ln(G, - x,), (1.6) 
n= 1 an 
~x,  In - (G, + x,)ln(G, + x,), (1.7) 
X._.~ n 
n= 1 an 
where a, and G, are parameters of the entropy functions. 
Using the Lagrange method, we can reduce the problem (1.1) and (1.2) to solve the equations 
fk (Z)=l ,  ke l , . . . , r ,  (1.8) 
where 
A(z) = 
, an tkn G, 
~=1 l l j= l  j 
an Gn tkn 
_ ) r ,=1 a ,+(1  a, I-lj= 1 Z! J "  ' 
3 
an Gn tkn 
r tj n ' 
1=1 I-~j=IZ i - -an  
(1.9) 
(1.10) 
(1.11) 
for entropy functions (1.5)-(1.7), respectively, 
Zk = exp(2k) > 0, 
where 2k is the Lagrange multiplier for problem (1.1) and (1.2). 
Thus, the problem of entropy maximization in (1.1) and (1.2) is reduced to the search for 
nonnegative solutions (z* ~> 0) for Eqs. (1.8)-(1.11). To solve these, one-step iteration methods are 
used. 
In one-step iteration methods, the approximation x s of the solution x*, which is obtained at 
iteration s, determines completely the approximation x s + a, i.e., 
x ~+1 = B(x~), x ~ ~m, (1.12) 
where B is an operator of the iteration process I-2, 7, 9]. 
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The variety of iteration methods is generated by choosing the operator B. In this paper, we 
consider one-step iteration methods developed in the frameworks of multiplicative schemes 
introduced in [3]: 
B(x~) = x~ ® P( x~, 7), (1.13) 
where ® is a componentwise multiplication, p(x, 3') is a correcting operator, and 7 is a control 
parameter. 
This paper is devoted to studying the convergence of multiplicative algorithms used in searching 
nonnegative (positive) solutions for nonlinear equations and includes the results of computational 
experiments. 
2. Problem posing and the convergence theorem 
Let us consider the system 
f (x)  = 1, (2.1) 
where x ~ ~", f :  ~m ~ ~,. is a continuous vector function, and 1 is the vector with components 
equal to 1. 
Assume that system (2.1) has the unique solution x*/> 0. 
To solve Eq. (2.1), we use the multiplicative algorithm with the parallel scheme 
x~+l=x~if~r(x~), 7>0,  i e l , . . . ,m,  (2.2) 
or the multiplicative algorithm with the coordinatewise scheme: 
x~ +1 x~f /~(x] , . . ,  s s ... x~,), i t l  ,l, = ,X i ,X l+ l ,  ~ , . . .  
xs+l  s f7  / '~s + 1 xT+l  s s l+j = X l+ j  J l+ j~ "~1 , . . . ,  ,Xt+l, ... ,Xt+r), j6  1, ... ,Z, 
m=l+r .  
(2.3) 
Let us consider the set ~ c ~+ containing the solution x*. The algorithm is called ~-convergent if 
there exist positive scalar a(~) and 7 such that for all the initial points x ° ~ ~ and 0 < 7 < a(~) the 
algorithm converges to x* linearly in the neighborhood of x* (see [1]). 
Theorem. Assume that the followin9 conditions are satisfied for Eqs. (2.1): 
(a) f (x) is twice continuously differentiable for x ~ ~m; 
(b) the matrix J (x*) = [ xiOfi / 0Xk]x* is Hurwitz (all its eioenvalues have negative real parts); 
(c) there exist scalar e > 0 and 7(e) > 0 such that [Ix s -  x* [I ~ e l  or all 7 ~ (0,7(e))and x° 6 ~, 
beginnin9 with some s > So. Then the algorithms in (2.2) and (2.3) are ~-convergent. 
The proof of the theorem is given in the Appendix. 
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Remark. Let us consider the case 
fi(x)~>0 ( ie l , . . . ,m)  fo ra l lxeR~.  (2.4) 
Then the multiplicative algorithm in (2.1) and (2.2) can be reduced to the additive form by taking 
the logarithm and using the variable change 
Yl = In xi. 
The additive form of (2.1) and (2.2) is 
y~+l = y~ + V In F i (y  ~) (i e 1, ... ,m)  (2.5) 
for algorithms with the parallel scheme and 
yf+l = y~. + 71n F~(y] . . . .  ,y~,y~+,, ... ,y~,), 
(2.6) 
yS+ 1 s t+j = yl+j  + v ln Fi(y]+ l,  ... , y~+ l, y~+ l, --. ,Ym),s 
for algorithms with the coordinatewise cheme, where 
Fi(y) =f~(e yl, ..., eYm). (2.7) 
The convergence onditions for these algorithms are also given by the theorem. 
3. Computational experiments 
The problems of the entropy maximization on the set constrained by the linear equalities 
(1.1)-(1.4) are considered in order to study the computational properties of multiplicative algo- 
rithms. 
To solve Eqs. (1.8)-(1.11), the multiplicative algorithms with the parallel scheme, 
Z~ +1 = ZgfkV(ZS), ke  1, ... ,r, (3.1) 
and coordinatewise cheme, 
Z~;- 1 = Z~ 1 f~a (z[, ..., z]), 
z~i~ 1= z~ f]  (z~, ..., z~1-1, Zg~- 1, Z~ 1 + 1, " " ,  ZrS), 
(3.2) 
kl = arg max[1 --fk(ZS)[, kE  1, ... ,r, k ~ k l ,  
k 
have been used. 
A macrosystem with the complete consumption ofresources was chosen for the numerical study 
of multiplicative algorithms. For this system the problem (1.1)-(1.4) describes the model of 
stationary states. This model parameters can be interpreted as follows: a, is the probability of 
a state occupation; G, is the capacity of the set of close states; and tk, is the specific normed 
consumption of the kth resource. The model variables characterize the macrostates in the system, 
while the solution of problem (1.1)-(1.4) determines the realizable stationary macrostate. Model 
(1.1)-(1.4) is conventional for the problems mentioned in Section 1. 
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Table 1 
31 
MBCP: sum(n[ j ]  ln(n[j]/ea[j]G)) --. max: 
sum(t[k , j ]n[ j ] )  = 1, k = 1,r 
m = 7, r = 5, d = 30.0, capacity of subsets = 50.0 
gamma = 2.70, delta = 0.000001000 
Initial po ints  Result 
z[1] = 10.0 z[1] = 196.40597900 
z[2] = 10.0 z[2] = 3.10624962 
z[3] = 10.0 z[3] = 8939.86464720 
z[4] = 10.0 z [4 ]= 0.00000151 
z[5] = 10.0 z[5] = 37511.90035900 
norm = 0.00000100 s = 760 absmax 
nn[1]  = 1.6682 7.0424 
nn[2]=l .0011 10.1315 
nn[3]  = 1.0014 7.5331 
nn[4]  = 1.0025 0.7059 
nn[5]  = 1.0041 6.5175 
nn[6]  = 0.9306 10.0823 
nn[7]  = 1.0754 7.9872 
gamma = 2.70, delta = 0.000001000 
Initial po ints  
z [ l ]  = 100.0 
z[2] = 10.0 
z[3] = 10.0 
z [4 ]= 10.0 
z[5] = 10.0 
norm= 0.00000099 s = 760 
nn[1]  = 1.6682 
nn[2]  = 1.0011 
nn[3]  = 1.0014 
nn[4]  = 1.0025 
nn[5]  = 1.0041 
nn[6]  = 0.9306 
nn[7]  = 1.0754 
Result 
z[1] = 196.40598623 
z[2] = 3.10624921 
z[3] = 8939.86847910 
z[4] = 0.00000151 
z [5 ]=37511.91221200 
absmax 
7.0424 
10.1315 
7.5331 
0.7059 
6.5175 
10.0823 
7.9872 
gamma = 2.70, delta = 0.000001000 
Initial po ints  
z [1 ]=100.0  
z[2] = 100.0 
z [3 ]=100.0  
z [4 ]= 10.0 
z[5] = 10.0 
Result 
z[1] = 196.40598650 
z[2] = 3.10624919 
z[3] = 8939.868624000 
z[4] = 0.00000151 
z[5] = 37511.91266000 
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Tab le  1 (cont inued)  
norm= 0.00000099 s = 756 absmax 
nn[-1] = 1.6682 7.0424 
nn[2]  = 1.0011 10.1315 
nn[3]  = 1.0014 7.5331 
nn[4]  = 1.0025 0.7059 
nn[5]  = 1.0041 6.5175 
nn[6] = 0.9306 10.0823 
nn[7]  = 1.0754 7.9872 
Tab le  2 
MBCK: sum (n[ j ]  ln(n[j] /ea[j]  G)) ~ max: 
sum(t[k , j ]n[ j ] )  -- 1, k = 1,r 
m = 7, r = 5, d = 30.0, capac i ty  of  subsets  = 50.0 
gamma = 7.70, delta = 0.000001000 
Init ial  po ints  
z[1]  = 10.0 
z{2] = 10.0 
z[3]  = 10.0 
z[4]  = 10.0 
z[53 = lO.O 
norm= 0.00000099 s = 109 
nn[1]  = 1.6682 
nn[2]  = 1.0011 
nn[3]  = 1.0014 
nn[4]  = 1.0025 
nn[5]  = 1.0041 
nn[6]  = 0.9306 
nn[7]  = 1.0754 
Resul t  
z [1]  = 
z[2]  = 
z[3]  = 
z [4]  = 
z [5]  = 
absmax 
7.0424 
10.1315 
7.5331 
0.7059 
6.5175 
10.0823 
7,9872 
196.40792408 
3.10616218 
8940.62887900 
0.00000151 
37514.05806600 
gamma = 7.70, delta = 0.000001000 
Init ial  po ints  
z [1]  = 100.0 
z[2]  = 100.0 
z[3]  = 10.0 
z[4]  = 10.0 
z[5] = 10.0 
norm = 0.00000058 s = 92 
nn[1]  = 1.6682 
nn[2]  = 1.0011 
nn[3]  = 1.0014 
nn[4]  = 1.0025 
nn[5]  = 1.0041 
nn[-6] = 0.9306 
nn[7]  = 1.0754 
Resul t  
z[1]  = 196.40649719 
z[2]  = 3.10616148 
z[3] = 8940.60875040 
z[4]  = 0.00000151 
z[5]  = 37513.95430100 
absmax 
7.0424 
10.1315 
7.5331 
0.7059 
6.5175 
10.0823 
7.9872 
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Table 2 (continued) 
gamma = 7.70, delta = 0.000001000 
Initial points Result 
z[1] = 100.0 z[1] = 196.40734081 
z[2] = 100.0 z[2] = 3.10616815 
z[3] = 100.0 z[3] = 8940.60149250 
z[4] = 10.0 z[4] = 0.00000151 
z[5] = 10.0 z[5] = 37514.34194700 
norm=0.00000085 s = 98 absmax 
nn[1] = 1.6682 7.0424 
nn[2] = 1.0011 10.1315 
nn[3] = 1.0014 7.5331 
nn[4] = 1.0025 0.7059 
nn[5] = 1.0041 6.5175 
nn[6] = 0.9306 10.0823 
nn[7] = 1.0754 7.9872 
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Mult ipl icative algorithms were investigated numerical ly by means of the test problem with the 
fol lowing parameters:  
sin 2___~ n dbkl bkn 
a, = x /m , tkl = Gc k , tkn = --Ck ' n >~ 2. 
bnn=an,  ne l , . . . , r ,  
bk ,=gtnexp( -v lk -n l ) ,  k , / :n ,  ke l , . . . , r ,  
bkn=,,//-klnan, ke l , . . . , r ,  ner+l , . . . ,m,  t in=l+an,  Ck= ~bkn.  
n=l  
(3.3) 
The test prob lem is determined by the parameters d, v, and G. 
Tables 1 (MBCP)  and 2 (MBCK)  contain the solutions of problems (1.1)-(1.4) obtained by using 
algor ithms (3.1) and (3.2), respectively. The following notat ion is used: B means the problem with 
the entropy functions like in (1.5); C is the feasible set (1.2); P and K mean the algorithms (3.1) and 
(3.2), respectively; gamma = 7; nn [n] = xn. 
I terat ions are control led by the value 
norm = 1 - fk (z ' ) )  2 . 
The stopping rule is norm ~< delt. 
The analysis of computat iona l  experiments showed that: 
(a) computat ion  time does not depend essentially on the initial point; 
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(b) the degree of convergence of algorithm (3.2) is significantly higher than that of (3.1); in 
particular, in the "ravineous" problems; 
(c) algorithms (3.1) and (3.2) have a very high degree of convergence far from the solution and 
a very low one in its small neighborhood. 
In all the experiments he norm (norm) was reduced to 10-15% of its starting value in 5-10 
iterations, with the initial points taken from a very broad range. 
Append ix  
Lemma A.1. Let the (mx m) matrix A be Hurwitz (i.e., all its eigenvalues have negative real parts). 
Then there exists a matrix U, a norm II • I Iu = (u . ,  .) in the space C m of complex-valued vectors, and 
scalar 2A > 0 and YA > 0 such that 
II(E + ~'Z)z IIv ~< (1 - y2A)IIzlIu (m.1) 
for all 7 e (0, Ya) and z ~ C m. 
Proof. Let us consider the matrix U satisfying the Lyapunov equation with the matrix A, 
UA + A r U = - E. (A.2) 
Since A is Hurwitz, the solution of this equation is such that 
U>0 and U '=U.  (A.3) 
The following inequalities hold: 
flmin I[xdl 2 ~< Ilxllu ~< ~max Ilxl[ 2, (m.4) 
where ~min and ~max are the minimum and maximum eigenvalues ofthe matrix U, respectively, and 
I['11 is the Euclidean orm. 
Then 
I[(E + yh)zl lv = (U(E + 7A)z, (E + ?A)z) 
= Ilzllu + ~((UA + aru)z ,z )  + ~211hzllu. 
According to (2), we obtain 
II(E + ~a)zllu = [[zllu - 71[eli 2 + 72 I[hzllu. 
Let tma xbe the maximum eigenvalue of the matrix A. Using the inequalities in (A.4), we obtain 
II(E + vA)zHv ~< 1 Y + ~maxl'/max Ilzllu. 
/[2max /2mi n ./I 
If 
1 /-~mi n 1 
~) < ~)A 2 ~rnax ~max ~2max 
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then (11) 
II(E + 7A)zl lu • 1 -~ 7 Ilzllv 
= (1 - 72a) llzllu, 
where )-A ----- 1/2/Zmax- [] 
Proof of the Theorem. Denote w = x - x*. By virtue of condition (a) of the Theorem, there exists 
a 6 > 0 and the neighborhood 
(;w = {w: Ilwll ~< ~} c ~ (A.5) 
such that for all w ~ (gw, algorithms (2.2) and (2.3) can be represented as 
w ~+1 = (E + 7B(x*,7))w ~ + 7F(w~+a,w~,7), (A.6) 
where the matrix B(x*,7) and vector function F(w s+~, w ~, 7) characterize the linear part and 
remainder of the Taylor series, respectively. For algorithm (2.2) we have 
B(x*,7) = J (x*)  = [bj.(x*); j ,  ne  1, . . . ,m] ,  
F(wS+ 1, w ~, 7) = f~(w~), 
~fJx. bi,(x* ) = x j - -  . 
For algorithm (2.3) we have 
w = {u ,v} ,  u = {u , ,  . . . ,u~},  
B(x*,7) = J(x*) + TO(x*), 
F(w~+ 1, w ,, 7) = T(x*,  7) f2( ws+ 1, wS), 
v=.{vx . . . .  ,v,}, l+r=m,  
(A.7) 
(A.8) 
(A.9) 
(A.10) 
(A.11) 
D(x.) = I0 0 ] (A.12) 
B3(x*)BI (x*)  B3(x* )B2(x* ) '  
[E 01 (A.13) T(x*,7)= 7B3(x, ) E '  
Bl(X*) = [b,k(X*);i,k e 1, ... ,1], 
(A.14) 
B2(x*) = B'3(x*) = [bi.l+k(X*); i e  1, ... ,l; ke  1 . . . . .  r]. 
Lemma A.2. Let the matrix B(x*,7) in (A.6) be like in (A.10), and let the matrix J(x*) be Hurwitz. 
Then there exists a scalar b > 0 such that for  all 0 < 7 < b the matrix B(x*,7) is Hurwitz. 
The proof of Lemma A.2 follows from the continuous dependence of matrix eigenvalues on the 
matrix elements. 
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Let us consider equality (A.6). It follows from Lemmas A.1 and A.2 that there exist a matrix 
U (for example, U is the solution of the Lyapunov equation with the Hurwitz matrix B(x,* V)) and 
scalar 7n ~ (0, b) and #n > 0 such that 
II(E + 7 B(x*, j )wl lv ~< (1 - 7/~B)IIw]lv (A.15) 
for all 7 e (0,Tn). Consider the second term in (A.6). From (A.7) and (A.11) we have 
~#max IIf~(wS)ll for (A.7), 
IIF(wS+X,w%WIIu <~ [~max IIf~(w~+l,wS)ll for (A.1I). (A.16) 
Here we take into account hat II T(x*,J l l  = 1. 
In a neighborhood of (A.5), there exists c > 0 such that 
IIf~(w)ll ~< cllwll 2 ~< c Ilwllu. (A.17) 
/2min 
Thus, it follows from (A. 15) - (A. 17) that the following estimate holds in the neighborhood of (A.5): 
[Iw~+lllv ~< [(1 - 7~B) + cTKllwSllu] IIw~llv, (m.18) 
where 
max K- -  
#rain " 
Let us consider the neighborhood 
gw = {w: Ilwll ~< 61} ~ (~w" 
where 
61 = /~--~-~ 2c~c < 6. (A.19) 
Then for all w e Cw c Cw we obtain the following estimate from (A.18): 
IlwS+lllu <~ (1 - 7½PB)IlwSllu. (A.20) 
It follows from assumption (c) of the Theorem that there exists 7(61) > 0 such that for all 
7 e (0, 7(61)) processes (2.2) and (2.3) reach (~w- Denote a(~) = min(TB, 7(61)). Then for 7 e (0, a(~)) 
the algorithms in (2.2) and (2.3) ~-converge. [] 
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