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Gelfand–Zeitlin theory from the perspective of classical mechanics II
BERTRAM KOSTANT* and NOLAN WALLACH**
ABSTRACT. In this paper, Part II, of a two part paper we apply the results of [KW],
Part I, to establish, with an explicit dual coordinate system, a commutative analogue
of the Gelfand-Kirillov theorem for M(n), the algebra of n×n complex matrices. The
function field F (n) of M(n) has a natural Poisson structure and an exact analogue
would be to show that F (n) is isomorphic to the function field of a n(n−1)-dimensional
phase space over a Poisson central rational function field in n variables. Instead we
show that this the case for a Galois extension, F (n, e), of F (n). The techniques uses a
maximal Poisson commutative algebra of functions arising from Gelfand-Zeitlin theory,
the algebraic action of a n(n − 1)/2–dimensional torus on F (n, e), and the structure
of a Zariski open subset of M(n) as a n(n − 1)/2–dimensional torus bundle over a
n(n+ 1)/2–dimensional base space of Hessenberg matrices.
0. Part II continuation of Introduction
0.6. We recall some of the notation and results in Part I, i.e., [KW]. If k is
a positive integer then Ik = {1, . . . , k}. M(n) is the algebra of all n × n complex
matrices. If m ∈ In, then regard M(m) ⊂ M(n) as the upper left block of all
m × m matrices. If x ∈ M(n) then xm ∈ M(m) is the upper left principal m × m
minor of x. Using a natural isomorphism of (the Lie algebra) M(n) with its dual
space, M(n) becomes a Poisson manifold so that its affine ring O(M(n)) is a Poisson
algebra. For any k ∈ Z+ let d(k) = k(k + 1)/2. The subalgebra J(n) of O(M(n)),
generated by the symmetric polynomial Gl(m)-invariants of M(m) for all m ∈ In,
is a polynomial algebra with d(n) generators and more importantly it is a maximal
Poisson commutative subalgebra of O(M(n)).
In Part I we showed that the Poisson vector field ξf on M(n) corresponding to
any f ∈ J(n) is globally integrable onM(n) and a choice of generators of J(n) defines
an abelian Lie group A of dimension d(n − 1) operating on M(n). The orbits of
A are explicitly determined in Part I and the orbits are independent of the choice
of generators. One particular choice are the functions, pi(x), i ∈ Id(n), x ∈ M(n),
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where, for all m ∈ In, pd(m−1)+k(x), k ∈ Im, are the nontrivial coefficients of the
characteristic polynomial of xm.
A suitable measure on R and the Gram-Schmidt process define a sequence, φk(t),
k ∈ Z+, of orthogonal polynomials on R. LetWn be the span of φm−1, m ∈ In, and let
x ∈M(n) be the matrix, with respect to this basis, of the operator of multiplication by
t, followed by projection on Wn. The matrix x is Jacobi and for m ∈ In one recovers
the orthogonal polynomial φm as the characteristic polynomial of xm. In particular
the all important zeros of the orthogonal polynomials φm appear as the eigenvalues
of the xm. One motivation for our work here is to set up Poisson machinery to
deal with the eigenvalues of xm for any x ∈ M(n). In the course of setting up this
machinery we have obtained a number of new results. Some of these results have
appeared in Part I ([KW]). In the present paper, Part II, we will be concerned with
establishing a refinement of a commutative analogue of the Gelfand-Kirillov theorem.
The refinement refers to exhibiting an explicit coordinate system satisfying the Poisson
commutation relations of phase space. The coordinate system emerges from the action
of an algebraic group and the structure of M(n), obtained in Part I, as sort of a
cotangent bundle over the variety of Hessenberg matrices.
In more detail let MΩ(n) be the Zariski open (dense) subset of M(n) defined as
the set of all x ∈ M(n) such that xm is regular semisimple in M(m) for all m ∈ In
and such that the spectrum of xm−1, for m > 0, has empty intersection with the
spectrum of xm. In Part I MΩ(n) was shown to have the following structure: It is
a (C×)d(n−1) bundle over a d(n)-dimensional base space (d(n− 1) + d(n) = n2) base
space. The fibers are not only the level sets for the functions in J(n) but also the fibers
are the orbits of A in MΩ(n). The base space, denoted by be,Ω(n), is the intersection
be ∩MΩ(n) where be is the space of Hessenberg matrices. That is, x ∈ be if and only
if x is of the form
x =


a1 1 a1 2 · · · a1n−1 a1n
1 a2 2 · · · a2n−1 a2n
0 1 · · · a3n−1 a3n
...
...
. . .
...
...
0 0 · · · 1 ann


Also be,Ω(n) is Zariski dense in be. Theorem 2.5 in Part I concerning establishing a
beautiful property of be plays a major role here. In part II a “Lagrangian” property
of be plays a key role in showing the dual coordinates si, defined below, Poisson
commute. Part I has 3 sections. A serious deficiency in MΩ(n) in dealing with the
commutative analogue of the Gelfand-Kirillov theorem is that one cannot consistently
solve the chararteristic polynomials of xm, for all m ∈ In and all x ∈ MΩ(n) to yield
algebraic eigenvalue functions ri on MΩ(n).
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0.7. We begin, in the first section of Part II, labeled Section 4, to obtain such
functions on a covering space MΩ(n, e) of MΩ(n). Initially the covering map
πn : MΩ(n, e)→MΩ(n)
is only understood to be analytic. The covering admits, as deck transformations, a
group, Σn, isomorphic to the direct product of the symmetric groups Sm, m ∈ In and
as analytic manifolds
MΩ(n, e)/Σn ∼= MΩ(n)
However much more structure is needed and established in §4. For one thingMΩ(n, e)
is a nonsingular affine variety and πn is a finite e´tale morphism. For another, if
F (n) is the field of rational functions on M(n) and F (n, e) is the field of rational
functions on MΩ(n, e), then F (n, e) is a Galois extension of F (n) with Σn as Galois
group. Furthermore the affine ring O(MΩ(n, e)) is the integral closure of O(MΩ) in
F (n, e). Very significant for our purposes, there exists (eigenvalue) functions ri ∈
O(MΩ(n, e)), i ∈ Id(n) with the property that for any m ∈ In and any z ∈ MΩ(n, e)
the numbers rd(m−1)+k(z), k ∈ Im are the eigenvalues of xm, where x = πn(z). The
Poisson structure onMΩ(n) lifts toMΩ(n, e) and one has [ri, rj] = 0 for all i, j ∈ Id(n).
0.8. §5 is devoted to the construction of the dual coordinates sj ∈ O(MΩ(n, e)), j ∈
Id(n−1). There are two key points here. (a) It is shown that the Poisson vector fields
ξri on MΩ(n, e) integrate and generate a complex algebraic torus, Ar
∼= (C×)d(n−1)
which operates algebraically on MΩ(n, e)) and in fact if MΩ(n, e, b) is the πn inverse
image of b
e,Ω(n) in MΩ(n, e), then the map
Ar ×MΩ(n, e, b)→MΩ(n, e), (b, y) 7→ b · y
is an algebraic isomorphism. The natural coordinate system on Ar then carries over to
MΩ(n, e) defining functions sj ∈ O(MΩ(n, e)), j ∈ Id(n−1), when they are normalized
so that, for all j, sj is the constant 1 on MΩ(n, e, b). The second key point, (b),
yields the Poisson commutativity [si, sj] = 0 from the Lagrangian property of be. See
Theorem 5.20 and its proof. Combining Theorems 5.14 and 5.23 one has
Theorem 0.16. The image of the map
MΩ(n, e)→ C
n2 , z 7→ (r1(z), . . . , rd(n)(z), s1(z), . . . , sd(n−1)(z)) (0.13)
is a Zariski open set Y in Cn
2
and (0.13) is an algebraic isomorphism of MΩ(n, e)
with Y . Furthermore one has the following Poisson commutation relations:
(1) [ri, rj] = 0, i, j ∈ Id(n)
(2) [ri, sj] = δi j sj , i ∈ Id(n), j ∈ Id(n−1)
(3) [si, sj] = 0, i, j ∈ Id(n−1)
(0.14)
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Noting that si vanishes nowhere on MΩ(n, e) one has r(i) ∈ O(MΩ(n, e)) for
i ∈ Id(n−1) where r(i) = ri/si. Replacing ri by r(i) in (2) one has the more familiar
phase space commutation relation [r(i), sj] = δi j . For the implication of Theorem 0.16
on the structure of the field F (n, e) see Theorem 5.24.
0.9. Of course given the eigenvalue functions ri, the dual coordinates sj are
not uniquely determined. In the present paper they are given by the use of the
algebraic group Ar (defined by the ri) and a set of Hessenberg matrices as a base
space. Independently and quite differently the papers [GKL1] and [GKL2] also deal
with establishing a refined commutative analogue of the Gelfand-Kirillov theorem. A
point of similarity is the use of the coordinates ri and the necessity, thereby, to go
to a a covering. In §3 of [GKL1] dual coordinates are given, denoted in that paper
by Qn j . It seems to be an interesting question to write down equations expressing a
relation between the Qn j in [GKL1] and the si here. The first three sections of the
paper are in Part I. Part II begins with §4.
4. The covering MΩ(n, e) of MΩ(n) and the eigenvalue functions ri
4.1. We retain the general notation of Part 1 so that n is a positive integer and
M(n) is the space of all complex n×n matrices. As in (2.61), for m ∈ In, (see §1.1) let
d(m) be the space of all diagonal matrices in M(m) and let e(m) be the (connected)
Zariski open subset of all regular elements in d(m). That is, if z ∈ d(m), then z ∈ e(m)
if and only if the diagonal entries of z are distinct. Consider the direct product
e = e(1)× · · · × e(m) (4.1)
so that if ν ∈ e we can write
ν = (ν(1), . . . , ν(n)) (4.2)
where ν(m) ∈ e(m). In addition we will write
ν(m) = diag(ν1m, . . . , νmm) (4.3)
where the numbers νim ∈ C, i ∈ Im, are distinct. Taking notation from (2.53) let
eΩ(n) be the Zariski open subset of e defined so that if ν ∈ e then ν ∈ eΩ(n) if and only
if
νim 6= νj m+1, ∀m ∈ In−1, i ∈ Im, j ∈ Im+1 (4.4)
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Of course eΩ(n) is a nonsingular variety where
dim eΩ(n) = d(n)
(see §0.1). The symmetric group Sm, as the Weyl group of (M(m), d(m)), operates
freely on e(m) and the direct product Σn = S1×· · ·×Sn ( a group of order
∏
m∈In
m!)
operates freely on eΩ(n) where if σ = (σ1, . . . , σn), σm ∈ Sm, is in Σn and ν ∈ eΩ(n)
then, using the notation of (4.2) and (4.3),
σ · ν = (σ1 · ν(1)), . . . , σm · ν(m)) (4.5)
and
σm · ν(m) = diag (νσ−1m (1)m, . . . , νσ−1m (m)m) (4.6)
4.2. Recall the Zariski open set MΩ(n) of M(n) (see (2.53)). In particular we
recall that the matrices in MΩ(n) are regular semisimple. Consider the direct product
eΩ(n) ×MΩ(n) and let
MΩ(n, e) = {(ν, x) ∈ eΩ(n) ×MΩ(n) | ν(m) is Gl(m)-conjugate to xm, ∀m ∈ In}
(4.7)
It is clear that MΩ(n, e) is a Zariski closed subset of eΩ(n) ×MΩ(n) and the maps
πn : MΩ(n, e)→MΩ(n) where πn(ν, x) = x (4.8)
and
κn : MΩ(n, e)→ eΩ(n) where κn(ν, x) = ν (4.9)
are surjective (see Theorem 2.5) algebraic morphisms.
For m ∈ In and i ∈ Im let ρim be the regular function on MΩ(n, e) defined so
that if z ∈MΩ(n, e) and ν = κn(z) then ρim(z) = νim.
Remark 4.1. One notes that if z ∈ MΩ(n, e) and x ∈ MΩ(n) then πn(z) = x if
and only if
(ρ1m(z), . . . , ρmm(z)) = (µ1m(x), . . . , µmm(x)) (4.10)
up to a reordering, for all m ∈ In, using the notation of §2.2.
One defines a free action of Σn on MΩ(n, e), operating as a group of algebraic
isomorphisms, by defining
σ · z = (σ · ν, x) (4.11)
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where σ ∈ Σn and z = (ν, x) ∈MΩ(n, e).
The following well–known proposition is classical.
Proposition 4.2. Let m ∈ In and let γ(m) ∈ e(m). Let g(m) ∈ Gl(m) and
put x(m) = Ad g(m)(γ(m)). Then there exists an open neighborhood N of γ(m) in
e(m) and a section S ⊂ Gl(m) of the quotient map Gl(m)→ Gl(m)/Diag(m) (using
notation in §3.4) defined on a neighborhood of g(m)Diag(m) such that the map
S ×N →M(m) where (g, γ) 7→ Ad g(γ) (4.12)
is an analytic isomorphism onto an open set of M(m). The elements of the image are
necessarily regular semisimple elements of M(m).
If U is an open subset of Mn(Ω) and φ : U → e is an analytic map let graphφ :
U → e×Mn(Ω) be the analytic map defined by putting graphφ(x) = (φ(x), x).
Proposition 4.3. Let z = (ν, x) ∈ MΩ(n, e). Then there exists a (sufficiently
small) connected open neighborhood U of x in MΩ(n) and an analytic map φ : U →
eΩ(n) with the following properties:
(1) graphφ(x) = z, graphφ : U → Uz is a homeomorphism, where Uz is the
image of graphφ, and Uz ⊂ MΩ(n, e).
(2) π−1n (U) = ⊔σ∈Σnσ · Uz.
(3) {σ·Uz | σ ∈ Σn} are the connected components of π
−1
n (U) and each component
is open in MΩ(n, e).
In particular U is evenly covered by πn and πn is a covering projection (see (4.8)).
Proof. Statements (1) and (2) are immediate consequences of Proposition 4.2.
But it is immediate from (1) and (2) that σ · Uz is connected and closed in π
−1
n (U)
for any σ ∈ Σn. Since the partition in (2) is finite it follows that the parts are open
in π−1n (U) and hence are open in MΩ(n, e). The remaining statements are obvious.
QED
4.3. As in the introduction, §0, let be = −e + b using the notation of §2.2. By
Remark 2.4, Theorems 2.3 and 2.5 hold if be replaces e+b. Let be,Ω(n) =MΩ(n)∩be.
Then be,Ω(n) is a Zariski open subset of be and
Φn : be,Ω(n) → Ω(n) (4.13)
is an algebraic isomorphism by Theorem 2.5 (see Remark 2.16). In particular be,Ω(n) is
dense in be. Now letMΩ(n, e, b) = π
−1
n (be,Ω(n)) so that, by Proposition 4.3,MΩ(n, e, b)
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is a covering of be,Ω(n). Now consider the restriction
κn : MΩ(n, e, b)→ eΩ(n) (4.14)
of (4.9) to MΩ(n, e, b). Note that eΩ(n) is connected since it is clearly Zariski open in
e. One has
Theorem 4.4. The map (4.14) is a homeomorphism. In particular MΩ(n, e, b)
is connected.
Proof. Let ν ∈ eΩ(n). Then by Theorem 2.5 there exists (uniquely) x ∈ be such
that, for any m ∈ In, (µ1m(x), . . . , µm,m(x)) = (ν1,m, . . . , νmm), up to a reordering.
But then x ∈ be,Ω(n) and, by Proposition 4.3, (ν, x) ∈ MΩ(n, e, b). But then ν is
in the image (4.14). That is, (4.14) is surjective. But assume z, z′ ∈ MΩ(n, e, b) and
κn(z) = κn(z
′). Then if x = πn(z) and x
′ = πn(z
′) one has x, x′ ∈ be and hence x = x
′
by Theorem 2.5. Thus z = z′ so that (4.14) is injective. Hence (4.14) is bijective. But
of course as a restriction map, (4.14) is continuous. We have only to show that its
inverse is continuous.
Let βi, i ∈ In, be the regular function on eΩ(n) defined so that if ν ∈ eΩ(n)
then βd(m−1)+k(ν), k ∈ Im, m ∈ In, is the elementary symmetric function of degree
m−k+1 in {ν1m, . . . , νmm}. Now let β : eΩ(n) → C
d(n) be the regular algebraic map
defined so that
β(ν) = (β1(ν), . . . , βd(n)(ν)) (4.15)
One notes that if c = β(ν) then by (2.3),(2,4),(2.10) and (2.11)
(ν1m, . . . , νmm) = (µ1m(c), . . . , µmm(c)) (4.16)
up to a reordering, for all m ∈ In. It follows then that
β : eΩ(n) → Ω(n) (4.17)
is a surjective morphism (see (2.53)). Recalling Theorem 2.3 (where −e replaces e),
one has, inverting (4.13), a surjective morphism
β˜ : eΩ(n) → be,Ω(n) (4.18)
where β = Φn ◦ β˜ noting that, for i ∈ In,
pi(β˜(ν)) = βi(ν) (4.19)
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by (2.3),(2.4) and (2.5). But clearly (ν, β˜(ν)) ∈MΩ(n, e, b) for any ν ∈ eΩ(n). Hence
eΩ(n) →MΩ(n, e, b), ν 7→ (ν, β˜(ν)) (4.20)
is an algebraic morphism. But (4.20) must be the inverse to (4.14), by the bijectivity
of (4.14), since κn((ν, β˜(ν))) = ν. Hence (4.14) is a homeomorphism. QED
Recalling (4.9) let Mν(n, e) = κ
−1
n (ν) so that one has a “fibration”
MΩ(n, e) = ⊔ν∈eΩ(n)Mν(n, e) (4.21)
of MΩ(n, e) over eΩ(n) with fiber projection κn (see (4.9) and Proposition 4.5 below).
Let ν ∈ eΩ(n). If ν ∈ eΩ(n) and c ∈ Ω(n) ⊂ C
d(n) is defined by
c = β(ν) (4.22)
(see (4.17)) note that
Mc(n)→Mν(n, e), x 7→ (ν, x) (4.23)
is a homeomorphism, by the definition ofMΩ(n, e). The following asserts, in particular,
that the “fibers” of (4.21) are all homeomorphic.
Proposition 4.5. One has a homeomorphism
Mν(n, e) ∼= (C
×)d(n−1) (4.24)
for any ν ∈ eΩ(n).
Proof. This is immediate from (4.23) and Theorem 3.23. QED
Remark 4.6. Note that MΩ(n, e, b) defines a cross–section of κn by Theorem
4.14. That is, for any ν ∈ eΩ(n) the intersection
MΩ(n, e, b) ∩Mν(n, e) has only one point (4.25)
Proposition 4.7. MΩ(n, e), as a topological space (Euclidean topology), is con-
nected.
Proof. As a covering of the manifold ofMΩ(n) obviouslyMΩ(n, e) is locally con-
nected (see Proposition 4.3) so that any connected component of MΩ(n, e) is open in
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MΩ(n, e). But then there exists a connected component C such thatMΩ(n, e, b) ⊂ C,
by Theorem 4.4. But if ν ∈ eΩ(n) then Mν(n, e) is connected by (4.24). But then
Mν(n, e) ⊂ C by (4.25). Hence C =MΩ(n, e) by (4.21). ThusMΩ(n, e) is connected.
QED
4.4. The definition of variety here and throughout implies that it is Zariski irre-
ducible. We will prove in this section that MΩ(n, e) is a nonsingular affine variety of
dimension n2. We first observe
Proposition 4.8. The nonempty Zariski open subset eΩ(n) of e (see §4.1) is a
nonsingular affine variety and the nonempty Zariski open subset MΩ(n) of M(n) is a
nonsingular affine variety (see (2.53)). In particular eΩ(n) ×MΩ(n) is a nonsingular
affine variety of dimension n2 + d(n).
Proof. Recalling §4.1, clearly, for any m ∈ In, e(m) is a Zariski open, nonempty
subvariety of d(m). It is affine since it is the complement of the zero set of the dis-
criminant function on d(m). But then e is a nonsingular affine variety of dimension
d(n). But then eΩ(n) is a nonsingular affine variety of dimension d(n) since the con-
dition (4.4) clearly defines eΩ(n) as the complement of the zero set of a single regular
function on e. But now the argument in Remark 2.16 readily characterizes MΩ(n) as
the complement in M(n) of the zero set in M(n) of a polynomial in J(n) (see (2.30)).
Thus MΩ(n) is a nonsingular affine variety of dimension n
2. This of course proves the
proposition. QED
If X is an affine variety we will denote the affine ring of X by O(X).
Theorem 4.9. MΩ(n, e) is a n
2-dimensional Zariski closed affine nonsingular
subvariety of the nonsingular affine variety eΩ(n) ×MΩ(n) (see Proposition 4.8).
Proof. One has
O(eΩ(n) ×MΩ(n)) = O(eΩ(n))⊗O(MΩ(n)) (4.26)
For i ∈ In let βi ∈ O(eΩ(n)) be defined as in (4.15). Also let p
′
i ∈ O(MΩ(n)) be
defined by putting p′i = pi|MΩ(n) where pi ∈ J(n) is given by (2.5) (see (2.30)). For
notational convenience put W = eΩ(n) ×MΩ(n). Now let fi ∈ O(W ) be defined by
putting fi = βi ⊗ 1− 1⊗ p
′
i. Clearly
MΩ(n, e) = Spec[O(W )/(f1, . . . , fd(n)] (4.27)
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But for any z = (ν, x) ∈MΩ(n, e) one has
(dfi)z, i ∈ In, are linearly independent (4.28)
since (dpi)x, i ∈ In, are linearly independent in T
∗
x (M(n)) by (2.55) and the definition
of M sreg(n) in §2.3. One also notes that (dβi)ν , i ∈ In, are linearly independent in
T ∗ν (e) since ν(m) is regular in d(m) for any m ∈ In. But then MΩ(n, e) is nonsingular
at z by Theorem 4 in §4 of Chapter 3 in [M1], p. 172, where X and U in the notation
of that reference are equal to W here (see Proposition 4.8) and Y = MΩ(n, e). Thus
MΩ(n, e) is nonsingular and has dimension n
2. But now since MΩ(n, e) is connected
in the Euclidean topology, by Proposition 4.7, it is obviously connected in the Zariski
topology (i.e. it is not the disjoint union of two nonempty Zariski open sets). But
then, since it is nonsingular, it is irreducible as an algebraic set by Corollary 17.2, p.
72, in [B]. It is then also a closed affine subvariety of W by (4.27). QED
We may regard O(MΩ(n)) as a module for J(n) (see §2.4)) where pi operates as
multiplication by p′i (using the notation in the proof of Theorem 4.9). Similarly regard
O(eΩ(n)) as a module for J(n) where pi operates as multiplication by βi (see (4.19)).
Then Theorem 4.9 and the equality (4.27) clearly implies
Theorem 4.10. As an affine ring one has the tensor product
O(MΩ(n, e)) = O(eΩ(n))⊗J(n) O(MΩ(n)) (4.29)
4.5. Assume Y is an affine variety and that Σ is a finite group operating as
a group of algebraic isomorphisms of Y . Then Σ operates as a group of algebraic
automorphisms of O(Y ) where for any f ∈ O(Y ), σ ∈ Σ and z ∈ Y , one has
(σ · f)(z) = f(σ−1 · z) (4.30)
Let Y/Σ be the set of orbits of Σ on Y . Obviously any f ∈ O(Y )Σ defines a function
of Y/Σ. It is then a classical theorem that Y/Σ has the structure of an affine variety
where
O(Y/Σ) = O(Y )Σ (4.31)
See e.g. Theorem 1.1, p. 27 and Amplification 1.3, p. 30 in Chapter 1, §2 of [M2]. In
addition one notes that
Y → Y/Σ, z 7→ Σ · z (4.32)
10
is a morphism where the corresponding cohomorphism is the embedding
O(Y )Σ → O(Y ) (4.33)
Let F (Y ) be the quotient field ofO(Y ) and let F (Y/Σ) be the quotient field ofO(Y/Σ).
Since Σ is finite it is a simple and well-known fact that, as a consequence of (4.31),
F (Y/Σ) = F (Y )Σ so that F (Y ) is a Galois extension of F (Y/Σ) (4.34)
Let ClosF (Y )(O(Y/Σ) be the integral closure of O(Y/Σ) in F (Y ).
Proposition 4.11. ClosF (Y )(O(Y/Σ) is a finite module over O(Y/Σ). In par-
ticular ClosF (Y )(O(Y/Σ) is Noetherian. Furthermore O(Y ) is also a finite module
over O(Y/Σ) so that O(Y ) is integral over O(Y/Σ) and hence
O(Y ) ⊂ ClosF (Y )(O(Y/Σ) (4.35)
and one has equality in (4.35) in case Y is nonsingular. Finally, (in the sense of
Chapter 2, §7, Definition 3, p. 124 in [M1]) the morphism (4.32) is finite and the
morphism
Z 7→ Y/Σ (4.36)
is finite where Z = Spec(ClosF (Y )(O(Y/Σ))) and (4.36) is defined so that the injection
O(Y/Σ)→ ClosF (Y )(O(Y/Σ) is the corresponding cohomomorphism.
Proof. The first statement is given by Theorem 9, in Chapter 5, §4, p.267
in [ZS]. The statement that O(Y ) is also a finite module over O(Y/Σ) is stated as
Noether’s Theorem and proved as Theorem 2.3.1, p. 26 in [Sm]. But now if Y is
nonsingular then O(Y ) is integrally closed in F (Y ). See e.g. the first paragraph, p.
197, in [M1]. But of course ClosF (Y )(O(Y/Σ) is integral over O(Y ). Hence one has
equality in (4.35). But now the finiteness of (4.32) and (4.36) follows from Proposition
5, p. 124 in §7 of Chapter 2 in [M1] since Y, Y/Σ and Z are affine varieties. QED
Making use of Theorem 4.9 we apply Proposition 4.11 in the case where Y =
MΩ(n, e) and Σ = Σn with, of course, the action given by (4.12). The quotient field
of O(MΩ(n, e)) will be denoted by F (n, e). The quotient field of O(M(n)) will be
denoted by F (n). In the notation of §1.1 note that O(M(n)) is just P (n). Since
MΩ(n) is Zariski dense inM(n) note that F (n) is also the quotient field of O(MΩ(n)).
It is clear, from the definition of πn (see (4.8)), that πn is a morphism whose corre-
sponding cohomomorphism maps O(MΩ(n)) into O(MΩ(n, e)
Σn). Hence πn descends
to a morphism
MΩ(n, e)
Σn →MΩ(n) (4.37)
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Proposition 4.12. The morphism (4.37) is an isomorphism of algebraic vari-
eties. That is,
MΩ(n, e)
Σn ∼=MΩ(n) (4.38)
In particular πn is a finite morphism. Furthermore
F (n, e)Σn ∼= F (n) (4.39)
so that, using (4.39) to define an identication, F (n, e) is a Galois extension of F (n)
with Galois group Σn. In addition, using (4.38) to define an identifation one has
ClosF (n,e)O(MΩ(n)) = O(MΩ(n, e)) (4.40)
Proof. It is immediate from Proposition 4.3 that (4.37) is bijective. But then
it is birational by Theorem 5.1.6, p. 81 in [Sp] (since we are in a characteristic zero
case). But MΩ(n) is nonsingular. Thus (4.37) is an isomorphism (see e.g. Theorem
5.2.8, p. 85 in [Sp]). The rest of the statements follow from Proposition 4.11 since
MΩ(n, e) is nonsingular by Theorem 4.9. QED
Recall the notation of Proposition 4.3 so that z = (γ, x) ∈ MΩ(n, e). Also Uz is
a (Euclidean) open neighborhood of z in MΩ(n, e), U is a (Euclidean) open neighbor-
hood of x in MΩ(n) and the statements of Proposition 4.3 hold. The inverse of the
homeomorphism graphφ : U → Uz is clearly
πn|Uz : Uz → U (4.41)
Proposition 4.13. Recalling the notation of Proposition 4.3 the map (4.41) is
an analytic isomorphism. In particular (see Corollary 2, p. 182, to Theorem 3 in §5
of Chapter 3 in [M1]) πn :MΩ(n, e)→MΩ(n) (see (4.8)) is an e´tale morphism.
Proof. Since πn is a morphism it is a holomorphic map of nonsingular analytic
manifolds (see ii, p. 58 of §10, Chapter 1 in [M1]) Thus the homeomorphism (4.41) is
an analytic map. It suffices to prove that
graphφ : U → Uz (4.42)
is analytic. To do this first regard (4.42) as a map
U → eΩ(n) ×MΩ(n) (4.43)
12
(see (4.7)). By the definition of graphφ in Proposition 4.3 it is obvious that (4.43)
is analytic. Hence if g ∈ O(eΩ(n) ×MΩ(n)) then g ◦ graphφ is analytic function on
U . But then f ◦ graphφ is an analytic function on U for any f ∈ O(MΩ(n, e)) since
O(MΩ(n, e)) is just the restriction of O(eΩ(n) ×MΩ(n)) to MΩ(n, e). But then (4.42)
is analytic since an analytic coordinate system in a Euclidean neighborhood of z in
MΩ(n, e) is given by elements in O(MΩ(n, e)) which are uniformizing parameters in a
Zariski neighborhood of z (see p. 183, §6 of Chapter 3 in [M1]). QED
Combining Propositions 4.3 and 4.13 one has
Proposition 4.14. The map πn defines MΩ(n, e) an analytic covering of MΩ(n)
with Σn as the group of deck transformations.
4.6. Since MΩ(n, e) is locally and analytically isomorphic to MΩ(n) (via πn)
the tensor which defines Poisson bracket of functions on MΩ(n) lifts and defines
Poisson bracket of analytic functions on MΩ(n, e). In particular O(MΩ(n, e)) has
the structure of a Poisson algebra. For any f ∈ O(MΩ(n)) (noting that we regard
O(M(n)) ⊂ O(MΩ(n))) let f̂ ∈ O(MΩ(n, e)) be defined by putting f̂ = f ◦ πn. For
f1, f2 ∈ O(MΩ(n)) one then has
̂[f1, f2] = [f̂1, f̂2] (4.44)
Using the notation of §1.2 but now, in addition, applied to MΩ(n, e), for any ϕ ∈
O(MΩ(n, e)) let ξϕ be the (complex) vector field on MΩ(n, e) defined so that ξϕψ =
[ϕ, ψ] for any ψ ∈ O(MΩ(n)). It is immediate that if f ∈ O(MΩ(n) then ξf̂ is πn-
related to ξf so that unambiguously
(πn)∗(ξf̂ ) = ξf (4.45)
Besides the (just considered) subring of O(MΩ(n, e)), defined by the pull-back of (the
surjection) πn, there is the subring of O(MΩ(n, e)) defined by the pull-back of (the
surjection) κn (see (4.9)). Indeed let
J(n, e) = {q ◦ κn | q ∈ O(eΩ(n))} (4.46)
From the definition of ρkm, k ∈ Im, m ∈ Im in §4.2 note that ρkm ∈ J(n, e). For
notational convenience let ri ∈ J(n, e), i ∈ Id(n) be defined so that
ri = ρkm (4.47)
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where
i = d(m− 1) + k (4.48)
so that
ri ∈ J(n, e), i ∈ d(n) (4.49)
Remark 4.15. Recalling §4.1 note that conversely J(n, e) is a localization of the
polynomial ring generated by the ri, i ∈ Id(n).
Now put Ĵ(n) = {p̂ | p ∈ J(n)} (see §2.4) so that Ĵ(n) is the polynomial ring
Ĵ(n) = C[p̂1, . . . , p̂d(n)] (4.50)
Let I[m] = Id(m) − Id(m−1) so that card I[m] = m.
Proposition 4.16. One has
Ĵ(n) ⊂ J(n, e) (4.51)
In fact if i ∈ I[m], where m ∈ In, and i is written as in (4.48) then p̂i is the elementary
symmetric polynomial of degree m− k + 1 in the functions rj , j ∈ I[m]. Indeed if
Pm(λ) = λ
m +
∑
k∈Im
(−1)m−k+1 ̂pd(m−1)+k λ
k−1
then
Pm(λ) =
∏
j∈I[m]
(λ− rj) (4.52)
so that, in addition, rj, for j ∈ I[m], satisfies the polynomial equation
Pm(rj) = 0
Proof. The inclusion (4.51) follows from (4.50) and (4.52). On the other hand
(4.52) follows from (2.3), (2.4) and (2.5) together with (4.10), (4.29) and (4.47). QED
Since πn is an analytic covering map (see Proposition 4.14) it follows from (2.55)
and the definition of strongly regular (see §2.3) that the differentials (dp̂i)z, i ∈ Id(n),
are linearly independent at any z ∈ MΩ(n, e). For any m ∈ In let T
∗
z (MΩ(n, e))
(m)
be the m-dimensional subspace of the cotangent space T ∗z (MΩ(n, e)) spanned by the
differentials (dp̂i)z, i ∈ I[m].
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Proposition 4.17. Let z ∈ MΩ(n, e) and let m ∈ In. Then (dri)z, i ∈ I[m] is a
basis of T ∗z (MΩ(n, e))
(m).
Proof. Let V be the space of T ∗z (MΩ(n, e)) spanned by (dri)z, i ∈ I[m]. But
then dimV ≤ m. But T ∗z (MΩ(n, e))
(m) ⊂ V by (4.51). Thus V = T ∗z (MΩ(n, e))
(m)
by dimension. QED
In the notation above let T ∗z (MΩ(n, e))
′ (resp. T ∗z (MΩ(n, e))
′′) be the d(n − 1)-
(resp d(n)-) dimensional sum of the subspaces T ∗z (MΩ(n, e))
(m) over all m ∈ In−1
(resp. m ∈ In). Then as an immediate consequence of Proposition 4.17 one has
Proposition 4.18. Let z ∈MΩ(n, e). Then (dri)z, i ∈ Id(n−1) (resp. Id(n)) is a
basis of T ∗z (MΩ(n, e))
′ (resp. T ∗z (MΩ(n, e))
′′).
4.7. Let ν ∈ eΩ(n). By definition (see (4.21)) Mν(n, e) = κ
−1
n (ν) so that Mν(n, e)
is a Zariski closed subset of MΩ(n, e).
Remark 4.19. Note that (see (4.2), (4.3), §4.2 and (4.47)) Mν(n, e) may be
given by the equations
Mν(n, e) = {z ∈MΩ(n, e) | ri(z) = νkmwhen i ∈ Id(n) is put in the form (4.48)}
(4.53)
Note also that Mν(n, e) is nonsingular by Proposition 4.18 (linear independence of
differentials).
Proposition 4.20. Let ν ∈ eΩ(n) and let c = β(ν) so that c ∈ Ω(n) (see (4.22)).
Then the covering map πn (see (4.8)) restricts to an algebraic isomorphism
πn :Mν(n, e)→Mc(n) (4.54)
of nonsingular affine varieties.
Proof. Recall that Mc(n) is an irreducible nonsingular Zariski closed subvariety
of M(n) (see Theorem 3.23). The homeomorphism (4.23) can obviously be regarded
as a morphism mapping Mc(n) to eΩ(n) × MΩ(n). However the image of (4.23) is
the Zariski closed subset Mν(n, e) of eΩ(n) ×MΩ(n). Thus (4.23), as it stands, is a
bijective morphism. But then Mν(n, e) is a variety (i.e. it is irreducible). Hence it is
a nonsingular affine variety by Remark 4.19. Thus (4.23), as it stands, is an algebraic
isomorphism. But (4.54) is just the inverse of (4.23). QED
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Note that (2.31) and (4.44) imply
[p̂, q̂] = 0 (4.55)
for any p, q ∈ J(n). In particular
[p̂i, p̂j ] = 0 (4.56)
for any i, j ∈ Id(n). One consequence of Proposition 4.19 is
Proposition 4.21. Let ν ∈ eΩ(n) and let z ∈ Mν(n, e), so that ν = κn(z) (see
(4.9)). Then (ξ
p̂i
)z, i ∈ Id(n−1), is a basis of the tangent space Tz(Mν(n, e)).
Proof. Let x = πn(z) (see (4.8)) and c = β(ν) (see (4.22)) so that x ∈ Mc(n).
Since πn is a local analytic isomorphism it suffices by Proposition 4.20 and (4.45) to
see that (ξpi)x, i ∈ d(n − 1), is a basis of Tx(Mc(n)). But x is strongly regular (see
§2.3) by (2.55) since c ∈ Ω(n). The result then follows from Remark 2.8 and Theorems
3.4, 3.23. QED
The argument which established Theorem 3.25 may now be used to establish
Theorem 4.22. J(n, e) (see (4.46) is a maximal Poisson commutative subalgebra
of O(MΩ(n, e)). In particular (see (4.48))
[ri, rj] = 0 (4.57)
for any i, j ∈ Id(n). Furthermore if f ∈ J(n, e) and ν ∈ eΩ(n) then f |Mν(n, e) is a
constant function and ξf |Mν(n, e) is tangent to Mν(n, e). Moreover if we write (using
Proposition 4.21)
ξf =
∑
i∈Id(n−1)
fi ξp̂i (4.58)
on Mν(n, e) where fi ∈ O(Mν(n, e)) then all the fi are constant on Mν(n, e). Finally
(ξri)z, i ∈ Id(n−1), is a basis of Tz(Mν(n, e)) for any z ∈Mν(n, e) and
(ξri)z = 0, i ∈ I[n] = Id(n) − Id(n−1), for any z ∈Mν(n, e)
(4.59)
Proof. Let ν ∈ eΩ(n). The function ri is constant on Mν(n, e) for all i ∈ Id(n)
by Remark 4.19. Let f ∈ J(n, e). But then f |Mν(n, e) is a constant function by
Remark 4.15. On the other hand if z ∈ Mν(n, e) and Wz is the orthocomplement of
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Tz(Mν(n, e)) in T
∗(MΩ(n, e)) then (dri)z, i ∈ Id(n), is a basis of Wz by Proposition
4.18 and Remark 4.19. But this implies that (df)z ∈Wz by Remark 4.15. In particular
(dp̂i)z ∈ Wz for any i ∈ Id(n) by (4.50). In fact (dp̂i)z, i ∈ Id(n), is a basis of Wz by
Proposition 4.18 and the definition of T ∗z (MΩ(n, e))
′′ in §4.6.
Now for any g ∈ O(MΩ(n, e) the tangent vector (ξg)z depends only on (dg)z (see
§1.2). But
(ξ
p̂i
)z = 0 for any i ∈ I[n] = Id(n) − Id(n−1) (4.60)
by (2.7). But then (ξg)z ∈ Tz(Mν(n, e)) if (dg)z ∈ Wz, by Proposition 4.21. Hence
ξf |Mν(n, e) is tangent toMν(n, e). Furthermore Propositions 4.17,4.18 and 4.21 imply
(4.59). Now if g ∈ J(n, e) then g|Mν(n, e) is constant. But ξf |Mν(n, e) is tangent to
Mν(n, e). Thus J(n, e) is Poisson commutative. In particular [ξp̂j , ξf ] = 0 for any
j ∈ Id(n−1). But, on Mν(n, e), one has
[ξ
p̂j
, ξf ] =
∑
i∈Id(n−1)
(ξ
p̂j
fi) ξp̂i
by (4.58). Thus ξ
p̂j
fi = 0, by Proposition 4.21, for all i, j ∈ Id(n−1). Hence the fi are
constants.
Now recall the definition ofMΩ(n, e, b) in §4.3. ThenMΩ(n, e, b) is a Zariski closed
subset of MΩ(n, e) since, clearly, be,Ω(n) is obviously closed in MΩ(n). But MΩ(n, e, b)
is irreducible since it is the image of the bijective morphism (4.20). But then (4.14) is a
bijective (and hence, necessarily birational, since we are in characteristic 0) morphism
of irreducible varieties. In addition eΩ(n) is nonsingular (see §4.1). Thus (4.14) is an
isomorphism of varieties. Consequently (see (4.46)) the map
J(n, e)→ O(MΩ(n, e, b)), g 7→ g|MΩ(n, e, b) (4.61)
is an algebra isomorphism. Consequently given any h ∈ O(MΩ(n, e)) there exists a
unique g ∈ J(n, e) such that g|MΩ(n, e, b) = h|MΩ(n, e, b). But now assume that
h poisson commutes with any function in J(n, e). Then h|Mν(n, e) is constant, by
Proposition 4.21, for any ν ∈ eΩ(n). But then h = g on Mν(n, e) by (4.25). Thus
h = g, by (4.21), and hence J(n, e) is maximally Poisson commutative in O(MΩ(n, e)).
QED
4.8. We recall some definitions, results and notations in Part 1. Generators
p(i), i ∈ Id(n), of the polynomial ring J(n) (see (2.30)) were defined by (3.20), recalling
(2.38). In particular two sets of generators of J(n) were under consideration in Part
1; namely the p(i) and the pi (see (2.5) and (2.3)) where i ∈ Id(n). From the discussion
preceding (2.38) it follows that for x ∈M(n), and m ∈ In
span of (dp(i))x, for i ∈ Id(m) = span of (dpi)x, for i ∈ Id(m) (4.62)
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and hence
span of (ξp(i))x, for i ∈ Id(m) = span of (ξpi)x, for i ∈ Id(m) (4.63)
But then, by (4.45), for any z ∈MΩ(n, e),
span of (ξ
p̂(i)
)z, for i ∈ Id(m) = span of (ξp̂i)z, for i ∈ Id(m) (4.64)
An immeditate consequence of (4.64), when m = n− 1, and Proposition 4.21 is
Proposition 4.23. Let ν ∈ eΩ(n) and let z ∈Mν(n, e). Then (ξp̂(i)
)z, i ∈ Id(n−1),
is a basis of Tz(Mν(n, e)).
By definition a (see §3.2) is the (complex) commutative d(n− 1)-dimensional Lie
algebra of vector fields onM(n) spanned by ξp(i) , i ∈ Id(n−1). By Theorem 3.4 the Lie
algebra a integrates to a (complex) analytic Lie group A ∼= Cd(n−1) which operates
analytically on M(n). Now let â be the d(n − 1)-dimensional complex commutative
(see (4.44)) Lie algebra of vector fields on MΩ(n, e) spanned by ξp̂(i)
, i ∈ Id(n−1).
Remark 4.24. If ν ∈ eΩ(n) then note that, by Proposition 4.23, â|Mν(n, e) is a
commutative d(n− 1)-dimensional Lie algebra of vector fields on Mν(n, e).
Let Â (∼= Cd(n−1)) be a simply connected Lie group with Lie algebra â. Let
A→ Â, a 7→ â (4.65)
be the group isomorphism whose differential maps ξp(i) to ξp̂(i)
for all i ∈ Id(n−1).
Theorem 4.25. The Lie algebra â integrates to an action of Â on MΩ(n, e).
Furthermore if a ∈ A and z ∈MΩ(n, e) then
πn(â · z) = a · x (4.66)
where x = πn(z). Moreover Mν(n, e) is stable under the action of Â for any ν ∈ eΩ(n).
In fact, for all ν, Â operates transitively onMν(n, e) so that (4.21) is the decomposition
of MΩ(n, e) into Â orbits.
Proof. Noting Remark 4.24, Theorem 4.24 is an immediate consequence of (4.45),
the isomorphism (4.54) and Theorem 3.23. QED
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Remark 4.26. Implicit in Theorem 4.25 and its proof is the fact that if ν ∈
eΩ(n) then the Lie algebra, â|Mν(n, e) of vector fields on Mν(n, e) (see Remark 4.24)
integrates to the group action Â|Mν(n, e) on Mν(n, e).
One now has an analogue of Theorem 3.5. (Actually it is analogue of a consider-
ably weaker result than Theorem 3.5 in that MΩ(n, e) covers the strongly regular set
MΩ(n) and not all of M(n).)
Theorem 4.27. Let f ∈ J(n, e) (see (4.46)). Then the vector field ξf integrates
to an action of C on MΩ(n, e). In fact if ν ∈ eΩ(n) then ξf |Mν(n, e) is tangent to
Mν(n, e). Indeed
ξf |Mν(n, e) ∈ â|Mν(n, e) (4.67)
so that (see Remark 4.26) the action of C stabilizes Mν(n, e).
Proof. Clearly p̂(i) ∈ J(n, e), for i ∈ Id(n−1), by (4.50). Let ν ∈ eΩ(n). Then
ξ
p̂i
|Mν(n, e), i ∈ Id(n−1), is a basis of â|Mν(n, e) by (the constancy of the fi in)
Theorem 4.22 and Proposition 4.23. But then one has (4.67), also by Theorem 4.22.
Theorem 4.27 then follows from Remark 4.26 and Theorem 4.25. QED
5. The Emergence of the dual coordinates sj, j ∈ Id(n−1)
5.1. We first wish to be more explicit about the vector fields ξrj , j ∈ Id(n−1) on
MΩ(n, e). See §4.2 and (4.47). Fix m ∈ In. We have put I[m] = Id(m) − Id(m−1). For
i ∈ I[m] and
i = d(m− 1) + k (5.1)
for k ∈ Im one has, on MΩ(n, e),
p̂(i) =
1
m+ 1− k
∑
j∈I[m]
rm+1−kj (5.2)
See (2.38), (3.20), §4.2 and (4.47). Thus
dp̂(i) =
∑
j∈I[m]
rm−kj drj (5.3)
and hence
ξ
p̂(i)
=
∑
j∈I[m]
rm−kj ξrj (5.4)
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(see (1.14)).
Now let z ∈MΩ(n, e) and let ν = κn(z) (see (4.9)) so that z ∈Mν(n, e). Let x =
πn(z) so that x ∈ MΩ(n). Since the numbers (the eigenvalues of xm) rj(z), j ∈ I[m],
are distinct the van der Monde m×m matrix
Ck ℓ = rj(z)
m−k (5.5)
where
j = d(m− 1) + ℓ (5.6)
is invertible.
Remark 5.1. In the notation of (4.53) note that rj(z) = νℓm.
If m = n then ξpi and ξp(i) vanish by (2.7) and the argument which implies
(2.7). Henceforth assume m ∈ In−1. Recalling the definition of the m-dimensional
commutative Lie algebra a(m) of vector fields on M(n) (see §3.1 and (3.20)) there
exists a unique basis ηj ν , j ∈ I[m], of a(m) such that, for i ∈ I[m], and k related to i
by (5.1),
ξp(i) =
∑
j∈I[m]
rm−kj (z) ηj ν (5.7)
But then (4.46), (5.4), (5.7) and the invertibilty of the van der Monde matrix Ck ℓ
implies
Proposition 5.2. Let ν ∈ eΩ(n) and m ∈ In−1. Then
(πn)∗(ξrj |Mν(n, e)) = ηj ν |Mc(n) (5.8)
where c = β(ν) (see (4.22)) for all j ∈ I[m].
We recall in §2.4 that Zx,m is the commutative (associative) algebra of M(m)
generated by xm. Here x = πn(z) so that xm is regular semisimple and hence
dimZx,m = m. We recall (see §3.1) that Gx,m is the (algebraic) subgroup of Gl(n)
corresponding to Zx,m when Zx,m is regarded as a Lie subalgebra of M(n). We recall
also that A(m) is a simply connected group corresponding to a(m) and a(m) integrates
to an action of A(m) on M(n) (see Theorem 3.3). Next we recall (see (3.6)) that ρx,m
is the homomorphism of A(m) into Gx,m whose differential is given by
(ρx,m)∗(ξp(i)) = −(xm)
m−k (5.9)
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when i ∈ I[m] has the form (5.1). But then applying (ρx,m)∗ to (5.7) one has
−(xm)
m−k =
∑
j∈I[m]
rm−kj (z) (ρx,m)∗(ηj ν) (5.10)
On the other hand put
hν,m = diag(ν1m, . . . , νmm)
recalling (4.53), so that in the notation of §4.1
hν,m ∈ e(m) (5.11)
Note that for the matrix units eℓ ℓ, ℓ ∈ Im, one has
hν,m =
∑
ℓ∈Im
νℓm eℓ ℓ (5.12)
Now let gz ∈ Gl(m) be such that
gz hν,mg
−1
z = xm (5.13)
(see Remark 5.1). Using the notation of §4.1 note then that
gz d(m)g
−1
z = Zx,m (5.14)
Remark 5.3. Note that gz is unique in Gl(m) modulo the maximal diagonal
torus Diag(m) (see §3.4).
For j ∈ I[m] let εz,j ∈ Zx,m be the idempotent in Zx,m defined by putting
εz,j = gz eℓ ℓ g
−1
z (5.15)
where ℓ is defined by (5.6). Thus (5.12) and (5.13) imply that
xm =
∑
ℓ∈Im
νℓm εz,d(m−1)+ℓ (5.16)
But the εz,d(m−1)+ℓ, ℓ ∈ Im, are orthogonal idempotents by (5.15). Hence, by Remark
5.1,
−(xm)
m−k = −
∑
ℓ∈Im
νm−kℓm εz,d(m−1)+ℓ (5.17)
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Proposition 5.4. Let z ∈ MΩ(n, e) and let ν = κ(z) (see (4.9)). Let x =
πn(z) (see (4.8)) and let m ∈ In. Let ηj,ν ∈ a(m), j ∈ I[m], be the basis of a(m)
defined by (5.7) so that one has (5.8). Let (ρx,m)∗ : a(m) → Zx,m be the Lie algebra
homomorphism defined as in (3.6) and (3.7). Let εz,j , j ∈ I[m], be the orthogonal
idempotents in Zx,m defined by (5.15). Then
(ρx,m)∗(ηj,ν) = −εz,j (5.18)
for any j ∈ I[m].
Proof. One has νm−kℓm = r
m−k
j (z) by Remark 5.1. But then (5.18) follows from
the equality of the right hand sides of (5.10) and (5.17), recalling the invertibility of
the van der Monde matrix (5.5). QED
5.2. Retain the notation of Proposition 5.4. For any ζ ∈ C× and i ∈ In let δi(ζ) ∈
Diag(n) (see §3.4) be the invertible n× n diagonal matrix such that αj j(δi(ζ)) = 1 if
j 6= i and αi i(δi(ζ)) = ζ, using the notation of (1.2). One notes that if ℓ ∈ Im then
δℓ(ζ) ∈ Diag(m). Also, using the relation between j and ℓ given by (5.6), one has
γz j(ζ) ∈ Gx,m, by (5.14), where we put
γz j(ζ) = gz δℓ(ζ) g
−1
z (5.19)
Let q ∈ C. One notes that
exp q eℓ ℓ = δℓ(e
q) (5.20)
and hence
exp q εz,j = γz j(e
q) (5.21)
Multiplying (5.18) by q and exponentiating (where exp q ηj,ν ∈ A(m)) it follows then
from (3.6) that
ρx,m(exp q ηj,ν) = γz j(e
−q) (5.22)
We can now describe the flow generated by ξrj (see (4.47) and §4.2) on MΩ(n, e)
for any j ∈ Id(n−1) (see Theorem 4.27).
Theorem 5.5. Let j ∈ Id(n−1) and let m ∈ In−1 be such that j ∈ I[m] = Id(m) −
Id(m−1). Let z ∈ MΩ(n, e) (see (4.7)) and let x ∈ MΩ(n), ν ∈ eΩ(n) be such that x =
πn(z) and ν = κn(z). See (4.8) and (4.9). Let q ∈ C. Then (ν, Ad (γz j(e
−q))(x)) ∈
Mν(n, e) (see (4.7) and (4.21)) and
(exp q ξrj ) · z = (ν, Ad (γz j(e
−q))(x)) (5.23)
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where γz j(e
−q) ∈ Gx,m is defined by (5.21).
Proof. Let c = β(ν) (see (4.22)) so that c ∈ Ω(n) and, by Proposition 4.20, the
restriction of πn toMν(n, e) defines an algebraic isomorphismMν(n, e)→Mc(n). But
then by (5.8) one has
πn((exp q ξrj ) · z) = (exp q ηj,ν) · x (5.24)
(see Theorems 3.23 and 4.27). But (exp q ηj,ν) ∈ A(m) since by definition ηj,ν ∈ a(m).
Hence, by (5.22) and Theorem 3.3, one has (exp q ηj,ν) · x = Ad (γz j(e
−q))(x). But
then (5.23) follows from (4.7). QED
5.3. We continue with the notation of §5.1 and §5.2.
Proposition 5.6. Let j ∈ Id(n−1). Then the isomorphism exp q ξrj of MΩ(n, e)
reduces to the identity if q ∈ 2 π iZ.
Proof. This is immediate from (5.23) since γz j(e
−q) is the identity matrix of
M(n), by (5.15) and (5.21), if q ∈ 2 π iZ. QED
Let r be the commutative d(n − 1) dimensional Lie algebra of vector fields on
MΩ(n, e) with basis ξrj , j ∈ Id(n−1) (see (4.57) and (4.59)). Let j ∈ Id(n−1) and let
Ar,j be a 1-dimensional complex torus with a global coordinate ζj defining an algebraic
group isomorphism
ζj : Ar,j → C
× (5.25)
By Proposition 5.6 (and abuse of notation) we can regard
C ξrj = LieAr,j (5.26)
and simultaneously have Ar,j operate onMΩ(n, e), as an integration of the vector field
ξrj , in such a fashion that if b ∈ Ar,j then b = exp q ξrj if
ζj(b) = e
q (5.27)
It is very easy to prove that the action of Ar,j is analytic but what is much more
important for us is to prove that this action is that of an algebraic group, operating
algebraically on an affine algebraic variety.
Theorem 5.7. Let j ∈ Id(n−1). Then the map
Ar,j ×MΩ(n, e)→MΩ(n, e), (b, z) 7→ b · z (5.28)
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is a (algebraic) morphism.
Proof. Let b ∈ Ar,j and let z ∈ MΩ(n, e). Let ζ = ζj(b) so that ζ ∈ C
×.
Recalling (4.7) write z = (ν, x) where x ∈ MΩ(n) and ν ∈ eΩ(n). Let m ∈ In−1 be
such that j ∈ I[m] = Id(m) − Id(m−1). Then, by (5.23) and (5.27),
b · z = (ν, Ad (γz,j(ζ
−1))(x)) (5.29)
Since ν = κn(z) and x = πn(z) (see (4.8) and (4.9)) and both (4.8) and (4.9) are
morphisms it suffices by (5.29) to prove that the map
Ar,j ×MΩ(n, e)→ Gx,m, (b, z) 7→ γz,j(ζ
−1) (5.30)
is a morphism. Now ℓ ∈ Im in (5.19) is defined so that j = d(m − 1) + ℓ. For any
g ∈ Gl(m) let [g] ∈ Gl(m)/Diag(m) be the left coset defined by g (see §3.4). Of course
Gl(m)/Diag(m) is an affine algebraic homogeneous space. Recalling (5.19) to prove
(5.30) is a morphism it clearly suffices to show that
Ar,j ×MΩ(n, e)→ Gl(m)/Diag(m), (b, z) 7→ [gz] (5.31)
is a morphism.
Let E(m) be the set of all regular semisimple elements in M(m) so that E(m)
has the structure of a Zariski open (and hence nonsingular) affine subvariety of M(n).
Then, recalling (4.1), the map
Gl(m)× e(m)→ E(m), (g, µ) 7→ g µ g−1 (5.32)
is a surjective morphism. But now if g ∈ Gl(m) and µ ∈ e(m) then [g] · µ ∈ E(m) is
well defined by putting [g] · µ = g µ g−1. Clearly
(Gl(m)/Diag(m))× e(m)→ E(m), ([g], µ) 7→ [g] · µ (5.33)
is then also a surjective morphism. Now let
E(m, e) = {(µ, y) ∈ e(m)× E(m) | µ is Gl(m)-conjugate to y} (5.34)
so that E(m, e) is a Zariski closed subset of e(m)×E(m). The argument establishing
the dimension and nonsingularity in Theorem 4.9 (especially using the independence
of the differentials dpi, i ∈ I[m], at all points in E(m)) can obviously be modified to
apply here and prove that
E(m, e) is a nonsingular m2-dimensional Zariski closed subset of e(m)× E(m)
(5.35)
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But now (5.33) may be augmented to define the map
(Gl(m)/Diag(m))× e(m)→ E(m, e), ([g], µ) 7→ (µ, [g] · µ) (5.36)
But (5.33) readily implies that (5.36) is a surjectve morphism so that, for one thing,
E(m, e) is irreducible. Hence E(m, e) is a nonsingular variety. But (5.36) is obviously
bijective and hence birational. But then (5.36) is an algebraic isomorphism. Let
E(m, e)→ (Gl(m)/Diag(m))× e(m) (5.37)
be the inverse isomorphism. Projecting on the first factor defines a morphism σ :
E(m, e)→ Gl(m)/Diag(m) where, for g ∈ Gl(m) and µ ∈ e(m),
σ((µ, [g] · µ)) = [g] (5.38)
But now since (4.8) and (4.9) are morphisms it follows that τ : Ar,j ×MΩ(n, e) →
E(m, e) is a morphism where, using the noataion of (4.3), τ((b, z)) = (ν(m), xm). But
σ ◦ τ((b, z)) = [gz] (5.39)
by (5.13), since clearly hν,m = ν(m). See (4.3) and (5.12). This proves that (5.31) is
a morphism. QED
5.4. Let m ∈ In−1 and let r(m) be the span of the vector fields ξri , i ∈ I[m], and
so that, as defined in §5.3,
r = r(1)⊕ · · · ⊕ r(m− 1) (5.40)
By (4.57) and (4.59), r(m) is a commutative Lie algebra of dimension m and as we
have already noted r is a commutative Lie algebra of dimension d(n − 1). Let (see
(5.26))
Ar(m) = Ar,d(m−1)+1 × · · · × Ar,d(m−1)+m
Ar = Ar(1)× · · · ×Ar(n− 1)
(5.41)
so that as algebraic groups
Ar(m) ∼= (C
×)m
Ar ∼= (C
×)d(n−1)
(5.42)
In addition, by (5.26),
r(m) = LieAr(m)
r = LieAr
(5.43)
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As an immediate consequence of Theorem 5.7 and commutativity one has
Theorem 5.8. Let m ∈ In−1. Then the Lie algebras r(m) and r, respectively,
integrate to an algebraic action of Ar(m) and Ar on MΩ(n, e).
The following result is a refinement of Theorem 4.25. We are now dealing with
the “eigenvalue” vector fields ξri themselves on MΩ(n, e) rather than the more crude
“eigenvalue symmetric function” vector fields ξ
p̂(i)
.
Theorem 5.9. Let ν ∈ eΩ(n). Then Mν(n, e) is stable under the algebraic group
Ar. Furthermore Ar operates simply and transitively on Mν(n, e). In particular the
disjoint union (4.21) is the Ar-orbit decomposition of MΩ(n, e).
Proof. By Theorem 4.22 and Theorem 4.27 one has
r|Mν(n, e) = â|Mν(n, e) (5.44)
Hence
Ar|Mν(n, e) = Â|Mν(n, e) (5.45)
But then Mν(n, e) is stable under Ar and Ar operates transitively on Mν(n, e) by
Theorem 4.25. The only question concerns the simplicity of this action.
Let b ∈ Ar. By definition there exists qj ∈ C, j ∈ Id(n−1), such that
b = exp q1 ξr1 · · · exp qd(n−1) ξrd(n−1) (5.46)
But then if c = β(ν) (see (4.22)) it follows from Proposition 5.2 that there exists
ηj ν ∈ a, j ∈ Id(n−1), such that if a ∈ A is defined by putting
a = exp q1 η1,ν · · · exp qd(n−1) ηd(n−1),ν (5.47)
then
b|Mν(n, e) = â|Mν(n, e) (5.48)
recalling Theorem 4.25. In addition Proposition 5.2 implies that a = a(1) · · ·a(n− 1)
where, for m ∈ In−1, a(m) ∈ A(m) is given by
a(m) =
∏
j∈I[m]
exp qj ηj,ν (5.49)
Now assume that b|Mν(n, e) has a fixed point. But then by the commutativity of Ar
and the transitivity of Ar onMν(n, e) it follows that b|Mν(n, e) reduces to the identity.
We must prove
qj ∈ 2 π iZ, ∀j ∈ Id(n−1) (5.50)
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by (5.27) and (5.41). But now a|Mc(n) reduces to the identity by (4.66) and (5.48).
See Proposition 4.20. But then a ∈ Dc (see §3.64). Hence a(m) ∈ Dc(m) for any
m ∈ In−1 by Theorem 3.28. But Theorem 3.28 also asserts that if z ∈ Mν(n, e) and
x = πn(z) then also a(m) ∈ Ker ρx,m. But by (5.15) and (5.18) (see also (5.19) and
(5.22)) this implies (5.50) since m ∈ In−1 is arbitrary. QED
5.5. In the introduction, §0, we defined be ⊂ M(n). In common parlance (for
some people) be is the space of all n × n Hessenberg matrices. In §4.3 we defined
be,Ω(n) to be the intersection MΩ(n) ∩ be so that be,Ω(n) is a Zariski open subvariety
of be (and hence a nonsingular variety) and a closed subvariety of MΩ(n). We also
defined MΩ(n, e, b) = π
−1
n (be,Ω(n)) (see (4.8) and §4.3) so that MΩ(n, e, b) is a Zariski
closed subset of MΩ(n, e). Sharpening Theorem 4.4 we shall need
Theorem 5.10. The restriction (see (4.9))
κn : MΩ(n, e, b)→ eΩ(n) (5.51)
is an algebraic isomorphism so that MΩ(n, e, b) is a closed nonsingular subvariety of
MΩ(n, e).
Proof. Clearly (5.51) is a morphism since it the restriction of (4.9) to a Zariski
closed subset of MΩ(n, e). On the other hand it is bijective by Theorem 4.4. However
the inverse of (5.51) is a morphism. See (4.20). QED
An easy consequence of Theorem 5.10 is
Theorem 5.11. The image of the map
MΩ(n, e, b)→ C
d(n), y 7→ (r1(y), . . . , rd(n)(y)) (5.52)
is a Zariski open set in Cd(n) of the form (Cd(n))q where q is a nonzero polynomial on
Cd(n) and (5.52) is an algebraic isomorphism of MΩ(n, e, b) with (C
d(n))q.
Proof. Recalling the definition of eΩ(n) in §4.1, Theorem 5.11 follows immediately
from Theorem 5.10 and the definition of ri in (4.47) and ρkm in §4.2. QED
On the other hand we establish the following product structure for MΩ(n, e).
Theorem 5.12. The map
Ar ×MΩ(n, e, b)→MΩ(n, e), (b, y) 7→ b · y (5.53)
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is an algebraic isomorphism.
Proof. The map (5.53) is bijective by (4.21), (4.25) and Theorem 5.9. But then
(5.53) is a bijective morphism of nonsingular algebraic varieties by Theorem 5.8 and
Theorem 5.10. Hence (5.53) is an algebraic isomorphism. QED
By definition (see (5.41)) any element b ∈ Ar can be uniquely written
b = (b1, . . . , bd(n−1)) (5.54)
where bj ∈ Ar,j . We now extend the domain of the function ζj on Ar,j to all of Ar so
that, in the notation of (5.54),
ζj(b) = ζj(bj) (5.55)
Thus ζj ∈ O(Ar) and the map
Ar → (C
×)d(n−1), b 7→ (ζ1(b), . . . , ζd(n−1)(b)) (5.56)
is an isomorphism of algebraic groups. For i ∈ d(n − 1) let λri be the left invariant
vector field on Ar whose value at the identity of Ar corresponds to (abuse of notation)
ξri . Thus, by (5.27), in the coordinates ζj of Ar, one has
λri = ζi
∂
∂ ζi
and hence
λri ζj = δi jζi (5.57)
But now, by Theorem 5.12, every z ∈MΩ(n, e) can be uniquely written z = b · y
where b ∈ Ar and y ∈ MΩ(n, e, b). Hence, by Theorem 5.12, one has a well–defined
function sj ∈ O(MΩ(n, e)), j ∈ Id(n−1), where
sj(z) = ζj(b
−1) (5.58)
Furthermore Theorems 5.8, 5.9, 5.12 and (5.55) also clearly imply
Theorem 5.13. Let ν ∈ eΩ(n). Then the map
Mν(n, e)→ (C
×)d(n−1), z 7→ (s1(z), . . . , sd(n−1)(z))
is an algebraic isomorphism.
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The action of Ar on MΩ(n, e) of course introduces, contragrediently, an action
of Ar on O(MΩ(n, e)) so that if b ∈ Ar, f ∈ O(MΩ(n, e) and z ∈ MΩ(n, e) then
(b · f)(z) = f(b−1 · z). It is immediate from (5.58) that
b · sj = ζj(b) sj, j ∈ Id(n−1) (5.59)
But then with regard to Poisson bracket on MΩ(n, e), at this stage, we can say, for
i ∈ Id(n) and j ∈ Id(n−1),
[ri, sj] = δi jsj (5.60)
since, by differentiating (5.59) and applying (5.57) clearly,
ξrisj = δi jsj (5.61)
recalling (4.59).
Combining Theorems 5.11, 5.12, 5.13 and (5.61) one sees that the si, rj, i ∈
Id(n−1), j ∈ Id(n), form a system of uniformizing parameters on MΩ(n, e).
Theorem 5.14. For any z ∈MΩ(n, e) the n
2 differentials
(dri)z, (dsj)z, i ∈ Id(n), j ∈ Id(n−1), are a basis of the cotangent space T
∗
z (MΩ(n, e))
(5.62)
Furthermore the image of the map
MΩ(n, e)→ C
n2 , z 7→ (r1(z), . . . , rd(n)(z), s1(z), . . . , sd(n−1)(z)) (5.63)
is a Zariski open set Y in Cn
2
and (5.63) is an algebraic isomorphism of MΩ(n, e)
with Y .
Proof. Let z ∈ MΩ(n, e). The (dri)z, i ∈ Id(n), are linearly independent by
Proposition 4.18 (double prime statement). On the other hand (dsj)z, i ∈ Id(n), j ∈
Id(n−1), are clearly linearly independent by (5.61). But (5.61) together with (4.57)
implies that (dri)z are independent of the (dsj)z. By dimension this proves (5.62).
The image of (5.63) is the just the product of the image of (5.52) and (5.59) by
Theorem 5.12. Here we are using the constancy of the ri on Mν(n, e) (see (4.53)).
But then the image Y of (5.63) is Zariski open in Cn
2
by Theorems 5.11 and 5.13.
But the morphism (5.63) is bijective by Theorems 5.11, 5.12 and 5.13. Since both Y
andMΩ(n, e) are nonsingular varieties it follows (a version of Zariski’s Main Theorem)
that (5.63) is an algebraic isomorphism. QED
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5.6. It is our main objective now to prove the si, i ∈ Id(n−1), Poisson commute
among themselves. Localizing this problem, letting z ∈ MΩ(n, e) and i, j ∈ Id(n−1) it
is enough to show that
[si, sj](z) = 0 (5.64)
Let νo = κn(z) so that z ∈ Mνo(n, e). By (4.25) there exists a unique element zo
in MΩ(n, e, b) ∩Mνo(n, e). Let xo = πn(zo) (see (4.8)). Recalling the definition of
MΩ(n, e, b) and be,Ω(n) in §4.3 it follows that xo ∈ be,Ω(n) and, by Proposition 4.14,
πn defines MΩ(n, e, b) as an analytic covering space of be,Ω(n) (see also Theorem 5.10).
Thus there exists an open connected (in the Euclidean sense) neighborhood Vxo of xo
in be,Ω(n) such that Vxo is evenly covered by πn. Let Vzo be the connected component
of π−1n (Vxo) which contains zo. Thus Vzo is an open connected neighborhood of zo in
MΩ(n, e, b) and
πn : Vzo → Vxo (5.65)
is an analytic isomorphism.
Now, recalling the analytic isomorphism (4.13), let co = Φn(xo) (see (2.8))
and let Vco be the open connected neighborhood of co in Ω(n) defined by putting
Vco = Φn(Vxo). Finally let Vνo = κn(Vzo) so that (see (5.51)) Vνo is open connected
neighborhood of νo in eΩ(n).
Lemma 5.15. The map
β ◦ κn : Vzo → Vco (5.66)
is an analytic isomorphism (see (4.15) for the definition of β).
Proof. One readily notes that β ◦ κn restricted to Vzo is the same as Φn ◦ πn
restricted to Vzo (a commutative diagram). But (5.65) is an analytic isomorphism and
(4.13) is an analytic isomorphism. QED
Let x = πn(z). Let Wz = Ar · Vzo and let Wx = πn(Wz).
Proposition 5.16. Wz is an open connected neighborhood of z in MΩ(n, e).
Furthermore
Wz = ⊔ν∈Vνo Mν(n, e) (5.67)
In addition Wx is a open connected neighborhood of x in MΩ(n) and
Wx = ⊔c∈VcoMc(n) (5.68)
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(see §2.2). Finally
πn :Wz →Wx (5.69)
is an analytic isomorphism.
Proof. Since Vzo is open and connected in MΩ(n, e, b) it follows from Theorem
5.12 that Wz is open and connected in MΩ(n, e). Furthermore (5.67) follows from
Theorems 5.9 and 5.12. Also z ∈ Wz since νo ∈ Vνo . Since a covering map is an open
map it follows that Wx is an open connected neighborhood of x inMΩ(n). Also (5.68)
follows from (5.67) and Proposition 4.20. Since (5.69) is both open and continuous, to
prove that it is an analytic isomorphism it suffices to prove that it is bijective. For this
of course one must see that it is injective. But this clearly follows from Proposition
4.20, Lemma 5.15 and the bijectivity of (5.51). QED
Proposition 5.16 enables us to carry holomorphic functions on Wz to Wx. Using
the notation of §1.2, for i ∈ Id(n), j ∈ Id(n−1), let r
′
i, s
′
j ∈ H(Wx) be defined so that
on Wz, r
′
i ◦ πn = ri and s
′
j ◦ πn = sj . Recalling the definition of the Poisson structure
on MΩ(n, e) (see §4.6) it follows that (5.69) is an isomorphism of Poisson manifolds.
Hence to prove (5.64) it suffices to prove
[s′i, s
′
j](x) = 0 (5.70)
Obviously, for i ∈ Id(n−1),
(πn)∗(ξri |Wz) = ξr′i (5.71)
If r′ is the commutative Lie algebra span of ξr′
i
, i ∈ Id(n−1), then, recalling Proposition
4.20, Theorem 5.9, (5.67) and (5.68), r′ integrates to a group Ar′ , which operates on
Wx, and which admits an isomorphism
Ar → Ar′ , b 7→ b
′ (5.72)
such that for any w ∈Wz, and b ∈ Ar
πn(b · w) = b
′ · πn(w) (5.73)
In addition Theorems 5.9 and 5.12 imply
Proposition 5.17. (5.68) is the orbit decomposition of Ar′ on Wx and Ar′
operates simply (as well as transitively) on Mc(n) for every c ∈ Vco. Furthermore (see
(5.65))
Wx = ⊔b∈Ar b
′ · Vxo (5.74)
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.5.7. We retain the notation of the previous section and recall some notation from
§1.2. If O ⊂ M(n) is an adjoint orbit of Gl(n) and y ∈ O then Oy = O. If O is an
orbit of regular semisimple elements then
dimO = 2 d(n− 1) (5.75)
and if qk, k = 1, . . . , n, is the constant value that the Gl(n)-invariant (see §2.1)
pd(n−1)+k takes on O then O is clearly determined by those values. That is,
O = {y ∈M(n) | pd(n−1)+k(y) = qk} (5.76)
It follows then from (2.9) that if (see §2.2)
Cd(n)(O) = {c ∈ Cd(n) | cd(n−1)+k = qk, k ∈ In}
one has
O = ⊔c∈Cd(n)(O)Mc(n) (5.77)
Let S be the set of all Gl(n)-adjoint orbits of regular semisimple elements. Since any
y ∈MΩ(n) (see (2.53)) is regular semisimple one has Oy ∈ S for any y ∈Wx. Let
S(Wx) = {O ∈ S | Wx ∩O 6= ∅}
and for any O ∈ S(Wx) let Vco(O) = C
d(n)(O) ∩ Vco so that
O ∩Wx = ⊔c∈Vco (O)Mc(n) (5.78)
by (5.68) and (5.77).
Now, recall from §1.2, any adjoint orbit has the structure of a symplectic manifold.
If O ∈ S then as one knows O is closed in M(n). If O ∈ S(Wx) then O ∩Wx is open
in O and hence O ∩Wx is a symplectic manifold.
Proposition 5.18. Let O ∈ S(Wx). Then the group Ar′ (see Proposition 5.17)
stabilizes O ∩Wx and operates as a group of symplectomorphisms on O ∩Wx.
Proof. For any i ∈ Id(n−1) the vector field ξr′
i
|O ∩Wx is tangent to O ∩Wx and
is a Hamiltonian vector field on O∩Wx by Proposition 1.3 and especially (1.19). Thus
r
′|O∩Wx is a Lie algebra of Hamiltonian vector fields on O ∩Wx. But, by (5.78) and
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Proposition 5.17, O∩Wx is stabilized by the integrated group Ar′ . Hence Ar′ operates
as a group of symplectomorphisms of O ∩Wx. QED
Assume X is a submanifold of Wx. Let S(X) = {O ∈ S | O ∩ X 6= ∅} so that
S(X) ⊂ S(Wx). We will say X is Lagrangian in Wx if dimX = d(n) and O ∩X is
a Lagrangian submanifold of the symplectic manfold O, for any O ∈ O(X).
Proposition 5.19. Assume X is a Lagrangian submanifold of Wx. Let b ∈ Ar.
Then S(X) = S(b′ ·X) and b′ ·X is again a Lagrangian submanifold of Wx.
Proof. Obviously dim b′ · X = d(n). Let O ∈ S(X). Then of course O ∩
X = (O ∩Wx) ∩X and, by definition of being Lagrangian, obviously (O ∩Wx) ∩X
is Lagrangian in O ∩ Wx. But b
′ operates as a symplectomorphism of O ∩ Wx by
Proposition 5.18. Thus b′ · ((O ∩Wx) ∩X) = (O ∩Wx) ∩ b
′ ·X is again Lagrangian
in O ∩Wx. That is, O ∈ S(b
′ ·X) and b′ · (O ∩X) = O ∩ b′ ·X is Lagrangian in O.
By using b−1 one readily reverses the argument to show that if O ∈ S(b′ · X) then
O ∈ S(X) and O ∩ b′ ·X is Lagrangian in O. QED
The following result will be seen to be the key point in proving (5.70) and conse-
quently (5.64).
Theorem 5.20. Retain the notation of (5.65) (or (5.74)). Then Vxo is a La-
grangian submanifold of Wx.
Proof. We will use results in [K2]. These are stated for complex semisimple
Lie groups but their extension to the reductive group Gl(n) is immediate and we will
apply the results for that case. Let N ⊂ Gl(n) be the maximal unipotent subgroup
where Lie N is the Lie subalgebra of all strictly upper triangular matrices. Retaining
notation in [KW] we have put u = LieN . See (3.51)). Let s be defined by (1.1.5) in
[K2] so that if se = −e + s, using the notation of §2.2, then se ⊂ be (see §4.3) and,
as asserted by Theorem 1.1 in [K2], (a), se is a cross-section for the adjoint action of
Gl(n) on the set of all regular elements in M(n). On the other hand (b), Theorem 1.2
in [K2] asserts that be is stable under AdN and the map
N × se → be, (u, w) 7→ Adu(w) (5.79)
is an isomorphism of affine varieties.
To prove that Vxo is Lagrangian inWx we first observe that dimVxo = d(n). This
is clear since Vxo is open in be (see §5.6). Now let O ∈ S(Vxo). It remains to show
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that O ∩ Vxo is Lagrangian in O. But now, by (a) above, O ∩ se consists of a single
point yo and hence by (b) one must have
O ∩ be = AdN(yo) (5.80)
Since O is closed in M(n) this implies that AdN(yo) is closed in be and one has
O ∩ Vxo = AdN(yo) ∩ Vxo (5.81)
since Vxo ⊂ be. But Vxo is open in be and hence (5.81) implies that O ∩ Vxo is
open in AdN(yo). Consequently to prove that O ∩ Vxo is Lagrangian in O it suffices
to prove that AdN(yo) is Lagrangian in O. But dim AdN(yo) = dimN by (5.79),
and dimN = d(n − 1) which is half the dimension of O. On the other hand if
y ∈ AdN(yo) and u, v ∈ u (see (3.51)) we must show that ωy(η
u, ηv) = 0 (see §1.2 and
more specifically (1.10)). But ωy(η
u, ηv) = B(y, [u, v]) by (1.10). But B(y, [u, v]) = 0
since y ∈ be and one notes that be is B-orthogonal to [u, u]. QED
By Theorem 5.12 one has the following disjoint union
MΩ(n, e) = ⊔b∈Ar b ·MΩ(n, e, b) (5.82)
One the other hand, we note that the components in (5.82) are level sets of the
functions sj , j ∈ Id(n−1). Indeed for any τ ∈ (C
×)d(n−1) let τi ∈ C
×, i ∈ Id(n−1), be
defined so that
τ = (τ1, . . . , τd(n−1)) (5.83)
and for τ ∈ (C×)d(n−1), let
MΩ(n, e, τ) = {y ∈MΩ(n, e) | si(y) = τi, ∀i ∈ Id(n−1)} (5.84)
so that
MΩ(n, e) = ⊔τ∈(C×)d(n−1) MΩ(n, e, τ) (5.85)
The following proposition is an immediate consequence of (5.58).
Proposition 5.21. The partitions (5.74) and (5.82) of MΩ(n, e) are the same.
That is, for any b ∈ Ar,
b ·MΩ(n, e, b) =MΩ(n, e, τ) (5.86)
where for i ∈ Id(n−1), τi = ζi(b
−1).
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Remark 5.22. Since Vzo is open inMΩ(n, e, τ) (see §5.6) note from the definition
Wz in §5.6 one has the disjoint union
Wz = ⊔b∈Ar b · Vzo (5.87)
and hence by (5.86),
b · Vzo = {w ∈Wz | si(w) = ζi(b
−1), ∀i ∈ Id(n−1)} (5.88)
We can now prove one of the main theorems of the paper.
Theorem 5.23. The uniformizing parameters ri, sj, i ∈ Id(n), j ∈ Id(n−1) of
MΩ(n, e) (see Theorem 5.14) satisfy the following Poisson commutation relations,
(1) [ri, rj] = 0, i, j ∈ Id(n)
(2) [ri, sj] = δi j sj , i ∈ Id(n), j ∈ Id(n−1)
(3) [si, sj] = 0, i, j ∈ Id(n−1)
(5.89)
Proof. (1) and (2) have already been proved. See (4.57) and (5.60). We therefore
have only to prove (3). We use the notation of §5.6 where we have to prove (5.64). But,
as we have observed, this comes down to proving (5.70). Recalling the isomorphism
(5.69) and the definitions of s′i and b
′ for b ∈ Ar in §5.6, one has the disjoint union
Wx = ⊔b∈Ar b
′ · Vxo (5.90)
and
b′ · Vxo = {y ∈ Vx | si(y) = ζi(b
−1), ∀i ∈ Id(n−1)} (5.91)
by (5.87) and (5.88).
But now, by (5.90), there exists b ∈ Ar such that x ∈ b
′ ·Vxo . For notational sim-
plicity put X = b′ ·Vxo . But then X is Lagrangian submanifold of Vx by Propositions
5.19 and 5.20. Obviously Ox ∈ S(X) (using the notation of Proposition 5.19). Thus
Ox ∩X is a Lagrangian submanifold of the symplectic manifold Ox and x ∈ Ox ∩X .
Let v ∈ Tx(Ox ∩X). But since the s
′
i are constant on X by (5.91) one has v s
′
i = 0
for all i ∈ Id(n−1). On the other hand (ξs′
i
)x ∈ Tx(Ox) by Proposition 1.3. Thus
ωx((ξs′
i
)x, v) = 0, by (1.17) and (1.19), for all v in the Lagrangian subspace Tx(Ox∩X)
of Tx(Ox). But by the isotropic maximality of Tx(Ox ∩ X), with respect to ωx, one
must have (ξs′
i
)x ∈ Tx(Ox ∩X). But then (ξs′
i
)x s
′
j = 0 for all i, j ∈ Id(n−1) since s
′
j is
constant on Ox ∩X . This proves (5.70). QED
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5.8. The Poisson bracket in P (n) (see §1.1) or, as denoted in §4.4, O(M(n)),
extends in the obvious way to the quotient field, F (n) (see §4.5). Similarly, the
Poisson structure in O(MΩ(n, e) extends to the function field F (n, e) (see §4.5) which,
we recall, is a Galois extension of F (n). See Proposition 4.12.
The Gelfand-Kirillov theorem is the statement that the quotient division ring of
the universal enveloping algebra of M(n) is isomorphic to the quotient division ring
of a Weyl algebra over a (central) rational function field. A natural commutative
analogue is the statement that F (n), as a Poisson field, is isomorphic to the rational
function field of a classical phase space over (a Poisson central) function field. Using
the eigenvalue functions, ri, and the commutative algebraic group Ar we now find that
the statement is explicitly true for the Galois extension F (n, e) of F (n).
Theorem 5.24. For i ∈ Id(n−1) one has s
−1
i ∈ O(MΩ(n, e)) (see (5.58)) so that
(see §4.2 and (4.47)) r(i) ∈ O(MΩ(n, e)) where
r(i) = ri/si (5.92)
Then F (n, e) is the rational function field in n2 variables,
F (n, e) = C(r(1), . . . , r(d(n−1)), s1, . . . , sd(n−1), rd(n−1)+1, . . . , rd(n−1)+n) (5.93)
Furthermore one has the Poisson commutation relations: rd(n−1)+k Poisson commutes
with all every element in F (n, e) for k ∈ In and, for i, j ∈ Id(n−1),
(1) [r(i), r(j)] = 0
(2) [r(i), sj] = δi j
(3) [si, sj] = 0
(5.94)
Proof. As a function field one has
F (n, e) = C(r1, . . . , rd(n−1), s1 . . . , sd(n−1), rd(n−1)+1, . . . , rd(n−1)+n) (5.95)
by Theorem 5.14. For i ∈ Id(n−1) one has s
−1
i ∈ O(MΩ(n, e)) since si vanishes nowhere
onMΩ(n, e) by (5.58). As a function field (5.93) follows immediately from (5.95). The
commutation relations (5.94) follow easily from (5.89). QED
Involved in the paper are two groups which operate on MΩ(n, e) and then con-
tragrediently on O(MΩ(n, e)). In both cases the latter action extends to an action on
the field F (n, e). The first group is the Galois group Σn (see §4.5 and Proposition
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4.12). It is immediate from Proposition 4.14 that Σn preserves Poisson bracket. The
second group is the d(n − 1)-dimensional complex torus, Ar. Since the action of Ar
is algebraic (see Theorem 5.8) the group Ar stabilizes O(MΩ(n, e)). In fact since the
action is algebraic, as one knows, for any f ∈ O(MΩ(n, e)),
Ar · f spans a finite dimensional subspace of O(MΩ(n, e)) (5.96)
In addition, the action of Ar obviously extend to an action on the field F (n, e). Fur-
thermore this action also preserves Poisson bracket (an easy consequence of (5.46) and
(5.96)). The following theorem explicitly determines the action of the two groups. If
α ∈ Zd(n−1) and j ∈ Id(n−1) let αj ∈ Z be such that α = (α1, . . . , αd(n−1)). For α ∈ Z
let ζα be the character on the torus Ar defined by putting (see (5.55) and (5.56))
ζα = ζα11 · · · ζ
αd(n−1)
d(n−1)
Also let sα ∈ F (n, e) be defined by putting
sα = sα11 · · · s
αd(n−1)
d(n−1)
Theorem 5.25. Let m ∈ In and let j ∈ I[m] = Id(m) − Id(m−1). Then for any
σ ∈ Σn there exists k ∈ I[m] such that
σ · rj = rk (5.97)
Furthermore if m ∈ In−1 then σ ·sj = sk and σ ·r(j) = r(k). In addition Σn normalizes
the torus Ar. In fact in the preceding notation
σ Ar,j σ
−1 = Ar,k (5.98)
(see §5.3 and (5.41).
Next, for any rational function f ∈ C(r1, . . . , rd(n)) and any α ∈ Z
d(n−1) one has
b · (f sα) = ζα(b) f sα (5.99)
for any b ∈ Ar.
Proof. (5.97) follows immediately from the definition of the action of Σn. See
(4.5), (4.6), (4.10),(4.11), the definition of ρim in §4.2 and (4.47). Since σ preserves the
Poisson bracket structure in MΩ(n, e) it carries the vector field ξrj to ξrk and, hence
transforms the corresponding flows (where, by (4.59), we may assume m ∈ In−1) so
37
as to yield (5.98). But σ also stabilizes MΩ(n, e, b) since, by definition, (see §5.5)
MΩ(n, e, b) = π
−1
n (be,Ω(n)), But then σ · sj = sk by (5.58) and (5.98). It is, of course,
then immediate that σ · r(j) = r(k).
The equation (5.99) follows obviously from the definition of Ar (see (5.41)) and
(5.59). QED
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