Abstract. In computer science, scenarios with interacting agents are often developed using modal logic. We show how to interpret modal logic of knowledge in relation algebra. This allows the use of the RelView tool for the purpose of investigating finite models and for visualizing certain properties. Our approach is illustrated with the well-known 'muddy children' puzzle using modal logic of knowledge. We also sketch how to treat other non-classical logics in this way. In particular, we explore our approach for computational tree logic and illustrate it with the 'mutual exclusion' example.
Introduction
For some time now researchers in computer science have been interested in reasoning about knowledge in multi-agent systems. Here a group of interacting agents is given and it is assumed that each agent takes into account not only facts that are true about the world, but also the knowledge of other agents. Applications of this scenario can be found in many domains of computer science, for instance in distributed computing, cryptography, and robotics.
The idea of using modal logic for reasoning about knowledge goes back to J. Hintikka and has been worked out in great detail, e.g. in the textbooks [9, 12, 19] . The standard semantics of modal logic is based on the agents' accessibility relations on a global set of possible worlds. In this paper we adopt an algebraic perspective. Relation algebra, and more generally Boolean algebras with operators, provide natural settings for studying modal logics and other kinds of non-classical logics, cf. [2, 6, 13, 23] for example. A sufficient framework for interpreting modal logic of knowledge is dynamic algebra [16, 24] . However in this paper we interpret modal logics in the more expressive setting of heterogeneous relation algebras with transitive closure (see [22, 25, 26] ) and their representation as Boolean matrices [25] . Representing sets (respectively, predicates on sets) by specific relations, viz. vectors, relation-algebraic specifications can be evaluated by calculations on Boolean matrices and vectors, and properties of relations can be verified in this way. Hence, the relation-algebraic manipulation and visualization system RelView [1, 20, 4] can be applied for the purpose of model checking and similar tasks. It turns out that this can be achieved with very little effort and that the approach can be transferred to other important non-classical logics, which are embeddable into the programming language of RelView, such as temporal logic which we consider in this paper but also Peirce logic and description logic.
The case study in this paper explores a novel application of the RelView tool for which it was not originally designed. The application may be of interest to researchers working in the area of modal logics, since to our knowledge, there seem to be very few tools available for solving and visualizing computational problems of finite models in modal logic. One of the uses of RelView we explore is its use as a finite model checker. However we do not claim any superiority of the system over existing implemented model checking systems such as Mcmas [18] and Verics [14, 15] ). Sophisticated model checking tools which have been developed for computational tree logic, linear temporal logic, and the process algebra CSP include Spin, Smv, Kronos, Uppall, and Fdr2. Because of the global approach that RelView takes, it cannot compete directly with systems based on local evaluations. Nevertheless, the underlying technology of RelView is based on reduced, ordered BDDs which are fast [17, 3, 20] . Furthermore, the tool has a convenient graphical user interface and provides useful capabilities for manipulating and displaying relations and graphs. Particularly attractive in the context of modal logic is the presence of the operator trans for computing transitive closures in the tool's programming language. This is useful for performing finite model reasoning tasks for a modal logic with the common knowledge operator and also for dynamic logic. Such logics cannot be handled directly for example by first-order logic theorem provers since the transitive closure operator and the common knowledge operator are not first-order definable.
The remainder of the paper is organized as follows. Some basic notions of modal logic and modal logic of knowledge are recalled in Sections 2 and 3. Section 4 describes how to interpret modal logic of knowledge in relation algebra and how then the RelView tool can be used for solving computational problems on finite models. The application of the approach to the well-known 'muddy children' puzzle is presented in Section 5. This example also demonstrates how RelView can be used for visualizing models, and solutions of tasks. Our method can be extended to all non-classical logics, embeddable into the programming language of RelView. Section 6 features the approach for computational tree logic and the 'mutual exclusion' example in more detail. In Section 7 some further applications of relation algebra and RelView in the context of modal logic are considered. Finally, Section 8 concludes with some further remarks about the approach and the use of RelView.
Modal Logic
The language of (propositional) modal logic with multiple modalities is defined over countably many propositional variables p 1 , p 2 , p 3 , . . ., and finitely many modalities ♦ 1 , . . . , ♦ n , one for each agent 1, . . . , n. A propositional atom is a propositional variable or the constant (the symbol for 'true') and a modal formula is either a propositional atom or a formula of the form ¬φ, φ ∧ ψ, and ♦ i φ. We define the constant ⊥ (the symbol for 'false') and the other propositional connectives ∨, →, and ↔ as usual, e.g. φ → ψ := ¬φ ∨ ψ. Furthermore, the dual operator of ♦ i is defined by i φ := ¬♦ i ¬φ.
The standard semantics of modal logic is given by the well-known Kripke semantics (or possible world semantics). A frame (or relational structure) for a modal logic is a pair F = (W, {R 1 , . . . , R n }), where W is a non-empty set of worlds and each R i is a binary relation over W . W is the set of possible worlds (or states) in which the truth of formulae is evaluated. The R i are the accessibility relations which determine the formulae deemed possible by an agent i in a given world (1 ≤ i ≤ n). A model is a pair M = (F, ι) of a frame F and a valuation function ι from the set of propositional variables to 2 W , where ι(p i ) is interpreted to be the set of worlds in which p i is true. The truth of a modal formula in a world x of a model M is defined as follows (where the notation R i (x, y) means that the elements x and y are related via the relation R i ).
If M, x |= φ we also say that x satisfies φ. A modal formula is valid in a model M iff the formula is true in every world of M . It is valid in a frame F iff it is valid in all models based on the frame, i.e. in all models (F, ι).
For the purposes of this paper it suffices to consider modal logic from a semantic perspective. (The reader interested in the axiomatizations of the considered logics should refer to standard textbooks, e.g. [5, 7, 10, 11] .) A modal logic L is said to be sound (respectively complete) with respect to a class of frames iff for any modal formula φ, any frame in the class validates φ if (respectively iff) φ is a theorem in L. A modal logic is said to be complete iff it is complete with respect to some class of frames.
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The basic multi-modal logic K (m) is complete with respect to the class of all frames. The table in Figure 1 lists the relation-algebraic correspondence properties satisfied by classes of frames for extensions of the basic logic K (m) . This means, if L denotes an extension of the basic logic K (m) with a subset of the common axioms listed in the table then L is a logic (sound and) complete with respect to the class of all frames which satisfy each of the corresponding properties. In the table, I denotes the identity relation and L denotes the universal relation. Furthermore, R; R denotes the composition of R with itself and R T the transpose (converse) of R. Other relation-algebraic constructions used in this paper are the empty relation O, the Boolean constructs R ∪ S (union), R ∩ S (intersection), R (complement), and the transitive closure R + := k≥1 R k of R. Here we assume powers are defined inductively by R 0 := I and R k+1 := R; R k for k ≥ 0.
Modal Logic of Knowledge
Modal logic lends itself to formalize informational aspects of agent-based scenarios. Consider the language defined in Section 2 in which i φ, from now on written K i φ, is interpreted as 'the agent i knows that property φ is the case'. For this reading it is usual to assume that the following axioms of the table in Figure 1 are valid: T (axiom of true knowledge), 4 (agents are positively introspective) and 5 (agents are negatively introspective). The accessibility relations R i associated with the knowledge operators K i are therefore equivalence relations on the set of worlds W (because each R i is reflexive and transitive and R
shows symmetry). In order to handle the common knowledge of a group of agents two additional modal operators, E G and C G , are required. Let G denote a finite set of agents. Then the modal formula E G φ is read to mean that 'each of the agents in G knows that φ is the case', and the modal formula C G φ is read to mean that 'it is common knowledge among the group G of agents that φ is the case'. Their semantics is defined by the following equivalences, where E k G φ is an abbreviation of the modal formula E G . . . E G φ with k occurrences of the operator E G .
. . , i m }, then we have the following equivalence.
Thus, the formula E G φ is true in a world of a model iff everyone in the group knows that φ is true. Furthermore, the formula C G φ is true iff everyone in the group knows that φ is true and everyone in the group knows that everyone in the group knows that φ is true, and so on. The following three properties are not difficult to show for any model M and any world x of M . We assume that R is the union of the accessibility relations R i for all i ∈ G, i.e. R := i∈G R i .
Distributed knowledge is another concept central to modal logics of knowledge. Here a group of agents can deduce a formula by pooling their knowledge together. Since this distributed knowledge is not used in the 'muddy children' puzzle of Section 5, we omit the technical details and refer to the textbooks cited in Section 2. Relation algebra does however allow us to model distributed knowledge by using the same techniques which we apply in the next section to model the modal logic of common knowledge.
Relational Model Checking
The term 'model checking' refers to automatic model-based verification approaches; see e.g., [21, 8] . In the case of modal logic it involves solving tasks of the following kind. Suppose that M = (F, ι) is a given finite model, where the frame is F = (W, {R 1 , . . . , R n }), and φ is a given modal formula.
Determine whether φ is true in a given world of M (satisfiability in a given world of a model).
(1)
Determine whether there is a world of M in which φ is true (satisfiability in a model).
Determine whether φ is true in all worlds of M (global satisfiability/validity in a model).
(3)
Determine the set of all worlds of M in which φ is true. (4) In this paper, we use relation algebra and the RelView tool to compute the set of all worlds of M in which φ is true (i.e. to solve task (4)). This immediately leads to solutions of tasks (1)- (3), too.
Our solution is based on the representation of sets of worlds by so-called vectors over W . Such vectors are relations with W as the domain and a singleton set, {•} say, as the range. Since this specific range is irrelevant, in the following we omit for a vector v the second argument and write v(x) instead of v(x, •). A vector v over W can be viewed as a Boolean column vector and represents the set {x ∈ W | v(x)} of worlds.
Suppose we wish to describe an arbitrary modal formula φ via the vector of worlds in which it is true, that is, we want to compute the vector v φ representing the set {x ∈ W | M, x |= φ}. We start by defining for the constant the vector v as the universal vector L over W (the universal relation with domain W and range {•}). Then for each propositional variable p in φ we define a vector v p representing the set ι(p). Using Boolean vector terminology, the latter means that we set the x-component of v p to 1 if x ∈ ι(p) and we set it to 0 if x / ∈ ι(p). Due to the first two cases of the definition of truth in Section 2, the vector v represents the set {x ∈ W | M, x |= } and the vector v p represents the set {x ∈ W | M, x |= p} for every propositional variable p in φ. Based on these facts, we then obtain the vector v φ which we are looking for by recursively applying the following properties.
The proofs of these equations for arbitrary ψ and ρ use the remaining three cases of the definition of truth in Section 2 and the definition of relational complement, intersection, and composition. E.g.,
It is obvious from the above equations, how to get the vectors for the constant ⊥ and the other propositional connectives ∨, → and ↔. A little reflection yields the vectors for the dual operators K i (or i ). With the help of the properties of Section 3 we, finally, obtain the vector-representation for the remaining modal operators E G and C G , too.
We present only the results for the dual operators K i and the common knowledge operators E G , and C G . Here we have:
A proof of the first equation is
The second equation follows from the calculation
This property is used in the following proof of the third equation.
All the constructs of relation algebra we have used up to now are available in the programming language of the RelView tool. More specifically, we have the RelView-operators -for complementation (prefix operator),^for transposition (postfix operator), |, &, and * for union, intersection, and composition (infix operators), and trans for transitive closure (a pre-defined relational function). Furthermore, the tool allows for the definition of relational functions by the user. For instance, the box operators i can be modelled by the following binary RelView-function box.
box(S,v) = -(S * -v)
Here S denotes a RelView-relation (a Boolean matrix) and v a RelViewvector. Consider the modal formula φ defined as follows.
In words, the formula φ says that agent 1 knows p and, furthermore, that agent 1 knows that agent 2 does not know agent 1 knows p. The vector-representation v φ of the set of worlds in which φ is true is computed by RelView as the result of the evaluation of the expression
Here it is assumed that the accessibility relations R 1 , R 2 of M and the vector v p are stored in the tool's workspace under the names R1, R2, and p.
Example: The Muddy Children Puzzle
By way of the well-known 'muddy children' puzzle we now illustrate the support provided by the RelView tool for solving certain problems on finite models of modal logic. Our description of the puzzle follows [9] .
A group of n children play together. A number of them happen to get mud on their foreheads. Each child can see another child's forehead but it cannot see its own forehead. Since no child will tell another child whether it has mud on the forehead, the puzzle is the following. Can a child know that it has mud on its own forehead? Obviously, without any extra information the answer is no. But now the father comes onto the scene. He says for all to hear, that 'at least one of you has mud on your forehead'. He then asks the children over and over again: 'Do you know whether you have mud on your forehead?' with the instruction that the children have to answer the question simultaneously. Suppose the number of children with mud on their foreheads is k. Then in the first k − 1 rounds, the father asks the question all children will answer 'no'. However, in the kth round exactly the children with muddy foreheads will answer 'yes'; the remaining will answer 'no'. This puzzle can be modelled and solved within the modal logic of knowledge defined in Section 3. The common knowledge operator C G is particularly crucial for the solution.
As a concrete example of the 'muddy children' puzzle, in the following we elaborate an instance of the problem with three children. The possible states Figure 2 show the accessibility relations R 1 , R 2 , and R 3 . This is how RelView displays the relations as Boolean matrices (with labeled rows and columns). A black square in the matrix R i means that the corresponding states are related via this relation and a white square means that they are not related. E.g., the above considerations on the knowledge of child 1 in the state (1, 0, 1) correspond to the two black squares in the fifth row of R 1 .
Suppose that the relation R is the union of the three accessibility relations R 1 , R 2 , and R 3 . In Figure 3 it is shown how the RelView tool displays the irreflexive part R ∩ I of R as a labelled graph. This graph is the disjoint union of three subgraphs. These correspond to the possibilities of child 1 (boldface arcs), child 2 (dotted arcs), and child 3 (remaining arcs), but neglecting all self-loops. (We have omitted the self-loops in order to avoid cluttering in the graph.) Now, we assume the propositional variable p i , 1 ≤ i ≤ 3, denotes that 'child i has mud on its forehead'. Then RelView depicts the vector v pi representing the set ι(p i ) as a Boolean column vector as in Figure 4 , where we have again used the tool's labeling mechanism to enhance understandability.
The three accessibility relations and these three vectors (Figures 2 and 4 ) provide a complete specification of the model M which we use as input to RelView. We assume that these are stored in the tool's workspace under the names R1, R2, R3 and p1, p2, p3. Furthermore, we use the relational function box of Section 3.
In order to determine satisfiability of a formula φ in a state or set of states all that is required is to let RelView evaluate the expression corresponding to φ, since this returns the set of worlds/states in which the formula is true as 
The formula on the left says that child 1 does not know whether it or child 2 is muddy and the formula on the right says that child 1 knows that child 2 is muddy or that child 3 knows that child 1 is muddy. The RelView-expressions representing the modal formulae ¬K 1 (p 1 ∨ p 2 ) and
respectively box(R1,p2 | box(R3,p1)). Evaluating these two expressions with the tool yields the vectors in Figure 5 . The labelling of the rows is as in Figure 4 . Hence, the interpretation of the vectors is that ¬K 1 (p 1 ∨ p 2 ) is true in the states (0, 0, 0), (1, 0, 0), (0, 0, 1) and (1, 0, 1) and K 1 (p 2 ∨ K 3 p 1 ) is true in all states except (0, 0, 0), (1, 0, 0), (0, 0, 1) and (1, 0, 1). As a consequence, the statement is true for all states x of the model M , which menas that its formula is valid in M . This can be easily determined with the aid of RelView by evaluating the expression (t1 | t2) & (-t1 | -t2) (i.e. ¬t1 ↔ t2) where t1 and t2 denote ¬K 1 (p 1 ∨ p 2 ) and K 1 (p 2 ∨ K 3 p 1 ), respectively. This produces the universal vector which confirms that the equivalence is valid. In words, the equivalence says that child 1 knows that itself or child 2 is muddy iff it knows that either child 2 is muddy or that child 3 knows that child 1 is muddy. The next example involves the common knowledge operator C G . Consider the following statement.
Because v CGψ = ( i∈G R i ) + ; v ψ (see Section 4) and the definition of implication in terms of negation and disjunction, the RelView-expression for the formula
box(trans(R1 | R2 | R3),-p2 | box(R1,p2)).
The RelView result for this expression is the universal vector, which means that the formula C {1,2,3} (p 2 → K 1 p 2 ) holds in all the worlds of the model M under consideration. Indeed, as is easy to verify, in this model it is common knowledge of all children that, if child 2 is muddy then child 1 knows this.
The above illustrates that RelView has two modes for displaying relations: graph representations and matrix representations. Graph representations are particularly well suited for visualization. RelView allows for the edges and nodes of graphs to be distinctively marked. For example, different edge styles can be used as in Figure 3 to specify designated (sub)relations and the nodes can be labelled. Matrix representations are in general less well-suited for visualization, but provide efficient representations of graphs and are easy to process by relation-algebraic (matrix) operations. In addition, certain properties have natural illustrations in matrices. E.g., it is easy to recognize at one glance from the matrices representing R 1 , R 2 and R 3 that all three relations are reflexive and symmetric (because each matrix includes the diagonal, the identity relation, and is a mirror image in the diagonal). Also validity of a formula in the model is immediately recognizable when the evaluation returns a vector with all squares marked.
Until now, we have shown how to interpret modal logic of knowledge in relation algebra and how then the RelView tool can be used for investigating finite models of this logic, for visualizing them and for computing solutions to certain computational tasks. This method can be extended to all non-classical logics, embeddable into the programming language of RelView. Prominent examples are logics such as linear-time logic LTL, Hennessy-Milner logic HML, the modal µ-calculus, and the computational tree logic CTL. These are used in computer science for describing properties of computer systems, and model checking for these logics can then serve as a verification method.
In all the logics we have just mentioned some modalities are specified via fixed point constructions. This is no problem for RelView. Far from it! Its programming language allows to formulation of while-loops. These can be used immediately to compute extremal fixed points of monotone functions f on finite lattices as limit of the finite ascending chain 0 ≤ f (0) ≤ f (f (0)) ≤ . . . in the case of the least fixed point (0 is the least element of the lattice) and of the finite descending chain 1 ≥ f (1) ≥ f (f (1)) ≥ . . . in the case of the greatest fixed point (1 is the greatest element of the lattice), respectively.
In the following, we consider computational tree logic CTL in more detail. Formulae of this logic are constructed using the propositional atoms and connectives of modal logic as introduced in Section 2 and the specific operators AX, EX, AU, EU, AF, EF, AG, and EG. The meaning of the operators AX (respectively EX ) is the same as the meaning of the -modality (respectively the ♦-modality) in classical modal logic. Hence, if we use again v φ as vector representation of the set {M, x |= φ} we obtain the relation-algebraic specifications
where R is the transition relation of the model M . A formula of the form AU (φ, ψ) holds in a state x if for all computation paths x 1 , x 2 , x 3 , . . . beginning with x(= x 1 ) we have that ψ holds in some future state x i and φ holds for all states x j , j < i. Furthermore, a formula EU (φ, ψ) holds in a state x if there exists a computation path x 1 , x 2 , x 3 , . . . beginning with x(= x 1 ) such that ψ holds in some future state x i and φ holds in all states x j , j < i. Formally these properties can be described by least fixed point constructions (cf. [21] ). These yield the following vector representations, where again R is the transition relation of the model M .
The remaining four operators can be reduced to AU and EU . We have AF (ϕ) := AU ( , ϕ), EF (ϕ) := EU ( , ϕ), AG(ϕ) := ¬EF (¬ϕ), and EG(ϕ) := ¬AF (¬ϕ) (see e.g., [21] ). From these definitions we obtain the corresponding vector representations as follows: L(p),p) . A RelView-implementation of CTL essentially consists of RelView-programs for the operators of this logic. The code in Figure 6 shows the programs for the three operators AX, AU, and AF as they arise from the above vector representations. Guided by this code the reader should have no difficulties to obtain the RelView-programs for the remaining five CTL-operators EX, EU, EF, AG, and EG from the corresponding vector representations.
We have experimented with a RelView-implementation of CTL using standard examples from the literature. One of them is the 'mutual exclusion' of two processes P 1 and P 2 . In the textbook [12] this example is modelled by a transition system in two ways and in each case some important properties (such as safety and liveness) are verified using CTL. The remainder of this section treats the first attempt of [12] with the aid of RelView.
We assume six propositional variables. For i ∈ {1, 2} the variable n i denotes that the process P i is in a non-critical section, the variable t i denotes that P i tries to enter a critical section, and the variable c i denotes that P i is in a critical section. Based on these variables, a protocol for managing the admission to a critical section is given by a transition relation R on a set of states and a valuation of the propositional variables. A RelView-description of the protocol is presented in the Figures 7 and 8 . Figure 7 shows the transition relation R on the R n1 n2 t1 t2 c1 c2 protocol's states as a Boolean matrix R and the valuation of the propositional variables as six Boolean vectors n1, n2, t1, t2, c1, and c2. The graph representation of the model is shown in Figure 8 . In this picture a node corresponds to a state and the labels of a node indicate which propositional variables are defined to be true in the corresponding state. E.g., the first node corresponds to the initial state where both processes are in a non-critical section and the second node corresponds to the state where P 1 tries to enter a critical section and P 2 remains in a non-critical section. Usually, the initial state of a transition system is indicated as a node with an incoming arrow without a source. Since in RelView such 'partial arrows' are not possible, we have drawn the initial node as a black circle.
Having the RelView-description of the protocol at hand, we have used the tool to verify fundamental properties of the protocol. For example, safety, liveness, and that a process can always request to enter a critical section are described by the following three CTL-formulae.
safety:
AG(¬(c 1 ∧ c 2 )) liveness:
If we evaluate the three corresponding RelView-expressions AG(R,-(c1 & c2)), AG(R,-t1 | AF(R,c1)), and AG(R,-n1 | EX(R,t1)), we obtain in the first case and the third case the 8×1 universal vector and in the second case the 8×1 empty vector. This means that the properties of safety and non-blocking are satisfied in every state but liveness is satisfied in no state. This conclusion is in agreement with the results of [12] .
Further Uses of RelView
Suppose q is a propositional variable in a modal formula φ and suppose the valuations ι(p) of all propositional variables p in φ with the exception of q are defined in M . A problem which we might be interested in is the following:
Compute a valuation ι(q) to q so that φ is satisfiable in a world of M . (5) Task (5) may be generalized to an optimization problem as follows:
Compute a valuation ι(q) for q so that φ is satisfiable in a maximal number of worlds of M . (6) A solution to the first problem is possible by applying the 'is-member-of' relation between W and the powerset 2 W . The 'is-member-of' relation ε relates a world x and a set of worlds X iff x ∈ X. It is available in RelView via a pre-defined relational function called epsi. Problem (6), the generalization, can also be solved with RelView. The solution uses besides the 'is-member-of' relation also the 'size-comparison' relation on 2 W , and the vector-representation of greatest elements with respect to a quasi-order. The 'size-comparison' relation relates two sets X and Y iff |X| ≤ |Y | and can be computed via a call of the pre-defined function cardrel.
In an array-like implementation of relations the memory consumption of the 'is-member-of' relation and the 'size-comparison' relation is exponential in the size of the base set. However, BDDs allow a very efficient implementation of these two relations. In [17] for the 'is-member-of' relation a BDD-implementation is developed that uses O(n) BDD-nodes and [20] presents for the 'size-comparison' relation a BDD-implementation with O(n 2 ) BDD-nodes. In both cases n is the number of elements of the base set, i.e., the cardinality of the set of worlds W in our case.
To give an impression of how to solve problem (5) by means of RelView, we consider the formula ¬K 1 (p 1 ∨ p 2 ) of Section 5 and replace the propositional variable p 2 by the (uninterpreted) propositional variable q. We assume again that the relation R 1 is as shown in Figure 2 and that the propositional variable p 1 denotes 'child 1 has mud on its forehead', i.e., the vector representation v p1 of ι(p 1 ) is as shown in Figure 4 . Then RelView computes exactly 240 possible valuations ι(q) for q such that the modal formula
becomes true in a world of the model M with relation R 1 and valuation function ι. The key to obtaining this result is the relation Q between the set of worlds W and the powerset 2 W , defined by
This definition implies that for all x ∈ W and X ∈ 2 W we have that Q(x, X) iff X = ι(q) implies M, x |= ¬K 1 (p 1 ∨ q). In matrix terminology this means: If ι(q) is represented by column c of ε, then {x ∈ W | M, x |= ¬K 1 (p 1 ∨ q)} is represented by the same column of Q. Hence, the vector Q T ; L (defined over 2 W ) represents the 240 solutions of problem (5) with inputs ¬K 1 (p 1 ∨ q), R 1 , and ι(p 1 ). A column-wise description of these solutions is ε; inj (Q T ; L) T , where the relational function inj computes the injective mapping generated by a vector.
(If the vector v over X represents the subset Y of X, then inj(v) is the relation between Y and X such that inj(v)(x, y) iff x = y.) This standard technique for representing sets of subsets is explained in, e.g. [3, 4] . In our example it yields a 8 × 240 RelView-matrix, which is too large to be presented here. Therefore, we show in Figure 9 a much smaller RelView-matrix that columnwisely represents the non-solutions, i.e., the 16 valuations ι(q) for q which do not lead to satisfiability. For example, from the last column of this picture we see that no world of M satisfies the formula ¬K 1 (p 1 ∨ q) if ι defines the variable q to be true in all worlds of M . We have also used RelView to solve problem (6) for the same three inputs ¬K 1 (p 1 ∨ q), R 1 , and ι(p 1 ). The system computes that exactly 16 of the 240 solutions of problem (5) maximize the number of worlds which satisfy the formula, there is only one such maximal set of worlds, and its cardinality is 4. The 16 solutions of problem (6) are column-wisely described by the 8 × 16 matrix of Figure 10 . E.g., the last column of this matrix states that ¬K 1 (p 1 ∨ q) is true in a maximal number of worlds if q is true in 1, 0, 0 , 1, 0, 1 , 1, 1, 0 , and 1, 1, 1 . The only 4 worlds which satisfy ¬K 1 (p 1 ∨ q), if ι(q) is one of the 16 solutions of problem (6) , are 1, 0, 0 , 1, 0, 1 , 1, 1, 0 , and 1, 1, 1 . This property follows from the RelView-vector of Figure 10 .
Like the solutions (respectively non-solutions) of problem (5) for the inputs ¬K 1 (p 1 ∨ q), R 1 , and ι(p 1 ), also the solutions of problem (6) can be specified by simple relation-algebraic expressions. Crucial to the solution is the vector v := ge(C, syq (ε, Q); L) over the powerset 2 W that represents the set of all maximal subsets X of W such that M, x |= ¬K 1 (p 1 ∨ q) holds for all x ∈ X. In this definition the relations Q and ε are as above, C denotes the 'size-comparison' relation on 2 W , and the relational functions ge(R, w) = w ∩ R T ; w syq(R, S) = R T ; S ∩ R T ; S compute the vector of the greatest elements of the vector w with respect to the quasi-order R and the symmetric quotient of R and S, respectively. In the present case the column-wise description ε; inj(v) T of the maximal subsets consists of only one column and coincides with the vector of Figure 10 . From it we obtain the vector representation of the set of 16 valuations leading to the only maximal subset 2 { 1, 0, 0 , 1, 0, 1 , 1, 1, 0 , 1, 1, 1 } via the vector syq(Q, ε; inj(v) T ) over 2 W , and the 8 × 16 matrix of Figure 10 , finally, is exactly the column-wise description of this set of valuations.
So far we have used RelView only for computing sets of worlds or for solving related tasks. But the application domain of the system is larger. For example, the tool can also be used for the following important task:
Determine whether a relation R in a given finite frame possesses certain properties.
The kinds of properties RelView can express and handle are rather general. In particular, these are all properties which can be written as Boolean combinations of inclusions between relation-algebraic expressions. This includes all the correspondence properties of Section 2 (reflexivity of a relation R, transitivity or R, etc), and also properties such as irreflexivity ( I ⊆ R) and acyclicity (R + ⊆ I ) as well as Boolean combinations of these. For example, R is an equivalence relation iff it satisfies the conjunction of the first three correspondence properties of Section 2. In the syntax of the RelView tool a corresponding evaluation test looks as follows:
incl(I(R),R) & incl(R*R,R) & incl(R,R^).
Let us consider a last application. For a given finite frame F with set of worlds W and a closure system 3 C ⊆ 2 W ×W of relations (like the Euclidean or the transitive relations), the RelView tool very often allows us to solve the following task:
Compute the corresponding closure operator cl : 2 W ×W → 2 W ×W , defined by cl(R) = {S ∈ C | R ⊆ S}.
(8)
The condition which is to be fulfilled is that the conjunction of S ∈ C and R ⊆ S is equivalent to f (S) ⊆ S, with f being a monotone function on the euclid(R) DECL S, fS BEG S = O(R); fS = R; WHILE -eq(S,fS) DO S = fS; fS = R | fS^* fS OD RETURN S END. W ×W of all relations over W . In this case cl(R) coincides with the least fixed point µ f of the function f , due to Tarski's fixed point theorem [27] . The frame F is finite. Hence f is even ∪-continuous and we get the representation µ f = i≥0 f i (O), where the chain O ⊆ f (O) ⊆ f 2 (O) ⊆ . . . eventually becomes stationary. To give an example, the Euclidean closure of a relation R is computed by the RelView-program euclid of Figure 11 , because obviously a relation S is Euclidean (i.e.,S T ; S ⊆ S) and contains R iff R ∪ S T ; S ⊆ S. Finally, it is worth mentioning that RelView has some file input/output interfaces. Especially ASCII formatted files can be used to exchange data with other systems.
Concluding Remarks
Based on the interpretation of non-classical logics in relation algebra, in this paper we have shown how the RelView tool can be used for investigating finite models of such logics and for visualizing them and solutions of certain computational tasks. Modal logic of knowledge and computational tree logic have been treated in detail and illustrated with two well-known examples, viz. the 'muddy children' puzzle and a 'mutual exclusion' protocol.
We believe that the attraction of RelView in respect to the applications we have discussed in this paper lies in its flexibility, the concise form of its programs, and the various possibilities for manipulation, testing, and visualization. Because of these properties it is an excellent tool for prototyping, experimenting, and for university teaching. It can be programmed to handle different logics and perform typical tasks on them while avoiding unnecessary overhead. We found it very attractive to use RelView also for producing good examples. Concerning teaching, its visualization possibilities can be used to demonstrate the meaning of logical operators and formulae for example.
To illustrate this point, consider the picture in Figure 12 . It explains the meaning of the AF-operator of the logic CTL. The squares denote the states where a certain property, p say, holds and the black vertices (including the squares) denote the states x such that for all computation paths x 1 , x 2 , . . . beginning in x somewhere along the path p holds. Visualization is of particular Fig. 12 . Visualization of the meaning of the AF-operator importance when combined with the evaluation of RelView-expressions in a stepwise fashion. All this can help students, and even be key to their fully understanding of an advanced concept.
