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Determining the majors of high school studentd are based on several predetermined criteria. The criteria are 
score/grade of student on all subjects in the first year of high school. The use of data mining classification 
using decision tree C4.5 algorithm is expected to assist teacher in accelerating the process of decission and 
to minimize the risk for determining the students' major. The accuracy of this study resulted 94.6%, average 
precision is 0,951, and average recall is 0,946 in classification of high school students into two majors that 
are science major and social major. 
Kata kunci: C45, Decision Tree, Classification, Senior High School 
 
ABSTRAK 
Penjurusan siswa Sekolah Menengah Atas (SMA) hingga saat ini ditentukan berdasarkan beberapa kriteria 
yang telah ditentukan. Kriteria tersebut yakni nilai siswa pada seluruh mata pelajaran pada saat siswa 
tersebut berada pada tahun pertama SMA. Penggunaan klasifikasi data mining dengan menggunakan 
algoritma pohon keputusan C4.5 diharapkan mampu membantu para guru SMA dalam mempercepat proses 
penjurusan para siswa tersebut dan meminimalisir kesalahan penjurusan yang mungkin akan terjadi. Model 
klasifikasi yang dihasilkan memiliki tingkat akurasi sebesar 94.595%, rata-rata precission sebesar 0,951 dan 
rata-rata recall sebesar 0,946 dalam pengklasifikasian para siswa SMA ke dalam dua jurusan yakni sains 
dan sosial.  
Kata kunci: C45, Decision Tree, Klasifikasi, Sekolah Menengah Atas 
 
PENDAHULUAN 
Pelaksanaan wajib belajar 12 tahun[1] mendorong masyarakat untuk mengikuti 
pendidikan formal dari sekolah dasar (SD) hingga Sekolah Menengah Atas (SMA). Peserta jenjang 
pendidikan formal terakhir yaitu Sekolah Menengah Atas (SMA) secara umum berusia 15-18 tahun 
yang mengikuti proses pembelajaran mulai dari kelas 10 hingga kelas 12. Pada tahun pertama atau 
kelas 10, siswa SMA mendapatkan berbagai mata pelajaran umum. Tetapi pada tahun kedua atau 
kelas 11, siswa SMA diwajibkan memilih salah satu dari tiga jurusan yang ada yakni sains, sosial, 
dan bahasa walaupun pada beberapa sekolah hanya terdapat dua jurusan saja yaitu sains dan sosial. 
Pada kelas 11 dan 12 para siswa akan mendapat mata pelajaran yang mengikuti kurikulum masing-
masing jurusan[2]. Penjurusan siswa ini dilakukan untuk menggali potensi dalam diri siswa, minat, 
dan bakat yang dimiliki sehingga hal ini akan dapat membantu mengoptimalkan kemampuan 
masing-masing siswa. Penjurusan ini berdasarkan penilaian mata pelajaran yang diikuti para siswa 
pada kelas 10. Proses pengambilan keputusan dalam penjurusan masing-masing siswa ini 
dilakukan oleh para guru di kelas 10. Proses pengambilan keputusan ini akan beresiko tinggi jika 
jumlah data siswa di sekolah bertambah atau jumlah siswa cukup banyak. Resiko yang muncul 
adalah penjurusan siswa yang kurang tepat. Resiko pengambilan keputusan yang kurang tepat 
dapat mengakibatkan kerugian terhadap siswa. Kerugian tersebut diantaranya adalah siswa 
tertekan dalam proses pembelajaran hingga kurang tergalinya potensi siswa tersebut. Hal ini juga 
akan berpengaruh dalam pemilihan bidang ilmu bagi siswa yang akan melanjutkan ke perguruan 
tinggi.  
Resiko kesalahan penjurusan siswa SMA tersebut dapat diminimalisir melalui metode 
klasifikasi dalam penggalian data. Klasifikasi merupakan proses menempatkan suatu objek ke 
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dalam satu kelompok kategori berdasarkan keseuaian karakteristik objek yang bersangkutan 
dengan target kelompok [3]. Tujuan klasifikasi adalah untuk membuat model dan 
menggunakannya untuk memprediksi kelas suatu obyek yang kelasnya belum diketahui [4]. 
Berdasarkan penelitian yang dilakukan oleh Algoritma C4.5 yang merupakan salah satu jenis 
pohon keputusan dipilih sebagai algoritma pengklasifikasi jurusan siswa SMA. Diharapkan 
klasifikasi dalam meminimalisir resiko salah penjurusan yang terjadi di SMA.  
 
TINJAUAN PUSTAKA 
Pohon Keputusan (Decision Tree) 
Metode pohon keputusan digunakan secara luas dalam metode klasifikasi penggalian 
data. Pohon keputusan menggunakan representasi struktur pohon dari akar, cabang, hingga daun. 
Setiap atribut direpresentasikan dalam node dan node yang paling atas disebut dengan root, nilai 
dari atribut direpresentasikan sebagai cabang, dan kelas direpresentasikan oleh daun [5]. Setiap 
node cabang merupakan pilihan beberapa alternatif dan daun merupakan keputusan. Pohon 
keputusan dapat diartikan dalam bentuk aturan/skenario. Pohon keputusan dibentuk dengan 
berbagai jenis algoritma antara lain ID3, CART, dan C4.5. 
Pohon keputusan mampu menangani data dengan skala yang berbeda, distribusi kelas 
yang tidak merata, fleksibel, dan mampu menangani hubungan linear antara fitur/atribut dan kelas 
[6]. Pohon keputusan dalam dilatih dengan cepat dan cepat dalam proses eksekusi [7]. Berbeda 
dengan algoritma pengklasifikasi lainnya yang proses klasifikasinya lebih ke arah 'black box', para 
analis dapat dengan mudah mengintepretasikan model yang dihasilkan pohon keputusan. Pohon 
keputusan juga dapat menangani data-data yang hilang atau bahkan noise [8].  
Algoritma C45 
Salah satu algoritma pohon keputusan adalah C4.5. Algoritma ini digunakan untuk 
membentuk model klasifikasi dalam bentuk pohon keputusan [9]. Secara umum tahapan 
pembentukan pohon keputusan menggunakan C4.5 adalah sebagai berikut [10]: 
1. Menyiapkan data latih. Data latih diambil dari data terdahulu yang telah memiliki kelas 
sehingga dapat menjadi acuan bagi prediksi kelas pada data uji. 
2. Pilih atribut sebagai node. Pemilihan atribut ini ditentukan melalui penghitungan nilai 
gain dari masing-masing atribut. Atribut yang memiliki nilai Gain paling tinggi akan 
menjadi node. Berikut adalah rumus Gain: 
∆ = 𝐼(𝑝𝑎𝑟𝑒𝑛𝑡) −  ∑
𝑁(𝑣𝑗)
𝑁
𝐼(𝑣𝑗)𝑗=1   ..............................................................................  (1) 
Dengan: 
I (parent) = nilai ketidak murnian parent node (direpresentasikan dengan nilai entropy 
dari parent node) 
I (Vj) = nilai ketidakmurnian child node 
N  = jumlah record dalam parent node 
N (Vj) = jumlah record dalam child node 
 
Nilai entropy dihitung terlebih dahulu untuk mendapatkan nilai gain, nilai entropy 
dihitung dengan rumus sebagai berikut: 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑡) =  − ∑ 𝑝(𝑖|𝑡) 𝑙𝑜𝑔2 𝑝(𝑖|𝑡)
𝑐−1
𝑖=0  ..................................................................  (2) 
Dengan: 
p  = pecahan 
i = jumlah record pada kelas i 
t = jumlah record dalam node 
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3. Buat cabang untuk setiap node. 
4. Ulangi tahap 2 dan 3 hingga:  
a. Seluruh record pada node masuk dalam kelas yang sama atau entropy bernilai 0 
b. Seluruh atribut telah digunakan 
c. Node kosong atau tidak memiliki record. 
 
Evaluasi dan Validasi Model Klasifikasi 
Model klasifikasi yang dihasilkan setelah memproses data latih dengan algoritma 
pengklasifikasi perlu dievaluasi untuk mengetahui performa model klasifikasi dalam memprediksi 
kelas. Metode evaluasi klasifikasi menggunakan metode confusion matrix [3]. Confusion matrix 
dapat dilihat pada tabel 1 berikut ini. 
Tabel 1. Confusion Matrix 
    Predicted Class 
    Class 0 Class 1 
Actual Class 0 TP FN 
Class Class 1 FP TN 
 
Dengan : 
TP : True Positive TN : True Negative 
FN : False Negative FP : False Positive 
 
 Dari confusion matrix dapat diketahui nilai performa dari model klasifikasi, berikut rumus 
perhitungan akurasi, precision, dan recall: 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖   =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  ..................................................................................................... (3) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
  ................................................................................................................. (4) 
𝑅𝑒𝑐𝑎𝑙𝑙       =  
𝑇𝑃
𝑇𝑃+𝐹𝑁 
 ................................................................................................................. (5) 
Akurasi merujuk pada tingkat keberhasilan model klasifikasi dalam melakukan keseluruhan 
prediksi kelas dengan benar. Precission didefinisikan sebagai rasio item relevan yang dipilih 
terhadap semua item yang terpilih. Precision merupakan probabilitas bahwa sebuah item yang 
dipilih adalah relevan. Recall didefinisikan sebagai rasio dari item relevan yang dipilih terhadap 
total jumlah item relevan yang tersedia. Recall merupakan probabilitas bahwa suatu item yang 
relevan akan dipilih. Untuk precision dan recall dihitung per kelasnya, sehingga untuk mengetahui 
precision dan recall model klasifikasi dihitung rata-rata dari precision dan recall masing-masing 
kelas. 
METODE 
Untuk memprediksi jurusan bagi masing-masing siswa SMA dilakukan beberapa tahap 
klasifikasi. Secara umum tahap klasifikasi dapat dilihat pada gambar 1. 
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Gambar 1. Tahap Klasifikasi 
Data yang digunakan pada penelitian ini adalah data nilai para siswa pada kelas 10 di 
SMA Negeri 1 Driyorejo, Gresik. Total data yang digunakan sebanyak 37 record. Atribut yang 
digunakan sebagai prediksi sebanyak tujuh atribut yaitu nilai mata pelajaran matematika, kimia, 
fisika, biologi, sejarah, geologi, dan sosial. Satu atribut kelas yang terdiri dari dua kelas yaitu sains 
dan sosial. Tahap praproses digunakan untuk menyesuaikan jenis data dengan kebutuhan. Data 
nilai dari masing-masing mata pelajaran dikonversi menjadi ‘baik’ dan ‘sangat baik’. Jenis kelas 
yang digunakan adalah dua jenis yaitu sains dan sosial dengan banyaknya kelas sains adalah 17 
record dan sosial adalah 20 record. Contoh data hasil praproses dapat dilihat pada tabel 1 sebagai 
berikut. 
Tabel 2. Contoh Dataset 
ID Mat Kim Fis Bio Sej Geo Sos Jurusan 
1 SB B SB SB B B SB Sains 
2 SB B SB SB B B SB Sains 
3 SB B SB B B B SB Sosial  
4 SB SB SB SB B B B Sains  
5 SB SB SB B B B B Sosial  
 
Data yang telah diolah tersebut dibagi menjadi dua jenis data yaitu data latih dan data uji. 
Pembagian data latih dan data uji menggunakan metode cross-validation 10-folds. Metode 
pembagian data ini digunakan dikarenakan terbatasnya jumlah dataset. Model klasifikasi dibuat 
berdasarkan data latih. Pembuatan model klasifikasi ini menggunakan algoritma C4.5 yang 
prosesnya telah dijelaskan pada bagian sebelumnya. Model klasifikasi dalam bentuk pohon 
keputusan digunakan sebagai dasar untuk melakukan prediksi kelas pada data uji. Hasil prediksi 
kelas pada data uji akan dibandingkan dengan kelas sebenarnya. Tahap evaluasi ini dituliskan 
dalam bentuk confusion matrix. Perhitungan performa dari model klasifikasi didapatkan dari 
perhitungan akurasi dari perbandingan kelas prediksi dengan kelas sebenarnya. 
 
HASIL DAN PEMBAHASAN 
 Model klasifikasi dalam bentuk pohon keputusan yang dibuat dari data latih dan menjadi 
dasar untuk proses prediksi pada data uji dapat dilihat pada gambar 2 berikut ini. 
Data 
mentah 
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Gambar 2. Model Klasifikasi dalam Bentuk Pohon Keputusan 
Pada model tersebut diketahui hanya tiga atribut yang digunakan yaitu biologi, kimia, dan 
sosial. Hal ini dimungkinkan karena terbatasnya data latih dan berdasarkan data latih tersebut 
atribut yang memiliki gain tinggi atau sebagai atribut prediktor yang kuat adalah tiga atribut 
tersebut sedangkan 4 atribut lainnya yaitu matematika, fisika, sejarah, dan geologi tidak dianggap 
sebagai prediktor yang cukup kuat.  
Sedangkan hasil performa dari model klasifikasi tersebut dapat dilihat pada confusion-
matrix berikut ini. 
Tabel 3. Confusion-Matrix Model Klasifikasi 
    Kelas prediksi 
    sains sosial 
Kelas sains 15 2 
sebenarnya sosial 0 20 
Dari confusion-matrix tersebut, diketahui bahwa 35 record diklasifikasikan dengan benar yaitu 
kelas prediksi sesuai dengan kelas prediksi tetapi terdapat dua record yang seharusnya 
diklasifikasikan sebagai kelas sains namun diprediksikan sebagai kelas sosial. Kesalahan 
klasifikasi tersebut yang menyebabkan model klasifikasi memiliki tingkat error sebesar 5.405 %, 
akan tetapi karena model klasifikasi tersebut memiliki tingkat akurasi yang cukup baik yakni 
sebesar 94.595%. Model klasifikasi tersebut memiliki tingkat rata-rata precision sebesar 0,951 dan 
rata-rata recall sebesar 0,946. Kesalahan prediksi dalam klasifikasi tersebut terjadi karena model 
klasifikasi yang belum mampu mencakup keseluruhan kondisi yang muncul. Atribut prediksi yang 
digunakan dalam model klasifikasi hanya tiga atribut yaitu biologi, kima, dan sosial sedangkan 
empat atribut lainnya tidak digunakan. Records yang salah kelas dapat dilihat pada tabel 4 berikut 
ini. 
Tabel 4. Salah Prediksi 
ID Mat Kim Fis Bio Sej Geo Sos Asli Prediksi 
1 SB B SB SB B B SB Sains Sosial 
2 SB B SB SB B B SB Sains Sosial 
  
KESIMPULAN 
Pohon keputusan yang dibuat menggunakan algoritma C4.5 dapat digunakan dengan baik 
untuk memprediksikan jurusan para siswa SMA kelas 10. Model klasifikasi yang dihasilkan hanya 
menggunakan tiga atribut prediktor dari tujuh atribut yang digunakan. Tidak digunakannya seluruh 
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atribut dimungkinkan karena jumlah data latih yang digunakan terbatas yaitu 37 record. Namun 
demikian tingkat akurasi model klasifikasi yang dihasilkan cukup baik yaitu sebesar 94.595% 
dengan tingkat error sebesar 5.405 %. Tingkat rata-rata precision dan recall secara berurutan 
adalah 0,951 dan 0,946. Sehingga dapat dinyatakan bahwa klasifikasi dengan menggunakan 
algoritma C4.5 dapat digunakan sebagai salah satu alternatif untuk membantu para guru untuk 
memutuskan penjurusan siswanya pada kelas 11 dan 12. 
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