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The definition of entanglement temperature for the quantum walk on the line is extended to N-
cycles, which are more amenable to a physical implementation. We show that, for these systems,
there is a linear connection between the thermalization time and the mixing time, and also that
these characteristic times become insensitive to the system size when N is larger than a few units.
PACS numbers: 03.67-a, 32.80Qk, 05.45Mt
I. INTRODUCTION
The concept of quantum walk (QW) is a natural gener-
alization of classical random walks and can be considered
a subarea of quantum computation and quantum infor-
mation [1–3]. The possibility of developing fast quan-
tum algorithms based on QWs has attracted the atten-
tion of researchers from different fields and the first suc-
cesses were provided in Refs. [4, 5]. Experimental im-
plementations of QWs have been proposed using many
kind of physical setups [6]. Actual implementations were
reported through experiments on optical [7] and atomic
systems [8, 9]. A new proposal of implementation of QWs
on cycles using optomechanical systems is described in
Ref. [10].
One of the most striking properties of QWs on lattices
is their ability to spread over the lattice linearly in time,
as characterized by the standard deviation σ(t) ∼ t, while
its classical analog spreads out as the square root of time
σ(t) ∼ t1/2 [11, 12]. This characteristic is not preserved
in fractal-like structures, as is discussed in Refs. [13, 14].
QWs also have different mixing properties compared to
classical random walks. The mixing time measures the
time it takes for the average probability distribution to
approach the limiting distribution. The mixing time on
N -cycles is O(N lnN), giving a nearly quadratic speedup
over the classical walk, and it is the best possible, since
the diameter of the graph is a lower bound for the mixing
time [15]. Similar results were reported for the hypercube
in Ref. [16].
The notion of temperature of QWs is discussed in
Refs. [17–20] by analyzing the entanglement between the
coin and the spatial subspaces of the composite Hilbert
space of a coined QW on the line. Considering the coin
as the main system and tracing out the spatial degrees of
freedom, the coin reduced density matrix evolves stochas-
tically and has a limiting configuration as time goes to
infinity. Considering the quantum canonical ensemble,
an entanglement temperature and other thermodynami-
cal quantities can be defined, which help understand the
QW dynamics. In the quantum case, the thermodynam-
ical quantities depend on the initial condition in stark
contrast with the classical Markovian behavior.
In all the previous work on QW’s entanglement tem-
perature, the analysis was performed considering the sys-
tem in thermodynamical equilibrium, which is reached
when time goes to infinity. In the present paper we an-
alyze the transient behavior of the entanglement tem-
perature on N -cycles. We describe the behavior of the
temperature as a function of time and determine how
quickly thermal equilibration occurs. Using a threshold
ε analogous to the one used in the definition of the mix-
ing time, we define the thermalization time on N -cycles
and show that this time depends on ε as O(ln 1/ε) for a
fixed N . On the other hand, for large N , the value of the
thermalization time is determined only by ε and does not
depend on N . We also calculate the thermalization time
in the classical case and obtain that it also is independent
of the cycle size N .
The mixing time of QWs has been extensively ana-
lyzed in the literature with the goal of establishing that
QWs mix faster than the classical random walk, a result
which should be useful for quick sampling [21, 22]. In this
work we analyze an alternative physical intepretation of
the mixing time by establishing a connection between the
mixing- and the thermalization times. We show analyti-
cally that the thermalization time is proportional to the
mixing time, which demonstrates that the mixing time
is strongly related with the time that thermodynamic
quantities take to reach equilibrium.
The paper is organized as follows. In Sec. II, we discuss
the dynamics of QWs on cycles. In Sec. III, we obtain
the coin reduced density matrix as a function of time. In
Sec. IV, we analyze the asymptotic entanglement tem-
perature on cycles and compare with the results on the
infinite line. In Sec. V, we calculate the entanglement
temperature as a function of time and connect the mix-
ing time and thermalization time for cycles. In Sec. VI,
we discuss the Markovian analogue of the classical ther-
malization time and compared to its quantum version.
Finally, in Sec. VII, we present the main conclusions.
2II. QW ON CYCLES
The standard QW on the line corresponds to a one-
dimensional evolution of a quantum system (the walker)
in a direction which depends on an additional degree of
freedom, the chirality, with two possible states: “left” |L〉
or “right” |R〉. The global Hilbert space of the system
is the tensor product Hs ⊗ Hc where Hs is the Hilbert
space associated to the motion on the line and Hc is the
chirality Hilbert space. Let us call T− (T+) the operators
in Hs that move the walker one site to the left (right),
and |L〉〈L| and |R〉〈R| the chirality projector operators
in Hc. We consider the unitary transformations
U(θ) = {T− ⊗ |L〉〈L|+ T+ ⊗ |R〉〈R|} ◦ {I ⊗K(θ)} , (1)
where K(θ) = σze
−iθσy , I is the identity operator in Hs,
and σy and σz are Pauli matrices acting in Hc. The
unitary operator U(θ) evolves the state in one time step
as |Ψ(t + 1)〉 = U(θ)|Ψ(t)〉. The wave vector can be
expressed as the spinor
|Ψ(t)〉 =
∞∑
k=−∞
[
ak(t)
bk(t)
]
|k〉, (2)
where the upper (lower) component is associated to the
left (right) chirality. The unitary evolution implied by
Eq. (1) can be written as the map
ak(t+ 1) = ak+1(t) cos θ + bk+1(t) sin θ,
bk(t+ 1) = ak−1(t) sin θ − bk−1(t) cos θ, (3)
where θ ∈ [0, pi/2] is a parameter defining the bias of
the coin toss (θ = pi4 for an unbiased or Hadamard coin).
Then, the cyclic map is achieved by postulating an appro-
priate periodicity. In one-dimension, the lattice is bent
into a ring so that its last site is the nearest neighbor to
its first site. If the lattice extends from the site 0 to the
site N−1, then we obtain the evolution equations for the
cycle by taking subindices modulo N . The evolution of
Hadamard QWs on cycles was analyzed in Ref. [23] with
the goal of obtaining explicit formulas for the limiting
probability distribution. We depart from the approach
of this paper because we are interested to analyze the
limiting distribution of the reduced coined space. We
leave for Appendix A the derivation of coefficients ak(t)
and bk(t), and simply quote the result,
ak(t) =
N−1∑
l=0
υklc
L
l (t),
bk(t) =
N−1∑
l=0
υklc
R
l (t), (4)
where υkl =
1√
N
exp
(
2piikl
N
)
and the cL,Rl (t) are deter-
mined from the initial conditions for ak(0) and bk(0).
III. AVERAGE REDUCED DENSITY
OPERATOR AS A FUNCTION OF TIME
The unitary evolution of the QW generates entangle-
ment between the coin and position degrees of freedom.
This entanglement can be quantified by the associated
von Neumann entropy for the reduced density opera-
tor [24] that defines the entropy of entanglement
S(t) = −tr(ρc(t) ln ρc(t)), (5)
where
ρc(t) = tr(|Ψ(t)〉〈Ψ(t)|), (6)
and the partial trace is taken over the positions. Using
Eq. (2) and its normalization properties, we obtain the
reduced density operator
ρc(t) =
(
PL(t) Q(t)
Q(t)∗ PR(t)
)
, (7)
where the global left and right chirality probabilities are
defined as
PL(t) ≡
N−1∑
k=0
|ak(t)|2 , (8)
PR(t) ≡
N−1∑
k=0
|bk(t)|2 , (9)
with PR(t) + PL(t) = 1 and the interference term is de-
fined as
Q(t) ≡
N−1∑
k=0
ak(t)b
∗
k(t). (10)
Due to the unitarity of evolution of closed quantum
systems, the probability distributions PL(t) and PR(t) do
not converge when time goes to infinity. However, we can
use a natural notion of convergence in the quantum case,
if we define the average of the probability distributions
over time. As we shall see, with this definition the results
for a large cycle approach those for the quantum walk on
the line. For instance, the average of PL(t) is
P¯L(t) =
1
t
t−1∑
t′=0
PL(t
′). (11)
P¯R(t) and Q¯(t) are obtained in the same manner. These
definitions correspond to the natural concept of sampling
from the system, since if one measures the system at a
random time chosen from the interval [0, t], the resulting
distribution is exactly the average probability distribu-
tion.
The average reduced density operator is
ρ¯c(t) ≡
(
P¯L(t) Q¯(t)
Q¯∗(t) P¯R(t)
)
(12)
3and its limit when t→∞ is
ρ¯c(∞) =
(
ΠL Q0
Q0
∗ ΠR
)
, (13)
where ΠL, ΠR, and Q0 are the limiting probability distri-
bution, which are obtained from P¯L(t), P¯R(t), and Q¯(t),
respectively, after taking the limit t→∞, and are given
in AppendixB. Ref. [15] addressed a similar calculation
by tracing out the coin space.
It is interesting to point out that Eq. (12) can be ex-
pressed as
ρ¯c(t) = ρ¯c(∞) + 2
t
(
ξ(t) ς(t)
ς∗(t) −ξ(t)
)
, (14)
where ξ(t) and ς(t) are functions of t, whose expressions
are obtained in Appendix B. Eq. (14) shows that the con-
vergence of ρ¯c(t) to its asymptotic value goes essentially
as 1/t.
IV. ASYMPTOTIC ENTANGLEMENT
TEMPERATURE
The eigenvalues of ρ¯c(∞) given by Eq. (13) are
Λ¯± =
1
2
[
1±
√
1− 4
(
ΠLΠR − |Q0|2
)]
, (15)
and can be expressed in the following form
Λ¯± =
1
2
±√χ. (16)
Ref. [18] proposed a correspondence between Λ¯± and the
probabilities of being in the ground and excited states of
a two-state system. Using the canonical ensemble and a
two-state Hamiltonian with energy levels ±E0, we have
Λ¯± =
e±βE0
eβE0 + e−βE0
, (17)
where β = 1/T . Solving for T , we obtain the expression
for the asymptotic entanglement temperature:
T = 2E0/ ln
(
1 + 2
√
χ
1− 2√χ
)
. (18)
Once the value of χ is known, the temperature is com-
pletely determined.
In order to analyze details about this asymptotic tem-
perature on N -cycles and to show the differences with
respect to the entanglement temperature on the infinite
line (analyzed in Ref. [18]), we consider a QW on N -
cycles with a localized initial condition, that is, the ini-
tial position of the walker is assumed to be at the origin
with arbitrary chirality. Then[
ak(0)
bk(0)
]
= δk0
[
cos γ2
eiϕ sin γ2
]
, (19)
where γ ∈ [0, pi] and ϕ ∈ [0, 2pi] define a point on the unit
three-dimensional Bloch sphere (see Eq. (2)).
Using the results of Appendices A and B and after
some algebra, we obtain the following expressions for the
the limiting probability distributions:
ΠL = 1−ΠR, (20)
ΠR =
(
1
2
− 1
2
cos2 θ cos γ − 1
4
sin γ sin 2θ cosϕ
)
f(N, θ)
+
(
1
4
sin γ sin 2θ cosϕ− cos2 θ sin2 γ
2
)
g(N, θ),
(21)
Q0 =
1
4
(
e−iϕ sin γ sin2 θ +
1
2
cos γ sin 2θ
)
f(N, θ)
+
1
4
(
eiϕ sin γ sin2 θ +
1
2
cos γ sin 2θ
)
h(N, θ), (22)
where
f(N, θ) =
1
N
N−1∑
k=0
1
1− cos2 θ sin2 2pikN
, (23)
g(N, θ) =
1
cos2 θ
(f(N, θ)− 1), (24)
h(N, θ) =
2
cos2 θ
+
(
1− 2
cos2 θ
)
f(N, θ). (25)
Fixing the bias of the coin toss θ = pi/4, it is possible to
show that
f(N, pi/4) =

(1+
√
2)
N
+(1−
√
2)
N
(1+
√
2)
N−(1−
√
2)
N
√
2
(1+
√
2)N/2+(1−
√
2)N/2
(1+
√
2)N/2−(1−
√
2)N/2
√
2
for N odd,
for N even.
Additionally, using again Eq. (23) and taking N → ∞,
it is straightforward to show that
f(N, θ)→ 1
sin θ
.
Using Eqs. (20-22) for a fixed θ, the asymptotic isother-
mal lines as a function of the initial conditions are deter-
mined by the equation
χ = [h(N, θ)− f(N, θ)]2 sin2 ϕ sin2 γ sin4 θ/16
+ [h(N, θ) + f(N, θ)]2 (cosϕ sin γ sin θ
+ cos γ cos θ)2 /16. (26)
If we simultaneously make the substitutions pi − γ → γ
and ϕ+ pi → ϕ, then Eq. (26) is invariant. The angles γ
and ϕ define the initial chirality on the Bloch sphere, and
the mentioned invariance implies that the asymptotic be-
havior has a symmetry with respect to the origin. This
means that any point on the Bloch sphere has the follow-
ing property
[X(ϕ+ pi, pi − γ), Y (ϕ+ pi, pi − γ), Z(ϕ+ pi, pi − γ)]
=− [X(ϕ, γ), Y (ϕ, γ), Z(ϕ, γ)] . (27)
4FIG. 1: (Color online) Isothermal curves as functions of the
initial position, Eq. (19), expressed by the two dimension-
less angles γ and ϕ. The left and right side of the fig-
ure correspond for two QWs on the cycle with N = 3 and
N = 100 respectively. In both sub-figures the bias of the
coin is θ = pi/4. Due to the rotation symmetry in the an-
gle ϕ only two zones are distinguished in each figure: one
“cold” and one “hot”. For the “hot” zones (the orange lines
on the lower part of the figure) six isotherms are shown,
and their temperatures are, starting for the most inner one,
T/T0 = 6.5, 3.2, 2.2, 1.6, 1.3 and 1.06. In the case of the
“cold” zones (blue lines in the upper part of the figure) five
isotherms are shown, and their temperatures are, starting
from the outermost one: T/T0 = 0.9, 0.8, 0.7, 0.68 and 0.66.
The dashed green lines correspond to T/T0 = 1.
Therefore, due to this property, it is sufficient to study
the asymptotic isothermal lines as a function of the initial
conditions, see Eq. (19), for ϕ ∈ [−pi/2, pi/2] and γ ∈
[0, pi]. From Eq. (26), with γ = pi, we define
χ0 ≡ [h(N, θ) + f(N, θ)]2 cos
2 θ
16
. (28)
This value χ0 determines, using Eq. (18), the characteris-
tic temperature T0. Then the entanglement temperature
of the system can be expressed in terms of T0.
Fig. 1 shows the level curves (isotherms) for the en-
tanglement temperature as a function of the QW initial
position for two QWs on the cycle with N = 3 (left) and
N = 100 (right). The initial position is defined through
the angles γ and ϕ. Both sides of the figure show two re-
gions, one of them corresponding to temperatures T > T0
(the orange lines in the lower regions) and the other to
temperatures T < T0 (the blue lines in the upper re-
gions). The dashed green straight lines correspond to
the temperature T = T0 and their initial conditions are
γ = pi. From this figure it is clear that the dependence
of the temperature with the size N of the cycle is very
weak. This arises from the fact that the convergence of
f(N, θ) and h(N, θ), Eqs. (23) and (25), with N is very
fast. Additionally, it is important to point out that tak-
ing N → ∞ we re-obtain analytically the asymptotic
behavior of the QW on the line reported in Ref. [18].
This last result indicates that the extension of the entan-
glement temperature to finite graphs, as proposed in this
work, is consistent.
V. TRANSIENT ENTANGLEMENT
TEMPERATURE
In this section we analyze the thermal transient behav-
ior on N -cycles. Using the same correspondence between
the eigenvalues of the reduced density operator and the
energy levels of a two-state Hamiltonian for any time t
(given by Eq. (17) in the asymptotic case), we can de-
fine a transient entanglement temperature by using the
expression
T (t) =
E0
ln
(
Λ¯+(t)/Λ¯−(t)
) , (29)
where Λ¯±(t) are the eigenvalues of ρ¯c(t) given by Eq. (12).
We assume that Λ+(t) > Λ−(t).
Fig. 2 presents three curves for the entanglement tem-
perature as a function of time. They are calculated using
the original map given by Eq. (3). This figure shows that
the temperature quickly approaches a limiting value in
t ∼ 100 time steps.
FIG. 2: (Color online) Dimensionless entanglement temper-
atures as a function of time, in log scale, for N = 3 and
θ = pi/4. Starting from the bottom to the top, the asymp-
totic temperatures are T/T0 = 0.8, 1 and 1.1. The initial
conditions for these curves can be obtained from Fig. 1.
Let us now connect this thermalization process with
the convergence of the density distribution. The usual
mixing time is defined from the density matrix as
τε(N) ≡ min{t˜ | ∀t ≥ t˜, ‖ρ¯c(t)− ρ¯c(∞)‖ ≤ ε} (30)
where ε is an arbitrarily small positive number. For the
norm in Eq. (30) we employ the definition
‖ρ¯c(t1)− ρ¯c(t2)‖ ≡
∣∣Λ¯+(t1)− Λ¯+(t2)∣∣ . (31)
5It is straightforward to show that this definition meets
the requirements of a properly defined seminorm, it i.e.
absolute homogeneity and subaditivity. The elements of
the density matrix ρ¯c(t) converge to the corresponding
ones of ρ¯c(∞). Besides, aside from a set of initial con-
ditions of measure zero, Λ¯+(t1) = Λ¯
+(t2) ⇔ t1 = t2.
This is a direct consequence of the evolution being over
discrete values of the time. Therefore the definition in
Eq.(31) can be considered as a true norm for the defini-
tion of the mixing time in Eq.(30).
Using Eq. (12) we obtain
Λ¯±(t) =
1
2
[
1±
√
1− 4
(
P¯L(t) P¯R(t)−
∣∣Q¯(t)∣∣2)] ,
(32)
and from Eq. (29) it is straightforward to show that
tanh (β(t)E0) =
√
1− 4
(
P¯L(t) P¯R(t)−
∣∣Q¯(t)∣∣2), (33)
where we have defined β(t) = 1/T (t).
Λ¯+(t)− Λ¯+(∞) = 1
2
[tanh (β(t)E0)− tanh (β(∞)E0)] .
(34)
Defining ∆β = β(t) − β(∞) and using that ∆β goes to
zero when t is large we obtain
Λ¯+(t)− Λ¯+(∞) = E0
c
∆β +O(∆β2) (35)
where
c = 2 cosh2 (β(∞)E0) . (36)
If we now define the thermodynamic thermalization
time as
τ˜ε(N) ≡ min{t˜ | ∀t ≥ t˜, E0|β(t)− β(∞)| ≤ ε}, (37)
we see that the mixing and thermalization times are re-
lated through
τε(N) ≃ τ˜cε(N) (38)
for large t, where τ˜cε(N) is defined by Eq. (37) after
replacing ε by cε.
The mixing time depends on both N and ε. Fig. 3
depicts the mixing time as a function of N for several
values of ε. Notice that τε does not depend on N for
large N . However, τε depends on N for small values of
N , and when ε is very small, τε is independent of N only
for large N . Additionally, Fig. 3 shows that τε = O(1/ε)
for N large. This behavior is a direct consequence of
Eq. (14), which shows that ‖ρ¯c(t) − ρ¯c(∞)‖ ∼ 1/t. A
similar conclusion can be reached by using the Riemann-
Lebesgue lemma [25]. Using this result we obtain
τε ≃ τ˜ε/c. (39)
Thus, there is a linear connection between the mixing
time and the thermalization time, and those quantities
FIG. 3: Mixing time as a function of N . In all calculations
we took θ = pi/4, γ = pi/3 and ϕ = pi/6. A fit of τ with the
function N lnN for an initial small range of values of N is
shown with dashed lines.
do not depend on the system size when N is large for
fixed ε. From the expression for c given in Eq.(36), we
see that, for small values of the equilibrium entanglement
temperature, the mixing time is a small fraction of the
thermalization time.
VI. MARKOVIAN VERSION OF THE
QUANTUM WALK ON THE CYCLE
It is shown in Refs. [17, 18] that PL, PR and Q satisfies
the following map[
PL(t+ 1)
PR(t+ 1)
]
=
(
cos2 θ sin2 θ
sin2 θ cos2 θ
)[
PL(t)
PR(t)
]
+Re [Q(t)] sin 2θ
[
1
−1
]
. (40)
This equation is valid for both the QW on the line as
on the cycle and from it is clear that Q(t) accounts for
the interferences. When Q(t) vanishes the behavior of
[PL(t), PR(t)] can be described as a classical Markovian
process. Therefore, the classical analogous map for the
quantum walk on the cycle (Eq. (40)) is given by the
following equations[
PmL(t+ 1)
PmR(t+ 1)
]
=
(
cos2 θ sin2 θ
sin2 θ cos2 θ
)[
PmL(t)
PmR(t)
]
, (41)
where the additional subindex m (in PmL and PmR)
refers to the Markovian character of this distribution.
The solution of this map is[
PmL(t)
PmR(t)
]
=
1
2
(
1 + cost(2θ) 1− cost(2θ)
1− cost(2θ) 1 + cost(2θ)
)[
PmL(0)
PmR(0)
]
, (42)
6and its asymptotic behavior is independent of the initial
condition
lim PmL(t)
t→∞ =
1
2
,
lim PmR(t)
t→∞ =
1
2
. (43)
The reduced density matrix in this case is
ρmc(t) =
(
PmL(t) 0
0 PmR(t)
)
. (44)
If we assume equilibrium between the lattice and the chi-
rality, it is possible to define a time-dependent transient
temperature for the Markovian process in the same way
than in the quantum case, that is
PmL(t) ≡ e
βmE0
eβmE0 + e−βmE0
, (45)
PmR(t) ≡ e
−βmE0
eβmE0 + e−βmE0
, (46)
where
βm(t) =
1
2E0
ln
{
1 + cost(2θ)(PmL(0)− PmR(0))
1− cost(2θ)(PmL(0)− PmR(0))
}
.
(47)
The above equation shows that in the asymptotic limit of
large t the temperature is infinite, independently of the
initial conditions, and the chirality is equally distributed
between left and right. Using Eq. (37) we obtain
τ˜ε(N) ≈ ln ε− ln |PmL(0)− PmR(0)|
ln | cos(2θ)| , (48)
for small ε. We note that, differing from the quantum
case, τ˜ε(N) does not depend on N even for small N , and
it is valid for both the line and cycle. Note that, accord-
ing to Eq. (41), for θ = 0 the probabilities PL,R(t) are
constant. Thus, in this case, as well as for θ = pi4 , which
corresponds to the usual Hadamard coin, the thermaliza-
tion time vanishes. For θ = pi2 the probabilities PL,R(t)
flip-flop without converging, so the system does not ther-
malize. For other values of θ the thermalization time
scales as τ˜ε(N) = O
(
ln 1ε
)
.
VII. CONCLUSIONS
We have studied the asymptotic regime of QWs on N -
cycles and we have focused into the asymptotic entangle-
ment between chirality and position degrees of freedom
in order to define the entanglement temperature on cy-
cles, generalizing the definition obtained for the line in
Ref. [18]. A map for the isotherms was analytically built
for arbitrary localized initial conditions and found that
the entanglement temperature depends strongly on the
initial conditions of the system but weakly with the cy-
cle size N . We have also verified that when N → ∞
the thermodynamic behavior of the QW on the line is
recovered.
Then we have focused on the transient behavior of the
QW on N -cycles. We have extended the definition of
entanglement temperature for times where the equilib-
rium thermodynamic between chirality and position was
still not achieved. Using this temperature, we have in-
troduced the concept of thermalization time. One of the
main results of this work was to show that the thermal-
ization time is proportional to the mixing time, a result
which provides a new interpretation of the concept of
mixing times of QWs in terms of the time that thermo-
dynamic quantities take to reach the equilibrium. The
mixing time in our case is defined as the time it takes
for the average global chirality be ε-close to its limiting
distribution. We have numerically shown that, fixing ε,
the mixing time depends on N only for small values of N ,
and becomes practically independent on the system’s size
when N is large. This last fact shows that the entangle-
ment between the coin and position degrees of freedom
achieves equilibrium in a much faster way than the den-
sity distribution associated to the full wave function. For
a given threshold ε, the mixing time is at most half of
the thermalization time, and their ratio becomes much
smaller for small values of the equilibrium entanglement
temperature.
Finally, we have built and studied the chirality distri-
bution for the classical analogous of QWs on N -cycles.
In this case the chirality distribution has a Markovian be-
havior and the mixing time does not depend of N even
for a small N .
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Appendix A
In order to uncouple the chirality components in
Eqs. (3), we consider two consecutive time steps and re-
arrange the corresponding evolution equations to obtain
ak(t+ 1) − ak(t− 1) = cos θ [ak+1(t) − ak−1(t)] ,
bk(t+ 1) − bk(t− 1) = cos θ [bk+1(t) − bk−1(t)] , (A1)
for 0 ≤ k ≤ N − 1. Note that, after the last transforma-
tion, both components of the chirality satisfy the same
7equation. These equations can be put in matrix form
−→
A (t+ 1)−−→A (t− 1) =M −→A (t),
−→
B (t+ 1)−−→B (t− 1) =M −→B (t), (A2)
where
−→
A (t) = [a0(t), ..., aN−1(t)]
T
,
−→
B (t) = [b0(t), ..., bN−1(t)]
T
,
and M is
cos θ

0 1 0 0 ... 0 0 −1
−1 0 1 0 ... 0 0 0
0 −1 0 1 ... 0 0 0
. . . . ... . . .
. . . . ... . . .
0 0 0 0 ... −1 0 1
1 0 0 0 ... 0 −1 0

. (A3)
Then, M is a cyclic square matrix, with dimensionality
N ×N . Following Ref. [26], the characteristic values and
vectors of the matrix Eq. (A3) are respectively
λk = 2i cos θ sin
(
2pik
N
)
, (A4)
and
υkl =
1√
N
exp
(
2piikl
N
)
, (A5)
where υkl denotes the lth component of the eigenvector
associated with the eigenvalue λk and the indices k and l
run from 0 to N − 1. We now proceed to solve Eqs. (A2)
in the base where the matrix M is diagonal. To do this,
we multiply both sides of Eqs. (A2) by the inverse of the
matrix υkl and define the vectors c
L,R
k (t) as
cLk (t) =
N−1∑
l=0
υ∗kl al(t),
cRk (t) =
N−1∑
l=0
υ∗kl bl(t), (A6)
where υ∗kl is the complex conjugate of υkl. Therefore the
amplitudes cL,Rk (t) satisfy the fundamental equation
cL,Rk (t+ 1)− cL,Rk (t− 1) = λk cL,Rk (t). (A7)
If cL,Rk (0) and c
L,R
k (1) are the amplitudes evaluated into
two consecutive initial time steps, then the time depen-
dent solution of Eq. (A7) is
cL,Rk (t) = α
L,R
k e
iΩkt + βL,Rk (−1)te−iΩkt, (A8)
where
sinΩk ≡ cos θ sin
(
2pik
N
)
=
λk
2i
, (A9)
αL,Rk ≡
cL,Rk (1) + c
L,R
k (0)e
−iΩk
2 cosΩk
, (A10)
βL,Rk ≡
cL,Rk (0)e
iΩk − cL,Rk (1)
2 cosΩk
. (A11)
Using the orthogonality property
N−1∑
l=0
υk′lυ
∗
kl = δkk′ ,
where υ∗lk is the transposed conjugate of υkl, we can re-
turn to the initial variables by making an inverse trans-
form of Eqs. (A6), that is
ak(t) =
N−1∑
l=0
υklc
L
l (t),
bk(t) =
N−1∑
l=0
υklc
R
l (t),
i.e. Eq.(4). The conditions cL,Rk (0) and c
L,R
k (1) can be
obtained using the initial conditions for ak(0) and bk(0)
into Eqs. (3) for t = 0.
Appendix B
The functions ξ(t) and ς(t) used in Eq. (14) are given
by:
ξ(t) ≡
N−1∑
k=0
R
{
αLk β
L∗
k Fk(t)
}
, (B1)
ς(t) ≡ 1
2
N−1∑
k=0
{
αLk β
R∗
k Fk(t) + β
L
k α
R∗
k F
∗
k(t)
}
, (B2)
Fk(t) =
1− ei(2Ωk+pi)t
1 + e2iΩk
, (B3)
where R {x} is the real part of x.
In order to obtain the above result we use the following
expressions:
ΠL =
N−1∑
k=0
{∣∣αLk ∣∣2 + ∣∣βLk ∣∣2} , (B4)
ΠR =
N−1∑
k=0
{∣∣αRk ∣∣2 + ∣∣βRk ∣∣2} , (B5)
Q0 =
N−1∑
k=0
{
αRk
∗
αLk + β
R
k
∗
βLk
}
. (B6)
In the last three equations we have introduced the super-
script R and L to indicate whether the initial constants,
αk and βk, are related to the initial conditions over ak or
bk, respectively.
8Substituting Eqs. (A10) and (A11) into Eqs. (B4), (B5)
and (B6) we obtain
ΠL =
N−1∑
k=0
∣∣cLk (1)∣∣2 + ∣∣cLk (0)∣∣2
2 cos2Ωk
+
N−1∑
k=0
i sinΩk(c
L
k (1)c
L
k
∗
(0)− cLk
∗
(1)cLk (0))
2 cos2Ωk
, (B7)
ΠR =
N−1∑
k=0
∣∣cRk (1)∣∣2 + ∣∣cRk (0)∣∣2
2 cos2Ωk
+
N−1∑
k=0
i sinΩk(c
R
k (1)c
R
k
∗
(0)− cRk
∗
(1)cRk (0))
2 cos2Ωk
, (B8)
Q0 =
N−1∑
k=0
cLk (0)c
R
k
∗
(0) + cLk (1)c
R
k
∗
(1)
2 cos2Ωk
+
N−1∑
k=0
i sinΩk(c
L
k (1)c
R
k
∗
(0)− cLk (0)cRk
∗
(1))
2 cos2Ωk
. (B9)
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