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Abstract. A core feature of evolutionary algorithms is their mutation operator. Recently,
much attention has been devoted to the study of mutation operators with dynamic and
non-uniform mutation rates. Following up on this line of work, we propose a new mutation
operator and analyze its performance on the (1+1) Evolutionary Algorithm (EA).
Our analyses show that this mutation operator competes with pre-existing ones, when used
by the (1+1) EA on classes of problems for which results on the other mutation opera-
tors are available. We show that the (1+1) EA using our mutation operator finds a (1/3)-
approximation ratio on any non-negative submodular function in polynomial time. We also
consider the problem of maximizing a symmetric submodular function under a single ma-
troid constraint and show that the (1+1) EA using our operator finds a (1/3)-approximation
within polynomial time. This performance matches that of combinatorial local search algo-
rithms specifically designed to solve these problems and outperforms them with constant
probability.
Finally, we evaluate the performance of the (1+1) EA using our operator experimentally by
considering two applications: (a) the maximum directed cut problem on real-world graphs
of different origins, and with up to 6.6 million vertices and 56 million edges and (b) the
symmetric mutual information problem using a four month period air pollution data set. In
comparison with uniform mutation and a recently proposed dynamic scheme our operator
comes out on top on these instances.
Keywords: Evolutionary algorithms, mutation operators, submodular functions, matroids.
1 Introduction
A key procedure of the (1+1) EA that affects its performance is the mutation operator, i.e., the
operator that determines at each step how the potential new solution is generated. In the past
several years there has been a huge effort, both from a theoretical and an experimental point of
view, towards understanding how this procedure influences the performance of the (1+1) EA and
which is the optimal way of choosing this parameter (e.g., see [1,2]).
The most common mutation operator on n-bit strings is the static uniform mutation operator.
This operator, unifp, flips each bit of the current solution independently with probability p(n). This
probability, p(n), is called static mutation rate and remains the same throughout the run of the
algorithm. The most common choice for p(n) is 1/n; thus, mutated solutions differ in expectation
in one bit from their predecessors. Witt [3] shows that this choice of p(n) is optimal for all pseudo-
Boolean linear functions. Doerr et al. [4] further observe that changing p(n) by a constant factor
can lead to large variations of the overall run-time of the (1+1) EA. They also show the existence
of functions for which this choice of p(n) is not optimal.
Static mutation rates are not the only ones studied in literature. Jansen et al. [5] pro-
pose a mutation rate which at time step t flips each bit independently with probability
2(t−1) mod (dlog2 ne−1)/n. Doerr et al. [6] observe that this mutation rate is equivalent to a mu-
tation rate of the form α/n, where α is chosen uniformly at random (u.a.r.) from the set
{2(t−1) mod (dlog2 ne−1) | t ∈ {1, . . . , dlog2 ne}}. Doerr et al. [7,8] have proposed a simple on-the-fly
mechanism that can approximate optimal mutation rates well for two unimodal functions.
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2Doerr et al. [6] notice that the choice of p(n) = 1/n is a result of over-tailoring the mutation
rates to commonly studied simple unimodal problems. They propose a non-static mutation oper-
ator fmutβ , which chooses a mutation rate α ≤ 1/2 from a power-law distribution at every step of
the algorithm. Their analysis shows that for a family of “jump” functions introduced below, the
run-time of the (1+1) EA yields a polynomial speed-up over the optimal time when using fmutβ .
Friedrich et al. [9] propose a new mutation operator. Their operator cMut(p) chooses at each
step with constant probability p to flip 1-bit of the solution chosen uniformly at random. With
the remaining probability 1 − p, the operator chooses k ∈ {2, . . . , n} uniformly at random and
flips k bits of the solution chosen uniformly at random. This operator performs well in optimizing
pseudo-Boolean functions, as well as combinatorial problems such as the minimum vertex cover
and the maximum cut. Experiments suggest that this operator outperforms the mutation operator
of Doerr et al. [6] when run on functions that exhibit large deceptive basins of attraction, i.e., local
optima whose Hamming distance from the global optimum is in Θ(n).
As evolutionary algorithms are used extensively in real world applications, it is important to
extend the theoretical analysis of their performance to the more general classes of functions. To
improve the performance of (1+1) EA in more complex landscapes and inspired by the recent
results of Doerr et al. [6] and Friedrich et al. [9] we propose a new mutation operator pmutβ . Our
operator mutates n-bit string solutions as follows. At each step, pmutβ chooses k ∈ {1, . . . , n}
from a power-law distribution. Then k bits of the current solution are chosen uniformly at random
and then flipped. During a run of the (1+1) EA using pmutβ , the majority of mutations consist
of flipping a small number of bits, but occasionally a large number, of up to n bit flips can be
performed. In comparison to the mutations of fmutβ , the mutations of pmutβ have a considerably
higher likelihood of performing larger than (n/2)-bit jumps.
Run-Time Comparison on Artificial Landscapes Our analysis of the (1+1) EA using pmutβ
starts by considering artificial landscapes. More specifically, in Section 3.1 we show that the
(1+1) EA using pmutβ manages to find the optimum of any function within exponential time.
When run on the OneMax function, the (1+1) EA with pmutβ finds the optimum solution in
expected polynomial time.
In Section 3.2 we consider the problem of maximizing the n-dimensional jump function
Jumpm,n(x), first introduced by Droste et al. [10]. We show that for any value of the parame-
ters m,n with m constant or n−m, the expected run time of the (1+1) EA using pmutβ remains
polynomial. This is not the case for the (1+1) EA using unifp, for which Droste et al. [10] showed a
run time of Θ(nm+n log n) in expectation. Doerr et al. [6] are able to derive polynomial bounds for
the expected run-time of the (1+1) EA using their mutation operator fmutβ , but in their results
limit the jump parameter to m ≤ n/2.
Optimization of Submodular Functions Our main focus in this article is to study the per-
formance of the (1+1) EA when optimizing submodular functions. Submodularity is a property
that captures the notion of diminishing returns. Thus submodular functions find applicability in a
large variety of problems. Examples include: maximum facility location problems [11], maximum
cut and maximum directed cut [12], restricted SAT instances [13]. Submodular functions under
a single matroid constraint arise in artificial intelligence and are connected to probabilistic fault
diagnosis problems [14,15].
Submodular functions exhibit additional properties in some cases, such as symmetry and mono-
tonicity. These properties can be exploited to derive run time bounds for local randomized search
heuristics such as the (1+1) EA. In particular, Friedrich and Neumann [16] give run time bounds
for the (1+1) EA and GSEMO on this problem, assuming either monotonicity or symmetry.
We show (Section 4.1) that the (1+1) EA with pmutβ on any non-negative, submodular function
gives a 1/3-approximation within polynomial time. This result matches the performance of the
local search heuristic of Feige et al. [17] designed to target non-negative, submodular functions in
particular. An example of a natural non-negative submodular function that is neither symmetric
nor monotone is the utility function of a player in a combinatorial auction (see e.g. [18]). We
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single-objective
evolutionary algorithm
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deterministic
local search
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approximation
guarantee
<latexit sha1_base64="iuu SlKOuXiBtB6kWhcw1oPjClPI=">AAACFHicbVBNSwMxEM3Wr1 q/qh69BIvQg5RdEdRbwYvHCtYWukvJptM2NJssSVZalv4JL/4 VLx5UvHrw5r8x3e5BW18IPN6bYWZeGHOmjet+O4WV1bX1jeJm aWt7Z3evvH9wr2WiKDSp5FK1Q6KBMwFNwwyHdqyARCGHVji6n vmtB1CaSXFnJjEEERkI1meUGCt1y6d+FMpxSuJYyTGLMnXq+6 W5PEiIIsIATH1sX7dccWtuBrxMvJxUUI5Gt/zl9yRNIhCGcqJ 1x3NjE6REGUY5TEt+oiEmdEQG0LFUkAh0kGZXTfGJVXq4L5X9w uBM/d2RkkjrSRTaSrv3UC96M/E/r5OY/mWQMhEnBgSdD+onHB uJZxHhHlNADZ9YQqhidldMhzYIamyQJRuCt3jyMmme1a5q3u1 5pV7N0yiiI3SMqshDF6iOblADNRFFj+gZvaI358l5cd6dj3lp wcl7DtEfOJ8/Ma2fjg==</latexit><latexit sha1_base64="iuu SlKOuXiBtB6kWhcw1oPjClPI=">AAACFHicbVBNSwMxEM3Wr1 q/qh69BIvQg5RdEdRbwYvHCtYWukvJptM2NJssSVZalv4JL/4 VLx5UvHrw5r8x3e5BW18IPN6bYWZeGHOmjet+O4WV1bX1jeJm aWt7Z3evvH9wr2WiKDSp5FK1Q6KBMwFNwwyHdqyARCGHVji6n vmtB1CaSXFnJjEEERkI1meUGCt1y6d+FMpxSuJYyTGLMnXq+6 W5PEiIIsIATH1sX7dccWtuBrxMvJxUUI5Gt/zl9yRNIhCGcqJ 1x3NjE6REGUY5TEt+oiEmdEQG0LFUkAh0kGZXTfGJVXq4L5X9w uBM/d2RkkjrSRTaSrv3UC96M/E/r5OY/mWQMhEnBgSdD+onHB uJZxHhHlNADZ9YQqhidldMhzYIamyQJRuCt3jyMmme1a5q3u1 5pV7N0yiiI3SMqshDF6iOblADNRFFj+gZvaI358l5cd6dj3lp wcl7DtEfOJ8/Ma2fjg==</latexit><latexit sha1_base64="iuu SlKOuXiBtB6kWhcw1oPjClPI=">AAACFHicbVBNSwMxEM3Wr1 q/qh69BIvQg5RdEdRbwYvHCtYWukvJptM2NJssSVZalv4JL/4 VLx5UvHrw5r8x3e5BW18IPN6bYWZeGHOmjet+O4WV1bX1jeJm aWt7Z3evvH9wr2WiKDSp5FK1Q6KBMwFNwwyHdqyARCGHVji6n vmtB1CaSXFnJjEEERkI1meUGCt1y6d+FMpxSuJYyTGLMnXq+6 W5PEiIIsIATH1sX7dccWtuBrxMvJxUUI5Gt/zl9yRNIhCGcqJ 1x3NjE6REGUY5TEt+oiEmdEQG0LFUkAh0kGZXTfGJVXq4L5X9w uBM/d2RkkjrSRTaSrv3UC96M/E/r5OY/mWQMhEnBgSdD+onHB uJZxHhHlNADZ9YQqhidldMhzYIamyQJRuCt3jyMmme1a5q3u1 5pV7N0yiiI3SMqshDF6iOblADNRFFj+gZvaI358l5cd6dj3lp wcl7DtEfOJ8/Ma2fjg==</latexit><latexit sha1_base64="iuu SlKOuXiBtB6kWhcw1oPjClPI=">AAACFHicbVBNSwMxEM3Wr1 q/qh69BIvQg5RdEdRbwYvHCtYWukvJptM2NJssSVZalv4JL/4 VLx5UvHrw5r8x3e5BW18IPN6bYWZeGHOmjet+O4WV1bX1jeJm aWt7Z3evvH9wr2WiKDSp5FK1Q6KBMwFNwwyHdqyARCGHVji6n vmtB1CaSXFnJjEEERkI1meUGCt1y6d+FMpxSuJYyTGLMnXq+6 W5PEiIIsIATH1sX7dccWtuBrxMvJxUUI5Gt/zl9yRNIhCGcqJ 1x3NjE6REGUY5TEt+oiEmdEQG0LFUkAh0kGZXTfGJVXq4L5X9w uBM/d2RkkjrSRTaSrv3UC96M/E/r5OY/mWQMhEnBgSdD+onHB uJZxHhHlNADZ9YQqhidldMhzYIamyQJRuCt3jyMmme1a5q3u1 5pV7N0yiiI3SMqshDF6iOblADNRFFj+gZvaI358l5cd6dj3lp wcl7DtEfOJ8/Ma2fjg==</latexit>
submodular maximization
<latexit sha1 _base64="8vO/fESb9dA1k2h SVSrA3b8vwXY=">AAACBnicbV DLSsNAFJ34rPUVdSnIYBG6Ko kI6q7gxmUFYwttKZPJpB06kwn zkNbQnRt/xY0LFbd+gzv/xmm ahbYeuHA4517uvSdMGVXa876d peWV1bX10kZ5c2t7Z9fd279Tw khMAiyYkK0QKcJoQgJNNSOtV BLEQ0aa4fBq6jfviVRUJLd6nJ IuR/2ExhQjbaWee9ThoRhlyo RcRIYhCTkaUU4fcn/Scytezcs BF4lfkAoo0Oi5X51IYMNJojF DSrV9L9XdDElNMSOTcscokiI8 RH3StjRBnKhulv8xgSdWiWAs pK1Ew1z9PZEhrtSYh7aTIz1Q8 95U/M9rGx1fdDOapEaTBM8Wx YZBLeA0FBhRSbBmY0sQltTeCv EASYS1ja5sQ/DnX14kwWntsu bfnFXq1SKNEjgEx6AKfHAO6uA aNEAAMHgEz+AVvDlPzovz7nz MWpecYuYA/IHz+QPgD5oT</la texit><latexit sha1 _base64="8vO/fESb9dA1k2h SVSrA3b8vwXY=">AAACBnicbV DLSsNAFJ34rPUVdSnIYBG6Ko kI6q7gxmUFYwttKZPJpB06kwn zkNbQnRt/xY0LFbd+gzv/xmm ahbYeuHA4517uvSdMGVXa876d peWV1bX10kZ5c2t7Z9fd279Tw khMAiyYkK0QKcJoQgJNNSOtV BLEQ0aa4fBq6jfviVRUJLd6nJ IuR/2ExhQjbaWee9ThoRhlyo RcRIYhCTkaUU4fcn/Scytezcs BF4lfkAoo0Oi5X51IYMNJojF DSrV9L9XdDElNMSOTcscokiI8 RH3StjRBnKhulv8xgSdWiWAs pK1Ew1z9PZEhrtSYh7aTIz1Q8 95U/M9rGx1fdDOapEaTBM8Wx YZBLeA0FBhRSbBmY0sQltTeCv EASYS1ja5sQ/DnX14kwWntsu bfnFXq1SKNEjgEx6AKfHAO6uA aNEAAMHgEz+AVvDlPzovz7nz MWpecYuYA/IHz+QPgD5oT</la texit><latexit sha1 _base64="8vO/fESb9dA1k2h SVSrA3b8vwXY=">AAACBnicbV DLSsNAFJ34rPUVdSnIYBG6Ko kI6q7gxmUFYwttKZPJpB06kwn zkNbQnRt/xY0LFbd+gzv/xmm ahbYeuHA4517uvSdMGVXa876d peWV1bX10kZ5c2t7Z9fd279Tw khMAiyYkK0QKcJoQgJNNSOtV BLEQ0aa4fBq6jfviVRUJLd6nJ IuR/2ExhQjbaWee9ThoRhlyo RcRIYhCTkaUU4fcn/Scytezcs BF4lfkAoo0Oi5X51IYMNJojF DSrV9L9XdDElNMSOTcscokiI8 RH3StjRBnKhulv8xgSdWiWAs pK1Ew1z9PZEhrtSYh7aTIz1Q8 95U/M9rGx1fdDOapEaTBM8Wx YZBLeA0FBhRSbBmY0sQltTeCv EASYS1ja5sQ/DnX14kwWntsu bfnFXq1SKNEjgEx6AKfHAO6uA aNEAAMHgEz+AVvDlPzovz7nz MWpecYuYA/IHz+QPgD5oT</la texit><latexit sha1 _base64="8vO/fESb9dA1k2h SVSrA3b8vwXY=">AAACBnicbV DLSsNAFJ34rPUVdSnIYBG6Ko kI6q7gxmUFYwttKZPJpB06kwn zkNbQnRt/xY0LFbd+gzv/xmm ahbYeuHA4517uvSdMGVXa876d peWV1bX10kZ5c2t7Z9fd279Tw khMAiyYkK0QKcJoQgJNNSOtV BLEQ0aa4fBq6jfviVRUJLd6nJ IuR/2ExhQjbaWee9ThoRhlyo RcRIYhCTkaUU4fcn/Scytezcs BF4lfkAoo0Oi5X51IYMNJojF DSrV9L9XdDElNMSOTcscokiI8 RH3StjRBnKhulv8xgSdWiWAs pK1Ew1z9PZEhrtSYh7aTIz1Q8 95U/M9rGx1fdDOapEaTBM8Wx YZBLeA0FBhRSbBmY0sQltTeCv EASYS1ja5sQ/DnX14kwWntsu bfnFXq1SKNEjgEx6AKfHAO6uA aNEAAMHgEz+AVvDlPzovz7nz MWpecYuYA/IHz+QPgD5oT</la texit>
unconstrained
<latexit sha1 _base64="SspJVoGf8wR8lFT zsYZMYjZW8A8=">AAAB/HicbV DLSgMxFL3js9bX+Ni5CRahqz IjgroruHFZwbGFdiiZTNqGZpI hyYh1KP6KGxcqbv0Qd/6NaTs LbT1w4XDOvcm9J0o508bzvp2l 5ZXVtfXSRnlza3tn193bv9MyU 4QGRHKpWhHWlDNBA8MMp61UU ZxEnDaj4dXEb95TpZkUt2aU0j DBfcF6jGBjpa572Eki+ZBngk ihjcL2mXjcdStezZsCLRK/IBU o0Oi6X51YkiyhwhCOtW77Xmr CHCvDCKfjcifTNMVkiPu0banA CdVhPt1+jE6sEqOeVLaEQVP1 90SOE61HSWQ7E2wGet6biP957 cz0LsKciTQzVJDZR72MIyPRJ AoUM0WJ4SNLMFHM7orIACtMjA 2sbEPw509eJMFp7bLm35xV6t UijRIcwTFUwYdzqMM1NCAAAo/ wDK/w5jw5L8678zFrXXKKmQP 4A+fzBwN7lbQ=</latexit><latexit sha1 _base64="SspJVoGf8wR8lFT zsYZMYjZW8A8=">AAAB/HicbV DLSgMxFL3js9bX+Ni5CRahqz IjgroruHFZwbGFdiiZTNqGZpI hyYh1KP6KGxcqbv0Qd/6NaTs LbT1w4XDOvcm9J0o508bzvp2l 5ZXVtfXSRnlza3tn193bv9MyU 4QGRHKpWhHWlDNBA8MMp61UU ZxEnDaj4dXEb95TpZkUt2aU0j DBfcF6jGBjpa572Eki+ZBngk ihjcL2mXjcdStezZsCLRK/IBU o0Oi6X51YkiyhwhCOtW77Xmr CHCvDCKfjcifTNMVkiPu0banA CdVhPt1+jE6sEqOeVLaEQVP1 90SOE61HSWQ7E2wGet6biP957 cz0LsKciTQzVJDZR72MIyPRJ AoUM0WJ4SNLMFHM7orIACtMjA 2sbEPw509eJMFp7bLm35xV6t UijRIcwTFUwYdzqMM1NCAAAo/ wDK/w5jw5L8678zFrXXKKmQP 4A+fzBwN7lbQ=</latexit><latexit sha1 _base64="SspJVoGf8wR8lFT zsYZMYjZW8A8=">AAAB/HicbV DLSgMxFL3js9bX+Ni5CRahqz IjgroruHFZwbGFdiiZTNqGZpI hyYh1KP6KGxcqbv0Qd/6NaTs LbT1w4XDOvcm9J0o508bzvp2l 5ZXVtfXSRnlza3tn193bv9MyU 4QGRHKpWhHWlDNBA8MMp61UU ZxEnDaj4dXEb95TpZkUt2aU0j DBfcF6jGBjpa572Eki+ZBngk ihjcL2mXjcdStezZsCLRK/IBU o0Oi6X51YkiyhwhCOtW77Xmr CHCvDCKfjcifTNMVkiPu0banA CdVhPt1+jE6sEqOeVLaEQVP1 90SOE61HSWQ7E2wGet6biP957 cz0LsKciTQzVJDZR72MIyPRJ AoUM0WJ4SNLMFHM7orIACtMjA 2sbEPw509eJMFp7bLm35xV6t UijRIcwTFUwYdzqMM1NCAAAo/ wDK/w5jw5L8678zFrXXKKmQP 4A+fzBwN7lbQ=</latexit><latexit sha1 _base64="SspJVoGf8wR8lFT zsYZMYjZW8A8=">AAAB/HicbV DLSgMxFL3js9bX+Ni5CRahqz IjgroruHFZwbGFdiiZTNqGZpI hyYh1KP6KGxcqbv0Qd/6NaTs LbT1w4XDOvcm9J0o508bzvp2l 5ZXVtfXSRnlza3tn193bv9MyU 4QGRHKpWhHWlDNBA8MMp61UU ZxEnDaj4dXEb95TpZkUt2aU0j DBfcF6jGBjpa572Eki+ZBngk ihjcL2mXjcdStezZsCLRK/IBU o0Oi6X51YkiyhwhCOtW77Xmr CHCvDCKfjcifTNMVkiPu0banA CdVhPt1+jE6sEqOeVLaEQVP1 90SOE61HSWQ7E2wGet6biP957 cz0LsKciTQzVJDZR72MIyPRJ AoUM0WJ4SNLMFHM7orIACtMjA 2sbEPw509eJMFp7bLm35xV6t UijRIcwTFUwYdzqMM1NCAAAo/ wDK/w5jw5L8678zFrXXKKmQP 4A+fzBwN7lbQ=</latexit>
1
3
  "
n
<latexit sha1_base64="dsQ is42JJQMIaG3CdzWy46wNwYw=">AAACC3icbVC9TsMwGPxS/k r5KzCyWFRIXagSQAK2SiyMRSK0UhNVjuu0Vh0nsp1KVZQHYOF VWBgAsfICbLwNbpsBWk6ydL67T/Z3QcKZ0rb9bZVWVtfWN8qb la3tnd296v7Bg4pTSahLYh7LToAV5UxQVzPNaSeRFEcBp+1gd DP122MqFYvFvZ4k1I/wQLCQEayN1KvWvFBikjl5dp6jUzS/eW MsaaIYj0Weidyk7IY9A1omTkFqUKDVq355/ZikERWacKxU17E T7WdYakY4zSteqmiCyQgPaNdQgSOq/Gy2TI5OjNJHYSzNERrN1 N8TGY6UmkSBSUZYD9WiNxX/87qpDq/8jIkk1VSQ+UNhypGO0b QZ1GeSEs0nhmAimfkrIkNs+tCmv4opwVlceZm4Z43rhnN3UWv WizbKcATHUAcHLqEJt9ACFwg8wjO8wpv1ZL1Y79bHPFqyiplD +APr8weIMptx</latexit><latexit sha1_base64="dsQ is42JJQMIaG3CdzWy46wNwYw=">AAACC3icbVC9TsMwGPxS/k r5KzCyWFRIXagSQAK2SiyMRSK0UhNVjuu0Vh0nsp1KVZQHYOF VWBgAsfICbLwNbpsBWk6ydL67T/Z3QcKZ0rb9bZVWVtfWN8qb la3tnd296v7Bg4pTSahLYh7LToAV5UxQVzPNaSeRFEcBp+1gd DP122MqFYvFvZ4k1I/wQLCQEayN1KvWvFBikjl5dp6jUzS/eW MsaaIYj0Weidyk7IY9A1omTkFqUKDVq355/ZikERWacKxU17E T7WdYakY4zSteqmiCyQgPaNdQgSOq/Gy2TI5OjNJHYSzNERrN1 N8TGY6UmkSBSUZYD9WiNxX/87qpDq/8jIkk1VSQ+UNhypGO0b QZ1GeSEs0nhmAimfkrIkNs+tCmv4opwVlceZm4Z43rhnN3UWv WizbKcATHUAcHLqEJt9ACFwg8wjO8wpv1ZL1Y79bHPFqyiplD +APr8weIMptx</latexit><latexit sha1_base64="dsQ is42JJQMIaG3CdzWy46wNwYw=">AAACC3icbVC9TsMwGPxS/k r5KzCyWFRIXagSQAK2SiyMRSK0UhNVjuu0Vh0nsp1KVZQHYOF VWBgAsfICbLwNbpsBWk6ydL67T/Z3QcKZ0rb9bZVWVtfWN8qb la3tnd296v7Bg4pTSahLYh7LToAV5UxQVzPNaSeRFEcBp+1gd DP122MqFYvFvZ4k1I/wQLCQEayN1KvWvFBikjl5dp6jUzS/eW MsaaIYj0Weidyk7IY9A1omTkFqUKDVq355/ZikERWacKxU17E T7WdYakY4zSteqmiCyQgPaNdQgSOq/Gy2TI5OjNJHYSzNERrN1 N8TGY6UmkSBSUZYD9WiNxX/87qpDq/8jIkk1VSQ+UNhypGO0b QZ1GeSEs0nhmAimfkrIkNs+tCmv4opwVlceZm4Z43rhnN3UWv WizbKcATHUAcHLqEJt9ACFwg8wjO8wpv1ZL1Y79bHPFqyiplD +APr8weIMptx</latexit><latexit sha1_base64="dsQ is42JJQMIaG3CdzWy46wNwYw=">AAACC3icbVC9TsMwGPxS/k r5KzCyWFRIXagSQAK2SiyMRSK0UhNVjuu0Vh0nsp1KVZQHYOF VWBgAsfICbLwNbpsBWk6ydL67T/Z3QcKZ0rb9bZVWVtfWN8qb la3tnd296v7Bg4pTSahLYh7LToAV5UxQVzPNaSeRFEcBp+1gd DP122MqFYvFvZ4k1I/wQLCQEayN1KvWvFBikjl5dp6jUzS/eW MsaaIYj0Weidyk7IY9A1omTkFqUKDVq355/ZikERWacKxU17E T7WdYakY4zSteqmiCyQgPaNdQgSOq/Gy2TI5OjNJHYSzNERrN1 N8TGY6UmkSBSUZYD9WiNxX/87qpDq/8jIkk1VSQ+UNhypGO0b QZ1GeSEs0nhmAimfkrIkNs+tCmv4opwVlceZm4Z43rhnN3UWv WizbKcATHUAcHLqEJt9ACFwg8wjO8wpv1ZL1Y79bHPFqyiplD +APr8weIMptx</latexit>
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◆
<latexit sha1_base64="Ere2UY71SGC3prHIbLoxQM4Um0g= ">AAACJHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYFFVwIbtxZwarQqSWT3mmDmWRI7hTKMD/jxl9x48KKCzd+i2ntwteBwOGcc7m5 J0qlsOj7797U9Mzs3PzCYmlpeWV1rby+cW11Zjg0uJba3EbMghQKGihQwm1qgCWRhJvo/mzk3/TBWKHVFQ5SaCWsq0QsOEMntc snYcKwx5nMLwoaSoiRVsPYMJ4HRR72mYHUCqlVQdXdvgvoLlU0NKLbQ7rbLlf8mj8G/UuCCamQCert8jDsaJ4loJBLZm0z8FNs 5cyg4BKKUphZSBm/Z11oOqpYAraVj68s6I5TOjTWxj2FdKx+n8hZYu0giVxydJP97Y3E/7xmhvFRKxcqzRAU/1oUZ5KipqPKaE cY4CgHjjBuhPsr5T3mOkJXbMmVEPw++S9p7NWOa8HlQeW0OmljgWyRbVIlATkkp+Sc1EmDcPJAnsgLGXqP3rP36r19Rae8ycwm +QHv4xNuJqSv</latexit><latexit sha1_base64="Ere2UY71SGC3prHIbLoxQM4Um0g= ">AAACJHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYFFVwIbtxZwarQqSWT3mmDmWRI7hTKMD/jxl9x48KKCzd+i2ntwteBwOGcc7m5 J0qlsOj7797U9Mzs3PzCYmlpeWV1rby+cW11Zjg0uJba3EbMghQKGihQwm1qgCWRhJvo/mzk3/TBWKHVFQ5SaCWsq0QsOEMntc snYcKwx5nMLwoaSoiRVsPYMJ4HRR72mYHUCqlVQdXdvgvoLlU0NKLbQ7rbLlf8mj8G/UuCCamQCert8jDsaJ4loJBLZm0z8FNs 5cyg4BKKUphZSBm/Z11oOqpYAraVj68s6I5TOjTWxj2FdKx+n8hZYu0giVxydJP97Y3E/7xmhvFRKxcqzRAU/1oUZ5KipqPKaE cY4CgHjjBuhPsr5T3mOkJXbMmVEPw++S9p7NWOa8HlQeW0OmljgWyRbVIlATkkp+Sc1EmDcPJAnsgLGXqP3rP36r19Rae8ycwm +QHv4xNuJqSv</latexit><latexit sha1_base64="Ere2UY71SGC3prHIbLoxQM4Um0g= ">AAACJHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYFFVwIbtxZwarQqSWT3mmDmWRI7hTKMD/jxl9x48KKCzd+i2ntwteBwOGcc7m5 J0qlsOj7797U9Mzs3PzCYmlpeWV1rby+cW11Zjg0uJba3EbMghQKGihQwm1qgCWRhJvo/mzk3/TBWKHVFQ5SaCWsq0QsOEMntc snYcKwx5nMLwoaSoiRVsPYMJ4HRR72mYHUCqlVQdXdvgvoLlU0NKLbQ7rbLlf8mj8G/UuCCamQCert8jDsaJ4loJBLZm0z8FNs 5cyg4BKKUphZSBm/Z11oOqpYAraVj68s6I5TOjTWxj2FdKx+n8hZYu0giVxydJP97Y3E/7xmhvFRKxcqzRAU/1oUZ5KipqPKaE cY4CgHjjBuhPsr5T3mOkJXbMmVEPw++S9p7NWOa8HlQeW0OmljgWyRbVIlATkkp+Sc1EmDcPJAnsgLGXqP3rP36r19Rae8ycwm +QHv4xNuJqSv</latexit><latexit sha1_base64="Ere2UY71SGC3prHIbLoxQM4Um0g= ">AAACJHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYFFVwIbtxZwarQqSWT3mmDmWRI7hTKMD/jxl9x48KKCzd+i2ntwteBwOGcc7m5 J0qlsOj7797U9Mzs3PzCYmlpeWV1rby+cW11Zjg0uJba3EbMghQKGihQwm1qgCWRhJvo/mzk3/TBWKHVFQ5SaCWsq0QsOEMntc snYcKwx5nMLwoaSoiRVsPYMJ4HRR72mYHUCqlVQdXdvgvoLlU0NKLbQ7rbLlf8mj8G/UuCCamQCert8jDsaJ4loJBLZm0z8FNs 5cyg4BKKUphZSBm/Z11oOqpYAraVj68s6I5TOjTWxj2FdKx+n8hZYu0giVxydJP97Y3E/7xmhvFRKxcqzRAU/1oUZ5KipqPKaE cY4CgHjjBuhPsr5T3mOkJXbMmVEPw++S9p7NWOa8HlQeW0OmljgWyRbVIlATkkp+Sc1EmDcPJAnsgLGXqP3rP36r19Rae8ycwm +QHv4xNuJqSv</latexit>
O
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◆
<latexit sha1_base64="/2nCY3Zuwf/SWdCWtLiyw40xTZk= ">AAACU3icbVHLahsxFNVMkzRxHnXbZTciJuAQMDNJoe0u0E13TSFOAh7H3JHv2MIaaZDuGMwwH9kuCv2SbrKI/EhInFwQHM6D Kx2lhZKOouhfEL7Z2Nx6u73T2N3bP3jXfP/hypnSCuwKo4y9ScGhkhq7JEnhTWER8lThdTr5Ptevp2idNPqSZgX2cxhpmUkB5K lBc5LkQGMBqvpZ80RhRrydZBZEFddVMgWLhZPK6Jrr2zNvMKMHF1/a9JotsXI0Jn7MT3wiSZHgkRo0W1EnWgx/CeIVaLHVXAya f5KhEWWOmoQC53pxVFC/AktSKKwbSemwADGBEfY81JCj61eLUmp+5Jkhz4z1RxNfsE8TFeTOzfLUO+cVuHVtTr6m9UrKvvYrqY uSUIvloqxUnAyfN8yH0qIgNfMAhJX+rlyMwXdF/h8avoR4/ckvQfe0860T//rcOm+v2thmn9gha7OYfWHn7Ae7YF0m2G/2P2BB EPwN7sIw3Fhaw2CV+cieTbh/Dyf4spI=</latexit><latexit sha1_base64="/2nCY3Zuwf/SWdCWtLiyw40xTZk= ">AAACU3icbVHLahsxFNVMkzRxHnXbZTciJuAQMDNJoe0u0E13TSFOAh7H3JHv2MIaaZDuGMwwH9kuCv2SbrKI/EhInFwQHM6D Kx2lhZKOouhfEL7Z2Nx6u73T2N3bP3jXfP/hypnSCuwKo4y9ScGhkhq7JEnhTWER8lThdTr5Ptevp2idNPqSZgX2cxhpmUkB5K lBc5LkQGMBqvpZ80RhRrydZBZEFddVMgWLhZPK6Jrr2zNvMKMHF1/a9JotsXI0Jn7MT3wiSZHgkRo0W1EnWgx/CeIVaLHVXAya f5KhEWWOmoQC53pxVFC/AktSKKwbSemwADGBEfY81JCj61eLUmp+5Jkhz4z1RxNfsE8TFeTOzfLUO+cVuHVtTr6m9UrKvvYrqY uSUIvloqxUnAyfN8yH0qIgNfMAhJX+rlyMwXdF/h8avoR4/ckvQfe0860T//rcOm+v2thmn9gha7OYfWHn7Ae7YF0m2G/2P2BB EPwN7sIw3Fhaw2CV+cieTbh/Dyf4spI=</latexit><latexit sha1_base64="/2nCY3Zuwf/SWdCWtLiyw40xTZk= ">AAACU3icbVHLahsxFNVMkzRxHnXbZTciJuAQMDNJoe0u0E13TSFOAh7H3JHv2MIaaZDuGMwwH9kuCv2SbrKI/EhInFwQHM6D Kx2lhZKOouhfEL7Z2Nx6u73T2N3bP3jXfP/hypnSCuwKo4y9ScGhkhq7JEnhTWER8lThdTr5Ptevp2idNPqSZgX2cxhpmUkB5K lBc5LkQGMBqvpZ80RhRrydZBZEFddVMgWLhZPK6Jrr2zNvMKMHF1/a9JotsXI0Jn7MT3wiSZHgkRo0W1EnWgx/CeIVaLHVXAya f5KhEWWOmoQC53pxVFC/AktSKKwbSemwADGBEfY81JCj61eLUmp+5Jkhz4z1RxNfsE8TFeTOzfLUO+cVuHVtTr6m9UrKvvYrqY uSUIvloqxUnAyfN8yH0qIgNfMAhJX+rlyMwXdF/h8avoR4/ckvQfe0860T//rcOm+v2thmn9gha7OYfWHn7Ae7YF0m2G/2P2BB EPwN7sIw3Fhaw2CV+cieTbh/Dyf4spI=</latexit><latexit sha1_base64="/2nCY3Zuwf/SWdCWtLiyw40xTZk= ">AAACU3icbVHLahsxFNVMkzRxHnXbZTciJuAQMDNJoe0u0E13TSFOAh7H3JHv2MIaaZDuGMwwH9kuCv2SbrKI/EhInFwQHM6D Kx2lhZKOouhfEL7Z2Nx6u73T2N3bP3jXfP/hypnSCuwKo4y9ScGhkhq7JEnhTWER8lThdTr5Ptevp2idNPqSZgX2cxhpmUkB5K lBc5LkQGMBqvpZ80RhRrydZBZEFddVMgWLhZPK6Jrr2zNvMKMHF1/a9JotsXI0Jn7MT3wiSZHgkRo0W1EnWgx/CeIVaLHVXAya f5KhEWWOmoQC53pxVFC/AktSKKwbSemwADGBEfY81JCj61eLUmp+5Jkhz4z1RxNfsE8TFeTOzfLUO+cVuHVtTr6m9UrKvvYrqY uSUIvloqxUnAyfN8yH0qIgNfMAhJX+rlyMwXdF/h8avoR4/ckvQfe0860T//rcOm+v2thmn9gha7OYfWHn7Ae7YF0m2G/2P2BB EPwN7sIw3Fhaw2CV+cieTbh/Dyf4spI=</latexit>
O
✓
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n4 log
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◆
<latexit sha1_base64="p2XahCp9h18oJ4UGMDeq2ZwQtRg= ">AAACOHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYK6k5w484KVoVOLZn0ThvMJENyRyjD/JYb/8Kd4MaFilu/wLTOwteBwOGce7k5 J0qlsOj7j97U9Mzs3PzCYmVpeWV1rbq+cWF1Zji0uZbaXEXMghQK2ihQwlVqgCWRhMvo5njsX96CsUKrcxyl0E3YQIlYcIZO6l VbYcJwyJnMTwsaSoiR1mkYG8bzoMjDW2YgtUJqVajrphvQg9JVP10aGjEYIt3tVWt+w5+A/iVBSWqkRKtXfQj7mmcJKOSSWdsJ /BS7OTMouISiEmYWUsZv2AA6jiqWgO3mk+QF3XFKn8bauKeQTtTvGzlLrB0lkZsc57S/vbH4n9fJMD7o5kKlGYLiX4fiTFLUdF wj7QsDHOXIEcaNcH+lfMhcMejKrrgSgt+R/5L2XuOwEZw1a0f1so0FskW2SZ0EZJ8ckRPSIm3CyR15Ii/k1bv3nr037/1rdMor dzbJD3gfn1cjrf8=</latexit><latexit sha1_base64="p2XahCp9h18oJ4UGMDeq2ZwQtRg= ">AAACOHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYK6k5w484KVoVOLZn0ThvMJENyRyjD/JYb/8Kd4MaFilu/wLTOwteBwOGce7k5 J0qlsOj7j97U9Mzs3PzCYmVpeWV1rbq+cWF1Zji0uZbaXEXMghQK2ihQwlVqgCWRhMvo5njsX96CsUKrcxyl0E3YQIlYcIZO6l VbYcJwyJnMTwsaSoiR1mkYG8bzoMjDW2YgtUJqVajrphvQg9JVP10aGjEYIt3tVWt+w5+A/iVBSWqkRKtXfQj7mmcJKOSSWdsJ /BS7OTMouISiEmYWUsZv2AA6jiqWgO3mk+QF3XFKn8bauKeQTtTvGzlLrB0lkZsc57S/vbH4n9fJMD7o5kKlGYLiX4fiTFLUdF wj7QsDHOXIEcaNcH+lfMhcMejKrrgSgt+R/5L2XuOwEZw1a0f1so0FskW2SZ0EZJ8ckRPSIm3CyR15Ii/k1bv3nr037/1rdMor dzbJD3gfn1cjrf8=</latexit><latexit sha1_base64="p2XahCp9h18oJ4UGMDeq2ZwQtRg= ">AAACOHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYK6k5w484KVoVOLZn0ThvMJENyRyjD/JYb/8Kd4MaFilu/wLTOwteBwOGce7k5 J0qlsOj7j97U9Mzs3PzCYmVpeWV1rbq+cWF1Zji0uZbaXEXMghQK2ihQwlVqgCWRhMvo5njsX96CsUKrcxyl0E3YQIlYcIZO6l VbYcJwyJnMTwsaSoiR1mkYG8bzoMjDW2YgtUJqVajrphvQg9JVP10aGjEYIt3tVWt+w5+A/iVBSWqkRKtXfQj7mmcJKOSSWdsJ /BS7OTMouISiEmYWUsZv2AA6jiqWgO3mk+QF3XFKn8bauKeQTtTvGzlLrB0lkZsc57S/vbH4n9fJMD7o5kKlGYLiX4fiTFLUdF wj7QsDHOXIEcaNcH+lfMhcMejKrrgSgt+R/5L2XuOwEZw1a0f1so0FskW2SZ0EZJ8ckRPSIm3CyR15Ii/k1bv3nr037/1rdMor dzbJD3gfn1cjrf8=</latexit><latexit sha1_base64="p2XahCp9h18oJ4UGMDeq2ZwQtRg= ">AAACOHicbVDLSgMxFM34tr6qLt0Ei1A3ZUYK6k5w484KVoVOLZn0ThvMJENyRyjD/JYb/8Kd4MaFilu/wLTOwteBwOGce7k5 J0qlsOj7j97U9Mzs3PzCYmVpeWV1rbq+cWF1Zji0uZbaXEXMghQK2ihQwlVqgCWRhMvo5njsX96CsUKrcxyl0E3YQIlYcIZO6l VbYcJwyJnMTwsaSoiR1mkYG8bzoMjDW2YgtUJqVajrphvQg9JVP10aGjEYIt3tVWt+w5+A/iVBSWqkRKtXfQj7mmcJKOSSWdsJ /BS7OTMouISiEmYWUsZv2AA6jiqWgO3mk+QF3XFKn8bauKeQTtTvGzlLrB0lkZsc57S/vbH4n9fJMD7o5kKlGYLiX4fiTFLUdF wj7QsDHOXIEcaNcH+lfMhcMejKrrgSgt+R/5L2XuOwEZw1a0f1so0FskW2SZ0EZJ8ckRPSIm3CyR15Ii/k1bv3nr037/1rdMor dzbJD3gfn1cjrf8=</latexit>
fitness evaluations
<latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit>
fitness evaluations
<latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit>
fitness evaluations
<latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit><latexit sha1_base64="62k93RtZjAkmGkx3j7hBl9Q3BXw= ">AAACAnicbVBNS8NAEN3Ur1q/ot70sliEnkoignorePFYwdhCG8pmO2mXbjZhd1MsoeDFv+LFg4pXf4U3/43bNAdtfTDweG+G mXlBwpnSjvNtlVZW19Y3ypuVre2d3T17/+Bexamk4NGYx7IdEAWcCfA00xzaiQQSBRxaweh65rfGIBWLxZ2eJOBHZCBYyCjRRu rZR90oiB+ykGkBSmEYE57mlpr27KpTd3LgZeIWpIoKNHv2V7cf0zQCoSknSnVcJ9F+RqRmlMO00k0VJISOyAA6hgoSgfKz/Icp PjVKH4exNCU0ztXfExmJlJpEgemMiB6qRW8m/ud1Uh1e+hkTSapB0PmiMOVYx3gWCO4zCVTziSGESmZuxXRIJKHaxFYxIbiLLy 8T76x+VXdvz6uNWpFGGR2jE1RDLrpADXSDmshDFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gCNv5g6</latexit>
in expectation
<latexit sha1_base64="0F1oFW2iMf4pa0wz2P5CtqfxE8Q= ">AAAB/XicbVBNSwMxFHzrZ61fq+LJS7AIPZVdEdRbwYvHCq4ttEvJpmkbmmSXJCstS8G/4sWDilf/hzf/jel2D9o6EBhm3iNv Jko408bzvp2V1bX1jc3SVnl7Z3dv3z04fNBxqggNSMxj1YqwppxJGhhmOG0limIRcdqMRjczv/lIlWaxvDeThIYCDyTrM4KNlb rucUdE8ThjEtFxQonJ5WnXrXg1LwdaJn5BKlCg0XW/Or2YpIJKQzjWuu17iQkzrAwjnE7LnVTTBJMRHtC2pRILqsMsP3+KzqzS Q/1Y2ScNytXfGxkWWk9EZCcFNkO96M3E/7x2avpXoc2WpIZKMv+on3JkYjTrAvWYspH5xBJMFLO3IjLEChNjGyvbEvzFyMskOK 9d1/y7i0q9WrRRghM4hSr4cAl1uIUGBEAgg2d4hTfnyXlx3p2P+eiKU+wcwR84nz9aJ5Xc</latexit><latexit sha1_base64="0F1oFW2iMf4pa0wz2P5CtqfxE8Q= ">AAAB/XicbVBNSwMxFHzrZ61fq+LJS7AIPZVdEdRbwYvHCq4ttEvJpmkbmmSXJCstS8G/4sWDilf/hzf/jel2D9o6EBhm3iNv Jko408bzvp2V1bX1jc3SVnl7Z3dv3z04fNBxqggNSMxj1YqwppxJGhhmOG0limIRcdqMRjczv/lIlWaxvDeThIYCDyTrM4KNlb rucUdE8ThjEtFxQonJ5WnXrXg1LwdaJn5BKlCg0XW/Or2YpIJKQzjWuu17iQkzrAwjnE7LnVTTBJMRHtC2pRILqsMsP3+KzqzS Q/1Y2ScNytXfGxkWWk9EZCcFNkO96M3E/7x2avpXoc2WpIZKMv+on3JkYjTrAvWYspH5xBJMFLO3IjLEChNjGyvbEvzFyMskOK 9d1/y7i0q9WrRRghM4hSr4cAl1uIUGBEAgg2d4hTfnyXlx3p2P+eiKU+wcwR84nz9aJ5Xc</latexit><latexit sha1_base64="0F1oFW2iMf4pa0wz2P5CtqfxE8Q= ">AAAB/XicbVBNSwMxFHzrZ61fq+LJS7AIPZVdEdRbwYvHCq4ttEvJpmkbmmSXJCstS8G/4sWDilf/hzf/jel2D9o6EBhm3iNv Jko408bzvp2V1bX1jc3SVnl7Z3dv3z04fNBxqggNSMxj1YqwppxJGhhmOG0limIRcdqMRjczv/lIlWaxvDeThIYCDyTrM4KNlb rucUdE8ThjEtFxQonJ5WnXrXg1LwdaJn5BKlCg0XW/Or2YpIJKQzjWuu17iQkzrAwjnE7LnVTTBJMRHtC2pRILqsMsP3+KzqzS Q/1Y2ScNytXfGxkWWk9EZCcFNkO96M3E/7x2avpXoc2WpIZKMv+on3JkYjTrAvWYspH5xBJMFLO3IjLEChNjGyvbEvzFyMskOK 9d1/y7i0q9WrRRghM4hSr4cAl1uIUGBEAgg2d4hTfnyXlx3p2P+eiKU+wcwR84nz9aJ5Xc</latexit><latexit sha1_base64="0F1oFW2iMf4pa0wz2P5CtqfxE8Q= ">AAAB/XicbVBNSwMxFHzrZ61fq+LJS7AIPZVdEdRbwYvHCq4ttEvJpmkbmmSXJCstS8G/4sWDilf/hzf/jel2D9o6EBhm3iNv Jko408bzvp2V1bX1jc3SVnl7Z3dv3z04fNBxqggNSMxj1YqwppxJGhhmOG0limIRcdqMRjczv/lIlWaxvDeThIYCDyTrM4KNlb rucUdE8ThjEtFxQonJ5WnXrXg1LwdaJn5BKlCg0XW/Or2YpIJKQzjWuu17iQkzrAwjnE7LnVTTBJMRHtC2pRILqsMsP3+KzqzS Q/1Y2ScNytXfGxkWWk9EZCcFNkO96M3E/7x2avpXoc2WpIZKMv+on3JkYjTrAvWYspH5xBJMFLO3IjLEChNjGyvbEvzFyMskOK 9d1/y7i0q9WrRRghM4hSr4cAl1uIUGBEAgg2d4hTfnyXlx3p2P+eiKU+wcwR84nz9aJ5Xc</latexit>
w.p. at least ' 0.25
<latexit sha1_base64="wDs4YKIX+qLuIlLx6Uex42BRSNY= ">AAACCXicbVA9TwJBEN3zE/ELtbRZJSZUlzuiUTsSG0tMREiAkL1lgA27d+funEou1Db+FRsLNbb+Azv/jctHoeBLJnl5byYz 84JYCoOe9+0sLC4tr6xm1rLrG5tb27md3RsTJZpDhUcy0rWAGZAihAoKlFCLNTAVSKgG/YuRX70DbUQUXuMghqZi3VB0BGdopV buoKGC6CG9d2OXMqQSmEE6pA0jFNxSzy2etHJ5z/XGoPPEn5I8maLcyn012hFPFITIJTOm7nsxNlOmUXAJw2wjMRAz3mddqFsa MgWmmY5fGdIjq7RpJ9K2QqRj9fdEypQxAxXYTsWwZ2a9kfifV0+wc9ZMRRgnCCGfLOokkmJER7nQttDAUQ4sYVwLeyvlPaYZR5 te1obgz748TypF99z1r47zpcI0jQzZJ4ekQHxySkrkkpRJhXDySJ7JK3lznpwX5935mLQuONOZPfIHzucPOx+Yyg==</latexi t><latexit sha1_base64="wDs4YKIX+qLuIlLx6Uex42BRSNY= ">AAACCXicbVA9TwJBEN3zE/ELtbRZJSZUlzuiUTsSG0tMREiAkL1lgA27d+funEou1Db+FRsLNbb+Azv/jctHoeBLJnl5byYz 84JYCoOe9+0sLC4tr6xm1rLrG5tb27md3RsTJZpDhUcy0rWAGZAihAoKlFCLNTAVSKgG/YuRX70DbUQUXuMghqZi3VB0BGdopV buoKGC6CG9d2OXMqQSmEE6pA0jFNxSzy2etHJ5z/XGoPPEn5I8maLcyn012hFPFITIJTOm7nsxNlOmUXAJw2wjMRAz3mddqFsa MgWmmY5fGdIjq7RpJ9K2QqRj9fdEypQxAxXYTsWwZ2a9kfifV0+wc9ZMRRgnCCGfLOokkmJER7nQttDAUQ4sYVwLeyvlPaYZR5 te1obgz748TypF99z1r47zpcI0jQzZJ4ekQHxySkrkkpRJhXDySJ7JK3lznpwX5935mLQuONOZPfIHzucPOx+Yyg==</latexi t><latexit sha1_base64="wDs4YKIX+qLuIlLx6Uex42BRSNY= ">AAACCXicbVA9TwJBEN3zE/ELtbRZJSZUlzuiUTsSG0tMREiAkL1lgA27d+funEou1Db+FRsLNbb+Azv/jctHoeBLJnl5byYz 84JYCoOe9+0sLC4tr6xm1rLrG5tb27md3RsTJZpDhUcy0rWAGZAihAoKlFCLNTAVSKgG/YuRX70DbUQUXuMghqZi3VB0BGdopV buoKGC6CG9d2OXMqQSmEE6pA0jFNxSzy2etHJ5z/XGoPPEn5I8maLcyn012hFPFITIJTOm7nsxNlOmUXAJw2wjMRAz3mddqFsa MgWmmY5fGdIjq7RpJ9K2QqRj9fdEypQxAxXYTsWwZ2a9kfifV0+wc9ZMRRgnCCGfLOokkmJER7nQttDAUQ4sYVwLeyvlPaYZR5 te1obgz748TypF99z1r47zpcI0jQzZJ4ekQHxySkrkkpRJhXDySJ7JK3lznpwX5935mLQuONOZPfIHzucPOx+Yyg==</latexi t><latexit sha1_base64="wDs4YKIX+qLuIlLx6Uex42BRSNY= ">AAACCXicbVA9TwJBEN3zE/ELtbRZJSZUlzuiUTsSG0tMREiAkL1lgA27d+funEou1Db+FRsLNbb+Azv/jctHoeBLJnl5byYz 84JYCoOe9+0sLC4tr6xm1rLrG5tb27md3RsTJZpDhUcy0rWAGZAihAoKlFCLNTAVSKgG/YuRX70DbUQUXuMghqZi3VB0BGdopV buoKGC6CG9d2OXMqQSmEE6pA0jFNxSzy2etHJ5z/XGoPPEn5I8maLcyn012hFPFITIJTOm7nsxNlOmUXAJw2wjMRAz3mddqFsa MgWmmY5fGdIjq7RpJ9K2QqRj9fdEypQxAxXYTsWwZ2a9kfifV0+wc9ZMRRgnCCGfLOokkmJER7nQttDAUQ4sYVwLeyvlPaYZR5 te1obgz748TypF99z1r47zpcI0jQzZJ4ekQHxySkrkkpRJhXDySJ7JK3lznpwX5935mLQuONOZPfIHzucPOx+Yyg==</latexi t>
favorable moves
<latexit sha1_base64="IDo12ehjc9IvtjaXt9WiccKiR1M= ">AAAB/nicbVBNSwMxFMzWr1q/VgUvXoJF6KnsiqDeCl48VnBtoS3lbZptQ5PNkmSLZe3Bv+LFg4pXf4c3/41puwdtHQgMM294 LxMmnGnjed9OYWV1bX2juFna2t7Z3XP3D+61TBWhAZFcqmYImnIW08Aww2kzURREyGkjHF5P/caIKs1kfGfGCe0I6McsYgSMlb ruUVuE8iGLYCQV2BAWckT1pOuWvao3A14mfk7KKEe96361e5KkgsaGcNC65XuJ6WSgDCOcTkrtVNMEyBD6tGVpDILqTja7f4JP rdLDkVT2xQbP1N+JDITWYxHaSQFmoBe9qfif10pNdNnJWJykhsZkvihKOTYST8vAPaYoMXxsCRDF7K2YDEABMbayki3BX/zyMg nOqldV//a8XKvkbRTRMTpBFeSjC1RDN6iOAkTQI3pGr+jNeXJenHfnYz5acPLMIfoD5/MHG++WRw==</latexit><latexit sha1_base64="IDo12ehjc9IvtjaXt9WiccKiR1M= ">AAAB/nicbVBNSwMxFMzWr1q/VgUvXoJF6KnsiqDeCl48VnBtoS3lbZptQ5PNkmSLZe3Bv+LFg4pXf4c3/41puwdtHQgMM294 LxMmnGnjed9OYWV1bX2juFna2t7Z3XP3D+61TBWhAZFcqmYImnIW08Aww2kzURREyGkjHF5P/caIKs1kfGfGCe0I6McsYgSMlb ruUVuE8iGLYCQV2BAWckT1pOuWvao3A14mfk7KKEe96361e5KkgsaGcNC65XuJ6WSgDCOcTkrtVNMEyBD6tGVpDILqTja7f4JP rdLDkVT2xQbP1N+JDITWYxHaSQFmoBe9qfif10pNdNnJWJykhsZkvihKOTYST8vAPaYoMXxsCRDF7K2YDEABMbayki3BX/zyMg nOqldV//a8XKvkbRTRMTpBFeSjC1RDN6iOAkTQI3pGr+jNeXJenHfnYz5acPLMIfoD5/MHG++WRw==</latexit><latexit sha1_base64="IDo12ehjc9IvtjaXt9WiccKiR1M= ">AAAB/nicbVBNSwMxFMzWr1q/VgUvXoJF6KnsiqDeCl48VnBtoS3lbZptQ5PNkmSLZe3Bv+LFg4pXf4c3/41puwdtHQgMM294 LxMmnGnjed9OYWV1bX2juFna2t7Z3XP3D+61TBWhAZFcqmYImnIW08Aww2kzURREyGkjHF5P/caIKs1kfGfGCe0I6McsYgSMlb ruUVuE8iGLYCQV2BAWckT1pOuWvao3A14mfk7KKEe96361e5KkgsaGcNC65XuJ6WSgDCOcTkrtVNMEyBD6tGVpDILqTja7f4JP rdLDkVT2xQbP1N+JDITWYxHaSQFmoBe9qfif10pNdNnJWJykhsZkvihKOTYST8vAPaYoMXxsCRDF7K2YDEABMbayki3BX/zyMg nOqldV//a8XKvkbRTRMTpBFeSjC1RDN6iOAkTQI3pGr+jNeXJenHfnYz5acPLMIfoD5/MHG++WRw==</latexit><latexit sha1_base64="IDo12ehjc9IvtjaXt9WiccKiR1M= ">AAAB/nicbVBNSwMxFMzWr1q/VgUvXoJF6KnsiqDeCl48VnBtoS3lbZptQ5PNkmSLZe3Bv+LFg4pXf4c3/41puwdtHQgMM294 LxMmnGnjed9OYWV1bX2juFna2t7Z3XP3D+61TBWhAZFcqmYImnIW08Aww2kzURREyGkjHF5P/caIKs1kfGfGCe0I6McsYgSMlb ruUVuE8iGLYCQV2BAWckT1pOuWvao3A14mfk7KKEe96361e5KkgsaGcNC65XuJ6WSgDCOcTkrtVNMEyBD6tGVpDILqTja7f4JP rdLDkVT2xQbP1N+JDITWYxHaSQFmoBe9qfif10pNdNnJWJykhsZkvihKOTYST8vAPaYoMXxsCRDF7K2YDEABMbayki3BX/zyMg nOqldV//a8XKvkbRTRMTpBFeSjC1RDN6iOAkTQI3pGr+jNeXJenHfnYz5acPLMIfoD5/MHG++WRw==</latexit>
O
✓
1
"
n3 + n 
◆
<latexit sha1_base64="bfobfK3AyRoTPadqw6VG4Cezv7k= ">AAACKnicbVBNSysxFM2oz4/6nlZdugkWofKgzKig7kQ37lSwKnRquZPeaYOZzJDcEcow/8eNf8WFLlTc+kNMaxd+XUg4nHMu yTlRpqQl33/xJian/kzPzM5V5v/+W1isLi2f2zQ3ApsiVam5jMCikhqbJEnhZWYQkkjhRXR9ONQvbtBYmeozGmTYTqCnZSwFkK M61YMwAeoLUMVxyUOFMfE6D2MDogjKIrwBg5mVKtUl11db/L+7izBCAuc2stcnvtGp1vyGPxr+EwRjUGPjOelUH8JuKvIENQkF 1rYCP6N2AYakUFhWwtxiBuIaethyUEOCtl2MspZ83TFdHqfGHU18xH7eKCCxdpBEzjlMZr9rQ/I3rZVTvNsupM5yQi0+HopzxS nlw+J4VxoUpAYOgDDS/ZWLPriiyNVbcSUE3yP/BM3Nxl4jON2u7dfHbcyyVbbG6ixgO2yfHbET1mSC3bJ79sSevTvv0XvxXj+s E954Z4V9Ge/tHctWpuY=</latexit><latexit sha1_base64="bfobfK3AyRoTPadqw6VG4Cezv7k= ">AAACKnicbVBNSysxFM2oz4/6nlZdugkWofKgzKig7kQ37lSwKnRquZPeaYOZzJDcEcow/8eNf8WFLlTc+kNMaxd+XUg4nHMu yTlRpqQl33/xJian/kzPzM5V5v/+W1isLi2f2zQ3ApsiVam5jMCikhqbJEnhZWYQkkjhRXR9ONQvbtBYmeozGmTYTqCnZSwFkK M61YMwAeoLUMVxyUOFMfE6D2MDogjKIrwBg5mVKtUl11db/L+7izBCAuc2stcnvtGp1vyGPxr+EwRjUGPjOelUH8JuKvIENQkF 1rYCP6N2AYakUFhWwtxiBuIaethyUEOCtl2MspZ83TFdHqfGHU18xH7eKCCxdpBEzjlMZr9rQ/I3rZVTvNsupM5yQi0+HopzxS nlw+J4VxoUpAYOgDDS/ZWLPriiyNVbcSUE3yP/BM3Nxl4jON2u7dfHbcyyVbbG6ixgO2yfHbET1mSC3bJ79sSevTvv0XvxXj+s E954Z4V9Ge/tHctWpuY=</latexit><latexit sha1_base64="bfobfK3AyRoTPadqw6VG4Cezv7k= ">AAACKnicbVBNSysxFM2oz4/6nlZdugkWofKgzKig7kQ37lSwKnRquZPeaYOZzJDcEcow/8eNf8WFLlTc+kNMaxd+XUg4nHMu yTlRpqQl33/xJian/kzPzM5V5v/+W1isLi2f2zQ3ApsiVam5jMCikhqbJEnhZWYQkkjhRXR9ONQvbtBYmeozGmTYTqCnZSwFkK M61YMwAeoLUMVxyUOFMfE6D2MDogjKIrwBg5mVKtUl11db/L+7izBCAuc2stcnvtGp1vyGPxr+EwRjUGPjOelUH8JuKvIENQkF 1rYCP6N2AYakUFhWwtxiBuIaethyUEOCtl2MspZ83TFdHqfGHU18xH7eKCCxdpBEzjlMZr9rQ/I3rZVTvNsupM5yQi0+HopzxS nlw+J4VxoUpAYOgDDS/ZWLPriiyNVbcSUE3yP/BM3Nxl4jON2u7dfHbcyyVbbG6ixgO2yfHbET1mSC3bJ79sSevTvv0XvxXj+s E954Z4V9Ge/tHctWpuY=</latexit><latexit sha1_base64="bfobfK3AyRoTPadqw6VG4Cezv7k= ">AAACKnicbVBNSysxFM2oz4/6nlZdugkWofKgzKig7kQ37lSwKnRquZPeaYOZzJDcEcow/8eNf8WFLlTc+kNMaxd+XUg4nHMu yTlRpqQl33/xJian/kzPzM5V5v/+W1isLi2f2zQ3ApsiVam5jMCikhqbJEnhZWYQkkjhRXR9ONQvbtBYmeozGmTYTqCnZSwFkK M61YMwAeoLUMVxyUOFMfE6D2MDogjKIrwBg5mVKtUl11db/L+7izBCAuc2stcnvtGp1vyGPxr+EwRjUGPjOelUH8JuKvIENQkF 1rYCP6N2AYakUFhWwtxiBuIaethyUEOCtl2MspZ83TFdHqfGHU18xH7eKCCxdpBEzjlMZr9rQ/I3rZVTvNsupM5yQi0+HopzxS nlw+J4VxoUpAYOgDDS/ZWLPriiyNVbcSUE3yP/BM3Nxl4jON2u7dfHbcyyVbbG6ixgO2yfHbET1mSC3bJ79sSevTvv0XvxXj+s E954Z4V9Ge/tHctWpuY=</latexit>
O
✓
1
"
n4 log n
◆
<latexit sha1_base64="55QH0J5tuMBEkUwwxLzSe1b6hkY= ">AAACJXicbVDLSgMxFM34tr6qLt0Ei1A3ZUYEdSEIbtypYG2hU0smvdMGM8mQ3BHKMF/jxl9x40JFcOWvmD4WWj0QOJxzLjf3 RKkUFn3/05uZnZtfWFxaLq2srq1vlDe3bq3ODIc611KbZsQsSKGgjgIlNFMDLIkkNKL786HfeABjhVY3OEihnbCeErHgDJ3UKZ +GCcM+ZzK/LGgoIUZapWFsGM+DIg8fmIHUCqlVQdXdoUvoHlU0NKLXR7rfKVf8mj8C/UuCCamQCa465dewq3mWgEIumbWtwE+x nTODgksoSmFmIWX8nvWg5ahiCdh2PjqzoHtO6dJYG/cU0pH6cyJnibWDJHLJ4VF22huK/3mtDOPjdi5UmiEoPl4UZ5KipsPOaF cY4CgHjjBuhPsr5X3mOkLXbMmVEEyf/JfUD2onteD6sHJWnbSxRHbILqmSgByRM3JBrkidcPJInskrefOevBfv3fsYR2e8ycw2 +QXv6xvRnaTa</latexit><latexit sha1_base64="55QH0J5tuMBEkUwwxLzSe1b6hkY= ">AAACJXicbVDLSgMxFM34tr6qLt0Ei1A3ZUYEdSEIbtypYG2hU0smvdMGM8mQ3BHKMF/jxl9x40JFcOWvmD4WWj0QOJxzLjf3 RKkUFn3/05uZnZtfWFxaLq2srq1vlDe3bq3ODIc611KbZsQsSKGgjgIlNFMDLIkkNKL786HfeABjhVY3OEihnbCeErHgDJ3UKZ +GCcM+ZzK/LGgoIUZapWFsGM+DIg8fmIHUCqlVQdXdoUvoHlU0NKLXR7rfKVf8mj8C/UuCCamQCa465dewq3mWgEIumbWtwE+x nTODgksoSmFmIWX8nvWg5ahiCdh2PjqzoHtO6dJYG/cU0pH6cyJnibWDJHLJ4VF22huK/3mtDOPjdi5UmiEoPl4UZ5KipsPOaF cY4CgHjjBuhPsr5X3mOkLXbMmVEEyf/JfUD2onteD6sHJWnbSxRHbILqmSgByRM3JBrkidcPJInskrefOevBfv3fsYR2e8ycw2 +QXv6xvRnaTa</latexit><latexit sha1_base64="55QH0J5tuMBEkUwwxLzSe1b6hkY= ">AAACJXicbVDLSgMxFM34tr6qLt0Ei1A3ZUYEdSEIbtypYG2hU0smvdMGM8mQ3BHKMF/jxl9x40JFcOWvmD4WWj0QOJxzLjf3 RKkUFn3/05uZnZtfWFxaLq2srq1vlDe3bq3ODIc611KbZsQsSKGgjgIlNFMDLIkkNKL786HfeABjhVY3OEihnbCeErHgDJ3UKZ +GCcM+ZzK/LGgoIUZapWFsGM+DIg8fmIHUCqlVQdXdoUvoHlU0NKLXR7rfKVf8mj8C/UuCCamQCa465dewq3mWgEIumbWtwE+x nTODgksoSmFmIWX8nvWg5ahiCdh2PjqzoHtO6dJYG/cU0pH6cyJnibWDJHLJ4VF22huK/3mtDOPjdi5UmiEoPl4UZ5KipsPOaF cY4CgHjjBuhPsr5X3mOkLXbMmVEEyf/JfUD2onteD6sHJWnbSxRHbILqmSgByRM3JBrkidcPJInskrefOevBfv3fsYR2e8ycw2 +QXv6xvRnaTa</latexit><latexit sha1_base64="55QH0J5tuMBEkUwwxLzSe1b6hkY= ">AAACJXicbVDLSgMxFM34tr6qLt0Ei1A3ZUYEdSEIbtypYG2hU0smvdMGM8mQ3BHKMF/jxl9x40JFcOWvmD4WWj0QOJxzLjf3 RKkUFn3/05uZnZtfWFxaLq2srq1vlDe3bq3ODIc611KbZsQsSKGgjgIlNFMDLIkkNKL786HfeABjhVY3OEihnbCeErHgDJ3UKZ +GCcM+ZzK/LGgoIUZapWFsGM+DIg8fmIHUCqlVQdXdoUvoHlU0NKLXR7rfKVf8mj8C/UuCCamQCa465dewq3mWgEIumbWtwE+x nTODgksoSmFmIWX8nvWg5ahiCdh2PjqzoHtO6dJYG/cU0pH6cyJnibWDJHLJ4VF22huK/3mtDOPjdi5UmiEoPl4UZ5KipsPOaF cY4CgHjjBuhPsr5X3mOkLXbMmVEEyf/JfUD2onteD6sHJWnbSxRHbILqmSgByRM3JBrkidcPJInskrefOevBfv3fsYR2e8ycw2 +QXv6xvRnaTa</latexit>
O
✓
1
"
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n
"
◆
<latexit sha1_base64="77PmcL6u/Gy7FjOWLAapHr7bwGA= ">AAACOXicbVA9SwNBFNzz2/gVtbRZDEJswp0IaifY2KlgVMjFsLd5lyzu7R677wLhuN9l46+ws7CxULH1D7iJV2h0YGGYeY+3 M1EqhUXff/Kmpmdm5+YXFitLyyura9X1jSurM8OhybXU5iZiFqRQ0ESBEm5SAyyJJFxHdycj/3oAxgqtLnGYQjthPSViwRk6qV O9CBOGfc5kflbQUEKMtE7D2DCeB0UeDpiB1AqpVUHV7Z6b0L3SVhN2aESvj3S3U635DX8M+pcEJamREued6mPY1TxLQCGXzNpW 4KfYzplBwSUUlTCzkDJ+x3rQclSxBGw7H0cv6I5TujTWxj2FdKz+3MhZYu0widzkKKid9Ebif14rw/iwnQuVZgiKfx+KM0lR01 GPtCsMcJRDRxg3wv2V8j5zxaBru+JKCCYj/yXNvcZRI7jYrx3XyzYWyBbZJnUSkANyTE7JOWkSTu7JM3klb96D9+K9ex/fo1Ne ubNJfsH7/AK+ea4n</latexit><latexit sha1_base64="77PmcL6u/Gy7FjOWLAapHr7bwGA= ">AAACOXicbVA9SwNBFNzz2/gVtbRZDEJswp0IaifY2KlgVMjFsLd5lyzu7R677wLhuN9l46+ws7CxULH1D7iJV2h0YGGYeY+3 M1EqhUXff/Kmpmdm5+YXFitLyyura9X1jSurM8OhybXU5iZiFqRQ0ESBEm5SAyyJJFxHdycj/3oAxgqtLnGYQjthPSViwRk6qV O9CBOGfc5kflbQUEKMtE7D2DCeB0UeDpiB1AqpVUHV7Z6b0L3SVhN2aESvj3S3U635DX8M+pcEJamREued6mPY1TxLQCGXzNpW 4KfYzplBwSUUlTCzkDJ+x3rQclSxBGw7H0cv6I5TujTWxj2FdKz+3MhZYu0widzkKKid9Ebif14rw/iwnQuVZgiKfx+KM0lR01 GPtCsMcJRDRxg3wv2V8j5zxaBru+JKCCYj/yXNvcZRI7jYrx3XyzYWyBbZJnUSkANyTE7JOWkSTu7JM3klb96D9+K9ex/fo1Ne ubNJfsH7/AK+ea4n</latexit><latexit sha1_base64="77PmcL6u/Gy7FjOWLAapHr7bwGA= ">AAACOXicbVA9SwNBFNzz2/gVtbRZDEJswp0IaifY2KlgVMjFsLd5lyzu7R677wLhuN9l46+ws7CxULH1D7iJV2h0YGGYeY+3 M1EqhUXff/Kmpmdm5+YXFitLyyura9X1jSurM8OhybXU5iZiFqRQ0ESBEm5SAyyJJFxHdycj/3oAxgqtLnGYQjthPSViwRk6qV O9CBOGfc5kflbQUEKMtE7D2DCeB0UeDpiB1AqpVUHV7Z6b0L3SVhN2aESvj3S3U635DX8M+pcEJamREued6mPY1TxLQCGXzNpW 4KfYzplBwSUUlTCzkDJ+x3rQclSxBGw7H0cv6I5TujTWxj2FdKz+3MhZYu0widzkKKid9Ebif14rw/iwnQuVZgiKfx+KM0lR01 GPtCsMcJRDRxg3wv2V8j5zxaBru+JKCCYj/yXNvcZRI7jYrx3XyzYWyBbZJnUSkANyTE7JOWkSTu7JM3klb96D9+K9ex/fo1Ne ubNJfsH7/AK+ea4n</latexit><latexit sha1_base64="77PmcL6u/Gy7FjOWLAapHr7bwGA= ">AAACOXicbVA9SwNBFNzz2/gVtbRZDEJswp0IaifY2KlgVMjFsLd5lyzu7R677wLhuN9l46+ws7CxULH1D7iJV2h0YGGYeY+3 M1EqhUXff/Kmpmdm5+YXFitLyyura9X1jSurM8OhybXU5iZiFqRQ0ESBEm5SAyyJJFxHdycj/3oAxgqtLnGYQjthPSViwRk6qV O9CBOGfc5kflbQUEKMtE7D2DCeB0UeDpiB1AqpVUHV7Z6b0L3SVhN2aESvj3S3U635DX8M+pcEJamREued6mPY1TxLQCGXzNpW 4KfYzplBwSUUlTCzkDJ+x3rQclSxBGw7H0cv6I5TujTWxj2FdKz+3MhZYu0widzkKKid9Ebif14rw/iwnQuVZgiKfx+KM0lR01 GPtCsMcJRDRxg3wv2V8j5zxaBru+JKCCYj/yXNvcZRI7jYrx3XyzYWyBbZJnUSkANyTE7JOWkSTu7JM3klb96D9+K9ex/fo1Ne ubNJfsH7/AK+ea4n</latexit>
fitness
<latexit sha1_base64="z9EcW+gxjsxwP3lY9d+fbRza8AA= ">AAAB9HicbVDLSgNBEJyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAEsPspDcZMo9lZlYNS/7DiwcVr36MN//GSbIHTSxoKKq66e6K Es6M9f1vr7Cyura+UdwsbW3v7O6V9w/ujEo1hZAqrnQrIgY4kxBaZjm0Eg1ERBya0ehq6jcfQBum5K0dJ9AVZCBZzCixTrrviE g9ZTGzEoyZ9MoVv+bPgJdJkJMKytHolb86fUVTAdJSToxpB35iuxnRllEOk1InNZAQOiIDaDsqiQDTzWZXT/CJU/o4VtqVtHim /p7IiDBmLCLXKYgdmkVvKv7ntVMbX3QzJpPUgqTzRXHKsVV4GgHuMw3U8rEjhGrmbsV0SDSh1gVVciEEiy8vk/C0dlkLbs4q9W qeRhEdoWNURQE6R3V0jRooRBRp9Ixe0Zv36L14797HvLXg5TOH6A+8zx+5WJLG</latexit><latexit sha1_base64="z9EcW+gxjsxwP3lY9d+fbRza8AA= ">AAAB9HicbVDLSgNBEJyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAEsPspDcZMo9lZlYNS/7DiwcVr36MN//GSbIHTSxoKKq66e6K Es6M9f1vr7Cyura+UdwsbW3v7O6V9w/ujEo1hZAqrnQrIgY4kxBaZjm0Eg1ERBya0ehq6jcfQBum5K0dJ9AVZCBZzCixTrrviE g9ZTGzEoyZ9MoVv+bPgJdJkJMKytHolb86fUVTAdJSToxpB35iuxnRllEOk1InNZAQOiIDaDsqiQDTzWZXT/CJU/o4VtqVtHim /p7IiDBmLCLXKYgdmkVvKv7ntVMbX3QzJpPUgqTzRXHKsVV4GgHuMw3U8rEjhGrmbsV0SDSh1gVVciEEiy8vk/C0dlkLbs4q9W qeRhEdoWNURQE6R3V0jRooRBRp9Ixe0Zv36L14797HvLXg5TOH6A+8zx+5WJLG</latexit><latexit sha1_base64="z9EcW+gxjsxwP3lY9d+fbRza8AA= ">AAAB9HicbVDLSgNBEJyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAEsPspDcZMo9lZlYNS/7DiwcVr36MN//GSbIHTSxoKKq66e6K Es6M9f1vr7Cyura+UdwsbW3v7O6V9w/ujEo1hZAqrnQrIgY4kxBaZjm0Eg1ERBya0ehq6jcfQBum5K0dJ9AVZCBZzCixTrrviE g9ZTGzEoyZ9MoVv+bPgJdJkJMKytHolb86fUVTAdJSToxpB35iuxnRllEOk1InNZAQOiIDaDsqiQDTzWZXT/CJU/o4VtqVtHim /p7IiDBmLCLXKYgdmkVvKv7ntVMbX3QzJpPUgqTzRXHKsVV4GgHuMw3U8rEjhGrmbsV0SDSh1gVVciEEiy8vk/C0dlkLbs4q9W qeRhEdoWNURQE6R3V0jRooRBRp9Ixe0Zv36L14797HvLXg5TOH6A+8zx+5WJLG</latexit><latexit sha1_base64="z9EcW+gxjsxwP3lY9d+fbRza8AA= ">AAAB9HicbVDLSgNBEJyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAEsPspDcZMo9lZlYNS/7DiwcVr36MN//GSbIHTSxoKKq66e6K Es6M9f1vr7Cyura+UdwsbW3v7O6V9w/ujEo1hZAqrnQrIgY4kxBaZjm0Eg1ERBya0ehq6jcfQBum5K0dJ9AVZCBZzCixTrrviE g9ZTGzEoyZ9MoVv+bPgJdJkJMKytHolb86fUVTAdJSToxpB35iuxnRllEOk1InNZAQOiIDaDsqiQDTzWZXT/CJU/o4VtqVtHim /p7IiDBmLCLXKYgdmkVvKv7ntVMbX3QzJpPUgqTzRXHKsVV4GgHuMw3U8rEjhGrmbsV0SDSh1gVVciEEiy8vk/C0dlkLbs4q9W qeRhEdoWNURQE6R3V0jRooRBRp9Ixe0Zv36L14797HvLXg5TOH6A+8zx+5WJLG</latexit>
evaluations
<latexit sha1_base64="Bjc+B/L46oI6sWtSSqo80fMdAvo= ">AAAB+nicbVDLSsNAFJ34rPUV69LNYBG6KokI6q7gxmUFYwttKJPppB06jzAzKS0hv+LGhYpbv8Sdf+M0zUJbD1w4nHMv994T JYxq43nfzsbm1vbObmWvun9weHTsntSetEwVJgGWTKpuhDRhVJDAUMNIN1EE8YiRTjS5W/idKVGaSvFo5gkJORoJGlOMjJUGbq 3PIznLyBSxtJB0PnDrXtMrANeJX5I6KNEeuF/9ocQpJ8JghrTu+V5iwgwpQzEjebWfapIgPEEj0rNUIE50mBW35/DCKkMYS2VL GFiovycyxLWe88h2cmTGetVbiP95vdTEN2FGRZIaIvByUZwyaCRcBAGHVBFs2NwShBW1t0I8RgphY+Oq2hD81ZfXSXDZvG36D1 f1VqNMowLOwDloAB9cgxa4B20QAAxm4Bm8gjcnd16cd+dj2brhlDOn4A+czx9rPZTO</latexit><latexit sha1_base64="Bjc+B/L46oI6sWtSSqo80fMdAvo= ">AAAB+nicbVDLSsNAFJ34rPUV69LNYBG6KokI6q7gxmUFYwttKJPppB06jzAzKS0hv+LGhYpbv8Sdf+M0zUJbD1w4nHMv994T JYxq43nfzsbm1vbObmWvun9weHTsntSetEwVJgGWTKpuhDRhVJDAUMNIN1EE8YiRTjS5W/idKVGaSvFo5gkJORoJGlOMjJUGbq 3PIznLyBSxtJB0PnDrXtMrANeJX5I6KNEeuF/9ocQpJ8JghrTu+V5iwgwpQzEjebWfapIgPEEj0rNUIE50mBW35/DCKkMYS2VL GFiovycyxLWe88h2cmTGetVbiP95vdTEN2FGRZIaIvByUZwyaCRcBAGHVBFs2NwShBW1t0I8RgphY+Oq2hD81ZfXSXDZvG36D1 f1VqNMowLOwDloAB9cgxa4B20QAAxm4Bm8gjcnd16cd+dj2brhlDOn4A+czx9rPZTO</latexit><latexit sha1_base64="Bjc+B/L46oI6sWtSSqo80fMdAvo= ">AAAB+nicbVDLSsNAFJ34rPUV69LNYBG6KokI6q7gxmUFYwttKJPppB06jzAzKS0hv+LGhYpbv8Sdf+M0zUJbD1w4nHMv994T JYxq43nfzsbm1vbObmWvun9weHTsntSetEwVJgGWTKpuhDRhVJDAUMNIN1EE8YiRTjS5W/idKVGaSvFo5gkJORoJGlOMjJUGbq 3PIznLyBSxtJB0PnDrXtMrANeJX5I6KNEeuF/9ocQpJ8JghrTu+V5iwgwpQzEjebWfapIgPEEj0rNUIE50mBW35/DCKkMYS2VL GFiovycyxLWe88h2cmTGetVbiP95vdTEN2FGRZIaIvByUZwyaCRcBAGHVBFs2NwShBW1t0I8RgphY+Oq2hD81ZfXSXDZvG36D1 f1VqNMowLOwDloAB9cgxa4B20QAAxm4Bm8gjcnd16cd+dj2brhlDOn4A+czx9rPZTO</latexit><latexit sha1_base64="Bjc+B/L46oI6sWtSSqo80fMdAvo= ">AAAB+nicbVDLSsNAFJ34rPUV69LNYBG6KokI6q7gxmUFYwttKJPppB06jzAzKS0hv+LGhYpbv8Sdf+M0zUJbD1w4nHMv994T JYxq43nfzsbm1vbObmWvun9weHTsntSetEwVJgGWTKpuhDRhVJDAUMNIN1EE8YiRTjS5W/idKVGaSvFo5gkJORoJGlOMjJUGbq 3PIznLyBSxtJB0PnDrXtMrANeJX5I6KNEeuF/9ocQpJ8JghrTu+V5iwgwpQzEjebWfapIgPEEj0rNUIE50mBW35/DCKkMYS2VL GFiovycyxLWe88h2cmTGetVbiP95vdTEN2FGRZIaIvByUZwyaCRcBAGHVBFs2NwShBW1t0I8RgphY+Oq2hD81ZfXSXDZvG36D1 f1VqNMowLOwDloAB9cgxa4B20QAAxm4Bm8gjcnd16cd+dj2brhlDOn4A+czx9rPZTO</latexit>
local
<latexit sha1_base64="V7lgilbK6sJ92KabLxvEzKrMD8w= ">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAdgmzk0kyZB7LzKwYlvyGFw8qXv0ab/6Nk2QPmljQUFR1092V pJwZ6/vfXmltfWNzq7xd2dnd2z+oHh49GJVpQkOiuNKdBBvKmaShZZbTTqopFgmn7WR8M/Pbj1QbpuS9naQ0Fngo2YARbJ0URS JRTzlXBPNpr1rzG/4caJUEBalBgVav+hX1FckElZZwbEw38FMb51hbRjidVqLM0BSTMR7SrqMSC2rifH7zFJ05pY8GSruSFs3V 3xM5FsZMROI6BbYjs+zNxP+8bmYHV3HOZJpZKsli0SDjyCo0CwD1mabE8okjmGjmbkVkhDUm1sVUcSEEyy+vkvC8cd0I7i5qzX qRRhlO4BTqEMAlNOEWWhACgRSe4RXevMx78d69j0VryStmjuEPvM8f+ESRwQ==</latexit><latexit sha1_base64="V7lgilbK6sJ92KabLxvEzKrMD8w= ">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAdgmzk0kyZB7LzKwYlvyGFw8qXv0ab/6Nk2QPmljQUFR1092V pJwZ6/vfXmltfWNzq7xd2dnd2z+oHh49GJVpQkOiuNKdBBvKmaShZZbTTqopFgmn7WR8M/Pbj1QbpuS9naQ0Fngo2YARbJ0URS JRTzlXBPNpr1rzG/4caJUEBalBgVav+hX1FckElZZwbEw38FMb51hbRjidVqLM0BSTMR7SrqMSC2rifH7zFJ05pY8GSruSFs3V 3xM5FsZMROI6BbYjs+zNxP+8bmYHV3HOZJpZKsli0SDjyCo0CwD1mabE8okjmGjmbkVkhDUm1sVUcSEEyy+vkvC8cd0I7i5qzX qRRhlO4BTqEMAlNOEWWhACgRSe4RXevMx78d69j0VryStmjuEPvM8f+ESRwQ==</latexit><latexit sha1_base64="V7lgilbK6sJ92KabLxvEzKrMD8w= ">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAdgmzk0kyZB7LzKwYlvyGFw8qXv0ab/6Nk2QPmljQUFR1092V pJwZ6/vfXmltfWNzq7xd2dnd2z+oHh49GJVpQkOiuNKdBBvKmaShZZbTTqopFgmn7WR8M/Pbj1QbpuS9naQ0Fngo2YARbJ0URS JRTzlXBPNpr1rzG/4caJUEBalBgVav+hX1FckElZZwbEw38FMb51hbRjidVqLM0BSTMR7SrqMSC2rifH7zFJ05pY8GSruSFs3V 3xM5FsZMROI6BbYjs+zNxP+8bmYHV3HOZJpZKsli0SDjyCo0CwD1mabE8okjmGjmbkVkhDUm1sVUcSEEyy+vkvC8cd0I7i5qzX qRRhlO4BTqEMAlNOEWWhACgRSe4RXevMx78d69j0VryStmjuEPvM8f+ESRwQ==</latexit><latexit sha1_base64="V7lgilbK6sJ92KabLxvEzKrMD8w= ">AAAB8nicbVDLSgNBEOyNrxhfUY9eBoOQU9gVQb0FvHiM4JpAdgmzk0kyZB7LzKwYlvyGFw8qXv0ab/6Nk2QPmljQUFR1092V pJwZ6/vfXmltfWNzq7xd2dnd2z+oHh49GJVpQkOiuNKdBBvKmaShZZbTTqopFgmn7WR8M/Pbj1QbpuS9naQ0Fngo2YARbJ0URS JRTzlXBPNpr1rzG/4caJUEBalBgVav+hX1FckElZZwbEw38FMb51hbRjidVqLM0BSTMR7SrqMSC2rifH7zFJ05pY8GSruSFs3V 3xM5FsZMROI6BbYjs+zNxP+8bmYHV3HOZJpZKsli0SDjyCo0CwD1mabE8okjmGjmbkVkhDUm1sVUcSEEyy+vkvC8cd0I7i5qzX qRRhlO4BTqEMAlNOEWWhACgRSe4RXevMx78d69j0VryStmjuEPvM8f+ESRwQ==</latexit>
operations
<latexit sha1_base64="Zf8kcHyJIhqFpNn49JldaPGWgMI= ">AAAB+XicbVBNS8NAEJ34WetXqkcvi0XoqSQiqLeCF48VjC20pWy2m3bpbjbsbtQS+1O8eFDx6j/x5r9xm+agrQ8GHu/NMDMv TDjTxvO+nZXVtfWNzdJWeXtnd2/frRzcaZkqQgMiuVTtEGvKWUwDwwyn7URRLEJOW+H4aua37qnSTMa3ZpLQnsDDmEWMYGOlvl vpilA+ZjKhKlf0tO9WvbqXAy0TvyBVKNDsu1/dgSSpoLEhHGvd8b3E9DKsDCOcTsvdVNMEkzEe0o6lMRZU97L89Ck6scoARVLZ ig3K1d8TGRZaT0RoOwU2I73ozcT/vE5qootexuIkNTQm80VRypGRaJYDGjBFieETSzBRzN6KyAgrTIxNq2xD8BdfXibBaf2y7t +cVRu1Io0SHMEx1MCHc2jANTQhAAIP8Ayv8OY8OS/Ou/Mxb11xiplD+APn8wejZ5Rd</latexit><latexit sha1_base64="Zf8kcHyJIhqFpNn49JldaPGWgMI= ">AAAB+XicbVBNS8NAEJ34WetXqkcvi0XoqSQiqLeCF48VjC20pWy2m3bpbjbsbtQS+1O8eFDx6j/x5r9xm+agrQ8GHu/NMDMv TDjTxvO+nZXVtfWNzdJWeXtnd2/frRzcaZkqQgMiuVTtEGvKWUwDwwyn7URRLEJOW+H4aua37qnSTMa3ZpLQnsDDmEWMYGOlvl vpilA+ZjKhKlf0tO9WvbqXAy0TvyBVKNDsu1/dgSSpoLEhHGvd8b3E9DKsDCOcTsvdVNMEkzEe0o6lMRZU97L89Ck6scoARVLZ ig3K1d8TGRZaT0RoOwU2I73ozcT/vE5qootexuIkNTQm80VRypGRaJYDGjBFieETSzBRzN6KyAgrTIxNq2xD8BdfXibBaf2y7t +cVRu1Io0SHMEx1MCHc2jANTQhAAIP8Ayv8OY8OS/Ou/Mxb11xiplD+APn8wejZ5Rd</latexit><latexit sha1_base64="Zf8kcHyJIhqFpNn49JldaPGWgMI= ">AAAB+XicbVBNS8NAEJ34WetXqkcvi0XoqSQiqLeCF48VjC20pWy2m3bpbjbsbtQS+1O8eFDx6j/x5r9xm+agrQ8GHu/NMDMv TDjTxvO+nZXVtfWNzdJWeXtnd2/frRzcaZkqQgMiuVTtEGvKWUwDwwyn7URRLEJOW+H4aua37qnSTMa3ZpLQnsDDmEWMYGOlvl vpilA+ZjKhKlf0tO9WvbqXAy0TvyBVKNDsu1/dgSSpoLEhHGvd8b3E9DKsDCOcTsvdVNMEkzEe0o6lMRZU97L89Ck6scoARVLZ ig3K1d8TGRZaT0RoOwU2I73ozcT/vE5qootexuIkNTQm80VRypGRaJYDGjBFieETSzBRzN6KyAgrTIxNq2xD8BdfXibBaf2y7t +cVRu1Io0SHMEx1MCHc2jANTQhAAIP8Ayv8OY8OS/Ou/Mxb11xiplD+APn8wejZ5Rd</latexit><latexit sha1_base64="Zf8kcHyJIhqFpNn49JldaPGWgMI= ">AAAB+XicbVBNS8NAEJ34WetXqkcvi0XoqSQiqLeCF48VjC20pWy2m3bpbjbsbtQS+1O8eFDx6j/x5r9xm+agrQ8GHu/NMDMv TDjTxvO+nZXVtfWNzdJWeXtnd2/frRzcaZkqQgMiuVTtEGvKWUwDwwyn7URRLEJOW+H4aua37qnSTMa3ZpLQnsDDmEWMYGOlvl vpilA+ZjKhKlf0tO9WvbqXAy0TvyBVKNDsu1/dgSSpoLEhHGvd8b3E9DKsDCOcTsvdVNMEkzEe0o6lMRZU97L89Ck6scoARVLZ ig3K1d8TGRZaT0RoOwU2I73ozcT/vE5qootexuIkNTQm80VRypGRaJYDGjBFieETSzBRzN6KyAgrTIxNq2xD8BdfXibBaf2y7t +cVRu1Io0SHMEx1MCHc2jANTQhAAIP8Ayv8OY8OS/Ou/Mxb11xiplD+APn8wejZ5Rd</latexit>
symmetric, under a single
matroid constraint
<latexit sha1 _base64="YGPDKvTdtRtuI95 Vg75MkCR/o7M=">AAACLXicbV BNSxxBEO0xfq5fazzm0rgEPM gyI4J6EySQ4wquK+wsS01P7dr YH2N3jbgM+4u8+FeSg2AScvV vpPfjkGgKCh6vXlH1XlYo6SmO X6KFD4tLyyura7X1jc2t7frOx ytvSyewLayy7joDj0oabJMkh deFQ9CZwk52ez6Zd+7ReWnNJY 0K7GkYGjmQAihQ/fqXVGf2of IjrZGcFAe8NDk6DtxLM1Q4TtP aTKKBnJU5F9Z4ciANjdO7EnK e8rRfb8TNeFr8PUjmoMHm1erX v6e5FaVGQ0KB990kLqhXgSMp wtFaWnosQNzCELsBGtDoe9XU7 ph/DkzOB9aFNsSn7N8bFWgfD GVBGZ6+8W9nE/J/s25Jg5NeJU 1REhoxOzQoFSfLJ9nxXDoUpE YBgHAy/MrFDTgQFBKuhRCSt5b fg/Zh87SZXBw1zvbnaayyT2y P7bOEHbMz9pW1WJsJ9si+sR/s Z/QUPUe/ot8z6UI039ll/1T0+ ge37amr</latexit><latexit sha1 _base64="YGPDKvTdtRtuI95 Vg75MkCR/o7M=">AAACLXicbV BNSxxBEO0xfq5fazzm0rgEPM gyI4J6EySQ4wquK+wsS01P7dr YH2N3jbgM+4u8+FeSg2AScvV vpPfjkGgKCh6vXlH1XlYo6SmO X6KFD4tLyyura7X1jc2t7frOx ytvSyewLayy7joDj0oabJMkh deFQ9CZwk52ez6Zd+7ReWnNJY 0K7GkYGjmQAihQ/fqXVGf2of IjrZGcFAe8NDk6DtxLM1Q4TtP aTKKBnJU5F9Z4ciANjdO7EnK e8rRfb8TNeFr8PUjmoMHm1erX v6e5FaVGQ0KB990kLqhXgSMp wtFaWnosQNzCELsBGtDoe9XU7 ph/DkzOB9aFNsSn7N8bFWgfD GVBGZ6+8W9nE/J/s25Jg5NeJU 1REhoxOzQoFSfLJ9nxXDoUpE YBgHAy/MrFDTgQFBKuhRCSt5b fg/Zh87SZXBw1zvbnaayyT2y P7bOEHbMz9pW1WJsJ9si+sR/s Z/QUPUe/ot8z6UI039ll/1T0+ ge37amr</latexit><latexit sha1 _base64="YGPDKvTdtRtuI95 Vg75MkCR/o7M=">AAACLXicbV BNSxxBEO0xfq5fazzm0rgEPM gyI4J6EySQ4wquK+wsS01P7dr YH2N3jbgM+4u8+FeSg2AScvV vpPfjkGgKCh6vXlH1XlYo6SmO X6KFD4tLyyura7X1jc2t7frOx ytvSyewLayy7joDj0oabJMkh deFQ9CZwk52ez6Zd+7ReWnNJY 0K7GkYGjmQAihQ/fqXVGf2of IjrZGcFAe8NDk6DtxLM1Q4TtP aTKKBnJU5F9Z4ciANjdO7EnK e8rRfb8TNeFr8PUjmoMHm1erX v6e5FaVGQ0KB990kLqhXgSMp wtFaWnosQNzCELsBGtDoe9XU7 ph/DkzOB9aFNsSn7N8bFWgfD GVBGZ6+8W9nE/J/s25Jg5NeJU 1REhoxOzQoFSfLJ9nxXDoUpE YBgHAy/MrFDTgQFBKuhRCSt5b fg/Zh87SZXBw1zvbnaayyT2y P7bOEHbMz9pW1WJsJ9si+sR/s Z/QUPUe/ot8z6UI039ll/1T0+ ge37amr</latexit><latexit sha1 _base64="YGPDKvTdtRtuI95 Vg75MkCR/o7M=">AAACLXicbV BNSxxBEO0xfq5fazzm0rgEPM gyI4J6EySQ4wquK+wsS01P7dr YH2N3jbgM+4u8+FeSg2AScvV vpPfjkGgKCh6vXlH1XlYo6SmO X6KFD4tLyyura7X1jc2t7frOx ytvSyewLayy7joDj0oabJMkh deFQ9CZwk52ez6Zd+7ReWnNJY 0K7GkYGjmQAihQ/fqXVGf2of IjrZGcFAe8NDk6DtxLM1Q4TtP aTKKBnJU5F9Z4ciANjdO7EnK e8rRfb8TNeFr8PUjmoMHm1erX v6e5FaVGQ0KB990kLqhXgSMp wtFaWnosQNzCELsBGtDoe9XU7 ph/DkzOB9aFNsSn7N8bFWgfD GVBGZ6+8W9nE/J/s25Jg5NeJU 1REhoxOzQoFSfLJ9nxXDoUpE YBgHAy/MrFDTgQFBKuhRCSt5b fg/Zh87SZXBw1zvbnaayyT2y P7bOEHbMz9pW1WJsJ9si+sR/s Z/QUPUe/ot8z6UI039ll/1T0+ ge37amr</latexit>
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<latexit sha1_base64="hOIS0FtrQQ6BEW9JrVOqiqHjoB4= ">AAACKHicbVBNSwMxEM36WdevqkcvwSL0VHZFUG8FLx4rWFvolpJNZ9vQbHZJZoWy9O948a94UVDp1V9i2u5BWx8JPN6bmWRe mEph0POmztr6xubWdmnH3d3bPzgsHx0/miTTHJo8kYluh8yAFAqaKFBCO9XA4lBCKxzdzvzWE2gjEvWA4xS6MRsoEQnO0Eq9cj 2QECENcjcIYSBUzrRm40kuJ24QrBxQ/aLADbQYDJHWeuWKV/PmoKvEL0iFFGj0yu9BP+FZDAq5ZMZ0fC/Frh2LgkuwgzMDKeMj NoCOpYrFYLr5fNMJPbdKn0aJtlchnau/O3IWGzOOQ1sZMxyaZW8m/ud1Moyuu7lQaYag+OKhKJMUEzqLjfaFBo5ybAnjWti/Uj 5kmnG04bo2BH955VXSvKjd1Pz7y0q9WqRRIqfkjFSJT65IndyRBmkSTp7JK/kgn86L8+Z8OdNF6ZpT9JyQP3C+fwAveqTb</la texit><latexit sha1_base64="hOIS0FtrQQ6BEW9JrVOqiqHjoB4= ">AAACKHicbVBNSwMxEM36WdevqkcvwSL0VHZFUG8FLx4rWFvolpJNZ9vQbHZJZoWy9O948a94UVDp1V9i2u5BWx8JPN6bmWRe mEph0POmztr6xubWdmnH3d3bPzgsHx0/miTTHJo8kYluh8yAFAqaKFBCO9XA4lBCKxzdzvzWE2gjEvWA4xS6MRsoEQnO0Eq9cj 2QECENcjcIYSBUzrRm40kuJ24QrBxQ/aLADbQYDJHWeuWKV/PmoKvEL0iFFGj0yu9BP+FZDAq5ZMZ0fC/Frh2LgkuwgzMDKeMj NoCOpYrFYLr5fNMJPbdKn0aJtlchnau/O3IWGzOOQ1sZMxyaZW8m/ud1Moyuu7lQaYag+OKhKJMUEzqLjfaFBo5ybAnjWti/Uj 5kmnG04bo2BH955VXSvKjd1Pz7y0q9WqRRIqfkjFSJT65IndyRBmkSTp7JK/kgn86L8+Z8OdNF6ZpT9JyQP3C+fwAveqTb</la texit><latexit sha1_base64="hOIS0FtrQQ6BEW9JrVOqiqHjoB4= ">AAACKHicbVBNSwMxEM36WdevqkcvwSL0VHZFUG8FLx4rWFvolpJNZ9vQbHZJZoWy9O948a94UVDp1V9i2u5BWx8JPN6bmWRe mEph0POmztr6xubWdmnH3d3bPzgsHx0/miTTHJo8kYluh8yAFAqaKFBCO9XA4lBCKxzdzvzWE2gjEvWA4xS6MRsoEQnO0Eq9cj 2QECENcjcIYSBUzrRm40kuJ24QrBxQ/aLADbQYDJHWeuWKV/PmoKvEL0iFFGj0yu9BP+FZDAq5ZMZ0fC/Frh2LgkuwgzMDKeMj NoCOpYrFYLr5fNMJPbdKn0aJtlchnau/O3IWGzOOQ1sZMxyaZW8m/ud1Moyuu7lQaYag+OKhKJMUEzqLjfaFBo5ybAnjWti/Uj 5kmnG04bo2BH955VXSvKjd1Pz7y0q9WqRRIqfkjFSJT65IndyRBmkSTp7JK/kgn86L8+Z8OdNF6ZpT9JyQP3C+fwAveqTb</la texit><latexit sha1_base64="hOIS0FtrQQ6BEW9JrVOqiqHjoB4= ">AAACKHicbVBNSwMxEM36WdevqkcvwSL0VHZFUG8FLx4rWFvolpJNZ9vQbHZJZoWy9O948a94UVDp1V9i2u5BWx8JPN6bmWRe mEph0POmztr6xubWdmnH3d3bPzgsHx0/miTTHJo8kYluh8yAFAqaKFBCO9XA4lBCKxzdzvzWE2gjEvWA4xS6MRsoEQnO0Eq9cj 2QECENcjcIYSBUzrRm40kuJ24QrBxQ/aLADbQYDJHWeuWKV/PmoKvEL0iFFGj0yu9BP+FZDAq5ZMZ0fC/Frh2LgkuwgzMDKeMj NoCOpYrFYLr5fNMJPbdKn0aJtlchnau/O3IWGzOOQ1sZMxyaZW8m/ud1Moyuu7lQaYag+OKhKJMUEzqLjfaFBo5ybAnjWti/Uj 5kmnG04bo2BH955VXSvKjd1Pz7y0q9WqRRIqfkjFSJT65IndyRBmkSTp7JK/kgn86L8+Z8OdNF6ZpT9JyQP3C+fwAveqTb</la texit>
at leas w.c.p.
<latexit sha1_base64="XoFQSS4DmXcbFod/xoE6ummhJa8= ">AAAB/nicbVBNS8NAEN3Ur1q/ooIXL4tF6CkkIqi3ghePFYwttKFstpt26W4SdidqiT34V7x4UPHq7/Dmv3Hb5qCtDwYe780w My9MBdfgut9WaWl5ZXWtvF7Z2Nza3rF39251kinKfJqIRLVCopngMfOBg2CtVDEiQ8Ga4fBy4jfvmNI8iW9glLJAkn7MI04JGK lrH3RkmDzkBLBgRAO+d6iTOuOuXXUddwq8SLyCVFGBRtf+6vQSmkkWAxVE67bnphDkRAGngo0rnUyzlNAh6bO2oTGRTAf59P4x PjZKD0eJMhUDnqq/J3IitR7J0HRKAgM9703E/7x2BtF5kPM4zYDFdLYoygSGBE/CwD2uGAUxMoRQxc2tmA6IIhRMZBUTgjf/8i LxT5wLx7s+rdZrRRpldIiOUA156AzV0RVqIB9R9Iie0St6s56sF+vd+pi1lqxiZh/9gfX5A5wflU0=</latexit><latexit sha1_base64="XoFQSS4DmXcbFod/xoE6ummhJa8= ">AAAB/nicbVBNS8NAEN3Ur1q/ooIXL4tF6CkkIqi3ghePFYwttKFstpt26W4SdidqiT34V7x4UPHq7/Dmv3Hb5qCtDwYe780w My9MBdfgut9WaWl5ZXWtvF7Z2Nza3rF39251kinKfJqIRLVCopngMfOBg2CtVDEiQ8Ga4fBy4jfvmNI8iW9glLJAkn7MI04JGK lrH3RkmDzkBLBgRAO+d6iTOuOuXXUddwq8SLyCVFGBRtf+6vQSmkkWAxVE67bnphDkRAGngo0rnUyzlNAh6bO2oTGRTAf59P4x PjZKD0eJMhUDnqq/J3IitR7J0HRKAgM9703E/7x2BtF5kPM4zYDFdLYoygSGBE/CwD2uGAUxMoRQxc2tmA6IIhRMZBUTgjf/8i LxT5wLx7s+rdZrRRpldIiOUA156AzV0RVqIB9R9Iie0St6s56sF+vd+pi1lqxiZh/9gfX5A5wflU0=</latexit><latexit sha1_base64="XoFQSS4DmXcbFod/xoE6ummhJa8= ">AAAB/nicbVBNS8NAEN3Ur1q/ooIXL4tF6CkkIqi3ghePFYwttKFstpt26W4SdidqiT34V7x4UPHq7/Dmv3Hb5qCtDwYe780w My9MBdfgut9WaWl5ZXWtvF7Z2Nza3rF39251kinKfJqIRLVCopngMfOBg2CtVDEiQ8Ga4fBy4jfvmNI8iW9glLJAkn7MI04JGK lrH3RkmDzkBLBgRAO+d6iTOuOuXXUddwq8SLyCVFGBRtf+6vQSmkkWAxVE67bnphDkRAGngo0rnUyzlNAh6bO2oTGRTAf59P4x PjZKD0eJMhUDnqq/J3IitR7J0HRKAgM9703E/7x2BtF5kPM4zYDFdLYoygSGBE/CwD2uGAUxMoRQxc2tmA6IIhRMZBUTgjf/8i LxT5wLx7s+rdZrRRpldIiOUA156AzV0RVqIB9R9Iie0St6s56sF+vd+pi1lqxiZh/9gfX5A5wflU0=</latexit><latexit sha1_base64="XoFQSS4DmXcbFod/xoE6ummhJa8= ">AAAB/nicbVBNS8NAEN3Ur1q/ooIXL4tF6CkkIqi3ghePFYwttKFstpt26W4SdidqiT34V7x4UPHq7/Dmv3Hb5qCtDwYe780w My9MBdfgut9WaWl5ZXWtvF7Z2Nza3rF39251kinKfJqIRLVCopngMfOBg2CtVDEiQ8Ga4fBy4jfvmNI8iW9glLJAkn7MI04JGK lrH3RkmDzkBLBgRAO+d6iTOuOuXXUddwq8SLyCVFGBRtf+6vQSmkkWAxVE67bnphDkRAGngo0rnUyzlNAh6bO2oTGRTAf59P4x PjZKD0eJMhUDnqq/J3IitR7J0HRKAgM9703E/7x2BtF5kPM4zYDFdLYoygSGBE/CwD2uGAUxMoRQxc2tmA6IIhRMZBUTgjf/8i LxT5wLx7s+rdZrRRpldIiOUA156AzV0RVqIB9R9Iie0St6s56sF+vd+pi1lqxiZh/9gfX5A5wflU0=</latexit>
Table 1: Upper bounds on the run time for the (1+1) EA with mutation pmutβ , with parameter
β > 1. The expected run time in the unconstrained case is given in Section 4.1, whereas the
improved upper-bound in Section 4.2. The expected run time bounds for the (1+1) EA in the
constrained case are discussed in Section 5. Previous run time bounds for deterministic local search
algorithms are discussed in Feige et al. [17] and Lee et al. [15]. We remark that local operations
for the deterministic local search correspond to favorable moves in the analysis of the (1+1) EA.
Hence, they are the same unit of measurement.
further show (Section 4.2) that the (1+1) EA outperforms the local search of Feige et al. [17] at
least with constant probability (w.c.p.).
Additionally we evaluate the performance of the (1+1) EA on the maximum directed cut
problem using pmutβ experimentally, on real-world graphs of different origins, and with up to 6.6
million vertices and 56 million edges. Our experiments show that pmutβ outperforms unifp and
the uniform mutation operator on these instances. This analysis appears in Section 6.1
In section 5 we consider the problem of maximizing a symmetric submodular function under
a single matroid constraint. Our analysis shows that the (1+1) EA using pmutβ finds a 1/3-
approximation within polynomial time. Our analysis can be easily extended to show that the
same results apply to the (1+1) EA when using the uniform mutation operator or unifp.
To establish our results empirically, in Section 6.2 we consider the symmetric mutual informa-
tion problem under a cardinality constraint. We consider an air pollution data set during a four
month interval and use the (1+1) EA to identify the highly informative random variables of this
data set. We observe that pmutβ performs better than the uniform mutation operator and unifp
for a small time budged and a small cardinality constraint, but for a large cardinality constraint
all mutation operators have similar performance.
A comparison of the previously known performance of deterministic local search algorithms on
submodular functions and our results on the (1+1) EA can be found in Table 1.
2 Preliminaries
2.1 The (1+1) EA and Mutation Rates.
We study the run time of the simple (1 + 1) Evolutionary Algorithm under various configurations.
This algorithm requires a bit-string of fixed length n as input. An offspring is then generated by
the mutation operator, an operator that resembles asexual reproduction. The fitness of the solution
is then computed and the less desirable result is discarded. This algorithm is elitist in the sense
that the solution quality never decreases throughout the process. Pseudo-code for the (1+1) EA
is given in Algorithm 1.
In the (1+1) EA the offspring generated in each iteration depends on the mutation operator.
The standard choice for the Mutation(·) is to flip each bit of an input string x = (x1, . . . , xn)
4Algorithm 1: The (1+1) EA
input: a fitness function f : 2V → R≥0;
output: an (approximate) global maximum
of the function f ;
// sample initial solution
choose x ∈ {0, 1}n uniformly at random;
while convergence criterion not met do
// apply mutation operator
y ←Mutation(x);
// perform selection
if f(y) ≥ f(x) then
x← y;
return x;
independently with probability 1/n. In a slightly more general setting, the mutation operator
unifp(·) flips each bit of x independently with probability p/n, where p ∈ [0, n/2]. We refer to the
parameter p as mutation rate.
Uniform mutations can be further generalized, by sampling the mutation rate p ∈ [0, n/2]
at each step according to a given probability distribution. We assume this distribution to be
fixed throughout the optimization process. Among this class of mutation rates, is the power-law
mutation fmutβ of Doerr et al. [6]. fmutβ chooses the mutation rate according to a power-law
distribution on [0, 1/2] with exponent β. More formally, denote with X the r.v. (random variable)
that returns the mutation rate at a given step. The power-law operator fmutβ uses a probability
distribution Dβn/2 s.t. Pr (X = k) = H
β
n/2k
−β , where Hβ` =
∑`
j=1
1
jβ
. The Hβ` s are known in the
literature as generalized harmonic numbers. Interestingly, generalized harmonic numbers can be
approximated with the Riemann Zeta function as ζ(β) = lim`→+∞H
β
` . In particular, harmonic
numbers Hβn/2 are always upper-bounded by a constant, for increasing problem size and for a fixed
β > 1.
2.2 Non-uniform Mutation Rates.
In this paper we consider an alternative approach to the non-uniform mutation operators described
above. For a given probability distribution P = [1, . . . , n] → R the proposed mutation operator
samples an element k ∈ [1, . . . , n] according to the distribution P , and flips exactly k-many bits in
an input string x = (x1, . . . xn), chosen uniformly at random among all possibilities. This frame-
work depends on the distribution P , which we always assume fixed throughout the optimization
process.
Based on the results of Doerr et al. [6], we study a specialization of our non-uniform framework
that uses a distribution of the form P = Dβn. We refer to this operator as pmutβ , and pseudocode is
given in Algorithm 2. This operator uses a power-law distribution on the probability of performing
exactly k-bit flips in one iteration. That is, for x ∈ {0, 1}n and all k ∈ {1, . . . , n},
Pr
(H (x, pmutβ(x)) = k) = (Hβn )−1k−β (1)
We remark that with this operator, for any two points x, y ∈ {0, 1}n, the probability
Pr
(
y = pmutβ(x)
)
only depends on their Hamming distance H (x, y).
Although both operators, fmutβ and pmutβ , are defined in terms of a power-law distribution
their behavior differs. We note that, for any choice of the constant β > 1 and all x ∈ {0, 1}n,
Pr (H (x, fmutβ(x)) = 0) > 0, while Pr
(H (x, pmutβ(x)) = 0) = 0. We discuss the advantages and
disadvantages of these two operators in Sections 3.
5Algorithm 2: The mutation operator pmutβ(x)
input: a pseudo-Boolean array x;
output: a mutated pseudo-Boolean array y;
y ← x;
choose k ∈ [1, . . . , n] with distribution Dβn;
flip k-bits of y chosen uniformly at random;
return y;
2.3 Submodular functions and matroids.
Submodular set function functions intuitively capture the notion of diminishing returns – i.e. the
more you acquire the less your marginal gain. More formally, the following definition holds.
Definition 1. A set function f : 2V → R≥0 is submodular if it holds f(S) + f(T ) ≥ f(S ∪ T ) +
f(S ∩ T ) for all S, T ⊆ V .
We remark that in this context V is always a finite set. It is well-known that the defining axiom
in Definition 1 is equivalent to the requirement
f(S ∪ {x})− f(S) ≥ f(T ∪ {x})− f(T ), (2)
for all S, T ⊆ V such that S ⊆ T and x ∈ T \ S (see eg. Welsh [19]).
We say that a set function f : 2V → R≥0 is symmetric if it holds f(S) = f(V \ S) for all
S ⊆ V .
In some cases, feasible solutions are characterized as the independent sets of a matroid with
base set V , as in the following definition.
Definition 2. Given a set V , a matroid
M = (V, I) with base set V consists of a collection of subsets I of V with the following properties:
• ∅ ∈ I;
• if T ∈ I, then S ∈ I for all subsets S ⊆ T ;
• if S, T ∈ I and |S| ≤ |T |, then there exists a point x ∈ T \ S s.t. S ∪ {x} ∈ I;
From the axioms in Definition 2, it follows that two maximal independent sets always have the
same number of elements. This number is called the rank of a matroid. It is possible to generalize
this notion, as in the following definition.
Definition 3. Consider a matroid M = (V, I). For any subset S ⊆ V , the rank function r(C)
returns the size of the largest independent set in S - i.e. r(S) = arg maxT⊆S{|T | : T ∈ I}.
2.4 Markov’s Inequality.
We introduce a basic probabilistic inequality that is useful in the run time analysis in Section 4.2.
This simple tool is commonly referred to as Markov’s Inequality. We use the following variation
of it.
Lemma 4 (Markov). Let X be a random variable, where X ∈ [0, 1]. Then it holds
Pr (X ≤ c) ≤ 1− E [X]
1− c ,
for all 0 ≤ c ≤ E [X].
For a discussion of Lemma 4, see eg. Mitzenmacher and Upfal [20, Theorem 3.1].
62.5 The Multiplicative Drift Theorem.
The Multiplicative Drift theorem is a powerful tool to analyze the expected run time of randomized
algorithms such as the (1+1) EA. Intuitively, for a fitness function f : 2V → R≥0 we view the run
time of the (1+1) EA as a Markov chain {Xt}t≥0, where Xt depends on the f -value reached at
time-step t. The Multiplicative Drift theorem gives an upper-bound on the expected value of the
first hitting time T = inf{t : Xt = 0}, provided that the change of the average value of the process
{Xt}t≥0 is within a multiplicative factor of the previous solution. The following theorem holds.
Theorem 5 (Theorem 3 in Doerr et al. [21]). Let {Xt}t≥0 be a random variable describing
a Markov process over a finite state space S ⊆ R. Let T be the random variable that denotes the
earliest point in time t ∈ N0 such that Xt = 0. Suppose that there exist δ > 0, cmin > 0, and
cmax > 0 such that
• E[Xt −Xt+1 | Xt] ≥ δXt;
• Xt ∈ [cmin, cmax] ∪ {0};
for all t < T . Then it holds E[T ] ≤ 2δ ln
(
1 + cmaxcmin
)
.
3 Artificial Landscapes
3.1 General upper bounds for the (1+1) EA.
In this section we bound from above the run time of the (1+1) EA using the mutation operator
pmutβ on any fitness function f : {0, 1}n → R. It is well-known that the (1+1) EA using uniform
mutation on any such fitness function has expected run time at most nn. This upper-bound is
tight, in the sense that there exists a function f s.t. the expected run time of the (1+1) EA using
uniform mutation to find the global optimum of f is Ω(nn). For a discussion on these bounds see
Droste et al. [10]. Doerr et al. [6] prove that on any fitness function f : {0, 1}n → R the (1+1) EA
using the mutation operator fmutβ has run time at most O
(
Hβn/22
nnβ
)
. Similarly, we derive a
general upper bound on the run time of the (1+1) EA using mutation pmutβ .
Lemma 6. On any fitness function f : {0, 1}n → R the (1+1) EA with mutation pmutβ finds the
optimum solution after expected O (Hβnen/enβ) fitness evaluations, with the constant implicit in
the asymptotic notation independent of β.
Proof Without loss of generality we assume n to be even. We proceed by identifying a general lower
bound on the probability of reaching any point from any other point. To this end, let x, y ∈ {0, 1}n
be any two points and let k = H (x, y) be their Hamming distance. Then the probability of reaching
the point y in one iteration from x is
Pr
(
y = pmutβ(x)
)
=
(
n
k
)−1
Pr
(H (x, pmutβ(x)) = k) .
From (1) we have that it holds Pr
(H (x, pmutβ(x)) = k) = (Hβn )−1k−β ≥ (Hβn )−1n−β for all
choices of x ∈ {0, 1}n and k = 1, . . . , n. Using a known lower bound of the binomial coefficient we
have that (
n
k
)−1
≥
(
n
n/2
)−1
≥ (2e)−n/2 ≥ e−n/e,
from which it follows that Pr
(
y = pmutβ(x)
) ≥ (Hβn )−1e−n/en−β , for any choice of x and
y. We can roughly estimate run time as a geometric distribution with probability of success
Pr
(
y = pmutβ(x)
)
. Hence, we conclude by taking the inverse of the estimate above, which yields
an upper-bound on the probability of convergence on any fitness function. 
7We consider the OneMax function, defined as OneMax(x1, . . . , xn) = |x|1 =
∑n
j=1 xj . This
simple linear function of unitation returns the number of ones in a pseudo-Boolean input string.
The (1+1) EA with mutation operators unifp and fmutβ finds the global optimum after O (n log n)
fitness evaluations (see [22,10,6]). It can be easily shown that the (1+1) EA with mutation operator
pmutβ achieves similar performance on this instance.
Lemma 7. The (1+1) EA with mutation pmutβ finds the global optimum of the OneMax after
expected O (Hβnn log n) fitness evaluations, for all β > 1 and with the constant implicit in the
asymptotic notation independent of β.
Proof We use the fitness level method outlined in Wegener [23]. Define the levels Ai = {x ∈
{0, 1}n : f(x) = i}, and consider the quantities si = (n − i)(nHβn )−1, for all i = 1, . . . , n. Then
each si is a lower-bound on the probability of reaching a higher fitness in one iteration. Denote
with Tpmutβ (f) the run time of the (1+1) EA with mutation pmutβ on the function f =OneMax.
By the fitness level theorem, we obtain an upper-bound on the run time as
Tpmutβ (f) ≤
n−1∑
i=0
1
si
≤ Hβnn
∫ n−1
0
dx
n− x ≤ H
β
nn log n
and the claim follows. 
3.2 A comparison with static uniform mutations.
Droste et al. [10] defined the following jump function.
Jumpm,n(x) =
m+ |x|1 if |x|1 ≤ n−m;m+ |x|1 if |x|1 = n;
n− |x|1 otherwise.
For 1 < m < n this function exhibits a single local maximum and a single global maximum.
The first parameter of Jumpm,n determines the Hamming distance between the local and the
global optimum, while the second parameter denotes the size of the input. We present a general
upper-bound on the run time of the (1+1) EA on Jumpm,n with mutation operator pmutβ . Then,
following the footsteps of Doerr et al. [6], we compare the performance of pmutβ with static
mutation operators on jump functions for all m ≤ n/2.
Lemma 8. Consider a jump function f = Jumpm,n and denote with Tpmutβ (f) the expected run
time of the (1+1) EA using the mutation pmutβ on the function f . Tpmutβ (f) = H
β
n
(
n
m
)O (mβ),
were the constant implicit in the asymptotic notation is independent of m and β.
Proof We use the fitness level method. Define the levels Ai = {x ∈ {0, 1}n : f(x) = i} for all
i = 1, . . . , n, and consider the quantities
si =

(n− i)(nHβn )−1, 0 ≤ i ≤ n−m− 1;(
n
m
)−1
(Hβn )
−1m−β , i = n−m;
i(nHβn )
−1, n−m+ 1 ≤ i ≤ n− 1;
Then each si is a lower bound for the probability of reaching a higher fitness in one iteration from
the level Ai. By the fitness level theorem we obtain an upper bound on the run time as
Tpmutβ (f) ≤
(
n
m
)
Hβnm
β +
n−m−1∑
i=0
nHβn
n− i +
n−1∑
i=n−m+1
nHβn
i
≤
(
n
m
)
Hβnm
β + 2nHβn
∫ n
m
dx
x
=
(
n
m
)
Hβnm
β + 2nHβn ln
n
m
,
8for any choice of β > 1. Since we have that 1 < m < n and m ≥ 2, then it follows that
2nHβn ln
n
m
≤ 2nHβn lnn ≤ 2Hβn
(
n
m
)
,
and the lemma follows. 
Note that the upper-bound on the run time given in Lemma 8 yields polynomial run time on
all functions Jumpm,n with m constant for increasing problem size and also with n−m constant
for increasing problem size.
Following the analysis of Doerr et al. [6], we can compare the run time of the (1+1) EA with
mutation pmutβ with the (1+1) EA with uniform mutations, on the jump function Jumpm,n for
m ≤ n/2.
Corollary 9. Consider a jump function f = Jumpm,n with m ≤ n/2 and denote with Tpmutβ (f)
the run time of the (1+1) EA using the mutation pmutβ on the function f . Similarly, denote
with Topt(f) the run time of the (1+1) EA using the best possible static uniform mutation on the
function f . Then it holds Tpmutβ (f) ≤ cmβ−0.5Hβn Topt(f), for a constant c independent of m and
β.
The result above holds because Doerr et al. [6] prove that the best possible optimization
time for a static mutation rate a function f = Jumpm,n with m ≤ n/2 is lower-bounded as
1/2nm/mm (n/(n−m))n−m ≤ Topt(f).
4 The Unconstrained Submodular Maximization Problem
We study the problem of maximizing a non-negative submodular function f : 2V → R≥0 with no
side constraints. More formally, we study the problem
argmaxC⊆V f(C). (3)
This problem is APX-complete. That is, this problem is NP-hard and does not admit a poly-
nomial time approximation scheme (PTAS), unless P = NP (see Nemhauser and Wolsey [24]).
We denote with opt any solution of Problem (3), and we denote with n the size of V .
4.1 Heavy-tailed mutations are useful.
We prove that the (1+1) EA with mutation pmutβ is a (1/3 − ε/n)-approximation algorithm
for Problem 3. In our analysis we assume neither monotonicity nor symmetry. We approach this
problem by searching for (1 + α)-local optima, which we define below.
Definition 10. Let f : 2V → R≥0 be any submodular function. A set S ⊆ V is a (1 + α)-local
optimum if it holds (1 + α)f(S) ≥ f(S \ {u}) for all u ∈ S, and (1 + α)f(S) ≥ f(S ∪ {v}) for all
v ∈ V \ S, for a constant α > 0.
This definition is useful in the analysis because it can be proved that either (1+α)-local optima
or their complement always yield a good approximation of the global maximum, as in the following
theorem.
Theorem 11 (Theorem 3.4 in Feige et al. [17]). Consider a non-negative submodular function
f : 2V → R≥0 and let S be a (1 + ε/n2)-local optimum as in Definition 10. Then either S or V \S
is a (1/3− ε/n)-approximation of the global maximum of f .
9It is possible to construct examples of submodular functions that exhibit (1 + ε/n2)-local optima
with arbitrarily bad approximation ratios. Thus, (1 + ε/n2)-local optima alone do not yield any
approximation guarantee for Problem (3), unless the fitness function is symmetric.
We can use Theorem 11 to estimate the run time of the (1+1) EA using mutation pmutβ to
maximize a given submodular function. Intuitively, it is always possible to find a (1 + ε/n2)-local
optimum in polynomial time using single bit-flips. It is then possible to compare the approximate
local solution S with its complement V \ S by flipping all bits in one iteration.
We do not perform the analysis on a given submodular function f directly, but we consider
a corresponding potential function gf,ε instead. We define potential functions as in the following
lemma.
Lemma 12. Consider a non-negative submodular function f : 2V → R≥0. Consider the function
gf,ε(U) = f(U) + ε
opt
n , for all U ⊆ V . The following conditions hold
(1) gf,ε(U) is submodular.
(2) gf,ε(U) ≥ εopt/n, for all subsets U ⊆ V .
(3) Suppose that a solution U ⊆ V is a δ-approximation for gf,ε, for a constant 0 < δ < 1. Then
U is a (δ − ε/n)-approximation for f .
Proof (1) The submodularity of gf,ε(U) follows immediately from the fact that f(U) is submodular,
together with the fact that the term εopt/n is constant. (2) The property follows directly from
the definition of gf,ε(U), together with the assumption that f is non-negative. (3) Fix a subset
U ⊆ V that is an δ-approximation for gf,ε. Then we have that
gf,ε(U) ≥ δ
(
opt + ε
opt
n
)
⇒ f(U) ≥ δ
(
opt + ε
opt
n
)
− εopt
n
.
It follows that
f(U) ≥ δopt− (1− δ)εopt
n
≥ δopt− εopt
n
,
where the last inequality follows from the assumption that 0 < δ < 1. The lemma follows. 
Using potential functions and their properties, we can prove the following result.
Theorem 13. The (1+1) EA with mutation pmutβ is a (1/3− ε/n)-approximation algorithm for
Problem (3). Its expected run time is O ( 1εn3 log nε + nβ).
Proof We prove that for all ε > 0, the (1+1) EA with mutation pmutβ finds a (1/3 − ε/n)-
approximation of gf,ε (as in Lemma 12) within expectedO
(
1
εn
3 log nε + n
β
)
fitness evaluations. We
then use this knowledge to conclude that the (1+1) EA with mutation pmutβ finds a (1/3−2ε/n)-
approximation of f within O (nβ + 1εn3 log nε ) fitness evaluations and the theorem follows.
We divide the run time in two phases. During (Phase 1), the (1+1) EA finds a (1 + ε/n2)-local
optimum of gf,ε. During (Phase 2) the algorithm finds a (1/3− ε/n)-approximation of the global
optimum of gf using the heavy-tailed mutation.
(Phase 1) We use the multiplicative increase method. Denote with xt the solution found by
the (1+1) EA at time step t, for all t ≥ 0. Then for any solution xt it is always possible to make
an improvement of (1 + ε/n2)gf,ε(xt) on the fitness in the next iteration, by adding or removing
a single vertex, unless xt is already a (1 + ε/n
2)-local optimum. We refer to any single bit-flip
that yields such an improvement of a fitness as favorable bit-flip. We give an upper-bound on
the number of favorable bit-flips k to reach a (1 + ε/n2)-local optimum, by solving the following
equation (
1 +
ε
n2
)k
ε
opt
n
≤ opt + εopt
n
⇔
(
1 +
ε
n2
)k
≤ n
ε
+ 1,
where we have used that that for the initial solution x0, gf,ε(x0) ≥ εopt/n (see Lemma 12(2)).
From solving this inequality it follows that the (1+1) EA with mutation pmutβ reaches a (1 +
ε/n2)-local maximum after at most k = O ( 1εn2 log nε ) favorable bit-flips. Since the probability of
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performing a single chosen bit-flip is at least (Hβn )
−1n−1 = Ω(1/n), then the expected waiting
time for a favorable bit-flip to occur is O (n), we can upper-bound the expected run time in this
initial phase as O ( 1εn3 log nε ).
(Phase 2) Assume that a (1 + ε/n2)-local optimum has been found. Then from Theorem 11
follows that either this local optimum or its complement is a (1/3 − ε/n)-approximation of the
global maximum. Thus, if the solution found in Phase 1 does not yield the desired approximation
ratio, a n-bit flip is sufficient to find a (1/3 − ε/n)-approximation of the global optimum of gf .
The probability of this event to occur is at least (Hβn )
−1n−β = Ω(n−β) by (1). After an additional
phase of expected O (nβ) fitness evaluations the (1+1) EA with mutation pmutβ reaches the
desired approximation of the global maximum. 
4.2 An improved upper-bound on the run time.
We prove that the (1+1) EA with mutation pmutβ yields an improved upper-bound on the run
time over that of Theorem 13, at least with constant probability. This upper-bound yields an
improvement over the run time analysis of a standard deterministic Local Search (LS) algorithm
(see Theorem 3.4 Feige et al. [17]), at least with constant probability.
Theorem 14 (Theorem 2.1 in Feige et al. [17]). Let f : 2V → R≥0 be a submodular function,
and denote with R ⊆ V a set chosen uniformly at random. Then E [f(R)] ≥ opt/4.
We exploit this result to obtain an improved upper-bound on the run time. Intuitively, the initial
solution sampled by the (1+1) EA yields a constant-factor approximation guarantee at least with
constant probability. We can use this result to prove the following theorem.
Theorem 15. The (1+1) EA with mutation pmutβ is a (1/3− ε/n)-approximation algorithm for
Problem (3) after O ( 1εn3 + nβ) fitness evaluations, at least w.c.p.
Proof This proof is similar to that of Theorem 13. We denote with xt a solution reached by the
(1+1) EA at time step t. We first prove that the definition of submodularity implies that, with
high probability the initial solution x0 yields a constant-factor approximation guarantee. We then
perform a run time analysis as in Theorem 13, by counting the expected time until the fittest
individual is chosen for selection, and a local improvement of at least (1+ /n2) is made, assuming
that the initial solution yields a constant-factor approximation guarantee.
Denote with R ⊆ V a set chosen uniformly at random and fix a constant δ > 1. We combine
Theorem 14 with Lemma 4, by choosing X = f(R)/opt and obtain,
Pr
(
f(R) ≤ 1
4δ
opt
)
= Pr
(
X ≤ 1
4δ
)
≤ 1− 1/4
1− 1/4δ =
3δ
4δ − 1 ,
where the last inequality by applying Theorem 14 and linearity of expectation to the r.v. X =
f(R)/opt, to obtain that E [X] ≥ 1/4. We have,
Pr
(
x0 >
1
4δ
opt
)
≥ 1− Pr
(
f(R) ≤ 1
4δ
opt
)
≥ 1− 3δ
4δ − 1 .
In the following, for a fixed constant δ > 1, we perform the run time analysis as in Theorem 13
conditional on the event A = {x0 > opt/4δ}, which occurs at least w.c.p.
Again, we divide the run time in two phases. During Phase 1, the (1+1) EA finds a (1 +ε/n2)-
local optimum of f . During Phase 2 the algorithm finds a (1/3− ε/n)-approximation of the global
optimum of f using the heavy-tailed mutation.
(Phase 1) For any solution xt it is always possible to make an improvement of (1 + ε/n
2)f(xt)
on the fitness in the next iteration, by adding or removing a single vertex – the favorable bit-flip,
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unless xt is already a (1 + ε/n
2)-local optimum. Again, we give an upper-bound on the number of
favorable bit-flips k to reach a (1 + ε/n2)-local optimum, by solving the following equation(
1 +
ε
n2
)k opt
4δ
≤ opt⇐⇒
(
1 +
ε
n2
)k
≤ 4δ,
from which it follows that the (1+1) EA with mutation pmutβ reaches a (1+ε/n
2)-local maximum
after at most k = O ( 1εn2) favorable moves. Since the probability of performing a single chosen
bit-flip is at least (Hβn )
−1n−1 = Ω(1/n), then the expected waiting time for a favorable bit-flip to
occur is O (n), we can upper-bound the expected run time in this initial phase as O ( 1εn3).
(Phase 2) We conclude applying the heavy-tailed mutation step: If the solution found in
Phase 1 does not yield the desired approximation ratio, a n-bit flip is sufficient to find a
(1/3 − ε/n)-approximation of the global optimum of f . The probability of this event to occur
is at least (Hβn )
−1n−β = Ω(n−β) by (1). After an additional phase of expected O (nβ) fitness
evaluations the (1+1) EA with mutation pmutβ performs an n-nit flip, thus reaching the desired
approximation ratio. 
5 Symmetric Submodular Functions under a Matroid Constraint.
In this section we consider the problem of maximizing a non-negative submodular function f :
2V → R≥0 under a single matroid constraint M = (V, I). More formally, we study the problem
argmaxC∈If(C). (4)
We denote with opt any solution of Problem (4), and we denote with n the size of V . Note that
this definition of opt differs from that of Section 4.
We approach this problem, by maximizing the following fitness function
zf (C) =
{
f(C) if C ∈ I;
r(C)− |C| otherwise; (5)
with r the rank function as in Definition 3. If a solution C is unfeasible, then zf (C) returns a
negative number, whereas if C is feasible, then zf (C) outputs a non-negative number.
When studying additional constraints on the solution space the problem becomes more in-
volved, so we require a different notion of local optimality.
Definition 16. Let f : 2V → R≥0 be a submodular function, let M = (V, I) be a matroid and let
α > 0. A set S ∈ I is a (1 + α)-local optimum if the following hold.
• (1 + α)f(S) ≥ f(S \ {u}) for all u ∈ S;
• (1 + α)f(S) ≥ f(S ∪ {v}) for all v ∈ V \ S s.t. S ∪ {v} ∈ I;
• (1 + α)f(S) ≥ f((S \ {u}) ∪ {v}) for all u ∈ S and v ∈ V \ S s.t. (S \ {u}) ∪ {v} ∈ I.
We prove that, in the case of a symmetric submodular function, a (1 + α)-local optimum as
in Definition 16 yields a constant-factor approximation ratio. To this end, We make use of the
following well-known result.
Theorem 17 (Theorem 1 in Lee et al. [15]). Let M = (V, I) be a matroid and I, J ∈ I be
two independent sets. Then there is a mapping pi : J \ I → (I \ J) ∪ {∅} such that
• (I \ {pi(b)}) ∪ {b} ∈ I for all b ∈ J \ I;
• ∣∣pi−1(e)∣∣ ≤ 1 for all e ∈ I \ J .
A mild revision of Lemma 1 and Theorem 3 in Lee et al. [15], the following lemma holds.
Lemma 18. Consider a non-negative symmetric submodular function f : 2V → R≥0, a matroid
M = (V, I) and let S be a (1 + ε/n2)-local optimum as in Definition 16. Then S is a (1/3− /n)-
approximation for Problem (4).
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Proof Fix a constant ε > 0 and a set C ∈ I. Consider a mapping pi : C \ S → (S \ C) ∪ {∅} as in
Theorem 17. Since S is a (1 + ε/n2)-local optimum it holds(
1 +
ε
n2
)
f(S) ≥ f((S \ {pi(b)}) ∪ b); (6)
for all b ∈ C \ S. Thus, it holds
f((S ∪ {b})− f(S)
≤ f((S \ {pi(b)}) ∪ {b})− f(S \ {pi(b)})
≤
(
1 +
ε
n2
)
f(S)− f(S \ {pi(b)}),
where the first inequality follows from (2), and the second one follows from (6). Summing these
inequalities for each b ∈ C \ S and using submodularity as in (2) we obtain,
f(S ∪ C)− f(S)
≤
∑
b∈C\S
[f(S ∪ {b})− f(S)]
≤
∑
b∈C\S
[(
1 +
ε
n2
)
f(S)− f(S \ {pi(b)})
]
.
Consider a given order of the elements in b ∈ C \ S, i.e. C \ S = {b1, . . . , bk}. Then it holds
∑
b∈C\S
[(
1 +
ε
n2
)
f(S)− f(S \ {pi(b)})
]
=
k∑
j=1
[f(S)− f(S \ {pi(bj)})] + k ε
n2
f(S)
≤
k∑
j=2
f
(
(S ∩ C)
j⋃
`=1
{pi(b`)}
)
−
k∑
j=2
f
(
(S ∩ C)
j−1⋃
`=1
{pi(b`)}
)
+ f((S ∩ C) ∪ {pi(b1)})− f(S ∩ C) + k ε
n2
f(S) ≤
(
1 +
ε
n
)
f(S)− f(S ∩ C)
where the first inequality follows from (2) and the second inequality follows by taking the telescopic
sum together with the fact that k ≤ n. Thus, it follows that
2
(
1 +
ε
n
)
f(S) ≥ f(S ∪ C) + f(S ∩ C),
Since f is symmetric, f(S) = f(V \ S) and we have that,
3
(
1 +
ε
n
)
f(S) ≥ f(S) + f(S ∪ C) + f(S ∩ C)
≥ f(C \ S) + f(C ∩ S) ≥ f(C).
The claim follows by choosing C = opt. 
We use Lemma 18 to perform a run time analysis of the (1+1) EA. We consider the case of the
pmutβ mutation, although our proof easily extends to the standard uniform mutation and fmutβ .
We experimentally compare these operators in Section 6.2. We perform the analysis by estimating
the expected run time until a (1 + ε/n2)-local optimum is reached, and apply Lemma 18 to obtain
the desired approximation guarantee. Our analysis yields an improved upper-bound on the run
time over that of Friedrich and Neumann [16]. The following theorem holds.
Theorem 19. The (1+1) EA with mutation pmutβ is a (1/3− ε/n)-approximation algorithm for
Problem (4). Its expected run time is O ( 1n4 log nε ).
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Proof We perform the analysis assuming that a fitness function as in (5) is used. We divide the run
time in two phases. During (Phase 1) the (1+1) EA finds a feasible solution, whereas in (Phase
2) it finds a (1 + ε/n2)-local optimum, given that an independent set has been found.
(Phase 1) Assuming that the initial solution is not an independent set, then the (1+1) EA
maximizes the function r(C)−|C|, until a feasible solution is found. This is equivalent to minimizing
the function |C|−r(C). We estimate the run time using the multiplicative drift theorem (Theorem
5). Denote with xt a solution found by the (1+1) EA after t steps, consider the Markov chain
Xt = |xt| − r(xt) and consider the first hitting time T = min{t : Xt = 0}. Then it holds Xt ∈
{0} ∪ [1, n]. Moreover, since the probability of removing a single chosen bit-flip from the current
solution is 1/en, we have, E [Xt −Xt+1 | Xt] ≥ Xten . Theorem 5 now yields, E [T ] ≤ 2en log(1 +n).
We conclude that we can upper-bound the run time in this initial phase as O (n log n).
(Phase 2) We estimate the run time in this phase with the multiplicative increase method.
Assuming that a feasible solution is reached, then all subsequent solutions are feasible, since
zf (C) ≥ 0 for all feasible solutions and zf (C) < 0 for all infeasible solutions.
To estimate the run time in this phase we do not perform the analysis on f directly but we
consider the potential function gf,ε from Lemma 12 (recall that in this case opt is not the global
optimum of f , but the highest f -value among all feasible solutions). We prove that for all ε > 0,
the (1+1) EA with mutation pmutβ finds a (1/3 − ε/n)-approximation of gf,ε(S) = f(S) + optε ,
within expected O ( 1εn4 log nε ) fitness evaluations. We apply Lemma 12(3) and conclude that the
(1+1) EA with mutation pmutβ finds a (1/3 − 2ε/n)-approximation of f within O
(
1
εn
3 log nε
)
fitness evaluations.
Denote with yt the solution found by the (1+1) EA at time step t+ `, for all t ≥ 0, with ` the
number of steps in Phase 1. In other words, y0 is the first feasible solution found by the (1+1) EA,
and yt is the solution found after additional t steps. Again, the solutions yt are independent sets
for all t ≥ 0. For any solution yt it is always possible to make an improvement of (1+ε/n2)gf,ε(yt)
on the fitness in the next iteration, by adding or removing a single vertex, or by swapping two
bits, unless yt is already a (1 + ε/n)-local optimum. Again, we refer to any single bit-flip or swap
that yields such an improvement of a fitness as favorable move. We give an upper-bound on the
number of favorable moves k to reach a (1+ε/n)-local optimum, by solving the following equation(
1 +
ε
n2
)k
ε
opt
n
≤ opt + εopt
n
⇔
(
1 +
ε
n2
)k
≤ n
ε
+ 1,
where we have used that that for the initial solution y0, gf,ε(y0) ≥ εopt/n (see Lemma 12(2)).
From solving the inequality it follows that the (1+1) EA reaches a (1 + ε/n)-local maximum
after at most k = O ( 1εn2 log nε ) favorable moves. Since the probability of performing a single
chosen bit-flip or a swap is at least H−βn 2
−βn−2, then the expected waiting time for a favorable
bit-flip to occur is at most O (n2), hence we can upper-bound the expected run time in Phase 2
as O ( 1εn4 log nε ). 
6 Experiments
6.1 The Maximum Directed Cut problem.
Given a directed graph G = (V,E), we consider the problem of finding a subset U ⊆ V of nodes
such that the sum of the outer edges of U is maximal. This problem is the maximum directed cut
problem (Max-Di-Cut) and is a known to be NP-complete.
For each subset of nodes U ⊆ V , consider the set ∆(U) = {(e1, e2) ∈ E : e1 ∈ U and e2 /∈ U}
of all edges leaving U . We define the cut function f : 2V −→ R≥0 as
f(U) = |∆(U)| . (7)
The Max-Di-Cut can be approached by maximizing the cut function as in (7). Note that this
function is non-negative. Moreover, it is always submodular and, in general, non-monotone (see
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e.g. Feige et al. [17] and Friedrich et al. [16]). Hence, this approach to the Max-Di-Cut can be
formalized as in Problem (3) in Section 4.
We select the 123 large instances used by Wagner et al. [25]; the number of vertices ranges
from about 379 to over 6.6 million, and the number of edges ranges from 914 to over 56 million.
All 123 instances are available online [26].
The instances come from a wide range of origins. For example, there are 14 collaboration
networks (ca-*, from various sources such as Citeseer, DBLP, and also Hollywood productions),
five infrastructure networks (inf-*), six interaction networks (ia-*, e.g. about email exchange), 21
general social networks (soc-*, e.g., Flickr, LastFM, Twitter, Youtube), 44 subnets of Facebook
(socfb-*, mostly from different American universities), and 14 web graphs (web-*, showing the
state of various subsets of the Internet at particular points in time). We take these graphs and
run Algorithm 1 with seven mutation operators: fmutβ and pmutβ with β ∈ {1.5, 2.5, 3.5} and
unif1.
3 We use an intuitive bit-string representation based on vertices, and we initialize uniformly
at random. Each edge has a weight of 1.
For each instance-mutation pair, we perform 100 independent runs (100 000 evaluations each)
and with an overall computation budget of 72 hours per pair. Out of the initial 123 instances
67 finish their 100 repetitions per instance within this time limit.4 We report on these 67 in the
following. We use the average cut size achieved in the 100 runs as the basis for our analyses.
Firstly, we rank the seven approaches based on the average cut size achieved (best rank is 1,
worst rank is 7). Table 2 shows the average rank achieved by the different mutation approaches.
unif1 performs best at the lower budget and worst at the higher budget, which we take as a
strong indication that few bit-flips are initially helpful to quickly improve the cut size, while more
flips are helpful later in the search to escape local optima. At the higher budget, both fmutβ
and pmutβ perform better than unif1, independent of the parameter chosen. In particular, pmutβ
clearly performs better than fmutβ at both budgets, however, while pmutβ with β = 1.5 performs
best at 10 000 iterations, pmutβ with β = 3.5 performs best when the budget is 100 000 iterations.
average rank
mutation t = 10, 000 t = 100, 000
fmut1.5 4.1 5.9
fmut2.5 5.7 4.6
fmut3.5 6.6 4.0
pmut1.5 2.4 3.0
pmut2.5 3.0 1.8
pmut3.5 4.0 1.1
unif1 2.1 6.7
Table 2: Average ranks (based on mean cut size) of at t = 10 000 and t = 100 000 iterations (lower
ranks are better).
To investigate the relative performance difference and the statistical significance thereof, we
perform a Nemenyi two-tailed test (see Figure 1). This test performs all-pairs comparisons on
Friedman-type ranked data. The results are as expected and consistent with the average ranks
reported in Table 2.
Across the 67 instances, the achieved cut sizes vary significantly (see Table 3). For example,
the average gap between the worst and the best approach is 42.1% at 10 000 iterations and it still
is 7.4% at 100 000 iterations. Also, when we compare the best fmutβ and pmutβ configurations (as
per Table 3), then we can see that (i) pmutβ is better or equal to fmutβ , and (ii) the performance
3 In contrast to our earlier work [27], we are comparing against unif1, which performs at least one flip,
thus making it a fairer comparison.
4 Source categories of the 67 instances: 2x bio-*, 6x ca-*, 5x ia-*, 2x inf-*, 1x soc-*, 40x socfb-*, 4x tech-*,
7x web-*. The largest graph is socfb-Texas84 with 36 364 vertices and 1 590 651 edges.
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(a) 10 000 evaluations (b) 100 000 evaluations
Fig. 1: Critical Distance (CD) diagram based on a Nemenyi two-tailed test using the average
rankings. CD (top left) shows the critical distance. Distances larger than CD corresponds to a
statistical significant difference in the ranking. Relationships within a critical distance are marked
with a horizontal bar.
t = 10k t = 100k
total pmut1.5 vs fmut1.5 total pmut3.5 vs fmut3.5
min gap 0.8% 1.1% 0.0% 0.0%
mean gap 13.0% 2.3% 1.9% 0.8%
max gap 42.1% 4.7% 7.4% 6.3%
Table 3: Summary of cut-size differences. “total” refers to the gap between the best and worst
performing mutation out of all seven. The two highlighted pairs compare the best fmutβ and pmutβ
values listed in Table 2.
advantage of pmutβ over fmutβ is 2.3% and 0.8% on average, with a maximum of 4.7% and 6.3%
(i.e., for 10 000 and 100 000 evaluations).
To investigate the extent to which mutation performance and instance features are correlated,
we perform a 2D projection using a principle component analysis of the instance feature space
based on the features collected from [26]. We then consider the performance of the seven mutation
operators at a budget of 100,000 evaluations, and we visualize it in the 2D space (see Figure 2).
In these projections, the very dense cluster in the top left is formed exclusively by the socfb-*
instances, and the ridge from the very top left to the bottom left is made up of (from top to
bottom) ia-*, tech-*, web*, and ca-* instances. The “outlier” on the right is web-BerkStan, due
to its extremely high values of the average vertex degree, the number of triangles formed by three
edges (3-cliques), the maximum triangles formed by an edge, and the maximum i-core number,
where an i-core of a graph is a maximal induced subgraph and each vertex has degree at least i.
Interestingly, the performance seems to be correlated with the instance features and thus,
indirectly, with their origin. For example, we can see in Figure 2a that unif1 does not reach a cut
size that is within 1% of the best observed average for many of the socfb-* instances (shown as
many black dots in the tight socfb*-cluster). In contrast to this, pmut3.5’s corresponding Figure 2b
shows only red dots, indicating that it always performs within 1% of the best-observed.
Lastly, we summarize the results in Figure 2c based on the concept of instance difficulty.
Here, the color denotes the number of instances that achieve a cut size within 1% of the best
observed average. Interestingly, many ia-*, ca-*, web-* and tech-* instances are solved well by
many mutation operators. In contrast to this, many socfb-* instances are blue, meaning that are
solved well by just very few mutation operators – in particular, by our pmut3.5.
6.2 The Symmetric Mutual Information problem.
We study an instance of the general feature selection problem: Given a set of observations, find a
subset of relevant features (variables, predictors) for use in model construction.
We consider the following framework. Suppose that n time series X(1), . . . , X(n) are given,
each one representing a sequence of temporal observations. For each sequence X(i), define the
corresponding temporal variation as a sequence Y (i) with Y
(i)
j = X
(i)
j −X(i)j−1.
We perform feature selection of the variables Y (i), assuming that the joint probability distri-
bution p(Y (1), . . . , Y (n)) is Gaussian. Specifically, given a cardinality constraint k, we search for
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(a) unif1 footprint (b) pmut3.5 footprint (c) Instance difficulty
Fig. 2: Mutation operator footprints (left and middle plots): instances are marked red if the mu-
tation are at most 1% away from the best-observed performance. Instance difficulty (right-most
plot): the color encodes the number of algorithms that perform within 1% of the oracle perfor-
mance. Note: a principle component analysis is used for the projection of the instances from the
feature space into 2D.
a subset S ∈ [n] of size at most k s.t. the corresponding series χS := {Y (i) : i ∈ S} are optimal
predictors for the overall variation in the model. Variations of this setting are found in many
applications (see eg. Singh et al. [28], Zhu and Stein [29], and Zimmerman [30])
We use the mutual information as an optimization criterion for identifying highly informative
random variables among the {Y (i)} (see Calseton and Zidek [31]). For a subset S ∈ [n], we define
the corresponding mutual information as
MI (S) = −1
2
∑
i
(1− ρ2i ), (8)
where the ρi are the canonical correlations between χS and χV \S . It is well-known that the mutual
information as in (8) is a symmetric non-negative submodular function (see Krause et al. [32]).
Note also that a cardinality constraint k is equivalent to a matroid constraint, with independent
sets all subsets S ∈ [n] of cardinality at most k. Hence, this approach to feature selection consists
of maximizing a non-negative symmetric submodular function under a matroid constraint, as
in Problem (4). Following the framework outlined in Section 5, we approach this problem by
maximizing the following fitness function
zMI(S) =
{
MI (S) if |S| ≤ k;
k − |S| otherwise; (9)
We apply this methodology to perform feature selection on an air pollution dataset (see Rhode
and Muller [33]).5 This dataset consists of hourly air NO2 data from over 1500 sites, during a four
month interval from April 5, 2014 to August 5, 2014.
For a fixed cardinality constraint k = 200, . . . , 850, we let the (1+1) EA with various mutation
rates run for a fixed time budget at 1K, 2.5K, and 5K fitness evaluations. For each set of parameters,
we perform 100 runs and take the sample mean over all resulting fitness values. We consider the
(1+1) EA with uniform mutation, pmutβ and fmutβ with β = 1.5, 2.5, 3.5. The results are displayed
in Figure 3.
We observe that for a small time budget and small k, heavy tailed-mutations outperform the
standard uniform mutation and the fmutβ . We observe that for large k all mutation operators
achieve similar performance. These results suggest that for small time budget, and small k, larger
jumps are beneficial, whereas standard mutation operators may be sufficient to achieve a good
approximation of the optimum, given more resources.
5 This dataset is publicly available at www.berkleyearth.org.
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Fig. 3: Solution quality achieved by the (1+1) EA with various mutation rates on a fitness function
as in (9), for fixed cardinality constraint k, and varying time budget. We consider the (1+1) EA
with uniform mutation, pmutβ and fmutβ with β = 1.5, 2.5, 3.5. Each dot corresponds to the
sample mean of 100 independent runs.
7 Conclusions
In the pursuit of optimizers for complex landscapes that arise in industrial problems, we have
identified a new mutation operator. This operator allows for good performance of the classical
(1+1) EA when optimizing not only simple artificial test functions, but the whole class of non-
negative submodular functions and symmetric submodular functions under a matroid constraint.
As submodular functions find applications in a variety of natural settings, it is interesting to
consider the potential utility of heavy tailed operators as building blocks for optimizers of more
complex landscapes, where submodularity can be identified in parts of these landscapes.
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