Abstract. This article presents a new two-step method to handle and study large closed subsets of WordNet-type dictionaries with the goal of finding possible structural inconsistencies. The notion of closed subset is explained using a WordNet tree. A novel and very fast method to order large relational systems is described and compared with some other fast methods. All the presented methods have been tested using Estonian 1 and Princeton WordNet 2 largest closed sets.
Introduction
There are more than 60 WordNets in the world 3 . The main idea and basic design of all these lexical resources came from Princeton WordNet (more in Miller et al. 1990 ). Each WordNet is structured along the same lines: synonyms (sharing the same meaning) are grouped into synonym sets (synsets). Synsets are connected to each other by semantic relations, like hyperonymy (IS-A) and meronymy (IS-PART-OF). In this article only hyperonymy-hyponymy relations are considered as objects of analysis. Of course, it is easy to extend the analysis over different word classes and different semantic relations.
WordNet has been used for a number of different purposes in information systems, including word sense disambiguation (Li et al. 1995) , information retrieval (Rila et al. 1998) , automatic text classification and structuring (Morato et al. 2004) , automatic text summarization, natural language generation (Jing et al. 1998) , machine translation (Khan et al. 2009 ) and even language teaching applications (Morato et al. 2004) . A description of the Estonian WordNet and its properties has been given by Orav et al. (2011) .
In applications where WordNet usage is considerable, the quality of the result depends on the quality of the WordNet used. Our analysis shows clearly that many WordNet-type dictionaries have a large closed subset (Table 1) caused by such semantic relations where one synset has connections to more than one supersynset. Liu et al. analyse mistakes in WordNet structures that arise particularly in cases where a synset has more than one sypersynsets (Liu et al. 2004 ). Richens extends the ideas of Liu et al. and presents a list of anomalies in the WordNet verb hierarchy and methods for finding them (Richens 2008) 4 . Vider (2001) proposes that in the best case every synset has only one supersynset. Closed subsets with more than one supersynset refer to possible causes of errors (Richens 2008 , Lohk et al. 2012a ). We present a convenient tool to study the possible structural inconsistencies of such large separated subsets.
For every synset in WordNet we have a matrix representation, as in Figure 3 , upper level on the right. As we have to deal with very big matrices one needs a well ordered final representation of such a matrix to understand its hidden structure. Our goal is to reorder that matrix into the form of Figure 3 , lower level on the right. That representation corresponds to the so-called Multidimensional Scale representation in psycholinguistics.
In the next section we explain the content of a closed set (Lohk et al. 2012b ).
Closed sets
The synsets of WordNet-type dictionaries have as semantic connections hierarchy creating ones (has_hypernym, has_meronym, etc.) as well nonhierarchical ones (near_synonym, be_in_state, etc.). Using hierarchical connections makes WordNet to be a set of trees, whereby part of those trees are threaded (That is a fact from authors' analysis). The vertices of trees are synsets and edges are always some semantic connections. Such tree has always a notion (synset) on the highest level (so-called root vertice) and other vertices on different levels. In given context we call root vertice also a root synset. We have an invented example of such a WordNet tree in Figure 1 . The synsets of the given tree (vertices) can be divided into seven levels. On the first level is the most general semantic synset -the root synset, and on the last levels (level 6 and level 7) synsets with a possibly concrete meaning. For example, based on semantic connection has_hyponym Princeton WordNet (version 3.0) has 346 root synsets (= trees) and Estonian WordNet (version 64) 204 synsets.
In order to understand closed subsets (Lohk et al. 2012b) in Figure 1 we have to consider only any two neighbouring levels. Let us take for example levels 3 and 4. If we separate those levels with their vertices, one can see that the connections between vertices create two closed sets of vertices. To recognise possible errors it is important to study such sets, where subsynset has a semantic connection with at least two different supersynsets. Such sets are presented in Figure 1 The following table presents an overview of maximal closed sets in the WordNettype dictionaries that we have analysed to date. The number of closed subsets separated using the semantic relation has_hypero-nym for all those WordNets remains between 4000 and 20 000. A very suitable algorithm to separate closed subsets is given by Flannery et al. (2009) . An example of a closed subset with real data is presented in Figure 2 . The next section is dedicated to the study of such maximal closed sets.
Improving identification of mistakes by reducing the number of crossings
To visually identify possible mistakes in the connections between the synsets of a closed subset of a WordNet it is necessary to visualize the connections as clearly and with as little clutter as possible. One way to achieve this goal is to reduce the number of crossings in the graph representation of the WordNet by reordering vertices as shown in Figure 3 . There are many algorithms for this task, with different approaches -such as genetic algorithms (Mäkinen, Sieranta 1994) , heuristic algorithms (e.g. barycenter (Sugiyama et al. 1981) , median (Eades, Wormald 1994) ) and for small graphs even exact methods (Jünger, Mutzel 1997) . In the same paper in which Jünger and Mutzel introduced their exact method, they also compared different heuristic algorithms on larger graphs for which the exact method is not viable. They concluded that the iterated barycenter method was clearly the best choice for both its speed and solution quality.
The two-step method for reducing the number of crossings
In this work we introduce a novel technique which outperforms other widely used methods including barycenter heuristic. Our method consists of two steps:
1. Power iteration seriation; 2. Median heuristic.
First let us focus on the second step -the median heuristic by Eades and Wormald (1994) . The median heuristic is a well known method for crossing minimization. To reduce crossings, this method finds the median of the positions of adjacent vertices for every vertex and then ranks the vertices in a layer according to these values. Technically it is very similar to the barycenter heuristic (Sugiyama et al. 1981) , the only difference being that the latter uses mean values of the positions of adjacent vertices instead of median values. This method is often applied iteratively, fixing one layer and reordering the other in turns, until there is no change in the order of vertices. The final outcome of the median (and also barycenter) heuristic depends on the initial state of the graph. To gain better results one can restart the algorithm a number of times with different random initial orderings and choose the best result but, as Jünger and Mutzel (1997) concluded, for bigger graphs the results improve only slightly. The purpose of the first step of our method is not to rely on random ordering, but to preprocess the graph with the aim of providing as good a starting point for the median heuristic as possible.
The first step of our method is a custom modification of a very fast (approximately linear to the input size), effective and simple clustering algorithm, Power Iteration Clustering (PIC) by Lin and Cohen (2010) . The name of their method comes from the power iteration eigenvalue algorithm on which it is based. The PIC algorithm applies power iteration to a row-normalised (all elements in a row sum up to 1) similarity matrix W. Since the dominant eigenvector of W is a constant vector, it is useless for clustering (that's also the reason for additional constraint: b 0 c1, i.e. initial vector must not be a constant vector). Therefore, to turn the power iteration eigenvalue algorithm into a clustering algorithm, Lin and Cohen augmented it with a stopping criterion which stops the process before converging to the constant dominant eigenvector. As a result we get a vector b t (PIC-vector) which is an eigenvalue-weighted linear combination of all the eigenvectors of W and turns out to be a good clustering indicator. The main procedure of PIC is described in Figure 5 , where is a small number (e.g. 10 -5 ) used as a parameter for stopping criterion and d t is a vector describing the changes (compared to previous iteration) in the values of the elements of vector b t . The algorithm is stopped when for two consecutive iterations d t has remained almost constant i.e. none of the absolute differences of changes are larger than . Lin and Cohen used k-means on the PIC-vector to obtain the final result in the form of clusters. Our own work has shown that PIC-vector can also be successfully used for seriation. To do that, we first calculate two PIC-vectors -one for rows and the other for columns. Then we reorder the rows and columns of the matrix according to the ascending or descending order of the values in the corresponding PIC-vector. The exact procedure is shown in Figure 6 where W r and W c are normalised similarity matrices, b r and b c PIC-vectors and l r and l c labels for reordering. Lower indices r and c denote rows and columns respectively. For the first step of the crossing minimisation method we use the power iteration seriation with a very simple symmetric similarity function where the similarity s(x i ,x j ) = s(x j ,x i ) between two vertices x i and x j from the same layer is equal to the number of their common neighbours in the opposite layer: s(x i ,x j ) = s(x j ,x i ) = |n(x i ) n(x j )| (where n(x) denotes the set of neighbours of x). If we represent the bipartite graph as an adjacency matrix A and nth row of A as A(n), then we can rewrite the function as follows:
The similarity matrix of upper layer vertices S r (or row similarity matrix of A) where element S r (i,j) = s(x i ,x j ) can then be calculated as S r = AA T and the similarity matrix of lower layer vertices (or column similarity matrix of A) can be calculated as S c = A T A. Both matrices have to be normalised before using power iteration seriation on them.
Since the elements of PIC-vector corresponding to similar objects (vertices in our case) tend to obtain similar values, the positions of vertices after seriation also tend to correlate with the number of common neighbours. As a result subsets of vertices with many common neighbours clump together after processing with power iteration seriation in the first step of our method. This kind of approach alone does not always provide very good results in terms of the number of crossings. For example, it is possible that one layer has to be reversed, because power iteration seriation can produce results where the band of ones in the adjacency matrix runs from top-right to bottom-left (Figure 7b ) instead of top-left to bottom-right (Figure 7a) , which is not good from the crossing number perspective. In some conditions (when the graph consists of more than one connected component or even when there are multiple components which are weakly connected to each other; with 'noise'; suboptimal , etc.) it is possible that some subset of similar vertices will be positioned too far away from their common neighbours (Figure 7c ). Additionally, there is a risk that some subsets of vertices within layers could be in reverse order (Figure 7d ). Even worse, very often multiple problems come up simultaneously. All the problems mentioned above are solved by applying a median heuristic to the result of power iteration seriation. The median heuristic is not just compensating for the weaknesses of power iteration seriation, but the output of the latter is also a very good initial permutation for the former, enabling it to achieve much better results than some random permutation would. For example: on the inital graph from Figure 1 , the iterative median heuristic could only reduce the number of crossings to 27 (Figure 8 ), while power iteration seriation in conjunction with median heuristic reduced the number of crossings to 0 (Barycenter heuristic reduced the number of crossings to 28). This kind of two-step method not only provides a much smaller number of crossings but may also provide these results while being faster than the iterative barycenter or median algorithm. This is possible because after preprocessing the graph with power iteration seriation, only one iteration of the median heuristic is sufficient to produce a superior result than the iterative barycenter or median method alone. If time is not crucial, then additional iterations of the median heuristic may be applied to polish the result further. Some additional improvement can also be found by trying different values for PIC's stopping criterion parameter (10 -5 -10 -7 divided by number of rows in similarity matrix was usually optimal for us). Next we will give some examples how this method performed on the real WordNet graphs.
Experiments on WordNet graphs
In this section we give an overview of our tests on the largest closed sets of synsets from Estonian and Princeton WordNets. The largest closed set from Estonian WordNet can be represented as a 4,945 by 457 matrix (see Table 1 ). In the case of the Princeton WordNet the matrix size is 1 333 x 167 (Table 1) . We ran our tests on a PC with 6 GB of RAM and an Intel® Core™ i7-870 Processor and compared three different methods: iterative barycenter, iterative median and our two-step method. In the two-step method we used only one iteration of median heuristic and for PIC's stopping criterion parameter we chose 10 -5 divided by number of rows in similarity matrix. All 3 methods were run on the same initial permutation of vertices. The results are shown in Table 2 . The two-step method turned out to be roughly 9-42 times faster than compared methods while producing more than 3-10 times fewer crossings. From these results we can conclude that our two-step method is the best choice for minimising the number of crossings in WordNet graphs. Some possible ways of using the Minimal Crossing method to detect inconsistencies in WordNet structures is given by the author and others (Lohk et al. 2012a (Lohk et al. , 2012b . The detailed handling of those and others inconsistencies would require a separate article.
Looking at the results
As a result of using our two-step method we did get an ordered matrix (Figure 9a) .
By converting this matrix with the labels of synsets into a MS Excel worksheet we have the possibility of studying the large closed subset more methodically. To make it easier to understand the result it is useful to freeze the headings of rows and columns. That makes it possible to move around in the table so that the synsets on both levels are always visible. To find possible errors one has to study such places in that table where conceptual synsets in rows and columns are conspicuously different. Usually such an occasion happens when one concept has several parents. The decision about a possible error will be naturally made by the lexicographer. 
Conclusion
Wordnet as a lexical and semantical database is widely used in different language technology applications. Therefore it is important to ensure the quality of any Wordnet used. Previous study has shown that WordNet with its hierarchical structures consists of many relations which quite easily cause errors in the Wordnet structure . In this paper we propose a formal way to detect and study possible inconsistencies using closed subsets. The notion of a closed subset has been explained using the WordNet tree. Separated closed subsets are represented as matrices and a new and fast two-step method reorders such sparse relational systems into an easily visible and understandable view. Our method has been compared with other fast reordering methods and tested on Estonian and Princeton WordNets. As a final suggestion we transform the subsets with correct syntactic labels into an Excel spreadsheet to enable convenient study of places where the structural connections of concepts (synonym synsets) are suspicious.
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WordNet kui leksikaalsemantiline andmebaas leiab laialdast kasutust keeletehnoloogia rakendustes, mistõttu on ilmne, et tulemuse kvaliteet sõltub paljuski wordnet'i enda kvaliteedist. Varasemad uurimused on näidanud, et wordnet'i hierarhiat tekitavates puudes esineb seoseid, mis põhjustavad tema struktuuris vigu . Ühe võimalusena pakutakse artiklis taolisi kõrvale-kaldeid uurida ja avastada kinniste alamhulkade kaudu, mida esitatakse maatriksina ja millele rakendatakse autorite pakutud uudset kahesammulist meetodit. Kinniseid alamhulki selgitati tehislikult koostatud wordnet'i puu alusel. Pakutud kahesammulist meetodit, mis sobib suurte relatsiooniliste süsteemide korrastamiseks, kõrvutati teiste kiirete varasemate meetoditega (raskuskeskme meetod ja mediaanmeetod). Jõuti järeldusele, et kahesammuline meetod pakub tulemuseks nii paremat ristumiste arvu kui ka kiiremat algoritmi kui varasemad meetodid. Meetodit testiti Eesti ja Princetoni wordnet'idel. Maatriksina saadud tulemusi soovitati koos sünohulkade nimedega konverteerida tabelarvutusprogrammi, liikuda mööda korrastatud maatriksil olevat lairiba ning uurida ridades ja veergudes olevaid sünohulkade neid kohti, kus mõisted silmatorkavalt erinevad.
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