Chemical reaction optimization for the fuzzy rule learning problem by Lam, AYS et al.
Title Chemical reaction optimization for the fuzzy rule learningproblem
Author(s) Lam, AYS; Li, VOK; Wei, Z
Citation
The 2012 IEEE Congress on Evolutionary Computation (CEC
2012), Brisbane, Australia, 10-15 June 2012. In IEEE CEC
Proceedings, 2012, p. 1-8
Issued Date 2012
URL http://hdl.handle.net/10722/165304
Rights Congress on Evolutionary Computation Proceedings. Copyright© IEEE.
Chemical Reaction Optimization for the Fuzzy Rule
Learning Problem
Albert Y.S. Lam
Electrical Engineering and Computer Sciences
University of California, Berkeley
Berkeley, California, USA
Email: albertlam@ieee.org
Victor O.K. Li
Electrical and Electronic Engineering
The University of Hong Kong
Hong Kong
Email: vli@eee.hku.hk
Zhao Wei
BNP Paribas
Hong Kong
Email: zhao.wei@asia.bnpparibas.com
Abstract—In this paper, we utilize Chemical Reaction Op-
timization (CRO), a newly proposed metaheuristic for global
optimization, to design Fuzzy Rule-Based Systems (FRBSs). CRO
imitates the interactions of molecules in a chemical reaction. The
molecular structure corresponds to a solution, and the potential
energy is analogous to the objective function value. Molecules are
driven toward the lowest energy stable state, which corresponds
to the global optimum of the problem. In the realm of modeling
with fuzzy rule-based systems, automatic derivation of fuzzy rules
from numerical data plays a critical role. We propose to use CRO
with Cooperative Rules (COR) to solve the fuzzy rule learning
problem in FRBS. We formulate the learning process of FRBS in
the form of a combinatorial optimization problem. Our proposed
method COR-CRO is evaluated by two fuzzy modeling bench-
marks and compared with other learning algorithms. Simulation
results demonstrate that COR-CRO is highly competitive and
outperforms many other existing optimization methods.
Index Terms—Chemical reaction optimization, metaheuristic,
fuzzy rule learning problem, Mamdani fuzzy rule-based system,
function modeling, power grid line estimation, smart grid.
I. INTRODUCTION
Fuzzy logic is posed in a form of multi-valued logic derived
from fuzzy set theory to deal with reasoning with vagueness
and ambiguities, and systems that are too complex, non-
linear, or ill-defined [1]. Nowadays, fuzzy rule-based systems
(FRBSs) constitute one of the most important applications of
fuzzy logic. Furthermore, an important application of FRBS
is system modeling. It models a system with descriptive lan-
guages based on fuzzy logic implemented by FRBS. A fuzzy
model is useless if it cannot represent the modeled system
accurately and it cannot generate acceptable final decisions.
Therefore, the design of an FRBS is a critical task. Although
a fuzzy system can sometimes be derived manually from
expert knowledge, automatic design with learning mechanisms
guided by numerical information of the modeled system can
significantly improve the performance of the FRBS as the
model becomes more adaptive to the system.
In automatic design of FRBS, optimizing the knowledge
base (KB) in a fuzzy system is the core task as it instructs the
behaviors of the entire system. KB consists of two parts: data
base (DB) and rule base (RB). Recent research has revolved
around the learning of KB, especially RB, to achieve optimized
designs of FRBS.
Adaptation mechanisms are classified into tuning of DB and
learning of RB or KB. The tuning process refers to optimizing
an existing FRBS with some predefined RB. Its objective is
to find a set of optimal parameters for the membership and/or
the scaling functions. The learning process is concerned with
designing fuzzy rules from scratch without any predefined RB.
It performs a more extensive search in the RB/KB space. In
this work, we focus on the automatic learning of fuzzy rules
and the design of RB.
In fact, automatically defining the fuzzy rules included in
an FRBS for a particular application is considered a hard
problem. Many methods have been proposed to generate fuzzy
rules from numerical data making use of different learning
and optimization techniques. Genetic algorithm (GA) [2] and
Ant Colony Optimization (ACO) [3] are among the most
successful ones. Both of them are population-based general-
purpose metaheuristics for optimization. GA is inspired by
the principle of natural selection, which states that those
inheritable traits with more favorable living characteristics
are more likely to survive and dominate a population over
successive generations. Solutions of a problem are represented
by chromosomes. Through crossover, mutation, reproduction,
and selection, chromosomes evolve to have better solution
quality. The concept of ACO comes from the phenomenon of
ants looking for food. Ants shuttle around and communicate
indirectly with each other through pheromone. They cooperate
and finally determine the shortest path to the food source.
Genetic FRBS is an FRBS whose learning process is
manipulated by GA [4]. The key task is to determine an
appropriate KB for a particular problem by optimizing its
rules, membership functions, and scaling factors. The three
main types of genetic learning approaches include Michigan
[5], Pittsburgh [6], and iterative rule learning approaches
[7]. Similarly, ACO-based fuzzy rule learning shares similar
optimization structure with the genetic ones and has superior
performance in many FRBS applications [8]. ACO was also
the first metaheuristic connected with cooperative rules (COR)
methodology [9] and this hybridization gives a performance
boost [10].
Chemical Reaction Optimization (CRO) [11] is an inter-
disciplinary metaheuristic for optimization inspired by the
natural phenomena of chemical reactions. It imitates what
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happens to molecules in microscopic level in chemical re-
actions, where energy is transferred between molecules and
transformed between different forms. At the end of a chemical
reaction, a minimum of free energy is achieved and the product
molecules with less energy are generally more stable than
reactant molecules, and more stable molecules imply solutions
with lower objective function values. CRO loosely mimics this
phenomenon to solve optimization problems.
Fuzzy rule learning task can be considered as a combina-
torial optimization problem. As mentioned in [12], RB design
can be given in a form very similar to the quadratic assignment
problem (QAP). As CRO has been shown to solve QAP very
effectively [11] and CRO has also been successfully applied
to many practical problems, e.g., network coding optimization
[13], population transition in peer-to-peer live streaming [14],
neural network training [15], etc., we apply CRO to tackle
the fuzzy rule-based learning problem (FRLP). Additionally,
to further improve the performance, the COR methodology is
also incorporated in CRO and we call this proposed algorithm
COR-CRO. Similar to the Pittsburgh approach, COR-CRO is
characterized by representing an entire rule set as a solution.
The rest of this paper is organized as follows. We formulate
the problem in Section II. In Section III, we describe the
design of COR-CRO. Section IV gives the simulation results,
comparing COR-CRO with other evolutionary algorithms. We
conclude this paper in Section V.
II. PROBLEM FORMULATION
A. Mamdani Fuzzy Rule-Based System
In this paper, we focus on the classical Mamdani-type FRBS
[16], which consists of KB and an inference engine. KB serves
as the repository of the problem-specific knowledge which
advices the inference reasoning from a set of observed inputs
to an associated output. It can be further divided into DB
and RB. DB contains the definitions of the scaling functions
of the linguistic variables and the membership functions of
the fuzzy sets associated with the linguistic labels. A scaling
function is used to scale an input to a suitable range for proper
implementation of the system. Normally each linguistic label is
represented by one fuzzy set associated with one membership
function. There are various types of membership functions,
among which the most commonly used ones are triangular,
trapezoidal, Gaussian, etc.
RB is a collection of fuzzy rules that are joined by the
logic operator “also”. A single input can trigger multiple rules
simultaneously. When an input comes into the FRBS, all the
rules in the RB will be evaluated with respect to the input one-
by-one. Let n be the dimensions of the fuzzy input subspace.
The ith rule, denoted by Ri, is represented by:
Ri : IF X1 is Ai1 and . . . and Xn is Ain, THEN Y is Bi,
(1)
where X1, . . . , Xn, and Y are the input and output variables,
respectively, and Ai1, . . . , Ain, and Bi are the linguistic labels
of the input and output variables for Ri, respectively. We have
Aij ∈ Aj , 1 ≤ j ≤ n, and Bi ∈ B where Aj and B are fuzzy
sets defined by DB and their elements are associated with
respective membership functions. The IF part of a rule is called
antecedents while the THEN part is called consequents. In (1),
there are n antecedents and one consequent. The word “is” is
interpreted as the membership function evaluation associated
with the linguistic label after “is” to evaluate the variable
before “is”. In addition, the word “and” refers to the fuzzy
intersection operator T-norm, of which a typical example is
“Minimum”. A fuzzy operator can also be the union operator
S-norm, denoted by the word “or”, of which a typical example
is “Maximum”.
The inference engine of a Mamdani-type FRBS consists of a
fuzzification interface, an inference system, and a defuzzifica-
tion interface. Fuzzification converts crisp input data into fuzzy
values that serve as the input to the fuzzy reasoning process
using corresponding membership functions. The inference
system infers from the fuzzy input to several output fuzzy sets
according to the information stored in the KB. Defuzzification
transforms the fuzzy sets obtained from the inference process
into a crisp action that yields the final output of the FRBS.
More information about FRBS can be found in [4].
B. Evaluation Criteria
There are four major requirements of an FRBS:
1) Interpretability
Interpretability measures how strong the fuzzy model
can express the behavior of the modeled system in
an understandable way. It is a subjective property that
depends on several factors, in which the number of fuzzy
rules manipulated is one of the most important. The
smaller the number of fuzzy rules utlized, the easier for
the user to interpret the results produced by the FRBS.
2) Accuracy
Accuracy measures the discrepancy between the results
produced by the fuzzy model and the true behaviors of
the modeled system. The fuzzy model is said to be close
to the actual system when the responses of the real one
and of the model are similar. The closer the model is to
the system, the higher is its accuracy.
3) Robustness
Robustness refers to the stability of the fuzzy model to
produce good results regardless of the data properties,
e.g., data partition, quality, etc.
4) Quickness
Quickness of a learning method can be measured in
terms of “evaluations for best solution” (EBS), which
indicates the number of function evaluations required to
achieve the best solutions. The smaller the required EBS,
the faster the algorithm converges.
In general, interpretability and accuracy are contradicting
goals. When we design an FRBS for a particular system,
tradeoff between interpretability and accuracy should be con-
sidered.
C. Formulation
FRLP aims to design the RB of FRBS so as to obtain an
accurate model with little redundancy and inconsistency. The
balance between high accuracy and high interpretability should
be taken into account.
For a particular system modeling problem, a dataset is
provided and it represents the behavior of the system being
modeled. We can divide the dataset E into a training dataset
E1 and a test dataset E2. We can simultaneously train and
design the FRBS to accurately model the problem using the
training dataset, and evaluate the optimized FRBS with the
separate test dataset. Let x = (xk, 1 ≤ k ≤ n) and y be
the input and output of the modeled system, respectively.
The behaviors of a modeled system are characterized by a
set of input-output data pairs E = {e1, e2, . . . , eN}, where
ei = (x
i
1, x
i
2, . . . , x
i
n, y
i) and N is the size of the dataset.
With (1), xj , 1 ≤ j ≤ n, and y are realizations of Aij and
Bi of Ri, respectively. The training set E1 and the test set E2
constitute the whole dataset E and they are mutually exclusive,
i.e., E1 ∪ E2 = E and E1 ∩ E2 = ∅.
Assume that we are given a DB which specifies the fuzzy
sets Aj , 1 ≤ j ≤ n, B, and the membership functions µψ
of all the linguistic labels, where ψ can be any member in
Aj , 1 ≤ j ≤ n, and B. Consider that there are Nr fuzzy
rules in RB and each fuzzy rule to be designed has the
same form as given in (1). Based on the training dataset,
we can construct the Nr fuzzy rules with the set of all
possible antecedent parts. In other words, we can construct
the ith rule Ri with Aij , 1 ≤ j ≤ n, when there exists
an input-output pair el = (xl1, . . . , x
l
n, y
l) in E1 such that
µAi1(x
l
1) · . . . · µAin(xln) > 0. For each of the possible an-
tecedent combinations Ai1, . . . , Ain, the training dataset also
defines a set of possible values for the consequent Bi ∈ Bi,
where Bi is the set of candidate consequents for the ith rule
and it is defined as Bi = {B|µAi1(xl1)·. . .·µAin(xln)·µB(yl) >
0, 1 ≤ l ≤ N1}, where N1 is the number of input-output
pairs in the training set. Therefore, we assign the candidate
consequents to each possible antecedent combination. Aggre-
gating all the rules forms a particular RB and a combination
of values for B1, . . . , BNr constitutes a possible solution of
FRLP. Thus FRLP is an assignment problem, which produces
fuzzy rules by assigning suitable consequents to the antecedent
combinations. As a result, a FRLP is essentially based on
a combinatorial search of cooperative rules performed over
a set of previously generated candidate rule consequents. In
the traditional ad hoc data-driven approaches, e.g. those in
[17], we select the consequent of each rule based on the
best covering value. Each induced rule is usually of high
performance but independent of each other. Hence the rules
in the FRBS may not be cooperative and accurate enough
to model the system as a whole. Instead it may be better to
assign the consequents to all the rules together. This is called
the cooperative rule (COR) methodology [17], which tries to
obtain better cooperation among fuzzy rules and achieve a
good balance among interpretability, accuracy, quickness, and
robustness.
In the training phase, E1 is given to determine the best
RB, i.e. the combination of B1, . . . , BNr , which fits the input-
output relationship best from E1. To do this, we obtain the
RB which minimize the root mean square error (RMSE) or
the mean square error (MSE), defined as
RMSE(RB) =
√√√√ ∑
i:ei∈E′
(yi − F (xi1, . . . , xin))2
|E′| , (2)
MSE(RB) =
1
2|E′|
∑
i:ei∈E′
(yi − F (xi1, . . . , xin))2, (3)
where E′ is any dataset and F (·) returns the output of the
FRBS equipped with RB. For training, E′ is E1. In the testing
phase, we evaluate the performance of the best RB obtained
from the training with E2. The performance is obtained by
evaluating (2) or (3) with E′ = E2.
III. ALGORITHM DESIGN
With the COR methodology, the rules in the RB are co-
operative but some may be redundant in the sense that they
share similar effects. A large RB reduces interpretability. To
improve this situation, an “empty” consequent is intentionally
introduced to the set of predefined candidate rule consequents
to indicate “don’t care”. If the consequent of a rule is assigned
with “empty”, then that rule can be ignored. This facilitates
a reduction of the number of rules in RB to attain a more
compact and interpretable FRBS.
A. Cooperative Rules
The COR methodology is to obtain better cooperation
among fuzzy rules and to achieve a good balance among
the evaluation criteria. It comprises two phases: 1) search
space construction and 2) selection of the most coopera-
tive fuzzy rule set. We adopt the two implementations of
COR methodology, called COR1 and COR2, given in [10].
COR1 emphasizes interpretability while COR2 focuses on
accuracy. They differ in the ways of defining the positive
example set E+(Ss) for the fuzzy input subspace Ss =
(As1, . . . , A
s
n) and the candidate consequent set C(Si) in
each subspace. They are listed in Table I. We denote the
candidate rule set for each subspace by CR(Si) = {Rk =
[IF X1 is Ai1 and . . . and Xn is A
i
n THEN Y is Bk]|Bk ∈
C(Si)}∪{0}.We will incorporate both versions into CRO and
compare their performance.
B. Molecules
CRO manipulates molecules to perform optimization. A
molecule has a molecular structure ω which represents a
solution of the optimization problem. In this paper, ω car-
ries a vector of consequents for the antecedent combination.
Consider an RB with 4 rules. A candidate solution [0, 1, 2, 3]
means that we assign “don’t care” to the first rule, the
first candidate consequent to the second rule, the second
consequent to the third rule, and the third candidate consequent
TABLE I
COR1 AND COR2
Positive example set
COR1 E+(Ss) = {el ∈ E|∀i ∈ {1, . . . , n},∀A′i ∈ Ai, µAsi (xli) ≥ µA′i (x
l
i)}
COR2 E+(Ss) = {el ∈ E|µAs
l
(xl1) · . . . · µAsl (xln) 6= 0}
Set of candidate rules
COR1 C(Si) = {Bk ∈ B|∃el ∈ E+(Si), ∀B′ ∈ B, µBk (yl) ≥ µB′ (yl)}
COR2 C(Si) = {Bk ∈ B|∃el ∈ E+(Si), µBk (yl) 6= 0}
to the fourth rule. As a result, we end up with three rules for
this RB.
Each molecule is endowed with two types of energies:
potential energy (PE) which corresponds to the objective
function value, and kinetic energy (KE) which symbolizes the
molecule’s ability of escaping from a local minimum. For
example, we attempt to change ω to ω′. The change will
not take place if the condition PEω + KEω − PEω′ ≥ 0 is
not satisfied. If a molecule possesses more KE, it is more
likely to complete the change. The situation is similar if
more molecules are involved in the change. These energy
requirements capture the conservation of energy. Solutions
carried by the molecules are manipulated and the energies
are exchanged among molecules (solutions) through four pre-
defined elementary reactions.
C. Elementary Reactions
Consider a number of molecules in a container attached with
an energy buffer (buffer). There are four types of elementary
reactions defined in CRO. By molecularity, on-wall ineffective
collision and decomposition involves one molecule before the
change while inter-molecular ineffective collision and synthe-
sis attempt to make changes to two molecules simultaneously.
1) On-wall Ineffective Collision: An on-wall ineffective
collision is triggered when a molecule hits a wall of the
container and then bounces away. Assume that ω changes to
ω′. One element in ω is randomly selected and its value is
modified to another one within its defined interval. We exclude
the possibility of getting the same value after modification. For
example,
[0, 1, 2, 3]︸ ︷︷ ︸
ω
→ [0, 2, 2, 3]︸ ︷︷ ︸
ω′
.
Then we generate a random number a in the range of
[KELossRate, 1], where KELossRate is a parameter of CRO.
The resultant molecule will only keep the fraction a of its KE.
The rest will be transferred to buffer.
2) Decomposition: A decomposition happens when a
molecule hits a wall and then breaks into two pieces. Assume
that ω changes to ω′1 and ω
′
2. They inherits one random half
of the elements from ω exclusively. The other non-inherited
elements are randomly generated. For example,
[ 0 , 1, 2, 3 ]︸ ︷︷ ︸
ω
→ [2, 1, 2, 1]︸ ︷︷ ︸
ω′1
+ [ 0 , 3, 1, 3 ]︸ ︷︷ ︸
ω′2
.
A small portion of energy from buffer may be drawn to support
the change.
3) Inter-molecular Ineffective Collision: An inter-
molecular ineffective collision takes place when two
molecules collide with each other and then bounce away.
Consider that ω1 and ω2 are changed to ω′1 and ω
′
2,
respectively. To do this, we apply the mechanism used for
the on-wall ineffective collision to an existing molecule to
obtain a new one. For COR1 (COR2), we modify one (two)
element(s) in a molecule. Similar to the on-wall ineffective
collision, we exclude the possibility of getting the same value
after modification. For example for COR1,
[0, 1, 2, 3]︸ ︷︷ ︸
ω1
+ [1, 3, 0, 2 ]︸ ︷︷ ︸
ω2
→ [0, 1, 0, 3]︸ ︷︷ ︸
ω′1
+ [1, 3, 0, 0 ]︸ ︷︷ ︸
ω′2
4) Synthesis: A synthesis happens when two molecules
fuse together and result in one single molecule. Consider ω1
is combined with ω2 to form ω′. Each element in ω′ is chosen
from the same element of either ω1 or ω2, randomly. For
example,
[0, 1, 2, 3]︸ ︷︷ ︸
ω1
+ [1, 3 , 0, 2 ]︸ ︷︷ ︸
ω2
→ [0, 3 , 2, 2 ]︸ ︷︷ ︸
ω′
D. Heuristic Information
When ACO is applied to FRLP, heuristic information can
be employed to inject problem-dependent information into the
algorithm [9]. The heuristic information may support faster
convergence and result in a better solution. Similar to [9], we
associate subspace Si with consequent Bk with the heuristic
information ηik as
ηik = H1(Si, Bk) = max
el∈E+(Si)
minµAi(x
l), µBk(y
l) (4)
or
ηik = H2(Si, Bk) =
1
|E+(Si)|
∑
el∈E+(Si)
minµAi(x
l), µBk(y
l),
(5)
where µAi(xl) = minµAi1(x
l
1), . . . , µAin(x
l
n). Both of them
are based on covering criteria (i.e., covering of the membership
functions on the universe of discourses). In ACO [9], ηik is
applied to the path connecting subspace Si and consequent
candidate Bk. An ant has a higher possibility of taking the
path if ηik has a higher value.
We can also employ heuristic information in CRO, but in a
way different from that used in [9]. Heuristic information is
used to assign initial solutions in CRO. For every subspace
Si, we assign each consequent candidate Bk with ηik by
(4) or (5). We associate Si to Bj with the maximum ηik,
i.e., j = argmaxk ηik. To generate a solution with heuristic
information, we repeat this process for all the subspaces
defined for the solutions.
E. The Overall Algorithm
The algorithm consists of three stages: initialization, itera-
tions, and the final stage. In initialization, we define the prob-
lem for the algorithm and set the parameter values, including
PopSize, KELossRate, MoleColl, InitialKE, α, and β, where
PopSize is the initial number of molecules in the reaction,
KELossRate is used to determined how much KE is transferred
to buffer in an on-wall ineffective collision, MoleColl is the
fraction of number of inter-molecular reactions among all
possible reactions, InitialKE is the intial KE assigned to
each molecule, α and β are the decomposition and synthesis
parameters, respectively (their meanings will be clear in the
sequel). We also create the initial population of molecules with
size equal to PopSize. Their molecular structures are randomly
chosen in the solution space and their initial KEs are assigned
with values equal to InitialKE. 10% of the initial population
are solutions with heuristic information. In case the heuristic
information is not useful, there will not be much negative
impact to the algorithm. The rest are randomly generated in
the solution space.
In each iteration, one elementary reaction will take place.
We first decide whether it is a uni-molecular or an inter-
molecular reaction by generating a random number b in the
range of [0, 1]. If b is larger than MoleColl, it will be uni-
molecular and we select a random molecule with ω. We check
the decomposition criterion:
NumHitω −MinHitω > α. (6)
If (6) is satisfied, we will have a decomposition. Otherwise, it
will result in an on-wall ineffective collision. On the other
hand, If we get an inter-molecular reaction, we generate
two molecules ω1 and ω2 randomly and check the synthesis
criterion:
KEω1 ≤ β and KEω2 ≤ β. (7)
If (7) holds, we will get a synthesis. Otherwise, an inter-
molecular ineffective collision will take place. In synthesis and
decomposition, 10% of the newly generated solutions contain
heuristic information. At the end of each iteration, we record
any newly found better solution. Finally, we output the best
result in the final stage. For detailed implementation of CRO,
the interested reader may refer to [11], [18], [19].
IV. SIMULATION
Two fuzzy modeling benchmark simulation problems have
been selected to examine and analyze the behavior and
performance of COR-CRO, including modeling of a three-
dimensional (3D) surface function and a real world electrical
engineering problem in Spain. Both of them are modeling
problems and their problem datasets are available at the Fuzzy
Modeling Library Repository [20]. In both cases, CRO is
applied to the design and learning of the FRBSs which model
the systems whose behaviors are specified by the datasets.
Then the fuzzy rule-based models generated by COR-CRO
are compared with some existing (meta)heuristic learning
methods.
For both problems, we assume that the fuzzy partitions are
symmetric and defined by overlapping triangular membership
functions crossing at 0.5. The parameter settings for CRO are
given in Table III. We obtain the parameter values by trial-
and-error, i.e., we repeat the simulation several times and set
the values with the best combinations. In general, the settings
are similar for both of the problems. However, some parameter
values (e.g., InitialKE and β) applied to Problem 2 are much
larger than those applied to Problem 1. These parameters are
actually related to the average error (objective function value)
of the solutions produced initially by the algorithm - the errors
of the initial solutions generated for Problem 2 is much higher
than those for Problem 1.
A. Problem 1: Three-Dimensional Surface Function Modeling
In this problem, we try to model the 3D surface generated by
a mathematical function. Here we consider a simple function
with two discontinuous points at (0, 0) and (0, 1) and it is
expressed as
y = F (x1, x2) =
10(x1 − x1x2)
x1 − 2x1x2 + x2 , (8)
where x1, x2 ∈ [0, 1]. We are given a set of 674 training data
points and a set of 67 testing data points, each of which is in
the form of a triplet (x1, x2, y). They are obtained by evenly
sampling (8), i.e. randomly generating the input variable
values for x1 and x2 within their own concrete universe of
discourses and computing the corresponding output variable
value for y according to (8). The training and testing datasets
are generated in the same manner but separately to ensure the
independence of the two datasets. We define 7 linguistic labels
for each fuzzy (input or output) variable by setting the fuzzy
sets uniformly distributed in the defined variable range. The
attributes of the problem are summarized in Table II. For the
heuristic information, H2 given in (5) is used in this problem.
We have two versions of COR-CRO, i.e. COR1-CRO and
COR2-CRO, by utilizing COR1 and COR2, respectively. We
repeat the simulation for both versions of COR-CRO, each
10 times, and compare COR-CRO with some representative
learning methods, including NIT-method [21], WM-method
[22], WM-based ALM [23], I-method [23], I-based ALM [23],
COR1-GA [24], and COR2-GA [24]. Their average results for
the training set, testing set, and EBS are shown in Table IV.
Recall that EBS indicates the number of function evaluations
needed to achieve the final best solution. The results of other
TABLE II
ATTRIBUTES OF THE FUZZY RULE-BASED MODELING SYSTEM USED IN THE TWO BENCHMARK PROBLEMS
Problem 1 Problem 2
Problem type Artificial problem Real world problem
Number of training samples 674 396
Number of test samples 67 99
Number of input variables 2
Number of output variables 1
Domain of input variable 1 [0,1] [1,320]
Domain of input variable 2 [0,1] [60, 1673.329956]
Range of the output variable [0,10] [80, 7675]
Membership function type 7 uniformly distributed triangular membership functions for each variable in the respective range
TABLE III
PARAMETER SETTINGS OF COR-CRO
Problem 1 Problem 2
Objective function RMSE MSE
Maximum number of
function evaluations
15 000 20 000
PopSize 10 20
KELossRate 0.2 0.2
MoleColl 0.2 0.2
InitialKE 10 106
Initial buffer 0 0
α 100 130
β 0.08 2000
TABLE IV
SIMULATION RESULTS FOR PROBLEM 1
Number
of rules
gener-
ated
Training
result
Testing
result
EBS
NIT-method 98 0.5923 0.3500 N/A
WM-method 49 0.6235 0.2982 N/A
WM-based ALM 88 0.6634 0.5413 N/A
I-method 49 0.5807 0.3913 N/A
I-based ALM 98 0.7141 0.6157 N/A
COR1-GA 39.8 0.5180 0.6007 15 165
COR2-GA 41.3 0.7359 0.8086 15 394
COR1-CRO 33.6 0.4805 0.4600 4 355
COR2-CRO 35.6 0.4709 0.4418 6 069
algorithms shown are adapted1 or obtained from [23] and [24].
In terms of interpretability, COR1-CRO and COR2-CRO
result in FRBSs with much more compact rule sets, i.e. fewer
rules. This enhances the interpretability of the fuzzy model.
1The results for NIT-method, WM-method, WM-based ALM, I-method, and
I-based ALM given in Table IV are transformed results. In [23], the objective
function used is MSE (i.e., 3) while we use RMSE (i.e., 2) in this paper since
we aim to compare the results provided from [24], which uses RMSE. The
transformation of x from MSE to RMSE by first multiplying x by 2 and then
taking the square root. Although the results in Table IV are obtained from
FRBSs training by slightly different objectives, the transformed results give
us some sense of how the trained FRBS performs with the data.
Although COR2 generates slightly more rules, the sizes of rule
sets produced by the two variants are very similar.
For accuracy, COR-CRO produces the more accurate results
than the others. For the training results, CRO-based meth-
ods perform best among all the algorithms. For the testing
results, COR-CRO still consistently outperforms COR-GA,
WM-based ALM, and I-based ALM, but the results are not as
good as those from NIT-method, WM-method, and I-method.
Nonetheless, it should be noted that the better testing results
obtained from those three methods are mostly due to the
large rule base (49-98 rules) acquired, and this affects the
interpretability of their FRBSs severely. COR-CRO attains a
better balance between interpretability and accuracy. Focusing
on the two COR-CRO methods, COR2-CRO yields more
accurate modeling results.
Quickness of a learning method can be measured by EBS.
From Table IV, the COR-CRO methods have much smaller
DBS than the COR-GA approaches, i.e., faster in terms of
convergence speed.
In general, COR-CRO is superior to NIT-method, WM-
method, WM-based ALM, I-method, I-based ALM, and COR-
GA. Between the two CRO algorithms, COR2-CRO is a
better choice since it produces more accurate results with little
sacrifice of the interpretability.
B. Problem 2: Electrical Low Voltage Line Length Estimation
Problem
It is useful for an electricity utility company to measure the
amount of electricity lines owned in the power grid. For high
and medium voltage, the measurement can be done easily.
However, it is much more difficult and expensive to measure
the low voltage lines in the distribution networks located in
cities and villages. In the future smart grid [25], the focus
will be on the distribution networks. Nowadays, a distribution
network is generally owned and operated by a utility company.
For example in Northern California, most of the distribution
networks are operated by Pacific Gas and Electric Company
[26]. In the future, in order to introduce competitions and allow
customers to subscribe electricity from multiple electricity
companies, the distribution networks may be leased and shared
by multiple companies. The lease can be estimated based
on the lengths of the power lines, and thus, this problem is
applicable to the future smart grid.
An FRBS can be employed to model the unknown rela-
tionship between the population characteristics and the length
of electricity lines located in an area. In this problem, we
focus on designing an FRBS to estimate the total length of
electricity lines maintained by a Spanish electricity company.
We are given two inputs, the number of inhabitants in town
and the average distance from the town center to the the three
furthest clients.
The original dataset contains 495 real samples, which are
divided into a training set of 396 samples and a test set of 99
samples. We produce five different partitions for the training
and test datasets. As in Problem 1, 7 uniformly distributed
linguistic labels are considered for each variable in fuzzy
modeling. The problem attributes are given in Table II. For the
heuristic information, H1 given in (4) is used in this problem.
Similar to the previous problem, we also have two versions
of COR-CRO. We compare the performance with the approach
proposed by Nozaki et al. [21], WM-method [22], COR-WM
[17], COR-CH [17], Thrift’s GA [27], COR-SA [10], COR-
ACS [10], and COR-BWAS [10]. For each data partition, we
repeat the simulation six times. The average results for the
30 independent simulation runs are given in Table V. All the
results other than for COR-CRO are taken from [10] and [17].
In general, COR-CRO is very competitive with other learn-
ing methods. COR1-CRO outperforms all other algorithms in
terms of more compact rule set (i.e., better interpretability).
COR2-CRO also generates fewer rules than other methods,
except COR-GA and COR-BWAS. In terms of accuracy,
COR2-CRO outperforms most other algorithms. With further
reduction of 10 extra rules, COR1-CRO obtains mediocre
results due to the too compact RB it generates. Hence, COR2-
CRO is still preferred to COR1-CRO due to its better balance
between interpretability and accuracy.
The standard deviations (SDs) of the simulation results are
given in Table VI. Robustness can be evaluated through the
SDs. In Table VI, COR2-CRO produces the smallest SD for
the training dataset and the SDs for the other three attributes
(number of rules generated, testing result and, EBS) are also
very small. Only COR-BWAS can compare with COR-CRO.
This implies high consistency and robustness of COR-CRO
methods as it is less sensitive to different data partitions.
In summary, for Problem 2, COR-BWAS can produce the
most accurate results, but COR-CRO can perform better in
terms of the number of rules generated and SD in terms of
robustness. Although the COR-CRO methods do not dominate
all other methods as for Problem 1, it is still very competitive
and produces satisfactory results. They outperform most of the
existing algorithms previously applied to the problem. COR2-
CRO is still preferred over COR1-CRO as it can produce much
more accurate results with a more acceptable and efficient
balance between interpretability and accuracy.
TABLE V
AVERAGE SIMULATION RESULTS FOR PROBLEM 2
Number
of rules
gener-
ated
Training
result
Testing
result
EBS
Nozaki et al. 60.8 182 297 205 779 N/A
WM 22.0 211 733 227 631 N/A
COR-WM 22 180 995 220 320 N/A
COR-CH 30 171 659 203 050 N/A
COR-GA 48.3 166 531 209 704 19 853
COR-SA 15.6 170 663 194 431 333
COR-ACS 28.4 172 349 198 416 786
COR-BWAS 14.6 166 399 190 983 4166
COR1-CRO 10.4 173 677 202 900 4143
COR2-CRO 20.3 167 050 198 320 6194
TABLE VI
STANDARD DEVIATIONS OF THE SIMULATION RESULTS FOR PROBLEM 2
Number
of rules
gener-
ated
Training
result
Testing
result
EBS
Nozaki et al. 1.9 2764 29 132 N/A
WM 1.4 8069 19 943 N/A
COR-WM 1 7794 32 492 N/A
COR-CH 2 2997 16 890 N/A
COR-GA 0.8 2804 34 806 6469
COR-SA 2.2 10 440 18 237 137
COR-ACS 2.2 3381 22 810 543
COR-BWAS 2.1 1631 9823 3206
COR1-CRO 2.1 1923 14 777 4096
COR2-CRO 1.4 1607 14 303 2809
V. CONCLUSION
In this paper, we employ a recently proposed nature-inspired
metaheuristic, i.e., CRO, to design the fuzzy rule base of
FRBS, which is utilized to model a system with descriptive
rules. CRO mimics the interactions of molecules in chemical
reactions to search for global optimum in the solution space
of an optimization problem. CRO, incorporated with the COR
methodology, is proposed to automatically derive fuzzy rules
from numerical data and we call the proposed algorithm COR-
CRO. To test its performance, we perform simulations on
two benchmark modeling problems, namely, modeling a 3D
function and estimating the length of power lines in a power
distribution network. Simulation results show that COR-CRO
can always strike a good balance between interpretability and
accuracy with good robustness and quickness. This shows that
COR-CRO can be a good learning algorithm to design FRBS.
In the future, we will further evaluate the performance of
COR-CRO by systematically tuning the algorithm parameters.
We will also try to model more practical problems with the
algorithm.
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