Abstract-This paper provides new regression models for demand reduction of Demand Response programs for the purpose of ex ante evaluation of the programs and screening for recruiting customer enrollment into the programs. The proposed regression models employ load sensitivity to outside air temperature and representative load pattern derived from cluster analysis of customer baseline load as explanatory variables.
Meanwhile, load profiles of each customer have been recently available because of a spread of interval meters and information systems. Since the load profile represent each customer's load characteristic, acceptable estimates of demand reduction would be achieved by using the load profile without the segmentation or the information in the conventional studies.
The purpose of this study is for ex ante evaluation of the demand reduction of DR programs to examine whether the demand reduction can be explained by regression models, which employ the actual load profile and weather information as customer attributes. In the proposed clustering method, each load profile is classified according to of its shape. Then, the type is used as one of the explanatory variables of the regression models. Another explanatory variable is load sensitivity to outside air temperature (OAT). In order to verify the proposed method, we apply the regression models to demand reduction performed in 2008 summer by customers who participated in Critical Peak Pricing (CPP) program, one of the Pacific Gas and Electric Company(PG&E)'s pricebased DR tariffs.
II. DEMAND RESPONSE PROGRAMS AND DEMAND REDUCTION

A. PG&E's Critical Peak Pricing Program
In PG&E's CPP program [6] , customers sign up on a tariff where all electric usage during summer on-peak and partialpeak hours is discounted on days when no CPP events are called. Contrarily, on CPP event days, maximum of 12 times during the summer season, higher "critical peak" energy charges are imposed for all electric usage that occurs weekdays, excluding holidays, between noon and 6 p.m. as follows: -Moderate Price Period (MPP): Noon to 3 p.m. customers are charged approximately three times the partial-peak energy rate shown on their otherwise applicable rate schedule.
-High Price Period (HPP): 3 p.m. to 6 p.m. customers are charged approximately five times the on-peak energy rate shown on their otherwise applicable rate schedule.
Commercial and industrial customers must have peak demand of 200 kW or greater and equipped with an interval meter provided free of charge by PG&E when they sign up on the CPP tariff.
Generally and miscellaneous equipment such as industrial process loads, cold storage, and irrigation water pumps [5] . There are several ways to control the demand on the customer's side. The most primitive way is a manual control. The second semiautomated control involves a pre-programmed demand reduction strategy initiated by a person via centralized control system. One of the most advanced measures is "Automated Demand Response (Auto-DR)." Demand Response Research Center at the Lawrence Berkeley National Laboratory (LBNL) has developed the Auto-DR and analyzed effectiveness of its deployment in PG&E Company's service territory [7] , [8] .
Auto-DR does not involve human intervention and preprogrammed DR strategies are executed by energy management control systems in a building or facility through receipt of an external communications signal. LBNL is currently is in process of standardizing these communications data models, called as "Open Auto-DR Communications Specification," in soon to be released report [9] . Table I shows CPP event days in 2008. In the table, maximum OAT on CPP event days and the average of the maximum OAT on baseline days at the San Francisco International Airport are depicted. The baseline days consist of 10 previous business days of CPP event day. The definition of the customer baseline load is described in the next section. As the table indicates, the average of the maximum OAT on the baseline days tends to be lower than the maximum OAT on CPP event days.
B. Calculation of Demand Reduction
Demand reduction is the difference between an actual load and a customer baseline load (CBL).
The CBL L i,d,t in this paper is defined as follows:
the CBL i at period t on CPP event day d before a morning adjustment [10] , [11] , C' i, t : a constant, A i,t : a load sensitivity to OAT at period t on event day d,
H c : an error term, and
' : a shift term for the morning adjustment.
The morning adjustment is to mitigate a difference between actual demand and the CBL before the morning adjustment. The shift term is calculated from the data from 9am to 12noon as follows:
.
Where, AL i,d,t represents the actual demand on event day d.
In order to estimate A i,t and C' i, t in (2), we used 10 previous business days' data of event day d. We use OAT T i,d,t which is measured at the nearest weather station chose from 15 weather stations of National Oceanic and Atmospheric Administration (NOAA). The average of distance from sample participants to the nearest weather station is 11 mile (18 km).
The demand reduction rate R i,d,xPP is defined in this paper as follows:
(4). 
Where, PL i : the hourly maximum demand for typical summer season, PP: a set of observations from noon to 6pm (in HPP and MPP). It is 6 hours an event day and each hour has 4 observations because of a 15-minute interval meter. Figure 2 illustrates the annual average percent demand reduction of the sample. In this figure, every account is classified into 14 business categories according to the North American Industry Classification System (NAICS) code. This example of classification would not explain the characteristics of the every category's demand reduction because of two reasons at least. One is that discrepancies exist among accounts in the same category. In order to reduce these discrepancies, for instance, the categories should be more finely classified. The other is that we can not understand whether these demand reductions are features of every category or account because some categories include very few accounts. The number of the accounts is shown in Table III .
One of the counter plans against this problem is increase in the number of observations. The two reasons mentioned above are not easy to overcome because there is a trade off between increase in the number of categories and increase in the number of observation if we can not add the new sample accounts.
III. REGRESSION MODELS OF DEMAND REDUCTION
For the purpose of ex ante estimate of the demand reduction of CPP programs, the authors consider to develop regression models which do not use any data from site audits nor expert judgment. The load profiles of each customer reflect each customer's characteristic.
The proposed method includes two steps. First, explanatory variables are derived from load profiles and OAT. In other words, the observed CBLs are classified into some categories and the indices of categories that are used as explanatory variables in the proposed regression models. So as to classify CBLs, cluster analysis is examined in section IV. The load sensitivity to OAT is also applied as explanatory variable.
The next step is to fit the regression models. Some combinations of explanatory variables are tried in section V.
IV. CUSTOMER'S ATTRIBUTES BASED ON CLUSTER ANALYSIS OF LOAD PROFILES
A. K-means Clustering
Cluster analysis have been recently studied with the object of selecting DR policies [12] , improving electric rate schedules [13] , [14] . Reference [15] is one of the detailed literature surveys on comparisons among customer clustering methods such as modified follow-the-leader, hierarchical clustering, k-means and fuzzy k-means algorithm based partitional clustering, and the Kohonen self-organizing map (SOM). In [15] , the results of the clustering validity assessment has shown that the modified follow-the leader and the hierarchical clustering emerge as the most effective ones. However, both these methods are not applied in this paper because they have implementation difficulties. The modified follow-the-leader requires a trial-and-error approach so as to determine the number of the categories and analysts can not set the number of the categories explicitly. A hierarchical cluster structure, which is built in the hierarchical clustering, is not used in this paper. Therefore, the k-means or partitional clustering, which is not hierarchical, instead partitions the data set into K number of categories or clusters designated beforehand, are applied. According to [16] , a classical kmeans algorithm has the following structure: 1. Assign each object randomly to one of the clusters k=1,2, …, K.
Compute the means for each of the clusters:
Where, z i represents a feature vector as an individual object. C k expresses a subset which consists of objects in cluster k. N k means the number of objects in C k . 3. Reassign each object z i to the cluster with the closest mean k ȝ which is called "centroid". 4. Return to step 2 until the means of the clusters do not change anymore or the criteria is met. In order to choose the closest centroid for each cluster in step 2, distance function
is defined as follows:
Where, H indicates the size of the feature vector. z h and h P represent the h th elements of vector z and ȝ , respectively. fig. 3. (c) .
B. Cluster Analysis of Customer Baseline Load
In this paper, the CBLs of every customer on every CPP day are applied as objects in k-means clustering. The number of clusters is examined in the cases where K=4, 8, 16 and 20 because Chicco et al [14] insists that an indicative number of clusters not higher than 15-20 could fit the electricity supplier's needs. In order to avoid to be trapped into local minima, the authors repeated the calculation in 100 iterations with different initial sets of the objects which are chosen randomly. Figure 3 draws sets of the centroids in the cases where K=4, 8, 16 and 20 . From the viewpoint of application of regression models, it would be better that the number of clusters is smaller. On the other hand, a rich expression of the feathers of CBL in detail needs the large number of clusters. The cases of K=16 and 20 describe various load shapes very well including a night-peak load shape. On the contrary, the case of K=4 can not depict so richly. The case of K=8 explains various shapes by a small number of clusters Taking account of a trade-off of the number of categories and individuals, this paper focus on the case of K=8 in those that follow. 1  20  19  6  14  6  4  2  26  97  2  20  20  7  14  10  3  0  23  97  3  17  8  4  13  17  12  9  17  97  4  5  11  6  24  7  15  10  21  99  5  6  13  6  14  10  19  7  24  99  6  5  10  8  23  11  15  7  20  99  7  5  15  8  24  12  13  8  14  99  8  21  16  6  10  16  11  0  19  99  9  24  18  4  16  10  2  0  25  99  10  16  24  5  19  12  2  0  21  99  11  10  24  4  21 Figure 4 plots the individual CBLs in every cluster in the case of K=8. Cluster 7 has negative load during nighttime because of the morning adjustment. Since the negateive CBLs emerge when electricity usage in morning period is large in the baseline days and very low on the CPP event days ,this means that the customers in Cluster 7 use not on the event days but usually use electricity. Cluster 6, which represents low-level loads, is also affected by the same action of morning adjustment. Table IV shows distribution of CBLs in every cluster and industrial category. The distribution of the business type into the clusters has obvious characteristics. The industry of Internet Services Providers, Web Search Portals, and Data Processing Services (Business Type 7) gathers about their 46% for Cluster 3 which has flat and high level load shape. Cluster 5, which contains night-peak loads, also holds a large part of Business Type 7. Cluster 7, which has negative load during nighttime because of the morning adjustment, includes many CBLs which are facilities at school districts though categorized into Business type 14 (Others or Unknown). This suggests that these facilities consume electricity before 
A. Model 1: Temperature Sensitivity Regression Model
This model consist of the load sensitivity to OAT
which are expected to express a feature of cooling equipment such as HVAC, air-conditioners, refrigerators and freezers in a facility. The regression model is described as follows:
Where, D AutoDR, i expresses a dummy variable, D AutoDR, i =1 if CBL i has Auto-DR equipment, otherwise D AutoDR, i =0. Table VI and VII show estimate results of model 1 for both the MPP and HPP. Both the load sensitivity to OAT and Auto-DR dummy are effective as explanatory variables. As the result show, Auto-DR is more effective to reduce customers' load. In addition, demand reduction increase in proportion to the sensitivity to OAT. This result is consistent with the facts that global temperature adjustment of HVAC is one of the 
C. Model 3: Cluster-Temperature Sensitivity Regression Model
Model 3 includes the load sensitivity to OAT and a dummy variable for the index of the cluster as explanatory variables. ¦ Similarly to model 1 and 2, Auto-DR participants perform better demand reduction then non-Auto-DR participants. Particularly, CBLs in cluster 2, 4, and 7 show better demand reduction. Because these estimates are statistically significant, validity of cluster analysis and load sensitivity to OAT in order to explain demand reduction would be suggested by the estimate results of model 3. Adjusted R squared, however, are not so large though improved from model 1 and 2. 
VI. CONCLUSIONS
This paper presents the regression models which employ indices derived from cluster analysis and load sensitivity to OAT as explanatory variables. The numerical results suggest the following. 1) Auto-DR facilitates higher and reliable demand reduction than non-auto-DR participants. 2) Load sensitivity to OAT is suitable as explanatory variable of regression models for demand reduction. 3) Cluster analysis and its algorithms is one of the effective tools to estimate demand reduction. 4) In the case that business types are not available, cluster analysis might be useful. 5) Combination of load sensitivity and cluster analysis improve the performance of the regression models.
On the other hand, the goodness of fit of regression models, which is expressed by the coefficient of determination, adjusted R squared, is still not enough. Future study would include tests on other methods of clustering and other years' experiments of DR events.
