Accurate nonre¯ecting or radiation boundary conditions are important for effective computation of aeroacoustic and compressible¯ow problems. The performance of such boundary conditions is often degraded upon discretization of the equations with ® nite difference and time marching methods. In particular, poorly resolved, spurious sawtooth waves are generated at boundaries due to the dispersive nature of the ® nite difference approximation. These disturbances can lead to spurious self-sustained oscillations in the¯ow (self-forcing), poor convergence to steady state, and long time instability of the numerics. Exact discretely nonre¯ecting boundary closures (boundary conditions for a downwind arti® cial boundary and an upwind physical boundary) are derived by considering a onedimensional hyperbolic equation discretized with ® nite difference schemes and Runge± Kutta time advancements. The current methodology leads to stable local ® nite difference-like boundary closures, which are nonre¯ecting to an essentially arbitrarily high order of accuracy. These conditions can also be applied at interfaces where there is a discontinuity in the wave speed (a shock) or where there is an abrupt change in the grid spacing. Compared to other boundary treatments, the present boundary and interface conditions can reduce spurious re¯ected energy in the computational domain by many orders of magnitude.
I. Introduction V
ARIOUS approximations have been applied to the compressible¯ow equations to derive arti® cial boundary conditions. Exact nonlocal nonre¯ecting boundary conditions are usually expanded to ® rst or second order in the wave number of the coordinate parallel to the boundary to arrive at a local approximation. 1±3 Expansions to higher order usually lead to unstable/ill-posed methods. Radiation boundaryconditions,e.g., Ref. 4 , are also usually approximate in nature, becoming exact in the limit of the domain extending to in® nity. Even when an exactly nonre¯ecting boundary condition can be derived for the continuouspartial differentialequation(PDE) (such as in applications to the Helmholtz equation), discretization of the PDE and boundary conditions leads to additional re¯ections, in the form of poorly resolved sawtooth waves, due to the dispersive nature of ® nite difference approximations. 5 , 6 Such disturbancescan lead to spuriousself-sustainedoscillationsin the¯ow (self-forcing), poor convergence to steady state, and long time instability of the numerics. For example, Tam and Webb 7 recognized such a situation in applying radiation conditions to the Helmholtz equation and provided an alternative formulation of the conditions derived from the discrete equations using second-order ® nite differences. This method was successful at improving the nonre¯ectivity of the boundary even for the spurious waves, but it is not applicable to time-domain problems. Hall et al. 8 derived specialized nonre¯ect-ing boundary conditions for the Euler equations discretized with a ® nite volume Lax±Wendroff scheme, using iterative methods to construct the discrete eigenmodes of the equations.
Here exact discretely nonre¯ecting boundary conditions are derived for one-dimensional linear hyperbolic equations, which are discretized with ® nite difference schemes. Various lowdissipation/low-dispersion ® nite difference schemes have been found to be very effective in aeroacoustic computations. 9±16 For details the reader is referred to the recent review by Lele. 17 The methodology used here is applicable to arbitrary centered ® nite difference schemes and time marching schemes, though we illustrate the analysis with the fourth-order compact ® nite difference scheme and fourth-order Runge±Kutta time advancement.
Received Sept. 6, 1996 ; revision received March 14, 1997 The analysis extends work on downwind boundary conditions by Vichnevetsky 6 , 18 to compact ® nite difference schemes and presents new analysis for the upwind boundary conditions. In particular, the current methodology leads to stable ® nite difference-like boundary closure schemes, which can be derived to essentially arbitrarily high orders of accuracy. In addition, the boundary conditions naturally lead to conditions that should be imposed at the interface between¯ow regions where either the grid spacing is suddenly changed, or where there is a discontinuity, i.e., shock, in the wave speed. Though the boundary conditions derived here are for onedimensional equations, they can be extended to multidimensional problems; the analysis and results are involvedand will be presented in future publications.
II. Interior Differencing Scheme
Boundary conditionsare ® rst considered for the simple ® rst-order advection equation
where M > 0 is a constant.Considering the region x¸0 and t¸0, a boundary condition at x = 0 is required:
Equation (1) is to be solved numerically by applying a ® nite difference approximation for the spatial derivative and integrating the resulting system of ordinary differential equations with an appropriate time marching scheme. The semi-in® nite space x¸0 can be made ® nite by imposing an arti® cial boundary condition at x = L.
where h = L/ N is the constant grid spacing in x. The shorthand notation u j = u(x j , t ) is used.
Three-point central ® nite difference schemes are chosen for approximating @u/ @x:
If a = 0 and a = 1 2 , Eq. (4) is the standard three-point central ® nite difference equation, which is second-order-accurat e, i.e., the truncation error is O (h 2 ). If a = 1 4 and a = 3 4 , Eq. (4) is the PadÂ e ® -nite differenceapproximationand is fourth-orderaccurate.Inserting Eq. (4) into Eq. (1) gives
Higher-orderaccurate and optimized 19 , 20 schemes on larger stencils can also be analyzed in the framework subsequently presented. For brevity, only schemes on a three-point stencil are considered here.
To analyzethe resolutioncharacteristicsand boundaryre¯ectivity of the scheme, it is useful to consider its performance in Fourier space. If x is the real frequency and k is the real wave number in x, then the dispersion relationship of the semidiscrete approximation [Eq. (5) ] is given by
Unlike the Fourier modes of Eq. (1), Eqs. (6) and (7) represent dispersive waves. The exact and modi® ed dispersion relations for the semidiscrete scheme are plotted in Fig. 1a for both secondand fourth-order schemes. Note that the maximum value kh = p correspondsto waves with only two grid points per wavelength. For dispersive systems, energy propagates at the group velocity, V = ¡ (@x / @k). Equation (1) has a constant group velocity, V = M.
The group velocities for Eq. (6) are plotted in Fig. 1b and show that for waves with many grid points per wavelength, i.e., small kh, energy travels with the (correct) group velocity of the continuous system M, while the poorly resolved waves (only a few points per wavelength) travel with unphysical group velocities, which become negative for the most poorly resolved waves. The waves with V < 0 are termed spurious numerical waves after Vichnevetsky. The boundary conditions developed subsequently depend explicitly on the choice of spatial differentiation scheme, i.e., the values of a and a in Eq. (5), but can be used with any stable time advancement of Eq. (5), including optimized low dispersion/dissipation schemes. 21 In subsequent examples, the fourth-order Runge±Kutta scheme is used. The fully discreteform of the dispersionrelationship for an mth-order Runga±Kutta scheme is
where C = MD t / h is the Courant±Friedrichs±Lewy (CFL) number. Curves of the modi® ed dispersion relationship for the corresponding fully discrete scheme are plotted in Fig. 2 for various values of the CFL number for the PadÂ e scheme with a = 1 4 .
Note that the normalized frequency x D t is now complex; the real part represents the (dispersed) traveling wave components of Äu, whereas the imaginary part dissipates the wave. It is evident that dispersion relationship corresponding to the semidiscrete scheme [Eq. (5)] is only slightly modi® ed by the time advancement for C ¼ 1 and smaller. For C > 1.64 (the Von Neumann stability limit for the third-order Runge±Kutta scheme is C < 1.0), the imaginary part of the frequency becomes negative indicating instability in agreement with the Von Neumann stability analysis.
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III. Boundary Conditions
We now follow the method of Vichnevetsky 6 for analyzing the behavior of the right-going and left-going parts of the solution near the computational boundaries at x = 0 or 1. Taking the Fourier transform in time of Eq. (5), we obtain Equation (8) can be reduced to two decoupled ® rst-order equations by seeking solutions of the form
Substituting into Eq. (8) gives the quadratic equation
One of the roots, which we label E + , corresponds to a consistent approximation of the wave solution to Eq. (1), whereas the other root, E ¡ , is entirely spurious. 6 It can be shown for frequencies less than some cutoff x c that both roots have magnitude 1, which means that each wave propagates in x without dissipation. This property holds for any central difference scheme, but different schemes have differentcutofffrequencies.It can also be shown that if the boundary condition f (t ) does not contain energy at frequencies higher than x c , then waves with frequency higher than x c cannot exist in the numerical solution. 6 For a = 1 4 , the roots are given by
where z = x h/ M and the cutoff frequency is given by z c =
The phase speed of the wave corresponding to each root of Eq.
(10) is plotted in Fig. 3 for the fourth-orderscheme with a = 1 4 . The phase speed is given by the argument of E . For x < x c , the two curves make up the modi® ed semidiscretedispersionrelation shown in Fig. 1a , separated into solutions that have positive group velocity E + and those with negative group velocity E¡ . For x > x c , the roots do not correspond to traveling waves, and their group velocity is not plotted. Following Vichnevetsky, 6 we can separate our solution, Ã u, at any point in the interior into its right-going and left-going parts by writing
where
A. Downwind Boundary (Arti® cial Boundary)
Consider the boundary at x = 1 where Eq. (5) cannot be used. Although there is no physical boundary condition at x = 1, a numerical boundary condition must be speci® ed. Because the modes in the interior are decoupled, we can write a perfectly numerically nonre¯ecting boundary condition
(also given as a ª numerical Sommerfeld boundary conditionº in Ref. 18) , which is equivalent to
To apply Eq. (16) in a computation, we must ® rst take its inverse Fourier transform in time. The mode E + does not depend linearly on x ; becauseit containsthe square root, the resultinginversetransform of Eq. (16) is nonlocal in time. This situation is similar to that which arises in developing nonre¯ecting boundary conditions for multidimensional equations as ® rst noted by Enquist and Majda. 1 To arrive at a boundary condition that is local in time, E + can be expanded in a Taylor's series (other expansions are possible) about x = 0 (equivalently z = 0). The series is truncating at a particular order. Then the inverse Fourier transform gives a local boundary condition in the form of an equation for the evolution of u N in terms of u N ¡ 1 and their time derivatives.
Alternatively, a more general local boundary condition for the point u N of the form
where N a and N b represent the highest time derivative of the boundary scheme and the maximal stencil width at the boundary, respectively. The constants a k , b k , and b are chosen to make the boundary condition nonre¯ecting, as discussed subsequently. The rationale for the form of Eq. (17) will be discussed shortly. First, we take the time Fourier transform of Eq. (17) to obtain
which gives the desired relation for the coupling between the leftgoing and right-going modes at the boundary.
Again, the exact boundary condition is that Ã u ¡ N = 0. To obtain an appropriate boundary condition, therefore, we choose the coef-® cients a k and b k and b to minimize A(z) subject to producing a stable boundary condition (stability is discussed in Sec. III.C). The form of Eq. (17) is expanded from the one considered in Ref. 18 to include the possibility of higher derivatives (with respect to time) on the left-hand side and the inclusion of du/ dt at the point N ¡ 1 adjacent to the boundary. The terms included in Eq. (17) are the most general ones that can be used without destroying the tridiagonal structure of the PadÂ e differencing scheme, and Eq. (17) can be easily implemented into the numerical scheme by rewriting it as a system of ® rst-order equations.
There are several possible strategies for choosing a k and b k to minimize A(z). For example, one can, as we do here, expand A(z) in a Taylor's series about z = 0 and set the coef® cients a k and b k to drive each term in the expansion to zero. It would also be possible to minimize a global measure of A(z), such as its L2 norm over the pertinent range of frequencies, 0 · z · z c . Moreover, the coef® cients could be chosen to minimize the re¯ections at a particularvalue of z. Finally, a combination of these strategiescould be used.
For the fourth-orderscheme, a = 1 4 , a number of possibleschemes embodied by Eq. (17) are tabulated in Table 1 . As discussed in Sec. III.C, all schemes are derived for the fourth-orderPadÂ e-scheme (a = 1 4 ). Unless otherwise noted, any combination of the boundary conditions are stable for the fourth-order Runge±Kutta time advancement with maximum CFL determined by the interior scheme alone. In each case, the coef® cients are chosen by forcing terms in the Taylor's series of A(z) to zero up to a particular order of ac-
. This order is indicated in Table 1 . Note that for the ¡ 633,008 ), the ® rst three terms in the series for A(z) vanish:
= 0, and
independently of a . For these cases, the schemes are equivalent to a discrete approximation to an upwind approximation to @u N / @x (examples are schemes 1.1, 1.2, 2.1, 2.1b , and 3.1 in Table 1 ). Scheme 6.1 is similar to the numericalSommerfeld boundaryconditions of Vichnevetsky, 18 except that it applies to the PadÂ e interior scheme with a = 1 4 rather than the explicit second-order (a = 0) interior scheme. When N a = 0 in Eq. (17) Table 1 are all stable when applied to the fourth-order interior (a = 1 4 ) scheme with a maximum allowable CFL number equal to the maximum CFL number from the Von Neumann stability analysis of the interior ® nite difference scheme. The stability analysis is given in Sec. III.C. There is no apparent limit to the order of accuracy that can be obtained with this approach. This is in contrast to boundary closures found by approximating Eq. (1) with upwind ® nite difference schemes, where it is very dif® cult to ® nd schemes that are stable and for which the order of accuracyis not smaller than that of the interior scheme (see, for example, Ref. 22 ). Thus, the order of the nonre¯ectivity of such upwind schemes is limited to the order of accuracy of the interior scheme.
Numerical tests of several of these boundary conditions are given in Sec. III.D and show that the long time behavior of the solution is greatly improved by using the highest-order boundary closure possible.
B. Upwind Boundary (Physical Boundary)
At x = 0, the physical boundary condition u(0, t ) = f (t ) is given. The most obvious way to implement this boundary condition is to use f (t ) and (@f / @x)(t ) to close the PadÂ e derivative scheme at x = 0. This direct implementation is actually highly re¯ective for the poorly resolved waves that propagate upstream and strike the upwind boundary. 23 This follows by consideringthe decomposition of the solution (Fourier transformed in time) into its left-and rightgoing modes at the point u 0 ,
For example, if Ã f = 0, then any left-going portion of the solution Ã u¡ , is perfectly re¯ected into a right-going solution Ã u + . Instead, Vichnevetsky 6 proposed
and
but he gave no general method to construct higher-order approximations. As we will show, Eq. (24) is actually only correct to O (z). Consider the following boundary condition written in Fourier space: 
which is the upwind exactly numerically nonre¯ecting counterpart of Eq. (15) from the last section. Motivated by the form of the downwind boundary condition [Eq. (17)], a general boundary condition for u 0 is written (27) where the function u (t) is subsequently de® ned in Eq. (31). Taking the Fourier transform of Eq. (27) and using
To obtain an approximate boundary condition, therefore, the coef® cients c k and d k should be chosen to zero successive terms in the
we recover Ã u + = Ã f to an arbitrary order of accuracy. Note that Eq. (31) is nonlocalbecauseC(z) is not a polynomialin z. Therefore, C(z) should also be expanded in a Taylor's series to the same order as the expansion of D(z). Interestingly,this indicates the high-order accurate boundary conditions for the point u 0 require information about high time derivativesof the forcing function f (t ). This may be cumbersome in practice. However, two common situations, when f (t ) = 0 and when f (t ) is composed of harmonics, present no dif® culties.
Expanding Eq. (31) in a Taylor's series gives the local approximation for u (t ),
where N 0 is the order of the last term in the Taylor's series of D(z), which is forced to zero by choosing the coef® cients c k and d k , i.e., the order of the boundary condition minus one. In Table 2 , the coef® cients c k , d k , and f k are given for upwind boundary schemes similar to those presented in Table 1 
C. Stability
The stability of the interior scheme, with periodic boundary conditions, can be analyzed using a Von Neumann stability analysis. However, the imposition of upwind and downwind boundary conditions can alter the stability characteristics of the scheme. Under the group velocity interpretation of Trefethen, 24 the interior scheme plus boundary conditions will be stable unless there is spontaneous radiationof energyfrom the boundaryinto the interior.This interpretation is consistent with the Gustafsson±Kreiss±SundstrÈom (GKS) stability criteria. 25 GKS stability refers to whether or not there are eigenvalues that correspond to solutions that grow without bound (in a suitably chosen norm) in time. For a particular semidiscrete scheme found to be GKS stable, it is further required that none of the eigenvalues fall outside the stability region (in the complex x plane) for the particular explicit time marching method employed. Let
where the subscripts d and u refer to the downwind and upwind boundaries, respectively. In terms of the re¯ection coef® cients q , stability requires that there exist no values of x in the lower-half of the complex plane (including the real axis) for which both q is in® nite and for which E + 6 = 0 at a downwind boundary or for which E¡ 6 = 0 at an upwind boundary. Note that this stability criteria is slightly different than that employed by Vichnevetsky. 6 This criterion has been applied to each of the boundaryconditions discussedin the last two sections coupled to the interior scheme with a = 1 4 . To search for values of x for which q becomes in® nite, the function 1/ q (z) was constructed for each scheme in Table 2 . For the low-order schemes, the zeros of 1/ q can be determined analytically using Mathematica, 26 whereas for the high-order schemes the zeros where found graphically by plotting q . In all cases the schemes given in Tables 1 and 2 were found to be GKS stable. As a double check of the root ® nding, the stability of the scheme was also checked by numerically analyzing the eigenvalues of the complete (interior plus boundary conditions) semidiscrete numerical scheme with varying total numbers of node points. In that case, if any eigenvalue has a positive imaginary part, then the scheme is unstable. 27 This numerical procedure was also used to ® nd the stability limits when fourth-orderRunge±Kutta (RK4) time advancementis applied to the semidiscrete equations. For all but upwind scheme 2.1, the maximum CFL is given by the Von Neumann stability analysis of the correspondingperiodic interior scheme, e.g., C < 1.64 for RK4
time advancement and a = 1 4 .
D. Numerical Tests of the Boundary Conditions
Equation (1) is now solved numerically with the fourth-order PadÂ e scheme (a = 1 4 ) and RK4 time marching using the boundary conditions derived in the preceding sections. The test problem is the propagation of a Gaussian pulse
initially centered on a domain with L = 1 and N = 200. This extremely ® ne resolution (50 points across the pulse) is chosen so that errors associated with the boundary conditions can be isolated from truncation errors for the interior points. Figure 4 shows the results for several different boundary schemes of Tables 1 and 2 with C = 1. Plotted against time is the L2 norm of the velocity,
normalized by its initial (t = 0) value. Note the log scale in the plot. The pulse starts in the center of the computational domain, and the incoming wave at x = 0 is set to zero. The staircase pattern of the plots is related to the repeated re¯ections of the pulse at the downwind and upwind boundary. The exact solution is also plotted for comparison. The plot shows the ef® cacy of the new boundary conditions at reducing re¯ections of the initial pulse at x = 1 and subsequentre¯ections at the upwind and downwind boundaries.The 11th-order scheme 6.4b reduces the energy re¯ected by the initial pulse by many orders of magnitude from the ® rst-order scheme.
Because the boundary conditions work by minimizing the re¯ec-tion coef® cients in Taylor series about z = 0, energy at the highest frequencies has the highest re¯ection coef® cient and, therefore, remains the longest in the computational domain. At low CFL number, this energy remains in the computational domain, unable to escape and only very slowly dissipated because for low CFL number the scheme is nearly nondissipative. By contrast, at CFL numbers near 1 and larger, the energy at the highest frequencies left by the boundary conditions is dissipated, because the Runge±Kutta time advancement has a small dissipation associated with wavelengths that correspond to the highest frequencies (see Fig. 2b ). Thus, a certain amount of dissipation, at the highest frequencies, is actually bene® cial in the computation. Note that the fourth-order PadÂ e scheme can be accurately used with much coarsergrid spacing than was used in the earlierexample.
In In Fig. 6, the present schemes 1.1 and 2 
= 0 is implemented by requiring u 0 = 0 and @u/ @x 0 = 0. Method B results when thirdorderaccuratePadÂ e downwind differences 19 are used to approximate the derivative at x = 0 in computing @u/ @x and subsequently u 0 is set to zero in each sweep of the Runge±Kutta time advancement.At the downwind boundary, methods A and B both use upwind PadÂ e ® nite differences to evaluate @u/ @x N . Note that these downwind treatments are equivalentto the presentdownwind boundaryscheme 2.1b . Clearly, the new schemes are much more effectiveat removing spurious energy from the computational domain.
IV. Interface Conditions
The boundary conditionsderived in the last section are also useful at an interface between regions with different grid spacings and/or different advection velocities (wave speeds). The latter condition is a simple model for the propagation of linear disturbances through a shock wave. The advantages of allowing for dissimilar grid spacing in two separate regions of the computation are obvious. Changes in grid spacing are usually accomplished by either mapping a physical domain with smoothly varying grid spacing to a computational grid with uniform spacing or by deriving ® nite difference formulas (PadÂ e or otherwise) that allow for variable grid spacing. In either case, when well-resolved waves propagate through the variable grid spacing poorly resolved sawtooth waves are re¯ected. 3, 28 More harmfully, when the sawtooth waves propagate through the variable grid spacing, they are re¯ected as smooth waves indistinguishable from the underlying smooth solution to the original PDE. Cain and Bush 28 have studied the effects of variable grid spacing on the stability and accuracy of ® nite difference approximations and proposed differencing schemes that are superior in these regards. Here we consider a different approach. 
Let u j = u( j h 1 , t) for j = 0, 1, . . . , N 1 on the left-hand side and v j = u(L 1 + j h 2 , t) for j = 0, 1, . . . , N 2 on the right-hand side.
The fourth-orderPadÂ e scheme is used on both sides of the interface. Any of the upwind boundary conditions of Table 2 can be used to determine u 0 and any of the downwind conditions of Table 1 
where the forcing w (t) is given by
Decomposing v j and u j into left-and right-going components, the Fourier transform (in time) of Eq. 38 is where
are as already de® ned, and
and note that G(z 1 ) = G(r z 2 ) and H (z 1 ) = H (r z 2 ), where r is the interface ratio,
An exact interface condition, therefore, would require that D(z 2 ) = 0, and
Thus, we pick the coef® cients c k and d k as before to force to zero coef® cients in the Taylor series of D(z) about z = 0. The coef® -cients a k and b k needed to ® nd A(z) and B(z) are determined once a downwind boundary condition for u N1 is chosen. Thus, for a particular scheme, these coef® cients are all identical to those already given in Table 1 . The coef® cients g k and h k are then chosen to zero coef® cients in the Taylor series of
about z 2 = 0. Note that it is not necessary to match the order of accuracy of the downwind boundary conditionfor u N 1 and the upwind interface condition for v 0 , though D(z 2 ) and
should be zero to the same order of accuracy. Table 3 gives the coef® cients g k and h k , which correspond to several of the upwind conditions given there. These can be used with any of the downwind conditions for u N1 so long as the order of accuracy of the downwind condition is equal to or greater than the order of accuracy of the upwind interface condition. Figure 7 shows the results of two numerical experiments with the interface conditions 4.1. In each case, the results obtained using the interface conditions discussed are compared with a scheme where the interface is handled in a conventional way, by using a ® nite difference approximation across the interface: the corresponding PadÂ e derivative with unequal grid spacing on a three-point stencil (1 point at the interface and 1 point on each side) is formally thirdorder accurate. For both approaches,upwind scheme 1.1 is used for point u 0 and downwind scheme 1.1 is used for point v N 2 .
In the ® rst test, the advection speed is for both domains, is plotted as a function of time. The conventional interface treatment leads to much larger re¯ections of the sawtooth waves from the interface. In the second test, the grid spacing is doubled acrossthe interface.In this case, M 1 = M 2 = 1 and L 1 = L 2 = 4, and N 1 = 100 points are used on the left (25 points across the pulse) and N 2 = 50 points are used on the right (12.5 points across the pulse). Note that the time step is the same for both domains; therefore, the CFL number on the left is 1 and on the right is 0.5. Thus, the highest frequencies(which are not removed by the boundary conditions or interface) are damped only very slowly (the RK4 scheme is less dissipativefor the high frequenciesat low CFL number). In both tests, the new interface condition is better able to remove spurious energy from the domain for long times.
V. Implementation for the Inviscid Flow Equations
The boundaryconditionsfor the one-dimensionalmodel equation can be applied to the linearized equations of gasdynamics. They can further be applied to nonlinear computations, provided that the equations are linearized near the boundary when this is appropriate to the particular problem being solved. 3 In the one-dimensional case, the linearized equations can be reduced to a system of three independent (characteristic) equations of the form of Eq. (1). The three equations represent two acoustic waves and an entropy wave with advectionspeeds s equal to M + 1, M ¡ 1, and M, respectively, where M is the Mach number of the (uniform) freestream to which the disturbances are added. In a subsonic¯ow, therefore, waves can propagate to both the left and the right. These boundary conditions presented assume that the wave travels to the right and need to be slightly altered as follows. For the right-hand side (x = 1 here), the boundary condition is
where if s > 0,
and if s < 0,
whereas for the left-hand side (x = 0 here),
where if s > 0
and if s < 0
The constants a k , b k , c k , and d k are as given in Tables 1 and 2 . If s = 0, the correct boundary condition is simply @u N / @t = 0.
Finally, the analysis presented here can be effectively extended to tackle the multidimensional problem directly. These results will be presented in future publications.
