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GEOMETRIC AND ANALYTIC PROPERTIES OF FAMILIES OF
HYPERSURFACES IN EGUCHI–HANSON SPACE
PABLO RAMACHER
Abstract. We study the geometry of families of hypersurfaces in Eguchi–Hanson
space that arise as complex line bundles over curves in S2 and are three–dimensional,
non–compact Riemannian manifolds, which are foliated in Hopf tori for closed curves.
They are negatively curved, asymptotically flat spaces, and we compute the complete
three–dimensional curvature tensor as well as the second fundamental form, giving
also some results concerning their geodesic flow. We show the non–existence of Lp–
harmonic functions on these hypersurfaces for every p ≥ 1 and arbitrary curves, and
determine the infima of the spectra of the Laplace and of the square of the Dirac
operator in the case of closed curves. We also show that, in this case, zero lies in
the spectrum of the Dirac operator. For circles we compute the L2–kernel of the
Dirac operator in the sense of spectral theory and show that it is trivial. We consider
further the Einstein–Dirac system on these spaces and construct explicit examples of
T–Killing spinors on them.
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1. Introduction
In this paper we shall study certain families of hypersurfaces in Eguchi–Hanson space
that arise as complex line bundles over curves on S2 ≃ C ∪ {∞}. They are three-
dimensional, open, asymptotically flat Riemannian manifolds of non–positive scalar cur-
vature which, in case of a closed curve, are foliated in Hopf tori. We describe their
geometry in detail, computing the complete three–dimensional curvature tensor as well
as the second fundamental form, and give also some results on the structure of the
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geodesic flow. Since an explicit description of the geometric properties of these hypersur-
faces is possible, we are able to make precise statements about the spectra of the scalar
Laplacian and the Dirac operator and also about the existence of solutions of spinorial
field equations. In particular, we show that there are no Lp–harmonic functions for ev-
ery p ≥ 1 and arbitrary curves, and that for curves arising by Mo¨bius transforms from
closed curves the spectra of the scalar Laplacian and the square of the Dirac operator
come arbitrarily close to zero, implying that zero lies in the spectrum of the considered
operators. In the mentioned case, it also turns out that zero lies in the spectrum of
the Dirac operator. In case that the considered curves are generalized circles in C that
arise by Mo¨bius transforms from circles in C with center at the origin the L2–kernel of
the Dirac operator in the sense of spectral theory can be computed explicitly and we
show that it is trivial. As it turns out, these hypersurfaces do not admit solutions to
the Einstein–Dirac system; such solutions can only be obtained by deformation into a
singular situation. Nevertheless, we can construct explicit examples of T –Killing spinors,
which are solutions of a generalized Killing equation for spinors.
Hopf tori have been extensively studied, see e.g. [24], and where first considered by
Pinkall [19]. If π : S3 → S2 denotes the Hopf fibration, the inverse image of any closed
curve in S2 will be an immersed torus in S3, which is called a Hopf torus. Using Hopf
tori Pinkall showed that every compact Riemann surface of genus one can be conformally
embedded as a flat torus into the unit sphere S3. As a further application, and using
elastic curves in S2, he constructed new examples of compact embedded Willmore sur-
faces in R3, which are extremal surfaces for the Willmore functional
∫
H dA, where H
denotes the mean curvature.
The Eguchi–Hanson metric is a four–dimensional metric, which can be constructed
in the total space of the fibration p : T ∗P1(C) → P1(C) ≃ S2, and since its holonomy
is contained in SU(2), it is Ricci flat and self–dual. Both the Hopf fibration π and the
projection p are compatible with the action of U(2) in C ∪ {∞}, and, like the stan-
dard metric in S3, the Eguchi–Hanson metric is invariant under this action. Therefore,
its restriction to the three–dimensional projective space P3(R), which is immersed in
T∗P1(C) as the set of all cotangential vectors of unit length, corresponds exactly to the
standard metric in S3. For this reason the projection p is a geometric extension of the
Hopf fibration, and the preimage of any closed curve on S2 under the projection p gives
rise to a three–dimensional non–compact Riemannian manifold foliated in Hopf tori. Its
end is of topological type T 2 × (0,∞)/ {±1}, where T 2 is the two–dimensional torus.
Nevertheless, the corresponding Willmore functional turns out to be unbounded, so that
the considered hypersurfaces are not accessible to integral geometry. The interest in
Eguchi–Hanson space itself originates from a result of Schoen and Yau [20], who proved
that a complete asymptotically Euclidean four–manifold whose Ricci tensor vanishes is
necessarily flat. For Ricci flat asymptotically locally Euclidean Ka¨hler metrics this turns
out not to be true, the first example of such a metric being given by the Eguchi–Hanson
metric [4].
We give now a description of the main results of this work. The Sections 2, 3, 4 and
5 are concerned with the geometry of the hypersurfaces studied, the Sections 6, 8 and
9 with the spectra of the Dirac and the Laplace operator, while Section 7 is devoted to
the study of spinorial field equations. The Eguchi–Hanson metric is described in Section
2: it depends on a real parameter t > 0, thus giving rise to a one–parameter family of
Riemannian metrics gt. These metrics become degenerate along the zero section in case
that t = 0. For any curve Γ(s) = r(s)eiϕΓ(s) in C∪{∞} ≃ P1(C) we consider its preimage
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M3Γ := p
−1(Γ) and obtain a family of hypersurfaces (M3Γ, ht), where we assume that Γ(s)
is parametrized by arc length and ht denotes the induced Riemannian metric. Each of
these hypersurfaces is a complex line bundle over Γ, and introducing the polar coordinates
̺ and ϕ in each fiber, we obtain a parametrization of M3Γ outside the zero section by
the coordinates s, ̺, ϕ, see Section 3. Since the coefficients of ht do not depend on ϕ,
the corresponding S1–symmetry is an isometry. We determine the inner geometry of the
hypersurfaces and in Theorem 1, page 13, the complete Ricci tensor is computed with
respect to an orthonormal frame, one eigenvalue being positive, one negative and the
third one becoming negative at infinity, yielding, for the scalar curvature, the expression
S = − ̺
4(r2 + 1)2
(̺4(r2 + 1)2 + t4)3/2
.
It is negative and tends to zero for large ̺ and r with the order 1/̺2(r2 + 1). For t 6= 0,
S remains regular at ̺ = 0, i.e., the scalar curvature vanishes on the zero section. In
Section 4 we turn to the study of the Levi–Civita connection of the Eguchi–Hanson space
and determine the second fundamental form of the hypersurfacesM3Γ with respect to the
above orthonormal frame, thus obtaining
II∗ =


0 0 0
0 0 K4̺
√
K
r2+1
0 K4̺
√
K
r2+1 H

 ,
see Theorem 2 on page 24, and Corollary 1 on page 26, where K is the function K =
2̺2(r2 + 1)2/
√
̺4(r2 + 1)2 + t4 and H denotes the mean curvature. It is given by the
geodesic curvature kg of Γ as a curve in S
2 according to the formula
H =
√
2√
̺4(r2 + 1)2 + t4
· kg.
This appears to be natural, since the geometry of the vector bundle T ∗P1(C) is deter-
mined by the elliptic geometry of P1(C) ≃ S2. The above formula also implies that M3Γ
is a minimal surface if and only if kg = 0, i.e., if Γ is a great circle in S
2. Further,
since the function ̺2(r2 + 1) corresponds to the distance in T∗P1(C), both the scalar
curvature S and the mean curvature H, as well as the components of the Ricci tensor
and of the second fundamental form, are manifestly invariant under the action of the
isometry group U(2). Section 5 contains some results concerning the geodesic flow of the
hypersurfaces M3Γ. So, in case Γ is a circle in C with center at the origin, we are able to
compute the distance of a point in M3Γ to the curve Γ ⊂M3Γ, i.e., to the zero section, see
Proposition 10 on page 30, and, in this way, to calculate the exponential growth of M3Γ
explicitly.
In Section 6 the vanishing of the Lp–kernel, p ≥ 1, of the scalar Laplacian on the hy-
persurfaces (M3Γ, ht) is proved for every t ≥ 0 and every curve Γ by showing the existence
of a canonical exhaustion function on the considered hypersurfaces, see Proposition 13
and Corollary 4 on page 35. The result then follows from the work of Greene and Wu
[10], who studied integrals of certain generalized subharmonic functions on connected
non–compact Riemannian manifolds admitting such a function, and showed that these
integrals cannot be bounded. For the smallest spectral value of the scalar Laplacian we
obtain, in Section 9, the first estimate
µ0(M
3
Γ) ≤ t−2, t > 0,
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where Γ is a closed curve, see Corollary 5 on page 56, since by general theory lower
bounds for the Ricci tensor of open complete manifolds imply upper bounds for the
smallest spectral value of the Laplace operator [5]. By using the min–max principle we
are then able to determine the infimum of the spectrum of the closure of the Laplacian
∆ on (M3Γ, ht), obtaining
inf σ(∆) < δ
for every δ > 0 and arbitrary t > 0 and closed curves Γ. Since, by Corollary 4, zero can
be no L2–eigenvalue, we therefore get that zero lies in σess(∆), the essential spectrum
of ∆. A result of Brooks [3] then implies that in this case the hypersurfaces M3Γ must
be of subexponential growth, generalizing the previously obtained result. Section 7 is
devoted to the study of spinorial field equations. In [8] Friedrich and Kim showed that in
dimension 3 the existence of a solution to the Einstein Dirac system is equivalent to the
existence of a so–called Weak Killing or WK spinor. For the existence of such a spinor
geometric integrability conditions that are independent of the considered spin structure
are known, and we show that, for t > 0, these conditions can never be fulfilled, implying
that there cannot be any solutions to the Einstein Dirac system on the hypersurfaces
(M3Γ, ht) for any t > 0 and any curve Γ, see Proposition 15 on page 38. Nevertheless,
such solutions can be constructed explicitly with respect to the trivial spin structure in
case that t = 0, the manifolds considered then being no longer complete. As remarked
above, the Eguchi–Hanson metric is self–dual and, due to this, there is a parallel spinor
on Eguchi–Hanson space. By restricting this spinor to the hypersurfaces M3Γ ⊂ T ∗P1(C)
we show in Proposition 17 that there exists a T –Killing spinor onM3Γ if and only ifM
3
Γ is
a minimal surface. The spectrum of the Dirac operator D is studied in Section 8. There
we show, by estimating the Rayleigh quotient from above and using again the min–max
principle, that the infimum of the spectrum of D
2
on (M3Γ, ht) becomes arbitrarily small,
inf σ(D
2
) < δ,
where δ > 0 and Γ is a closed curve, see Theorem 4 on page 44, t > 0 being arbitrary;
here the involved spin structure is again the trivial one. In this case it also follows that
0 ∈ σ(D), by explicit construction of an approximating sequence. In case that Γ is a circle
in C with center at the origin, an isometric S1 × S1–action is given and the L2–kernel
of the Dirac operator and of its closure decompose into the unitary representations of
this action according to the spectral decomposition of the corresponding generators i ∂ϕ,
i ∂s, and with respect to the trivial spin structure one obtains
KerL2(D|(M3Γ\Γ)) =
⊕
β=−1,−2,...
H0 ⊗Hβ ,
while on M3Γ the L
2–kernels of the Dirac operator and its closure turn out to be trivial.
Thus, in this case, 0 ∈ σL2ess(D). Since M3Γ and M3AΓ are isometric for every A ∈ U(2),
statements for a particular curve in C∪{∞} can be generalized to curves that arise from
it by Mo¨bius transforms.
2. The Eguchi–Hanson space (T ∗P1(C), gt)
Let G be a finite nontrivial subgroup of U(m) that acts freely on Cm \ {0}. Then
Cm/G carries an isolated quotient singularity at zero and any resolution (M,π) of Cm/G
is a non–compact complex manifold. A Ka¨hler metric g on M is said to be asymptotic to
the Euclidean metric h on Cm/G if there is a smooth surjective map f :M → Cm/G such
that f−1(0) is a connected, simply connected, finite union of compact submanifolds ofM
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and f induces a diffeomorphism M/f−1(0) ≃ (Cm/ {0})/G. Under this diffeomorphism
f∗(g) should satisfy
f∗(g) = h+O(r−4), ∇f∗(g) = O(r−5), ∇2f∗(g) = O(r−6)(1)
for large r, where r is the distance from the origin and ∇ is the flat connection in Cm/G.
Such a metric is called an asymptotically locally Euclidean or ALE metric. Notice that
the topological type of the end is given by a quotient of the Euclidean space. In the
following we will mainly be concerned with the case of m = 2.
In [20] Schoen and Yau proved that a complete asymptotically Euclidean four–manifold
whose Ricci–tensor vanishes is necessarily flat. Nevertheless, a similar statement for
Ricci–flat ALE Ka¨hler–metrics does not hold, since, as mentioned, the topology of the
end differs from the topology of Euclidean space. An important class of Ricci–flat Ka¨hler
metrics which give rise to ALE spaces is given by the so–called hyperka¨hler structures.
In the case of an oriented four–dimensional smooth manifold X a hyperka¨hler structure
is a metric whose holonomy is contained in SU(2). A manifold with such a structure
is Ricci–flat and self–dual, and its metric is Ka¨hler with respect to each of the three
anticommuting complex structures. Alternatively, a hyperka¨hler structure on X may be
defined to be a triple of smooth, closed 2–forms σ1, σ2, σ3 on X that can be represented
locally according to
σ1 = l1 ∧ l4 + l2 ∧ l3, σ2 = l1 ∧ l3 − l2 ∧ l4, σ3 = l1 ∧ l2 + l3 ∧ l4,(2)
where (l1, . . . , l4) is a local oriented frame of 1–forms on X . The systematic construction
of ALE metrics with holonomy SU(2) as hyperka¨hler quotients was initiated by Hitchin
[12] and carried over by Kronheimer [15, 16], who studied the spaces C2/G for general
polyhedra groups G ⊂ SU(2) and showed the existence of hyperka¨hler metrics on the
resolution M for the considered groups G, giving a complete classification. For cyclic
groups these metrics are explicitly known.
The first example of a hyperka¨hler ALE four–manifold was found by Eguchi and
Hanson [4]. We will now briefly proceed to describe its construction. Let m = 2 and
G = Z2 and consider the mapping
Φ : C2 −→ C3, Φ(z1, z2) = (z21 , z22 , z1z2).
The image of C2 under Φ is
X := ImΦ =
{
(w1, w2, w3) ∈ C3 : w1w2 = w23
}
,
and Φ induces a bijection Φ : C2/ {±1} → X so that X becomes analytically equivalent
to C2/ {±1}. The canonical bundle over P1(C),
H :=
{
(l, v) ∈ P1(C)× C2 : v ∈ l} ,
can be described explicitly as follows. If one introduces the homogeneous coordinates
[α : β] in P 1(C), then the total spaceH consists of all equivalence classes of triples [α, β, γ]
with respect to the equivalence relation (α, β, γ) ∼ (Aα,Aβ, γ/A), where A ∈ C∗, i. e.
H =
{
(α, β, γ) ∈ (C2 \ {0})× C}/ ∼ .
The one–dimensional complex tangential bundle TP1(C) is biholomorphic to the square
of the dual of the canonical bundle [18]
TP1(C) = H∗ ⊗H∗ ,
from which one obtains, for the cotangential bundle T ∗P1(C), the description
T∗P1(C) = H2 =
{
(α, β, γ) ∈ (C2 \ {0})× C} / ∼1,
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with the equivalence relation (α, β, γ) ∼1 (Aα,Aβ, γ/A2). Notice that H2 is simply-
connected. We define now the mapping
π : H2 −→ X, π([α, β, γ]) = (α2γ, β2γ, αβγ).
The preimage of the point (0, 0, 0) under π is the zero section of the bundle H2. Away
from this set π : H2 \ P1(C) −→ X \ {(0, 0, 0)} is bijective, and hence (H2, π) represents
a resolution of the singularity of C2/ {±1} at zero. Summing up one obtains the diagram
H2
✠ 
 
 
 
 
π1
❍❍❍❍❍
π
❥
X
C2/ {±1}✘✘
✘✘✘
✘✘✘
✘✘✘Φ
≃
✿
where the mapping π1 is given by the formula π1([α, β, γ]) = [α
√
γ, β
√
γ]. The closed
holomorphic 2–form dz1 ∧ dz2 and the function u1 := |z1|2 + |z2|2 on C2 are invariant
under reflections at the origin, descend to C2/ {±1} and, thus, lift to forms on H2, which
we will denote by dz1 ∧ dz2 and u1 as well.
We come now to the description of the Eguchi–Hanson metric. Following [17] we
consider, on the complex manifold H2, the family of real–valued functions ft ∈ E0,0(H2)
depending on the parameter t,
ft :=
√
u21 + t
4 + t2 log
u1√
u21 + t
4 + t2
, t > 0.
Here the function u1 : H
2 → R is explicitly given by u1([α, β, γ]) = (|α|2 + |β|2)|γ|,
from which it follows that, away from the exceptional curve, i.e., the zero section, u1 is
a smooth function, and the same holds for ft. For t > 0 the associated form
ωt := i ∂ ∂ ft ∈ E1,1(H2)
is regular even in the exceptional curve and thus defines a Ka¨hler form on H2. For using
homogeneous coordinates we can define a complex analytic structure on H2 as follows.
Let Uα = {[α, β, γ] : α 6= 0} , Uβ = {[α, β, γ] : β 6= 0} be open subsets in H2 and define
the homeomorphisms
hα : Uα → C2, [α, β, γ] = [1, β/α, γα2] 7−→ (β/α, γα2),
hβ : Uα → C2, [α, β, γ] = [α/β, 1, γβ2] 7−→ (α/β, γβ2).
Since hα ◦ h−1β : hβ(Uα ∩ Uβ) → hα(Uα ∩ Uβ) is a biholomorphic mapping, this gives a
complex analytic structure on H2. We can therefore choose the functions β and γ as
local coordinates in Uα by setting α equal to 1, so that ∂ : E(p,q)(H2) → E(p+1,q)(H2)
and ∂ : E(p,q)(H2)→ E(p,q+1)(H2) are given by
∂ =
∂
∂ β
dβ +
∂
∂ γ
dγ, ∂ =
∂
∂ β
dβ +
∂
∂ γ
dγ
on Uα. The regularity of ωt for t > 0 then follows by noting that the derivatives of
ft with respect to γ, β, γ and β become regular (note that u1 = (1 + ββ)
√
γγ ). For
example, in C, one has
∂ ∂
(√
|z|2 + t4 + t2 log |z|√|z|2 + t4 + t2
)
=
2t6 + 2t2z¯z + (2t4 + z¯z)
√
t4 + z¯z
4(t4 + z¯z)(t2 +
√
t4 + z¯z)2
dz ∧ dz¯.
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In case that t = 0 on has f0 = u1, and ω0 becomes degenerate along the zero section.
On H2 the Ka¨hler form ωt induces a Riemannian metric through the formula
gt(X,Y ) := ωt(X, JY ), X, Y ∈ X (H2),
where J denotes the complex structure of H2. For t 6= 0 (H2, gt) becomes a complete
Riemannian manifold.
The complex manifold M4 := H2 \ P1(C) is an open dense subset of H2, so it suffices
for the study of the geometric properties of H2 to consider ωt as well as the other
relevant geometric objects just on M4. Further, since π1 maps M
4 bijectively onto
C2 \ {0} / {±1}, ωt can be explicitly computed on M4 with respect to the coordinates
z1, z2. For u1 = z1z¯1 + z2z¯2 ∈ E0,0(R4) as a function on C2 one has therefore
du1 =
∑
i=1,2
(
∂ u1
∂ zi
dzi +
∂ u1
∂ z¯i
dz¯i
)
∈ E1,0(R4)⊕ E0,1(R4),
∂ u1 = z1dz¯1 + z2dz¯2, ∂ u1 = z¯1dz1 + z¯2dz2,
see e. g. [22], which yields ∂ ft = (
√
u21 + t
4/u1) ∂ u1 and thus
ωt = −i t
4
u21
√
u21 + t
4
{
|z1|2 dz1 ∧ dz¯1 + |z2|2 dz2 ∧ dz¯2 + z1z¯2 dz2 ∧ dz¯1
+ z¯1z2 dz1 ∧ dz¯2
}
+ i
√
u21 + t
4
u1
{dz1 ∧ dz¯1 + dz2 ∧ dz¯2} .
The form dzi∧dz¯j is expressed with respect to the coordinates z1 = x1+iy1, z2 = x2+iy2
by
dzi ∧ dz¯j = dxi ∧ dxj + dyi ∧ dyj − i(dxi ∧ dyj + dxj ∧ dyi),
and the action of J is given by J(∂xi) = ∂yi , J(∂yi) = − ∂xi . Computation of gt
restricted to M4 then gives
gt =


G1 0 −G4 −G3
0 G1 G3 −G4
−G4 G3 G2 0
−G3 −G4 0 G2

 ,
where
G1 = G−H(x21 + y21), G2 = G−H(x22 + y22),
G3 = H(x1y2 − y1x2), G4 = H(x1x2 + y1y2),
and G, H :M4 → R are the smooth functions
G :=
2
√
u21 + t
4
u1
, H :=
2t4
u21
√
u21 + t
4
.
For later use we define the smooth function
K :M4 → R, K := G−Hu1 = 4G−1.
From this it becomes evident that gt satisfies condition (1). One further computes the
volume form dM4 = ωt ∧ ωt to be V (dz1 ∧ dz¯1 ∧ dz2 ∧ d¯z2), where V ≡ 2. By the
general theory of Ka¨hler manifolds [13] the Ricci–form Ric = i ∂ ∂ logV then vanishes
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and it follows immediately that the Riemannian curvature tensor with respect to the
decomposition
∧2
(M4) =
∧2
+(M
4)⊕∧2−(M4) is given by
R =
(
W+ 0
0 W−
)
+
(
0 B∗
B 0
)
− S
12
=
(
W+ 0
0 0
)
,
whereW− andW+ are the negative and positive part of the Weyl tensor respectively, B is
the trace–free part of the Ricci tensor and S denotes the scalar curvature. The condition
B = 0 implies that (H2, gt) is an Einstein space and the vanishing of W− means that
(H2, gt) is self–dual; the latter is equivalent to the statement that the bundle
∧2
−(M
4) is
flat which in turn implies that there exist three parallel forms on
∧2
−(M
4). These forms
can be chosen as ωt and the two closed 2–forms σ2, σ3 defined by σ2 + iσ3 = dz1 ∧ dz2.
One can show that the triple (ω1, σ2, σ3) may locally be written in the form (1) and thus
forms a hyperka¨hler structure on M4 and hence on H2.
We consider now the projection
p : H2 = T ∗P1(C) −→ P1(C) ∼= C ∪ {∞} ∼= S2,
which is explicitly given by [α, β, γ] 7→ [α : β] 7→ α/β. The function u1 is invariant
under the standard action of U(2) on C2 resp. C2 \ {0} / {±1} ≃ M4, which is given
by its matrix representation. On the other hand, U(2) acts as a group of holomorphic
transformations on C ∪ {∞} by the so–called Mo¨bius transform(
a b
c d
)
z =
az + b
cz + d
,
resp. on P1(C) by (
a b
c d
)
[α : β] = [aα+ bβ : cα+ dβ].
Taking the mapping p˜ := p◦π−11 : C2 \{0} / {±1} → P1(C), which is given by p˜[z1, z2] =
[z1 : z2], one therefore sees that
p˜
((
a b
c d
)
[z1, z2]
)
=
(
a b
c d
)
p˜[z1, z2],
which means that the diagram
H2 \ P1(C) π1≃
✲ C2 \ {0} / {±1}
✠ 
 
 
 
 
p˜
P1(C)
❄
p
is compatible with the group action of U(2). Since the set C2 \ {0} / {±1} is mapped by
U(2) onto itself, it follows that, by extending the action of U(2) to H2, the exceptional
curve in H2 must be mapped onto itself, too. The projection p : H2 → P1(C) is therefore
also compatible with the U(2)–action. Since u1 vanishes on the zero section, it becomes
U(2)–invariant on H2. The Ka¨hler metric ωt and the Riemannian metric gt, which are
defined by means of the function u1, are thus also invariant under U(2) in H
2.
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3. Hypersurfaces in (T ∗P1(C), gt) and their inner geometry
We now introduce certain hypersurfaces in T ∗P1(C) and to this end consider for any
curve Γ(s) = u(s) + iv(s) = r(s)eiϕΓ(s) in C ∪ {∞} its preimage
M3Γ := p
−1(Γ) =
{
[Γ(s), 1, γ] ∈ H2 : γ ∈ C} ,
obtaining a real three–dimensional hypersurface in H2. Let ht be the Riemannian metric
on M3Γ induced by gt. The three–manifold M
3
Γ is open and in case of a closed curve its
end is of topological type T 2× (0,∞)/ {±1}, where T 2 = S1×S1 is the two–dimensional
torus. The hypersurfacesM3Γ are asymptotically flat, but no ALE spaces, since their end
is not modeled on the end of R3/G . Note that M3Γ is a one–dimensional complex vector
bundle over Γ.
Since p : H2 → P1(C) is compatible with the action of U(2), and since gt and hence ht
are invariant under this action, M3Γ is mapped isometrically onto M
3
AΓ, where A ∈ U(2).
Remember that under Mo¨bius transforms generalized circles in C are mapped again into
generalized circles.
We will now compute the inner geometry of the hypersurfaces M3Γ and assume from
now on that Γ(s) is parametrized by arc length. Using the projection p one obtains a
parametrization Ψ : [0, LΓ)× (0,∞)× [0, 2π)→ π1(M3Γ ∩M4), (s, ̺, ϕ) 7→ [x1, y1, x2, y2]
of the hypersurfaces M3Γ outside the zero section
M3Γ ∩M4 ≃
{[
̺(u(s) cosϕ− v(s) sinϕ), ̺(v(s) cosϕ+ u(s) sinϕ), ̺ cosϕ, ̺ sinϕ
]}
,
where s is the length parameter of Γ and
√
γ = ̺ · eiϕ ∈ C∗ denotes the parameter of
the fiber over Γ. All the following calculations will be performed in M3Γ ∩M4, which is
dense in M3Γ. The vector fields on M
3
Γ induced by the parametrization Ψ read
∂s = Ψ∗ (∂s) =
(
̺(u˙ cosϕ− v˙ sinϕ), ̺(v˙ cosϕ+ u˙ sinϕ), 0, 0
)
,
∂̺ = Ψ∗ (∂̺) =
(
u cosϕ− v sinϕ, v cosϕ+ u sinϕ, cosϕ, sinϕ
)
,
∂ϕ = Ψ∗ (∂ϕ) =
(
− ̺(u sinϕ+ v cosϕ), −̺(v sinϕ− u cosϕ), −̺ sinϕ, ̺ cosϕ
)
.
Further, one has
∣∣Γ˙(s)∣∣2 = u˙2 + v˙2 = r˙2 + r2ϕ˙2Γ = 1,
since s is the arc length parameter of Γ. Note also that uu˙+vv˙ = rr˙ and uv˙−vu˙ = r2ϕ˙Γ.
Moreover, outside the zero section the following identities hold:
(x21 + y
2
1)
∣∣M3Γ = ̺2r2, (x22 + y22)∣∣M3Γ = ̺2,
(x1y2 − y1x2)∣∣M3Γ = −v̺2, (x1x2 + y1y2)∣∣M3Γ = u̺2,
and u1|M3Γ = ̺
2(r2 + 1). Let ht be the Riemannian metric on M
3
Γ induced by gt. In the
case of a closed curve Γ the hypersurface (M3Γ, ht) is a complete Riemannian manifold
for t 6= 0. Making use of the above relations one obtains the following proposition.
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Proposition 1. On M3Γ∩M4, the coefficients of the induced Riemannian metric ht with
respect to the local coordinate frame {∂s, ∂̺, ∂ϕ} are given by
h11 = (K +H̺
2)̺2, h12 = rr˙̺K,
h13 = ϕ˙Γr
2̺2K, h22 = (r
2 + 1)K,
h23 = 0, h33 = (r
2 + 1)̺2K.
The function K is given on M3Γ ∩M4 by the formula
K =
2̺2(r2 + 1)√
̺4(r2 + 1)2 + t4
,
and the functions G and H by
G :=
2
√
̺4(r2 + 1)2 + t4
̺2(r2 + 1)
, H :=
2t4
̺4(r2 + 1)2
√
̺4(r2 + 1)2 + t4
.
In order to compute the relevant geometric quantities of M3Γ it turns out to be con-
venient to work within the framework of Cartan. For this purpose we determine an
orthonormal frame with respect to ht by the ansatz
Y1 =
1√
h22
∂̺, Y2 =
1√
h33
∂ϕ, Y3 = D∂s+E ∂̺+F ∂ϕ .(3a)
The vector fields Y1 and Y2 are normalized to length 1; since h23 = 0, they are orthogonal
to each other. From the condition ht(Y1, Y3) = ht(Y2, Y3) = 0 together with ht(Y3, Y3) =
1 one obtains
D = h22Σ, E = −h12Σ, F = −h13
̺2
Σ.(3b)
Here we have introduced the function Σ := ̺
√
(det ht)−1 and one computes
detht = h22(h11h33 − h212̺2 − h213) = 4(r2 + 1)K̺4 =
8̺6(r2 + 1)2√
̺4(r2 + 1)2 + t4
> 0.
The vector fields {Y1, Y2, Y3} are defined on M3Γ ∩M4 and outside the exceptional curve
do represent a global section in the frame bundle of M3Γ. Note that since h22 is positive,
D is always positive. The local base of 1–forms
{
ω1, ω2, ω3
}
dual to the orthonormal
frame is then given by
ω1 =
√
h22
(
d̺− E
D
ds
)
, ω2 =
√
h33
(
dϕ− F
D
ds
)
, ω3 =
1
D
ds,(4)
and the connection forms ωji = ht(∇Yj , Yi) of the Levi–Civita–connection ∇ on M3Γ as
well as the components of the Riemannian curvature tensor Rjkli = Rklij are uniquely
determined by Cartan’s structure equations
dωi =
3∑
j=1
ωij ∧ ωj,(5)
dωij =
3∑
k=1
ωik ∧ ωkj + 1
2
3∑
k,l=1
Rjkliω
k ∧ ωl.(6)
We determine now the connection forms of the considered hypersurfaces.
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Proposition 2. With respect to the orthonormal frame (3), the forms ωji of the Levi–
Civita connection on M3Γ ∩M4 are given by
ω12 =
1√
h22
(
1
̺
+
1
2
(logK),̺
)
ω2 =
(
1 +
̺
2
(logK),̺
)(
dϕ− F
D
ds
)
,
ω13 = − 1√
h22
(logD),̺ ω
3 = − 1
D
√
h22
(logD),̺ ds,
ω23 = 0.
Proof. Using the orthonormal frame {Y1, Y2, Y3} on M3Γ ∩M4, the components of the
Levi–Civita–connection can be obtained via the formulas
2ht(∇YiYj , Yk) = ht([Yi, Yj ], Yk)− ht([Yj , Yk], Yi) + ht([Yk, Yi], Yj),(7)
resulting from the Koszul–formula. A direct computation of the commutators yields
[Y1, Y2] = − 1√
h22
(
1
̺
+
1
2
K,̺
K
)
Y2,
[Y1, Y3] =
(
E,̺ +
D
2h22
(
2rr˙K + (r2 + 1)K,s
)
+
E
2h22
(r2 + 1)K,̺ − E
D
D,̺
)
Y1
+ ̺
(
F,̺ − F
D
D,̺
)
Y2 +
1√
h22
D,̺
D
Y3,
[Y2, Y3] =
(
D
2h33
̺2
(
2rr˙K + (r2 + 1)K,s
)
+
E
2h33
(r2 + 1)(2̺K + ̺2K,̺)
)
Y2.
Now, a short calculation gives
(r2 + 1)K,s = rr˙̺K,̺,(8)
by which one further calculates
E,̺ − E
D
D,̺ = Σ
(
h12
h22
(r2 + 1)K,̺ − rr˙K − rr˙̺K,̺
)
= −Σrr˙K,
D
(
2rr˙K + (r2 + 1)K,s
)
+ E(r2 + 1)K,̺ = 2(r
2 + 1)rr˙K2Σ,
which shows that the first coefficient of [Y1, Y3] vanishes. Similarly, it can be seen that
the second coefficient is also zero, since
F,̺ − F
D
D,̺ = −h13,̺ 1
̺2
Σ− h13
(
−2 1
̺3
Σ+
1
̺2
Σ,̺
)
+ h13
1
̺2
Σ
1
(r2 + 1)KΣ
(r2 + 1) (K,̺Σ +KΣ,̺)
= Σ
(
−r2ϕ˙Γ(2̺K + ̺2K,̺) 1
̺2
+ 2r2ϕ˙Γ
(
1
̺
K +
1
2
K,̺
))
= 0,
and by using (8) again one sees that the commutator [Y2, Y3] vanishes completely. In the
equations (7) therefore only the terms
ht([Y2, Y1], Y2) =
1√
h22
(
1
̺
+
1
2
(logK),̺
)
, ht([Y3, Y1], Y3) = − 1√
h22
(logD),̺,
are non–trivial, and for the forms ωij this gives the stated expressions.
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Summing up, one obtains that the structure equations (5) read
dω1 = ω12 ∧ ω2 + ω13 ∧ ω3 = 0,
dω2 = ω21 ∧ ω1 + ω23 ∧ ω3 = 1√
h22
(
1
̺
+
1
2
(logK),̺
)
ω1 ∧ ω2,
dω3 = ω31 ∧ ω1 + ω32 ∧ ω2 = − 1√
h22
(logD),̺ ω
1 ∧ ω3.
We are now able to compute the components of the Riemannian curvature tensor as
well as the Ricci tensor and the scalar curvature of the hypersurface M3Γ.
Proposition 3. With respect to the section (3), the components of the Riemannian cur-
vature tensor R of the hypersurfaces (M3Γ, ht) are given by
R1212 =
1
2h22
(
1
̺
(logK),̺ + (logK),̺̺
)
,
R2323 = − 1
2h22
(
2
̺
+ (logK),̺
)
(logD),̺,
R1313 =
1
2h22
(−2(logD),̺̺ + (logK),̺(logD),̺ + 2(logD)2,̺) ,
while R1213, R2312 and R2313 vanish.
Proof. We calculate the components of R by using the structure equations (6) of the
hypersurface M3Γ. By Proposition 2 the 2–forms ω13 ∧ ω32 and ω12 ∧ ω23 vanish and
ω21 ∧ ω13 = 1
h22
(
1
̺
+
1
2
(logK),̺
)
(logD),̺ ω
2 ∧ ω3.
Further, the differentials dωij of the connection forms are given by
dω12 =
(̺
2
(logK),̺
)
,̺
d̺ ∧ dϕ+
(̺
2
(logK),̺
)
,s
ds ∧ dϕ
−
(
F
D
(
1 +
̺
2
(logK),̺
))
,̺
d̺ ∧ ds
=
(
1
2
(logK),̺ +
̺
2
(logK),̺̺
)
1
h22̺
ω1 ∧ ω2
−
((
1
2
(logK),̺ +
̺
2
(logK),̺̺
)
E√
h33
+
̺
2
(logK),s̺
D√
h33
)
ω2 ∧ ω3,
dω13 = −
(
1
D
√
h22
(logD),̺
)
,̺
d̺ ∧ ds
=
(
− 1
h22
(logD),̺̺ +
1
2h22
(logK),̺(logD),̺ +
1
h22
(logD)2,̺
)
ω1 ∧ ω3,
dω23 = 0,
and one obtains the stated formulas for the components Rijkl of the curvature tensor by
using (6). Notice that
((logK),̺ + ̺(logK),̺̺)E + ̺(logK),s̺D
= ((logK),̺ + ̺(logK),̺̺) (−rr˙̺KΣ) + ̺
(
̺rr˙
r2 + 1
(logK),̺
)
,̺
(r2 + 1)KΣ = 0,
implying that R2312 vanishes.
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Theorem 1. The components Rij of the Ricci tensor Ric of the Riemannian C
∞–
manifolds (M3Γ, ht) are given with respect to the orthonormal frame (3) by
Ric =
1
2
(
̺4(r2 + 1)2 + t4
)3/2

 2t4 0 00 2t4 − ̺4(r2 + 1)2 0
0 0 −4t4 − ̺4(r2 + 1)2

 ,
and the scalar curvature is
S = R11 +R22 +R33 = − ̺
4(r2 + 1)2(
̺4(r2 + 1)2 + t4
)3/2 .
Proof. One computes
(logK),̺ =
2t4(
̺4(r2 + 1)2 + t4
)
̺
,
(logK),̺̺ = − 2t
4(
̺4(r2 + 1)2 + t4
)
̺2
− 8t
4̺2(r2 + 1)2(
̺4(r2 + 1)2 + t4
)2 ,
(logΣ),̺ = −1
̺
− t
4(
̺4(r2 + 1)2 + t4
)
̺
= −1
̺
− 1
2
(logK),̺,
(logD),̺ = (logK),̺ + (log Σ),̺ = −1
̺
+
1
2
(logK),̺,
obtaining thus, with the previous proposition, for the components Rij =
∑3
k=1Rikkj of
the Ricci tensor that
R11 =
1
2h22
[
−1
̺
(logK),̺ − (logK),̺̺ − (logK),̺
(
−1
̺
+
1
2
(logK),̺
)
−2
(
1
̺2
− 1
̺
(logK),̺ +
1
4
(logK)2,̺
)
+ 2
(
1
̺2
+
1
2
(logK),̺̺
)]
=
1
2h22
(
−(logK)2,̺ + 2
1
̺
(logK),̺
)
,
R22 =
1
2h22
[
−1
̺
(logK),̺ − (logK),̺̺ + 1
̺2
(
2 + ̺ (logK),̺
)(
−1 + ̺
2
(logK),̺
)]
=
1
2h22
(
−1
̺
(logK),̺ − (logK),̺̺ − 2
̺2
+
1
2
(logK)2,̺
)
,
R33 =
1
2h22
[
−(logK),̺
(
−1
̺
+
1
2
(logK),̺
)
− 2
(
1
̺2
− 1
̺
(logK),̺ +
1
4
(logK)2,̺
)
+2
(
1
̺2
+
1
2
(logK),̺̺
)
+
1
̺
(
2 + ̺(logK),̺
)(
−1
̺
+
1
2
(logK),̺
)]
=
1
2h22
(
(logK),̺̺ − 1
2
(logK)2,̺ +
3
̺
(logK),̺ − 2
̺2
)
,
the remaining coefficients being equal to zero. In the same way as the components of the
Riemannian curvature tensor turn out to be bounded when ̺ → 0, the components of
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Ric and thus S stay bounded, too. Explicitly one has
R11 =
1
̺2(r2 + 1)2
(
̺4(r2 + 1)2 + t4
)3/2
(
t4
̺2
(
̺4(r2 + 1)2 + t4
)
− t
8
̺2
)
=
t4(
̺4(r2 + 1)2 + t4
)3/2 ,
R22 =
1
2̺2(r2 + 1)2
(
̺4(r2 + 1)2 + t4
)3/2
(
− t
4
̺2
(
̺4(r2 + 1) + t4
)
+
t8
̺2
+
t4
̺2
(
̺4(r2 + 1)2 + t4
)
+ 4t4̺2(r2 + 1)2 − 1
̺2
(
̺8(r2 + 1)4 + t8 + 2̺4(r2 + 1)4
))
=
2t4 − ̺4(r2 + 1)2
2
(
̺4(r2 + 1)2 + t4
)3/2 ,
R33 =
1
2̺2(r2 + 1)2
(
̺4(r2 + 1)2 + t4
)3/2
(
− t
4
̺2
(
̺4(r2 + 1)2 + t4
)
− 4t4̺2(r2 + 1)2
− t
8
̺2
+
3t4
̺2
(
̺4(r2 + 1)2 + t4
)
− 1
̺2
(
̺8(r2 + 1)4 + t8 + 2̺4(r2 + 1)2t4
))
=
−4t4 − ̺4(r2 + 1)2
2
(
̺4(r2 + 1)2 + t4
)3/2 ,
showing that the divergent terms cancel out and the assertion follows.
Hence, the scalar curvature S is negative and tends as 1/̺2(r2 + 1) to zero as ̺ and
r go to infinity. For t 6= 0 all components of the Riemannian and Ricci tensor as well
as S remain regular at ̺ = 0 and are therefore defined everywhere on the Riemannian
manifolds M3Γ. For t = 0 the scalar curvature degenerates at ̺ = 0 in concordance with
the fact that the hypersurfaces M3Γ are no longer complete in this case.
4. The second fundamental form of the hypersurfaces M3Γ
We proceed now studying the second fundamental form of the hypersurfaces M3Γ. In
order to do so, we need the Levi–Civita connection ∇H2 of the Eguchi–Hanson space
(H2, gt). It can be obtained from the Koszul formula, which reads for commuting vector
fields as follows:
2gt(∇H2X Y, Z) = X(gt(Y, Z)) + Y (gt(Y, Z))− Z(gt(X,Y )).
In the following we will denote the coordinates x1, y1, x2, y2 of the dense complex manifold
M4 ⊂ H2 by x1, x2, x3, x4 so that the components of ∇H2 on M4 are given by
Γijk =
1
2
(
∂ gik
∂ xj
+
∂ gjk
∂ xi
− ∂ gij
∂ xk
)
, Γkij = g
klΓijl.(9)
Because of the symmetry
gkl(xm) = gk¯l¯(xm), k¯ := k + 2 mod 4,(10)
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of the covariant coefficients of the metric one obtains, for the Christoffel symbols, the
relations
Γklm(xn) = Γk¯l¯m(xn¯).(11)
Now the contravariant coefficients gij of gt are given by the matrix
g−1t =
1√
det gt


G2 0 G4 G3
0 G2 −G3 G4
G4 −G3 G1 0
G3 G4 0 G1

 ,
where det gt = (G1G2−G23−G24)2 = 16. Further, the derivatives of the functions G and
H are
G,xi = −2xiH, H,xi = −2xiI,
with I := 2t4(3u21+ t
4)/u31(u
2
1 + t
4)3/2. A straightforward calculation yields the Christof-
fel symbols of the first kind.
Proposition 4. The Christoffel symbols of the first kind of the Eguchi–Hanson space
(H2, gt) are given on M
4 by
Γ111 = −x1(2H − I(x21 + x22)), Γ114 = −2I
(
x1x2x3 +
1
2
x4(x
2
2 − x21)
)
,
Γ112 = x2(2H − I(x21 + x22)), Γ131 = −x3(H − I(x21 + x2)),
Γ113 = 2I
(
x1x2x4 +
1
2
x3(x
2
1 − x22)
)
, Γ132 = x4(H − I(x21 + x22));
the remaining ones can be obtained from these by taking into account the symmetry
Γijk = Γjik as well as the relations (11) together with the additional symmetries
Γ22i = −Γ11i, Γ44i = −Γ33i, Γ23i = Γ14i, Γ24i = −Γ13i
and
Γ12i = Γ11(i−1), Γ14i = Γ13(i−1), Γ34i = Γ33(i−1) for i even,
Γ12i = −Γ11(i+1), Γ14i = −Γ13(i+1), Γ34i = −Γ33(i+1) for i odd.
The Christoffel symbols of the second kind are derived from these formulas as indicated
in (9). By the symmetries of the Levi–Civita connection ∇H2 it is sufficient to compute
only six of them explicitly. So one has
Γ111 = −
1
4
x1G(2H − I(x21 + x22)) +
1
4
H
[
x1(x
2
3 + x
2
4)(2H − I(x21 + x22))
+ 2I
[
(x1x3 + x2x4)
(
x1x2x4 +
1
2
x3(x
2
1 − x22)
)
− (x1x4 − x2x3)
(
x1x2x3 +
1
2
x4(x
2
2 − x21)
)]]
= x1
[
− 1
4
G(2H − I(x21 + x22)) +
1
2
H2(x23 + x
2
4) +
1
4
HI
[
− (x21 + x22)(x23 + x24)
+ (x23 + x
2
4)(x
2
1 − x22) + 2(x22x24 + x22x23)
]]
= x1A1,
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where we have introduced A1 =
1
2H
2(x23 + x
2
4)− 14G(2H − I(x21 + x22)). In a similar way
one obtains
Γ211 = −x2A1.
Further one checks that
Γ311 =
1
4
GΓ113 +
1
4
H
[
− Γ113(x21 + x22)
− (2H − I(x21 + x22))
[
x1(x1x3 + x2x4) + x2(x1x4 − x2x3)
]]
=
1
4
GΓ113 − 1
2
H2(2x1x2x4 + x3(x
2
1 − x22))
+
1
4
H
[
− Γ113(x21 + x22) + I(x21 + x22)(2x1x2x4 + x3(x21 − x22))
]
=
1
2
C(x1x2x4 +
1
2
x3(x
2
1 − x22)),
as well as
Γ411 = −
1
2
C(x1x2x3 +
1
2
x4(x
2
2 − x21)),
where C = (IG− 2H2). Finally, one calculates
Γ113 =
1
4
GΓ131 +
1
4
H
[
− Γ131(x23 + x24)
+ (H − I(x23 + x24))
[ − x1(x2x4 + x1x3) + x2(x1x4 − x2x3)]]
= −1
4
x3
[
G(H − I(x21 + x22)) +H2(−x23 − x24 + x21 + x22)
]
+
1
4
HI
[
x3(x
2
1 + x
2
2)(x
2
3 + x
2
4)− x3(x23 + x24)(x21 + x22)
]
= −x3B1,
Γ213 = x4B1,
with B1 given by B1 =
1
4
[
G(H − I(x21 + x22)) + H2(x21 + x22 − x23 − x24)
]
. Taking into
account the relations (10), (11) one thus obtains that the Γijk are given as follows.
Proposition 5. The components Γijk of the Levi–Civita connection of the Eguchi–Hanson
space (H2, gt) are given on M
4 by
Γ111 = x1A1, Γ
3
33 = x3A2,
Γ211 = −x2A1, Γ433 = −x4A2,
Γ311 =
C
2
(
x1x2x4 +
1
2
x3(x
2
1 − x22)
)
, Γ133 =
C
2
(
x2x3x4 +
1
2
x1(x
2
3 − x24)
)
,
Γ411 = −
C
2
(
x1x2x3 +
1
2
x4(x
2
2 − x21)
)
, Γ233 = −
C
2
(
x1x3x4 +
1
2
x2(x
2
4 − x23)
)
,
Γ113 = −x3B1, Γ313 = −x1B2,
Γ213 = x4B1, Γ
4
13 = x2B2,
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where
A1 =
1
2
H2(x23 + x
2
4)−
1
4
G(2H − I(x21 + x22)),
B1 =
1
4
[
G(H − I(x21 + x22)) +H2(x21 + x22 − x23 − x24)
]
,
A2 =
1
2
H2(x21 + x
2
2)−
1
4
G(2H − I(x23 + x24)),
B2 =
1
4
[
G(H − I(x23 + x24)) +H2(x21 + x22 − x23 − x24)
]
and C = (IG−2H2). All remaining Γijk can be obtained from the above by using Γkij = Γkji
as well as the relations
Γi22 = −Γi11, Γi44 = −Γi33, Γi23 = Γi14, Γi24 = −Γi13
and
Γi12 = Γ
(i−1)
11 , Γ
i
14 = Γ
(i−1)
13 , Γ
i
34 = Γ
(i−1)
33 for i even,
Γi12 = −Γ(i+1)11 , Γi14 = −Γ(i+1)13 , Γi34 = −Γ(i+1)33 for i odd.
In order to describe the outer geometry of the hypersurfaces M3Γ, we first determine
a field of unit normal vectors N :M3Γ → (TM3Γ)⊥ on M3Γ. Up to orientation such a field
is given by the conditions
gt(Yi, N) = 0, i = 1, 2, 3, gt(N,N) = 1,
which are equivalent to the system of equations
N1(u cosϕ− v sinϕ)K +N2(v cosϕ+ u sinϕ)K +N3K cosϕ+N4K sinϕ = 0,
−N1(u sinϕ+ v cosϕ)K −N2(v sinϕ− u cosϕ)K −N3K sinϕ+N4K cosϕ = 0,{
N1(u˙ cosϕ− v˙ sinϕ) +N2(v˙ cosϕ+ u˙ sinϕ)
}
(K +H̺2)−N3(cosϕ(vv˙ + uu˙)
+ sinϕ(u˙v − v˙u))H̺2 −N4(sinϕ(vv˙ + uu˙)− cosϕ(u˙v − v˙u))H̺2 = 0,
(N21 +N
2
2 )(K +H̺
2) + (N23 +N
2
4 )(K +H̺
2r2) + 2(N4N1 −N3N2)v̺2H
−2(N3N1 +N4N2)u̺2H = 0.
By solving these equations with respect to the components Ni of the unit normal vectors
one obtains the following proposition.
Proposition 6. On M3Γ ∩M4 a field of unit normal vectors is given by
N =
1
2
√
K
r2 + 1
(w1,−w2,−rw3, rw4),
where the functions wi are
w1 = v˙ cosϕ+ u˙ sinϕ, w2 = u˙ cosϕ− v˙ sinϕ,
w3 = r˙ sinϕ+ rϕ˙Γ cosϕ, w4 = r˙ cosϕ− rϕ˙Γ sinϕ.
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We note that w2 and w1 can be viewed as the real and imaginary part of Γ˙(s)e
iϕ,
w4 and w3 as the real and imaginary part of Γ˙(s)e
iϕe−iϕΓ respectively. By construction
the hypersurfaces M3Γ are imbedded in H
2. If N denotes the field of unit normal vectors
determined above, the second fundamental form of M3Γ is defined by
II : X (M3Γ ∩M4)×X (M3Γ ∩M4) −→ F(M3Γ), II(X,Y ) = gt(X,∇H
2
Y N).(12)
It is symmetric and bilinear. In the following we will write the coordinates s, ̺, ϕ as
η1, η2, η3, and denote the components of II with respect to the induced frame of coordinate
vector fields by IIij . For shortness, we will simply write ∇ for ∇H2 in the remaining of
this section. Explicitly,
∇∂ηjN(p) =
(
∂ηj Ni(p) +Ni(p)∇∂ηj
)
∂xi |p,
∇∂ηj ∂xi |p = dxk(∂ηj )(p) Γlki(p) ∂xl |p,
(13)
where p ∈M3Γ ∩M4. On M3Γ ∩M4 the coordinates x1, x2, x3, x4 can be expressed by the
coordinates s, ϕ, ̺ according to
x1 = ̺ ζ1, x2 = ̺ ζ2, x3 = ̺ cosϕ, x4 = ̺ sinϕ,
where we have defined
ζ1 = u cosϕ− v sinϕ, ζ2 = v cosϕ+ u sinϕ.
Thus one obtains that on M3Γ ∩M4 the polynomials appearing in the expressions for the
Γijk are given by[
x1x2x4 +
1
2
x3(x
2
1 − x22)
]
|M3Γ = ̺
3
[
− uv sinϕ+ (u2 − v2)1
2
cosϕ
]
,[
x1x2x3 +
1
2
x4(x
2
2 − x21)
]
|M3Γ = ̺
3
[
uv cosϕ+ (u2 − v2)1
2
sinϕ
]
,[
x2x3x4 +
1
2
x1(x
2
3 − x24)
]
|M3Γ =
̺3
2
[v sinϕ+ u cosϕ],[
x1x3x4 +
1
2
x2(x
2
4 − x23)
]
|M3Γ =
̺3
2
[u sinϕ− v cosϕ].
We compute now the covariant derivatives ∇∂ηiN . To this end we first note the
relations
w3 cosϕ− w4 sinϕ = rϕ˙Γ, w4 cosϕ+ w3 sinϕ = r˙,
w2 cosϕ+ w1 sinϕ = u˙, w1 cosϕ− w2 sinϕ = v˙,(14)
ζ1w2 + w1ζ2 = rr˙, ζ1w1 − ζ2w2 = r2ϕ˙Γ.
Because of
ru˙ = r(r˙ cosϕΓ − rϕ˙Γ sinϕΓ) = r˙u− rϕ˙Γv,
rv˙ = r(r˙ sinϕΓ + rϕ˙Γ cosϕΓ) = r˙v + rϕ˙Γu
one has further
rw1 = cosϕ(r˙v + rϕ˙γu) + sinϕ(r˙u− rϕ˙Γv) = uw3 + vw4,(15a)
rw2 = cosϕ(r˙u− rϕ˙γv)− sinϕ(r˙v + rϕ˙Γu) = −vw3 + uw4,(15b)
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and thus
rw3 = cosϕΓ(uw3 + vw4)− sinϕΓ(−vw3 + uw4) = uw1 − vw2,(15c)
rw4 = sinϕΓ(uw3 + vw4) + cosϕΓ(−vw3 + uw4) = w1v + w2u.(15d)
Proposition 7.
∇∂sN =
4∑
i=1
(Ni,s +Φ(r˙Ni + rϕ˙ΓNi,ϕ)) ∂xi = N,s +Φ(r˙N + rϕ˙ΓN,ϕ),
where Φ = − 14HK̺2r.
Proof. By using the symmetries of the Christoffel symbols Γkij one has
∇∂sN =
4∑
i=1
[
Ni,s +
4∑
k=1
Nk
(
Γi1k̺w2 + Γ
i
2k̺w1
) ]
∂xi
=
4∑
i=1
[
Ni,s + ̺Γ
i
11(N1w2 −N2w1) + ̺Γi12(N2w2 +N1w1)
+ ̺Γi13(N3w2 −N4w1) + ̺Γi14(N4w2 +N3w1)
]
∂xi
=
4∑
i=1
[
Ni,s + ̺
1
2
√
K
r2 + 1
(2Γi11w1w2 + Γ
i
12(w
2
1 − w22)
+ Γi13r(−w3w2 − w4w1) + Γi14r(w4w2 − w3w1))
]
∂xi .
The first component of ∇∂sN reads
dx1(∇∂sN) = N1,s +
1
2
√
K
r2 + 1
̺2r(A1 +B1)(r˙w1 + rϕ˙Γw2),
since by the relations (14) one has
2Γ111w1w2 + Γ
1
12(w
2
1 − w22) = A1̺(2ζ1w1w2 + ζ2(w21 − w22))
= A1̺[w1(ζ1w2 + w1ζ2) + w2(ζ1w1 − ζ2w2)]
= A1̺r(r˙w1 + rϕ˙Γw2),
Γ113r(−w3w2 − w4w1) + Γ114r(w4w2 − w3w1)
= B1̺r[cosϕ(w2w3 + w1w4)− sinϕ(w4w2 − w3w1)]
= B1̺r[w2(w3 cosϕ− w4 sinϕ) + w1(w4 cosϕ+ w3 sinϕ)]
= B1̺r(w2rϕ˙Γ + w1r˙).
The second component is given by
dx2(∇∂sN) = N2,s +
1
2
√
K
r2 + 1
̺2r(A1 +B1)(−r˙w2 + rϕ˙Γw1),
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as can be verified by an analogous calculation. As far as the third component is concerned,
using also the relations (15) one computes
2Γ311w1w2 + Γ
3
12(w
2
1 − w22) =
1
2
̺3C
[(
− uv sinϕ+ u
2 − v2
2
cosϕ
)
2w1w2
+
(
uv cosϕ+
u2 − v2
2
sinϕ
)
(w21 − w22)
]
=
1
2
̺3C
[
uv
(
w1(−w2 sinϕ+ w1 cosϕ) + w2(−w1 sinϕ− w2 cosϕ)
)
+
u2 − v2
2
(
w1(w2 cosϕ+ w1 sinϕ) + w2(w1 cosϕ− w2 sinϕ)
)]
=
1
2
̺3C
[
uv(w1v˙ − w2u˙) + u
2 − v2
2
(w1u˙+ w2v˙)
]
=
1
2
̺3C
[
vw1
2
(v˙u− u˙v) + uw2
2
(−u˙v + v˙u) + uw1
2
(vv˙ + uu˙)− vw2
2
(uu˙+ vv˙)
]
=
1
4
̺3C[(vw1 + uw2)r
2ϕ˙Γ + (uw1 − vw2)rr˙] = 1
4
̺3r2C(rϕ˙Γw4 + r˙w3)
and
Γ313r(−w3w2 − w4w1) + Γ314r(w4w2 − w3w1)
= B2̺r[−ζ1(−w2w3 − w1w4)− ζ2(w4w2 − w3w1)]
= B2̺r[w3(ζ1w2 + ζ2w1) + w4(ζ1w1 − ζ2w2)] = B2̺r2(w3r˙ + w4rϕ˙Γ),
so that
dx3(∇∂sN) = N3,s +
1
2
√
K
r2 + 1
̺2r2
(
1
4
̺2C +B2
)
(r˙w3 + rϕ˙Γw4).
In the same way one verifies for the fourth component that
dx4(∇∂sN) = N4,s +
1
2
√
K
r2 + 1
̺2r2
(
1
4
̺2C +B2
)
(−r˙w4 + rϕ˙Γw3).
The stated expression for ∇∂sN then follows by noting that the equalities
A1 +B1 =
1
4
(H2̺2(r2 + 1)−GH) = −1
4
HK,
1
4
C̺2 +B2 =
1
4
(IG− 2H2)̺2 + 1
4
(G(H − I̺2)−H2̺2(r2 − 1))
=
1
4
H(G−H̺2(r2 + 1)) = 1
4
HK
hold and that the derivatives Ni,ϕ of the components of the normal vector with respect
to ϕ are given by the components Ni according to
Ni,ϕ = Ni−1 for i even, Ni,ϕ = −Ni+1 for i odd,(16)
thus finishing the proof. We remark that, since ∇gt = 0, one has that gt(N,∇YN) = 0
for all vector fields Y ∈ X (M3Γ), and a computation indeed shows that the normal part
of ∇∂sN vanishes.
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Proposition 8.
∇∂̺N = 0.
Proof. One computes
∇∂̺N =
4∑
i=1
[
Ni,̺ +
4∑
k=1
Nk
(
Γi1kζ1 + Γ
i
2kζ2 + Γ
i
3k cosϕ+ Γ
i
4k sinϕ
)]
∂xi
=
4∑
i=1
[
Ni,̺ + Γ
i
11(N1ζ1 −N2ζ2) + Γi12(N2ζ1 +N1ζ2)
+ Γi13(N3ζ1 −N4ζ2 +N1 cosϕ−N2 sinϕ)
+ Γi14(N4ζ1 +N3ζ2 +N2 cosϕ+N1 sinϕ)
+ Γi33(N3 cosϕ−N4 sinϕ) + Γi34(N4 cosϕ+N3 sinϕ)
]
∂xi .
Once again we calculate the components of ∇∂̺N separately. By using the symmetries
of the Γijk and (14), (15) one obtains
Γ111(N1ζ1 −N2ζ2) + Γ112(N2ζ1 +N1ζ2)
=
1
2
√
K
r2 + 1
A1̺[ζ1(w1ζ1 + w2ζ2) + ζ2(−w2ζ1 + w1ζ2)] = 1
2
√
K
r2 + 1
A1̺r
2w1,
Γ113
(
N3ζ1 −N4ζ2 +N1 cosϕ−N2 sinϕ
)
+ Γ114
(
N4ζ1 +N3ζ2 +N2 cosϕ+N1 sinϕ
)
= −1
2
√
K
r2 + 1
B1̺
[
cosϕ
(
r(−w3ζ1 − w4ζ2) + w1 cosϕ+ w2 sinϕ
)
+sinϕ
(
r(w4ζ1 − w3ζ2)− w2 cosϕ+ w1 sinϕ
)]
= −1
2
√
K
r2 + 1
B1̺
[
w1 + rw4(ζ1 sinϕ− ζ2 cosϕ)− rw3(ζ2 sinϕ+ ζ1 cosϕ)
]
= −1
2
√
K
r2 + 1
B1̺[w1 + rw4(−v)− rw3u] = −1
2
√
K
r2 + 1
B1̺(1− r2)w1,
Γ133(N3 cosϕ−N4 sinϕ) + Γ134(N4 cosϕ+N3 sinϕ)
=
1
4
√
K
r2 + 1
r̺3C
[(
v
2
sinϕ+
u
2
cosϕ
)
(−w3 cosϕ− w4 sinϕ)
+
(
u
2
sinϕ− v
2
cosϕ
)
(w4 cosϕ− w3 sinϕ)
]
=
1
8
√
K
r2 + 1
r̺3C(−uw3 − vw4) = −1
8
√
K
r2 + 1
r2̺3Cw1,
and, moreover,
dx1(∇∂̺N) = N1,̺ +
1
2
√
K
r2 + 1
̺
(
(A1 +B1)r
2 −
(
B1 +
1
4
̺2r2C
))
w1.
A similar calculation gives for the second component the expression
dx2(∇∂̺N) = N2,̺ +
1
2
√
K
r2 + 1
̺
(
−(A1 +B1)r2 +
(
B1 +
1
4
̺2r2C
))
w2.
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One calculates further
Γ311(N1ζ1 −N2ζ2) + Γ312(N2ζ1 +N1ζ2)
=
̺3C
4
√
K
r2 + 1
[(
− uv sinϕ+ u
2 − v2
2
cosϕ
)
(w1ζ1 + w2ζ2)
+
(
uv cosϕ+
u2 − v2
2
sinϕ
)
(−w2ζ1 + w1ζ2)
]
=
̺3C
4
√
K
r2 + 1
[
− uv
(
w1(ζ1 sinϕ− ζ2 cosϕ) + w2(ζ2 sinϕ+ ζ1 cosϕ)
)
+
u2 − v2
2
(
w1(ζ1 cosϕ+ ζ2 sinϕ) + w2(ζ2 cosϕ− ζ1 sinϕ)
)]
=
̺3C
4
√
K
r2 + 1
[
− uv(−vw1 + uw2) + u
2 − v2
2
(uw1 + vw2)
]
=
̺3C
4
√
K
r2 + 1
u2 + v2
2
(uw1 − vw2) = 1
8
√
K
r2 + 1
̺3r3Cw3,
as well as
Γ313(N3ζ1 −N4ζ2 +N1 cosϕ−N2 sinϕ) + Γ314(N4ζ1 +N3ζ2 +N2 cosϕ
+N1 sinϕ) =
̺B2
2
√
K
r2 + 1
[
− ζ1
(
r(−w3ζ1 − w4ζ2) + w1 cosϕ+ w2 sinϕ
)
−ζ2
(
r(w4ζ1 − w3ζ2)− w2 cosϕ+ w1 sinϕ
)]
=
̺B2
2
√
K
r2 + 1
[
w1(−ζ1 cosϕ− ζ2 sinϕ) + w2(−ζ1 sinϕ+ ζ2 cosϕ)
+rw3(ζ
2
1 + ζ
2
2 )
]
=
̺B2
2
√
K
r2 + 1
(−uw1 + vw2 + r3w3) = 1
2
√
K
r2 + 1
̺r(r2 − 1)B2w3,
Γ333(N3 cosϕ−N4 sinϕ) + Γ334(N4 cosϕ+N3 sinϕ)
=
1
2
√
K
r2 + 1
̺rA2
[
cosϕ(−w3 cosϕ− w4 sinϕ) + sinϕ(w4 cosϕ− w3 sinϕ)
]
= −1
2
√
K
r2 + 1
̺rA2w3,
thus obtaining for the third component of ∇∂̺N that
dx3(∇∂̺N) = N3,̺ +
1
2
√
K
r2 + 1
̺r
(
−(A2 +B2) +
(
B2 +
1
4
̺2C
)
r2
)
w3.
Finally, by an analogous calculation one finds that the fourth component reads
dx4(∇∂̺N) = N4,̺ +
1
2
√
K
r2 + 1
̺r
(
A2 +B2 −
(
B2 +
1
4
̺2C
)
r2
)
w4.
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Since
A2 +B2 =
1
2
H2̺2r2 − 1
4
G(H − I̺2) + 1
4
G(H − I̺2)− 1
4
H2̺2(r2 + 1)
= −1
4
H(G−H̺2(r2 + 1)) = −1
4
HK,
1
4
̺2r2C +B1 =
1
4
[G(H − I̺2r2) +H2̺2(r2 − 1)] + 1
4
̺2r2(IG− 2H2) = 1
4
HK,
the desired statement follows by noting that Ni,̺ = (logK),̺Ni/2 and
1
2
(logK),̺ − 1
4
HK̺(r2 + 1) = 0.
It remains to compute the covariant derivative of N with respect to ∂ϕ.
Proposition 9.
∇∂ϕN =
4∑
i=1
ΞNi,ϕ ∂xi = ΞN,ϕ,
where Ξ = 1− 14HK̺2(r2 + 1).
Proof. Again,
∇∂ϕN =
4∑
i=1
[
Ni,ϕ +
4∑
k=1
Nk
[− ̺ζ2Γi1k + ̺ζ1Γi2k − ̺ sinϕΓi3k + ̺ cosϕΓi4k]] ∂xi
=
4∑
i=1
[
Ni,ϕ + ̺Γ
i
11(−ζ2N1 − ζ1N2) + ̺Γi12(−ζ2N2 + ζ1N1)
+̺Γi13(−ζ2N3 −N1 sinϕ− ζ1N4 −N2 cosϕ)
+Γi14̺(−ζ2N4 +N1 cosϕ+ ζ1N3 −N2 sinϕ)
+̺Γi33(−N3 sinϕ−N4 cosϕ) + Γi34̺(−N4 sinϕ+N3 cosϕ)
]
∂xi .
By the symmetries of the Γikj one has for i odd that
dxi(∇∂ϕN)−Ni,ϕ = −̺ (dxi+1(∇∂ ̺N)−Ni+1,̺)
and one obtains for the first and third component
dx1(∇∂ϕN) = N1,ϕ +
1
2
√
K
r2 + 1
̺2
(
(A1 +B1)r
2 −
(
B1 +
1
4
̺2r2C
))
w2,
dx3(∇∂ϕN) = N3,ϕ +
1
2
√
K
r2 + 1
̺2r
(
−(A2 +B2) +
(
B2 +
1
4
̺2C
)
r2
)
w4.
In an analogous way one has for i even
dxi(∇∂ϕN)−Ni,ϕ = ̺ (dxi−1(∇∂ ̺N)−Ni−1,̺) ,
the second and fourth component being given by
dx2(∇∂ϕN) = N2,ϕ +
1
2
√
K
r2 + 1
̺2
(
(A1 +B1)r
2 −
(
B1 +
1
4
̺2r2C
))
w1,
dx4(∇∂ϕN) = N4,ϕ +
1
2
√
K
r2 + 1
̺2r
(
−(A2 +B2) +
(
B2 +
1
4
̺2C
)
r2
)
w3,
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and the assertion follows. Again, one verifies that gt(N,∇∂ϕN) = 0.
We are now able to compute the second fundamental form of the hypersurface M3Γ.
Theorem 2. With respect to the coordinate frame (∂s, ∂̺, ∂ϕ) the components of the
second fundamental form of the Riemannian C∞–manifolds (M3Γ, ht) are given by
II =
̺
2
√
K
r2 + 1

 G(u˙v¨ − v˙u¨)− 2H̺2(uv˙ − vu˙) 0 K0 0 0
K 0 0

 .
Proof. By the equations (12), (13) and Proposition 7 one has
II11 =
4∑
i,j=1
gijdxi(∂s)dxj(∇∂sN) = ̺
[
(N3,s +Φ(r˙N3 + rϕ˙ΓN3,ϕ))
·(−w2G4 + w1G3) + (N4,s +Φ(r˙N4 + rϕ˙ΓN4,ϕ))(−w2G3 + w1G4)
+
(
(N1,s +Φ(r˙N1 + rϕ˙ΓN1,ϕ))w2 + (N2,s +Φ(r˙N2 + rϕ˙ΓN2,ϕ))w1
)
G1
]
= ̺
[
H̺2
[
Φ(−rr˙(N3w4 +N4w3) + r2ϕ˙Γ(N4w4 −N3w3))
−r(N3,sw4 +N4,sw3)
]
+ (G−H̺2r2)[(N1,sw2 + w1N2,s)
+Φ(r˙(N1w2 +N2w1) + rϕ˙Γ(−N2w2 +N1w1))
]]
,
where we made use of the relations (16) as well as
−w2G4 + w1G3 = (−w2u− w1v)̺2H = −rw4̺2H,
−w2G3 − w1G4 = (w2v − w1u)̺2H = −rw3̺2H.
Since further N3w4 +N4w3 = 0, N1w2 +N2w1 = 0 and
N4w4 −N3w3 = 1
2
√
K
r2 + 1
r(w23 + w
2
4) =
1
2
√
K
r2 + 1
r
−N2w2 +N1w1 = 1
2
√
K
r2 + 1
(w21 + w
2
2) =
1
2
√
K
r2 + 1
,
one obtains for the expression above that
II11 = H̺
3

Φr3ϕ˙Γ 1
2
√
K
r2 + 1
− r

−
(
1
2
√
K
r2 + 1
r
)
,s
(w3w4 − w4w3)
+
1
2
√
K
r2 + 1
r(−w3,sw4 + w4,sw3)
)]
+ ̺(G−H̺2r2)
[
Φrϕ˙Γ
1
2
√
K
r2 + 1
+
(
1
2
√
K
r2 + 1
r
)
,s
(w1w2 − w2w1) + 1
2
√
K
r2 + 1
(w1,sw2 − w2,sw1)


=
̺
2
√
K
r2 + 1
[
Hr2̺2
(
Φϕ˙Γr − rϕ˙r¨ + r˙(r˙ϕ˙Γ + rϕ¨Γ)
)
+ (Φrϕ˙Γ + u˙v¨ − v˙u¨)(G −H̺2r2)
]
=
̺
2
√
K
r2 + 1
[G(Φrϕ˙γ + u˙v¨ − v˙u¨)−H̺2r2ϕ˙Γ].
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Here we made use of the relation −w3,sw4 + w4,sw3 = −r˙(r˙ϕ˙Γ + rϕ¨Γ) + rϕ˙Γr¨ and
w1,sw2 − w2,sw1 = u˙v¨ − v˙u¨ as well as
u˙v¨ − v˙u¨ = ϕ˙Γ + r˙(r˙ϕ˙Γ + rϕ¨Γ)− rϕ˙Γr¨.
Because of GΦrϕ˙Γ = − 14GHK̺2r2ϕ˙Γ = −H̺2r2ϕ˙Γ one finally obtains
II11 =
1
2
√
K
r2 + 1
̺[G(u˙v¨ − v˙u¨)− 2H̺2(uv˙ − vu˙)],
since r2ϕ˙Γ = uv˙ − vu˙. By proposition 8,
II22 =
4∑
i,j=1
gijdxi(∂̺)dxj(∇∂̺N) = 0,
and using the equalities
G4w3 −G3w4 = (uw3 + vw4)̺2H = r̺2w1H,
−G3w3 −G4w4 = (vw3 − uw4)̺2H = −r̺2w2H
in addition to the above relations, one also sees that II33 vanishes, since by Proposition
9 and (16),
II33 =
4∑
i,j=1
gijdxi(∂ϕ)dxj(∇∂ϕN)
= Ξ
[
− ̺ζ2(G1N1,ϕ −G4N3,ϕ −G3N4,ϕ) + ̺ζ1(G1N2,ϕ +G3N3,ϕ −G4N4,ϕ)
−̺ sinϕ(−G4N1,ϕ +G3N2,ϕ +G2N3,ϕ)
+̺ cosϕ(−G3N1,ϕ −G4N2,ϕ +G2N4,ϕ)
]
= Ξ
[
− ̺ζ2(−G1N2 +G4N4 −G3N3) + ̺ζ1(G1N1 −G3N4 −G4N3)
−̺ sinϕ(G4N2 +G3N1 −G2N4) + ̺ cosϕ(G3N2 −G4N1 +G2N3)
]
=
1
2
√
K
r2 + 1
Ξ̺
[
G1(ζ1w1 − ζ2w2) +G2r(−w3 cosϕ+ w4 sinϕ)
+ζ1r(G4w3 −G3w4) + ζ2r(−G3W3 −G4w4)
+ cosϕ(−G4w1 −G3w2) + sinϕ(−G3w1 +G4w2)
]
=
1
2
√
K
r2 + 1
Ξ̺
[
(G−H̺2r2)r2ϕ˙Γ − (G−H̺2)r2ϕ˙Γ
+H̺2r(ζ1w1r − ζ2w2r − w3 cosϕ+ w4 sinϕ)
]
=
1
2
√
K
r2 + 1
Ξ̺
[
(−H̺2r2 +H̺2)r2ϕ˙Γ +H̺2r(r3ϕ˙Γ − rϕ˙Γ)
]
= 0.
Analogously,
II12 = gt(∂s,∇∂̺N) =
4∑
i,j=1
gijdxi(∂s)dxj(∇∂̺N) = 0,
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II13 = gt(∂s,∇∂ϕN) =
4∑
i,j=1
gijdx1(∂s)dxj(∇∂ϕN)
= Ξ̺[N3,ϕ(−G4w2 +G3w1) +N4,ϕ(−G3w2 −G4w1) +G1(N1,ϕw2 +N2,ϕw1)]
= Ξ̺
1
2
√
K
r2 + 1
[−rw4(−r̺2w4H)− rw3(−r̺2w3H) +G1(w21 + w22)]
= Ξ̺
1
2
√
K
r2 + 1
[r2̺2H +G−H̺2r2]
= ̺
1
2
√
K
r2 + 1
(
1− 1
4
HK̺2(r2 + 1)
)
G =
1
2
√
K
r2 + 1
K.
Finally,
II32 =
4∑
i,j=1
gijdxi(∂ϕ)dxj(∇∂̺N) = 0,
and the remaining components are determined by the symmetry of II.
In order to compute the invariants of II we need to express the second fundamental
form with respect to the orthonormal frame Y1, Y2, Y3. In this case we denote its compo-
nents by II∗ij . Let κ1, κ2, κ3 be the eigenvalues of II in this base, regarded as a symmetric
transformation on TM3Γ. The mean curvature, the first elementary symmetric function
associated with II, is then given by the sum H = κ1 + κ2 + κ3 = II
∗
11+ II
∗
22+ II
∗
33. Now,
writing Yi = aij ∂ηj one has
II∗ij = gt(Yi,∇YjN) =
3∑
k,l=1
aikajlgt(∂ηk ,∇∂ηlN) =
3∑
k,l=1
aikajl IIkl,(17)
i.e., II∗ = A·II · TA, where the coefficients of A = (aij)i,j are determined by the equations
(3). As a consequence of the previous theorem we obtain then the following result.
Corollary 1. The mean curvature of the hypersurfaces (M3Γ, ht) is given by
H =
√
2√
̺4(r2 + 1)2 + t4
· kg,
where kg :=
(
(u˙v¨ − v˙u¨)(r2 + 1) − 2(uv˙ − vu˙))/2 denotes the geodesic curvature of the
curve Γ in S2. In particular, M3Γ is a minimal surface if and only if kg = 0, i.e., if Γ is
a great circle in S2.
Proof. One easily sees that II∗11 = II
∗
22 = 0 as well as
II∗33 = D
2 II11+2DF II13 =
̺
2
√
K
r2 + 1
(r2 + 1)K2Σ2
[
(r2 + 1)G(u˙v¨ − v˙u¨)
− 2(uv˙ − vu˙)(H(r2 + 1)̺2 +K)]
=
√
1
2
√
̺4(r2 + 1)2 + t4
[
(u˙v¨ − v˙u¨)(r2 + 1)− 2(uv˙ − vu˙)].
So H = II∗33. We further remark that II
∗
12 = II
∗
13 = 0 and
II∗23 =
̺
2
√
K
r2 + 1
DK√
h33
=
K
4̺
√
K
r2 + 1
=
(r2 + 1)̺2√
2(̺4(r2 + 1)2 + t4)3/4
.
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Let us now compute the geodesic curvature of Γ regarded as a curve in S2 ≃ C ∪ {∞}
using the stereographic projection. With respect to the coordinates u, v the induced
metric on S2 reads
gS2 =
1
(r2 + 1)2
(
1 0
0 1
)
.(18)
Writing v1, v2 for u, v the geodesic curvature of Γ is then given by (see e.g. [14])
kg =
√
det gS2
∣∣∣∣∣∣
v˙1 v˙2
v¨1 +
2∑
i,j=1
Γ1ij v˙iv˙j v¨2 +
2∑
i,j=1
Γ2ij v˙iv˙j
∣∣∣∣∣∣ /(gij v˙iv˙j)3/2,
the Christoffel symbols Γijk being obtained from the formulas (9), where now the gij
denote the components of gS2 and the xi should be replaced by the corresponding vi.
Note that v˙21 + v˙
2
2 = 1. We put L := (r
2 + 1)2, M := −4/(r2 + 1)3 and obtain
Γ111 = Γ
2
12 = Γ
2
21 =
LM
2
v1, Γ
2
11 = −
LM
2
v2,
Γ112 = Γ
1
21 = Γ
2
22 =
LM
2
v2, Γ
1
22 = −
LM
2
v1;
a direct calculation then yields∣∣∣∣∣∣
v˙1 v˙2
v¨1 +
2∑
i,j=1
Γ1ij v˙iv˙j v¨2 +
2∑
i,j=1
Γ2ij v˙iv˙j
∣∣∣∣∣∣ = v˙1v¨2 − v˙2v¨1 +
M
2L
(v1v˙2 − v2v˙1),
and by noting that LM/2 = −2/(r2 + 1) and gij v˙iv˙j =
√
det gS2 = 1/L one finally has
(up to a sign)
kg =
1
2
(
(u˙v¨ − v˙u¨)(r2 + 1)− 2(uv˙ − vu˙)
)
,
and thus the assertion.
The third elementary symmetric function associated with II is the Gauss curvature; it
is given by κ1 ·κ2 · κ3 = det II∗ and equal to zero; the second one is the so–called second
order homogeneous curvature.
Corollary 2. The second order homogeneous curvature of the hypersurfaces (M3Γ, ht) is
κ1κ2 + κ1κ3 + κ2κ3 = − ̺
4(r2 + 1)2
8(̺4(r2 + 1)2 + t4)3/2
= S/8.
Proof. As computed in the proof of the previous corollary, the components of II with
respect to the orthonormal frame (3) are given by
II∗ =


0 0 0
0 0 K4̺
√
K
r2+1
0 K4̺
√
K
r2+1 H

 .
The roots of the characteristic polynomial
det (II∗−κ1) = −κ(− κ(H− κ)−K3/16̺2(r2 + 1))
are then κ1 = 0, κ2,3 = (−H±
√
H2 +K3/16̺2(r2 + 1))/2.
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Since u1|M3Γ = ̺
2(r2 + 1)2, the three elementary symmetric functions associated with
the second fundamental form, i.e., essentially its trace H and the scalar curvature S, are
manifestly invariant under the action of the isometry group U(2). The fact that the mean
curvature of the hypersurfaces M3Γ is given in terms of the geodesic curvature of Γ in S
2
appears to be natural, since the geometry of the vector bundle T ∗P1(C) is determined
by the elliptic geometry of P1(C) ≃ S2. Note that u˙v¨ − v˙u¨ is the geodesic curvature of
Γ as a curve in C with respect to the Euclidean metric.
As an immediate consequence one obtains the following statement.
Corollary 3. Let Γ be a curve in S2 of bounded geodesic curvature. Then the functionals∫
H
α dM3Γ and
∫
(κ1κ2 + κ1κ3 + κ2κ3)
β dM3Γ
stay bounded for α > 3 and β > 3/2, respectively.
Consequently, the Willmore functional
∫
H3 dM3Γ remains unbounded, the hypersur-
faces M3Γ thus being not accessible to integral geometry.
5. On the geodesic flow of the hypersurfaces M3Γ
In this section we will study the structure of the geodesic flow of the hypersurfaces
(M3Γ, ht) and compute the exponential growth µ∞(M
3
Γ) explicitly, at least in the case
where Γ is a generalized circle in C that arises by a Mo¨bius transform from a circle in
C with center at the origin. In general, the exponential growth of an open, complete
Riemannian manifold (Mn, g) is defined as
µ∞ := lim sup
R→∞
1
R
log vol (BR(q0)),
where q0 is a point in M
n and vol (BR(q0)) denotes the volume of the ball of radius R
with center at q0. If µ∞ = 0, one says that Mn has subexponential growth. In case Mn
has finite volume, this quantity is not interesting, since then one always has µ∞ = 0,
but for vol (Mn) = ∞ the exponential growth is directly related to the infimum of the
essential spectrum of the Laplace operator onMn. We will return to this point in section
9. There we will be able to calculate the exponential growth of (M3Γ) for arbitrary closed
curves.
Let γ(τ) = Ψ(s(τ), ̺(τ), ϕ(τ)) be a smooth curve in M3Γ and X(τ) =
∑3
j=1X
j(τ)
∂ / ∂ηj a vector field along γ(τ). Its covariant derivative with respect to γ is given by
the formula
∇X
dt
=
3∑
k=1
( d
dt
Xk(τ) +
3∑
i,j=1
ΓijkX
i(τ)γ˙j(τ)
)
∂ηk ,
where Γijk = ht(∇∂ηi ∂ηj , ∂ηk) are the components of the Levi–Civita connection of M3Γ
with respect to the coordinate frame {∂s, ∂̺, ∂ϕ}. For a geodesic it holds that∇γ˙(τ)/dt =
0 and one obtains the system of differential equations
γ¨k(τ) +
∑
i,j
Γkij(γ(τ))γ˙
i(τ)γ˙j(τ) = 0, k = 1, 2, 3.(19)
However, it turns out to be more convenient to determine the geodesic lines of the
hypersurfaces M3Γ by considering the first integrals of the geodesic flow. Let us consider
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therefore the geodesic system (TM3Γ, E) of M3Γ, where the Lagrangian E is given by the
metric,
E : TM3Γ → R, X 7→
1
2
ht(X,X).
The function E is a first integral of the geodesic flow, i. e. with respect to the coordinate
reper {∂s, ∂̺, ∂ϕ} one has that
E(γ˙(τ)) = 1
2
[
h11s˙
2(τ) + 2(h12s˙(τ) ˙̺(τ) + h13s˙(τ)ϕ˙(τ)) + h22 ˙̺
2(τ) + h33ϕ˙
2(τ)
] ≡ E
is constant for any geodesic line. Let now p = Ψ(s, ̺, ϕ) and z ∈ eiτ ∈ S1. Since the
coefficients of the metric ht do not depend on the angle variable ϕ, the map
κz :M
3
Γ ∩M4 −→M3Γ ∩M4, κz(p) = Ψ(s, ̺, (ϕ+ τ)mod 2π),
represents a one–parameter family of isometries. Consequently, using Noether’s theorem,
the function
M1 : T (M3Γ ∩M4)→ R, M1(X) := ht
( d
dτ
κτ (p)|τ=0
)
= ht(∂ϕ, X)|p,
is a second first integral of the geodesic flow and a computation yields the formula
M1(γ˙(τ)) = h13s˙(τ) + h33ϕ˙(τ) ≡M1.(20)
For s˙ = 0 and ϕ˙ = 0 it can be seen immediately from the equations (19) for a geodesic
or the relation E(γ˙(τ)) ≡ E that, for
˙̺2 =
2E
(r2 + 1)K
= E
√
̺4(r2 + 1)2 + t4
̺2(r2 + 1)2
, s, ϕ constant,(21)
the curve γ(τ) = Ψ(s, ̺(τ), ϕ) must be a geodesic in M3Γ.
We will assume from now on that r ≡ r0 is constant and, in this case, determine the
distance of a point p = Ψ(s, ̺, ϕ) to the set Γ ≡ {[0, 0]} ⊂ M3Γ. Since r(s) ≡ r0 and
ϕ˙Γ(s) = ε/r0 are constant, ε = ±1, the coefficients hij do also not depend on s so that
µz : M
3
Γ ∩M4 −→M3Γ ∩M4, µz(p) = Ψ((s+ τr)mod 2πr, ̺, ϕ),
is an additional one–parameter group of isometries and Noether’s Theorem gives a third
first integral,
M2 : T (M3Γ ∩M4)→ R, M2(X) := ht
( d
dτ
µτ (p)|τ=0
)
= ht(∂s, X)|p,
i. e.,
M2(γ˙(τ)) = h11s˙(τ) + h13ϕ˙(τ) ≡M2(22)
is constant for any geodesic line as well. From the equations (20), (22) one obtains
2E = K(r2 + 1) ˙̺2 +M1ϕ˙+M2s˙(23)
and
s˙ = ε
M1 − (r2 + 1)K̺2ϕ˙
r̺2K
, ϕ˙ = ε
M2 − (K +H̺2)̺2s˙
r̺2K
.
Solving the latter two equations with respect to ϕ˙ and s˙ yields
ϕ˙ =
(
εM2 − (K +H̺
2)̺2M1
rK̺2
)
(r̺2K − (K +H̺2)̺2(r2 + 1)/r)−1
=
(4 +GH̺2)M1 − 4εM2r
4̺2G
,
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as well as
s˙ =
ε
4KG̺2r
[4GM1 − (r2 + 1)(4(M1 − εM2r)K + 4̺2HM1)]
=
ε
16̺2r
[4(G−K(r2 + 1)−H̺2(r2 + 1))M1 + 4ε(r2 + 1)rKM2]
=
−εrM1 + (r2 + 1)M2
4̺2
K;
thus the functions s = s(τ) and ϕ = ϕ(τ) are determined by the function ̺ = ̺(τ).
Equation (23) now reads
2E = 1
G
[
4(r2 + 1) ˙̺2 +
1
4̺2
(
4(M21 − 2εM1M2r + (r2 + 1)M22) +GH̺2M21
)]
.
Note that M21 − 2εM1M2r + (r2 + 1)M22 = (M1 − εM2r)2 +M22 is non–negative. By
inserting the expressions for G and H into the previous equation one finally obtains the
following ordinary differential equation for ̺ = ̺(τ):
˙̺2 =
√
̺4(r2 + 1)2 + t4
̺2(r2 + 1)2
E − 1
4̺2(r2 + 1)
(
t4M21
̺4(r2 + 1)3
+ (M1 − εM2r)2 +M22
)
.(24)
Thus, for r(s) = r0, all geodesics γ(τ) = Ψ(s(τ), ̺(τ), ϕ(τ)) inM
3
Γ∩M4 are parametrized
by the three parameters E ,M1,M2. We are now able to compute the distance of a point
p ∈M3Γ(r=r0) to the curve Γ.
Proposition 10. Let Γ be a circle in C of radius r(s) = r0. The distance of a point
p0 = Ψ(s0, ̺0, ϕ0) ∈M3Γ ∩M4 to the curve Γ ⊂M3Γ is given by
dist (p0,Γ) =
1
t
√
2
̺20(r
2
0 + 1)F(1/2, 1/4, 3/2,−
̺40(r
2
0 + 1)
2
t4
),(25)
where F denotes the hypergeometric function, which is defined for z ∈ C, |z| < 1, by the
series
F(α, β, γ, z) = 1 + αβ
γ · 1z +
α(α + 1)β(β + 1)
γ(γ + 1) · 1 · 2 z
2 + . . . ,
the parameters α, β, γ being arbitrary complex numbers, γ 6= 0,±1,±2, . . . .
Proof. Let γ(E ,M1,M2) : (0, τ0] → M3Γ be a geodesic of positive energy E from the
curve Γ to the point p0 with coordinates s0, ̺0, ϕ0. For M1, M2 = 0 the geodesic
γ(E ,M1,M2) is precisely the geodesic line (21) already described. IfM1 were not equal
zero, at least ϕ˙ would be different from zero almost everywhere; then equation (24) would
imply that there exists a critical value ̺crit > 0 for which
E
√
̺4(r2 + 1)2 + t4 =
r2 + 1
4
(
t4M21
̺4(r2 + 1)3
+ (M1 − εM2r)2 +M22
)
.(26)
For smaller values of ̺ the right–hand side of (24) would become negative, implying
that ̺(τ) ≥ ̺crit > 0 must hold for all τ ∈ (0, τ0]. This means that for M1 6= 0 the
geodesic γ(E ,M1,M2) can never reach the curve Γ. Assume therefore M1 = 0, M2
being arbitrary. By (24) we have
˙̺2 =
4
√
̺4(r2 + 1)2 + t4E − (r2 + 1)2M22
4̺2(r2 + 1)2
.
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In case that 4t2E − (r2 + 1)2M22 < 0, this expression becomes negative for small ̺
so that γ(E ,M1 = 0, 4t2E/(r2 + 1)2 < M22 ) can never reach the set Γ. However, for
4t2E − (r2 + 1)2M22 ≥ 0 we have that ˙̺2 is non–negative for all τ , as well as
ϕ˙ = −εr r
2 + 1
2
√
̺4(r2 + 1)2 + t4
M2, s˙ = (r
2 + 1)2
2
√
̺4(r2 + 1)2 + t4
M2,
so there are infinitely many geodesic lines γ(E ,M1 = 0, 4t2E/(r2+1)2 ≤M22 ) reaching the
set Γ inM3Γ in a spiral motion. In this case, equation (24) implies for u1(τ) = ̺
2(τ)(r2+1)
the relation
u1,τ = 2̺ ˙̺(r
2 + 1) =
√
4E
√
u21 + t
4 − (r2 + 1)2M22 > 0,(27)
i.e., u1,τ as well as u1 are strictly monotone increasing as functions in τ and the point p0
is reached earliest, that is, for smallest τ0, in case thatM2 is also zero. Since the length
of a geodesic is given by
Lγ(E,M1,M2) =
τ0∫
0
∣∣γ˙(E ,M1,M2)∣∣dτ =
τ0∫
0
√
ht(γ˙, γ˙)dτ =
√
2Eτ0,
the distance of the point p0 to the set Γ ⊂M3Γ must be given by the length of the geodesic
γ(E ,M1 =M2 = 0).
The integral
∫
1/ 4
√
ax2 + t4dx cannot be represented by elementary functions and one
has ∫
dx
4
√
ax2 + t4
=
x
t
F(1/2, 1/4, 3/2,−ax2/t4),(28)
where F(α, β, γ, z) is the hypergeometric function introduced above. For Re (α+β−γ) <
0 the defining series converges even in |z| ≤ 1; the hypergeometric function has an analytic
continuation for |z| > 1 and under the assumption that Re γ > Re β > 0 it can be written
for all z as the integral
F(α, β, γ, z) = Γ(γ)
Γ(β)Γ(γ − β)
1∫
0
(−ζ)β−1(1− ζ)γ−β−1(1− ζz)−αdζ,
where Γ denotes the Gamma function and |arg(−z)| < π is assumed in order to make the
integrand uniquely defined. If z is real, differentiation under the integral with respect
to z gives the stated equality (28) if one takes the relation F(m,β, β, z) = (1 − z)−m,
m ∈ R, β arbitrary, into account additionally. For M1 =M2 = 0 we finally deduce from
(27)
τ0 =
1
2
√E
τ0∫
0
u1,τ
4
√
u21 + t
4
dτ =
1
2
√E
u1(τ0)∫
0
du1
4
√
u21 + t
4
=
1
2t
√E u1(τ0)F(1/2, 1/4, 3/2,−u
2
1(τ0)/t
4),
and thus
dist (p0,Γ) =
1
t
√
2
̺20(r
2 + 1)F(1/2, 1/4, 3/2,−̺
4
0(r
2 + 1)2
t4
),
finishing the proof.
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We are now in a position to compute the exponential growth of the hypersurface M3Γ in
case that Γ = ∂ B(0, r0) is a circle in C. Note that we can estimate the volume of the ball
with radius R around a point q0 ∈ Γ ⊂ M3Γ by the volume of the union over all R–balls
around points of Γ, thus obtaining
vol (BR(q0)) ≤ vol
( ⋃
q∈Γ
BR(q)
)
=
2π∫
0
̺R∫
0
2πr∫
0
√
detht ds ∧ d̺ ∧ dϕ
= 2π
√
8
̺R∫
0
2πr∫
0
̺3(r2 + 1)
4
√
̺4(r2 + 1)2 + t4
ds ∧ d̺ = 4π
2r
√
8
3(r2 + 1)
[
(̺4R(r
2 + 1)2 + t4)3/4 − t3],
since by our previous considerations⋃
q∈Γ
BR(q) =
{
p = Ψ(s, ̺R, ϕ) ∈M3Γ : s ∈ [0, 2πr), ϕ ∈ [0, 2π)
}
,
where ̺R is given by the expression (25) for R = dist (p,Γ). The analytic continuation
of F(α, β, γ, z) for |z| > 1 is given by the formula
F(α, β, γ, z) = Γ(γ)Γ(β − α)
Γ(β)Γ(γ − α) (−z)
−αF(α, α + 1− γ, α+ 1− β), 1/z) +
+
Γ(γ)Γ(α− β)
Γ(α)Γ(γ − β) (−z)
−βF(β, β + 1− γ, β + 1− α, 1/z),
so that for ̺0 being big enough the distance of p0 = Ψ(s0, ̺0, ϕ0) to the set Γ is given by
dist (p0,Γ) =
1
t
√
2
̺20(r
2 + 1)
[
Γ(3/2)Γ(−1/4)
Γ(1/4)Γ(1)
t2
̺20(r
2 + 1)
F
(
1
2
, 0,
5
4
,
−t4
̺40(r
2 + 1)2
)
+
Γ(3/2)Γ(1/4)
Γ(1/2)Γ(5/4)
t
̺0
√
r2 + 1
F
(
1
4
,−1
4
,
3
4
,
−t4
̺40(r
2 + 1)2
)]
=
Γ(3/2)Γ(−1/4)
Γ(1/4)Γ(1)
t√
2
+
Γ(3/2)Γ(1/4)
Γ(1/2)Γ(5/4)
√
r2 + 1
2
̺0
(
1 +
1
12
t4
̺40(r
2 + 1)2
+ . . .
)
,
implying that dist (p0,Γ) is proportional to ̺0
√
r2 + 1 for 1≪ ̺0. We obtain for q0 ∈ Γ
that
lim
R→∞
1
R
log vol (BR(q0)) ≤
lim
̺→∞
[
log
4
√
8π2r
3(r2 + 1)
+ log
(
(̺4(r2 + 1)2 + t4)3/4 − t3)
]
·
[
Γ(3/2)Γ(−1/4)
Γ(1/4)Γ(1)
t√
2
+
+
Γ(3/2)Γ(1/4)
Γ(1/2)Γ(5/4)
√
r2 + 1
2
̺
(
1 +
1
12
t4
̺4(r2 + 1)2
+ . . .
)]−1
= lim
̺→∞
3̺3(r2 + 1)2
̺4(r2 + 1)2 + t4 − t3 4√̺4(r2 + 1)2 + t4
[
Γ(3/2)Γ(1/4)
Γ(1/2)Γ(5/4)
√
r2 + 1
2
·
(
1− 1
4
t4
̺4(r2 + 1)2
+ . . .
)]−1
= 0,
the corresponding limes superior therefore being zero, too. By isometry arguments we
thus obtain the following proposition.
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Proposition 11. Let Γ = ∂ B(0, r0) be a circle in C with center at the origin and radius
r0. Then µ∞(M3AΓ) = 0 for all A ∈ U(2).
We want to finish this section with some remarks concerning closed geodesics in
M3Γ, where we assume again that Γ is a circle in C of radius r(s) = r0. In this
case M3Γ is foliated by the two–dimensional tori T
2
̺0,r0 , ̺0 > 0 being constant. Let
γ(τ) = Ψ(s(τ), ̺0, ϕ(τ)) : [0, Lγ] → T 2̺0,r0 ⊂ M3Γ be a geodesic line parametrized by arc
length. Since ˙̺ = 0, s¨ and ϕ¨ are also zero. Relation (23) then reads M2s˙ = 2E −M1ϕ˙
and equation (26) must hold, representing a condition on E = E(̺0, r0) for given values
of M1,M2. Now, by the S1 × S1–symmetry of T 2̺0,r0 ,
Ψ(s0, ̺0, ϕ0) = Ψ(s0 + 2πr0 · n, ̺0, ϕ0 + 2π ·m), n,m ∈ Z.
Writing s(τ) = s0 + s˙τ , ϕ(τ) = ϕ0 + ϕ˙τ we see that γ(τ) is a closed geodesic if and only
if s˙Lγ = 2πr0 · n and ϕ˙Lγ = 2π ·m are satisfied, i. e., if
s˙
ϕ˙
= r0 · n
m
∈ r0 ·Q∗, n,m 6= 0;
of course, if n or m are zero, γ(τ) is also a closed geodesic. Inserting the expressions for
s˙ and ϕ˙ computed above we obtain for the previous condition
−εr0M1 + (r20 + 1)M2
4(M1 − εr0M2) +GH̺20M1
∈ r0 ·Q∗.
Note that GH = 4t4/̺6(r2 + 1)3. Taking all together we find as solutions for M1 and
M2
M1 = m(r
2
0 + 1)/4 + εnr
2
0
̺40(r
2
0 + 1)
2 + t4
̺40(r
2
0 + 1)
2,
M2 = r0
r20 + 1
(n+ εM1),
where n,m are integers. The curve γ(E ,M1,M2) is then a closed geodesic in T 2̺0,r0 ,
where E ,M1,M2 depend on ̺0, r0, n,m as explained above. In particular, there must
be at least countably many closed geodesics in T 2̺0,r0 ⊂M3Γ.
6. Integrals of subharmonic functions on the hypersurfaces M3Γ
In this section we will show that the Lp–kernel of the Laplacian on the hypersurfaces
(M3Γ, ht) becomes trivial for all p ≥ 1, where t ≥ 0 and Γ are arbitrary. We will base
our considerations on the much more general work of Greene and Wu [10], who studied
integrals of certain generalized subharmonic functions on connected non–compact Rie-
mannian manifolds admitting a canonical exhaustion function and showed that these
integrals cannot be bounded. More precisely, they showed that the following theorem
holds.
Theorem 3 (Greene and Wu). Let M be a connected non–compact oriented C∞ Rie-
mannian manifold. Suppose that there exists a continuous proper function ϕ : M → R
and a compact set Kϕ ⊂M such that
a) ϕ|M\Kϕ is C2.
b) ϕ|M\Kϕ is uniformly Lipschitz continuous.
c) ϕ|M\Kϕ is subharmonic.
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Denote by Σ(M) the closure of the set of all C∞ subharmonic functions in C0(M).
Then, if f is a nonnegative function in Σ(M) such that
{p ∈M : f(p) > 0, ϕ(p) > max
Kϕ
ϕ, gradϕ(p) 6= 0} 6= ∅,
there exist constants Af > 0 and τ0 such that∫
Mϕτ
fdM ≥ Af (τ − τ0)
for all τ ≥ τ0, where Mϕτ denotes the set of all p ∈M such that ϕ(p) ≤ τ ; in particular,∫
M
fdM = +∞.
A description of the set Σ(M) is given by the following proposition.
Proposition 12 (Greene and Wu). Let M be a non–compact C∞ Riemannian mani-
fold. Then the following functions are in Σ(M):
1) Any function f :M → R that is the limit uniformly on compact subsets of M of a
sequence of functions in Σ(M),
2) C2 subharmonic functions,
3) up where u is a C2 nonnegative subharmonic function and p ≥ 1,
4) |u|p where u is a harmonic function and p ≥ 1,
5) any geodesically convex function.
In general the scalar Laplacian on a Riemannian manifold (Mn, g), acting on C∞
functions, is given by ∆f = −div (grad f), where for a vector field X ∈ X (Mn) its
divergence with respect to an orthonormal frame {Y1, . . . , Yn} is given by
div (X) =
n∑
i=1
g(∇YiX,Yi) =
n∑
i=1
Yi(X
i) +
n∑
i,j=1
Xjωji(Yi).
Here the X i denote the components of X and the ωij the connection forms of the Levi–
Civita connection ∇ of Mn. In the following we will show that the above results also
apply for the considered hypersurfacesM3Γ, Γ being arbitrary, obtaining in particular the
vanishing of the Lp–kernel of the Laplacian even in case M3Γ is not complete. Let us first
start considering the function
ϕ∗ := ̺
√
r2 + 1,
which is C∞ on M3Γ ∩M4. One calculates with respect to the orthonormal frame (3)
Y1(ϕ
∗) =
1√
h22
√
r2 + 1, Y1Y1(ϕ
∗) = − 1
2h22
(logK),̺
√
r2 + 1,
and thus
∆ϕ∗ = −Y1Y1(ϕ∗)−
3∑
i=1
Y1(ϕ
∗)ω1i(Yi) =
1
h22
(1
2
(logK),̺ − 2
̺
)√
r2 + 1 =
=
√
̺4(r2 + 1)2 + t4
2̺3(r2 + 1)3/2
( t4
̺4(r2 + 1)2 + t4
− 2
)
.
Because of sup̺ t
4(̺4(r2 + 1)2 + t4)−1 = 1 it follows that ϕ∗ is subharmonic and one
computes further that
| gradϕ∗|2 = Y 21 (ϕ∗) = K−1 =
√
̺4(r2 + 1)2 + t4
2̺2(r2 + 1)
.
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We define now the C∞ function λ : R→ [0, 1) by λ(x) = e−1/x2 for x > 0 and λ(x) = 0
for x ≤ 0 and put
µ(x) :=
x∫
−∞
λ(y)λ(1 − y)dy
/ +∞∫
−∞
λ(y)λ(1 − y)dy.(29)
The function µ : R → [0, 1] is C∞ too, monotone, equal to zero for x ≤ 0 and one for
x ≥ 1. Let 0 < s0 < LΓ. Then
ϕ := ̺
√
r2 + 1 · µ(̺)
is C∞ on M3Γ and subharmonic on M
3
Γ \Kϕ where
Kϕ :=
{
p = p(s, ̺, ϕ) ∈M3Γ : ̺ ≤ 1, s ≤ s0
}
.
Note that Kϕ is compact and that ϕ is proper, i. e.,
ϕ−1[0, κ] =
{
p ∈M3Γ : ̺
√
r2 + 1 · µ(̺) ≤ κ
}
is compact for all κ ∈ R. We show that ϕ is globally Lipschitz. In order to do so, let us
first remark that | gradϕ| ≤ Bϕ on M3Γ, where Bϕ is a constant, since | gradϕ|2 tends
asymptotically to 1/2 on M3Γ \Kϕ and, as a smooth function, remains bounded on Kϕ.
Now let p and q be two points on M3Γ, and γ(τ) the shortest geodesic between them so
that dist(p, q) = Lγ ; we assume that γ is parametrized by arc length. Since
ht(gradϕ(γ(τ0)), γ˙(τ0)) = dϕ(γ(τ0))(γ˙(τ0)) =
d
dτ
ϕ(γ(τ))|τ=τ0 ,
one has by Cauchy–Schwarz that
|ϕ(p) − ϕ(q)| =
∣∣∣ ∫ Lγ
0
d
dτ
ϕ(γ(τ))dτ
∣∣∣ = ∣∣∣ ∫ Lγ
0
ht(gradϕ(γ(τ)), γ˙(τ))dτ
∣∣∣
≤
∫ Lγ
0
| gradϕ(γ(τ)| · |γ˙(τ)|dτ ≤ Bϕ dist (p, q),
i.e., ϕ is uniformly Lipschitz continuous on M3Γ. Summing up we obtain the following
proposition.
Proposition 13. On the connected non-compact oriented C∞ Riemannian manifolds
(M3Γ, ht) there exists, for every t 6= 0 and every curve Γ, a proper continuous function
ϕ :M3Γ → R and a compact set Kϕ ⊂M3Γ such that
a) ϕ is C∞,
b) ϕ is uniformly Lipschitz,
c) ϕ|M3Γ\Kϕ is subharmonic.
In particular the conclusions of Theorem 3 hold.
Note that the above proposition is also true in case t = 0, i.e., for the non–complete
C∞ Riemannian manifolds (M3Γ∩M4, h0). As a consequence of the proposition we obtain
the following vanishing theorem.
Corollary 4. Let p ≥ 1. There exist no Lp–harmonic functions, on the hypersurfaces
(M3Γ, ht) for arbitrary t ∈ R and curves Γ.
Proof. Let ϕ and Kϕ be given as in the previous proposition and let u be a harmonic
function on M3Γ. By Proposition 12 one has |u|p ∈ Σ(M3Γ) for all p ≥ 1. Now,
by the Aronszajn–Cordes uniqueness theorem for second order differential operators
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∑
|α|≤2 aα(x) ∂
α with elliptic metric principal symbol [1] u cannot vanish identically
on M3Γ \ Kϕ unless it vanishes everywhere. Therefore, for u not being trivial, the set{
m ∈M3Γ : |u|p(m) > 0, ϕ(m) > maxKϕ ϕ, gradϕ(m) 6= 0
}
is not empty, and by Theo-
rem 3 there exist constants A and τ0 such that∫
Mϕτ
|u|pdM3Γ ≥ A(τ − τ0)
for all τ ≥ τ0. In particular KerLp(∆) = {0} for all p ≥ 1.
7. Einstein and T–Killing spinors on the hypersurfaces M3Γ
In the sequel we will consider the Dirac operator D on the hypersurfaces M3Γ, whose
geometry has been studied in the previous sections. For t > 0, the homotopy type ofM3Γ
is given by R2×Γ/ {±1}. If the curve Γ is not closed,M3Γ cannot be complete and admits
only one spin structure. OtherwiseM3Γ has the same homotopy type as the circle S
1 and,
consequently, admits two spin structures. The trivial spin structure is characterized by
the fact that there exists a global trivialization of the Spin(3)–principal bundle covering
an arbitrary orthonormal frame bundle, while the non–trivial spin structure admits a
trivialization of this kind only locally. On the other hand, the unique spin structure of
the Eguchi–Hanson space H2 induces a spin structure on the hypersurface M3Γ ⊂ H2
by reduction of the former with respect to the normal vector field of M3Γ. It turns out
that the induced spin structure is the trivial one if and only if the winding number of the
closed curve Γ is even. In the following most of the results will be derived for the induced
spin structure, though some of them that follow from purely geometric arguments hold
for both spin structures.
First we will try to determine solutions to the Dirac equation that are also solutions
to the Einstein equation and we will show that the aforementioned hypersurfaces do not
admit such solutions in case t 6= 0. Nevertheless, it is possible to construct such solutions
explicitly by deformation into the singular situation, though these solutions are no longer
complete. In the complete case and if M3Γ is a minimal surface, one can further show the
existence of a spinor field satisfying a generalized Killing equation for spinors.
Let e1, . . . , en denote the standard basis of the Euclidean space R
n and introduce the
complex two-dimensional matrices
g1 =
(
i 0
0 −i
)
, g2 =
(
0 i
i 0
)
, E =
(
1 0
0 1
)
, T =
(
0 −i
i 0
)
.
In case n = 2m, the spin representation of the n–dimensional complex Clifford–algebra
Ccn is given by the isomorphism
κ2m : C
c
2m ≃ End(∆2m), κ2m(ej) := E ⊗ · · · ⊗ E ⊗ gα(j) ⊗ T ⊗ · · · ⊗ T,
where j = 1, . . . , 2m and α(j) is equal to 1 and 2 for j odd and even, respectively. For
n = 2m+ 1 one has the representation
κ2m+1 : C
c
2m+1 ≃ End(∆2m+1)⊕ End(∆ˆ2m+1) pr1−→ End(∆2m+1),
κ2m+1(ej) := κ2m(ej), κ2m+1(e2m+1) := −iT ⊗ · · · ⊗ T,
where ∆2m = ∆2m+1 = ∆ˆ2m+1 = C
2m denote the corresponding representation spaces
as well as the representations itself. The induced representations of Spin(n) ⊂ Ccn will
be denoted by the same symbols.
We denote by Σ(M2Γ) or simply Σ the spinor bundle considered in each case ofM
3
Γ, by
〈·, ·〉 its hermitean inner product and by Γ(Σ) the space of smooth sections in Σ. Further
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we identify the tangent bundle TM3Γ and the cotangent bundle T
∗M3Γ with the aid of ht.
The Clifford multiplication TM3Γ ⊗R Σ(M3Γ)→ Σ(M3Γ) of a spinor and a vector can then
be extended naturally to a multiplication Λ(M3Γ)⊗R Σ(M3Γ)→ Σ(M3Γ) of a spinor and a
form. The Levi–Civita connection ∇ of (M3Γ, gt) induces a covariant derivative in Σ(M2Γ),
which we will denote by ∇, too. With respect to an orthonormal frame {Y1, Y2, Y3} one
has for ∇ the local representation
∇ : Γ(Σ) −→ Γ(T ∗(M3Γ)⊗ Σ), ∇ψ = dψ +
1
2
3∑
i<j
ωijYi · Yj · ψ,
where the ωij are the connection forms of the Levi–Civita connection ∇. The Dirac
operator D : Γ(Σ)→ Γ(Σ) on M3Γ is then locally given by
Dψ =
3∑
i=1
Yi · ∇Yiψ,
where X · ψ denotes the Clifford multiplication of a vector field with a spinor; in the
realization of the complex Clifford algebra Cc3 ≃ M(2,C) ⊕M(2,C) given above, the
vectors Y1, Y2, Y3 are represented by the matrices g1, g2, −iT , respectively. Note that in
the three–dimensional Clifford algebra it hold that ei = εijk ejek, where εijk denotes the
totally skew symmetric tensor. With respect to the global trivialization (3) the 1–forms
ωij have been computed in Proposition 2. Let us now introduce the following definitions.
Definition 1. A non–trivial spinor field ψ on a Riemannian spin manifold (Mn, g) with
n ≥ 3 is called a positive resp. negative Einstein spinor with eigenvalue λ ∈ R if it is a
solution of the Dirac equation and the Einstein equation
Dψ = λψ, Ric−1
2
Sg = ±1
4
Tψ,
where Tψ(X,Y ) = Re 〈X · ∇Y ψ + Y · ∇Xψ, ψ〉 is the symmetric (0, 2)–tensor field de-
fined by ψ, the energy momentum tensor of ψ.
As shown in [8], in dimension n = 3 and in case that the scalar curvature does not
vanish, the existence of an Einstein spinor is equivalent to the existence of a so–called
WK spinor:
Definition 2. Let (Mn, g) be a Riemannian spin manifold whose scalar curvature S
does not vanish anywhere. A non–trivial spinor field on M satisfying the field equation
2(n− 1)S∇Xψ = n dS(X)ψ + 2λn− 1
n− 2
(
2Ric(X)− S X) · ψ +X · dS · ψ(30)
is called a weak Killing spinor or WK spinor with WK number λ ∈ R.
For general n each solution ψ of the field equation (30) with λS < 0 and λS > 0
corresponds to a positive and negative Einstein spinor with eigenvalue λ, respectively.
For the existence of a WK spinor the following necessary condition is known [8]:
Proposition 14 (Friedrich and Kim). Let (Mn, g) be a Riemannian spin manifold with
non–vanishing scalar curvature and ψ a WK spinor on (Mn, g) with WK number λ.
Then
4(n− 1)λ2[(n2 − 5n+ 8)S2 − 4 |Ric|2]
= (n− 2)2[(n− 1)S3 + n |dS|2 + 2(n− 1)S(∆S)].
(31)
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We show in the following that, for t 6= 0, the condition (31) cannot be fulfilled on M3Γ
for any choice of the curve Γ.
Proposition 15. For t 6= 0 and for any spin structure the hypersurfaces (M3Γ, ht) do
not admit solutions of the WK equation and, hence, there can be no solution to the
Dirac–Einstein system.
Proof. Assume that a WK spinor with WK number λ is given on (M3Γ, ht). Then, by
Proposition 14
8λ2(2S2 − 4 |Ric|2) = 2S3 + 3 |dS|2 + 4S(∆S)(32)
must hold, where S has been computed in Theorem 1 Using the relation (r2 + 1)S,s =
rr˙̺S,̺ one computes with respect to the trivialization (3)
Y1(S) =
1√
h22
∂
∂ ̺
S = − 1√
h22
̺3(r2 + 1)2
(̺4(r2 + 1)2 + t4)5/2
(4t4 − 2̺4(r2 + 1)2),
Y2(S) =
1√
h33
∂
∂ ϕ
S = 0,
Y3(S) = D
∂
∂ s
S + E
∂
∂ ̺
S + F
∂
∂ ϕ
= 0,
thus obtaining for the Laplacian of S that
−∆S = div gradS = Y1Y1(S) +
3∑
i=1
Y1(S)ω1i(Yi)
= Y1Y1(S) + Y1(S)
1√
h22
(
1
2
(log h33),̺ − (logD),̺
)
= Y1Y1(S) + Y1(S)
2√
h33
,
compare Proposition 2. One computes further that
Y1Y1(S) =
1√
h22
(
1√
h22
S,̺
)
,̺
=
1
h22
S,̺2 − 1
2(h22)2
h22,̺S,̺
= −2(4t
8 − 20(1 + r2)2t4̺4 + 3(1 + r2)4̺8)
(̺4(r2 + 1)2 + t4)3
as well as
Y1(S)
2√
h33
= −2 2t
4 − ̺4(r2 + 1)2
(̺4(r2 + 1)2 + t4)2
,
obtaining for ∆S the expression
∆S =
8t8 − 18̺4t4(r2 + 1)2 + ̺8(r2 + 1)4
(̺4(r2 + 1)2 + t4)3
.
Since |dS|2 = Y1(S)2, |Ric|2 = trRic2 = R211 +R222 +R233, one obtains
8λ2
1
(̺4(r2 + 1)2 + t4)3
(−24t8 − 4̺4t4(r2 + 1)2)
for the left–hand side of (32) and
−2
(̺4(r2 + 1)2 + t4)3
S[−8t8 + 48̺4(r2 + 1)2t4],
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for the right–hand side, so that the condition (32) reads
λ2(−12t8 − 2̺4(r2 + 1)2t4) = S(t8 − 6̺4(r2 + 1)2t4),
and one sees that in case t 6= 0, it cannot be satisfied for any choice of the curve Γ.
Note that since the integrability condition (32) is purely geometric, the assertion of the
proposition holds for any spin structure.
Only for t = 0 the condition (32) is fulfilled for arbitrary values of λ, since then
both sides vanish. In this case the hypersurfaces (M3Γ, h0) are no longer complete for
any curve, the metric becoming degenerate along the exceptional curve; one finds that
K = G = 2, H = 0 and the Ricci tensor and the scalar curvature are
Ric =
1
2̺6(r2 + 1)3

 0 0 00 −̺4(r2 + 1)2 0
0 0 −̺4(r2 + 1)2

 ,
S = − 1
̺2(r2 + 1)
.
(33)
In the following we show that, in this case, solutions of the Dirac–Einstein system can
be constructed explicitly on (M3Γ ∩M4, h0) for an arbitrary choice of the curve Γ.
In order to do so let ψ be a non–trivial spinor field on M3Γ that satisfies the spinor
equation (30) for n = 3,
∇Xψ = 3
4S
dS(X)ψ +
2λ
S
Ric(X) · ψ − λX · ψ + 1
4S
X · dS · ψ.
Putting ψ =
√−S χ, the above equation can be reformulated into an equation for χ.
Using ∇(fψ) = d f⊗ψ+f∇ψ for a function f and the relationX ·dS = −dS(X)+X×dS
in the 3–dimensional Clifford algebra yields
∇X χ = λ
(
2
S
Ric(X)−X
)
· χ+ 1
4S
(X × dS) · χ.(34)
As already shown, with respect to the base (3) only Y1(S) is different from zero and one
obtains
X × dS = ω3(X)Y1(S)Y2 − ω2(X)Y1(S)Y3.
Further, one has
2
S
Ric(X)−X = 2R11 − S
S
ω1(X)Y1 +
2R22 − S
S
ω2(X)Y2 +
2R33 − S
S
ω3(X)Y3.
In the realization of the complex Clifford algebra given above one then obtains due to
Proposition 2 that
∇χ = dχ+ 1
2
∑
i<j
ωijYi · Yj · χ = dχ+ 1
2
(
iω23 −ω12 − iω13
ω12 − iω13 −iω23
)(
χ1
χ2
)
= dχ+
1
2
√
h22
[
(log h33),̺
2
(
0 −ω2
ω2 0
)
+ (logD),̺
(
0 iω3
iω3 0
)](
χ1
χ2
)
.
Now, if t = 0,
2R11 − S
S
= −1, 2R22 − S
S
= 0,
2R33 − S
S
= 0
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as well as
(logD),̺ = −1
̺
, (log h33),̺ =
2
̺
, (logS),̺ = −2
̺
.
Summing up, (34) now reads(
dχ1
dχ2
)
=
{
λ
( −iω1 0
0 iω1
)
− 1
2̺
√
h22
(
0 iω3 + ω2
iω3 − ω2 0
)
− 1
2̺
√
h22
(
0 −ω2 − iω3
ω2 − iω3 0
)}(
χ1
χ2
)
= λ
( −iω1 0
0 iω1
)(
χ1
χ2
)
,
the summands (X × dS)/4S and ∑i<j ωij(X) ei · ej/2 cancelling out each other. Since
dω1 = 0, the system above can be integrated. Taking into account the equality dχj =∑3
i=1 Yi(χj)ω
i = χj,s ds+χj,̺ d̺+χj,ϕ dϕ and the expressions for the ω
i one derives the
system of partial differential equations
∂
∂ s
(
χ1
χ2
)
=
(
f0 0
0 f0
)(
χ1
χ2
)
,
∂
∂ ̺
(
χ1
χ2
)
=
(
f2 0
0 f2
)(
χ1
χ2
)
,
where
f0 = −iλ rr˙̺
r2 + 1
√
(r2 + 1)K, f2 = −iλ
√
(r2 + 1)K.
are functions in the variables ̺ and s. Note that (r2 + 1)f0 = rr˙̺f2. Further one has
̺
∂
∂ s
f2 = ̺
(
−λi1
2
√
K
r2 + 1
2rr˙
)
= f0,
showing that
χ1 = e
f2(s)̺, χ2 = e
−f2(s)̺
is a solution of the system above. Transforming back to the original WK equation yields
the following proposition.
Proposition 16. Consider the family of hypersurfaces (M3Γ ∩M4, h0), where Γ is an
arbitrary curve. Then
ψ =
1
̺
√
r2 + 1
(
e−λ
√
2(r2+1)̺i
eλ
√
2(r2+1)̺i
)
is a WK spinor of length |ψ|2 = −S |χ|2 = −S(|χ1|2 + |χ2|2) = −2S and WK number
λ ∈ R. Thus, the normalized spinor√
−S
|λ| |ψ|2ψ =
1
̺
√
2(r2 + 1)|λ|
(
e−λ
√
2(r2+1)̺i
eλ
√
2(r2+1)̺i
)
is an Einstein spinor on M3Γ ∩M4 with eigenvalue λ.
The homotopy type of M3Γ ∩M4 is given by R∗+ × S1 × Γ; therefore it has at least
two spin structures, the one involved here being determined by the global trivialization
(3). Recall that M3Γ ∩ M4 is parametrized by the length parameter s of the curve
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Γ(s) = r(s)eiϕΓ(s) ⊂ C and the fiber parameters 0 < ̺ <∞, 0 ≤ ϕ < 2π. The metric h0
is then given by the formula
h0 = 2
(
̺2ds2 + (r2 + 1)(d̺2 + ̺2dϕ2)
)
+ rr˙̺ ds d̺+ r2ϕ˙Γ̺
2ds dϕ,
and the Ricci tensor has rank two, see equation (33). Similar examples of WK spinors
on a 3–dimensional non–complete Riemannian manifold with negative scalar curvature
have been constructed in [8].
We introduce now the notion of a T–Killing spinor [9].
Definition 3. Let (Mn, g) be a Riemannian spin manifold. A spinor field ψ without
zeros will be called a T–Killing spinor if the trace Tr(Tˆψ) =
1
‖ψ‖2 Tr(Tψ) is constant and
ψ is a solution of the field equation
∇Xψ = −1
2
Tˆψ(X) · ψ, X ∈ X (Mn).
Here Tˆψ(X,Y ) =
1
‖ψ‖2Tψ(X,Y ) is the energy momentum tensor of the normalized spinor
ψ/ ‖ψ‖.
As remarked at the beginning, (H2, gt) is endowed with a hyperka¨hler structure and
therefore Ricci–flat and self–dual. Due to this, there is a parallel spinor on H2, and the
study of its restriction to M3Γ will enable us to construct a T –Killing spinor explicitly.
There we follow a similar construction carried out in [7, 9], where the restriction of a
parallel spinor on the Euclidean space R3 to an isometrically immersed closed 2–surface
of constant mean curvature is considered, yielding examples of T –Killing spinors on any
surface of constant mean curvature in R3.
We consider first the restriction of the spinor bundle of H2 to the submanifold M3Γ
(compare [2]). Note that the Clifford representation ∆2k+2 can be constructed directly
from the Clifford representation ∆2k+1 by setting
∆2k+2 := ∆2k+1 ⊕∆2k+1
and defining the Clifford multiplication in ∆2k+2 by means of the Clifford multiplication
in ∆2k+1,
ei · (ψ1 ⊕ ψ2) := ei · ψ1 ⊕ (−ei · ψ2), 1 ≤ i ≤ 2k + 1,
e2k+2 · (ψ1 ⊕ ψ2) := ψ2 ⊕ (−ψ1).
The mapping
f := ik+1(e1 . . . e2k+2) : ∆2k+2 −→ ∆2k+2
is an automorphism of the corresponding Spin(2k + 2)–representation, and because of
(e1 . . . e2k+2)
2 = (−1)k+1 it turns out to be an involution. Thus the spin representation
∆2k+2 decomposes into the eigensubspaces of f , and we denote them by ∆
±
2k+2. Explicitly
one has
f(ψ1 ⊕ ψ2) = ik+1(e1 . . . e2k+1 · ψ2 ⊕ e1 . . . e2k+1 · ψ1),
yielding in particular for k = 1 the relation
f(ψ1 ⊕ ψ2) = −
(
e1e2e3 · ψ2 ⊕ e1e2e3 · ψ1
)
= ψ2 ⊕ ψ1,
since e1e2e3 = −1 in the three–dimensional Clifford algebra. In this way one obtains
∆±4 = {ψ1 ⊕ ψ2 ∈ ∆4 : ψ2 = ±ψ1} ,
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i.e., a spinor in ∆+4 or ∆
−
4 uniquely defines a spinor in ∆3 and vice versa. Thus we have
defined two isomorphisms of Spin(3) representations,
∆3 ≃ ∆±4 : ϕ1 7−→ ϕ1 ⊕ (±ϕ1).(35)
Since the four–dimensional spin manifold (H2, gt) is simply connected, it has only one
spin structure, and we denote the corresponding spinor bundle by ΣH2 . It splits into
the subbundles Σ+H2 and Σ
−
H2 , according to the above decomposition of ∆4, and as a
consequence of ∆4 = ∆3 ⊕∆3 and (35) we have the identifications
ΣH2 |M3Γ ≃ Σ⊕ Σ, Σ ≃ Σ
±
H2 |M3Γ
,
where Σ is the induced spinor bundle on M3Γ. Consider now a spinor field ϕ
+ ∈ Γ(Σ+H2 )
and its restriction ϕ+|M3Γ
= ϕ1 ⊕ ϕ1 to M3Γ, where ϕ1 ∈ Γ(Σ) is a three–dimensional
spinor field. In particular note that for a field of unit normal vectors on M3Γ the relation
N · (ϕ1 ⊕ ϕ1) = ϕ1 ⊕ (−ϕ1) holds, according to the realization of ∆4 given above. By
using the local formulas for the different covariant derivatives one obtains for the spinorial
derivative of ϕ+ on M3Γ the relation
∇ΣH2X ϕ+ = dϕ+(X) +
1
2
∑
1≤i<j≤3
ωij(X)Yi · Yj · (ϕ1 ⊕ ϕ1)
+
1
2
∑
1≤i<4
ωi4(X)Yi ·N · (ϕ1 ⊕ ϕ1)
= (∇ΣXϕ1 ⊕∇ΣXϕ1)−
1
2
(∇H2X N · ϕ1 ⊕∇H
2
X N · ϕ1)
for every vector field X ∈ TM3Γ, since ωij(X) = gt(∇H
2
X Yi, Yj) = ht(∇M
3
Γ
X Yi, Yj) and
ωi4(X) = gt(∇H2X Yi, N) = −ht(Yi,∇H
2
X N). Here and until the end of this section
{Y1, Y2, Y3} denotes an arbitrary section in the frame bundle of M3Γ. Since one part
of the Weyl tensor of the Eguchi–Hanson space H2 vanishes, we can assume that the
parallel spinor on H2 is contained in Γ(Σ+H2) and given by ϕ
+. Hence ∇ΣH2X ϕ+ = 0, and
with II(X) = ∇H2X N we obtain the equation
∇ΣXϕ1 =
1
2
II(X) · ϕ1
for the corresponding three–dimensional spinor ϕ1. Further, since II is a symmetric
bilinear form,
∑3
i=1 Yi · II(Yi) = −H is a scalar and one obtains
DΣ ϕ1 =
∑
Yi · ∇ΣYiϕ1 = −
H
2
ϕ1;
moreover, ϕ1 has constant length because it is given by the restriction of a parallel spinor.
We summarize these results in the following lemma.
Lemma 1. Let Σ denote the induced spinor bundle of M3Γ. Then there exists a spinor
ψ∗ ∈ Γ(Σ) on M3Γ with
∇ΣXψ∗ = −
1
2
II(X)ψ∗, Dψ∗ =
H
2
ψ∗, ‖ψ∗‖ = 1.
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Let now ψ∗ be given as in the previous lemma. Then ∇Xψ∗ = −(II(X)/2) · ψ∗, so
that
Tˆψ∗(X,Z) = − 1
2 ‖ψ∗‖2Re 〈X · II(Z) · ψ
∗ + Z · II(X) · ψ∗, ψ∗〉 , X, Z ∈ X (M3Γ).
Making use of the relation Re 〈X · ψ, ψ〉 = 0, which holds for an arbitrary vector field X
and spinor ψ, one computes in the base of the Yi
Tˆψ∗(X,Z) = − 1
2 ‖ψ∗‖2Re
〈
3∑
i,j,k=1
(X iZj + ZiXj) II∗jk Yi · Yk · ψ∗, ψ∗
〉
= − 1
2 ‖ψ∗‖2Re
〈
−2
3∑
i,j=1
X iZj II∗ij ψ
∗, ψ∗
〉
= II(X,Z),
since only the summands with i = k are different from zero. In particular, one has
Tr(Tˆψ∗) = − 1‖ψ∗‖2
3∑
i=1
Re 〈Yi · II∗(Yi) · ψ∗, ψ∗〉 = Tr II = H,
and it follows that Tr(Tˆψ∗) is constant if H is constant. Since the latter only occurs if H
vanishes identically, we deduce the following proposition.
Proposition 17. Denote by Σ the induced spinor bundle of M3Γ and letM
3
Γ be a minimal
surface, i. e., Γ a great circle in S2. Then there exists a T–Killing spinor ψ∗ ∈ Γ(Σ)
with Tr(Tˆψ∗) = 0 satisfying the field equation
∇Xψ∗ = −1
2
Tˆψ∗(X) · ψ∗ = −1
2
II(X) · ψ∗.
For any other choice of the curve Γ there are no T–Killing spinors.
8. The spectrum of the Dirac operator
In this section we will study some properties of the spectrum σ(D) of the Dirac operator
on the hypersurfaces M3Γ, Γ being a closed curve, so that M
3
Γ is complete. In general,
the Dirac operator D on a Riemannian spin manifold (Mn, g) is an elliptic formally
selfadjoint differential operator of first order and, as a differential operator, closable.
If M is complete, D is essentially selfadjoint as an unbounded operator in L2(Σ) with
domain C∞0 (M
n,Σ) and the kernels of D and D2 coincide, see e.g. [6]. Here L2(Σ)
is defined as the completion of C∞0 (M
n,Σ), the space of sections in Σ with compact
support, with respect to the norm induced by the scalar product
(ψ1, ψ2) =
∫
Mn
〈ψ1(x), ψ2(x)〉dMn, ψi ∈ C∞0 (Mn,Σ).
One has σ(D) = σ(D). If Mn is complete, σ(D) is real and consists only of the approx-
imation spectrum since, in this case, D has no residual spectrum. If, additionally, Mn
is non–compact, one has to expect point spectrum as well as continuous spectrum; in
particular, we are interested in the essential spectrum of D, which is defined by
σess(D) :=
{
λ ∈ C : there is a Weyl sequence for λ and D} ,
and represents the continuous spectrum together with the eigenvalues of infinite multi-
plicity. The main result of this section will consist in showing that the infimum of σ(D
2
)
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on (M3AΓ, ht), where Γ is a closed curve and A ∈ U(2), becomes arbitrarily small for arbi-
trary values of the parameter t, and that 0 ∈ σ(D); for Γ arising by a Mo¨bius transform
from a circle in C with center at the origin, we also show that the L2–kernel of D and
D are trivial, thus obtaining 0 ∈ σess(D) in this case. As we use the global trivialization
(3), these results hold for the trivial spin structure.
Theorem 4. Let Γ be a closed curve and D the closure of the Dirac operator on the
hypersurfaces (M3AΓ, ht), endowed with the trivial spin structure, where t 6= 0 and A ∈
U(2). Then, for arbitrary δ > 0,
inf{λ : λ ∈ σ(D2)} < δ,
and 0 ∈ σ(D).
We will prove these statements by using the min–max principle. For this, we need the
following lemmas.
Lemma 2. The L2loc–kernel of D on (M
3
Γ, ht) is non–trivial for arbitrary t and Γ.
Proof. With respect to the realization of the previous section one has for ψ ∈ Γ(Σ) that
∇Ykψ =
(
dψ1(Yk)
dψ2(Yk)
)
+
1
4
√
h22
[
(log h33),̺
(
0 −ω2(Yk)
ω2(Yk) 0
)
+2(logD),̺
(
0 iω3(Yk)
iω3(Yk) 0
)](
χ1
χ2
)
,
i.e., ∇Y1ψ = dψ(Y1) for every ψ. Then dψj =
∑3
i=1 Yi(ψj)ω
i implies that the Dirac
operator on M3Γ ∩M4 is given by
Dψ =
(
iY1(ψ1) + iY2(ψ2)− Y3(ψ2)
−iY1(ψ2) + iY2(ψ1) + Y3(ψ1)
)
+
i
̺
√
h22
(
1 0
0 −1
)(
ψ1
ψ2
)
,
since
1√
h22
(1
̺
+
1
2
(logK),̺ − (logD),̺
)
=
2
̺
√
h22
.
By taking Σ = ̺/
√
detht = 1/2̺
√
h22 into account one obtains on M
3
Γ ∩M4, for the
Dirac operator, the system of partial differential equations
1√
h22
[
i
(
∂
∂ ̺
+
1
̺
)
ψ1 − 1
2̺
ΩIψ2
]
= λψ1,(36)
1√
h22
[
−i
(
∂
∂ ̺
+
1
̺
)
ψ2 +
1
2̺
ΩIIψ1
]
= λψ2,(37)
where
Ω1 = (r
2 + 1)K
∂
∂ s
− rr˙̺K ∂
∂ ̺
− (r2ϕ˙ΓK + 2i) ∂
∂ ϕ
ΩII = (r
2 + 1)K
∂
∂ s
− rr˙̺K ∂
∂ ̺
− (r2ϕ˙ΓK − 2i) ∂
∂ ϕ
.
Let now λ = 0 and ψ be of the form ψ = ψ(̺, s) = ̺−1γ(s). Clearly one has then
i
(
∂
∂ ̺
+
1
̺
)
ψj(̺, s) = iγj(s)
(
− 1
̺2
+
1
̺2
)
= 0
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as well as
rr˙̺
∂
∂ ̺
ψj(̺, s) = −rr˙
̺
γj(s), (r
2 + 1)
∂
∂ s
ψj(̺, s) =
r2 + 1
̺
∂
∂ s
γj(s).
Equating these expressions yields the relation
∂
∂ s
(log γi) = −1
2
∂
∂ s
(log(r2 + 1))
for γ, so that by integration
log γj = −1
2
log(r2 + 1) + logCj .
Putting γj = (r
2 + 1)−1/2Cj one sees that all spinors of the form
ψ =
1
̺
√
r2 + 1
(
C1
C2
)
are harmonic on M3Γ ∩M4, where Ci ∈ C are constants. Since, further∫
U
|ψ|2dM3Γ =
∫
U
|ψ|2
√
detht ds ∧ d̺ ∧ dϕ,
for an open region U ⊂M3Γ and detht = 4̺4h22, the harmonic spinors ψ are in L2loc(Σ).
Lemma 3. Let Γ and t be arbitrary. Then there exists a L2loc–harmonic spinor ψ0 on
M3Γ ∩M4 which can be approximated pointwise by spinors ψε ∈ L2(Σ) ∩ Γ(Σ) depending
on a parameter ε > 0 such that Dψε ∈ L2(Σ).
Proof. To begin with, note that
√−S converges pointwise to 1/̺√r2 + 1 as t → 0, and
we therefore introduce the function
Sε := − ̺
4(r2 + 1)2
(̺4(r2 + 1)2 + ε4)3/2
, ε > 0,
replacing in S the parameter t of the Ka¨hler potential by the new parameter ε. One
computes
∂
∂ ̺
√
−Sε = 1
̺
√
−Sε 2ε
4 − ̺4(r2 + 1)2
(̺4(r2 + 1)2 + ε4)
,(
∂
∂ ̺
+
1
̺
)√
−Sε = 1
̺
√
−Sε 3ε
4
̺4(r2 + 1)2 + ε4
,
as well as
ΩI
√
−Sε = 0, ΩII
√
−Sε = 0,
since (r2+1)Sε,s = rr˙̺Sε,̺. Each other function in ̺ and s of the functional dependence
̺
√
r2 + 1 is also harmonic with respect to ΩI and ΩII . We put
ψε :=
√
−Sεe−3ε4̺
√
r2+1
(
C1
C2
)
, Ci ∈ C constant.(38)
For ε→ 0 one has then
ψε −→ 1
̺
√
r2 + 1
(
C1
C2
)
.
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As remarked, ΩIψε = 0, ΩIIψε = 0, so that
Dψε =
i√
h22
(
∂
∂ ̺
+
1
̺
)[√
−Sεe−3ε4̺
√
r2+1
](
C1
−C2
)
=
3ε4i
̺
√
h22
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)√
−Sεe−3ε4̺
√
r2+1
(
C1
−C2
)
.
Then one computes, since ε > 0,
‖ψε‖2L2 =
∫
(−Sε)e−6ε4̺
√
r2+1(|C1|2 + |C2|2)dM3Γ
= 2πC
∞∫
0
LΓ∫
0
(−Sε)
√
dethte
−6ε4̺√r2+1ds ∧ d̺ <∞,
where C = |C1|2 + |C2|2, as well as
‖Dψε‖2L2
=
∫
(−Sε)e−6ε4̺
√
r2+1(|C1|2 + |C2|2) 9ε
8
h22̺2
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)2
dM6Γ
= 2πC
∞∫
0
LΓ∫
0
(−Sε)
√
dethte
−6ε4̺√r2+1 9ε
8
h22̺2
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)2
ds ∧ d̺
i. e., the ψε are L
2–approximations of L2loc–harmonic spinors,
L2(Σ) ∩ Γ(Σ) ∋ ψε → ψ0 ∈ L2loc(Σ),
Dψε being in L
2, too.
In the following we will use the abbreviations
pε :=
√
dethte
−6ε4̺√r2+1, qε :=
9ε8
h22̺2
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)2
;
for ε→ 0 we then have that
−Sε pε →
√
detht
̺2(r2 + 1)
, Sε pε qε → 0
pointwise. Let ψε be as in (38).While ‖ψε‖L2 becomes unbounded for ε→ 0, it does not
follow that ‖Dψε‖L2 → 0 for small ε. Nevertheless, we will show that for given δ > 0
and ε small enough, ‖Dψε‖L2 / ‖ψε‖L2 < δ, thus proving Theorem 4. For this we have
to determine precise estimates for the Rayleigh quotient ‖Dψε‖2L2 / ‖ψε‖2L2 from above,
where the point is to find bounds not depending on ̺.
Proof of Theorem 4. Let ψε be as in Lemma 3, equation (38). One has
−Sε
√
detht =
2
√
2̺7(r2 + 1)3
(̺4(r2 + 1)2 + ε4)3/2(̺4(r2 + 1)2 + t4)1/4
,
∂
∂ ̺
(
− Sε
√
detht
)
=
2
√
2(r2 + 1)3̺6
[
̺4(r2 + 1)2(t4 + 6ε4) + 7ε4t4
]
(̺4(r2 + 1)2 + ε4)5/2(̺4(r2 + 1)2 + t4)5/4
> 0,
sup
̺>0
(−Sε
√
detht) =
2
√
2√
r2 + 1
;
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therefore −Sε
√
detht is strictly increasing and tends to 2
√
2/
√
r2 + 1 as ̺→∞, so that
it seems natural to estimate ‖ψε‖2L2 from below according to
‖ψε‖2L2 = 2πC
LΓ∫
0
∞∫
0
(−Sε pε) d̺ ∧ ds ≥ 2πC
L∫
0
inf
̺≥P
(−Sε
√
det ht)
∞∫
P
e−6ε
4̺
√
r2+1d̺ ∧ ds.
Here P > 0 is a cutting point to be determined in a convenient manner, such that
the resulting lower bound for ‖ψε‖2L2 is as great as possible. A possible choice would
be the turning point Pw of −Sε
√
detht, which can be calculated by the condition
(−Sε
√
det ht),̺2 = 0 by solving the equation of third degree in u
2
1 = ̺
4(r2 + 1)2
(u21 + ε
4)(u21 + t
4)[30u21ε
4 + 42ε4t4] = 5u21[t
4(u21 + ε
4)2 + 12ε4(u21 + t
4)2].
Since this turns out to be a little bit involved and does not necessarily lead to optimal
estimates, we look for a condition for ̺ instead such that
0 <
∂
∂ ̺
(
− Sε
√
detht
)
|̺ ≤ a≪ 1,(39)
i. e., [
̺4(r2 + 1)2
]6/5 [
6ε4(̺4(r2 + 1)2 + t4) + t4(̺4(r2 + 1)2 + ε4)
]4/5
≤
(
a
2
√
2
)4/5
(̺4(r2 + 1)2 + ε4)2(̺4(r2 + 1)2 + t4).
This is fulfilled if
[
(̺4(r2 + 1)2 + t4)(6ε4 + t4)
]4/5 ≤ ( a
2
√
2
)4/5 [
̺4(r2 + 1)2
]4/5
(̺4(r2 + 1)2 + t4),
where we assumed ε < t. For small ε and t this does not represent a much stronger
condition. Again this is assured if(
2
√
2(6ε4 + t4)
a
)4
≤ [̺4(r2 + 1)2]5,
and we put
Pa := µ(ε, t, a)
1√
r2 + 1
, where µ(ε, t, a) :=
5
√
2
√
2(6ε4 + t4)
a
.
Then one calculates
inf
̺≥Pa
(−Sε
√
detht) = −Sε
√
detht|Pa =M(ε, t, a)
1√
r2 + 1
,
the function M being given by
M(ε, t, a) :=
2
√
2µ7
(µ4 + ε4)3/2(µ4 + t4)1/4
.
48 PABLO RAMACHER
We remark that, as ε→ 0, the functions µ andM tend to a finite value that is independent
of ̺, namely
lim
ε→0
µ(ε, t, a) =
5
√
2
√
2t4
a
, lim
ε→0
M(ε, t, a) = 2
√
2


5
√(
2
√
2
at
)4
5
√(
2
√
2
at
)4
+ 1


1/4
,
the cutting point Pa also remaining finite. We finally obtain an estimate for ‖ψε‖L2 of
the form
‖ψε‖2L2 ≥ 2πC
LΓ∫
0
inf
̺≥Pa
(−Sε
√
detht)
∞∫
Pa
e−6ε
4̺
√
r2+1d̺ ∧ ds
= 2πCM(ε, t, a)
∫
1√
r2 + 1
e−6ε
4Pa
√
r2+1
6ε4
√
r2 + 1
ds.
Note thatM tends to 2
√
2 if, additionally, a·t→ 0 so that the value of −Sε
√
detht at the
point Pa becomes arbitrarily close to sup̺(−Sε
√
detht) = 2
√
2/r2 + 1. This can always
be achieved by choosing a small enough, though for big t the cutting point Pa becomes
big, too. Nevertheless, we will see that this is of no relevance for later arguments. For
small t we do not lose too much by the above estimate, since then Pa is also small.
We turn now to estimating ‖Dψε‖2L2 . First, one has
−Sε qε
√
detht
= 9
√
2ε8̺3(r2 + 1)
4
√
̺4(r2 + 1)2 + t4
(̺4(r2 + 1)2 + ε4)3/2
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)2
<∞,
and we set
∆2 :=
̺2
̺4(r2 + 1)2 + ε4
(
1
̺4(r2 + 1)2 + ε4
− ̺
√
r2 + 1
)2
,
Λ := ̺(r2 + 1)
4
√
̺4(r2 + 1)2 + t4√
̺4(r2 + 1)2 + ε4
,
which yields −Sε qε
√
detht = 9
√
2ε8Λ∆2. The function Λ vanishes only for ̺ = 0. The
zeros of ∆ are ̺ = 0 and the solutions of the equation of fifth degree in ̺,
̺
√
r2 + 1(̺4(r2 + 1)2 + ε4)− 1 = 0.(40)
Now ̺
√
r2 + 1 becomes zero for ̺ = 0 and is strictly increasing; (̺4(r2 + 1)2 + t4)−1 is
equal to t−4 for ̺ = 0 and strictly decreasing. The equation (40) has therefore exactly
one real solution; it is positive and will be denoted in the following by Q. Note that Q
is greater than 0 and bounded from above by 1/
√
r2 + 1. Since −Sεqε
√
detht is non–
negative and (−Sεqε
√
detht),̺ = 9
√
2ε8∆(2Λ∆,̺ +∆Λ,̺), the numbers 0 and Q are the
only absolute minima of −Sεq
√
detht. The absolute value of ∆ can then be estimated
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according to
|∆| = ̺√
̺4(r2 + 1)2 + ε4
∣∣∣∣ 1̺4(r2 + 1)2 + ε4 − ̺
√
r2 + 1
∣∣∣∣ ≤
≤


̺2
√
r2+1√
̺4(r2+1)2+ε4
for ̺ ≥ Q,
̺
(̺4(r2+1)2+ε4)3/2
for ̺ ≤ Q.
The relation
∂
∂ ̺
(
̺2
√
r2 + 1√
̺4(r2 + 1)2 + ε4
)
=
2̺ε4
√
r2 + 1
(̺4(r2 + 1)2 + ε4)3/2
> 0
as well as
sup
̺
̺2
√
r2 + 1√
̺4(r2 + 1)2 + ε4
=
1√
r2 + 1
imply the estimate
|∆| ≤ 1√
r2 + 1
for ̺ ≥ Q.
In a similar way one sees by
∂
∂ ̺
(
̺
(̺4(r2 + 1)2 + ε4)3/2
)
=
ε4 − 5̺4(r2 + 1)2
(̺4(r2 + 1)2 + ε4)5/2
,
that ̺(̺4(r2 + 1)2 + ε4)−3/2 has a maximum at ̺max = ε4√5√r2+1 with
̺
(̺4(r2 + 1)2 + ε4)3/2
∣∣̺max =
1
ε5 4
√
5(6/5)3/2
√
r2 + 1
,
and we obtain the estimate
|∆| ≤ 1
ε5 4
√
66/55
√
r2 + 1
for ̺ ≤ Q.
Now Λ tends asymptotically to
√
r2 + 1 as ̺→∞ and one computes
∂
∂ ̺
Λ =
(r2 + 1)
[
ε4t4 + (2ε4 − t4)̺4(r2 + 1)2]
(̺4(r2 + 1)2 + ε4)3/2(̺4(r2 + 1)2 + t4)3/4
,
so that for 2ε4 < t4 one sees that Λ has a maximum at ̺′max =
εt
4√t4−2ε4
1√
r2+1
; otherwise
it is strictly increasing. Inserting ̺′max in Λ we obtain
Λ|̺′max =
√
r2 + 1
t
ε
N(ε, t),
where N(ε, t) := t/(
√
2 4
√
t4 − ε4), and thus, for Λ, the estimate
Λ ≤
{ √
r2 + 1 for 2ε4 ≥ t4,√
r2 + 1N(ε, t) tε for 2ε
4 < t4.
As ε→ 0, the function N tends to 1/√2. Summarizing we find that, under the assump-
tion that 2ε4 < t4, −Sεq
√
detht can be estimated from above according to
−Sεqε
√
detht = 9
√
2ε8Λ∆2 ≤


9
√
2N(ε,t)√
r2+1
tε7 for ̺ ≥ Q,
9
√
2N(ε,t)
κ2
√
r2+1
t
ε3 for ̺ ≤ Q,
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where κ := 4
√
66/55; finally we obtain for ‖Dψε‖L2 , assuming ε to be small, that
‖Dψε‖2L2 ≤ 2πC
LΓ∫
0
sup
̺≤Q
(−Sεqε
√
detht)
Q∫
0
e−6̺ε
4
√
r2+1 d̺ ∧ ds
+ 2πC
LΓ∫
0
sup
̺≥Q
(−Sεqε
√
detht)
∞∫
Q
e−6̺ε
4
√
r2+1 d̺ ∧ ds
= 2πC
LΓ∫
0
9
√
2N(ε, t)t√
r2 + 1
(
1
κ2ε3
1− e−6Qε4
√
r2+1
6ε4
√
r2 + 1
+ ε7
e−6Qε
4
√
r2+1
6ε4
√
r2 + 1
)
ds.
Under the assumption that 2ε4 < t4 we obtain the estimate
‖Dψε‖2L2
‖ψε‖2L2
≤ 9
√
2N(ε, t)t
M(ε, t, a)
∫ (
ε−3κ−2(1− e−6Qε4
√
r2+1) + ε7 e−6Qε
4
√
r2+1
)
ds∫
e−6Paε4
√
r2+1 ds
for the Rayleigh quotient. The expression
e−6Qε
4
√
r2+1 − 1
ε3
=
∞∑
k=1
1
k!
(−6Q
√
r2 + 1)k ε4k−3
tends to zero as ε→ 0, so that the Rayleigh quotient itself becomes arbitrarily small for
ε→ 0. Since for closed curves Γ the hypersurfaces M3Γ are complete, both D and D
2
are
self–adjoint, and by the min–max principle, see e. g. [21], one has
inf
{
λ : λ ∈ σ(D2)
}
= inf
06=ψ∈D(D2)
∥∥Dψ∥∥2
L2
‖ψ‖2L2
,
since D
2
is bounded from below. The domain of definition of the closure D of the Dirac
operator is given by
D(D) =
{
ψ ∈ L2(Σ) : ∃ a seriesψn ∈ D(D) : ψn → ψ and
Dψn converges in L
2(Σ)
}
,
and in case ψ ∈ D(D) ∩ Γ(Σ), one has Dψ = Dψ . The first assertion of the theorem
then follows by noting that the inequalities
∫ ‖ψε‖2 dM3Γ <∞, ∫ ‖Dψε‖2 dM3Γ <∞ and∫ ∥∥D2 ψε∥∥2 dM3Γ < ∞ imply that ψε lies in D(D) and D(D2), respectively, since M3Γ is
assumed to be complete. To see this, let p0 ∈ M3Γ be fixed and µ(x) : R → [0, 1] be the
function defined in (29). Following [6] we put
bn(p) := µ
(
2− dist (p, p0)
n
)
, n = 1, 2, . . . , p ∈M3Γ.
Then bn ≡ 1 on Bn(p0) and supp bn ⊂ B2n(p0). Further one sees that bn is Lipschitz–
continuous and, hence, almost everywhere differentiable with | grad bn|2 ≤ M/n2, where
M is a constant. Since M3Γ is complete, the closed envelopes of the geodesic balls Bn(p0)
are compact in M3Γ and therefore
ψn := bn ψε ∈ D(D) = C∞0 (M3Γ,Σ).
Since ‖ψε‖2L2 < ∞, one has ψn → ψε in L2(Σ). In the same way ‖Dψε‖2L2 < ∞
implies with the relation Dψn = bnDψε + grad bn · ψε that Dψn → Dψε in L2(Σ).
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Consequently, one obtains ψε ∈ D(D), and in a similar way Dψε ∈ D(D).Finally, by
setting ψ˜ε := ψε/ ‖ψε‖L2 , we obtain a sequence of elements in D(D)∩Γ(Σ) of unit length
for which ‖D ψ˜ε‖L2 → 0 as ε→ 0, which implies that 0 ∈ σapprox(D) = σ(D).
In the following we will study the L2–kernel of the Dirac operator in case that Γ is a
circle in C with center at the origin and radius r ≡ r0. Let p = Ψ(s, ̺, ϕ) ∈ M3Γ ∩M4
and z = eiτ ∈ S1. As explained in section 5, in this case
κz :M
3
Γ ∩M4 −→M3Γ ∩M4, κz(p) = Ψ(s, ̺, (ϕ+ τ)mod 2π),
µz :M
3
Γ ∩M4 −→M3Γ ∩M4, µz(p) = Ψ((s+ τ)mod 2πr, ̺, ϕ)
represent two isometric S1–actions on M3Γ ∩M4. Putting
(κzψ)(p) := ψ(κz−1(p)) und (µzψ)(p) := ψ(µz−1(p))
one obtains two continuous unitary S1–representations in L2(Σ), since by the invariance
of the volume form under κz and µz the equality∫ 〈
ψ(κz−1(p)), ϕ(κz−1(p))
〉
dM3Γ(p) =
∫ 〈
ψ(p), ϕ(p)
〉
(κz)
∗(dM3Γ)(p), ϕ, ψ ∈ L2(Σ),
and a similar one for µz hold. Then, by the theorem of Stone, there exist uniquely
determined self–adjoint operatorsM and M1 such that κeiτ = e
iτM , µeiτ = e
iτM1 . They
are given byM = i ∂ϕ,M1 = i ∂s, while the corresponding eigenfunctions are determined
by
i
∂
∂ ϕ
eiαϕ = −αeiαϕ, i ∂
∂ s
eiαϕΓ = −βϕ˙ΓeiβϕΓ ,
where α and β are integers and ϕ˙Γ = ε/r, ε = ±1. Because of D|p = D|κz(p) = D|µz(p),
the operator D commutes with κz and µz, so that each of the eigensubspaces Eλ of D and
D corresponding to the eigenvalue λ decomposes into the eigensubspaces of the unitary
S1 × S1–action according to
Eλ =
⊕
α,β
Hλα ⊗Hλβ ,
in concordance with the spectral decomposition of the operatorsM andM1; in particular,
one has KerL2(D) =
⊕
α,β Hα ⊗Hβ . A general solution of the Dirac equation Dψ = λψ
on M3Γ ∩M4 can then be written as a product of the form
ψ(s, ̺, ϕ) = eiαϕeiβϕΓ(s)R(̺),(41)
where R is a function of ̺. Thus, the system of partial differential equations (36) leads
to a system of ordinary differential equations
1√
h22
[
i
(
∂
∂ ̺
+
1
̺
)
R1 − i
2̺
(
(r2 + 1)Kβϕ˙Γ − (r2ϕ˙ΓK + 2i)α
)
R2
]
= λR1,
1√
h22
[
−i
(
∂
∂ ̺
+
1
̺
)
R2 +
i
2̺
(
(r2 + 1)Kβϕ˙Γ − (r2ϕ˙ΓK − 2i)α
)
R1
]
= λR2
(42)
for the radial function R(̺). Introducing δ :=
(
(r2 + 1)β − r2α)ϕ˙Γ/2, we put
f :=
(
δK − iα)/̺, g := (δK + iα)/̺,
and make the substitution
χ := C ̺
(
eiλ
∫ √
h22d̺R1(̺)
e−iλ
∫ √
h22d̺R2(̺)
)
,
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so that one obtains for χ the system of differential equations
d
d̺
(
χ1
χ2
)
=
1
̺
(
χ1
χ2
)
+
(
iλ
√
h22 0
0 −iλ√h22
)(
χ1
χ2
)
+C ̺
(
eiλ
∫ √
h22d̺ 0
0 e−iλ
∫ √
h22d̺
)( −1/̺− iλ√h22 f
g −1/̺+ iλ√h22
)(
R1
R2
)
=
(
0 f˜
g˜ 0
)(
χ1
χ2
)
with f˜ := e2iλ
∫ √
h22d̺f , g˜ := e−2iλ
∫ √
h22d̺g. Note that
∫ √
h22d̺ =
(r2 + 1)̺2√
2(̺4(r2 + 1)2 + t4)1/4
(
1 +
̺4(r2 + 1)2
t4
)1/4
F
(
1
2
,
1
4
,
4
3
,−̺
4(r2 + 1)2
t4
)
.
If α or β are different from zero, neither f nor g vanish; differentiating again gives
(χ1),̺2 = f˜,̺ χ2 + f˜ (χ2),̺ = (log f˜),̺ (χ1),̺ + f˜ g˜ χ1,
(χ2),̺2 = g˜,̺ χ1 + g˜ (χ1),̺ = (log g˜),̺ (χ2),̺ + f˜ g˜ χ2,
and one obtains the differential equations of second order
d2χ1
d̺2
(̺) + p(̺)
dχ1
d̺
(̺) + q(̺)χ1(̺) = 0,(43)
d2χ2
d̺2
(̺) + p¯(̺)
dχ2
d̺
(̺) + q(̺)χ2(̺) = 0,(44)
where
p(̺) =
1
̺
− δ K,̺
δK − iα − 2iλ
√
h22, q(̺) = − 1
̺2
(δ2K2 + α2) ≤ 0.
If one puts χ2 := f˜
−1(χ1),̺ and χ1 := g˜−1(χ2),̺,respectively, each solution of (43) or
(44) corresponds to a solution of the above system of differential equations for χ, i.
e., solving the latter system of two differential equations of first order is equivalent to
finding a solution of the differential equation of second order (43) or (44). The latter are
differential equations of Sturm–Liouville type and our next goal will consist in showing
that, for λ = 0 and α 6= 0, they cannot have any bounded solutions and, in particular,
that they do not lead to L2–integrable solutions Ψ of the Dirac equation. For this purpose
we will make use of the following theorem proved by Hartman [11].
Theorem 5 (Hartman). Let I be an interval in R and w(x) a solution of the differential
equation
w¨(x) + p(x)w˙(x) + q(x)w(x) = 0, x ∈ I,
with continuous complex valued coefficients p and q. If
Re
[
− q(x)− 1
4
|p(x)|2
]
≥ 0,(45)
then r(x) = |w(x)|2 is concave, i. e., r¨(x) ≥ 0.
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Now, in our case one computes
Re p(̺) =
1
2
(p+ p¯) =
1
̺
− δK,̺
2
(
1
δK − iα +
1
δK + iα
)
=
1
̺
− δ
2KK,̺
δ2K2 + α2
,
Im p(̺) =
1
2i
(p− p¯) = −δK,̺
2i
(
1
δK − iα −
1
δK + iα
)
− 2λ
√
h22
= − αδK,̺
δ2K2 + α2
− 2λ
√
h22
and thus
−q(̺)− 1
4
|p(̺)|2 = 1
̺2
(
δ2K2 + α2 − 1
4
)
+
δ2K2(logK),̺
δ2K2 + α2
·
(
1
2̺
− (logK),̺
4
− αλ
√
(r2 + 1)K
δK
)
− λ2(r2 + 1)K.
Because of
1
2̺
− (logK),̺
4
=
1
2̺
(
1− t
4
̺4(r2 + 1)2 + t4
)
> 0
one recognizes that, for λ = 0 and α 6= 0, the condition (45) is fulfilled for the differential
equations (43) and (44), while for λ 6= 0 the expression −q(̺) − |p(̺)|2/4 tends asymp-
totically to −2λ2(r2 + 1) for ̺ → ∞. For λ = 0 and α = 0 it becomes also negative as
̺→ 0. As a consequence of the preceeding theorem we obtain the following lemma.
Lemma 4. Assume that λ = 0 and α 6= 0, and let χ1, χ2 be solutions of the differential
equations (43) and (44), respectively. Then |χ1|2 and |χ2|2 are concave.
We are now in a position to prove the announced theorem.
Theorem 6. Let Γ be a circle in C with center at the origin and radius r ≡ r0, and ψ a
spinor on (M3Γ ∩M4, ht) of the form (41). If ψ is a solution of the Dirac equation with
respect to the trivial spin structure corresponding to the eigenvalue λ = 0 and if α 6= 0,
then ‖ψ‖2L2 =∞.
Proof. Let Dψ = 0 and α 6= 0. By our previous considerations χ1 = C̺R1(̺) satisfies
the differential equation (43) and we consider its continuation
d2χ1
dz2
(z) + p(z)
dχ1
dz
(z) + q(z)χ1(z) = 0, z ∈ C,(46)
to the whole complex domain. For α 6= 0 both p(z) and q(z), z ∈ C, are meromorphic
functions with poles of first and second order at zero, respectively. The differential
equation (46) is therefore of Fuchssian type and zero is a regular singular point. Let χ1,1,
χ1,2 form a fundamental system of solutions of (46); they can be expanded around the
origin into the uniformly convergent series
χ1,1(z) = z
ε1
(
1 +
∞∑
n=1
anz
n
)
, χ1,2(z) = z
ε2
(
1 +
∞∑
n=1
bnz
n
)
,
where an, bn are constants and ε1, ε2 are the roots of the equation
ε2 + (p0 − 1)ε+ q0 = 0
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with
q0 = lim
z→0
z2 q(z), p0 = lim
z→0
z p(z),
see e. g. [23]. One obtains ε1 + ε2 = 1 − p0, ε1ε2 = q0, which yields in our case that
ε1 + ε2 = 1 − 1 = 0, ε1ε2 = −α2, and hence ε1 = α, ε2 = −α. Evidently, analogous
considerations hold for χ2 = C̺R2(̺), too. Now,
‖ψ‖2L2 =
∫
‖ψ(s, ̺, ϕ)‖2 dM3Γ =
2π∫
0
∞∫
0
2πr∫
0
1
̺2
(|χ1(̺)|2 + |χ2(̺)|2)√det ht ds ∧ d̺ ∧ dϕ.
In order that the above integral remains bounded it is necessary that |χ1(̺)|2 and |χ2(̺)|2
decrease with order greater than one for ̺→∞, since
1
̺2
√
detht =
√
8̺(r2 + 1)
4
√
̺4(r2 + 1)2 + t4
∼ constant;
therefore |χi(̺)|2 < 1/̺, i = 1, 2, must hold for large ̺. As, moreover, |χi(̺)|2 is smooth,
there exists a ̺0 such that (|χi(̺0)|2),̺ ≤ −1/̺20 < 0. However, by Lemma (4) one has
that |χi(̺)|2,̺ is monotone increasing so that
d
d̺
|χi(̺)|2 ≤ − 1
̺20
< 0 for all ̺ ≤ ̺0
must hold. Consequently, |χi(̺)|2 is monotone decreasing and strictly monotone decreas-
ing for ̺ ≤ ̺0. Let us now assume that α = 1, 2, . . . without loss of generality. If χ(̺)
is not identically zero, it follows that, in a neighbourhood of the origin, its components
χ1 and χ2 must have the developments
χi(̺) = Ai̺
−α
[
1 +
∞∑
n=1
cin̺
n
]
,
where Ai, c
i
n are constants; otherwise one would have (|χi(0)|2),̺ ≥ 0. Let now ̺1 be
sufficiently small so that χ1 and χ2 can be developed as above and, in particular,∣∣∣ ∞∑
n=0
Re cin̺
n
∣∣∣ < 1
2
for all ̺ < ̺1.
Then
2π∫
0
̺1∫
0
2πr∫
0
‖ψ(s, ̺, ϕ)‖2 dM3Γ = 4π2r
̺1∫
0
̺−2(α+1)
∑
i=1,2
A2i
[(
1 +
∞∑
n=0
Re cin̺
n
)2
+
( ∞∑
n=0
Im cin̺
n
)2]√
detht d̺ ≥ π2r(A21 +A22)
̺1∫
0
̺−2(α+1)
√
det ht d̺
≥ π2r(A21 +A22)
√
8(r2 + 1)
4
√
̺21(r
2 + 1)2 + t4
̺1∫
0
̺−2α+1 d̺
=
{
log ̺
∣∣̺1
0
= ∞, α = 1,
̺−2(α−1)
−2(α−1)
∣∣∣̺1
0
= ∞, α = 2, 3, . . .
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and hence ‖ψ‖2L2 =∞.
We turn now to the remaining case of α = 0. If ψ(s, ̺, ϕ) = eiβϕΓR(̺) is a harmonic
spinor on M3Γ ∩M4, the components of χ = ̺R(̺) satisfy the differential equations (43)
and (44), respectively, where
p =
1
̺
− (logK),̺, q = −f2 = −g2 = −
(
δK
̺
)2
,
i. e., for χ1 and χ2 one obtains the differential equations
d2χi
d̺2
(̺) + p(̺)
dχi
d̺
(̺)− f2(̺)χi(̺) = 0
and these can be integrated explicitly. Indeed, putting
χi(̺) = Bie
δ arsinh
(
̺2(r2+1)
t2
)
=
Bi
t2δ
(
̺2(r2 + 1) +
√
̺4(r2 + 1)2 + t4
)δ
one verifies that
dχi
d̺
(̺) =
δχi(̺)
̺2(r2 + 1) +
√
̺4(r2 + 1)2 + t4
(
2̺(r2 + 1) +
1
2
4̺3(r2 + 1)2√
̺4(r2 + 1)2 + t4
)
=
2̺(r2 + 1)δ√
̺4(r2 + 1)2 + t4
χ(̺) = f(̺)χ(̺),
d2χi
d̺2
(̺) =
(
f2(̺) + f
(
−1
̺
+ (logK),̺
))
χi(̺) =
(
f2(̺)− f(̺) p(̺))χi(̺).
We continue ψ to a spinor on M3Γ by setting ψ|Γ ≡ 0. Let now ϕ˙Γ = 1/r and β =
−1,−2, . . . , so that δ = (r2 + 1)β/2r ≤ β < 0. Then one computes∫
‖ψ(s, ̺, ϕ)‖2 dM3Γ
= 4π2r
B21 +B
2
2
t4δ
∫ √
8̺(r2 + 1)
4
√
̺4(r2 + 1)2 + t4
(
̺2(r2 + 1) +
√
̺4(r2 + 1)2 + t4
)2δ
d̺ <∞,
so that ψ ∈ L2(M3Γ). Nevertheless, ψ is not smooth at ̺ = 0, so that ψ /∈ D(D). Thus
we have completely determined the L2–kernel of the Dirac operator in case that Γ is a
circle in C with center at the origin and obtain the following theorem.
Theorem 7. Let Γ be a generalized circle in C that arises by a Mo¨bius transform from
a circle in C with center at the origin, and D the Dirac operator on (M3Γ, ht) with respect
to the trivial spin structure. Then
KerL2
(
D|(M3Γ∩M4)
)
=
⊕
β=−1,−2,...
H0 ⊗Hβ ,(47)
while the L2–kernel of the Dirac operator and its closure are trivial. In particular, 0 ∈
σL
2
ess(D).
Proof. Let Γ be a circle in C with center around the origin and radius r ≡ r0. Without
loss of generality we can assume that ϕ˙Γ = 1/r. For β = −1,−2,−3, . . . and by the
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previous considerations
ψβ(s, ̺, ϕ) =
eiβϕΓ
̺
eδ arsinh
(
̺2(r2+1)
t2
) (
B1
B2
)
=
eiβϕΓ
̺ t2δ
(
̺2(r2 + 1) +
√
̺4(r2 + 1)2 + t4
)δ (B1
B2
)
are harmonic L2–spinors on M3Γ ∩M4, where δ = (r2 + 1)β/2r, Bi are constants and
ψβ |Γ ≡ 0. By Theorem 6, apart from the trivial representation no other representations
of the S1–action κz can occur in the L
2–kernel of the Dirac operator and we obtain (47)
in case that Γ = ∂ B(0, r). The general statement then follows from the fact thatM3Γ and
M3AΓ are isometric for A ∈ U(2). If, further, ψ ∈ L2(Σ) is a harmonic spinor with respect
to D, then the regularity theorem for solutions of elliptic differential equations implies
that ψ ∈ Γ(Σ). However, since all L2–harmonic spinors have to be linear combinations of
the ψβ , which, nevertheless, are not regular at ̺ = 0, the L
2–kernel of the Dirac operator
and its closure turn out to be trivial. Since, by theorem 4, zero belongs to the spectrum
of D, it follows that 0 ∈ σL2ess(D).
9. On the spectrum of the Laplacian
In this section we will continue the study of the Laplacian on the hypersurfaces M3Γ,
which we began in Section 6. Unlike the Dirac operator, the spectrum of the Laplacian on
an open complete manifold is related to the underlying geometry in a much more intrinsic
way. Thus, lower bounds for the Ricci tensor imply upper bounds for its smallest spectral
value, and by studying the geodesic flow and the exponential growth of the manifold one
obtains statements about the infimum of the essential spectrum of the Laplace operator
and vice versa.
Operating on functions, the Hodge–Laplace operator and the Bochner–Laplace oper-
ator coincide, and we have ∆ = ∇∗∇ : C∞(M3Γ) → C∞(M3Γ) on the hypersurfaces M3Γ;
further, since M3Γ is complete for a closed curve Γ, ∆ is essentially selfadjoint as an op-
erator in L2(M3Γ) with domain C
∞
0 (M
3
Γ), where the domain of ∆ is given by the Sobolev
space 2Ω0(M3Γ) = H
2(M3Γ). One has σ(∆) = σ(∆). Now, for the smallest spectral value
of the Laplacian the following proposition holds in general (see e.g. [5]).
Proposition 18. Let (Mn, g) be an open complete Riemannian manifold, the compo-
nents of the Ricci tensor being bounded from below by −(n − 1)C, where C ≥ 0. Then
the smallest spectral value of the Laplacian µ0(M
n) satisfies
µ0(M
n) ≤ (n− 1)
2
4
C.
Hence, as an immediate consequence we obtain the following statement.
Corollary 5. Let Γ be a closed curve in C. Then the smallest spectral value of the
Laplacian on the hypersurfaces (M3AΓ, ht) satisfies µ0(M
3
AΓ) ≤ t−2, where t 6= 0 and
A ∈ U(2).
Proof. By Theorem 1, R11 ≥ R22 ≥ R33. Further, since R33 is strictly increasing one
has that inf̺R33 = R33|̺=0 = −2/t2 so that Rij ≥ −2C, where C = t−2. The assertion
then follows from the proposition above.
In the sequel we will proceed to find estimates for the infimum of the spectrum of ∆
on the considered hypersurfaces by using again the min–max principle, and show that
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it becomes arbitrarily close to zero for any closed curve Γ, so that µ0(M
3
AΓ) = 0, where
A ∈ U(2). Since, by Corollary 4, this estimate gives also an estimate for the infimum of
the essential spectrum, we are in position to compute the exponential growth of M3Γ for
an arbitrary closed curve, thus generalizing the results previously obtained in section 5,
since, as already mentioned, the infimum of the essential spectrum of the Laplacian is
closely related to the exponential growth of the underlying manifold. More precisely the
following theorem proved by Brooks [3] holds.
Theorem 8 (Brooks). Let (Mn, g) be an open complete manifold of infinite volume.
Then
inf σess(∆) =
1
4
µ2∞.
Consequently, the exponential growth of the hypersurfaces M3Γ must be zero for any
closed curve Γ. Let us now prove these assertions.
First note that for ϕ ∈ H2(M3Γ),∫
(ϕ,∆ϕ)dM3Γ =
∫
(∇ϕ,∇ϕ)dM3Γ
holds, where (·, ·) denotes the scalar product in Ω0(M3Γ) and
(∇ϕ,∇ϕ) :=
∑
(∇Yiϕ,∇Yiϕ) =
∑
Y 2i (ϕ) = | gradϕ|2.
By the min–max principle we have
inf σ(∆) = inf
06=f∈D(∆)
∫ | gradf |2dM3Γ∫ |f |2dM3Γ .(48)
Now we consider the function
Hε :=
√
2
4
√
̺4(r2 + 1)2 + ε4
, ε > 0,
which is derived from the trace H of the second fundamental form, and by means of this
function we generate estimates for σess(∆).
Theorem 9. Let Γ be a closed curve in C and ∆ the closure of the scalar Laplacian on
(M3AΓ, ht), where A ∈ U(2). Then, for arbitrary δ > 0,
inf σess(∆) < δ.
Proof. By Corollary 3, Hα is L2–integrable over M3Γ for α > 3/2. One computes further
that
Y1(H
α
ε ) =
1√
h22
∂
∂ ̺
(
2√
̺2(r2 + 1)2 + ε4
)α/2
= − 1√
h22
α̺3(r2 + 1)2
̺4(r2 + 1)2 + ε4
H
α
ε ,
the derivatives Y2(H
α
ε ) and Y3(H
α
ε ) being zero so that
| gradHαε |2 = Y 21 (Hαε ) =
α2̺4(r2 + 1)2
2(̺4(r2 + 1)2 + ε4)2
√
̺4(r2 + 1)2 + t4 H2αε .
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For α = 2, and assuming t ≤ ε, the monotony of the integral implies∫
H
4
εdM
3
Γ = 8
√
8π
∫
̺3(r2 + 1)
(̺4(r2 + 1)2 + ε4) 4
√
̺4(r2 + 1)2 + t4
ds ∧ d̺
≥ 8
√
8π
∫
̺3(r2 + 1)
(̺4(r2 + 1)2 + ε4)5/4
ds ∧ d̺
= 8
√
8π
L∫
0
[
− 1
(1 + r2)(̺4(r2 + 1)2 + ε4)1/4
]∞
0
ds =
8
√
8π
ε
L∫
0
1
r2 + 1
ds.
Similarly, under the assumption that t ≤ ε one computes∫
| gradH2ε|2dM3Γ = 16
√
8π
∫
̺7(r2 + 1)3
(̺4(r2 + 1)2 + ε4)3
4
√
̺4(r2 + 1)2 + t4 d̺ ∧ ds
≤ 16
√
8π
∫
̺7(r2 + 1)3
(̺4(r2 + 1)2 + ε4)11/4
d̺ ∧ ds
= 16
√
8π
L∫
0
([
− 7̺
4(r2 + 1)2 + 4ε4
21(̺4(r2 + 1)2 + ε4)7/4(r2 + 1)
]∞
0
)
ds =
64
√
8π
21ε3
L∫
0
1
(r2 + 1)
ds,
showing that H2ε ∈ D(∆). Summing up we have∫ | gradH2ε|2dM3Γ∫
H4εdM
3
Γ
≤ 8
21ε2
for all 0 < t < ε;
using (48) one then obtains the stated bound from above for the essential spectrum of
the Laplacian since, by Corollary 4, zero can be no L2–eigenvalue of ∆ and, hence, of
∆.
Corollary 6. Let t > 0 be arbitrary and A ∈ U(2). Then for any closed curve Γ in C,
(M3AΓ, ht) has subexponential growth.
Proof. This is a consequence of the theorems 8 and 9.
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