We present a class of algorithms for solving constrained optimization problems. In the algorithm non-negatively constrained quadratic programming subproblems are iteratively solved to obtain estimates of Lagrange multipliers and with these estimates a sequence of points which converges to the solution is generated. To achieve a superlinear rate of convergence the matrix appearing in the subproblem is required to be an approximate inverse of the Hessian of the Lagrangian or a penalty Lagrangian. Some well-known variable metric updates such as the BFGS update are employed to generate the matrix and the resulting algorithm converges locally with a superlinear rate.
Introduction
The techniques for solving quadratic programming problems have been developed so extensively that it becomes feasible to deal with the general nonlinear programming problem by reducing it to a sequence of quadratic programming subproblems. This approach allows us to approximate the nonlinear programming problem quadratically and affords an extension of Newton's and Newton-like methods to constrained optimization. We present in this work a class of algorithms in which we iteratively solve non-negatively constrained quadratic programming subproblems to obtain estimates of Lagrange multipliers and with these estimates generate a sequence of points which converges to the solution. To achieve a superlinear rate of convergence the matrix appearing in the subproblem is required to be an approximate inverse of the Hessian of the Lagragian. We suggent variable metric updates to generate these matrices and In Section 3 we embed the BFGS and some other updates into the algorithm and show that the algorithm converges locally with a superlinear rate. In Section 4 the algorithm is modified by replaceing the Lagrangian by a penalty Lagrangian in order to relax some assumptions in the convergence theorems. Some comments are contained in Section 5. results in [13] , to which the interested readers are referred for further details.
For convenience a column vector in Rn+m+q is sometimes written as (x,u,v).
We restrict ourselves to the R 2 vector norm and operator norm and denote it by I I I I . We use L(Rn) to indicate the set of nxn real matrices and write f 6 LC [ x ] if the function f has Lipschitz continuous second-order derivatives in a neighborhood of x.
In Section 2 we state the algorithm. This paper is a summary of the main 2 2. The Algorithm In this paper we consider the following nonlinear programming problem
w h e r e f , g , a n d h a r e f u n c t i o n s f r o m Rn i n t o R , R m , a n d R q r e s p e c t i v e l y .
T h e L a g r a n g i a n o f p r o b l e m ( P ) i s t h e r e a lv a l u e d f u n c t i o n L ( x , u , v ) 
u 2 0 a s s o c i a t e d w i t h a n y x i n R a n d a n y A i n n L ( R~) .
D e f i n i t i o n 2 . 1 A v e c t o r
z = (2,6,+) i n Rn+m+q ( 2 , G ) i s a K u h n -T u c k e r p o i n t o f D Q ( x , A ) a n d i s a z -s o l u t i o n o f D Q ( x , A ) i f g = x -A ( V f ( x ) + Vg(x)G + V h ( x ) G ) .
I t i s n o t e d t h a t D Q ( x , A ) h a s n o c o ns t r a i n t a t a l l i f (P) h a s n o i n e q u a l i t y c o n s t r a i n t . Now we c a n s t a t e t h e a lg o r i t h m a s f o l l o w s .

A l g o r i t h m 1. S t a r t w i t h a n e s t i m a t e o f
a K u h n -T u c k e r t r i p l e
P r o b l e m ( P ) a n d a n e s t i m a t e o f A o f t h e i n v e r s e o f t h e H e s s i a n o f t h e L a g r a n g i a n .
.
S e t k = 0 . 
F i n d a z -s o l u t i o n o f DQ(x , A k ) a n d c a l l t h i s z -s o l u t i o n z k + l = ( x k + l , v k + l ) . I f t h
m I n t h e a l g o r i t h m we f i n d a new p o i n t x k + l b y t a k i n g o n e s t e p o f a g r a d i e n t m e t ho d t o m i n i m i z e t h e L
a g r a n g i a n
a Newton s t e p i s c a r r i e d o u t . I n 9 . I t h i s p a p e r we a r e m o r e i n t e r e s t e d i n a v a r i a b l e m e t r i c way t o g e n e r a t e t h e m a t r i x A k ; f o r e x a m p l e , t h e v e r y s u c c e s s f u l BFGS u p d a t e . 
I t i s p e r h a p s w o r t h m e n t i o n i n g t h a t t h e u p d a t e d m a t r i x
g ( x ) + Vg(x) s 5 0 T - h ( x ) + Vh(x) T s = 0 ,w h i c h c a n b e v i e w e d a s a q u a d r a t i c a p p r o x im a t i o n t o p r o b l e m
(P) i f A-'
is t h e H e s s i a n o f t h e L a g r a n g i a n .
.
w h e r e x = A k + l , A= A k , s = xk+'-xk a n d 
I n t h i s c o n t e x t u pd a t e ( 3 . 2 ) h a s b e e n s t u d i e d b y B r o y d e n [4], k+
1 k F l e t c h e r [ 8 ] , G o l d f a r b [ 9 ] a
n d S h a n n o [ Z O ] , a n d i s o f t e n r e f e r r e d t o a s t h e BFGS upd a t e . U p d a t e ( 3 . 3 ) i s o n e o f G r e e n s t a d t ' s m e t h o d s [ l o ] . I n t h e s e q u e l w e e s t a b l i s h s u p e r l i n e a r c o n v e r g e n c e t h e o r e m s f o r A l g o r i t h m s D l a n d D 2 b y u t i l i z i n g t h e t e c h n i q u e s d e v el o p e d b y B r o y d e n , D e n n i s a n d M o r 2
[ 5 ] a n d D e n n i s a n d More' [ 7 ] . T h e m a i n c o n d i t i o n s we n e e d a r e g i v e n i n t h e f o l l o w i n g d e f i n it i o n . D e f i n i t i o n 3 . 1 A Kuhn-Tucker t r i p l e z * = ( x * , u * , v * ) o f p r o b l e m ( P ) s a t i s f i e s t h e J a c o b i a n u n i q u e n e s s c o n d i t i o n i f t h e f o l l o w i n g t h r e e c o n d i t i o n s a r e s i m u l t a ne o u s l y s a t i s f i e d 
m W e n o t e h e r e t h a t c o n d i t i o n s ( a ) a n d T ( c ) h a v e a l s o b e e n c a l l e d t h e s t r i c t comp l e m e n t a r i t y c o n d i t i o n a n d t h e s e c o n d o r d e r s u f f i c i e n c y c o n d i t i o n r e s p e c t i v e l y . e n t c o n d i t i o n f o r t h e s u p e r l i n e a r c o nv e r g e n c e o f t h e a l g o r i t h m w i t h a n u p d a t e o f f o r m ( 3 . 1 ) .
T h e o r e m 3 . 2 L e t z* = ( x * , u * , v * ) b e a K u h n -T u c k e r t r i p l e o f p r o b l e m (P) s a t i s f yi n g t h e J a c o b i a n u n i q u e n e s s c o n d i t i o n a n d f , g a n d h 6 LC [ x * ] .
S u p p o s e t h a t VxxL(z*) i s n o n -s i n g u l a r a n d i n t h e a l - f o r a c o n s t a n t IJ a n d a n a r b i t r a r y b u t f i x e d n o n -s i n g u l a r s y m m e t r i c m a t r i x M .
I f z o a n d A a r e s u f f i c i e n t l y c l o s e t o z * a n d V x x L ( z * ) r e s p e c t i v e l y t h e n t h e s eq u e n c e {z } g e n e r a t e d b y t h e a l g o r i t h m i s w e l l d e f i n e d a n d c o n v e r g e s Q -s u p e r l i n e a r l y
m O u r m a i n r e s u l t s a r e c o n t a i n e d i n t h e f o l l o w i n g t h e o r e m w h i c h s h o w s t h a t A l g o r i t h m s D l a n d D 2 p o s s e s s l o c a l s u p e rl i n e a r c o n v e r g e n c e p r o p e r t i e s .
T h e o r e m 3 . 3 L e t z * = ( x * , u * , v * ) b e a K u h n -T u c k e r t r i p l e o f (P) s a t i s f y i n g t h e J a c o b i a n u n i q u e n e s s c o n d i t i o n a n d f , g a n d h 6 L C [ x * ] . I f VxxL(z*) i s nons i n g u l a r a n d t h e s t a r t i n g p o i n t z a n d t h e s t a r t i n g m a t r i x A. a r e s u f f i c i e n t l y c l o s e t o z * a n d V x X L ( z * ) -l r e s p e c t i v e l y t h e n t h e s e q u e n c e { z 3 g e n e r a t e d b y A l g o r i t h m D 2 e x i s t s a n d c o n v e r g e s Q -s u p e r l i n e a r l y t o z * . a P e n a l t y L a g r a n g i a n C o n s i d e r a b l e a t t e n t i o n h a s b e e n g i v e n r e c e n t l y t o a p e n a l t y L a g r a n g i a n d e v e l o p e d b y H e s t e n e s Lemma 4 . 1 L e t f , g a n d h 6 LC'[x*] and a * = ( x * , u * , v * ) b e a K u h n -T u c k e r t r i p l e w h i c h s a t i s f i e s t h e J a c o b i a n u n i q g e n e s s c o n d i t i o n .
T h e n t h e r e e x i s t s a n ct > 0 s u c h t h a t i f ct 2 a t h e n V F ( x * , u * , v * , a ) i s p o s i t i v e d e f i n i t e .
t h e L a g r a n g i a n L i n Theorems 3 . 2 a n d 3 . 3 c a n b e r e l a x e d i f t h e f u n c t i o n F r e p l a c e s t h e L a g r a n g i a n L .
M o r e o v e r , w i t h a l a r g e ct t h e f u n c t i o n F h a s t h e p r o p e r t y o f p e na l i z i n g i n f e a s i b l e p o i n t s , s o t h e d o m a i n o f c o n v e r g e n c e i s l i k e l y t o b e e n l a r g e d . F o r s i m p l i c i t y o f p r e s e n t a t i o n we c o n s i d e r o n l y t h e e q u a l i t y c o n s t r a i n t p r ob lem T h e f u n c t i o n F a n d t h e J a c o b i a n u n i q u e n e s s c o n d i t i o n a r e a l s o d e f i n e d a c c o r d i n g l y .
We n o t e t h a t t h e m o d i f i c a t i o n f o r t h e g e n e r a l p r o b l e m (P) i s s i m i l a r a n d t h e i n t e r e s t e d r e a d e r s s h o u l d c o n s u l t [13] . 
