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Pooling magnetic resonance imaging (MRI) data across research studies, or utilizing shared data from imaging
repositories, presents exceptional opportunities to advance and enhance reproducibility of neuroscience research.
However, scanner confounds hinder pooling data collected on different scanners or across software and hardware
upgrades on the same scanner, even when all acquisition protocols are harmonized. These confounds reduce
power and can lead to spurious ﬁndings. Unfortunately, methods to address this problem are scant. In this study,
we propose a novel denoising approach that implements a data-driven linked independent component analysis
(LICA) to identify scanner-related effects for removal from multimodal MRI to denoise scanner effects. We utilized
multi-study data to test our proposed method that were collected on a single 3T scanner, pre- and post-software
and major hardware upgrades and using different acquisition parameters. Our proposed denoising method shows
a greater reduction of scanner-related variance compared with standard GLM confound regression or ICA-based
single-modality denoising. Although we did not test it here, for combining data across different scanners, LICA
should prove even better at identifying scanner effects as between-scanner variability is generally much larger
than within-scanner variability. Our method has great promise for denoising scanner effects in multi-study and in
large-scale multi-site studies that may be confounded by scanner differences.1. Introduction
Neuroimaging studies aimed at understanding healthy brain structure
and function and diseases of the brain have proliferated with the ubiquity
of magnetic resonance imaging (MRI) as a tool for neuroscience research.
While the vast majority of neuroimaging studies have been conducted
within a single research study, it is now being recognized that pooling
multi-study data, either through multiple single-site studies, large-scale
multi-site trials or through data sharing initiatives, has great potential
for obviating some of the shortcomings of single studies. For example,
increasing sample size by pooling multi-study MRI data can greatly
enhance the statistical power to detect subtle effects or to study rare
conditions and can enable the analysis of subgroups within a cohort
(Button et al., 2013; Varoquaux, 2018). Pooling data also offers increasedMcLean Hospital, Department o
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unforeseen biases of individual studies and taking advantage of the wider
variety of patient types and disease etiologies that are represented in
multi-site studies (Van Horn et al., 2009). For these reasons, data sharing
for pooling MRI data is gaining importance in the ﬁeld of neuroimaging
(Eickhoff et al., 2016).
While combining multiple datasets across individual studies or sites
to create large datasets is a powerful approach for increasing sample size,
combining MRI datasets presents formidable challenges. Differences in
scanners, hardware and software upgrades, and differences in data
acquisition parameters, may introduce systematic scanner variability
that can confound true effects of interest and complicate the interpreta-
tion of the results (Jovicich et al., 2009). This is not only a problem for
combining datasets from different sites or studies, but can also bef Psychiatry, Harvard Medical School, Belmont, MA, 02478, United States
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Scanner hardware or software upgrades during the study that are spe-
ciﬁcally intended to improve the performance of the scanner can result in
differences in signal to noise over a prolonged study period, an effect that
is compounded in multi-site longitudinal studies (Takao et al., 2011;
Venkatraman et al., 2015). Scanner effects have been shown to impact all
MRI modalities, including high spatial resolution structural imaging
outcomes (Focke et al., 2011; Isca et al., 2015; Keihaninejad et al., 2010;
Littimann et al., 2006; Takao et al., 2011), diffusion tensor imaging (DTI)
measurements (i.e., fractional anisotropy (FA) and mean diffusivity
(MD)) (Bartsch et al., 2014; Huisman et al., 2006; Kochunov et al., 2015;
Pagani et al., 2010; Vollmar et al., 2010; Pohl et al., 2016; Venkatraman
et al., 2015) and fMRI activation during tasks and functional connectivity
during rest (Casey et al., 1998; Zivadinov and Cox, 2008; Costafreda
et al., 2007; Friedman et al., 2008; Wegner et al., 2008; Zou et al., 2005).
Approaches to minimize the effects of scanner variability when
combining MRI data have been proposed for each MRI technique:
structural (Chen et al., 2014; Fennema-Notestine et al., 2007; Keihani-
nejad et al., 2010; Pardoe et al., 2016; Takao et al., 2011); diffusion (Pohl
et al., 2016; Venkatraman et al., 2015; Fortin et al., 2017); and fMRI (Feis
et al., 2015). Two statistical methods for post hoc correction have
emerged as the most common approaches to combining MRI datasets
across studies/sites. The ﬁrst, and perhaps most common approach, is the
inclusion of site/study covariates in the higher-level general linear model
(GLM) implemented to assess group differences (Glover et al., 2012;
Chen et al., 2014; Fennema-Notestine et al., 2007; Venkatraman et al.,
2015). A second, less common approach for denoising is
modality-speciﬁc independent component analysis (ICA). ICA is a
data-driven technique that attempts to decompose a multivariate signal
into independent non-Gaussian signals (Bell and Sejnowski, 1995) and
identify signals of interest versus processes that are related to motion and
other artifacts. Chen et al. (2014) applied ICA to multi-study structural
MRI data and investigated the associations of the resulting spatial pat-
terns with various scanning parameters to assess the inﬂuence of site on
the data. Components that were related to scanner effects were then
eliminated from the original data to “denoise” the data. They also
compared the ICA-based denoising approach with the standard approach
of including site as a covariate in the GLM and found that both the GLM
approach and the ICA-based denosing method mitigated scanner effects.
However, the ICA-based approach was better able to handle collinear
effects.
The over-arching strategy of these two methods is to ﬁrst specify an
accurate “model” of the scanner effects and then to remove or statistically
control for those effects, typically through regression. In the case of the
GLM approach, the “model” is a simple regressor of values corresponding
to site/scanner/study in the group-level GLM to statistically control for
potential differences post hoc. In the case of ICA-based denoising, the
“model” is the spatial pattern of a noise-related independent components
for an individual modality and, similarly, regression is applied to remove
it from the data.
In the present study, we propose a novel multimodal MRI denoising
method based on data fusion of multiple MRI modalities to identify
multimodal spatial patterns corresponding to scanner effects in a
purely data-driven fashion that can be used to denoise the scanner
effects from each individual modality. First, linked ICA (LICA) (Groves
et al., 2011, 2012) is applied to multimodal MRI data, for example,
morphometric maps, diffusion outcomes, and brain activation or
connectivity maps all together, to decompose the data into a set of
independent components. LICA components are multi-modal spatial
maps and corresponding subject loadings that reﬂect the sources of
variability (signal and noise) in the data. Once the components cor-
responding to scanner effects have been identiﬁed, they are removed
from the original measurements using a regression-based method to
provide a “clean” set of measurements for each modality that can be
used for further statistical analyses.
LICA offers several unique advantages compared with other2methods for identifying scanner effects for denoising: 1) LICA more
efﬁciently models the common variance among the multiple mea-
surements (modalities) in each subject. This improves its ability to
identify between-subject sources of variability in the data and to
separate out interesting between-subject effects from uninteresting
effects (such as those related to scanner variability). 2) LICA can
identify patterns that are multi-modal or that are sparse in modalities.
That is, some scanner effects may impact several modalities, for
example, all DTI outcomes, while others may affect only a single
modality (fMRI). 3) LICA explicitly takes into account the spatial
correlation of each modality to ensure that information is correctly
balanced across modalities. LICA applies a correction for this spatial
smoothness that reﬂects the effective degrees of freedom instead of the
actual number of voxels and uses adaptive modality-weighting to
address the different scalings of the signal in each modality. The
implication is that modalities can have different numbers of voxels and
different degrees of smoothness, which may not be the case with other
data fusion approaches. 4) LICA speciﬁcally identiﬁes patterns that
reﬂect variability in the data. Thus, the more scanner variability, the
easier it should be to detect using LICA. Groves et al. (2012) showed
that LICA could effectively identify scanner effects due to software
upgrades, which may represent a relatively small source of scanner
variability as compared with hardware upgrades, acquisition differ-
ences, or variability due to different scanners (e.g., from multi-site
data). Thus, we expect an approach based on LICA to identify our
“model” of the scanner-related noise to easily detect multi-site scanner
variability, while also retaining sensitivity to within-scanner vari-
ability (e.g., due to software and hardware upgrades).
We conducted an analysis to demonstrate this new approach using
multimodal MRI data collected across six different studies, all using the
same scanner, but with a major software and hardware upgrade during
the data collection periods and using different acquisition parameters
across studies. The datasets we selected were chosen as part of a larger
study to investigate structural and functional MRI outcomes in marijuana
users using multi-study data to increase the sample size (neurobiological
ﬁndings will be presented elsewhere). The method presented here is the
approach we developed to address the scanner upgrades that occurred
during those studies. Given that all of our data were collected on the same
scanner, our dataset is a more conservative test of LICA for identifying
scanner effects than using multi-site data. Notably, scanner-related
components have been reported previously using LICA of single-
scanner data with software upgrades only (Groves et al., 2012), thus
LICA is sensitive to these subtler scanner effects.
We applied LICA to the data to derive multimodal components and
a set of subject loadings for each component. The subject loadings for
all participants were used to identify scanner/study-related noise
components by testing the associations of the loadings for each
component with scanner/study variables. Once the noise components
were identiﬁed, either the spatial patterns or the loadings for these
noise components were used for denoising. We tested three regression
methods for denoising scanner effects via spatial patterns or loadings
(Griffanti et al., 2014). These denoising methods were applied to the
original data (fed into the LICA) to derive denoised data that can be
used for further statistical analyses. The performance of our proposed
method and two other common methods for addressing scanner vari-
ability, a higher-level GLM with a site/study covariate included in the
group-level model and modality-speciﬁc ICA-based denoising, were
then tested and compared using datasets that were artiﬁcially con-
structed from our existing data for all the healthy participants, but
with group (dataset) differences in scanner/sequence parameters.
While we demonstrate a proof of concept of our method using DTI,
structural, and fMRI modalities, the LICA is versatile and can be
applied to any combination of these modalities (e.g., DTI alone, DTI þ
structural, structural þ fMRI, etc).
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2.1. Study data
Data from 185 subjects collected from six different studies were used
for the present work. Initial quality assurance of the structural images
was done to identify head motion, artifacts, and other problems with the
data. Data from 29 participants were removed from the multi-modal
data, including participants who did not have a structural MRI (1 sub-
ject), head motion (>1 voxel size, 4 subjects), or visible intensity effects,
such as cerebellum pathology (7 subjects), missing cortex (from posi-
tioning, 2 subjects), extreme nonuniform image intensity, radiofrequency
noise (2 subjects), severe ghosting and ringing (13 subjects). Thus, MRI
data from 156 subjects were used for the present study. Data included
high-resolution structural images, diffusion data, and fMRI data,
although not all data were collected in each participant, as each study
collected data from different modalities. This resulted in “missing data”
for some participants for some modalities when considering all modal-
ities together. Data from 73 chronic heavy marijuana (MJ) users (near
daily use and positive THC screen on test day) (age¼ 24.6 6.8, 62 male
and 11 female) and 83 non-MJ using healthy controls (HC) (age¼ 24.2
5.2, 50 male and 33 female) were included in our analyses.
All data were collected using the same Siemens 3T Trio, but with 3
different scanner software versions (SSWV), and over the course of a
major hardware upgrade. Versions VA23A and VA25A were used prior to
a major hardware and software upgrade of the Trio (TIM upgrade), while
VB17A was used post-TIM. Acquisition sequences also differed across the
studies (Table 1), thus, these data contain some similar sources of scanner
variability as multi-site/multi-study data, including scanner hardware
differences, scanner software versions, and data acquisition differences.2.2. MRI acquisition parameters
High-resolution structural MRI data for all six studies were collected
using a T1-weighted MPRAGE with 128 slices and ﬂip angle (FA) ¼ 12.
Studies 1 and 5 utilized echo time (TE)/repetition time (TR) ¼ 2.74 ms/
2100 ms, 1.5  1.0  1.3 mm3 voxel size. Studies 2, 3 and 4 utilized TE/
TR ¼ 2.15 ms/2000 ms, 1.5  1.0  1.3 mm3 voxel size. Study 6 utilized
TE/TR ¼ 2.25 ms/2100 ms, 1.0  1.0  1.0 mm3 voxel size.
Diffusion tensor imaging data for studies 2 and 3 were collected using
an echo-planar imaging (EPI) sequence with scan acquisition parameters:
TE/TR ¼ 89 ms/9300 ms, 60 slices, 2.0  2.0  2.0 mm3, 48 directions,
b-value ¼ 700 s/mm2 (three b ¼ 0 images without diffusion weighting
were acquired).
Task fMRI data for studies 2, 3, 4 and 6 were collected with gradient-
echo EPI. Acquisition imaging sequences for studies 2, 3 and 4 were: TE/Table 1
The acquisition parameters for each modality for the six different studies.
Study T1-Weighted Image TR/
TE
Voxel Size
DTI
TR/TE
Voxel Size
B-value, Directions
MSIT fMRI
TR/TE
Voxel Size
1 2100/2.74 ms
1.5  1.0  1.3 mm3
–
–
–
–
2 2000/2.15 ms
1.5  1.0  1.3 mm3
9300/89 ms
2.0  2.0  2.0 mm3
700 s/mm2, 48
3000/30 ms
3.1  3.1  5.0 mm3
3 2000/2.15 ms
1.5  1.0  1.3 mm3
9300/89 ms
2.0  2.0  2.0 mm3
700 s/mm2, 48
3000/30 ms
3.1  3.1  5.0 mm3
4 2000/2.15 ms
1.5  1.0  1.3 mm3
–
–
3000/30 ms
3.1  3.1  5.0 mm3
5 2100/2.74 ms
1.5  1.0  1.3 mm3
–
–
–
–
6 2100/2.25 ms
1.0  1.0  1.0 mm3
–
–
2000/30 ms
3.5  3.5  3.5 mm3
3TR/FA ¼ 30 ms/3000 ms/90, 40 coronal slices, 3.1  3.1 x 5.0 (no gap)
mm3 voxel size, interleaved acquisition. For study 6, TE/TR/FA¼ 30ms/
2000 ms/90, 34 coronal slices, 3.5  3.5 x 3.5 (no gap) mm3 voxel size,
with interleaved acquisition. fMRI data were collected while participants
performed a multi-source interference task (MSIT) of inhibitory pro-
cessing during the fMRI scan. The MSIT task is described in more detail in
Gruber et al. (2012). Scanner and imaging related details are summarized
in Table 1.2.3. Data processing
All data processing was done using FMRIB Software Library, FSL
(Smith et al., 2004 https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/), FreeSurfer
(https://surfer.nmr.mgh.harvard.edu) and Matlab (Mathworks, Inc.,
Natick, MA). Optimized modality-speciﬁc preprocessing pipelines,
including quality assurance to identify data with excessive motion or
other artifacts, were used to produce standard-space outcome images for
each subject for a given modality, including: 1) modulated gray matter
(GM) images generated by FSL-VBM (voxel-based morphometry; Douaud
et al., 2007), 2) vertex-wise cortical thickness (CT) and pial surface area
(PSA) maps estimated using FreeSurfer by means of automated surface
reconstruction scheme (Dale et al., 1999; Fischl and Dale, 2000; Fischl
et al., 1999a, 1999b, 2001, 2002, 2004), 3) FA, MD and tensor mode
(MO) images calculated using FSL FDT (FMRIB’s Diffusion Toolbox;
Smith et al., 2006), and 4) MSIT brain activation maps estimated by FSL
FEAT (FMRI Expert Analysis Tool; https://fsl.fmrib.ox.ac.uk/fsl/fsl
wiki/FEAT) analysis of the MSIT task fMRI data. For GM and fMRI
data, the images were registered to 2  2  2 mm3 MNI (Montreal
Neurologic Institute) standard space; FA, MD and MO images were
registered to 1  1  1 mm3 MNI standard space. For each outcome that
was derived from the structural MRI, DTI and MSIT fMRI data, a “subject
series” was created by concatenating the resulting spatial maps across all
participants into a single 4D (volume x subjects) data ﬁle. These out-
comes are hereafter also referred to as modalities even though they are
derived quantities.2.4. Structural MRI
GM images: For all high-resolution structural MR images that passed
through quality assurance (e.g., with no signiﬁcant motion or artifacts
observed in the structural images), non-brain tissue was removed, fol-
lowed by GM-segmentation and registration to the MNI 152 standard
space using non-linear registration via FNIRT (FMRIBs Nonlinear Image
Registration Tool; Anderson et al., 2007a,b). The resulting images were
then averaged together and ﬂipped along the x-axis to create a left-right
symmetric, study-speciﬁc gray matter template. All native gray matter
images were then non-linearly registered to this study-speciﬁc template
and “modulated” to correct for local expansion (or contraction) due to
the non-linear component of the spatial transformation. Modulated GM
images were then smoothed using an isotropic Gaussian kernel with a
sigma of 4 mm.
CT and PSA images: Using the same high-resolution structural MR
images that were used for GM, CT measurements were obtained by
reconstructing representations of the gray/white boundary and the pial
surface and then calculating the distance between the surfaces at each
vertex across the cortical mantle (Dale and Sereno, 1993; Dale et al.,
1999). PSA was estimated by registering each subject’s reconstructed
surfaces to a common template, and the relative amount of expansion or
compression at each vertex was used as a proxy for regional arealization.
PSA were resampled and mapped to a common coordinate system using a
non-rigid high-dimensional spherical averaging method to align cortical
folding patterns (Fischl et al., 1999a, 1999b, 2008). Both CT and PSA
images were smoothed with a Gaussian kernel (full width of half
maximum ¼ 10 mm).
Table 2
For each study, the number of HC and MJ subjects with each modality is shown
(upper and lower row for each modality for each study, respectively). Also shown
is the total number of HC/MJ and all subjects for each modality, with SSWV in
parenthesis (VA23A/VA25A/VB17A). A ‘—’ indicates that data for that modality
and software version were not collected for that group (HC/MJ) in the study. HC:
healthy control; MJ: marijuana; SSWV: scanner software version. VA23A and
VA25A are pre-TIM software versions; VB17A is the post-TIM software version.
Missing data indicates how many participants do not have data for that modality.
Publications from the original studies provide additional details about each study
and related study ﬁndings.
Study Structural DTI MSIT fMRI Publication
HC (VA23A/VA25A/VB17A)
MJ (VA23A/VA25A/VB17A)
1 7 (4/3/—)
8 (5/3/—)
–
–
–
–
2 16 (—/9/7)
21 (—/10/11)
15 (—/8/7)
20 (—/9/11)
16 (—/9/7)
15 (—/8/7)
Gruber et al. (2012,
2014, 2015)
3 –
16 (—/—/16)
–
16 (—/—/16)
–
14 (—/—/14)
Gruber et al. (2012,
2014, 2015)
4 –
9 (—/—/9)
–
–
–
9 (—/—/9)
Hill et al. (2017)
5 13 (—/13/—)
8 (—/8/—)
–
–
–
–
Mashhoon et al.
(2015)
6 35 (—/—/35)
–
–
–
30 (—/—/30)
–
Cui et al. (2015)
Total HC 71 (4/25/42) 15 (—/8/7) 46 (—/9/37)
Total MJ 62 (5/21/36) 36 (—/9/27) 38 (—/8/30)
Total All 133 (9/46/78) 51 (—/17/34) 84 (—/17/67)
Missing
Data
0 82 49
H. Li et al. NeuroImage 208 (2020) 1163882.5. DTI data
FSL’s FDT and TBSS (Tract-Based Spatial Statistics; Smith et al., 2006)
tools were used to generate FA, MD, and MO maps for white matter for
each subject. FSL eddy was used to correct DTI data for motion and eddy
currents (Andersson et al., 2016). After removal of non-brain tissue,
ﬁtting of diffusion tensors on corrected data was applied using dtiﬁt to
compute FA, MD, and MO maps (Smith, 2002). Each subject’s FA map
was transformed into common space by warping to the FMRIB58_FA
template using FMRIB’s nonlinear image registration tool (FNIRT,
Andersson et al., 2007a,b). The mean FA volume over all individuals was
computed and then thinned to create a mean FA skeleton. The mean
skeleton was thresholded at FA exceeding 0.2 to minimize partial volume
effects at the boundaries between tissue classes. Individual FA maps were
multiplied by the mean skeleton to compute skeletonized FA maps for
each subject. MD and MOmaps for each subject were processed similarly
to result in a standard space skeletonized FA, MD, and MO map for each
subject.
2.6. MSIT fMRI data
The fMRI data was processed to estimate subject-speciﬁc task spatial
maps (TSM) corresponding to brain activation during the interference
condition relative to the control condition using a ﬁrst-level GLM
implemented in FSL FEAT v6.00. Each fMRI dataset underwent quality
assurance to identify excess subject motion and other artifacts followed
by standard pre-processing, which included: motion correction, slice-
timing correction, non-brain tissue removal, spatial smoothing using a
Gaussian kernel of FWHM 7.0 mm, grand-mean intensity normalization
of the entire dataset and high-pass temporal ﬁltering with a cut-off of
sigma ¼ 42.0 s. Registration of fMRI data to high-resolution structural
images was carried out using FLIRT (FMRIBs Linear Image Registration
Tool; Jenkinson et al., 2002). Registration of high-resolution structural
images to standard space was ﬁrst done using FLIRT, then further reﬁned
using FNIRT nonlinear registration. Time-series statistical analysis was
carried out via GLM with regressors corresponding to the inhibitory
control condition convolved with a gamma hemodynamic response
function using FILM with local autocorrelation correction (Woolrich
et al., 2001). The Z-stat image from the ﬁrst-level analysis (the contrast of
parameter estimate map for interference – control) was thresholded at Z
¼ 2.3 and 2.3, resulting in the subject-speciﬁc TSM. These images were
registered to standard space using the FLIRT/FNIRT transformation
matrices in a single step.
2.7. Linked ICA
Subject series were constructed for each imaging outcome, or mo-
dality, by concatenating images for that modality across subjects, using
the same subject order for each modality. To account for the fact that
participants from different studies had different measurements, a volume
of zeros was used to represent a subject’s “missing” data for a given
modality. This allows the features that a participant does have to
contribute to the estimation of the spatial patterns and the subject
loadings, which are shared across modalities. As such, retaining more
data in other modalities improves the estimation, even though other
modalities will have less data. Thus, seven 4D datasets, one for each of
the seven modalities (FA, MD, MO, GM, CT, PSA, and TSM), were con-
structed with 156 subject volumes for each modality. The subject-series
for all 7 modalities were analyzed simultaneously using LICA imple-
mented in Matlab (free software available at https://fsl.fmrib.ox.ac.uk/fs
l/fslwiki/FLICA). In applying LICA, participants with high noise variance
(1/precision) will inﬂuence a signiﬁcant fraction of the LICA components
(Groves et al., 2012). These participants should be removed from the
LICA to achieve robust results. This is similar in practice to conducting
group independent component analysis (GICA) of fMRI data. Namely,
GICAmaps can reveal problems in the subject data that lead to corruption4of GICA maps – these data must be remediated or removed to obtain
improved GICA maps. Initial LICA results showed that 23 subjects had
high noise variance that were clearly identiﬁed as their noise variance
was orders of magnitude larger than other participants. All data from
these participants were removed, resulting in data from 133 subjects
being included in the ﬁnal LICA to identify scanner-related components
(62 chronic heavy MJ users and 71 non-MJ using HC). Table 2 shows
details of the 133 subject ﬁnal dataset that was used, including MRI
scan-types that were collected for each of the six studies, the number of
subjects from each study, and the SSWV information.
LICA identiﬁes spatial components, with each component being an
aggregate of spatial patterns from each modality, along with a set of
subject loadings, one for each component. Loadings for a given compo-
nent are shared between all of the modalities represented in that
component, and indicate the degree to which that multimodal compo-
nent is present in any individual subject. The subject loadings for each
component were assessed for relationships with SSWV, acquisition
parameter differences (referred to as a “study” effect), and participant
variables (demographic, drug use, and task performance measures) using
a single multiple regression with loadings for each component as the
dependent variable and participant variables as the independent vari-
ables in each regression. This is the same approach used by Chen et al.
(2014) to identify ICA components associated with multi-site scanner
effects in GM and utilized to examine group differences between in-
dividuals with schizophrenia and healthy controls in the loadings on ICA
components (Xu et al., 2009) to identify gray matter differences.
While many components were identiﬁed that related to participant
variables, only those components whose subject loadings related only to
SSWV/study were identiﬁed as noise components (evaluated with mul-
tiple comparison corrected p-value < 0.05). Components with loadings
that related to both scanner variables and any participant variable were
not selected for removal. Using a stringent threshold and ensuring that
loadings were not related to participant factors provides some protection
against removing interesting neurobiological variability, while being
somewhat conservative in the removal of scanner effects. These criteria
parallel the more general use of ICA for denoising individual modalities.
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component as noise or signal using various heuristics, such as correlation
of the component timecourse with a motion timecourse. We chose to
select components that have loadings that correlate with scanner vari-
ables, but not with participant variables. Of note, the participant vari-
ables we were interested in were those related to marijuana use (for our
future work). We were not concerned with other participant character-
istics that could be collinear with scanner/study variables as it would
actually be desirable in many cases to remove such effects (indeed this is
the case for our future work with respect to sex and age), as long as the
effects of interest are retained. Ultimately, more sophisticated automated
approaches similar to ICA-AROMA (Pruim et al., 2015) or FSL FIX (Sal-
imi-Khorshidi et al., 2014) for fMRI data denoising may be possible with
further development of our method and availability of large multi-site
data.
Similar to how we apply GICA to group fMRI data (Smith et al.,
2009; Nickerson, 2018; Abou-Elseoud et al., 2010; Groves et al., 2012),
we ran the LICA decomposition at several different dimensionalities (L)
of 12, 14, 15, 17, 20, 25 and 30 components to “tune” the LICA to
identify the dimensionality that resulted in components that were stable
across most dimensionalities (e.g., patterns that appeared across di-
mensionalities with high spatial correlation in each modality) and that
had loadings most clearly associated with SSWV/study (and not with
participant variables). Resulting multimodal spatial patterns from LICA
were converted to pseudo-Z-statistics by accounting for the scaling of
the variables and the SNR for individual modalities. LICA spatial maps
were thresholded at Z ¼ 2.3 for visualization, based on assuming an
explicit spherical noise model during the LICA decomposition (Groves
et al., 2012).
Details on how to implement LICA and on how to do denoising as
described in the next section, including code, are supplied in Supplement
File titled “LICA Denoising Manual”.
2.8. Data denoising
Once the LICA components associated with scanner/study effects
were identiﬁed, they were used to denoise the original data using
multivariate regression. Similar to Griffanti et al. (2014), who tested both
hard and soft regression for denoising single-subject fMRI data, we tested
three approaches we developed for denoising the multimodal MRI data
using the LICA results. All regressions presented in Equations (1)–(5) are
easily implemented using FSL command line tools (fsl_glm and
fsl_regﬁlt).
2.9. LICA-R1 denoising: hard regression using LICA subject loadings
A single multivariate regression of the subject loadings for only the
scanner components against the original data was implemented to
remove scanner effects from each modality as follows:
Yorig¼BLICA noisebSest þ ELICA R1 denoised (1)
Yorig is the 4D subject-series for a given modality reorganized into a
2D datamatrix (M subjects x N voxels), BLICA_noise are the matrix of subject
loadings for the scanner components identiﬁed from the LICA (M subjects
x P components). bSest are the estimated spatial maps of regression co-
efﬁcients (P components x M subjects). ELICA_R1_denoised are the residuals
from the regression, which represent clean data using the LICA-R1 de-
noising method. Each modality was denoised separately.
2.10. LICA-R2 denoising: hard regression via dual regression using LICA
spatial maps
A multivariate dual regression procedure (Nickerson et al., 2017)
using the LICA component spatial maps was implemented to remove
scanner components as follows:5Y
0
orig¼ S
0
LICA all
bB
0
est all þ E (2)Yorig¼Best noisebS
0
est noise þ ELICA R2 denoised (3)
Yorig is the original 4D data, reorganized into a 2D data matrix, similar
to above, with the prime indicating transpose. In Eq. (2), SLICA_all are the
spatial maps of all the components from the LICA. bBest all are the esti-
mated regression coefﬁcients for all components. Best noise are the esti-
mated regression coefﬁcients for noise (scanner) components, which are
similar but not equal to the subject loadings for the noise components
that come straight from LICA. In the second regression (Eq. (3)), Best noise
(e.g., from bBest all) is regressed against Yorig. bSest noise are the estimated
spatial maps of regression coefﬁcients. ELICA_R2_denoised are the residuals
from the regression, which represent clean data using the LICA-R2
denoising method. Each modality was denoised separately.
For each scanner component identiﬁed by LICA, the correlations be-
tween the subject loadings, BLICA-noise from Equation (1), and Best-noise
from Equation (2) were calculated to investigate differences in perfor-
mance between LICA-R1 and LICA-R2 denoising methods.
2.11. LICA-SR denoising: soft regression using LICA subject loadings
First, multiple regression of the full set of LICA subject loadings
against the original subject-series was done to estimate the contribution
of all components (i.e., signal and noise). The variance of the noise was
removed by subtracting the contribution of the noise components from
the original data (Griffanti et al., 2014):
bβall ¼ pinvðBLICA allÞYorig (4)
YLICA SR denoised ¼ Yorig  BLICA noisebβnoise (5)
BLICA_all are the subject loadings of all the components from the LICA.
bβall are the estimated contributions of both signal and noise components.
BLICA_noise are the subject loadings of the noise components and bBnoise are
the regression coefﬁcients. YLICA_SR_denoised represents the clean data using
LICA-SR. Each modality was denoised separately.
2.12. GLM and ICA-Based methods
We compared the performance of LICA-R1/R2/SR for denoising our
multi-study data with two other statistical methods for addressing
scanner effects: a higher-level GLM with a site/study covariate included
in the group-level model, and modality-speciﬁc ICA-based denoising.
For the GLM analyses, the scanner and study (e.g., to account for
different acquisition parameters across studies) variables were coded as
categorical variables, similar to coding used in ANOVA factor effects
models. For example, the scanner variable has three levels (i.e., VA23A,
VA25A and VB17A), thus we use two coding variables to represent the
scanner variable. VA23A was chosen as the reference level, thus for each
coding variable, rows of the design corresponding to VA23A will have
1. The ﬁrst coding variable is 1 for VA23A, 1 for VA25A and 0 for
VB17A; the second coding variable is 1 for VA23A, 0 for VA25A and 1
for VB17A.
ICA-based denoising of individual modalities was done using FSL
MELODIC (Multivariate Exploratory Linear Optimized Decomposition
into Independent Components; Beckmann and Smith, 2004) with auto-
matic dimensionally estimation to estimate spatial maps and “times-
eries”, which are in this case subject loadings. The dimensionality of each
single-modality ICA was “tuned” to achieve separation between signals
(e.g., components that resemble standard structural covariance networks
(Xu et al., 2009; Guo et al., 2015)). The dimensionality that resulted in
scanner components most clearly identiﬁed based on correlations of
subject loadings for each component with SSWV and study variables
while separating out signals (components related to participant
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correlating subject loadings on ICA patterns to identify what each pattern
may be capturing (signal or noise) is the same approach applied by Chen
et al. (2014) to identify multi-site effects in structural MRI ICA compo-
nents, and used by others to study group differences (Xu et al., 2009) in
loadings on ICA components. Once the optimal dimensionality was
selected, all noise components were identiﬁed and fsl_regﬁlt was used to
remove the noise components from the modality series.
2.13. Assessing performance of denoising strategies using multi-study MRI
data
The HC data were split into two “groups” that were deﬁned based on
pre- and post-TIM upgrade or on study variables. Group differences were
then assessed pre- and post-denoising using the various strategies via
two-group t-tests. Since the groups are artiﬁcially constructed based on
SSWV/study variables from age matched HC subjects, any group differ-
ences may be attributed to scanner effects. Effective denoising should
result in removal of these effects, with a subsequent reduction of group
differences observed in the no-denoising scenario. Group differences will
ideally be reduced to zero if all other participant characteristics are
matched. GM and CT maps from HCs were separated in two groups based
on SSWV (pre-vs. post-TIM). For pre-TIM, age ¼ 24.0  5.2 years, 9 fe-
males and 17 males; for post-TIM, age¼ 25.2 5.5 years, 20 females and
22 males). Most of the fMRI data were collected post-TIM, therefore TSM
maps from healthy controls were divided in two groups based on
different acquisition parameters: Group 1 comprised data from studies 2,
3, and 4, which used the same acquisition parameters (age ¼ 23.3  3.6
years, 10 females and 6 males), and Group 2 comprised data from study 6
(age ¼ 25.1  4.9 years, 16 females and 14 males), which used different
acquisition parameters. For DTI outcomes, there were only 15 HC sub-
jects, thus we were not able to construct groups to assess denoising of DTI
measures. While we endeavored to use all available data for these tests,
we have also included results with a smaller set of data with groups that
were additionally matched for sex and sample size in the Supplement
Material (results were similar to those presented for the larger sample
sizes). While the HC had similar demographics and limited ranges for
many variables (IQ, alcohol drinking) across the set of studies included,
this simple analysis did not consider these other characteristics (e.g., that
were not matched upon speciﬁcally) that could contribute to between-
group variance.
Group differences in each modality were assessed for statistical sig-
niﬁcance before and after denoising using two-group t-tests using non-
parametric permutation testing with threshold-free cluster enhance-
ment (TFCE, Smith and Nichols, 2009) in FSL’s Randomise (https://fsl.f
mrib.ox.ac.uk/fsl/fslwiki/Randomise), with 5000 permutations, to ach-
ieve a signiﬁcance level of p ¼ 0.05, corrected for family-wise error.
Regions that showed statistically signiﬁcant group differences were
selected as regions of interest (ROI) to illustrate associations between
group differences, SSWV, and study variables in these areas before and
after denoising. The mean Z-value and the standard deviation of voxels
within the ROI were calculated (from the outputs of the two-group t-test)
to illustrate the effectiveness of each method for removing SSWV effects
(e.g., to show that apparent differences in the maps are not simply due to
thresholding effects). In this case, Z-values for non-denoised data reﬂect
the differences due to SSWV/STUDY, and the Z-values for the denoising
methods shouldmove closer to 0 if the denoisingmethod is working well.
While the HC data are well-suited for demonstrating the ability of
LICA denoising to remediate scanner effects, it is not very well-suited for
assessing the ability of LICA denoising to retain effects of interest (e.g.,
speciﬁcity of LICA denoising). Although marijuana effects on brain
structure and function are not the focus of the present work, the data we
used for testing LICA denoising was collected in HC participants and
chronic heavy marijuana users as part of our funded study aimed at this
goal. As such, we can use the data to demonstrate a very basic assessment
of the speciﬁcity of LICA denoising. We show in the Supplement File,6“LICA Denoising Performance”, a data fusion component that was asso-
ciated with marijuana variables both pre-and post LICA-R1 denoising
(hence demonstrating speciﬁcity to retain effects of interest), and that we
also independently observed in a LICA of multi-modal MRI data to
investigate alcohol abuse disorder (in which some participants also had a
diagnosis of cannabis disorder).
3. Results
From the ﬁnal LICA, three noise components had loadings that were
strongly associated with scanner effects (SSWV and/or the study vari-
able), but were not associated with participant variables. While LICA
dimensionality L ¼ 15 identiﬁed these three noise components with
loadings that were most clearly associated with SSWV/study, the spatial
patterns were also observed at different dimensionalities (e.g., the LICA
spatial patterns were stable).
Fig. 1 shows a component with loadings that were strongly associated
with both SSWV (p ¼ 1.91e-08) and study (p ¼ 1.88e-04). This compo-
nent showed global effects in FA and MD and region-speciﬁc effects in
GM, TSM, CT, and PSA. Each modality had different contributions to this
component (FA (29%), MD (61%) MO (3%), GM (1%), TSM (0%), CT
(5%) and PSA (1%)), thus, the scanner effect primarily impacted FA and
MD. Similarly, Groves et al. (2012) reported two LICA components
heavily weighted on diffusion modalities that were associated with
scanner operating system version. Fig. 2 shows a second multimodal
component with loadings that had a strong linear association (p ¼
2.15e-04) with SSWV. This component showed region-speciﬁc effects in
FA, MD, GM, CT and PSA, with weights for each modality given by FA
(3%), MD (11%), GM (31%), TSM (2%), CT (12%) and PSA (36%),
indicating a more “multimodal” scanner effect. Fig. 3 shows a third
component heavily weighted to GM only, with loadings that were
strongly related to study, e.g., different acquisition parameters (p ¼
1.17e-06).
Fig. 4 shows the results of the two-group t-test to assess differences in
GM between the two HC groups, before and after denoising. Non-
denoised results were obtained using the original GM data without any
noise variable regression or data denoising. The ﬁrst row in the ﬁgure
corresponds to the group differences in GM associated with pre- and post-
TIM upgrade. Group differences were observed in widespread brain re-
gions, including insula, sub-cortical brain regions, and occipital cortex.
Many of these regions are also seen in the GM spatial maps from the noise
components identiﬁed using LICA, especially the map in Fig. 3 (the
values in the LICA maps are reversed, however, they are in the same
direction when considering the sign of the loadings). We do not know for
certain what scanner effect (software/hardware or acquisition parame-
ters) is driving the group differences in the ﬁrst row of Fig. 4. However,
considering that study six has the highest loadings on the pattern in
Fig. 3, and that study six has a smaller voxel size for the structural MRI
scan than the other studies, we can speculate that this component is
related to acquisition differences. Thus, the group differences in the ﬁrst
row of Fig. 4 could be related to these effects. The second row of Fig. 4
shows that statistically controlling for SSWV and study using GLM
regression is modestly effective at removing the effects, with some
remaining differences (and the appearance of new regions with group
differences).
The third row shows the results using modality-speciﬁc ICA-denois-
ing. For GM, ICA identiﬁed 34 components (with automatic dimension-
ally estimation). Twenty components were found to have subject
loadings that were signiﬁcantly related to SSWV and study variables.
Thus, these 20 components were removed from the original data using
regression (fsl_glm). Rows 4–6 show the results using the LICA-SR, LICA-
R2 and LICA-R1 denoising methods to remove the three scanner com-
ponents (from LICA, shown in Figs. 1–3). Modality-speciﬁc ICA-denois-
ing, LICA-SR and LICA-R2 denoising methods were also modestly
effective at denoising, removing most of the effects that were related to
scanner variables with some remaining differences still apparent. The
Fig. 1. A multimodal noise component identiﬁed from LICA. Subject loadings for this component were strongly associated with both SSWV (p ¼ 1.91*108) and
STUDY (p ¼ 1.88*104) variables. The spatial pattern shows global effects in FA and MD and region-speciﬁc effects in GM, fMRI, CT and PSA. The spatial maps were
thresholded at Z ¼ 2.3.
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performance than the soft regression-based denoising method LICA-SR.
Strikingly, the LICA-R1 denoising method reduced all scanner effects,
while not introducing false positives. Thus, LICA-R1 denoising demon-
strated superior performance for denoising scanner/study effects from
GM data.
We randomly chose two regions with signiﬁcant group differences for
the non-denoised data (with groups constructed based on scanner dif-
ferences) to illustrate the denoising performance of each method. With
no denoising, group differences in these regions (Z-values) are statisti-
cally signiﬁcant. The LICA-R1/R2 based methods show a greater reduc-
tion in Z-values, with LICA-R1 perhaps having the best by subjective
assessment of the whole map. For example, the mean Z-value plots sug-
gest that the LICA-based methods are similar in performance, although
LICA-R1 is the only method resulting in no signiﬁcant differences in the
spatial map.
Fig. 5 shows the group differences in TSM before and after data7denoising. The procedure for each denoising method was the same as for
the GM analyses. For modality-speciﬁc ICA, 48 components were esti-
mated using automatic dimensionally estimation. Ten components with
loadings that were highly correlated with scanner variables were
removed using fsl_glm. The denoising performance of each method for
fMRI outcomes was consistent with the performance of each method for
GM. With no denoising, there were some regions with statistically sig-
niﬁcant group differences. GLM regression appears to remove scanner-
related group differences from many regions, although other regions
appear with group differences. ICA, LICA-SR and LICA-R2 denoising
methods remove most scanner effects and reduced group differences in
most regions. LICA-R1 appears to perform slightly better than other
methods with all scanner-related group differences no longer signiﬁcant
after denoising.
Fig. 6 shows the group differences in CT between the two HC groups
before and after data denoising. The procedure for each denoising
method was the same as for GM/TSM analyses. The denoising results are
Fig. 2. A second multimodal noise component identiﬁed from LICA. Loadings for this component were only associated with SSWV (p ¼ 2.15*104). The spatial
pattern shows region-speciﬁc effects in FA, MD, GM, CT and PSA. The spatial maps were thresholded at Z ¼ 2.3.
Fig. 3. A third noise component identiﬁed from LICA. Loadings for this component were only associated with STUDY (p ¼ 1.17*106). The spatial pattern was
weighted very high for GM, with no or small weights for the other modalities (which are not shown). The spatial map was thresholded at Z ¼ 2.3.
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Fig. 4. Group-level analysis of GM maps before and after data denoising. Data were constructed for two HC groups, each with different SSWV. G1 contains 26 subjects
with data acquired pre-TIM upgrade; G2 contains 42 subjects with data acquired post-TIM upgrade. The ﬁrst row shows the results of the group comparison without
any data de-noising or regression (i.e., using original GM data). The second row shows statistically signiﬁcant group differences with SSWV-STUDY regression. The
third row shows group differences after GMmaps have undergone modality-speciﬁc ICA denoising. The bottom three rows show the group differences for GM data that
have been denoised with LICA-SR,-R2, and -R1 methods. All spatial maps are thresholded at p < 0.05, corrected. The plots on the right show the mean Z-value and
standard deviation from voxels with signiﬁcant group differences shown in the white circles (ﬁrst row). Group differences (Z-values) are greatest with no denoising
and are reduced in both regions (e.g., toward Z ¼ 0) using each of the denoising methods, although LICA with hard denoising using loadings shows a clean spatial map,
suggesting this method has the best performance.
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denoising, only one component was detected by automatic dimension-
ally estimation, thus we set the dimensionality to 15 and 30 and found
that the 30 component analysis more clearly deﬁned components with
loadings related to scanner variables. Therefore, ICA denoising of CT was
based on the ICA with 30 components. Eleven components for right
hemisphere CT and 9 components for left hemisphere CT were identiﬁed
as scanner effects and were thus removed from the original data. With no
denoising, there were many regions with signiﬁcant group differences.
GLM regression, ICA, and LICA-SR denoising methods remove some
scanner-related group differences. LICA-R2 shows better denoising per-
formance with only a few regions with signiﬁcant group differences
remaining after LICA-R2 denoising, while LICA-R1 denoising results in
the cleanest maps.
Fig. 7 shows the correlation between subject loadings and subject-
speciﬁc regression weights obtained from the ﬁrst stage regression of
the LICA noise spatial maps against each modality’s subject series con-
ducted for LICA-R2 (bBest all from Equation (2)) for the three noise com-
ponents from the LICA. Subject-speciﬁc regression weights from the ﬁrst
stage regression of the noise LICA component spatial maps against each
the data for each individual modality (e.g., with a different set of
regression weights for component and for each modality) are not9equivalent to the component subject loadings, but there is a high corre-
lation between them. For the ﬁrst two noise components, which are
multimodal, the correlation levels were very high for each modality. For
the third noise component, the correlation is especially high for GM (with
r-value nearly equal to 1), with less correlation between subject loadings
and regression weights for the other modalities, which is due to the
strong weighting toward GM for this pattern with very little contribution
from other modalities.
To provide some insight into LICA denoising speciﬁcity, we identiﬁed
a multimodal component from the LICA of the non-denoised data with
loadings related only to MJ effects (Fig. S2a in the Supplement) that also
had some spatial overlap with one of the noise components (Fig. 3). This
component was evident in a second LICA using data that had been
denoised with LICA-R1 (Fig. S2b), demonstrating that LICA denoising of
overlapping spatial effects does not remove effects of interest. Further-
more, this same component was replicated using an independent dataset
(Fig. S2c).
4. Discussion
A data denoising approach was proposed to remove scanner vari-
ability from multimodal MRI data to facilitate combining MRI data
Fig. 5. Group-level analysis of fMRI task spatial maps (TSM) before and after data denoising. The two HC groups were constructed based on SSWV. G1 contains 16
subjects with data acquired pre-TIM upgrade; G2 contains 30 subjects with data acquired post-TIM upgrade. Resulting group difference maps without any data
denoising (ﬁrst row) and with data denoising (rows 2–6) and plots (right) of the mean Z-values and standard deviations extracted from voxels with signiﬁcant group
differences (shown in the white circles) show that LICA-R1 denoising of TSM achieves the best noise removal.
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demonstrated this approach for the former (e.g., pre- and post-TIM up-
grade of both gradient and head coils, operating system, and other
hardware), which represents a more conservative test of our method than
using multi-site data. E.g., LICA is sensitive to variability in the data and
between-scanner variability is generally greater than within-scanner
variability, thus LICA should be more effective at identifying scanner-
related effects for multi-site data than data collected on a single scanner.
We tested our method for structural, DTI, and fMRI modalities.
However, LICA can be used with any combination of these modalities (or
outcomes from fewer or single modalities) and may also be capable of
denoising structural and functional connectome modalities, although
LICA will need to be tested and possibly optimized for these other mo-
dalities. For example, LICA may perform better using spatial connectivity
maps such as those from dual regression (Nickerson et al., 2017) rather
than association matrices, but this remains to be investigated. Because
either LICA spatial patterns or subject loadings can be used to denoise the
data, we assessed three different strategies for removing scanner-related
components identiﬁed by LICA. We also compared the performance of
LICA-based denoising with two other statistical methods frequently
employed to address scanner effects, GLM regression (that includes
scanner covariates in the group-level model), and single-modality ICA
denoising prior to group level statistical analysis. Overall, LICA-R1, hard
regression using LICA subject loadings, performed well across all mo-
dalities and brain regions, by reducing scanner-related variance, while
not introducing false positives.
LICA-based denoising generally performed better than the GLM10method for several possible reasons. The ﬁrst is that scanner-related ef-
fects are better captured by LICA and removed using multivariate
regression. The standard GLM approach includes scanner confound re-
gressors in the higher-level voxel-wise GLM that represent simple models
for scanner effects. These regressors have the same value for all partici-
pants for the same scanner or scanner state, and are therefore unable to
capture day-to-day variations in scanner performance. Furthermore,
ignoring the spatial covariance when identifying scanner-related effects
is an unrealistic assumption that likely results in reduced sensitivity to
detect effects when compared with multivariate methods that utilize
spatial covariance information. The GLM approach also treats each voxel
as being independent of all other voxels when controlling for such effects
via implementation of a massively univariate GLM for statistical
modeling. In contrast to multivariate regression employed for LICA-based
denoising that is able to disentangle overlapping effects that may
contribute to a voxel’s signal intensity (e.g., a scanner artifact may also
contribute to a voxel that has meaningful signal), using the GLM
approach controls for scanner effects in a voxel-wise fashion and is
therefore not able disentangle any overlapping effects.
LICA denoising also offers advantages for multimodal MRI data as
compared with modality-speciﬁc ICA-based denoising. Modality-speciﬁc
ICA-based denoising identiﬁes noise components based only on a single
modality and thus does not capitalize on shared covariance across mo-
dalities to identify scanner effects. In addition, while LICA and single-
modality ICA both require estimating the dimensionality (or number of
components) and manually identifying scanner-related components, this
only has to be done once for LICA, whereas for single-modality ICA, it has
Fig. 6. Group-level analysis of CT data before and after denoising. Two groups of HC data were constructed based on SSWV. G1 contains 29 subjects with data
acquired pre-TIM upgrade; G2 contains 42 subjects with data acquired post-TIM upgrade. Resulting group difference maps without any data denoising (ﬁrst row) and
with data denoising (rows 2–6) and plots (right) of the mean Z-values and standard deviations extracted from voxels with signiﬁcant group differences (shown in the
white circles) show results that are similar to the GM and fMRI results in that every denoising procedure removes some of the effects of SSWV, while LICA-R1
denoising achieves the cleanest group difference maps.
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mensionalities should be “tuned” to give the best separation of signal and
noise into separate components (that is, run at different dimensionalities
to identify the best separation). This process is tricky in either case to
ensure that effects of interest are not also removed, yet relatively easier to
do for LICA, as compared with doing this identiﬁcation process multiple
times for many individual modalities. It should also be noted that for
fMRI data, it is common to denoise each subject’s fMRI timeseries data
prior to statistical analyses (Griffanti et al., 2014; Pruim et al., 2015;
Salimi-Khorshidi et al., 2014), which only removes within-subject sour-
ces of noise, such as motion and artifacts. While scanner-related noise
during that fMRI run may be identiﬁed and removed by ICA denoising,
the ICA would not be able to capture between subject variability asso-
ciated with different scanners or with software/hardware upgrades.
Thus, if using single-modality ICA to denoise scanner effects from fMRI
data, one should apply this method to the subject-series (activation maps
for all subjects together), not the single-subject fMRI timeseries itself.
However, our ﬁndings show that single-modality ICA denoising is not as
effective as multimodal denoising for removing scanner effects.11We found that aggressive denoising using the subject loadings (LICA-
R1) of only the scanner-related components was able to remove scanner
effects somewhat better than aggressive denoising using the LICA spatial
maps (LICA-R2) of scanner components and non-aggressive denoising
using the subject loadings for all LICA components (LICA-SR). LICA-R2
may be less effective than LICA-R1 because the subject-speciﬁc regres-
sion weights from the ﬁrst stage regression (bBest all from Eq. (2)) in LICA-
R2 are modality-speciﬁc, whereas the LICA loadings used in LICA-R1 are
shared across modalities. The correlation between the LICA loadings and
the subject-speciﬁc regression weights were extremely high when the
noise component being removed was heavily weighted to a single mo-
dality that was the same as the modality being denoised, but was reduced
when using these same components to denoise other modalities that did
not contribute as much to the LICA noise pattern. Thus, while LICA-R2
may be effective, we recommend using LICA-R1 as the loadings are
more accurate for multi-modal effects.
We identiﬁed LICA scanner-related components as those with load-
ings that were associated with scanner variables and not with participant
variables, thus hard regression (LICA-R1) is interpreted to remove solely
Fig. 7. Correlations between LICA subject loadings for each noise component
and the subject-speciﬁc regression weights for each modality obtained from the
ﬁrst stage regression of the LICA noise spatial maps against each modality’s
subject series conducted for LICA-R2. Subject-speciﬁc regression weights are not
equivalent to the LICA subject loadings, but they are highly correlated for mo-
dalities represented in any given component. For example, for multimodal noise
components #1 and #2, correlations were very high for all modalities. For noise
component #3, which is primarily weighted on GM, the correlation is very high
for GM, but reduced for other modalities. *p < 105, **p < 1030, ***p < 1050.
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performance of each method. Furthermore, with these components, we
would expect LICA-SR, which removes only the unique variance related
to the scanner components to give similar results. However, we found
that this approach is not as effective in removing scanner noise, possibly
due to the reduction in degrees of freedom (e.g., by including more re-
gressors in the ﬁrst step regression).
We demonstrated our proposed method using multi-study data
collected on the same scanner, but across major hardware and software
upgrades and utilizing different acquisition parameters. We showed that,
similar to Groves et al. (2012), we could identify components associated
with these scanner effects. Importantly, LICA should be more effective at
identifying cross-site scanner variability since cross-site variations likely
exceed the within-scanner variations in the data used for the present
study. Thus, the proposed LICA-based denoising method has great po-
tential for pooling multi-site MRI data.
There are some limitations of this study. First, while we used the p-
value associated with the regression of scanner and other variables
against the component loadings to identify noise components, there may
be other more effective approaches for identifying noise components. For
example, with enough training data, more sophisticated automated
machine-learning based approaches similar to ICA-AROMA (Pruim et al.,
2015) or FSL FIX (Salimi-Khorshidi et al., 2014) for fMRI data denoising
may be possible. Further work is necessary in this regard. In addition,
although we tested the performance of different denoising methods by
separating (only) healthy control data into two groups based on scanner
variables, the groups were matched for age, but not other variables, i.e.,
sex, that may have had an effect on the differences between groups in
these comparisons (observed using non-denoised data, ﬁrst rows of
Figs. 4–6). The group differences observed in GM, fMRI, and CT maps
between the two HC groups were not signiﬁcant after LICA-based
denoising of components that were related only to scanner/study ef-
fects so we are conﬁdent that we accurately constructed simulated groups
from the HC data that reﬂect primarily pre- and post-TIM effects, and do
not likely reﬂect the impact of demographic variables. However, since
use of all HC data resulted in an imbalance between the groups in sample12size and sex for somemodalities, we also show in the Supplementary File,
“LICA Denoising Performance”, that using a smaller subset of the HC data
to construct pre- and post-TIM groups of equal sample size that are
matched for both age and sex produced similar denoising results. Thus,
group differences observed with non-denoised data are likely not due to
sex or age. It is of note however, that we did not consider other partici-
pant demographic variables in the analyses (IQ, etc) that may have
contributed variance, which will be done in future studies. While we
demonstrated our method for multi-modal MRI data comprised of
structural MRI, DTI and functional MRI, this method is applicable to any
combination of modalities that are speciﬁc to a particular study (Groves
et al., 2011), with Groves et al. (2012) also identifying scanner-related
components using a different combination of modalities than in our
study. Last, we demonstrated our technique using a dataset that was
heterogeneous in the modalities collected for each study, leading to
“missing” data for some participants (e.g., for a modality that was not
collected for that participant). While this does not impact the goal of the
present study – to show how our method is applied – the linked ICA is
expected to perform better with lower levels of “missing” data.
A ﬁnal limitation of our study is that while we present evidence that
LICA-based R1 and R2 methods perform better for removing noise ef-
fects, to demonstrate the speciﬁcity of the approach, simulations are
needed (with known ground truth) to assess how well effects of interest
are retained upon denoising. However, a preliminary assessment of
speciﬁcity presented in the Supplement File “LICA Denoising Perfor-
mance” (Figs. S2a–c) shows that LICA denoising does not remove effects
of interest and that LICA ﬁndings are reproducible. As an aside, aging
components reported in Groves et al. (2012) were also replicated using
our data and using an independent dataset, which provides further evi-
dence that LICA results are reproducible. While future work is needed to
better establish the speciﬁcity of our method, our ﬁndings provide evi-
dence that LICA-based denoising is a sensitive tool for removing scanner
variability from multi-modal MRI data.
The Supplement ﬁle “Manual for LICA-based Denoising”, provides
instructions and code for implementing LICA-based denoising methods.
5. Conclusions
Combining MRI data collected using different MRI scanners, across
scanner software and hardware upgrades, or using different acquisition
parameters, is a complicated endeavor because scanner-related vari-
ability can confound statistical analyses of the combined data. Linked ICA
identiﬁes multi-modal patterns associated with sources of variability in
multi-modal MRI data, thus it is well-suited for identifying scanner ef-
fects, which can be large sources of variability. We present a proof-of-
concept study that demonstrates linked ICA-based denoising for
removing these scanner effects from multimodal MRI data collected on
the same scanner, but spanning major software and hardware upgrades.
Our proposed approach overcomes limitations of existing methods we
tested that are frequently applied for combining MRI data. We demon-
strate this approach in the case of denoising data combined across a
major scanner upgrade. Although we did not test it here, for combining
data across different scanners, LICA should prove even better at identi-
fying scanner effects, as between-scanner variability is generally much
larger than within-scanner variability. Thus our proposed approach may
be of great value for combining data in numerous existing large multi-site
neuroimaging studies, including the Human Connectome studies (Van
Essen et al., 2013; https://www.humanconnectome.org), the Adolescent
Brain Cognitive Development (ABCD; Volkow et al., 2018) and UK Bio-
bank (Miller et al., 2016), and for combining data from repositories.
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