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Abstract
With an ever-increasing number of mobile devices competing for our attention, quantifying when, how often, or for
how long users visually attend to their devices has emerged as a core challenge in mobile human-computer interaction.
Encouraged by recent advances in automatic eye contact detection using machine learning and device-integrated cameras,
we provide a fundamental investigation into the feasibility of quantifying visual attention during everyday mobile interactions.
We identify core challenges and sources of errors associated with sensing attention on mobile devices in the wild, including
the impact of face and eye visibility, the importance of robust head pose estimation, and the need for accurate gaze
estimation. Based on this analysis, we propose future research directions and discuss how eye contact detection represents
the foundation for exciting new applications towards next-generation pervasive attentive user interfaces.
Index Terms
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1 INTRODUCTION
In recent years, the number of digital interfaces competing for users’ limited and, as such, valuable attentional resources
has rapidly increased. Consequently, actively managing user attention has emerged as a fundamental research challenge in
human-computer interaction (HCI). With mobile devices being pervasively used in daily life, this challenge is even more
relevant in mobile HCI where attentive behaviour has, as a result, become highly fragmented [1], [2]. A first step and key
requirement to better understand and actively manage attention is to quantify when, how often, or for how long users
visually attend to their devices.
Only few previous works have tried to quantify user attention and its allocation on mobile devices despite its
fundamental importance for tasks such as predicting interruptibility [3] or modeling and understanding smartphone
application usage [4]. Most of these studies required special-purpose eye tracking equipment [2] that constrained users’
mobility or manual data annotation [1] that prevented the study of natural attentive behaviour at scale. One way to
overcome these limitations is to instead rely on the high-resolution front-facing cameras readily integrated into these
devices in combination with computer vision for gaze estimation [5], [6], [7], [8]. However, despite significant progress in
recent years, such methods are still too inaccurate to analyse attention in a fine-grained manner, e.g. in terms of individual
eye movements.
Eye contact has been proposed as an alternative given that, although being coarser and easier to detect, it still provides
rich insights into attentive behaviour. In contrast to gaze estimation where the goal is to predict a precise 3D gaze
direction or 2D location on a screen, eye contact detection is the binary task of detecting if users look at their devices
or not. Encouraged by recent advances in automatic eye contact detection [9], for the first time, we study the feasibility of
quantifying visual attention during everyday interactions with mobile devices. More specifically, to guide future research
on this emerging topic, we identify key challenges and the most important sources of error. We first evaluate the impact of
face and eye visibility on eye contact detection performance, given that the best performing methods require face and facial
landmarks but the users’ face is only visible around 30% of the time by device-integrated cameras in mobile settings [10].
We then study the impact of head pose on eye contact detection performance, which is particularly challenging in mobile
settings in which devices are held and being looked at in a variety of ways, including while on the go. Finally, we discuss
the need for more accurate gaze estimation and its importance to the eye contact detection task. For each of these challenges,
we propose concrete future research directions and show how eye contact detection can form the basis for higher-level
attention metrics that will enable a range of exciting new applications towards pervasive attentive user interfaces [11].
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Over the years, several approaches have been proposed to sense overt attention, also typically referred to as just visual
attention. These can be categorized into two groups: Methods that rely on special-purpose hardware as well as software-
only methods that only require commodity devices.
Early work in the first group are EyePliances [12], which are custom-built devices that respond to human attention.
Equipped with a camera, they detect eye contact using computer vision techniques by detecting a pupil in the image. A
similar idea has been proposed for human-to-human eye contact detection in the form of eye contact sensing glasses [13]
that are equipped with infrared cameras and LEDs. Recently, commercial eye trackers have become smaller and widely
accessible which makes them good candidates for attention analysis [14]. Steil et al. have used such an eye tracker together
with mobile device-integrated sensors to forecast user attention [2]. While such dedicated systems bring us closer to
the vision of pervasive attentive user interfaces, the fact that they require special-purpose equipment hinders large-scale
deployment.
In contrast, software-only methods leverage the fact that mobile devices have ever-increasing computational capabilities
and readily integrated, sophisticated sensors. As such, these methods do not require any custom hardware as the camera
is already available in these devices, and they enable studying attention in-situ, i.e. during users’ everyday interactions.
Integrated cameras, in particular, have improved significantly in recent years in terms of resolution and quality and now
enable visual computing methods for attention analysis unthinkable before. For example, EyeTab was an early approach to
estimate users’ gaze direction during interactions with a tablet device [15]. Their system required only the front-facing RGB
camera and achieved an angular error of around 6◦. Learning-based gaze estimation methods are more promising because
they can learn parameters from large datasets to create person-independent gaze estimators. One such approach is the
full-face appearance-based gaze estimator proposed by Zhang et al. [7] that uses a Convolutional Neural Network (CNN)
trained on the MPIIGaze dataset [5]. A similar approach proposed specifically for mobile devices is iTracker [6]. While such
appearance-based gaze estimation methods have improved significantly and can achieve gaze estimation errors of around
4-6◦, these methods are still less accurate than dedicated eye trackers.
Hence, a third line of work investigated eye contact detection as a computationally simpler variation of the gaze
estimation task that focuses on coarser events in users’ attentive behaviour, such as when, how often, or for how long
users look at their devices. Gaze locking is a fully supervised approach for appearance-based eye contact detection [16],
however, manually creating and annotating such datasets is tedious and impractical. To address this limitation, Zhang
et al. [9] proposed an alternative method for eye contact detection that, besides achieving state-of-the-art performance, is
unsupervised, i.e. does not require manual annotation.
3 EVERYDAY EYE CONTACT DETECTION
The single assumption of the method by Zhang et al. is that the camera is next to the object of interest – an assumption
that is also true for common mobile devices. The first step involves detecting the user’s face with a CNN face detector,
included in the dlib library. Afterwards, a landmark detector finds six landmarks inside the face bounding box: the four
corners of the eyes and the two mouth corners. These six 2D facial landmarks together with the corresponding 3D points,
taken from a generic 3D facial shape model [5], can be used to estimate the 3D head pose by solving a Perspective-n-Point
(PnP) problem. Then, the input image is normalized by rotating and scaling it to a space with fixed camera parameters,
which is beneficial to the gaze estimation task [17]. After image normalization, a state-of-the-art gaze estimation CNN [7]
is used to predict the gaze direction vector. Intersecting this vector with the camera plane will produce the corresponding
2D gaze location. These 2D gaze locations are sampled for clustering under the assumption that each cluster corresponds
to one eye contact target. Since the camera is always placed next to the object of interest, the correct data cluster is the one
closest to the camera, i.e. closest to the origin of the coordinate system.
After clustering, samples belonging to the target cluster will be labeled as positive, while all the others will be labeled as
negative. These images can now be used to train a binary Support Vector Machine (SVM) as the eye contact classifier. The
SVM input is a 4096-dimensional feature vector extracted from the last fully-connected layer of the gaze estimation CNN.
Clustering is only necessary once, for training. For inference, input images are still pre-processed and fed into the same
gaze estimation CNN model. The trained SVM classifier then takes the feature vector as input and outputs the predicted
eye contact label.
4 KEY CHALLENGES IN QUANTIFYING MOBILE VISUAL ATTENTION
The purpose of our work is to provide a fundamental analysis of using the approach by Zhang et al. for quantifying
visual attention during everyday mobile interactions. To this end, in our implementation of their method, we used the
dlib1 CNN face detector, the dlib 68 landmark detector, and we trained a full-face appearance-based gaze estimator on the
MPIIFaceGaze dataset [7]. We conducted our experiments on two challenging and publicly available datasets:
• Understanding Face and Eye Visibility Dataset (UFEV) [10]. It consists of 25,726 images collected by 10 participants
during everyday in-the-wild mobile interactions. The objective of the dataset was to analyze the visibility of the
1. http://dlib.net
3different facial landmarks, such as eyes or mouth, when users naturally interact with their mobile device. For our
evaluation, we sampled 5,791 images which were manually annotated with eye contact labels. 4844 images were
labeled as positive eye contact labels and the remaining 947 images were labeled with negative no eye contact labels.
• Mobile Face Video Dataset (MFV) [18]. It aims to provide a better understanding of the challenges associated with
mobile face-based authentication. While a different computational task than gaze estimation or eye contact detection,
this dataset is nevertheless interesting because it contains 750 face videos from 50 users in different illumination
conditions captured using the front-facing camera of an iPhone 5s. While collecting the data, users had to perform
five different tasks. In our experiments, we select the ”enrollment” task where users had to turn their heads in four
different directions (up, down, left, and right). This enabled us to create a more balanced evaluation dataset (as
opposed to the UFEV dataset). Out of the 4,363 manually annotated images, around 58% were positive eye contact
labels and the remaining were negative labels.
Before investigating the different factors that influence the accuracy and robustness of the method, we first evaluated
the overall performance in terms of the Matthews Correlation Coefficient (MCC), which is commonly used to asses binary
classifiers. The MCC ranges from -1.0, which indicates total contradiction between the predictions and the observations,
to 1.0, which corresponds to a perfect classifier. A value of 0 is equivalent to random guessing. Overall, on the UFEV
dataset, the method achieves an MCC of 0.349 (SD=0.17) in a leave-one-person-out cross validation. We also evaluated the
performance of the method in an ablation study where we assumed perfect eye contact labels. In such a case, the method’s
MCC score increases to 0.499 (SD=0.17).
Within-dataset evaluations only highlight one aspect of performance. With machine learning systems, it is also inter-
esting to asses them across datasets, which is a good indicator of real-world performance. In this experiment, we trained
the eye contact detector on one dataset and evaluated its performance on the other. Training on MFV and evaluating on
UFEV, the MCC score is 0.124. Assuming perfect eye contact labels, the MCC score increases to 0.403. Training on UFEV
and testing on MFV, the MCC score is 0.484. With ground truth labels, the MCC score is 0.431.
To better understand the failure cases, we then identified and studied three core challenges: Partially visible faces, the
impact of different head pose angles, and gaze estimation performance as a basis for eye contact detection.
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Fig. 1. Performance of the two methods, the eye contact detector by Zhang et al. and the Human baseline which assumes ground truth class labels.
The bars represent the MCC and the error bars represent the standard deviation. The results are from a within dataset evaluation on the UFEV
dataset (leave-one-person-out per visibility category cross validation).
4.1 Challenge 1: Face and Eye (In)visibility
One highly relevant challenge for studies conducted using the front-facing camera of mobile devices is the face and eye
visibility of the participants [10]. Nowadays, most face detection, landmark detection, and even many gaze estimation
approaches require the full face to be visible. However, according to Khamis et al. [10], the full face is only visible around
30% of the time. The method by Zhang et al. [9] also requires the full face as input given that one of the steps in their
pipeline is a full-face appearance-based gaze estimator. This is why, in this section, we evaluate the impact of partially
visible faces on the method’s performance.
Our evaluation is conducted on the UFEV dataset which provides several different visibility categories depending on
whether the entire face or only parts of the face are visible. These categories are: Whole face all landmarks, Whole face some
landmarks, Partial face 2 eyes 1 mouth, Partial face 2 eyes no mouth, Partial face 1 eye 1 mouth, Partial face 1 eye no mouth, Partial
face no eyes 1 mouth, and No face.
4Figure 1 shows the result of a within dataset leave-one-person-out per category cross validation. The rightmost two
categories, Partial face no eyes 1 mouth and No face, have an MCC score of 0 simply because no images could be used in
the evaluation, either because no faces were detected or because all the images only belonged to a single class. Thus, it is
not possible to train and evaluate a classifier. For the remaining categories, we compare the method proposed by Zhang et
al. [9] to the same method when using ground truth labels, the Human baseline. The results are as follows. When the full
face is visible, the MCC is 0.457 (SD=0.22). In the Human baseline, the MCC is 0.613 (SD=0.24), which shows the potential
for improving the unsupervised clustering approach for automatic labeling of the data. For the other categories, the MCC
score degrades when fewer landmarks are visible. If two eyes are visible, the average MCC stays above 0.3, however, once
only one eye or less is visible, the method simply becomes unusable.
To understand real-world performance, we conducted a cross-dataset evaluation (see Figure 2 for a performance
overview of the method). The eye contact detector was trained on the MFV dataset and evaluated once on the entire
UFEV dataset, per visibility category. In this case, it becomes even clearer that the method performs poorly and could be
significantly improved when comparing its performance with the human baseline.
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Fig. 2. Performance of the two methods, the eye contact detector by Zhang et al. and the Human baseline which assumes ground truth class labels.
The bars represent the MCC coefficient. The results are from a cross-dataset evaluation where the eye contact detector was trained on the entire
MFV dataset and tested on the UFEV dataset for all participants, per category.
4.2 Challenge 2: Robust Head Pose Estimation
Head pose estimation is a computer vision task where the goal is to determine how the head is tilted relative to the camera.
It is expressed in terms of six degrees of freedom, three for translation and three for rotation in 3D. For the appearance-
based gaze estimation task, head pose estimation is often used as input to train a CNN or for data normalization [17]. In
mobile settings (see Figure 3 - Head pose distribution), for both datasets, we have noticed a large variability in both the
horizontal and the vertical pose angles. Because of this, we investigated the influence of such angles on the eye contact
detection performance. In other words, is the performance of eye contact detection worse when the head is tilted and not
frontal? Does this happen often in mobile scenarios?
Figure 3 shows the results of this experiment. The first column represents the distribution of the head pose angles in the
normalized camera space [17] estimated from the two datasets. For the experiments, we divided the data in five horizontal
and five vertical buckets. A pitch and yaw value between -10◦ and 10◦ represent little rotation of the head. Between 10◦
and 20◦ is a mild turn of the head. We consider anything over 20◦ as a significant head rotation. As shown in the head pose
distribution, in mobile settings, it is often the case that the head and face are not directly facing the camera.
The reported values represent the MCC coefficient from a within dataset leave-one-person-out per bucket cross valida-
tion. The first row highlights the result on the UFEV dataset, while the second one shows the results on the MFV dataset.
On the UFEV dataset, for pitch and yaw values between -10◦ and 10◦, the MCC score is 0.4 for Zhang et al. and 0.5
when using ground truth labels. Because of the distribution of the data, a similar MCC value is achieved when the pitch
is between 10◦ and 20◦. As the angles become more extreme, the methods become unusable. On the MFV dataset, the
performance is even worse. For frontal faces, the MCC value for Zhang et al. is 0.2.
4.3 Challenge 3: Accurate Gaze Estimation
Recent advances in appearance-based gaze estimation bring us closer to the vision of systems that are able to accurately
track human gaze from a single image [5], [6], [8], [9]. Despite these advancements, most gaze estimators are still far from
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Fig. 3. Classification performance of the eye contact detector by head pose angles. The left most column shows the distribution of the pitch and
yaw in the normalized camera space. The MCC values represent the performance of the two baselines, per bucket, from a leave-one-person-out
cross validation. The Human baseline uses ground truth annotations rather than clustering to obtain the labels for the training samples.
practical use due to lower accuracies and the eye contact detection method proposed by Zhang et al. builds on such an
appearance-based gaze estimator. Consequently, improvements to the gaze estimation task will also benefit eye contact
detection. Estimating the gaze direction in everyday settings has to cope with several challenges. Varying illumination
conditions, variability across users, different screen and camera geometries, face and facial landmarks occlusions are only
a few of the challenges which have to be addressed for accurate and robust gaze estimation. Figure 4 shows a few sample
images from the UFEV dataset together with the gaze estimates and the predicted eye contact label. For some images,
Figure 4 columns 1-4, if the gaze estimates are reasonably accurate, the method is able to overcome small estimation errors
and correctly predict (no) eye contact. However, gaze estimates can also be highly inaccurate if, for example, the face
and facial landmarks have been incorrectly detected (column 8). Another possible source of error is due to the head pose
angles (column 6). Most current gaze estimation datasets only contain limited variability in head pose angles, but as seen
in Figure 3, mobile settings can exhibit a wide range of head orientations. Without additional training data, the predicted
gaze estimates in such cases will be inaccurate as well.
5 DISCUSSION
In our evaluations, we identified three key challenges for sensing attention in highly dynamic, mobile interactive settings.
Our first experiment quantified the impact of face and eye visibility on the eye contact classification performance and
showed that current methods performed best when the full face or all the facial landmarks were visible. As soon as the
eyes or parts of them, which convey most of the relevant information for attention, were not visible, the performance of
the method decreased significantly and became unusable. This is also a consequence of methods which rely on the full
face for training appearance-based gaze estimators. While suitable for desktop settings, just as the findings from Khamis et
al. [10] highlight, in mobile settings the entire face is often not visible. As such, future work should continue to investigate
methods that only require, for example, an image of the eye [8] rather than the entire face, or that are at least able to
work robustly with a smaller number of facial landmarks. As such, another critical research direction is to investigate more
robust algorithms for face detection and landmark localization. In our evaluation, the face detector failed around 30% of
the time for images with partial faces even though both eyes were visible. In more extreme cases where at most one eye
was visible, the failure rate was as high as 81%.
Our second experiment on the error distribution of the eye contact detector relative to the distribution of the head pose
angles yielded several interesting findings. For one, current methods perform best when the head is oriented towards the
camera. As soon as the head is turned in any direction, the performance of the method becomes worse. However, we can
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Fig. 4. Sample images with the corresponding gaze estimates and the predicted eye contact label (green represents eye contact, red non
eye contact). While being computationally simpler, the state-of-the-art method proposed by Zhang et al. for eye contact detection builds on an
appearance-based gaze estimator. Thus, the performance of the method is dependent on the performance of the underlying gaze estimates. E.g.
for certain head poses (column 6), if the gaze estimates are incorrect, the eye contact label will also be incorrect.
observe that if there is sufficient training data available for such cases, e.g. Figure 3 - on the UFEV dataset when the pitch
is larger than 10◦, the method can still perform well. Based on this, as future research directions, we believe that at least
two things are important. First, the head pose angles we used are estimates (there is no ground truth available), so it is
possible that some of these are incorrect or inaccurate. Future research could investigate head pose estimation in mobile
settings and asses accuracy and robustness specifically. Second, there is a need for new datasets that cover a variety of not
only head pose angles but gaze angles as well.
Our last experiment qualitatively addressed the need for accurate gaze estimation. As previously mentioned, eye contact
detection methods, while computationally simpler, still require reasonable gaze estimates to produce usable results. As
such, any improvement in current gaze estimation methods will also benefit attention sensing on mobile devices. More
concretely, we encourage future work to investigate gaze estimation methods and datasets which have been collected
specifically in such mobile interactive scenarios (e.g. the large-scale GazeCapture dataset [6]).
Our analysis, so far, shows that there is still a large gap that has to be filled before attention can be sensed accurately and
robustly in mobile settings. Once some of these challenges have been addressed, we envision several application domains
that can benefit from knowing when, how often, or for how long users attend to their devices. On the one hand, eye
contact detection can be used as a means to sense and quantify attentive behavior during everyday mobile interactions.
Just as in the work by Steil et al. [2], eye contact could be used as a basis for higher-level attention metrics. Such metrics
could count the number of times users attend to their device, for how long, or if they have shifted their attention towards
the environment. These, together with other device-integrated sensors, would enable modeling user behaviour in a way
which is currently not possible without special-purpose eye trackers. These user models could also be used for other
tasks in mobile HCI, such as predicting user interruptibility, assessing user engagement or boredom. On the other hand,
real-time eye contact detection could be used for attentive and interactive user interfaces. For instance, if users do not look
at their device, the screen could be turned off to save power. Some mobile device manufacturers already offer a similar
functionality, however, this is so far only based on head pose information and, as such, error-prone. Another possible
application is in the area of quantified self. Both Apple and Android smartphones quantify the amount of time users
spend on their devices. Such statistics are naively based on the amount of time the screen is on, however, with eye contact
detection, much finer insights could be provided. For example, attentive behaviour and the way users interact while using
social media could be completely different than while browsing the Internet or while texting.
6 CONCLUSION
In this work, we investigated the feasibility of quantifying visual attention during everyday mobile interactions. To this
end, for the first time, we studied a state-of-the-art method for automatic eye contact detection in challenging mobile
interactive scenarios. We identified three core challenges associated with sensing attention in the wild and provided future
research directions for each of them: Face and eye (in)visibility, robust head pose estimation, and the need for accurate gaze
estimation. Last but not least, we discussed how eye contact (detection) and attention quantification on mobile devices will
7enable exciting new applications. As such, our work informs the development of future pervasive attentive user interfaces
and provides concrete guidance for researchers and practitioners working in this emerging research area alike.
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