Two new unbiased point estimates of an unknown population variance are introduced. They are compared to three known estimates using the mean-square error (MSE). A computer program, which is available for download at http://program.20m.com, is developed for performing calculations for the estimates.
Introduction
The statistical analysis of sample data often involves determining point estimates of unknown population parameters. A desirable property for these point estimates is that they be unbiased. An unbiased point estimate has an expected value (or mean) equal to the unknown population parameter it is being used to estimate. For example, consider the mean x and variance v calculated from a random sample of size n (x 1 , x 2 , …, x n ) obtained from a population with unknown mean µ and variance σ It is well known that x and v are unbiased point estimates of µ and σ 2 , respectively (e.g., see Theorems 8.2.1 and 8.2.2, respectively, in Bain & Engelhardt, 1992) . This means the expected value of the sampling distribution of x is equal to µ (i.e., E( x )=µ) and the expected value of Matthew E. Elam is Assistant Professor of Industrial Engineering at The University of Alabama. He is a member of the ASQ and IIE, and is an ASQ Certified Quality Engineer. Email him at melam@bama.ua.edu. the sampling distribution of v is equal to σ 2 (i.e., E(v)=σ 2 ).
It is important to have a sample that is random when calculating unbiased point estimates of unknown population parameters. In a random sample, each value comes from the same population distribution. If the values come from different population distributions (i.e., populations with different distributions, means, and/or variances), then the point estimates they are used to calculate will be inaccurate. For example, if the values come from population distributions with different means, then v calculated from this sample using equation (2) will be inflated.
Many situations exist in which it is difficult to obtain a random sample. One of these is when the population is not well-defined, as is the case when studying on-going processes. Ongoing processes are often encountered in manufacturing situations. An approach to obtain unbiased point estimates of unknown population parameters from these types of processes is to collect data as some number m of subgroups, each having size n. This is the procedure that is used when constructing control charts to monitor the centering and/or spread of a process. The idea is for the data within a subgroup to come from the same process distribution. If any changes are to occur in the process distribution, it is desirable for them to show up between subgroups. An additional procedure in control chart construction, which may be called a deleteand-revise (D&R) procedure, is performed as an additional safeguard to ensure data within subgroups has the same distribution.
Two new unbiased point estimates of an unknown population variance are introduced. They are derived assuming the sample data is drawn from an on-going process as m subgroups, each of size n. The Methodology section has an example showing how the control charting procedure works. Also, it presents the three known unbiased point estimates used in the situation considered in this article, it derives the two new unbiased point estimates, and it explains a Mathcad (1999) computer program that performs calculations for the unbiased point estimates. The Results section has mean-square error (MSE) results for the unbiased point estimates. These are useful for the purpose of comparing the unbiased point estimates. The Conclusion section summarizes the interpretations of the analyses in the Results section.
Methodology
Control Charting Procedure. Consider the data in Table 1 obtained from a normally distributed process with µ=100.0 and σ=7.0 (the data was generated in Minitab (2003) and a few changes were made to simulate a process with a nonconstant mean). The true unknown variability for the process is estimated using within subgroup variability. A control chart for spread may be used to determine if data within a subgroup comes from the same process distribution. The control chart for spread used here is the range (R) chart. It is constructed using equations (3a)-(3c):
UCL, CL, and LCL are the upper control limit, center line, and lower control limit, respectively, for the R chart. Values for the control chart factors D 4 and D 3 for various n are widely available in control chart factor tables (e.g., see Table M in the appendix of Duncan, 1974) . The value R (Rbar) is the mean of the m subgroup ranges. The subgroup ranges are calculated for each subgroup as the maximum value in the subgroup minus the minimum value in the subgroup (these calculations are in the "R" column of Table 1 ). Equations (4a)-(4c) are the R chart control limit calculations for the data in Figure 1 is the R control chart generated in Minitab (2003) .
The delete-and-revise (D&R) procedure involves identifying any subgroup ranges that are greater than the UCL or less than the LCL. The identified subgroups are then removed from the analysis as long as, in this case, each identified subgroup was an indication of a shift in the process mean. The R chart control limits are recalculated using the remaining subgroups. For the Table 1 data, the range (R) for subgroup seven is above the UCL (see the point marked with a "1" in Figure 1 ). The new value for R calculated using the remaining m=19 subgroups after subgroup seven is removed is shown as the Revised R in 
Because all of the remaining subgroup ranges are between the revised control limits, the conclusion is that the data within each subgroup comes from the same process distribution. Figure 1 . R Control Chart for the Data in Table 1 The next two subsections, Known Unbiased Point Estimates of σ 2 and Two New Unbiased Point Estimates of σ 2 , explain how data collected and cleaned in this manner is used to obtain an unbiased point estimate of an unknown process variance using the following statistics:
• v , the mean of the subgroup variances, where each subgroup variance is calculated using equation (2).
• v c , the variance of the m×n data values grouped together as one sample. It is calculated using equation (2) with n replaced by m×n and with x calculated using equation (1), also with n replaced by m×n. It should be noted that v c cannot be used when cleaning subgrouped data using a deleteand-revise (D&R) procedure as explained in this subsection. The reason is it would include between subgroup variability, which would inflate its value if the process from which the data is collected is operating under multiple distributions.
• R , as previously demonstrated.
• s , the mean of the subgroup standard deviations, where each subgroup standard deviation is calculated using the square root of equation (2) d is tabled for various m and n (e.g., see Table D3 in the appendix of Duncan, 1974) . David (1951) gave the equation for * 2 d (i.e., d2star) as equation (6):
The value d2 (i.e., d 2 ) is the mean of the distribution of the range W. Its values for various n are widely available in control chart factor tables. Assuming a normal population with mean µ and variance equal to one, Harter (1960) gave the equation for d2 as equation (7) (with some modifications in notation):
The function F(x) is the cumulative distribution function (cdf) of the standard normal probability density function (pdf) f(x). The value d3 (i.e., d 3 ) is the standard deviation of the distribution of the range W. Its values for various n are widely available in control chart factor tables. It is calculated using equation (8):
Harter (1960) gave the equation for EW2, the expected value of the second moment of the distribution of the range W for subgroups of size n sampled from a normal population with mean µ and variance equal to one, as equation (9) (with some modifications in notation):
Equations (6)- (9) Elam and Case (2005a) , in their Appendix 7, derived the equation for the factor that allows for an unbiased point estimate of σ 2 to be calculated using s . Elam and Case (2005a) denoted this factor as * 4 c (i.e., c4star) and gave its equation as equation (10) is an unbiased point estimate of σ 2 is shown in the Appendix. In equation (10), the value c4 (i.e., c 4 ) is the mean of the distribution of the standard deviation. Its values for various n are widely available in control chart factor tables. Mead (1966) gave the equation for c4 as equation (11) when σ=1.0 (with some modifications in notation):
The equivalency of this form to that given by Mead (1966) is shown in Appendix 3 of Elam and Case (2005a) . The function gammln represents the natural logarithm of the gamma (Γ) function. The value c5 (i.e., c 5 ) is the standard deviation of the distribution of the standard deviation. Mead (1966) also gave the equation for c5 as equation (12) when σ=1.0 (with some modifications in notation):
The equivalency of this form to that given by Mead (1966) is shown in Appendix 4 of Elam and Case (2005a) . The value c5 is also equal to 2 4 c 1 − . Equations (10)- (12) (i.e., d2starMR) and gave its equation as equation (13):
The fact that ( )
is an unbiased point estimate of σ 2 is shown in the Appendix. In equation (13), the value d2n2 is d2 when n is equal to two. Harter (1960) gave the equation for d2n2 as equation (14) (with some modifications in notation):
The value r is the ratio of the variance to the squared mean, both of the distribution of the mean moving range σ MR , an approximation to which is derived in Elam and Case (2006a) . Palm and Wheeler (1990) gave the equation for r as equation (15):
Equations (13)- (15) (6), (10), and (13), respectively, regardless of the number of subgroups m and the subgroup size n. The program is in the Appendix and is named UEFactors.mcd. It is on one page which is divided into seven sections. Download instructions for the program are available at http://program.20m.com.
The first section of the program is the data entry section. The program requires the user to enter m (number of subgroups) and n (subgroup size). Before a value can be entered, the cursor must be moved to the right side of the appropriate equal sign. This may be done using the arrow keys on the keyboard or by moving the mouse arrow to the right side of the equal sign and clicking once with the left mouse button. The program is activated by paging down once the last entry is made. The user is allowed to immediately page down to the output section of the program (explained later) after the last entry is made.
In section 1.1 of the program, the value TOL is the tolerance. The calculations that use this value will be accurate to ten places to the right of the decimal. The functions dnorm(x, 0, 1) and pnorm(x, 0, 1) in Mathcad (1999) are the pdf and cdf, respectively, of the standard normal distribution. Section 1.2 of the program has the equations for d2, d3, and EW2 given earlier as equations (7), (8), and (9), respectively. Section 1.3 of the program has the equations for c4 and c5 given earlier as equations (11) and (12), respectively. The function gammln is a numerical recipe in the Numerical Recipes Extension Pack (1997). Using it in equations (11) and (12) allows for c4 and c5, respectively, to be calculated for large values of n. Section 1.4 of the program has the equations for d2n2 and r, given earlier as equations (14) and (15), respectively. Section 1.5 of the program has the equations for d2star, c4star, and d2starMR, given earlier as equations (6) is always calculated for n=2, regardless of the value for n entered at the beginning of the program. To copy results into another software package (like Excel), follow the directions from Mathcad's (1999) help menu or highlight a value and copy and paste it into the other software package. When highlighting a value with the mouse arrow, place the arrow in the middle of the value, depress the left mouse button, and drag the arrow to the right. This will ensure just the numerical value of the result is copied and pasted.
Results
The two new unbiased point estimates of σ 2 are compared to the three known unbiased point estimates of σ 2 using the mean-square error (MSE) calculation in equation (16), which is based on Luko's (1996) -20, 25, 30, 50, 75, 100, 150, 200, 250, 300) , each of size n (n: 2-8, 10, 25, 50), from a standard normal distribution (uniform (0, 1) random variates are generated using the Marse-Roberts code (1983) (m: 2-20, 25, 30, 50, 75, 100, 150, 200, 250, 300 ) from a standard normal distribution (uniform (0, 1) random variates are generated using the Marse-Roberts code (1983) • The MSEs for v , v c , and ( ) 2 * 4 c s are the same when m=1.
• The MSE for ( ) . This is because of the well known fact that the range calculation loses efficiency as the size of the sample from which it is calculated increases.
• The MSEs for ( ) 
