ABSTRACT. Motivated by the study of convolutions of the Cantor measure, we set up a framework for computing the multifractal L q -spectrum τ(q), q > 0, for certain overlapping selfsimilar measures which satisfy a family of second-order identities introduced by Strichartz et al. We apply our results to the family of iterated function systems S j x = (1/m)x + [(m − 1)m]/j, j = 0, 1, . . . , m, where m is an odd integer, and obtain closed formulas defining τ(q), q > 0, for the associated self-similar measures. As a result, we can show that τ(q) is differentiable on (0, ∞) and justify the multifractal formalism in the region q > 0. Furthermore, expressions for the Hausdorff and entropy dimensions of these measures can also be derived. By letting m = 3, we obtain all these results for the 3-fold convolution of the standard Cantor measure. where {B h (x i )} is a family of disjoint closed h-balls with centers x i ∈ supp (µ), the support of µ, and the supremum is taken over all such families. We call τ (q) the L q -spectrum (or the moment scaling exponent) of µ. It arises as an important function in the theory of multifractal measures. A heuristic principle says that the Legendre transform of τ(q), defined by τ * (η) := inf{qη − τ(q) : q ∈ R}, is equal to the Hausdorff dimension of the set of points whose local dimension is equal to η, i.e., τ * (η) = dim H x ∈ supp (µ) lim h→0 + ln µ (B h (x)) ln h = η .
( 1.2) This is known as the multifractal formalism. The right-hand side of (1.2) as a function of η is called the dimension spectrum of µ. (Here we use the letter η instead of the more commonly used letter α because α will appear in a different context.) Since the eighties, there have been a lot of interests and researches related to justifying the multifractal formalism and computing τ(q). We summarize some known results concerning self-similar measures, a basic class of fractal measures. Let {S j } m j=0 be an iterated function system (IFS) of contractive similitudes of the form (1.4) (See [Hut] ). The multifractal formalism has been proved rigorously for self-similar or graph-directed self-similar measures satisfying the disconnected open set condition or its variants (see [CM] , [EM] , [O1] , [R] , [AP] and the references therein). (1.5)
The OSC guarantees that {S j (supp (µ) )} m j=0 is a nonoverlapping family, in this case we also say, loosely, that the IFS {S j } m j=0 (and the corresponding measure µ) is nonoverlapping. If the OSC fails, we say that the IFS (and µ) is overlapping.
In order to study some interesting overlapping cases including the well-known Bernoulli convolutions associated with the PV numbers, the authors introduced a weaker separation condition, known as the weak separation property (WSP), and justified the multifractal formalism under the assumption that τ * (η) is strictly concave at η ∈ ∂τ(q) where q > 0 [LN1] . Here ∂τ(q) is the subdifferential of τ at q, defined as ∂τ(q) = {η | τ(p) ≤ τ(q) + η(p − q) for all p ∈ R}.
For such measures, one of the main unsettled problems is the calculation of τ (q) . Some partial results have been obtained when q is a nonnegative integer ([La1] , [La2] , [LN3] , [FLN] ). For noninteger values of q, much less is known. In [LN2] , a closed formula defining τ(q), 0 < q < ∞, for the Bernoulli convolution associated with the golden ratio is derived. Recently, by using a different technique, Feng ([Fen1] , [Fen2] ) has obtained a formula defining τ(q) for q < 0 for this measure. He also obtained formulas defining τ(q) for a class of PV numbers.
The derivation of τ (q) in [LN2] is based on a set of second-order identities introduced by Strichartz et al. [STZ] . Let {S j } m j=0 and µ be given by (1.3) and (1.4) respectively. Define where c k = c k (i, j) are independent of A. (Here T i T j denotes the composition T i • T j .)
For our purposes, {T i } i=0 needs to satisfy the OSC. Second-order identities were introduced in [STZ] to compute numerical approximations to the measure. If {S j } m j=0 satisfies the OSC with an open set U, then using a theorem of Schief [S, Theorem 2 .2] we can assume that µ(U) = 1. Hence for all A ⊆ supp (µ), µ (S i S j (S j (A) ) and therefore µ satisfies a family of second-order identities with respect to {S j } m j=0 itself.
The formula for τ(q) derived in [LN2] yields important and new information for the infinite Bernoulli convolution associated with the golden ratio, which has been studied extensively (see [AY] , [AZ] , [Hu] , [L] , [LP] , [P] ). These include the differentiability of τ(q) and the dimension spectrum of the measure for q > 0, a formula for its Hausdorff and entropy dimensions, and formulas for its L qdimensions and its L ∞ -dimension. Unfortunately, the method in [LN2] cannot be applied to measures associated with other well-known PV numbers because they do not satisfy similar second-order identities. It is the purpose of this paper to carry out a systematic study of this method and show that it does generalize to some other classes of overlapping measures, including the interesting 3-fold convolution of the Cantor measure.
We consider equicontractive similitudes of the form
where 0 < ρ < 1 and 0 = b 0 < b 1 < · · · < b m . We are interested in the case
does not satisfy the OSC. Let µ be the corresponding self-similar measure. We will prove that if ρ = 1/k, where k ≥ 2 is an integer,
, m, and m = k N for some N ∈ N, then we can define (1.8) so that with respect to {T i } m−1 i=0 , µ satisfies a family of second-order identities. Our main objective is to make use of the second-order identities to formulate a set of conditions under which a closed formula defining τ(q) can be derived.
where n i is a positive integer, and suppose
i=0 is a nonoverlapping family with respect to which µ satisfies a family of second-order identities. For the purposes of this paper we only consider the case in which {T i } i=0 can be partitioned into two subfamilies {T i } i∈I 0 and {T i } i∈I 1 , each is equicontractive with contraction ratios ρ n and ρ n respectively. The derivation of τ(q) is based on the following well-known equivalent definition, which holds for q > 0:
(1.10)
Under certain additional conditions on the similitudes and the second-order identities (see (C1), (C2) and (C3) in Section 3), Φ 
where t is some fixed positive integer, c and E(h) is some error term. Once (1.11) is established, the formula for τ (q) follows from the renewal theorem. More precisely, define F(q, α) 
For q > 0, let α = α(q) be the unique α such that (q, α) ∈ ∂D, the boundary of D. We have the following main result: Theorem 1.1. Suppose that for each q > 0, F(q, α) tends to ∞ as α increases to α, and suppose that for α satisfying F(q, α) = 1, there exists ε > 0 such that
The differentiability of τ on (0, ∞) is important because it implies that τ * (η) is strictly concave for all η ∈ ∂τ(q), q > 0, and hence for such η the multifractal formalism (i.e., equality (1.2)) holds [LN1] . τ(q) is intimately related to several other notions of dimension of the mea-
where x ∈ supp (µ) and the supremum is taken over all such x (see [LN1] , [St] ). dim ∞ (µ) corresponds to the left end-point of the dimension spectrum. τ(q) is also related to the Hausdorff and entropy dimensions of µ. Assume now that ν is a Borel probability measure on R d with bounded support (not necessarily a self-similar measure). For a finite Borel partition P of supp (ν), let |P| be the maximum of the diameters of elements of P. Define
and for h > 0, let
The entropy dimension of ν is defined as
It is proved by one of the authors in [N2, Theorem 1.1] that, if τ(q) is differentiable at q = 1, then dim H (ν) = dim e (ν) = τ (1) (see also generalizations by Heurteaux [H] and Olsen [O2] ). In this case we will call the common value the dimension of ν and denote it by dim(ν).
Under the hypotheses of Theorem 1.1, we immediately obtain formulas for dim q (µ) and dim ∞ (µ). Moreover, since the differentiability of τ for q > 0 is guaranteed, we can hence derive a closed formula for dim(µ) (see Corollary 3.3).
We apply Theorem 1.1 to the measures defined by
where m is an "odd" integer. A corresponding collection of T i is
(1.14)
In this case I 0 = {0, m−1}, I 1 = {1, . . . , m−2}, and F(q, α) is simplified to (1.17)
We have the following main result concerning this family of measures. 
where η = τ (q) and q > 0.
We are not able to get similar results if m is even, although analogous secondorder identities exist. It is not clear how a suitable collection of T i can be defined so that an analogue of the functional equation (1.11) can be derived.
Our present work is motivated by the study of the 3-fold convolution of the standard Cantor measure. Unlike the standard Cantor measure or its 2-fold convolution, the 3-fold convolution is defined by the following set of similitudes that fails to satisfy the OSC:
The corresponding measure µ is defined by
In [FLN] , it is shown that the S j in (1.18) satisfy the WSP and a matrix method is used to compute τ(q) when q is equal to a nonnegative integer. By using the results in this paper, we can obtain the following formula defining τ (q) for q > 0 and show that τ(q) is differentiable on (0, ∞). The matrices P 0 and P 2 in (1.17) become [HL] . This paper is organized this as follows. In Section 2, we study some basic properties and examples of second-order identities. In Section 3 we derive the key functional equation (1.11) and prove Theorem 1.1. In Section 4, we apply our results to the IFS in (1.13) and derive Theorem 1.2 and Corollary 1.3. In Section 5, we simplify the formula for τ (q) in the case q is a positive integer. In Section 6, we study the 3-fold convolution of the Cantor measure and prove Theorem 1.4. The proof of Theorem 1.2 involves a technical estimation of the error term E(h) stated in Theorem 1.1. Some techniques have already been used in [LN2] ; we include the estimations in the Appendix for completeness.
.
SECOND-ORDER IDENTITIES
In this section we study some properties and examples concerning second-order identities. Let k ≥ 2 be an integer, let
and let µ be the self-similar measure defined by the S j as in (1.4). We remark that for any r ∈ R, the self-similar measure defined by the similitudes satisfies the OSC if and only if m ≤ k − 1. Now assume that m = k N for some N ∈ N. Note that in this case the OSC fails. We define
i=0 satisfies the OSC with (0, m) as an open set. For any multi-index I = (i 1 , . . . , i k ), we denote the composition 
Example. Putting N = 1, we get the following example
In this case we can define
We will come back to this family in Section 4.
Remark. The
2) is not the unique family with respect to which µ satisfies a set of second-order identities. In fact, if m = k N then for each n ∈ N we can define
The proof of Proposition 2.1 shows that the same conclusion holds for the maps
. The proof of Proposition 2.1 also yields the following important matrix identities, which hold for all A ⊆ [0, m]:
. . .
. . . 
Using (2.4) we obtain the following uniqueness result for the µ satisfying (2.3). The assertion now follows from Carathéodory's extension theorem [Ro] .
We have the following formula, which can be used to approximate τ(q) for "all" q ∈ R. The approximations are better for smaller absolute values of q. Theorem 2.3. Assume the same hypotheses of Proposition 2.1 and assume that the probability weights satisfy w j > 0 for all j. Then for all q ∈ R,
Proof. We first remark that, since all w j are positive, µ does not have point masses and supp 
To prove the reverse inequality, we observe that, for x i ∈ supp (µ) and h satisfying
This implies that, for each such h,
Consequently,
n ln ρ and the reverse inequality follows. Ë .
DERIVATION OF THE FUNCTIONAL EQUATION
Let
where 0 < ρ < 1 and 0 = b 0 < b 1 < · · · < b m . For any set of nonnegative probability weights {w j } m j=0 , we let µ be the corresponding self-similar measure defined as in (1.4). It is easy to see that
where n i is a positive integer and 0 (µ) , and µ satisfies the following family of second-order identities:
To calculate τ(q), we will use the following equivalent definition. For q > 0,
This can be derived by using [LN1, Proposition 3.1] (see also [La1] , [LN2] , [St] ). Our approach is to partition the collection {T i } i=0 into two subcollections, indexed by I 0 and I 1 , so that if we let
q dx as h → 0 + and moreover, it satisfies a functional equation of the form
where s k ∈ N and ε > 0 (or more precisely (1.11)). The second-order identities (3.3) alone are not sufficient to fulfill these requirements; further restrictions need to be imposed. We will assume that each of the subcollections {T i } i∈I 0 and {T i } i∈I 1 is equicontractive with
Moreover, we assume they satisfy the following basic conditions (C1), (C2), and (C3). (C1) governs the asymptotic behavior of Φ (α) (h). (C2) and (C3) are used in deriving (3.5). These conditions are satisfied by the interesting examples we consider, but not all of them are necessary. For simplicity we do not consider the more general framework, which will require a vector version of the renewal theorem. For k ≥ 1, we denote by [0, a] contains an interval of the form S j 1 · · · S j k [0, a] with w j 1 · · · w j k > 0. Furthermore, there exists a positive integer t (chosen to be the smallest) and a subset 
µ(T I A) = c(I, i)µ(T i A).
Moreover, for each i ∈ I 1 , the following sums are independent of i:
, and for each j ∈ I 1 , there exists an index i = i(I, J, j) ∈ I 1 and a constant c (I, J, i, j) depending only on I, J, i, and j such that (3.8)
µ(T I T J T j A) = c(I, J, i, j)µ(T i A).
Moreover, for each i ∈ I 1 , the sum
is independent of i.
Remark 1. The second-order identities imply that µ(T I A) and µ(T I T J T j A) are linear combinations of µ(T i A).
(3.6) and (3.8) require in addition that they are multiples of some µ(T i A).
Remark 2. The assumptions corresponding to (3.7) and (3.9) can be dropped in a more general framework. Without these assumptions, a vector analogue of the functional equation (3.5) can still be set up and the vector renewal theorem of Lau et al. [LWC] can be used to obtain the desired results. However, for simplicity of exposition and for the purposes of this paper, we choose to include these assumptions and consider only the scalar case.
Remark 3. We can also consider the more general case which allows the T i to be non-equicontractive. Again, a vector version as mentioned in Remark 2 is required.
Example 1. The IFS defining the Bernoulli convolution associated with the golden ratio serves as a basic example for conditions (C1), (C2), and (C3):
It is shown in [STZ] that the associated self-similar measure satisfies a family of second-order identities with respect to the following nonoverlapping maps
(C1) holds if w 0 and w 1 are both positive. By taking I 0 = {0, 2}, I 1 = {1}, and I = {(1)}, it can be shown that (C2) and (C3) also hold. We refer the reader to [LN2] for details. Here we illustrate these conditions by another example.
Example 2. Let
and let µ be the self-similar measure defined by {S j } 3 j=0 and positive weights
Define 
To verify (C2) and (C3) we let t = 2 and I = {(1, 1)}. For (C2) we need
Then from the second-order identities, we have
(See Proposition 4.3(a).) Hence (3.6) is satisfied with k = 2, i(I) = 1, and 
(3.10)
Condition (C1) enables us to establish the asymptotic behavior of
Proposition 3.1. Assume that condition (C1) holds and let q > 0. Then there exist some k ∈ N and constants C 1 , C 2 > 0, independent of h, such that
(3.11)
Proof. First, it is easy to see that
(3.12)
For the first inequality in (3.11), condition (C1) implies that there exists some
Iterating (1.4) yields
Hence,
Combining this with (3.12) gives
This establishes (3.11). As a consequence,
and the last statement follows. Ë
We now derive the functional equation (1.11). Let I and I 0 k (2 ≤ k ≤ t) be the index sets in conditions (C2) and (C3), and define
, and let N be any nonnegative integer. Then by iterating the last term of (3.13), we get
where the sum over |J| = k runs over all J ∈ I k 0 and
(3.14) 
where
By using the last statement in (C2), we can write the last expression in (3.15) as
Similarly, for k ≥ 0 we let s k :
, and j ∈ I 1 , we can apply (C3) to get
Then by the above derivation and the second statement in condition (C3), we have
Substituting this expression and (3.16) into (3.13) yields
where e 1 (h) is given in (3.14) and
Recall that for α > 0, Hence (3.17) has the equivalent form (1.11) with E(h) = (1/h 1+α )(e 1 (h) + e 2 (h)). This completes the derivation of (1.11).
Let F(q, α) and D be defined as in (1.12). For q > 0, let α = α(q) be the unique α such that (q, α) ∈ ∂D, the boundary of D. The proof is similar to that of [LN2, Theorem 3.2]; we include it for completeness. We will apply the renewal theorem ( [Fe] , [F] ). Let N be the largest integer satisfying 0 < h ≤ ρ (t+1)n+N n . Then for any α ≥ 0 and any k ≥ N + 1,
Proposition 3.2. D is convex. Consequently α(q) is an increasing concave function of q.

Proof. For each k, the definition of c k (q) allows us to write
Also, the hypotheses imply that D is open, and hence for (q, α) ∈ D and ε > 0 sufficiently small,
These imply that
Now assume that α satisfies F(q, α) = 1 and let ν be the measure with weight
Then F(q, α) = 1 implies that ν is a probability measure with support contained in [0, ∞) . Moreover, for x > 0, (3.18) can be written as
where 
We can apply [N2, Theorem 1.1] to conclude that the dimension of µ is equal to τ (1). By implicitly differentiating τ(q) and using the fact that τ(1) = 0 we have 
A SPECIAL FAMILY OF IFS
In this section we consider the family of IFS
where m ≥ 3 is an "odd" integer. Let {w j } m j=0 be a set of probability weights and let µ be the corresponding self-similar measure. We allow some w j to be zero so that we can consider the measure defined by a subfamily of {S j } m j=0 . Define 
Proof. If 2
The verification of condition (C2) is contained in the following two Propositions. For simplicity, we shall use the notation i := m − 1 − i throughout the rest of this paper.
Proposition 4.2. Let
Proof. All identities follow by applying the definition of the T i 's and identities (1.4) and (4.2). We will prove (a) as an example:
. 
Proof. 
After re-grouping, it equals m] then the conclusion of Proposition 4.3(a) still holds except when (i, j) = (1, 0) (in the case 0 ≤ j < i ) or when j + i = m (in the case i < j ≤ m − 1). In these cases we have 
Proposition 4.2(a) shows that µ(T i T i A) is a linear combination of µ(T 0 A) and µ(T m−1 A). Hence µ(T i T i A)
and the result follows.
, by applying part (b) and repeatedly applying part (a), we have
(The second equality follows from Proposition 4.2(b)(ii).) (c)(ii) By using the same argument as in the proof of (i), we get 
|J|=k c q i,J . As a result, we can apply (1.11) to obtain the following functional equation:
where N is the largest integer satisfying h < 1/(2m N+3 ), and E(h) is some error term (see Section 3 and the Appendix).
We will now use a change of basis to replace the m × m matrices M 0 and M m−1 in the definition of c i,J by the following 2 × 2 matrices: 
and
Then we have the following key lemma. Since it involves quite a lot of technical estimations, we will postpone its proof to the Appendix. F(q, α) tends to ∞ as α increases to α. Moreover, for the unique α satisfying F(q, α) 
RESULTS FOR INTEGER q
For q equal to a positive integer, we can reduce the expression for F(q, α) in Section 4 to a polynomial. This greatly simplifies the computations of τ(q) for small positive integers q. Let
and define A q = (a ij ) 0≤i,j≤q + (b ij ) 0≤i,j≤q . For example, By using the identities
and the binomial theorem again, we get the following recursion formula for γ 
In matrix form
By repeatedly applying this recursion formula, we get
The result follows by substituting this expression into (5.2). Ë .
CONVOLUTION OF THE CANTOR MEASURE
Let µ denote the 3-fold convolution of the usual Cantor measure, which is defined by the similitudes To simplify the sum in the denominator we define
By a direct calculation,
By calculating the derivative of g (α) at α = 0, we get For q equal to a positive integer, we apply Theorem 5.1 to obtain the following results for τ(q) and the L q -dimension (where z = 3 α ). They coincide with those obtained in [FLN] by using a different method. (
Proof. Both (a) and (b) follow directly by induction on k. To prove the first statement of (c) we again apply induction on k. The statement obviously holds when k = 1. Assume that it holds for |J| = k. We want to maximize
for all possible J. In the case j = 0,
By induction hypothesis the first term is maximized when J = (0, . . . , 0) or J = (2, . . . , 2). The second term is 3 times the second column sum of P J and by part (b), it is maximized by J = (0, . . . , 0). Hence the quantity in (6.3) with j = 0 is maximized by J = (0, . . . , 0). The case for j = 2 is similar. The second statement of (c) follows from the first statement and part (a). (d) can be proved directly as follows: 
We first prove that, if w i , w i+1 > 0, then the analogous conclusions of the proposition hold for the pair (F i , D i where γ q = max{1, 2 q−1 }. We now recall the fact that if {a k }, {b k } are two sequences of nonnegative numbers, then
Thus by taking the k-th root on both sides and then letting k tend to ∞, we get 
(C can be taken to be max{1 Hence, as in the proof of Proposition 4.4(c)(ii),
(A.1) Proposition A.3. There exist constants C 1 , C 2 > 0 so that, for all 0 < h < 1, the following statements hold: By using (A.5), we see that (A.4) is dominated by 
