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There has been much recent interest in studying anisotropies in the astrophysical gravitational-wave
(GW) background, as these could provide us with interesting new information about galaxy clustering
and large-scale structure. However, this information is obscured by shot noise, caused by the finite
number of GW sources that contribute to the background at any given time. We develop a new
method for estimating the angular spectrum of anisotropies, based on the principle of combining
statistically-independent data segments. We show that this gives an unbiased estimate of the true,
astrophysical spectrum, removing the offset due to shot noise power, and that in the limit of many
data segments, it is the most efficient (i.e. lowest-variance) estimator possible.
I. INTRODUCTION
The first two observing runs of Advanced LIGO [1] and
Advanced Virgo [2] have firmly established gravitational-
wave (GW) astronomy as a new means of exploring the
Universe. With an ever-growing number of compact bin-
ary coalescences (CBCs) being catalogued [3, 4], atten-
tion is now increasingly turning toward other, as-yet-
undetected, GW observables, such as the stochastic GW
background (SGWB). The SGWB is a persistent, pseudo-
random GW signal, formed from the incoherent super-
position of many GW sources throughout cosmic his-
tory [5, 6], which can be searched for by cross-correlating
data between multiple GW detectors [7, 8].
Unlike analogous backgrounds of electromagnetic radi-
ation [e.g., the cosmic microwave background (CMB)], the
SGWB is not attenuated by intervening matter, and may
give us observational access to a wealth of exotic early-
Universe sources, such as cosmic strings, phase transitions,
and inflationary tensor perturbations [9]. However, one
expects the dominant contribution to the SGWB to be
the combined emission from CBCs at much lower red-
shift. This astrophysical gravitational-wave background
(AGWB) [10–12] is one of the main observational targets
of LIGO and Virgo as they approach design sensitivity.
Since the components of CBCs are the results of stellar
evolution, they should reside in galaxies,1 and the AGWB
should trace the distribution of galaxies throughout the
local Universe. There has therefore been significant recent
interest in AGWB anisotropies [15–21] and associated
observational searches [22–24] and data-analysis meth-
ods [25–31], as these might provide an entirely new probe
of galaxy clustering and large-scale structure (LSS).
The AGWB has two immediate advantages over tradi-
tional LSS studies using galaxy surveys: first, it automat-
1 Here we are neglecting the possibility that the black holes may
be primordial; in this case, there would also be a SGWB from
primordial black hole binaries [13, 14].
ically has full sky coverage, thanks to the global beam
pattern of the GW interferometers; second, it has (in
principle, at least) unlimited depth, since galaxies are not
selected down to some brightness threshold, but instead
contribute to the AGWB at any redshift.2
There exists, however, a serious obstacle to using
AGWB measurements in this way. Due to the finite
number of CBCs throughout the Universe, and the very
short time they each spend in the LIGO/Virgo frequency
band, the angular power spectrum of the AGWB is dom-
inated by shot noise. As was first shown in [21], this
shot noise is orders of magnitude larger than the “true”
angular power spectrum, completely obscuring the much
subtler correlations caused by LSS.
In this article, we present a simple but powerful method
for estimating the true AGWB angular power spectrum
in the presence of shot noise, exploiting the statistical in-
dependence of different shot noise realisations at different
times. We begin by reviewing the definition and statist-
ical properties of the AGWB angular power spectrum in
Sec. II. In Sec. III we describe how shot noise affects the
angular power spectrum, and describe the hierarchical
relationship between the ensemble of shot noise realisa-
tions and the ensemble of LSS realisations. In Sec. IV we
construct an unbiased estimator of the true, astrophysical
power spectrum, and derive a simple expression for its
variance (some details of this calculation are given in
Appendix A). In an appropriate limit, this estimator is
the minimum-variance unbiased estimator (MVUE) for
the C`’s in the presence of shot noise, which we show in
Appendix B.
Our discussion focuses on the AGWB composed of
CBCs, as this will likely be the first stochastic GW signal
to be detected. However, all of our main results hold for
any stochastic source that is comprised of a finite number
of transient events.
2 Note, however, that the nearest galaxies dominate the signal, as
the GW flux decays as the inverse distance squared.
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2II. THE SGWB ANGULAR POWER
SPECTRUM
The SGWB is described by the density parameter
Ω(f, rˆ) ≡ 1
ρc
d3ρgw
d(ln f) d2rˆ
=
8piGf
3H20
d3ρgw
df d2rˆ
, (1)
i.e., the GW energy density ρgw arriving from direction rˆ
on the sky, with observed frequency in a logarithmic bin
around f , measured in units of the cosmological critical
energy density ρc ≡ 3H20/(8piG). (Here and throughout,
we use units in which c = 1.) We treat Ω(f, rˆ) as a random
field on the sphere for each frequency f . Our analysis
holds for each frequency bin independently, so we drop
the explicit f dependence below.
Approximating the SGWB as a Gaussian random field
(GRF), it is fully specified by its first two moments,
Ω¯(rˆ) ≡ 〈Ω(rˆ)〉Ω ,
C
(
rˆ, rˆ′
) ≡ 〈Ω(rˆ)Ω(rˆ′)〉
Ω
− Ω¯(rˆ)Ω¯(rˆ′), (2)
which we call the mean and the two-point correlation
function (2PCF), respectively. Here we have introduced
a cosmological ensemble average 〈· · ·〉Ω, which we discuss
further in Sec. III. It is also convenient to define the
spherical harmonic components (SHCs),
Ω`m ≡
∫
S2
d2rˆ Y ∗`m(rˆ)Ω(rˆ). (3)
These form a set of complex random variables that fully
specify any given random realisation of the field, and
allow us to analyse the statistics of the SGWB on different
angular scales.
For extragalactic sources, one expects the SGWB to
be statistically isotropic, so that the mean is the same
everywhere on the sky, and the 2PCF depends only on
the angle between the two points,
Ω¯ ≡ 〈Ω(rˆ)〉Ω = constant,
C
(
rˆ · rˆ′) ≡ 〈Ω(rˆ)Ω(rˆ′)〉
Ω
− Ω¯2. (4)
An immediate consequence of the first line is that the
SHCs all have zero mean, except the monopole,3
〈Ω`m〉Ω = δ`0
√
4piΩ¯. (5)
3 It is important to stress the difference between the mean Ω¯
and the monopole Ω00. Both describe the isotropic component
of the SGWB, but the former is a fixed deterministic quantity
that can be predicted from theory, while the latter is a random
variable that must be measured. Different cosmological observers
will measure different values of the monopole, drawn from a
distribution that has Ω¯ as its mean. This distinction is usually
not made in the case of the CMB, where fluctuations in the
temperature monopole over different realisations are negligible.
However, the SGWB monopole can vary significantly between
different random realisations [32], particularly due to shot noise.
(The factor of
√
4pi here is just the integral of Y00 over the
sphere.)
The statistical properties of the anisotropies are con-
veniently described by a multipole expansion of the 2PCF,
C` ≡
∫
S2
d2rˆ P`
(
rˆ · rˆ′)C(rˆ · rˆ′), (6)
which we call the angular power spectrum. Together with
Ω¯, this completely characterises a statistically isotropic
GRF, with each ` corresponding to anisotropies of angular
size ≈ pi/`. More precisely, the contribution to the total
angular variance of the SGWB per logarithmic angular
scale can be approximated as
d
d(ln `)
Var[Ω]Ω ≈
`(`+ 1)
2pi
C`. (7)
The C`’s also have a very natural interpretation in terms of
the SHCs, (3). It is possible to show that for a statistically
isotropic background,4
Cov[Ω`m,Ω`′m′ ]Ω = δ``′δmm′C`, (8)
and in particular,
Var[Ω`m]Ω = C`, (9)
i.e., each Ω`m is uncorrelated with the others, and has
variance C`.
A. The standard C` estimator
We want to measure the SGWB angular power spectrum
using a network of GW detectors. The standard method
for this exploits (9), which can be rewritten as〈
|Ω`m|2
〉
Ω
= |〈Ω`m〉Ω|2 + C` = δ`04piΩ¯2 + C`. (10)
We see immediately that for ` > 0, we can use the absolute-
square of each SHC as an estimator of the corresponding
multipole,
Cˆm` ≡ |Ω`m|2. (11)
This m-dependent “naive” estimator is unbiased, in the
sense that 〈Cˆm` 〉Ω = C`. We can calculate its variance
explicitly in the case where the SGWB is a GRF by using
Isserlis’ theorem to give
Var
[
Cˆm`
]
Ω
= (1 + δm0)C
2
` . (12)
4 Note that here, and throughout, we define the covariance of
two random variables with a complex conjugate on the second
argument, i.e. Cov[X,Y ] ≡ 〈XY ∗〉 − 〈X〉 〈Y ∗〉 = Cov[Y,X]∗.
This ensures that the variance is always real, since Var[X] ≡
Cov[X,X] = 〈|X|2〉 − |〈X〉|2.
3The m index runs over −` ≤ m ≤ +`, so in fact we have
2`+1 different naive estimators, each with complementary
statistical information. We can therefore construct a
better estimator by averaging over all of these. This
defines the standard C` estimator,
Cˆ
(std)
` ≡
1
2`+ 1
+∑`
m=−`
|Ω`m|2. (13)
The variance in this case is significantly lower, particularly
at large `,
Var
[
Cˆ
(std)
`
]
Ω
=
2
2`+ 1
C2` . (14)
Note that this 1/(2`+ 1) scaling is exactly what one
should expect for 2` + 1 independent measurements of
the same quantity. The variance in (14) is in fact the
minimum possible variance for any estimator of the an-
gular power spectrum in the absence of shot noise, as it
saturates the Crame´r-Rao bound (see Appendix B).
Of course, in practice, the SHCs themselves must first
be estimated from the strain data in the interferometers;
this in itself is a non-trivial data analysis challenge [7].
However, the details of this process are unimportant for
the purposes of this Article.
III. SHOT NOISE AND HIERARCHICAL
AVERAGING
When modelling the AGWB, one usually averages over
the merger times of CBCs and the spatial locations of their
host galaxies to give a smooth merger rate R and galaxy
number density n. However, any observed realisation of
the AGWB will inevitably consist of a finite number of
CBCs, emitted from a finite number of galaxies. (This was
first investigated in the context of the AGWB monopole
in [32].)
It was recently shown [21] that for a SGWB composed
of a finite number of sources, the measured angular power
spectrum becomes
C` → C` +W, (15)
where C` is the angular power of the intrinsic, astrophys-
ical anisotropy, and W represents the additional shot-
noise power. The latter is independent of `—i.e., the
shot noise is spectrally white in harmonic space. If the
SGWB is composed of N persistent localised sources, then
schematically the shot noise scales as W ∼ Ω¯2/N . If the
sources are transient (such as CBCs) then this becomes
Wτ ∼ Ω¯2/(Rτ), with R the event rate and τ the time
interval used to measure the stochastic GW energy dens-
ity. In the latter case, we write the shot noise power as
Wτ to emphasise that it depends on the observer’s choice
of τ (subject to the condition that τ  1/f , so that the
appropriate Fourier component can be reliably measured).
Figure 1. A toy-model depiction of shot noise. All four images
are HEALPix [33] maps with scale-invariant angular power
spectra `(`+ 1)C` = constant, plus varying degrees of shot
noise power. From top to bottom, the shot noise power is equal
to W = 0, W = 10−5Ω¯2, W = 10−4Ω¯2, and W = 10−3Ω¯2.
Physically, these represent different observations of the AGWB,
with different observation time intervals, leading to different
levels of shot noise power. All four maps have the same
underlying random realisation of LSS, which is why the same
large-scale features can be recognised in each of them. However,
increasing the amount of shot noise leads to much stronger
anisotropies on small scales, making it harder to discern the
relatively subtle large-scale features.
Figure 1 gives a visualisation of how the shot noise power
affects the GW intensity distribution on the sky.
4Figure 2. An illustration of the two averaging procedures introduced in Sec. III. The lefthand panel shows the result of averaging
over ten independent realisations of shot noise (at a level of W = 10−4Ω¯2) for a single given realisation of LSS (which is the
same realisation as the top map of Figure 1 and the top map in the righthand panel here). This is an approximation to the
〈· · ·〉S operation; in the limit of averaging over an infinite number of independent realisations, the resulting map would have zero
shot noise. Similarly, the righthand panel shows the result of averaging over ten independent realisations of LSS, with zero
shot noise. This is an approximation to the 〈· · ·〉Ω operation; in the limit of averaging over an infinite number of independent
realisations, the resulting map would be perfectly uniform (i.e. all SHCs equal to zero, except the monopole).
It was shown in [21] that, for the AGWB, the temporal
shot noise associated with finite CBCs per observation
time is significantly larger than the true C` spectrum,
while the spatial shot noise associated with a finite galaxy
number density is significantly smaller; we therefore focus
exclusively on the former in this analysis. This allows
us to exploit the fact that we have observational access
to multiple realisations of the temporal shot noise: for
each successive observation interval τ , we can obtain a
set of SHCs with shot noise power Wτ . The shot-noise
fluctuations in each set of SHCs is associated with a
different set of CBCs in a different set of galaxies, so
it is immediately clear that each successive shot noise
realisation is statistically independent. This is in contrast
with the spatial shot noise, for which we can only observe
a single realisation (as it is tied to the random positions
of galaxies).
There are two logically distinct random processes that
govern the observed SHCs: the distribution of matter on
large scales, and the emission of a finite number of GW
signals from this matter distribution in a given observation
period. We model these processes, and their corresponding
ensemble averages, in a hierarchical manner:
1. The true Ω`m are drawn from Gaussian distributions
with variance C`. This process is associated with
the cosmological averaging operation from Sec. II,
〈· · ·〉Ω ≡ cosmological average, (16)
which can be thought of as an average over an “en-
semble of Universes”, with each Universe having a
distinct random realisation of LSS. Of course, we
only have access to a single such realisation.
2. The true Ω`m are modulated by shot noise, so that a
set of “noisy” Ωµ`m is drawn from a distribution with
the true components Ω`m as its mean. This draw
is independent for each time interval, with different
intervals being labelled by the index µ. We write
the associated average over shot noise realisations
as
〈· · ·〉S ≡ shot noise average. (17)
Physically, this reflects the fact that a given cos-
mological distribution of galaxies can correspond to
many different SGWB realisations, as the number
and times-of-arrival of transient GW signals from
each galaxy are essentially random.
Figure 2 is a schematic representation of the two averaging
procedures.
More quantitatively, the first two moments of the noisy
SHCs under the shot noise average for a fixed realisation
of LSS are
〈Ωµ`m〉S = Ω`m,
Cov[Ωµ`m,Ω
ν
`′m′ ]S = δ``′δmm′δµνWτ .
(18)
The first line is true by definition, while the second states
that each SHC in each time interval has equal shot noise
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Figure 3. Simulated angular power spectra using the standard estimator (13) and the new estimator (22). The dark blue line is
the chosen “true” spectrum to be estimated, which is here taken as scale-invariant for simplicity, `(`+ 1)C` ≈ constant. The
red line is the spectrum of a single random cosmological realisation of the AGWB (i.e. a single Universe), distributed around
the dark blue line according to cosmic variance. The black line is the shot-noise power W, here set to 10−3 times the monopole.
The green line is the spectrum resulting from the standard estimator (13) for a single random realisation from the shot noise
ensemble, which follows the sum of the true spectrum and the shot-noise power, C` +W. The cyan line is the spectrum resulting
from the new estimator (22), for the same shot noise realisation, subdivided into Nτ = 10 independent segments. The shaded
regions in all cases show the 1σ uncertainty, which for the cyan line is given by (24). (The C` spectrum and shot noise power W
used here are purely illustrative, and are not predictions for the AGWB.)
power, and is uncorrelated with all the others.5 Averaging
also over realisations of LSS, we find
〈Ωµ`m〉S,Ω = δ`0
√
4piΩ¯,
Cov[Ωµ`m,Ω
ν
`′m′ ]S,Ω = δ``′δmm′(C` + δµνWτ ),
(19)
where we have used (5) and (8), and have introduced the
shorthand 〈· · ·〉S,Ω ≡ 〈〈· · ·〉S〉Ω.6
5 The lack of correlation between time intervals is due to the
acausal relationship between distant GW sources, while the lack
of correlation between different `m is due to statistical isotropy.
6 Note that Cov[X,Y ]S,Ω ≡ 〈XY ∗〉S,Ω − 〈X〉S,Ω 〈Y ∗〉S,Ω, which
is not equal to
〈
Cov[X,Y ]S
〉
Ω
.
IV. MITIGATING THE SHOT NOISE
In this section, we use (19) to define a function of
the noisy Ωµ`m that is an unbiased estimator of the true
angular power spectrum C` in the presence of shot noise.
We then show that (in the appropriate limit) this is the
minimum-variance unbiased estimator (MVUE).
We start by modifying the standard auto-correlation
estimator (13), forming a set of cross-correlations between
different time intervals,
Cˆµν` ≡
1
2`+ 1
+∑`
m=−`
Ωµ`mΩ
ν∗
`m. (20)
These are unbiased if and only if µ 6= ν,
〈Cˆµν` 〉S,Ω = C` + δµνWτ . (21)
6We can combine these estimators in much the same way
that we combine multiple “naive” estimators (11) to form
the standard estimator (13). Suppose that our total ob-
serving time is T , so that there are Nτ ≡ T/τ time seg-
ments. Then we have Nτ (Nτ − 1)/2 pairs µ, ν for which
µ 6= ν. Summing over these, we define the combined
estimator
Cˆ` ≡ 2
Nτ (Nτ − 1)
Nτ∑
µ=1
Nτ∑
ν=µ+1
Cˆµν` . (22)
This is unbiased, 〈Cˆ`〉S,Ω = C`, with variance given by
Var
[
Cˆ`
]
S,Ω
=
[
2
Nτ (Nτ − 1)(2`+ 1)
]2 +∑`
m=−`
+∑`
m′=−`
Nτ∑
µ=1
Nτ∑
µ′=1
Nτ∑
ν=µ+1
Nτ∑
ν′=µ′+1
Cov
[
Ωµ`mΩ
ν∗
`m,Ω
µ′
`m′Ω
ν′∗
`m′
]
S,Ω
. (23)
Evaluating (23) requires us to evaluate the fourth mo-
ment of the noisy SHCs. This would be trivial if the
SHCs were all Gaussian, but we must account for the
Poisson-like nature of the shot noise. In Appendix A we
calculate the fourth moment using the same statistical
model for the CBC rate density as in [21]; this results in
Var
[
Cˆ`
]
S,Ω
=
2
2`+ 1
[
C2` +
2WτC`
Nτ
+
W2τ
Nτ (Nτ − 1)
]
.
(24)
This expression is tied to the fact that we have excluded
the on-diagonal terms µ = ν when constructing (22);
otherwise, there would be additional contributions to the
variance (the estimator would also no longer be unbiased).
Note that since Wτ ∝ 1/τ , we have Wτ/Nτ ∝ 1/T . This
means that we can’t “win” by decreasing the length of the
data segments τ , only by increasing the total observing
time T . In fact, writing WT = Wτ (τ/T ) = Wτ/Nτ , we
see that in the limit where Nτ  1, (24) becomes
Var
[
Cˆ`
]
S,Ω
' 2
2`+ 1
(C` +WT )2. (25)
This is exactly the standard cosmic variance expression
from (14), but with C` replaced by C` +WT . In Ap-
pendix B, we show that this is in fact the minimum
possible variance of any unbiased estimator for the C`’s
in the presence of shot noise, saturating the Crame´r-Rao
bound [34]. The estimator (22) is therefore the MVUE
in the limit Nτ  1.
At the opposite extreme, for the minimum number of
segments, Nτ = 2, the variance is nearly twice as large
(taking WT  C`),
Var
[
Cˆ`
]
S,Ω
≈ 4
2`+ 1
W2T . (26)
An illustrative example for Nτ = 10 is shown in Figure 3.
V. CONCLUSION
We have developed a new method for estimating
the true, astrophysical angular power spectrum of a
statistically-isotropic AGWB, in a way that is not biased
by the presence of temporal shot noise. The estimator
(22) is based on the simple principle of cross-correlating
between statistically-independent time intervals. It is
straightforward to compute from LIGO/Virgo strain data
using existing pipelines, and in the limit of a large number
of time intervals (regardless of their length), it achieves
the lowest possible variance of any estimator on the same
data. We expect that these results will be highly valuable
for future GW observing campaigns, and may give us
access to interesting and novel cosmological information.
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Appendix A: Fourth moment of the spherical
harmonic components with shot noise
Here we compute the fourth moment of the noisy SHCs,〈
Ωµ`mΩ
ν∗
`mΩ
µ′∗
`m′Ω
ν′
`m′
〉
S,Ω
, (A1)
using the same statistical model for the AGWB as in [21].
In a given volume element δV , the number of galaxies
is modelled as a Poisson random variable N ∼ Pois[n¯δV ],
where n¯ is the mean galaxy number density,7 and with the
7 A more sophisticated approach would account for the statistical
properties of halos [35]. However, this simple assumption is
sufficient for the calculation here.
7number of CBCs in each galaxy forming a set of independ-
ent and identically distributed Poisson random variables
λi ∼ Pois[Rτs], where R is the mean rate per galaxy, and
τs = τ/(1 + z) is the source-frame time interval of the
observation. The total CBC count in the volume element
is then
Λ ≡
N∑
i=1
λi, (A2)
which follows a compound Poisson distribution, with mean
〈Λ〉S = 〈λ〉S 〈N〉S = Rτsn¯δV ≡ Λ¯. (A3)
Here we characterise this distribution by its cumulants,
κn ≡ d
nK(x)
dxn
∣∣∣∣
x=0
, (A4)
where K(x) is the cumulant-generating function,
K(x) ≡ ln 〈exΛ〉
S
= 〈N〉S
[
e〈λ〉S(e
x−1) − 1
]
= n¯δV
[
eRτs(e
x−1) − 1
]
.
(A5)
The first two cumulants, κ1, κ2, are just the mean and the
variance. Higher cumulants κn represent the “connected
components” of the nth moments of the distribution, and
vanish if the distribution is Gaussian. The fourth moment
of Λ is given in terms of cumulants as〈
Λ4
〉
S
= κ41 + 6κ2κ
2
1 + 4κ3κ1 + 3κ
2
2 + κ4. (A6)
Consider now a set of different volume elements ob-
served at different times δVµ, whose total CBC counts Λµ
are independent and identically distributed. Their fourth
moment is then
〈ΛµΛνΛρΛσ〉S = κ41
+ κ2κ
2
1(δµν + δµρ + δµσ + δνρ + δνσ + δρσ)
+ κ3κ1(δµνρ + δµνσ + δµρσ + δνρσ)
+ κ22(δµνδρσ + δµρδνσ + δµσδνρ)
+ κ4δµνρσ,
(A7)
where δµνρ is non-zero only if µ = ν = ρ, etc. The first
four cumulants are
κ1 = Λ¯,
κ2 = Λ¯[1 +Rτs],
κ3 = Λ¯
[
1 + 3Rτs + (Rτs)
2
]
,
κ4 = Λ¯
[
1 + 7Rτs + 6(Rτs)
2 + (Rτs)
3
]
.
(A8)
The rate per galaxy is typically on the order of Myr−1,
while the source-frame observing time is at most a few
years, so we we have Rτs ∼ 10−6. So to a very good
approximation, we can take
κ1 ≈ κ2 ≈ κ3 ≈ κ4 ≈ Λ¯. (A9)
In order to compute the fourth moment of the SHCs
Ωµ`m, we translate from the CBC number count to the
comoving CBC rate density,
R(r, ζ) ≡ nR = lim
δV→0
Λ
τsδV
, (A10)
and replace Λ¯ with R¯ ≡ n¯R. We introduce ζ to represent
the parameters of the CBC (masses, spins, . . . ) and of
the galaxy (star formation rate, metallicity, . . . ). Making
this replacement, we obtain
〈RµRνRρRσ〉S = R¯µR¯νR¯ρR¯σ
+ R¯µR¯ν R¯ρ
τs,ρ
δρσ + 5 perms.
+ R¯µ R¯ν
τ2s,ν
δνρσ + 3 perms.
+
R¯µ
τs,µ
R¯ρ
τs,ρ
δµνδρσ + 2 perms.
+
R¯µ
τ3s,µ
δµνρσ,
(A11)
where here the delta symbols are shorthand for
δµν → δµνδ3(rµ − rν)δ
(
ζµ − ζν
)
, (A12)
i.e., two GW sources must coincide in space, in time, and
in parameter space, in order to contribute to the shot
noise.
Now, using the equation for the AGWB in terms of the
CBC rate density from [21], we write
〈
Ωµ`mΩ
ν∗
`mΩ
µ′∗
`m′Ω
ν′
`m′
〉
S
=
pi4
81
(tHνo)
12
∫
d3rµ d
3rν d
3rµ′ d
3rν′
r12H
Y µ`mY
ν∗
`mY
µ′∗
`m′Y
ν′
`m′
× (1 + zµ)(1 + zν)(1 + zµ′)(1 + zν′)
(
r4H
rµrνrµ′rν′
)2
×
∫
dζµ dζν dζµ′ dζν′ SµSνSµ′Sν′ 〈RµRνRµ′Rν′〉S ,
(A13)
where Y µ`m is shorthand for Y`m(rµ), etc. Using (A11) and
8the properties of the spherical harmonics, this becomes〈
Ωµ`mΩ
ν∗
`mΩ
µ′∗
`m′Ω
ν′
`m′
〉
S
= |Ω`m|2|Ω`m′ |2
+Wτ |Ω`m|2[δµ′ν′ + δm,−m′(δνµ′ + δµν′)]
+Wτ |Ω`m′ |2[δµν + δmm′(δµµ′ + δνν′)]
+ c
(3)
`mXτΩ`0δm′0(δµνµ′ + δµνν′)
+ c
(3)
`m′XτΩ`0(δµµ′ν′ + δνµ′ν′)
+W2τ (δµνδµ′ν′ + δmm′δµµ′δνν′ + δm,−m′δµν′δνµ′)
+ c
(4)
`mm′Yτδµνµ′ν′ ,
(A14)
where the coefficients are defined as
c
(3)
`m ≡ (−1)m
(2`+ 1)
3/2
√
4pi
(
` ` `
0 0 0
)(
` ` `
0 m −m
)
,
c
(4)
`mm′ ≡
2∑`
`′=0
(−1)m+m′ (2`
′ + 1)(2`+ 1)2
4pi
×
(
` ` `′
m −m 0
)(
` ` `′
m′ −m′ 0
)(
` ` `′
0 0 0
)2
,
(A15)
and are just combinations of Wigner 3j symbols. In
addition to the 2-point term Wτ we defined before, we
now have 3-point and 4-point terms that appear,
Wτ ≡ pi
2(tHνo)
6
9τ
∫
dr
(1 + z)
3
(rHr)
2
∫
dζ R¯S2,
Xτ ≡ pi
3(tHνo)
9
27τ2
∫
dr
(1 + z)
5
(rHr)
3
∫
dζ R¯S3,
Yτ ≡ pi
4(tHνo)
12
81τ3
∫
dr
(1 + z)
7
(rHr)
4
∫
dζ R¯S4.
(A16)
Taking the cosmological average of (A14) and subtract-
ing the 2nd moments, we therefore find
Cov
[
Ωµ`mΩ
ν∗
`m,Ω
µ′
`m′Ω
ν′∗
`m′
]
S,Ω
= δmm′(C` + δµµ′Wτ )(C` + δνν′Wτ )
+ δm,−m′(C` + δµν′Wτ )(C` + δνµ′Wτ )
+ Xτ Ω¯δ`0(δµνµ′ + δµνν′ + δµµ′ν′ + δνµ′ν′)
+ c
(4)
`mm′Yτδµνµ′ν′ .
(A17)
Note that the terms proportional to Xτ and Yτ are associ-
ated with the third and fourth cumulants κ3, κ4, and are
therefore a sign of the non-Gaussian nature of the shot
noise fluctuations (as κ3 = κ4 = 0 in the Gaussian case).
However, these do not end up contributing to the variance
of the estimator Cˆ`, as this includes only off-diagonal pairs
µ 6= ν and µ′ 6= ν′ by design.
Appendix B: Minimum-variance estimation of the
angular power spectrum
Here we show that the estimator in (22) is the MVUE
for the true angular power spectrum C` in the presence
of shot noise. To do so, we use the fact that the variance
of any estimator θˆ(x) for a parameter θ of a probability
distribution p(x|θ) obeys the Crame´r-Rao bound [34],
Var[θˆ] ≥ −
〈
∂2L
∂θ2
〉−1
, (B1)
where L(x|θ) ≡ ln p(x|θ) is the log-likelihood.
We start by considering the case with no shot noise.
Assuming Gaussianity, the joint log-likelihood for the
SHCs is then
L =
∞∑
`=0
+∑`
m=−`
−1
2
ln(2piC`)−
∣∣Ω`m − δ`0√4piΩ¯∣∣2
2C`
, (B2)
and we find that
Var
[
Cˆ`
]
Ω
≥
〈
+∑`
m=−`
∣∣Ω`m − δ`0√4piΩ¯∣∣2
C3`
− 1
2C2`
〉−1
Ω
=
(
+∑`
m=−`
1
2C2`
)−1
=
2
2`+ 1
C2` .
(B3)
This shows that the standard cosmic variance expression
(14) is the best one can do in the zero-shot-noise case, as
it saturates the Crame´r-Rao bound.
Now we include shot noise, and consider the noisy SHCs,
Ωµ`m. Though we know these are not Gaussian (see Ap-
pendix A), the Gaussian case is by far the most tractable,
so we consider it first. The joint Gaussian log-likelihood
is fully specified by (19),
L =
∞∑
`=0
+∑`
m=−`
−1
2
ln(det(2piC`))
− 1
2
(
Ω`m − δ`0
√
4piΩ¯
)†
C−1`
(
Ω`m − δ`0
√
4piΩ¯
)
,
(B4)
where Ω`m = (Ω
1
`m, . . . ,Ω
Nτ
`m) is a vector of the noisy
SHCs for a given `m, and C` is the corresponding Nτ×Nτ
covariance matrix,
C` =

C` +Wτ C` · · · C`
C` C` +Wτ · · · C`
...
...
. . .
...
C` C` · · · C` +Wτ
 . (B5)
One can show that this has determinant
detC` = (NτC` +Wτ )WNτ−1τ , (B6)
and inverse
9C−1` =
1
(NτC` +Wτ )Wτ

(Nτ − 1)C` +Wτ −C` · · · −C`
−C` (Nτ − 1)C` +Wτ · · · −C`
...
...
. . .
...
−C` −C` · · · (Nτ − 1)C` +Wτ
 , (B7)
using the matrix determinant lemma and the Sherman-Morrison formula, respectively. Taking the second derivative
with respect to C`, we find
Var
[
Cˆ`
]
S,Ω
≥ −
〈
∂2L
∂C2`
〉−1
S,Ω
= −
〈
+∑`
m=−`
1
2(C` +WT )2
− 1
N2τ (C` +WT )3
Nτ∑
µ=1
Nτ∑
ν=1
(
Ωµ∗`m − δ`0
√
4piΩ¯
)(
Ων`m − δ`0
√
4piΩ¯
)〉−1
S,Ω
=
[
+∑`
m=−`
− 1
2(C` +WT )2
+
1
N2τ (C` +WT )3
Nτ∑
µ=1
Nτ∑
ν=1
(C` + δµνWτ )
]−1
=
[
+∑`
m=−`
1
2(C` +WT )2
]−1
=
2
2`+ 1
(C` +WT )2,
(B8)
so the Crame´r-Rao bound is the same as before, but with C` → C` +WT . This is exactly the variance we derived for
our estimator in (25).
Equation (B8) was derived using the Gaussian log-
likelihood (B4), and one may worry about whether it
holds in the case we are interested in, given that the noisy
SHCs do not follow a Gaussian distribution. However,
we have seen that our estimator saturates this bound in
the limit Nτ  1. As shown in [36], the only probability
distribution that saturates the Crame´r-Rao bound under
a given set of constraints (e.g., the constraints on the
first two moments in (19)) is that which maximises the
entropy under those constraints. The maximum-entropy
distribution with fixed variance is a Gaussian [36], so this
shows that our estimator must be Gaussian in the limit
Nτ  1, and that the calculations above are valid in that
limit. (The approach to Gaussianity for Nτ  1 can also
be shown using the central limit theorem.)
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