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For wetting films in dilute electrolyte solutions close to charged walls we present analytic expres-
sions for their effective interface potentials. The analysis of these expressions renders the condi-
tions under which corresponding wetting transitions can be first- or second-order. Within mean
field theory we consider two models, one with short- and one with long-ranged solvent-solvent and
solvent-wall interactions. The analytic results reveal in a transparent way that wetting transitions in
electrolyte solutions, which occur far away from their critical point (i.e., the bulk correlation length
is less than half of the Debye length) are always first-order if the solvent-solvent and solvent-wall
interactions are short-ranged. In contrast, wetting transitions close to the bulk critical point of
the solvent (i.e., the bulk correlation length is larger than the Debye length) exhibit the same wet-
ting behavior as the pure, i.e., salt-free, solvent. If the salt-free solvent is governed by long-ranged
solvent-solvent as well as long-ranged solvent-wall interactions and exhibits critical wetting, adding
salt can cause the occurrence of an ion-induced first-order thin-thick transition which precedes the
subsequent continuous wetting as for the salt-free solvent.
I. INTRODUCTION
Recent theoretical studies of wetting phenomena in
electrolyte solutions near charged walls have focused on
analyzing the influence of salt and surface charge den-
sity on the wetting behavior of solvents [1–5]. The cor-
responding models share certain common features such
as the short range of the underlying non-electrostatic in-
teraction potentials and the mean-field character of the
approaches. The model studied in Refs. [1, 2] com-
bines Cahn’s phenomenological theory for the solvent
with the Poisson-Boltzmann theory for the ions. Within
this model, ions and solvent molecules are completely de-
coupled. On the other hand, in Ref. [3] the solvent and
the ions are modeled as hard spheres with Yukawa at-
traction between solvent-solvent, solvent-ion, and ion-ion
pairs as well as Coulomb interactions between ions. The
model was studied by using classic density functional the-
ory (DFT) [6]. Subsequently, the model used in Ref. [4]
includes the polar nature of the solvent explicitly, repre-
senting its molecules by dipolar hard spheres. In Ref. [5]
a lattice model for an electrolyte with nearest-neighbor
attraction between all pairs of particles and Coulomb in-
teractions between ions is studied using classic DFT. Al-
though the details of the models used in all these studies
differ significantly, all of them agree concerning the trend
that electrostatic forces favor first-order wetting transi-
tions. Therefore, the natural question arises whether this
observation is accidental or whether there is a deeper rea-
son for it.
Most of the aforementioned studies are based on nu-
merical calculations [3–5] and only in Refs. [1, 2] analytic
expressions for the so-called effective interface potential
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[7, 8], which provides all relevant informations about wet-
ting transitions, have been derived and analyzed system-
atically. However, this analysis is involved because it
is based on solutions of non-linear differential equations
which show a complex dependence on the relevant pa-
rameters.
Here, in order to infer how the order of the wetting
transition is affected by the presence of particles with
electrostatic interactions, we resort to a suitable model
for an electrolyte solution near a charged wall which has
been introduced and studied in Ref. [9]. Within this
approach we derive an approximate expression for the
effective interface potential, the analysis of which pro-
vides a transparent understanding of the wetting behav-
ior of electrolyte solutions. In Sec. II we study the case
of short-ranged solvent-solvent and short-ranged solvent-
wall interactions. The case of long-ranged solvent-solvent
and long-ranged solvent-wall interactions, which has not
been considered before, is discussed in Sec. III. We sum-
marize our main results in Sec. IV.
II. MODEL WITH SHORT-RANGED
INTERACTIONS
We consider a model [9] for an electrolyte solution in
three spatial dimensions consisting of solvent molecules,
anions (-), and cations (+) close to a charged planar wall.
Solvent particles are assumed to have a non-vanishing
volume a3 whereas the ions are considered to be point-
like particles. The wall under consideration is the x˜− y˜
plane at z˜ = 0, i.e., r˜ = (r˜|| = (x˜, y˜), z˜ = 0) which can
carry a surface charge density σ˜ = σea−2, where e > 0 is
the elementary charge. We start from the following varia-
tional grand canonical functional, which is a modification
2of the one introduced in Ref. [9]:
βΩ0[φ(r), ρ±(r)] =
∫
d3r
{
φ(r)(ln(φ(r)) − βµφ)
+ (1− φ(r)) ln(1 − φ(r))
+ χ(T )φ(r)(1−φ(r))+χ(T )
6
(∇φ(r))2
}
− βh1
∫
d2r||φ(r||, z = 0)
+ β
g
2
∫
d2r||φ(r||, z = 0)
2
+
∫
d3r
{∑
i=±
ρi(r) (ln ρi(r)
−1− βµi + Vi(φ(r)))
+
2πlB
ε(φ(r))
(D(r, [ρ±]))
2
}
,
(1)
where β = (kBT )
−1 is the inverse thermal energy, µφ is
the chemical potential of the solvent, µ± are the chem-
ical potentials of the ±-ions, l˜B = lBa = e2β/(4πε0)
is the Bjerrum length in vacuum, and r = r˜/a are di-
mensionless positions. The actual number density of the
solvent is given by φ˜(r) = φ(r)a−3 with φ(r) ∈ [0, 1],
whereas the number densities of anions and cations are
given by ρ˜±(r) = ρ±(r)a
−3. In the following the fluid
solvent at position r with φ(r) < 1/2 is referred to as a
“gas”, whereas for φ(r) > 1/2 it is called a “liquid”. The
first and the last integral are taken over the half-space
r = (x, y, z ≥ 0) whereas the second and the third in-
tegral run over the surface z = 0; ρ± (ln ρ± − 1− βµ±)
is the bulk grand potential density of the ±-ions in the
low number density limit. The Flory-Huggins parameter
χ(T ) > 0 describes the effective interaction between sol-
vent particles [10]. The excess free energy of the solvent
βF solex [φ(r)] =
∫
d3r
[
χ(T )φ(r)(1−φ(r))+χ(T )6 (∇φ(r))2
]
is
taken into account using the square-gradient approxima-
tion. The ratio 1/6 of the coefficients in the two terms
of βF solex [φ(r)] follows from considering nearest neighbors
only [11]. Within this model the interaction of the sol-
vent with the wall is captured by the parameters h1 and
g. This implicitly assumes that the fluid-wall interactions
are sufficiently short ranged so that their contributions
to Ω0 depend only on the solvent density φ(r||, z = 0)
in the vicinity of the wall. This parametrization has
been used by Nakanishi and Fisher [12] in order to an-
alyze the global surface phase diagram of the Landau-
Ginzburg theory for wetting. V±(φ) is the solvation free
energy per kBT of a ±-ion in the solvent of number
density φ. Whereas more realistic expressions of V±(φ)
are discussed in the literature [9], we use here a sim-
ple piece-wise constant expression V±(φ < 1/2) = Vg
and V±(φ > 1/2) = Vl with Vg − Vl ≫ 1. This choice
guarantees a vanishingly small ionic strength in the gas
(φ < 1/2) as compared to the ionic strength in the liquid
(φ > 1/2). Without restriction of generality we choose
Vl := 0, which can be achieved by a redefinition of the
ionic chemical potentials (βµ± − Vl 7→ βµˆ±; in the fol-
lowing we drop the hat )ˆ. The discontinuity of V±(φ)
at φ = 1/2 is expected to not affect the results signifi-
cantly because only thermodynamic states of liquid-gas
coexistence well below the critical point are considered,
for which φ = 1/2 is deep inside the unstable region of
the bulk phase diagram. Note that here no unequal par-
titioning of ions in a non-uniform solvent occurs due to
V+(φ) − V−(φ) = 0, i.e., due to a vanishing difference
of solubility contrasts of anions and cations between the
two phases in the sense of Ref. [9]. Moreover, no specific
adsorption of ions at interfaces is considered here, i.e.,
there are no surface fields acting on ρ±. D˜ = Dea
−2 is
the electric displacement generated by the ions and by
the surface charge density as related according to Gauß’s
law ∇ ·D(r, [ρ±]) = ρ+(r) − ρ−(r) + σδ(z). (Note that
Gauß’s law is an ingredient of the theory in addition to
Eq. (1).) Within the present model, ions interact among
each other and with the wall only electrostatically (be-
sides the hard core repulsion of the wall which prevents
the ions to penetrate the wall). Here, this is expressed in
terms of the energy density of the electric field [5] where
ε(φ) is the local permittivity of the solvent of density φ
divided by the vacuum permittivity ε0. Various empirical
expressions for ε(φ) are in use [13]. However, for the sake
of simplicity here we adopt a simple piece-wise constant
expression ε(φ < 1/2) = 1 and ε(φ > 1/2) = εl with
the relative permittivity εl of the liquid solvent. For the
same reasons as for the case of the piece-wise constant
expressions V±(φ) (see above), the discontinuity of ε(φ)
at φ = 1/2 is expected to be irrelevant for the present
purposes.
The bulk grand canonical potential density per kBT
following from Eq. (1) is given by
βΩb(φ, ρ) = fsol(φ) + f
(+)
ion (ρ) + f
(−)
ion (ρ)
+ ρ (V+(φ) + V−(φ))
(2)
with ρ+ = ρ− := ρ due to local charge neutrality in
the bulk, and with the abbreviations fsol(φ) :=φ(ln(φ)−
βµφ) + (1−φ) ln(1−φ)+χ(T )φ(1−φ) and f (±)ion (ρ±) :=
ρ± (ln ρ±−1−βµ±). As a consequence of local charge
neutrality Ωb depends on µ+ and µ− only via the com-
bination µ+ + µ− ≡ µI . Accordingly, the ionic chemical
potentials µ± are of no individual importance but only
their sum is of physical relevance. In the bulk D = 0 due
to local charge neutrality so that the last term in Eq. (1)
does not contribute to Eq. (2). Equilibrium bulk states
(φ, ρ) minimize βΩb(φ, ρ;µφ, µI , T ), i.e., they fulfill the
Euler-Lagrange equations
∂Ωb
∂φ
= 0 (3)
and
∂Ωb
∂ρ
= 0. (4)
3Equations (3) and (4) render two solutions, i.e.,
minima: [φl(µφ, µI , T ), ρl(µφ, µI , T ) ≡ I] and
[φg(µφ, µI , T ), ρg(µφ, µI , T )]. Coexistence between
these two minima occurs if upon inserting these two
solutions into Ωb the minima are equally deep:
Ωb (φ = φl(µφ, µI , T ), ρ = ρl(µφ, µI , T );µφ, µI , T )
= Ωb (φ = φg(µφ, µI , T ), ρ = ρg(µφ, µI , I);µφ, µI , T ) .
(5)
This renders a relation µφ = µ
co
φ (µI , T ) which describes
a two-dimensional manifold in the three-dimensional pa-
rameter space (µφ, µI , T ) where gas-liquid coexistence
occurs. Inserting this relations into the solutions ren-
ders [φcol (µI , T ), ρ
co
l (µI , T )] and
[
φcog (µI , T ), ρ
co
g (µI , T )
]
with φcol,g (µI , T ) = φl,g
(
µφ = µ
co
φ (µI , T ) , µI , T
)
and
ρcol,g (µI , T ) = ρl,g
(
µφ = µ
co
φ (µI , T ) , µI , T
)
where ρcol =
I. In order to avoid a clumsy notation, in the following
we drop the superscript co in φcol , φ
co
g , and ρ
co
g so that, if
not stated otherwise, φl, φg, I, and ρg correspond to the
coexisting densities.
Equation (4) can be used to express the bulk ionic
strength as
ρ = exp
(
1
2
(βµI − V+(φ)− V−(φ))
)
. (6)
Due to our choice V±(φ < 1/2) = Vg and V±(φ > 1/2) =
Vl = 0 we obtain for the ionic strength in the gas (φ =
φg < 1/2) ρ = ρg = exp(βµI/2 − Vg) and in the liquid
(φ = φl > 1/2) ρ = ρl = exp(βµI/2) (see Eq. (6)). In
the following it is assumed that Vg ≫ 1 such that we
can set ρg = 0, and I = ρl = exp(βµI/2). Accordingly,
by using µI = 2kBT ln I the densities discussed above
can be expressed as functions of I and T . Note that
Eq. (6) is independent of the Flory-Huggins parameter
χ(T ). For our choice of the ion potential V±(φ) (such that
V ′±(φ 6= 1/2) = V ′′±(φ 6= 1/2) = 0) the binodal Tbi(φ) is
determined via the implicit relation
χ(T ) =
ln(φ)− ln(1− φ)
2φ− 1 , (7)
where the temperature dependence of χ(T ) is often taken
to be χ(T ) ∼= χS + χH/T , where χS and χH/T are re-
ferred to as the entropic and the enthalpic part of χ(T ),
respectively [10]. From Eq. (7) one infers the critical
point to be located at (φc = 1/2, χ(Tc) = 2). Note
that within our approximation the binodal (and hence
the critical point) is independent of the ionic strength I.
In the presence of walls, φ and ρ± vary spatially in nor-
mal direction z. Their equilibrium profiles minimize the
full functional Ω0[φ(r), ρ±(r)] in Eq. (1) and thus render
the equilibrium state. This procedure can be performed
numerically. However, for the present purpose, we seek
analytic expressions. In order to achieve this goal we
perform a Taylor expansion of the local part in Eq. (1)
around the sharp-k ink reference density profiles [8]
φ¯(z) = φsk(z) =
{
φl, 0 ≤ z ≤ ℓ
φg , z > ℓ
(8)
and
ρ¯±(z) = ρsk,±(z) =
{
I, 0 ≤ z ≤ ℓ
0, z > ℓ
(9)
where ℓ is the position of the discontinuity of the sharp-
kink profile φsk(z), and φl and φg are, respectively, the
equilibrium bulk densities of the solvent in the liquid
and gas phase for a bulk ionic strength I in the liquid
phase. This Taylor expansion renders an approximate
variational functional Ωˆ0 which up to quadratic order is
given by
βΩˆ0[φ(z), ρ±(z)]
A
= ℓfsol(φl) + (L − ℓ)fsol(φg)
+
∫ L
0
dz
{
f ′sol
(
φ¯(z)
)
(φ(z)− φ¯(z))
+
1
2
f ′′sol
(
φ¯(z)
)
(φ(z)− φ¯(z))2
+
χ(T )
6
(
dφ(z)
dz
)2}
− βh1φ(0) + β g
2
(φ(0))2
+
∫ ℓ
0
dz
{∑
i=±
[
f
(i)
ion(I)
+f
(i)
ion
′
(I)(ρi(z)−I)
+
1
2
f
(i)
ion
′′
(I)(ρi(z)− I)2
]
+
2πlB
εl
(D(z, [ρ±]))
2
}
,
(10)
where A˜ = Aa2 is the wall area and V˜ = ALa3 is the
volume of the system. In order to obtain Eq. (10) it has
been used that ρ±(z > ℓ) = 0, V±(φ(z ≤ ℓ)) = Vl = 0
because φ(z ≤ ℓ) > 1/2, and ε(φ ≤ ℓ) = εl. There-
fore Eq. (10) does not apply very close to the critical
point where the actual spatial variation of V±(φ(z)) and
ε(φ(z)) matters. Moreover, D(z > ℓ) = 0 because the
gas phase contains no ions and D(z → ∞) → 0 due to
the constraint of global charge neutrality.
The Euler-Lagrange equation for φ(z), which follows
from Eq. (10) for fixed ℓ, is given by
χ(T )
3
d2φ(z)
dz2
= f ′sol
(
φ¯(z)
)
+ f ′′sol
(
φ¯(z)
)
(φ(z)− φ¯(z))
(11)
4with the boundary conditions
χ(T )
3
dφ(z)
dz
∣∣∣∣
z=0
= −βh1+βgφ(0) and dφ(z)
dz
∣∣∣∣
z=L
= 0.
(12)
Similarly, the Euler-Lagrange equations for ρ±(z), 0 ≤
z ≤ ℓ, read (using Eq. (14) and ddz δD(z)δρi(z′) = δδρi(z′)
dD(z)
dz =
qiδ(z − z′) due to Gauß’s law)
f
(i)
ion
′
(I) + f
(i)
ion
′′
(I)(ρi(z)− I) = −qiΨ(z), (13)
where eq± is the ion charge with q± = ±1 and Ψ˜(z) =
Ψ(z)/(βe) is the electrostatic potential such that
D(z) = − εl
4πlB
Ψ′(z) for 0 ≤ z ≤ ℓ. (14)
The variation leading to Eq. (13) generates also bound-
ary terms Ψ(z)δD(z, [ρ±])/δρi(z
′) at z = 0 and z = ℓ
which, however, vanish because of the boundary condi-
tions D(z = 0) = σ and D(z = ℓ) = 0. The latter holds
due to D ≡ 0 in the gas and the continuity of D(z) at
z = ℓ in the absence of a surface charge at z = ℓ. Due
to Eq. (4), in Eq. (13) one has f
(i)
ion
′
= 0. For the par-
ticular choice of φ¯(z) in Eq. (8) one has f ′sol(φ¯(z < ℓ)) =
f ′sol(φl) = 0 and f
′
sol(φ¯(z > ℓ)) = f
′
sol(φg) = 0 due to Eq.
(3) and the Euler-Lagrange equation (11) can be written
as
d2
dz2
∆φ(z) =
{
1
ξ2
l
∆φ(z), 0 ≤ z < ℓ
1
ξ2g
∆φ(z), z > ℓ
(15)
with
1
ξ2g,l
=
3
χ(T )
(
1
φg,l
+
1
1− φg,l − 2χ(T )
)
, (16)
where ξg,l can be identified with the bulk correlation
length of the solvent in the gas and in the liquid phase, re-
spectively (see Appendix B), and where ∆φ(z) = φ(z)−
φ¯(z) = φ(z) − φl for 0 ≤ z < ℓ and ∆φ(z) = φ(z) − φg
for z > ℓ. In addition to the boundary conditions in Eq.
(12), Eq. (11) requires the density profile φ(z) and its
first derivative dφ(z)dz to be continuous at z = ℓ, i.e.,
φl +∆φ(ℓ
−) = φg +∆φ(ℓ
+)
d
dz
∆φ(z)
∣∣∣∣
z=ℓ−
=
d
dz
∆φ(z)
∣∣∣∣
z=ℓ+
(17)
because the right-hand side of Eq. (11) is discontinuous;
otherwise the left-hand side of Eq. (11) would be more
singular at z = ℓ than the right-hand side. Similarly, for
∆ρ±(z) one obtains (see Eqs. (4) and (13))
∆ρ±(z) = −q±Ψ(z)I, (18)
where ∆ρ±(z) = ρ±(z)− ρ¯±(z) = ρ±(z)−I for 0 ≤ z < ℓ
and zero otherwise (see Eq. (9) and ρ±(z > ℓ) = 0). The
dependences of Eqs. (11) and (18) on µφ and µI enter
via the equilibrium values of I, φg , and φl (Eqs. (2)-(5)).
The Poisson equation, which relates the dimension-
less electrostatic potential Ψ = βeΨ˜ to the dimensionless
number densities ρ± of the ions, can be written as (see
Eqs. (14) and (18) and Gauß’s law)
Ψ′′(z) = −4πλB
εl
dD
dz
= −4πlB
εl
∑
i=±
qiρi(z)
= −4πlB
εl
∑
i=±
qi(∆ρi + I)
= −4πlB
εl
∑
i=±
qiI(1− qiΨ(z))
=
8πIlB
εl
Ψ(z)
= κ2Ψ(z)
(19)
which is the linearized Poisson-Boltzmann equation with
κ =
√
8πIlB/εl (20)
as the inverse Debye length. This equation must be
solved subject to the boundary conditions
Ψ′(z = 0) = −4πlBσ
εl
and Ψ′(z = ℓ) = 0 (21)
which corresponds to D(z = 0) = σ and D(z = ℓ) = 0;
the latter follows from the overall charge neutrality (see
Eqs. (13) and (14) in Ref. [5]) and the assumption that
there are no ions in the vapor phase. Equations (15) and
(19) can be solved analytically, yielding the constrained
equilibrium profiles
∆φ(ℓ)(z) =
{
Aˆl exp(z/ξl) + Bˆl exp(−z/ξl), 0 ≤ z ≤ ℓ
Bˆg exp(−z/ξg), z > ℓ
(22)
where (see Eqs. (17) and (12))
Aˆl =
1
N
[(
βg +
χ(T )
3ξl
)
(φg − φl)
+β(h1 − gφl)
(
ξg
ξl
− 1
)
exp(−ℓ/ξl))
]
,
Bˆl =
1
N
[(
χ(T )
3ξl
− βg
)
(φg − φl)
+β(h1 − gφl)
(
1 +
ξg
ξl
)
exp(ℓ/ξl))
]
,
Bˆg =
ξg
ξl
(
Bl exp
(
ℓ
ξg
− ℓ
ξl
)
− Aˆl exp
(
ℓ
ξg
+
ℓ
ξl
))
,
Nˆ =
(
βg +
χ(T )
3ξl
)(
ξg
ξl
+ 1
)
exp(ℓ/ξl)
−
(
βg − χ(T )
3ξl
)(
1− ξg
ξl
)
exp(−ℓ/ξl),
(23)
5and (see Eq. (18)) ∆ρ
(ℓ)
± (z) = −q±IΨ(ℓ)(z) with
Ψ(ℓ)(z) = AI exp(κz) +BI exp(−κz), (24)
where (see Eq. (21))
AI =
4πlBσ
εlκ
1
exp(2κℓ)− 1 ,
BI = AI exp(2κℓ).
(25)
Note that because ρ±(z) ≥ 0, |∆ρ±(z)| has an upper
limit given by (see Eq. (18))
|∆ρ±(z)| ≤ I, i.e., |Ψ(z)| ≤ 1, (26)
Since Ψ(z) is monotonic (see Eqs. (24) and (25)) one
requires
|Ψ(0)| ≤ 1
⇒ 4πlB|σ|
εlκ
coth(κℓ) ≤ 1, (27)
which implies that there is an upper limit for the absolute
value |σ| surface charge density:
|σ| ≤ εlκ
4πlBq±
tanh(κℓ) =: σsat(κℓ). (28)
In case the real surface charge |σ| is larger than the sat-
uration value σsat(κℓ) the latter has to be used instead
in order to ensure ρ±(z) ≥ 0. This is the analogue of
the well-known charge renormalization in the linearized
Poisson-Boltzmann theory of semi-infinite electrolyte so-
lutions [14].
Within the present model, at two-phase coexistence
φg = 1 − φl so that ξg = ξl = ξ and that Eq. (23)
reduces to
Al =
1
N
(
βg +
χ(T )
3ξ
)
(φg − φl),
Bl =
1
N
[(
χ(T )
3ξ
− βg
)
(φg − φl)
+ 2β(h1 − gφl) exp(ℓ/ξ))
]
,
Bg = (Bl −Al exp(2ℓ/ξ)) ,
N = 2
(
βg +
χ(T )
3ξ
)
exp(ℓ/ξ).
(29)
The solvent density profiles at two-phase coexistence —
obtained by expanding Ω0 up to quadratic order around
the sharp-kink profiles (see Eqs. (22) and (29)) — are
similar but not identical to the ones obtained by using
the so-called double parabola approximation (DPA) (see
Appendix A). A difference between the two approaches
arises because the boundary conditions and the defini-
tion of the thickness of the liquid film differ in both
approaches. Within the present approach the thick-
ness ℓfilm of the liquid film is defined as the position
z > 0 in which the magnitude of the derivative |φ′(z)|
of the solvent profile is maximal. This definition of the
film thickness ℓfilm is convenient within the present ap-
proach because Eq. (22) shows that it coincides with
the position ℓ of the discontinuity of the sharp-kink pro-
file φsk(z), i.e., ℓfilm = ℓ. Alternative definitions of
the film thickness are possible but lead to more com-
plicated expressions of the effective interface potential
introduced below. Moreover, the present solvent pro-
file and its derivative are continuous everywhere (see Eq.
(17)), whereas within the DPA the solvent profile is con-
tinuous everywhere but its derivative is discontinuous at
the position z = ℓDP where φDP(ℓDP) =
1
2 (φg + φl) (see
Eq. (A7)). This equation defines the liquid film thick-
ness ℓDPA within the DPA. However, the discontinuity
φ′DPA(ℓ
+
DPA) − φ′DPA(ℓ−DPA) = O(exp(−ℓDP/ξ)) is expo-
nentially small for large film thicknesses (ℓDPA ≫ ξ) (see
Eqs. (A7) and (A8)). Moreover, in Appendix A it is
shown that the relative difference between the coefficients
of the profiles in Eq. (22) and those in Eq. (A7) is also
exponentially small for ℓ = ℓDPA ≫ ξ (see Eq. (A9)).
At the functional minimum the integrations in Eq. (10)
can be performed analytically with the first integrand
(see Eqs. (15) and (16))
χ(T )
6
(
d
dz
∆φ(z)
)2
+
1
2
(∆φ(z))
2
(
1
φg,l
+
1
1− φg,l −2χ(T )
)
=
χ(T )
6
(
(∆φ(z))
2
ξ2g,l
+
(
d
dz
∆φ(z)
)2)
=
χ(T )
6
(
(∆φ(z))
2
ξ2g,l
+
d
dz
(
∆φ(z)
d
dz
∆φ(z)
)
−∆φ(z) d
2
dz2
(∆φ(z))
)
=
χ(T )
6
d
dz
(
∆φ(z)
d
dz
∆φ(z)
)
,
(30)
and with the second the integrand (see Eqs. (14), (18),
and (19) and f
(i)
ion
′
(I) = 0)
1
2I
∑
i=±
(∆ρi(z))
2
+
2πlB
εl
(D(z, [∆ρ±]))
2
=
I
κ2
(
κ2 (Ψ(z))2 + (Ψ′(z))
2
)
=
I
κ2
(
Ψ(z)Ψ′′(z) + (Ψ′(z))
2
)
=
I
κ2
(Ψ(z)Ψ′(z))
′
. (31)
By exploiting the boundary conditions in Eqs. (12), (17),
and (21) one obtains for the surface contribution to the
6constrained grand potential
βΩs(ℓ) :=
βΩˆ0[φ
(ℓ)(z), ρ
(ℓ)
± (z)]− V βΩb(φg , ρg = 0)
A
= βℓ[Ωb(φl, I)− Ωb(φg, 0)]
+
χ(T )
6
(
∆φ(ℓ)
′
(ℓ)(φg−φl)−∆φ(ℓ)′(0)∆φ(ℓ)(0)
)
− βh1(φl +∆φ(ℓ)(0)) + βg
2
(φl +∆φ
(ℓ)(0))2
+
1
2
σΨ(ℓ)(0)
(32)
where ∆φ(ℓ)
′
(ℓ) =
(
d
dz∆φ
(ℓ)(z)
)∣∣
z=ℓ
. Finally, inserting
the solutions given by Eqs. (22)-(25) into Eq. (32) and
using Eqs. (12) and (21) leads to
βΩs(ℓ) = βℓ[Ωb(φl, I)− Ωb(φg , 0)]
+
χ(T )
6
(φg − φl)
[
Aˆl
ξl
exp(ℓ/ξl)
− Bˆl
ξl
exp(−ℓ/ξl)
]
+
β(gφl − h1)
2
(Aˆl + Bˆl)− βh1φl + βg
2
φ2l
+
2πlBσ
2
εlκ
coth(κℓ).
(33)
The first term is the difference between the grand canon-
ical potentials per volume of the (potentially metastable)
liquid and the gas bulk phase, respectively, multiplied by
the film thickness ℓ. This contribution linear in ℓ van-
ishes at two-phase coexistence due to Eq. (5). The other
terms provide the free energy associated with the emer-
gence of the liquid-gas and the liquid-wall interfaces as
well as their effective interaction for ℓ < ∞. These ex-
pressions are valid also off two-phase coexistence.
At two-phase coexistence and in the limit ℓ≫ 1/κ the
surface contribution (Eq. (33)) can be written as
βΩs(ℓ) ≃ χ(T )
12
(φg − φl)2
ξ
− β
2(h1 − gφl)2
2
(
βg + χ(T )3ξ
)
− βh1φl + βg
2
φl
+ (φl − φg)χ(T )
3ξ
β(h1 − gφl)
βg + χ(T )3ξ
exp(−ℓ/ξ)
− (φl − φg)2χ(T )
12ξ
χ(T )
3ξ − βg
βg + χ(T )3ξ
exp(−2ℓ/ξ)
+
2πlBσ
2
εlκ
(1 + 2 exp(−2κℓ)),
(34)
where only the last term in Eq. (33) has been expanded
for κℓ ≫ 1. Note that within the present theory the
ions enter into Ωs(ℓ) only via the last term. Therefore, if
the surface charge σ is zero, the ions do not modify the
wetting behavior of the solvent. This is due to the fact
that σ = 0 implies that there are no surface fields act-
ing on ρ± . The first term in Eq. (34) is the liquid-gas
surface tension γl,g =
χ(T )
12
(φg−φl)
2
ξ , within the present
approach. As expected, within mean field theory (MFT)
φl−φg vanishes ∝ |χ−χc|β with β = 1/2 upon approach-
ing the critical point (φc =
1
2 , χc = 2) (see Eq. (7)) and
from Eq. (16) one has ξ ∝ |χ − χc|−ν with ν = 1/2, so
that γl,g ∝ |χ − χc|µ with 2β + ν = µ = 3/2; in general
µ = (d− 1)ν where d is the spatial dimension with d = 4
corresponding to MFT [7]. The wall-liquid surface ten-
sion is γw,l = −β
2(h1−gφl)
2
2(βg+χ(T )3ξ )
−βh1φl+ βg2 φl+ 2πlBσ
2
εlκ
. These
two contributions are independent of the film thickness
ℓ. The remaining terms carry the dependence on ℓ, gen-
erated by the effective interaction between the emerging
liquid-vapor and wall-liquid interfaces.
Accordingly, the effective interface potential ω(ℓ) =
Ωs(ℓ)− Ωs(∞) at two-phase coexistence is given by
βω(ℓ≫ 1/κ) ≃ (φl − φg)χ(T )
3ξ
β(h1 − gφl)
βg + χ(T )3ξ
exp(−ℓ/ξ)
− (φl − φg)2χ(T )
12ξ
χ(T )
3ξ − βg
βg + χ(T )3ξ
exp(−2ℓ/ξ)
+
4πlBσ
2
εlκ
exp(−2κℓ).
(35)
This effective potential captures the dependence of the
grand canonical potential on the film thickness and de-
termines whether or not the wall-gas interface is wetted
by the liquid. Moreover, the order of the wetting transi-
tion can be inferred from its functional form [8].
The property ξl = ξg at coexistence is a special fea-
ture of the present model. In general ξl 6= ξg so that in
this case an expansion of the effective interface potential
ω(ℓ) similar to Eq. (35) contains products of powers of
exp(−ℓ/ξl) and exp(−ℓ/ξg) (see Eq. (33)).
A. Pure solvent
We first consider the case of a pure solvent (i.e., I =
0) near a neutral wall (i.e., σ = 0) and at gas-liquid
coexistence. For such a system the effective interface
potential in Eq. (35) reduces to
βω(ℓ) = a0(T ) exp(−ℓ/ξ) + b0(T ) exp(−2ℓ/ξ) (36)
with
a0(T ) = (φl − φg)χ(T )
3ξ
β(h1 − gφl)
βg + χ(T ),3ξ
(37)
and
b0(T ) = −(φl − φg)2χ(T )
12ξ
χ(T )
3ξ − βg
βg + χ(T )3ξ
. (38)
7For second-order wetting to occur at T = Tw, the co-
efficient a0(T ) must be negative for T < Tw, vanish at
T = Tw, and be positive for T > Tw. As φl > φg, and
because φl can vary only between its value at the triple
point φl(Tt) and the critical density φc = φl(Tc), a0(T )
fulfills the above mentioned conditions if
φc <
h1
g
< φl(Tt). (39)
Here and the following we consider h1 > 0 and g > 0.
The order of the transition is determined by the higher-
order coefficients in the expansion of ω(ℓ) [8]. If b0(Tw) <
0, the transition will be first order while second-order
wetting can occur if b0(Tw) > 0. Only in the latter case
a0(Tw) = 0 determines the wetting transition tempera-
ture, so that
φl(Tw) =
h1
g
. (40)
Within the present approach, the wetting transition can
be second order if
βg >
χ(Tw)
3ξ
, (41)
and first order if the inequality is reversed. The separa-
trix between first- and second-order wetting (i.e., the loci
of tricritical wetting [12]) is given by
βg =
χ(Tw)
3ξ(Tw)
, (42)
where χ(Tw) follows from Eqs. (7) and (40):
χ(Tw) =
ln(h1/g)− ln(1− h1/g)
2h1/g − 1 . (43)
B. Electrolyte solution
In the case of an electrolyte solution close to a charged
wall the effective interface potential given by Eq. (35) has
the generic form studied by Aukrust and Hauge [15] for
a model in which both the wall-fluid and the fluid-fluid
interaction potentials decay exponentially but on distinct
scales. If we proceed analogously to extract the informa-
tion about the wetting behavior as before, we realize that
the electrostatic term aI(T ) exp(−2κℓ) with
aI(T ) =
4πlBσ
2
εlκ
(44)
has a coefficient which is always positive. (Equation (35)
shows that the coefficients a0(T ) (Eq. (37)) and b0(T )
(Eq. (38)) do not change upon adding ions.) Accord-
ingly, the wetting behavior will depend on the competi-
tion between the Debye length 1/κ and the correlation
length ξ:
(i) 1/κ < ξ: In this case the electrostatic term decays
faster than the remaining two terms in Eq. (35).
Therefore one obtains the same wetting behavior as
for the pure solvent (see Subsec. II A).
(ii) ξ < 1/κ < 2ξ: In this case the electrostatic term is
the dominant subleading contribution in the expan-
sion. Moreover, because aI(T ) > 0 for all temper-
atures, the transition can be second order if a0(T )
satisfies the conditions given by Eq. (39).
(iii) 1/κ > 2ξ: In this case, the electrostatic term is
the leading contribution. As a result, if in the pure
solvent the wetting transition is second order, due
to adding ions and due to a nonzero surface charge
density at the wall it turns first order or the wall
becomes wet at all temperatures T > Tt.
As discussed in Subsec. II A, for the pure solvent it is
possible to determine the separatrix between first- and
second-order wetting in terms of the surface parameters
h1 and g only. Accordingly, the phase diagram is of the
type shown in Fig. 2(a) of Ref. [12] for g > 0 and of the
type shown there in Fig. 2(b) for g = 0. On the other
hand, for electrolyte solutions this separatrix depends
also on the surface charge density, the ionic strength,
and the competition between the Debye and the correla-
tion lengths. As mentioned before our approach neglects
the interaction between ions so that it can be used only
for low ion concentrations, e.g., I . 10mM, which corre-
sponds to a Debye length 1/κ & 3nm in water at room
temperature. Thus one typically ends up with case (iii)
(1/κ > 2ξ) except in close proximity to the critical point,
where one can reach case (ii) (ξ < 1/κ < 2ξ) and ulti-
mately case (i) (1/κ < ξ). Therefore, for g > 0 the phase
diagram for σ 6= 0 is of the type shown in Fig. 2(a) of
Ref. [12], as for the pure solvent case with g > 0, but
the separatrix between first- and second-order wetting is
shifted closer to the critical point upon increasing the
Debye length, i.e., upon decreasing the ionic strength.
The wetting behavior will be richer if ξl 6= ξg (see the
discussion below Eq. (35)). In this case, the possible
wetting scenarios will depend on the competition between
the Debye length 1/κ, the correlation length ξg of the gas,
and the correlation length ξl of the liquid. This creates
additional cases compared to the ones discussed above
(see (i)-(iii)). Nevertheless, in the present context, far
from the critical point case (iii) is still the typical one
with the distinction that here 1/(2κ) competes with the
maximum of ξl and ξg.
In the limit σ → 0 one has aI(T ) → 0 so that in this
case there is no contribution to the effective interface po-
tential due to the ions. This is due to the fact that within
the present theory there are no surfaces fields acting on
ρ± if σ = 0. For considering instead the limit I → 0, i.e.,
κ → 0, in the expression for aI(T ) one has to use the
saturation value |σ| = σsat(κℓ) given by Eq. (28), which
implies aI(T ) ∼ κ3. Accordingly, aI(T )→ 0 when κ→ 0
so that, as expected, in the limit I → 0 the pure solvent
case is recovered.
8III. MODEL WITH LONG-RANGED
INTERACTIONS
In this section we consider systems in which the sol-
vent exhibits attractive long-ranged interaction poten-
tials among the solvent particles as well as between the
wall and the solvent particles. As in the previous sec-
tion, we are interested in an analytic expression for the
effective interface potential ω(ℓ). Following Ref. [16] we
model the attractive part of the pair potential between
the solvent particles, as it enters the density functional,
as
w¯(r) =
Af
(1 + r2)3
(45)
with Af < 0 and the substrate potential as
V (z > 0) = −
∑
i≥3
ui
zi
(46)
with u3 > 0 corresponding to an asymptotically attrac-
tive interaction. The contribution ∼ u4 is generated, in-
ter alia, by the discrete lattice structure of the substrate
or by a thin overlayer [8] and thus it can be tuned. The
substrate potential V (z) diverges for z → 0. Therefore
the solvent density φ(z) must vanish for z → 0. In the
following this effect is taken into account approximately
by replacing the short-ranged part of V (z) in Eq. (46) by
a hard-wall potential positioned at z = dw; the distances
z are still measured from z = 0. (Beyond this sharp-
kink approximation for the wall-liquid interfacial profile,
dw is replaced by the moment d
(1)
wl (Eq. D9) of the pro-
file φwl(z).) This implies that in the present section the
short-ranged description of the surface-fluid interaction
given in terms of the surface parameters h1 and g in the
previous section has to be shifted from z = 0 to z = dw
(see Eq. (1)). On the other hand, in order to account for
the long-ranged attractive part of V (z) (i.e., for z ≫ dw),
here only the first two terms of the sum in Eq. (46) are
considered. The functional form in Eq. (45) facilitates to
carry out subsequent integrals analytically. These long-
ranged interactions are treated as a perturbation of the
grand canonical functional in Eq. (1):
Ω[φ(r), ρ±(r)] = Ω0[φ(r), ρ±(r)] + ∆Ω[φ(r)] (47)
where Ω0[φ(r), ρ±(r)] is given by Eq. (1) and
∆Ω[φ(r)] =
1
2
∫
d3r
∫
d3r′w¯(|r− r′|)φ(r)φ(r)
+
∫
d3rρwV (r)φ(r).
(48)
The integrations run over the half space {r = (x, y, z ≥
dw)}, w¯(r) is given by Eq. (45), and V (r) is given by
Eq. (46); ρw is the particle number density of the sub-
strate. Concerning the interaction between the solvent
particles, it turns out that it is most suitable captured
by the quantity [8],
t(z) :=
∫ ∞
z
dz′
∫
d2r′||w¯
((
r′
2
|| + z
′2
)1/2)
. (49)
For large distances and non-retarded van der Waals forces
one has
t(z →∞) = −
(
t3
z3
+
t4
z4
+ · · ·
)
, (50)
which defines the coefficients t3 > 0 and t4. For the
present model this implies
t3 = −πAf
6
, (51)
t4 = 0. (52)
The addition of the long-ranged pair potential between
solvent particles (Eq. (45)) modifies the bulk grand
canonical potential per kBT of the pure solvent (i.e.,
ρ± = 0) (see Eq. (2)). Accordingly, in this system
the bulk densities φl and φg minimize the modified bulk
grand canonical potential density given by
βΩb,lr(φ, ρ = 0) = φ(ln(φ)− βµ˜φ) + (1− φ) ln(1− φ)
+ χ˜(T )φ(1− φ)
(53)
with the shifted solvent chemical potential µ˜φ = µφ −
π2Af/8 and the modified Flory-Huggins parameter
χ˜(T ) = χS + χH/T − π2βAf/8, i.e., the RPA-like per-
turbation ∆Ω[φ(r)] in Eq. (48) changes only the en-
thalpic part of the Flory-Huggins parameter. The bin-
odal Tbi,lr(φ) is again of the form given in Eq. (7) but
with χ(T ) replaced by χ˜(T ). Hence the critical point is
located at (φc = 1/2, χ˜(Tc) = 2), i.e.,
Tc =
χH − π2Af/(8kB)
2− χS . (54)
The bulk correlation length is now given by (see Ap-
pendix B)
1
ξ2
=
3
χ˜(T )
( 1
φ
+
1
1− φ − 2χ˜(T )
)
1 +
π2βAf
8χ˜(T )
. (55)
In a first-order perturbative theory approach (see Ap-
pendix C) the influence of ∆Ω[φ(r)] on the wetting be-
havior of the electrolyte solution can be determined by
inserting into Eq. (47) the solutions φ(0)(r) and ρ
(0)
± (r) as
obtained from Ω0[φ(r), ρ±(r)] (see Sec. II). The super-
script (0) denotes these solutions as the ones obtained
from the unperturbed functional Ω0.
9Following the same procedure as described in Sec. II,
i.e., expanding the local part of the grand canonical func-
tional in Eq. (47) around the sharp-kink density profiles
in Eqs. (8) and (9), for ℓ → ∞ we obtain the following
form for the effective interface potential (see Appendix
E):
βω(ℓ→∞) ≃ a1(T )
ℓ2
+
b1(T )
ℓ3
+ · · ·
+ a0(T ) exp(−ℓ/ξ) + b0(T ) exp(−2ℓ/ξ)
+ aI(T ) exp(−2κℓ),
(56)
where ellipses stand for further subdominant terms as
powers of 1/ℓ. As in the absence of long-ranged inter-
actions the ions enter into ω(ℓ) only via the last term.
The analytic expressions for the coefficients a1(T ) and
b1(T ) are given in Appendix D, a0(T ) and b0(T ) are
given by Eqs. (37) and (38), respectively, and aI(T ) is
given by Eq. (44). Corrections to the coefficients a0(T )
and b0(T ) due to the long-ranged interactions (Eqs. (45)
and (46)) are neglected because these long-ranged inter-
actions are treated as a small perturbation to the model
with short-ranged interactions only. The sign of the co-
efficients a1(T ), b1(T ), a0(T ), and b0(T ) can change with
T while aI(T ) is always positive (see Appendix D). As
discussed for short-ranged interactions in the previous
Sec. II, the order of the wetting transition can be inferred
from the analysis of these coefficients. They depend on
seven parameters: χS , χH , Af , u3ρw, u4ρw, h1, and g.
The value of χS is typically much smaller than unity [10]
so that we set χS = 0 in the following. Moreover, in the
discussion below, the amplitude Af is chosen to be in
the range (0.04 − 0.15)× 10−19 J, which corresponds to
typical strengths of the van der Waals interaction in con-
densed phases (see Ref. [17]) and χH is determined via of
Eq. (54) using the critical temperature Tc = 647 K of wa-
ter. Finally, u3ρw is fixed by specifying the temperature
T (a1) at which a1(T
(a1)) = 0 given by the implicit rela-
tion (see Eq. D1) φl(T
(a1)) = u3ρw/t3 = −6u3ρw/(πAf )
(u3 > 0, Af < 0); in the case of a critical wetting tran-
sition this temperature coincides with the wetting tran-
sition temperature Tw = T
(a1). With these choices the
only remaining free parameters in the following analy-
sis are u4ρw, h1, and g. However, their values are con-
strained by the condition b1(Tw) > 0 for critical wetting
(see Eq. (D2)). Due to the additional presence of the
parameters Af , u3ρw, and u4ρw of the long-ranged in-
teractions, in that case the corresponding discussion is
slightly more difficult than the one for short-ranged in-
teractions only as studied in the previous section.
We start this discussion by analyzing the pure solvent
case, i.e., aI = 0. In this case, the necessary conditions
for the occurrence of critical wetting are (Eq. (56) and
Ref. [8])
a1(Tw) = 0, a1(T < Tw) < 0, and b1(Tw) > 0 (57)
i.e., T (a1) = Tw, and, as before, one obtains conditions
for the parameters of the pair potentials (see Eqs. (D1)
and (D2)):
φc/ρw < u3/t3 < φl(Tt)/ρw (58)
and
ρwu4 − 3t3φl(Tw)
[
dw + d
(1)
wl
]
> 0, (59)
with d
(1)
wl given by Eq. (D9) and φl(Tw) = u3ρw/t3.
Although necessary, these conditions are not sufficient
for critical wetting to occur. Large negative values of
the coefficient a0(T ) of the exponentially decaying con-
tribution can still lead to a first-order wetting transi-
tion even if b1(T
(a1)) > 0. Within the present model
one has a0(T ) > 0 for h1/g > φl(T ) (see Eq. (37)). If
b1(T
(a1)) < 0 the wetting transition is always first order.
However, in the case of a first-order wetting transition
all details of ω(l), and not only its leading contributions,
matter for a reliable description of the character of the
transition and for determining the corresponding wetting
transition temperature. Hence, an asymptotic expansion
of ω(ℓ) as in Eq. (56) is not conclusive in the case of
first-order wetting.
For wetting of a wall by a one-component fluid with
short- and long-ranged interactions and based on a Cahn
type theory, in Refs. [18, 19] a wetting scenario has been
predicted which involves a succession of two interfacial
phase transitions upon increasing T . The first of these
two transitions is a discontinuous jump between two fi-
nite values ℓ1 and ℓ2 > ℓ1 of the film thickness ℓ at
two-phase coexistence and is referred to as a “thin-thick
transition”. The second one is the standard second-order
wetting transition at T = Tw. (In Refs. [18, 19] the pos-
sibility of a thin-thick transition preceding a first-order
wetting transition has not been discussed). This wetting
scenario can be explained in terms of the competition
between the short- and long-ranged interactions. Such a
thin-thick transition precedes the critical wetting tran-
sition only if the short-ranged interactions would give
rise to a first-order wetting transition in the case that
the long-ranged interactions were negligible. Because the
present theory involves both short- and long-ranged in-
teractions, the occurrence of this wetting scenario can be
checked for the pure solvent case. In this case, the sep-
aratrix between first- and second-order wetting is given
by Eq. (42) for the model with short-ranged interactions
only (e.g., for g = 1 the transition will be first order
in the pure solvent case without long-ranged interaction
if h1 > 0.49). By choosing a proper set of parameters
(see the discussion above) we have been able to observe
the occurrence of this two-stage transition for the pure
solvent within our model for π2Af . 0.55 × 10−19 J,
φl(Tw) = u3ρw/t3 = 0.7, u4 = 2.3 × t3, g = 1, and
h1 = 0.76, such that the condition for second-order wet-
ting given by Eq. (59) is satisfied.
This thin-thick transition has also been observed for
wetting of a wall by a one-component fluid in mod-
els with short-ranged interactions only [20–22] and with
long-ranged interactions only [23]. Furthermore it has
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been observed experimentally for wetting of hexane on
water [24]. In Ref. [20] this thin-thick transition has
been observed for a generalization of the Sullivan model
[25], in which in addition to the exponentially decaying
wall-fluid potential a square-well attraction has been in-
cluded. A thin-thick transition was also analyzed in Ref.
[21] for a Landau theory of wetting which includes an
extra surface term h3 (φ(0))
3
linked to the substrate po-
tential (see Ref. [12] and Eq. (1)). In Ref. [22] it has
been shown that the behavior of the model in Ref. [20]
can be mapped onto that used in Ref. [21]. With that it
turns out that the thin-thick transition predicted in Refs.
[20] and [21] involves short-ranged forces only and is due
to the competition between two opposing (effective) sur-
face fields at the same surface, one favoring wetting and
the other favoring drying. Such a competition between
surface fields is not considered here. Therefore within our
model a thin-thick transition does not occur in the pure
solvent case with short-ranged interactions only (see Sec.
II).
The influence of ions and of surface charges on the
wetting behavior of electrolytes with solvents governed
by short- and long-ranged forces differs qualitatively from
the one discussed in Subsec. II B, because in this case the
leading contributions to ω(ℓ→∞) decay algebraically as
function of the film thickness ℓ. Accordingly, the contri-
bution due to the ions and the charged wall can enter
at most as the leading non-algebraic term in the expan-
sion for ℓ → ∞; this is the case if the Debye length 1/κ
is larger than (twice) the bulk correlation length ξ (see
Subsec II B).
We have considered various parameter sets
(h1, g, u4, T
(a1)) chosen such that the pure solvent
with short- and long-ranged interactions near a charge
neutral wall (i.e., for aI(T ) = 0) exhibits a second-order
wetting transition at Tw(I = 0, σ = 0) without being
preceded by a thin-thick transition (i.e., different from
the above scenario). For fixed ionic strength I 6= 0 and
upon increasing the surface charge density σ, due to
aI(T ) ∼ σ2/
√
I (Eq. 44) ω(ℓ) rises at finite film thickness
ℓ to the effect that the wetting transition temperature
Tw(I, σ) decreases for increasing surface charge density
σ [5]. Moreover, for fixed surface charge density σ the
wetting transition temperature Tw(I, σ) decreases upon
decreasing the ionic strength I (i.e., increasing the am-
plitude σ2/
√
I and the Debye length 1/κ ∼ 1/√I) [5]. In
addition, the positive and monotonically decreasing (as
a function of increasing ℓ) contribution aI(T ) exp(−2κℓ)
to ω(ℓ) does lead to a thin-thick transition preceding
the critical wetting transition which is absent without
ions. Figure 1 shows the curves for ω(ℓ) corresponding
to the temperatures T1 = 0.918 × Tc, T2 = 0.919 × Tc,
T3 = 0.92 × Tc, T4 = 0.932 × Tc, and Tw = 0.944 × Tc
with T1 < T2 . Tt−t,w < T3 < T4 < Tw, i.e., the
thin-thick transition occurs in between the temperatures
T2 and T3, whereas the critical wetting transition takes
place at the wetting temperature Tw.
However, in the case that the pure solvent exhibits a
second-order wetting transition, which is preceded by a
thin-thick wetting transition, the effect of the term due
to the ions and to the surface charge density (aI(T ) 6= 0),
in the case 1/κ > 2ξ, is to decrease the thin-thick wetting
transition temperature Tt−t,w and to increase the value
of the jump in film thickness.
The case of aI(T ) 6= 0 for a system in which a pure
solvent with short- and long-ranged interactions near a
charge neutral wall exhibits a first-order wetting tran-
sition is not discussed here, because within the present
approach only the leading contributions of the effective
interface potential for ℓ → ∞ are analytically accessible
(see Eq. (56)) and reliable knowledge of the behavior
of ω(ℓ) for small ℓ, which is particularly important for
first-order wetting transitions, is lacking. Therefore, in
order to be able to analyze the effect of the ions and of
the surface charge density on solvents which without ions
exhibit first-order wetting transitions, more details of the
effective interface potential are needed.
The thin-thick wetting transition at two-phase coex-
istence, which precedes a standard second-order wetting
scenario, has been discussed in the context of wetting in
electrolytes in Ref. [2] for a model of an ionic solution
close to a charged wall in which the solvent-solvent and
solvent-wall interactions are short-ranged only and the
contribution of the ions to the effective interface poten-
tial is calculated by solving the full Poisson-Boltzmann
equation instead of the linearized one as in the present
study (see Sec. II). The thin-thick transition in Ref. [2]
occurs in a restricted region of the parameter space, pro-
vided that the transition in the pure solvent is first order
and that 1/κ < 2ξ, i.e, for large ionic strength.
In contrast, within the present approach the com-
bined presence of short- and long-ranged interactions is
taken into account. As discussed above for the case of
a pure solvent with short- and long-ranged interactions,
a thin-thick transition will precede a long-ranged criti-
cal wetting transition only if the short-ranged interac-
tions alone would give rise to a first-order wetting transi-
tion in the case that the long-ranged interactions were
negligible [18, 19]. This is precisely the case we en-
counter in the present context for the electrolyte solu-
tion when solvent-solvent and solvent-wall long-ranged
interactions are taken into account: In the absence of
these long-ranged interactions the transition is first-order
if 1/κ > 2ξ (see Subsec. II B), such that ℓ jumps from ℓ1
to ℓ2 =∞ (see Fig. 1). Once the long-ranged interactions
are taken into account they block the jump of ℓ to ℓ2 =∞
and limit this jump to one with a finite value ℓ2 < ∞.
Once ℓ has reached the value ℓ2 a further increase in tem-
perature leads to the unfolding of the standard wetting
scenario under the aegis of long-ranged interactions at
Tw > Tt−t,w. Therefore, the thin-thick wetting transi-
tion is the remnant of the first-order wetting transition
that would occur in the electrolyte solution if the long-
ranged solvent-solvent and solvent-wall interactions were
negligible (see Subsec. II B).
We briefly give the main points of the literature and
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FIG. 1. Effective interface potential ω(ℓ) for systems governed by short- and long-ranged interactions as function of the thickness
ℓ of the liquid film at gas-liquid coexistence in the presence of ions for the case that the pure, i.e., salt-free, solvent exhibits
a critical wetting transition (without being preceded by a thin-thick transition). The parameters used are Af/kB = −1013K,
u3 = 0.7× t3 (i.e., φl(T
(a1) = Tw) = 0.7), u4 = 2.28× t3, g = 1, h1 = 0.76× g, I = 1mM , and σ = 0.1µC/cm
2 (see main text).
The effective interface potential ω(ℓ) has two local minima (at ℓ1(T ) (see (a) and (b)) and ℓ2(T ) (see (c)) with ℓ1 < ℓ2 <∞),
one of the two being the global one at a given temperature (see (a)). They have the same depth at T = Tt−t,w ≈ 0.919 × Tc
(not apparently visible). For T > Tt−t,w the film thickness ℓ2(T ) is the global minimum and diverges continuously 1/(Tw −T )
as T → Tw ≈ 0.944 × Tc (see (c)). The global minimum l0(T ) as a function of temperature is plotted in (d). At Tt−t,w the
film thickness exhibits a finite jump and subsequently diverges smoothly for T ր Tw. Accordingly, the system undergoes a
thin-thick wetting transition at Tt−t,w, followed by a continuous one at Tw. Five different temperatures, T1 ≈ 0.918 × Tc,
T2 ≈ 0.919 × Tc, T3 ≈ 0.92 × Tc, T4 = 0.932 × Tc and Tw are displayed in (a), (b), and (c) (using a common color code) with
T1 < T2 . Tt−t,w < T3 < T4 < Tw. (Note the different scales of the axes.) The film thickness ℓ is measured in units of a such
that a3 is the volume of a solvent particle. Densities are measured in units of a3.
of our results.
(I) If in the pure solvent short-ranged interactions fa-
vor first-order wetting but additional long-ranged
interactions produce second-order wetting, one
finds a thin-thick transition followed by the con-
tinuous wetting transition [18, 19]. We confirmed
this behavior for our model, which allows for the
thin-thick transition only via the competition be-
tween short- and long-ranged interactions.
(II) A thin-thick transition can be observed in the pure
solvent even if there are only short-ranged [20–22]
or only long-ranged [23] interactions.
(III) We have considered a solvent with short- and long-
ranged interactions which exhibits a second-order
wetting transition without being preceded by a
thin-thick transition. Adding ions renders such a
short-ranged contribution to the effective interface
potential that the resulting effective short-ranged
interactions favor first-order wetting. This leads
to a thin-thick transition preceding the continuous
long-range type wetting transition. This mecha-
nism is analogous to the one in (I).
(IV) If the solvent with short- and long-ranged in-
teractions undergoes a continuous wetting transi-
tion, which is preceded by a thin-thick transition,
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adding ions decreases the transition temperature of
the latter and increases the jump in film thickness.
(V) If the pure solvent is governed by short-ranged in-
teractions only and exhibits a first-order wetting
transition, adding ions can lead to a continuous
wetting transition preceded by a thin-thick transi-
tion, provided that 1/κ < 2ξ.
(VI) If the solvent is governed by short-ranged interac-
tions only, adding ions renders a first-order wet-
ting transition for 1/κ > 2ξ. Adding further long-
ranged interactions, which favor continuous wet-
ting, renders a second-order wetting transition of
the long-range type, preceded by a thin-thick tran-
sition.
IV. CONCLUSIONS AND SUMMARY
We have implemented an improvement over the ap-
proximation of step-like varying density profiles in order
to derive analytic expressions for the effective interface
potential ω(ℓ) of electrolyte solutions near charged walls.
This approach consists of performing a Taylor expansion
up to second order of the local part of the grand canoni-
cal density functional around piecewise constant density
profiles of the solvent and of the ions. The resulting
mean-field expressions for the effective interface poten-
tial allow one to predict general trends for the wetting
behavior of electrolyte solutions in terms of the relevant
system parameters such as the ionic strength and the
surface charge density.
The present analysis, which is valid in the case of
low ion density I, shows that in the case of short-
ranged solvent-solvent and solvent-wall interactions wet-
ting transitions in the presence of electrostatic interac-
tions are typically first order. This result can be ex-
plained in terms of the competition between the two char-
acteristic length scales in the system, i.e., the bulk corre-
lation length ξ in the wetting liquid phase and the Debye
length 1/κ. If 1/κ > 2ξ, which is typically the case for di-
lute electrolyte solutions away from (bulk) critical points,
a wetting transition at two-phase coexistence will be al-
ways first order irrespective of its order in the pure, i.e.,
salt-free, solvent. First-order wetting transitions in elec-
trolyte solutions with solvent interactions being short-
ranged only have been observed in previous studies, too
[1–5]. It is the merit of the present analysis of the effec-
tive interface potential to provide a transparent rationale
for the pre-eminence of first-order wetting in electrolyte
solutions in terms of competing length scales. Moreover,
if in those systems in addition long-ranged solvent-solvent
and solvent-wall interactions, which favor a critical wet-
ting transition, are present, our analysis reveals the pos-
sibility of a wetting scenario which actually corresponds
to a sequence of two wetting transitions: first an elec-
trostatically induced (i.e., 1/κ > 2ξ) discontinuous jump
between two finite wetting film thicknesses which upon
raising the temperature is followed by a continuous di-
vergence of the wetting film thickness ℓ (see Fig. 1).
Within the present approach, in the case of short-
ranged interactions the analytic expressions for the co-
efficients of the exponential terms in the effective inter-
face potential ω(ℓ) (Eq. (35)) are simple and the nec-
essary conditions for first- and second-order wetting can
be translated explicitly into conditions for the parameters
of the interaction potentials. However, in the case of ad-
ditional long-ranged interactions extra parameters make
such a kind of translation more difficult. Nevertheless,
by choosing a set of parameters for the interaction poten-
tials based on actual values for the Hamaker constant and
the critical temperature and by fulfilling corresponding
necessary conditions for the occurrence of second-order
wetting in the pure solvent (formulated in terms of the
coefficients a1(T ) and b1(T ) (Eqs. (56), (D1), and (D2))),
we have been able to analyze the effect of ions and of the
surface charge density of the confining wall on the wetting
behavior. We have found that if the pure solvent exhibits
a second-order wetting transition governed asymptoti-
cally by long-ranged interactions, adding ions typically
introduces a thin-thick transition which precedes the ul-
timate continuous wetting transition (see Fig. 1). We
have been able to put the occurrence of such a thin-thick
wetting transition at gas-liquid coexistence into the con-
text of the literature, which discusses such a transition as
the result of the interplay between short- and long-ranged
interactions. Here the corresponding short-ranged effec-
tive interactions relevant for that are provided by the
ions.
Appendix A: Double parabola approximation for the
pure solvent
The double parabola approximation (DPA) has been
widely used in the context of wetting phenomena in or-
der to obtain analytically tractable density functionals
[27–34]. Within this approximations, the grand canon-
ical functional for the pure solvent, i.e., ρ± = 0 and
D(r, [ρ±]) = 0 (see Eq. (1)) is given by
βΩDPA[φ(z)]
A
=
∫
dz
{
FDPA(φ(z)) +
χ(T )
6
(
dφ(z)
dz
)2
− φ(z)βµφ
}
− βh1φ(z = 0) + β g
2
(φ(z = 0))
2
(A1)
with
FDPA(φ) = C(T )
{
(φ−φl(T ))2, φ> 12 (φl(T )+φg(T ))
(φ−φg(T ))2, φ< 12 (φl(T )+φg(T )),
(A2)
where φl(T ) and φg(T ) are, respectively, the (tempera-
ture dependent) liquid and gas bulk densities at coexis-
tence, and C(T ) is fixed later in order to render the bulk
13
correlation length. Upon construction, the DPA requires
an underlying theory which provides expressions for the
bulk densities and the curvature of the local free energy
density at coexistence [27–34]. For brevity we shall re-
frain from indicating the temperature dependence in our
notation. Within this approach, for a given profile φ(z)
the assigned film thickness ℓDPA is defined as
φ(z = ℓDPA) =
1
2
(φl + φg). (A3)
Minimization of the functional in Eq. (A1) leads to
φ′′DPA(z) =
{
6C
χ (φDPA(z)− φl)− βµφ, φDPA(z) > 12 (φl + φg)
6C
χ (φDPA(z)− φg)− βµφ, φDPA(z) < 12 (φl + φg)
(A4)
with the boundary conditions
χ
3
φ′DPA(0) = β(−h1 + gφDPA(0)),
φDPA(ℓDPA) =
1
2
(φl + φg),
φDPA(∞) = φg.
(A5)
At two-phase coexistence µφ = 0 (as for the pure solvent
case, i.e., ρ± = 0, in the present model given by Eq. (2))
and Eq. (A4) reduces to
φ′′DPA(z) =
{
6C
χ (φDPA(z)−φl), φDPA(z)> 12 (φl+φg)
6C
χ (φDPA(z)−φg), φDPA(z)< 12 (φl+φg).
(A6)
Comparison with Eq. (15) leads to C = χ/(6ξ2). Equa-
tion (A6) together with the boundary conditions in Eq.
(A5) yields
φDPA(z)=


C1 exp
(
z
ξ
)
+ C2 exp
(
− zξ
)
+ φl, 0≤z≤ℓDPA
C3 exp
(
− zξ
)
+ φg, z≥ℓDPA
(A7)
where
C1 =
φg−φl
2
(
βg+ χ3ξ
)
−β(h1−gφl) exp(−ℓDPA/ξ)(
βg+ χ3ξ
)
exp(ℓDPA/ξ)+
(
χ
3ξ−βg
)
exp(−ℓDPA/ξ)
,
C2 =
φg−φl
2
(
χ
3ξ−βg
)
+β(h1−gφl) exp(ℓDPA/ξ)(
βg+ χ3ξ
)
exp(ℓDPA/ξ)+
(
χ
3ξ−βg
)
exp(−ℓDPA/ξ)
,
C3 =
φl − φg
2
exp (ℓDPA/ξ) .
(A8)
The comparison between Eqs. (22) and (A7) shows that
the coefficients Aˆl, Bˆl, and Bˆg there play the same role
as the coefficients C1, C2, and C3, respectively, here. At
coexistence and for ℓ = ℓDPA in Eq. (29) one obtains
C1 = Al(1 +O(exp(−ℓDPA/ξ))),
C2 = Bl(1 +O(exp(−ℓDPA/ξ))),
C3 = Bg(1 +O(exp(−ℓDPA/ξ))),
(A9)
i.e., the relative difference between the coefficients of the
profiles in Eq. (22) and in Eq. (A7) is exponentially small
for film thicknesses ℓ = ℓDPA ≫ ξ large compared to the
bulk correlation length.
Appendix B: Bulk correlation length of the pure
solvent
In the case of a bulk pure solvent (I = 0), the density
functional Ω0 given by Eq. (1) reduces to
βΩ
(p)
0 [φ(r)] =
∫
d3r
{
φ(r)(ln(φ(r)) − βµφ)
+ (1− φ(r)) ln(1− φ(r))
+ χ(T )φ(r)(1 − φ(r)) + χ(T )
6
(∇φ(r))2
}
.
(B1)
If we consider a spatially uniform equilibrium state φ,
the corresponding two-point correlation function G(r) =
φ2h(r) = φ2(g(r) − 1) is obtained from G(r) =
G(r,0), with the inverse G−1(r, r′) = δ
2Ω
δφ(r)δφ(r′) , where∫
d3r′′G(r, r′′)G−1(r′′, r′) = δ(r− r′) [6]. From Eq. (B1)
one obtains
G−1(r, r′) = δ(r− r′)
(
1
φ
+
1
1− φ − 2χ(T )
)
− χ(T )
3
∇2δ(r− r′). (B2)
The corresponding Fourier transform, Gˆ−1(k) =∫
d3r G−1(r, r′)e−ik·(r−r
′) with dimensionless k, is given
by
Gˆ−1(k) =
χ(T )
3
(
1
ξ2
+ k2
)
, (B3)
where Eq. (16) has been used. Gˆ(k), which is propor-
tional to the static structure factor, can be written in the
form
Gˆ(k) =
3ξ2
χ(T )
1 + (kξ)2
=
Gˆ(0)
1 + (kξ)2
. (B4)
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This allows one to identify ξ with the bulk correlation
length. For a discussion of the structure in the presence
of ions (Eq. (1)) see Ref. [9].
In a similar way for the case with long-ranged interac-
tion between solvent particles (see Eq. (47))
G−1(r, r′) = δ(r−r′)
(
1
φ
+
1
1− φ − 2χ(T ) +
βπ2Af
4
)
− χ(T )
3
∇2δ(r− r′). (B5)
Therefore the bulk correlation length ξ for this case is
given by
1
ξ2
=
3
χ(T )
(
1
φ
+
1
1− φ − 2χ(T ) +
π2βAf
4
)
,
=
3
χ˜(T )
( 1
φ
+
1
1− φ − 2χ˜(T )
)
1 +
π2βAf
8χ˜(T )
(B6)
with χ˜(T ) = χ(T )− π2βAf/8.
Appendix C: First-order perturbation theory for
including the long-ranged interactions
The total grand canonical functional is given by
Ω[φ(r), ρ±(r)] = Ω0[φ(r), ρ±(r)] + ∆Ω[φ(r)] (C1)
with Ω0[φ(r), ρ±(r)] given by Eq. (1) whereas ∆Ω[φ(r)]
is given by Eq. (48) and depends only on φ(r). We choose
a dimensionless coupling parameter λ ∈ [0, 1] such that
for λ = 0 the perturbation ∆Ω is absent and for λ = 1
the perturbation is fully present. The perturbed grand
canonical functional is
Ωλ[φ(r), ρ±(r)] = Ω0[φ(r), ρ±(r)] + λ∆Ω[φ(r)], (C2)
where λ acts as an amplitude multiplying both w¯(|r−r′|)
and V (r) (see Eq. (48)). The equilibrium densities φλ(r)
and ρ±,λ(r) minimize Ωλ:
δΩλ
δφ(r)
[φλ(r), ρ±,λ(r)] = 0,
δΩλ
δρ±(r)
[φλ(r), ρ±,λ(r)] = 0.
(C3)
Furthermore, the equilibrium densities φ(0)(r) ≡ φλ=0(r)
and ρ
(0)
± (r) ≡ ρ±,λ=0(r) which minimize Ω0[φ(r), ρ±(r)]
are known (see Sec. II).
In order to proceed we write the equilibrium densities
φλ(r) and ρ±,λ(r) as power series in terms of λ,
φλ(r) =
∞∑
n=0
λnφ(n)(r) = φ(0)(r) +O(λ),
ρ±,λ(r) =
∞∑
n=0
λnρ
(n)
± (r) = ρ
(0)
± (r) +O(λ),
(C4)
and perform a functional Taylor expansion of the grand
canonical potential Ωλ[φλ(r), ρ±,λ(r)] around φ
(0)(r),
ρ
(0)
± (r):
Ωλ[φλ(r), ρ±,λ(r)] = Ω0
[
φ(0)(r) +
(
φλ(r)− φ(0)(r)
)
, ρ
(0)
± (r) +
(
ρ±,λ(r)− ρ(0)± (r)
)]
+ λ∆Ω
[
φ(0)(r) +
(
φλ(r)− φ(0)(r)
)]
= Ω0[φ
(0)(r), ρ
(0)
± (r)] + λ∆Ω[φ
(0)(r)]
+
∫
d3r
{
δΩ0[φ(r), ρ±(r)]
δφ(r)
∣∣∣∣
φ(0)(r),ρ
(0)
±
(r)
(φλ(r)− φ(0)(r))
+
δΩ0[φ(r), ρ±(r)]
δρ+(r)
∣∣∣∣
φ(0)(r),ρ
(0)
±
(r)
(ρ+,λ(r)− ρ(0)+ (r))
+
δΩ0[φ(r), ρ±(r)]
δρ−(r)
∣∣∣∣
φ(0)(r),ρ
(0)
±
(r)
(ρ−,λ(r)− ρ(0)− (r))
}
+O(λ2)
= Ω0[φ
(0)(r), ρ
(0)
± (r)] + λ∆Ω[φ
(0)(r)] +O(λ2)
= Ωλ[φ
(0)(r), ρ
(0)
± (r)] +O(λ2)
(C5)
with φλ(r) − φ(0)(r) = O(λ) and ρ±,λ(r) − ρ(0)± (r) =
O(λ) (see Eq. (C4)). In Eq. (C5) the first deriva-
tives vanish because φ(0) and ρ
(0)
± minimize Ω0. Hence
Ωλ=1 [φλ=1(r), ρ±,λ=1(r)] ≈ Ωλ=1[φ(0)(r), ρ(0)± (r)] =
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Ω[φ(0)(r), ρ
(0)
± (r)] up to second order in λ.
Appendix D: Coefficients for the effective interface
potential in the presence of long-ranged interactions
The effective interface potential for the model with
long-ranged interaction (Sec. III) is calculated by fol-
lowing the procedure described in Sec. II. The double
integrals in Eq. (48) have been evaluated by performing
an asymptotic expansion for ℓ → ∞. The analytic ex-
pressions for the coefficients in Eq. (56) are given by (see
Appendix E)
a1(T ) =
(φl − φg)
2
β(u3ρw − t3φl) (D1)
and
b1(T ) =
β(φl − φg)
3
(
ρwu4 − 3t3φldw
+3ξt3 exp
(
−dw
ξ
)(
β(h1 − gφl)
βg + χ(T )3ξ
))
.
(D2)
The coefficients a1 and b1 can be compared with the
general expressions obtained in Ref. [26] within a sys-
tematic study of wetting transitions of a simple one-
component fluid, inter alia including the presence of van
der Waals tails. There the effective interface potential is
expressed in terms of the interfacial profiles which emerge
as a consequence of wetting phenomena, i.e., the wall-
liquid and the free liquid-gas interface for wetting of the
wall-gas interface. Within that approach the effective
interface potential at coexistence is given by
ω(ℓ) =
4∑
k=2
a¯kℓ
−k +O(ℓ−5 ln ℓ) (D3)
where
a¯2 =
1
2
(φl − φg)(ρwu3 − φlt3), (D4)
a¯3 = a¯
(0)
3 − 2a¯2d(1)lg , (D5)
and
a¯4 = a¯
(0)
4 − 3a3d(1)lg + 3a¯2[d(2)lg − 2(d(1)lg )2], (D6)
with
a¯
(0)
3 =
1
3
(φl − φg))[ρwu4 − φl(t4 + 3t3d(1)wl )] (D7)
and
a¯
(0)
4 =
1
4
(φl−φg))[ρwu5−φl(t5+4t4d(1)wl +6t3d(2)wl )]. (D8)
The coefficients t3, t4 for the present model are given by
Eqs. (51) and (52); d
(i)
wl and d
(i)
lg are moments of the wall-
liquid interface profile φwl(z) and of the free liquid-gas
interface profile φlg(z), respectively:
d
(i)
wl = i
∫ ∞
0
dzzi−1
[
1− φwl(z)
φl
]
, i = 1, 2, (D9)
and
d
(i)
lg =
i
φl − φg
∫ ∞
−∞
dzzi−1
[
φlg(z)− φsklg (z)
]
, i = 1, 2.
(D10)
The wall-liquid and the free liquid-gas interface profile
can be calculated within our approach by following a pro-
cedure analogous to the one described in Sec. II. To this
end, in the case of the wall-liquid interface for the pure
solvent, the Taylor expansion up to second order of the
local part of the functional in Eq. (1) with ρ± = 0 and
D = 0, is performed about φwl(z) = φlΘ(z − dw) for
z ≥ 0 where Θ(x) is the Heaviside function. This leads
to the wall-liquid density profile
φwl(z) =
(
φl +
β(h1 − gφl)
βg + χ(T )3ξ
exp(−z/ξ)
)
Θ(z − dw).
(D11)
Within the approximation discussed in Appendix C, this
expression, obtained from minimizing Ω0 and shifting by
dw, is inserting into the general expression in Eq. (D9)
corresponding to ∆Ω and yields
d
(1)
wl = dw −
βξ(h1 − gφl)
φl
(
βg + χ(T )3ξ
) exp(−dw/ξ). (D12)
As expected, Eq. (D12) respects the expected prop-
erty that in the sharp-kink limit (i.e, vanishing inter-
facial width ξ) d
(1)
wl reduces to dw. With this result
Eq. (D2) can be rewritten as b1(T ) = (β/3) (φl −
φg)
(
ρwu4 − 3t3φld(1)wl
)
. For the free liquid-gas interface,
we consider the functional in Eq. (B1). All integrals ex-
tend over a macroscopic volume. We impose the bound-
ary conditions φlg(z → −∞) = φl and φlg(z →∞) = φg.
Accordingly, the Taylor expansion up to second order of
the local part of the functional is performed about the
sharp-k ink profile
φsklg (z) =
{
φl, z < 0,
φg, z > 0.
(D13)
The resulting liquid-gas density profile based on Ω0 is
φlg(z) =
{
φl +
φg−φl
2 exp(z/ξ), z < 0,
φg +
φl−φg
2 exp(−z/ξ), z > 0.
(D14)
Again, within the approximation discussed in Appendix
C, this profile stemming from Ω0 is inserted into the gen-
eral expression in Eq. (D10), which is based on ∆Ω, and
renders
d
(1)
lg = 0. (D15)
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Inserting Eqs. (51), (52), (D12), and (D15) into Eqs.
(D4) and (D5) one obtains (with t4 = 0)
βa¯2 = a1 and βa¯3 = b1. (D16)
This leads to the satisfactory statement that if the gen-
eral results in Ref. [26] for the effective interface poten-
tial are applied to the present model one finds the same
effective interface potential as the one obtained directly
within the present model.
Appendix E: Derivation of the effective interface potential for the model with long-ranged interactions
The derivation of ω(ℓ) in Eq. (56) follows the same procedure as described in Sec II. We perform a Taylor expansion
up to second order of the local part of the functional in Eq. (47) about the sharp-kink profile in Eq. (8) shifted by dw
and the sharp-kink profile in Eq. (9) with the bulk state being determined by Eq. (E3) below. From this expansion
we obtain an approximate variational functional Ωˆlr for the model with long-ranged interactions. By subtracting the
bulk contribution Ωb,lr of the gas phase we obtain the surface contribution Ωs,lr to this variational functional:
βΩs,lr (ℓ, [∆φ(z),∆ρ±(z)]) =
β
(
Ωˆlr(ℓ, [∆φ(z),∆ρ±(z)])− VΩb,lr(φg , 0)
)
A
= βℓ [Ωb,lr(φl, I)− Ωb,lr(φg , 0)]− βdwΩb,lr(φl, I)
+
∫ ℓ
dw
dz
{
χ(T )
6
(
d
dz
∆φ(z)
)2
+
1
2
(∆φ(z))
2
(
1
φl
+
1
1−φl−2χ(T )
)}
+
∫ ∞
ℓ
dz
{
χ(T )
6
(
d
dz
∆φ(z)
)2
+
1
2
(∆φ(z))2
(
1
φg
+
1
1−φg −2χ(T )
)}
− βh1φl − βh1∆φ(dw) + β g
2
(φl +∆φ(dw))
2
− 1
2
φ2l β
(
I0
(ℓ,dw)
(dw,−∞)
+ I0
(ℓ,∞)
(dw,ℓ)
)
+ φlφgβI0
(ℓ,∞)
(dw,ℓ)
− 1
2
φ2gβI0
(∞,ℓ)
(ℓ,−∞)
− φlβI2(ℓ,dw)(dw,−∞) − (φl − φg)β
(
I2
(ℓ,∞)
(dw,ℓ)
− I2(∞,ℓ)(ℓ,dw)
)
− φgβI2(∞,dw)(ℓ,−∞)
+
1
2
β
(
I3
(ℓ,ℓ)
(dw,dw)
+ I3
(ℓ,∞)
(dw,ℓ)
+ I3
(∞,ℓ)
(ℓ,dw)
+ I3
(∞,∞)
(ℓ,ℓ)
)
+ φlρwβ
∫ ℓ
dw
dzV (z) + ρwβI1
(ℓ)
(dw)
+ φgρwβ
∫ ∞
ℓ
dzV (z) + ρwβI1
(∞)
(ℓ)
+
∫ ℓ
0
dz
{
1
2I
∑
i=±
(∆ρi(z))
2
+
2πlB
εl
(D(z, [∆ρ±]))
2
}
,
(E1)
where dw describes the excluded volume due to the repulsive part of the substrate potential V (z) given by Eq. (46)
and
w(|z − z′|) = πAf
2 [(z − z′)2 + 1]2 . (E2)
The bulk grand canonical potential density Ωb,lr per kBT is given by
βΩb,lr(φ, ρ) = φ(ln(φ)− βµφ) + (1 − φ) ln(1 − φ) + χ(T )φ(1− φ) + 1
2
φ2
∫ ∞
−∞
dxw(|x|)
+ 2ρ(ln(ρ)− 1)−βµIρ+ρ (V+(φ)+V−(φ)) .
(E3)
I0, I1, I2, and I3 are abbreviations for the following types of integrals:
I0
(u2,v2)
(u1,v1)
=
∫ u2
u1
dz
∫ v2
v1
dz′w(|z − z′|), (E4)
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I1
(u2)
(u1)
=
∫ u2
u1
dzV (z)∆φ(z), (E5)
I2
(u2,v2)
(u1,v1)
=
∫ u2
u1
dz
∫ v2
v1
dz′∆φ(z)w(|z − z′|), (E6)
and
I3
(u2,v2)
(u1,v1)
=
∫ u2
u1
dz
∫ v2
v1
dz′∆φ(z)∆φ(z′)w(|z − z′|). (E7)
The integrals in Eqs. (E5)-(E7) are evaluated at two-phase coexistence using the solutions for ∆φ(z) obtained in
Sec. II (see Eqs. (22) and (29)). We are interested in the asymptotic behavior of these integrals in the limit ℓ→∞.
Using Eqs. (22) and (46), I1
(ℓ)
(dw)
can be written as
I1
(ℓ)
(dw)
= −
∫ ℓ
dw
dz

∑
i≥3
ui
zi



Al exp(z/ξ)+Bl exp(−z/ξ)


= −Al
∫ ℓ
dw
dz

∑
i≥3
ui
zi

 exp(z/ξ)−Bl
∫ ℓ
dw
dz

∑
i≥3
ui
zi

 exp(−z/ξ).
(E8)
Asymptotic approximations for the integrals in Eq. (E8) are obtained via integrating by parts repeatedly:
∫ ℓ
dw
dz
exp(z/ξ)
z3
=
ξ exp(ℓ/ξ)
ℓ3
− ξ exp(dw/ξ)
d3w
+ 3ξ
∫ ℓ
dw
dz
exp(z/ξ)
z4
,
=
ξ exp(ℓ/ξ)
ℓ3
+O(ℓ−4 exp(ℓ/ξ)), ℓ≫dw,
(E9)
and ∫ ℓ
dw
dz
exp(−z/ξ)
z3
=
∫ ∞
dw
dz
exp(−z/ξ)
z3
−
∫ ∞
ℓ
dz
exp(−z/ξ)
z3
(E10)
with ∫ ∞
ℓ
dz
exp(−z/ξ)
z3
=
ξ exp(−ℓ/ξ)
ℓ3
− 3ξ
∫ ∞
ℓ
dz
exp(−z/ξ)
z4
,
=
ξ exp(−ℓ/ξ)
ℓ3
+O(ℓ−4 exp(ℓ/ξ)),
ℓ≫dw.
(E11)
Here and in the following we have used the properties
∫ ℓ+b
a
dz
P1(z)
P2(z)
exp(z/ξ)
ℓ→∞≃ c1
c2
ξℓn1−n2 exp(ℓ/ξ)
and ∫ ∞
ℓ+a
dz
P1(z)
P2(z)
exp(−z/ξ) ℓ→∞≃ c1
c2
ξℓn1−n2 exp(−ℓ/ξ)
for two polynomials P1(z) and P2(z) of degrees n1 and n2 with the leading coefficients c1 and c2, respectively, of the
leading terms which follows from L’Hoˆpital’s rule.
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For convenience, we write the expressions in Eq. (29) as
Al = A1 exp(−ℓ/ξ),
Bl = B1 exp(−ℓ/ξ) +B2,
Bg = −A1 exp(ℓ/ξ) +B1 exp(−ℓ/ξ) +B2,
(E12)
with
A1 =
φg − φl
2
,
B1 =
(
χ(T )
3ξ − βg
)
(φg − φl)
2
(
βg + χ(T )3ξ
) ,
B2 =
β(h1 − gφl)
βg + χ(T )3ξ
.
(E13)
Collecting only algebraic terms up to the order 1/ℓ3, one obtains for I1
(ℓ)
(dw)
I1
(ℓ)
(dw)
= −ξA1u3
ℓ3
+O
(
1
ℓ4
)
. (E14)
Analogously, for I1
(∞)
(ℓ) one has
I1
(∞)
(ℓ) = −
∫ ∞
ℓ
dz

∑
i≥3
ui
zi

Bg exp(−z/ξ)
=
ξA1u3
ℓ3
+O
(
1
ℓ4
)
.
(E15)
In order to calculate integrals of the type I2 we first integrate Eq. (E2) using the various integration limits appearing
in Eq. (E1) so that ∫ dw
−∞
dz′w(|z − z′|) = πAf
4
[
π
2
− arctan(z − dw)− z − dw
(z − dw)2 + 1
]
, (E16)
∫ ∞
ℓ
dz′w(|z − z′|) = πAf
4
[
arctan(z − ℓ) + z − ℓ
(z − ℓ)2 + 1 +
π
2
]
, (E17)
and ∫ ℓ
dw
dz′w(|z − z′|) = πAf
4
[
arctan(z − dw) + z − dw
(z − dw)2 + 1 − arctan(z − ℓ)−
z − ℓ
(z − ℓ)2 + 1
]
. (E18)
Using Eqs. (22) and (E16) we can write I2
(ℓ,dw)
(dw,−∞)
as
I2
(ℓ,dw)
(dw,−∞)
=
πAf
4
∫ ℓ
dw
dz
[
π
2
− arctan(z − dw)− z − dw
(z − dw)2 + 1
][
Al exp(z/ξ) + Bl exp(−z/ξ)
]
=
πAf
4
Al
[
ξπ
2
(exp(ℓ/ξ)− exp(dw/ξ))− ξ exp(ℓ/ξ) arctan(ℓ − dw)
+ξ exp(dw/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
y2 + 1
− exp(dw/ξ)
∫ ℓ−dw
0
dz
y exp(y/ξ)
y2 + 1
]
+
πAf
4
Bl
[−ξπ
2
(exp(−ℓ/ξ)− exp(−dw/ξ)) + ξ exp(−ℓ/ξ) arctan(ℓ − dw)
−ξ exp(−dw/ξ)
∫ ℓ−dw
0
dy
exp(−y/ξ)
y2 + 1
− exp(−dw/ξ)
∫ ℓ−dw
0
dy
y exp(−y/ξ)
y2 + 1
]
,
(E19)
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where we have changed the integration variable to y = z − dw. Asymptotic approximations for the integrals in Eq.
(E19) are obtained via integrating by parts repeatedly:∫ ℓ−dw
0
dz
exp(z/ξ)
z2 + 1
=
ξ exp((ℓ − dw)/ξ)
(ℓ− dw)2 + 1 − ξ +
2(ℓ− dw)ξ2 exp((ℓ − dw)/ξ)
((ℓ− dw)2 + 1)2
+ ξ2
∫ ℓ−dw
0
dz
6z2 − 2
(z2 + 1)3
exp(z/ξ),
=
ξ exp((ℓ − dw)/ξ)
ℓ2
+
2(dwξ + ξ
2) exp((ℓ − dw)/ξ)
ℓ3
+O(ℓ−4 exp(ℓ/ξ)), ℓ≫ dw,
(E20)
∫ ℓ−dw
0
dz
z exp(z/ξ)
z2 + 1
=
ξ(ℓ− dw) exp((ℓ − dw)/ξ)
(ℓ− dw)2 + 1 −
ξ2 exp((ℓ − dw)/ξ)
(ℓ− dw)2 + 1 + ξ
2
+
2((ℓ− dw)ξ)2 exp((ℓ − dw)/ξ)
((ℓ − dw)2 + 1)2 −
6(ℓ− dw)ξ3 exp((ℓ − dw)/ξ)
((ℓ − dw)2 + 1)2
+
8((ℓ− dw)ξ)3 exp((ℓ − dw)/ξ)
((ℓ − dw)2 + 1)3 +
∫ ℓ−dw
0
dz
6(z4 − 6z2 + 1)
(z2 + 1)4
ξ3 exp(z/ξ),
= ξ exp((ℓ − dw)/ξ)
(
1
ℓ
+
dw
ℓ2
+
d2w − 1
ℓ3
)
+
ξ2 exp((ℓ− dw)/ξ)
ℓ2
+
2ξ2(dw + ξ) exp((ℓ − dw)/ξ)
ℓ3
+O(ℓ−4 exp(ℓ/ξ)), ℓ≫ dw,
(E21)
and ∫ ℓ−dw
0
dz
exp(−z/ξ)
z2 + 1
=
∫ ∞
0
dz
exp(−z/ξ)
z2 + 1
−
∫ ∞
ℓ−dw
dz
exp(−z/ξ)
z2 + 1
(E22)
with ∫ ∞
ℓ−dw
dz
exp(−z/ξ)
z2 + 1
=
ξ exp(−(ℓ − dw)/ξ)
(ℓ − dw)2 + 1 −
2(ℓ− dw)ξ2 exp(−(ℓ − dw)/ξ)
((ℓ − dw)2 + 1)2
+
∫ ∞
ℓ−dw
dz
6z2 − 2
(z2 + 1)3
ξ2 exp(−z/ξ)
=
ξ exp(−(ℓ − dw)/ξ)
ℓ2
+
2ξ(dw − ξ) exp(−(ℓ− dw)/ξ)
ℓ3
+O(ℓ−4 exp(−ℓ/ξ)), ℓ≫ dw,
(E23)
and ∫ ℓ−dw
0
dz
z exp(−z/ξ)
z2 + 1
=
∫ ∞
0
dz
z exp(−z/ξ)
z2 + 1
−
∫ ∞
ℓ−dw
dz
z exp(−z/ξ)
z2 + 1
(E24)
with ∫ ∞
ℓ−dw
dz
z exp(−z/ξ)
z2 + 1
=
ξ(ℓ− dw) exp(−(ℓ− dw)/ξ)
(ℓ− dw)2 + 1 +
ξ2 exp(−(ℓ− dw)/ξ)
ℓ2 + 1
− 2((ℓ− dw)ξ)
2 exp(−(ℓ− dw)/ξ)
((ℓ− dw)2 + 1)2 −
6(ℓ− dw)ξ3 exp(−(ℓ− dw)/ξ)
((ℓ− dw)2 + 1)2
+
8((ℓ−dw)ξ)3 exp(−(ℓ−dw)/ξ)
((ℓ − dw)2 + 1)3 − ξ
3
∫ ∞
ℓ−dw
dz
6(z4−6z2+1)
(z2+1)4
exp(−z/ξ),
= ξ exp(−(ℓ − dw)/ξ)
(
1
ℓ
+
dw
ℓ2
+
d2w − 1
ℓ3
)
− ξ
2 exp(−(ℓ− dw)/ξ)
ℓ2
+
2ξ2(ξ − dw) exp(−(ℓ− dw)/ξ)
ℓ3
+O(ℓ−4 exp(−ℓ/ξ)), ℓ≫ dw.
(E25)
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Additionally, for ℓ≫ dw one has
π
2
− arctan(ℓ− dw) = 1
ℓ
+
dw
ℓ2
+
d2w − 1/3
ℓ3
+O
(
1
ℓ4
)
. (E26)
Note that Eqs. (E20) and (E21) contain terms which increase exponentially with ℓ. However, these two integrals
are multiplied by Al which decays exponentially with ℓ (see Eqs. (E8) and (E12)).
Collecting constants and algebraic terms up to the order 1/ℓ3, for I2
(ℓ,dw)
(dw,−∞)
one obtains
I2
(ℓ,dw)
(dw,−∞)
=
AfπB2
4
exp(−dw/ξ)

ξπ
2
− ξ
∫ ∞
0
dy
exp
(
− yξ
)
y2 + 1
−
∫ ∞
0
dy
y exp
(
− yξ
)
y2 + 1


+
πAfξA1
6ℓ3
+O
(
1
ℓ4
)
.
(E27)
Similarly, I2
(∞,dw)
(ℓ,−∞) can be written as
I2
(∞,dw)
(ℓ,−∞) =
πAf
4
∫ ∞
ℓ
dz
[
π
2
− arctan(z − dw)− z − dw
(z − dw)2 + 1
]
Bg exp(−z/ξ)
= −πAfξA1
6ℓ3
+O
(
1
ℓ4
)
.
(E28)
Using Eqs. (22) and (E17) we can write I2
(ℓ,∞)
(dw,ℓ)
as
I2
(ℓ,∞)
(dw,ℓ)
=
πAf
4
∫ ℓ
dw
dz
[
arctan(z − ℓ) + z − ℓ
(z − ℓ)2 + 1 +
π
2
][
Al exp(z/ξ) +Bl exp(−z/ξ)
]
=
πAf
4
Al
[
ξπ
2
(exp(ℓ/ξ)− exp(dw/ξ)) + ξ exp(dw/ξ) arctan(ℓ − dw)
−ξ exp(ℓ/ξ)
∫ ℓ−dw
0
dy
exp(−y/ξ)
y2 + 1
− exp(ℓ/ξ)
∫ ℓ−dw
0
dz
y exp(−y/ξ)
y2 + 1
]
+
πAf
4
Bl
[−ξπ
2
(exp(−ℓ/ξ)− exp(−dw/ξ))− ξ exp(−dw/ξ) arctan(ℓ− dw)
+ξ exp(−ℓ/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
y2 + 1
− exp(−ℓ/ξ)
∫ ℓ−dw
0
dy
y exp(y/ξ)
y2 + 1
]
,
(E29)
where we have changed the integration variable to y = ℓ− z. Using Eqs. (E20)-(E26) one obtains asymptotically
I2
(ℓ,∞)
(dw,ℓ)
=
AfπA1
4

ξπ
2
− ξ
∫ ∞
0
dy
exp
(
− yξ
)
y2 + 1
−
∫ ∞
0
dy
y exp
(
− yξ
)
y2 + 1


+
AfξπB2
6ℓ3
exp(−dw/ξ) +O( 1
ℓ4
).
(E30)
Similarly, I2
(∞,ℓ)
(ℓ,dw)
can be written as (see Eqs. (22) and (E18))
I2
(∞,ℓ)
(ℓ,dw)
=
∫ ∞
ℓ
dz
πAf
4
[
arctan(z − dw) + z − dw
(z − dw)2 + 1 − arctan(z − ℓ)−
z − ℓ
(z − ℓ)2 + 1
]
×
×
[
Bl −Al exp(2ℓ/ξ)
]
exp(−z/ξ)
=
πAf
4
[
Bl −Al exp(2ℓ/ξ)
] [
ξ arctan(ℓ− dw) exp(−ℓ/ξ)
+ ξ exp(−dw/ξ)
∫ ∞
ℓ−dw
dy
exp(−y/ξ)
y2 + 1
+ exp(−dw/ξ)
∫ ∞
ℓ−dw
dy
y exp(−y/ξ)
y2 + 1
−ξ exp(−ℓ/ξ)
∫ ∞
0
dy′
exp(−y′/ξ)
y′2 + 1
− exp(−ℓ/ξ)
∫ ∞
0
dy′
y′ exp(−y′/ξ)
y′2 + 1
]
,
(E31)
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where we have changed the integration variable to y = z − dw and y′ = z − ℓ, respectively. Using Eqs. (E20)-(E26),
this leads to the asymptotic behavior
I2
(∞,ℓ)
(ℓ,0) = −
AfπA1
4

ξπ
2
− ξ
∫ ∞
0
dy
exp
(
− yξ
)
y2 + 1
−
∫ ∞
0
dy
y exp
(
− yξ
)
y2 + 1


+
πAf ξA1
6ℓ3
+O( 1
ℓ4
).
(E32)
Integrals of the type I3 can be written as (see Eqs. (22) and Eqs. (E2))
I3
(ℓ,ℓ)
(dw,dw)
=
Afπ
2
{
A2l
∫ ℓ
dw
dz
∫ ℓ
dw
dz′
exp(z/ξ) exp(z′/ξ)
[(z − z′)2 + 1]2
+ 2AlBl
∫ ℓ
dw
dz
∫ ℓ
dw
dz′
exp(z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
+B2l
∫ ℓ
dw
dz
∫ ℓ
dw
dz′
exp(−z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
}
,
(E33)
I3
(∞,∞)
(ℓ,ℓ) =
Afπ
2
B2g
∫ ∞
ℓ
dz
∫ ∞
ℓ
dz′
exp(−z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2 , (E34)
I3
(ℓ,∞)
(dw,ℓ)
=
Afπ
2
{
AlBg
∫ ℓ
dw
dz
∫ ∞
ℓ
dz′
exp(z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
+BlBg
∫ ℓ
dw
dz
∫ ∞
ℓ
dz′
exp(−z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
}
,
(E35)
and
I3
(∞,ℓ)
(ℓ,dw)
=
Afπ
2
{
AlBg
∫ ∞
ℓ
dz
∫ ℓ
dw
dz′
exp(−z/ξ) exp(z′/ξ)
[(z − z′)2 + 1]2
+BlBg
∫ ∞
ℓ
dz
∫ ℓ
dw
dz′
exp(−z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
}
,
(E36)
with I3
(ℓ,∞)
(dw,ℓ)
= I3
(∞,ℓ)
(ℓ,dw)
. The double integrals can be reduced to single ones as follows:∫ u2
u1
dz
∫ v2
v1
dz′
exp(z/ξ) exp(z′/ξ)
[(z − z′)2 + 1]2 =
∫ u2
u1
dz exp(2z/ξ)
∫ v2
v1
dz′
exp((z′ − z)/ξ)
[(z − z′)2 + 1]2
(y:=z′−z)
=
∫ u2
u1
dz exp(2z/ξ)
∫ v2−z
v1−z
dy
exp(y/ξ)
[y2 + 1]2
=
ξ
2
[
exp(2z/ξ)
∫ v2−z
v1−z
dy
exp(y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=u2
z=u1
− ξ
2
∫ u2
u1
dz exp(2z/ξ)
[
−exp((v2 − z)/ξ)
[(v2 − z)2 + 1]2
+
exp((v1 − z)/ξ)
[(v1 − z)2 + 1]2
]
(y := z−v2,1)= ξ
2
[
exp(2z/ξ)
∫ v2−z
v1−z
dy
exp(y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=u2
z=u1
+
ξ
2
[
exp(2z/ξ)
∫ u2−z
u1−z
dy
exp(y/ξ)
(y2 + 1)
2
]∣∣∣∣∣
z=v2
z=v1
,
(E37)
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∫ u2
u1
dz
∫ v2
v1
dz′
exp(−z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2 = −
ξ
2
[
exp(−2z/ξ)
∫ v2−z
v1−z
dy
exp(−y/ξ)
(y2 + 1)
2
]∣∣∣∣∣
z=u2
z=u1
− ξ
2
[
exp(−2z/ξ)
∫ u2−z
u1−z
dy
exp(−y/ξ)
(y2 + 1)
2
]∣∣∣∣∣
z=v2
z=v1
,
(E38)
and
∫ u2
u1
dz
∫ v2
v1
dz′
exp(z/ξ) exp(−z′/ξ)
[(z − z′)2 + 1]2
=
[
z
∫ v2−z
v1−z
dy
exp(−y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=u2
z=u1
+
[∫ u2−z
u1−z
dy(y + z)
exp(y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=v2
z=v1
=
[
z
∫ v2−z
v1−z
dy
exp(−y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=u2
z=u1
+
[
z
∫ u2−z
u1−z
dy
exp(y/ξ)
[y2 + 1]
2
]∣∣∣∣∣
z=v2
z=v1
+
[∫ u2−z
u1−z
dy
y exp(y/ξ)
[y2 + 1]2
]∣∣∣∣∣
z=v2
z=v1
.
(E39)
Inserting these expressions into Eqs. (E33)-(E35) leads to
I3
(ℓ,ℓ)
(dw,dw)
=
Afπ
2
{
A2l ξ
[
exp(2ℓ/ξ)
∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2 − exp(2dw/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2
]
+ 2AlBl
[
(ℓ − dw)
(∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2 +
∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2
)
−
∫ ℓ−dw
0
dy
y exp(−y/ξ)
(y2 + 1)2
−
∫ ℓ−dw
0
dy
y exp(y/ξ)
(y2 + 1)2
]
+B2l ξ
[
− exp(−2ℓ/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2 + exp(−2dw/ξ)
∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2
]}
,
(E40)
I3
(∞,∞)
(ℓ,ℓ) =
Afπ
2
B2gξ exp(−2ℓ/ξ)
∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)2
, (E41)
and
I3
(ℓ,∞)
(dw,ℓ)
=
Afπ
2
{
AlBg
[
ℓ
(∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)
2 −
∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2
)
+
∫ ℓ−dw
0
dy
y exp(−y/ξ)
(y2 + 1)
2
−dw
∫ ∞
l−dw
dy
exp(−y/ξ)
(y2 + 1)2
]
+BlBg
ξ
2
[
exp(−2dw/ξ)
∫ ∞
ℓ−dw
dy
exp(−y/ξ)
(y2 + 1)2
+exp(−2ℓ/ξ)
(∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2 −
∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)
2
)]}
.
(E42)
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We note the following relations:
A2l = A
2
1 exp(−2ℓ/ξ)
AlBl = A1B1 exp(−2ℓ/ξ) +A1B2 exp(−ℓ/ξ)
AlBg = A1B1 exp(−2ℓ/ξ) +A1B2 exp(−ℓ/ξ)−A21
B2l = B
2
1 exp(−2ℓ/ξ) + 2B1B2 exp(−ℓ/ξ) +B22
BlBg = B
2
1 exp(−2ℓ/ξ) + 2B1B2 exp(−ℓ/ξ)−A1B2 exp(ℓ/ξ) +B22 −A1B1
B2g = B
2
1 exp(−2ℓ/ξ) + 2B1B2 exp(−ℓ/ξ)− 2A1B2 exp(ℓ/ξ)
+A21 exp(2ℓ/ξ) +B
2
2 − 2A1B1.
(E43)
Accordingly we obtain
1
2
(
I3
(ℓ,ℓ)
(dw,dw)
+I3
(ℓ,∞)
(dw,ℓ)
+I3
(∞,ℓ)
(ℓ,dw)
+I3
(∞,∞)
(ℓ,ℓ)
)
=
Afπ
2
{
A2l ξ
2
[
exp(2ℓ/ξ)
∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2
− exp(2dw/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2
]
−A21
[
(ℓ−dw)
∫ ∞
ℓ−dw
dy
exp(−y/ξ)
(y2 + 1)2
+
∫ ℓ−dw
0
dy
y exp(−y/ξ)
(y2 + 1)2
]
+AlBl
[
(ℓ−dw)
∫ ∞
dw−ℓ
dy
exp(−y/ξ)
(y2 + 1)
2 −
∫ ℓ−dw
0
dy
y exp(y/ξ)
(y2 + 1)
2
]
+
B2l ξ
2
exp(−2dw/ξ)
∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)2
+ (−A1B1 −A1B2 exp(ℓ/ξ)) ξ
2
×
×
[
exp (−2dw/ξ)
∫ ∞
ℓ−dw
dy
exp (−y/ξ)
(y2 + 1)
2
+ exp (−2ℓ/ξ)
∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2
]
+
ξ
2
(
A21 exp(2ℓ/ξ)−A1B2 exp(ℓ/ξ)−A1B1
)×
× exp(−2ℓ/ξ)
∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)
2
}
.
(E44)
In order to determine the asymptotic behavior of the integrals in Eqs. (E40)-(E42) we repeatedly integrate by parts
so that ∫ ℓ−dw
0
dy
exp(y/ξ)
(y2 + 1)
2 =
ξ exp((ℓ − dw)/ξ)
((ℓ− dw)2 + 1)2
− ξ + ξ
∫ ℓ−dw
0
4y
(y2 + 1)
3 exp(y/ξ),
=
ξ exp((ℓ − dw)/ξ)
ℓ4
+O(ℓ−5 exp(ℓ/ξ)), ℓ≫ 1,
(E45)
∫ ℓ−dw
0
dy
exp(−y/ξ)
(y2 + 1)
2 =
∫ ∞
0
dy
exp(−y/ξ)
(y2 + 1)
2 −
∫ ∞
ℓ−dw
dy
exp(−y/ξ)
(y2 + 1)
2 (E46)
with ∫ ∞
ℓ−dw
dy
exp(−y/ξ)
(y2 + 1)
2 =
ξ exp(−(ℓ − dw)/ξ)
((ℓ− dw)2 + 1)2
− ξ
∫ ∞
ℓ
4y
(y2 + 1)
3 exp(−y/ξ)
=
ξ exp(−(ℓ − dw)/ξ)
ℓ4
+O(ℓ−5 exp(−ℓ/ξ)), ℓ≫ dw,
(E47)
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and ∫ ∞
dw−ℓ
dy
exp(−y/ξ)
(y2 + 1)
2 =
ξ exp ((ℓ− dw)/ξ)
((ℓ− dw)2 + 1)2
− ξ
∫ ∞
dw−ℓ
4y
(y2 + 1)
3 exp(−y/ξ)
=
ξ exp((ℓ − dw)/ξ)
ℓ4
+O(ℓ−5 exp(ℓ/ξ)), ℓ≫ dw.
(E48)
Finally, collecting the leading terms for ℓ→∞ one obtains the asymptotic behavior
1
2
(
I3
(ℓ,ℓ)
(dw,dw)
+ I3
(ℓ,∞)
(dw,ℓ)
+ I3
(∞,ℓ)
(ℓ,dw)
+ I3
(∞,∞)
(ℓ,ℓ)
)
=
Afπξ
2

A21+B
2
2 exp
(
− 2dwξ
)
2

∫ ∞
0
dy
exp
(
− yξ
)
(y2 + 1)2
− AfπA
2
1
2
(
1
2
− 1
2ξ
∫ ∞
0
dy
exp(−y/ξ)
y2 + 1
)
+O
(
1
ℓ4
)
.
(E49)
Inserting the results for these integrals (see Eqs. (E14), (E15), (E27), (E28), (E30), (E32), and (E49)) into Eq.
(E1), one obtains the effective interface potential ω(ℓ) = Ωs,lr(ℓ)− Ωs,lr(∞) given by Eq. (56); the index lr refers to
long-ranged interactions (Sec. III).
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