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Abstract
Let {η(v) : v ∈ VN} be a discrete Gaussian free field in a two-dimensional box VN of side
length N with Dirichlet boundary conditions. We study the Liouville first passage percolation,
i.e., the shortest path metric where each vertex is given a weight of eγη(v) for some γ > 0.
We show that for sufficiently small but fixed γ > 0, with probability tending to 1 as N →
∞, all geodesics between vertices of macroscopic Euclidean distances simultaneously have (the
conjecturally unique) length exponent strictly larger than 1.
1 Introduction
Let B ⊆ Z2 be finite and non-empty. The discrete Gaussian free field (DGFF) {ηB(v) : v ∈ B}
with Dirichlet boundary conditions is a mean-zero Gaussian process with
EηB(x)ηB(y) = Ex
τ−1∑
t=0
1{St=y} for all x, y ∈ B ,
where {St : t = 0, 1, 2, · · · } is a simple random walk starting from x, and τ is the hitting time to
the boundary ∂B = {z ∈ B : ∃ w ∈ Bc such that z is a neighbor of w}.
Let VN = [0, N ]
2∩Z2. We set V3N = [−N, 2N ]2∩Z2, and believe that there is no ambiguity since
[0, 3N ]2∩Z2 will not be used. A path P in VN is a sequence of vertices v0, v1, · · · , vd in VN , where vi
is a neighbor of vi+1 for all i. The weight of P is defined to be w(P ) :=
∑
z∈P exp{γηV3N (z)}, where
γ > 0 plays the role of inverse-temperature. For x, y ∈ VN , the Liouville first passage percolation
(FPP) distance between x and y is defined to be min
P
w(P ), where the minimization is taken over
all paths in VN joining x and y. The (unique with probability 1) minimizer is defined to be the
geodesic between x and y, and denoted by GeoN,x,y. Let ‖x − y‖ be the Euclidean distance of x
and y, and |A| be the cardinality of a finite set A ⊆ Z2. Our main result is on the (conjecturally
unique) length exponent of such geodesics.
Theorem 1.1. There exists γ0 > 0 such that the following holds. For each γ ∈ (0, γ0), there exists
α = α(γ) > 0 such that for every κ ∈ (0, 1),
lim
N→∞
P
(∣∣GeoN,x,y∣∣ > N1+α for all x, y ∈ VN with ‖x− y‖ ≥ κN) = 1 .
∗Partially supported by an NSF grant DMS-1455049, an Alfred Sloan fellowship, and NSF of China 11628101.
†Supported by NSF of China 11371040 and 11771027.
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Theorem 1.1 states that with probability tending to 1 as N →∞, all geodesics simultaneously
have length exponent strictly larger than 1. We note that Benjamini [4] asked the question on
the dimension, which is analogous to the length exponent here, of the (conjecturally well-defined)
scaling limit of geodesics. Indeed, in [4] it was suspected that this dimension is strictly larger than
1.
Theorem 1.1 follows from a combination of results in [10, 12] and the following theorem (which
may be of independent interest). Let ‖P‖ = ‖x− y‖ if P is a path from x to y. Set
Pκ,α =
{
P : P is a path in VN , ‖P‖ ≥ κN, and |P | ≤ N1+α
}
.
Theorem 1.2. For each δ ∈ (0, 1), there exists α = α(δ) > 0 such that for every κ ∈ (0, 1),
lim
N→∞
P
(∣∣∣{z ∈ P : ηV3N (z) ≥ −15√δ logN}∣∣∣ ≥ 1
8
κN for all P ∈ Pκ,α
)
= 1.
By Theorem 1.2, with probability tending to 1 as N →∞, we have that
w(P ) ≥ 1
8
κNe−15γ
√
δ logN ≥ N1−16γ
√
δ for all P ∈ Pκ,α . (1)
By [12, Theorem 1.3], we have that (for γ < γ0) as N →∞,
max
x,y∈VN
E
(
w(GeoN,x,y)
) ≤ N1−γ4/3/(log γ−1)2 .
By [10, Theorem 3.1 and Proposition 6.7] (where we use [10, Theorem 3.1] to verify assumptions in
[10, Proposition 6.7]), we have that for γ < γ0 and every ǫ > 0, there exists C = Cǫ > 0 such that
max
x,y∈VN
w(GeoN,x,y) ≤ C max
x,y∈VN
E
(
w(GeoN,x,y)
)
with probability at least 1 − ǫ. The main result of [10] is the existence of sub-sequential scaling
limit, and as an intermediate step it was also proved that the diameter has the same order as the
distance between two fixed vertices (as stated above). Combining the last two displays, we get that
with probability tending to 1 as N →∞,
max
x,y∈VN
w(GeoN,x,y) ≤ N1−γ4/3/(log γ−1)3 .
Setting δ sufficiently small depending on γ (e.g., δ < γ) and combining the preceding inequality
with (1), we conclude that GeoN,x,y /∈ Pκ,α, establishing Theorem 1.1. Thus, the main task of the
present paper is to prove Theorem 1.2.
Remark 1.3. In fact, for every (not necessarily small) γ > 0, if one can show that the distance
exponent for the Liouville FPP is strictly less than 1, then combined with Theorem 1.2 this will
yield that geodesics have length exponent strictly larger than 1.
Remark 1.4. If one considers the DGFF in VN , Theorem 1.1 and Theorem 1.2 also hold, with
an additional assumption that x, y are away from boundary, i.e. ‖x − z‖, ‖y − z‖ ≥ aN for all
z ∈ ∂VN , where a ∈ (0, 1) and is fixed. The proof is essentially the same. We choose to consider
the DGFF in V3N to avoid unnecessary cumbersome notation.
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Remark 1.5. The proof of Theorem 1.2 should work for other log-correlated Gaussian fields with
⋆-scale invariant kernels as in [15]. In particular, our method should be adaptable for proving an
analogue of Theorem 1.2 for every reasonable discrete approximation of the continuous Gaussian
free field. There are two related open problems which are not considered in the present paper:
(i) as the discrete approximation gets finer, whether geodesics converge to those of the continuous
GFF; (ii) whether geodesics of the continuous GFF have dimension strictly larger than 1.
1.1 Related works
Recently, there have been a few works on the Liouville first passage percolation metric [10, 12].
As mentioned above, in [12] an upper bound on the distance exponent was derived, and in [10]
a sub-sequential scaling limit was proved for the normalized metric. Our work addresses another
important aspect of this random metric. That is, geodesics under this random metric have fractal
structures, in the sense that they have length exponent strictly larger than 1. (In contrast, for
the classical FPP with i.i.d. weights, assuming say the distribution of the weight is continuous,
geodesics have length exponent 1 [3, Theorem 4.6].) This, in turn, emphasizes the fractal nature
of the Liouville FPP, which is drastically different from the classical FPP.
In [13], the chemical distance (i.e., the graph distance in the induced open cluster) for the
percolation of level sets of the two-dimensional DGFF was studied. In particular, [13, Theorem 1.1]
implies that there exists a path of length exponent 1 and Liouville FPP weight O
(
N1+o(1)
)
joining
the two boundaries of an annulus. This can be regarded as a complement of our Theorem 1.2.
In [14], a non-universality result was proved on the distance exponent for geodesics among log-
correlated Gaussian fields. This suggests that the distance exponent is subtle. In light of [14], there
seems to be no reason to expect that the geodesic length exponent is universal among log-correlated
fields.
Another related work is [16], where the authors studied a type of discrete metric associated
with the Liouville quantum gravity (LQG), and gave some bounds on the distance exponent of
corresponding geodesics. While the Liouville FPP metric is expected to be related to random
metric on the LQG, we refrain ourselves from an extensive discussion on the LQG metric. An
interested reader is referred to [21, 20] (as well as references therein) for a body of recent works
on the construction of a metric in the continuum as well as its connection to the Brownian map.
However, so far we see no mathematical connection between our work and [16, 21, 20]. Finally, we
remark that in a recent work [19] the authors studied a random pseudo-metric on a graph defined
via the zero-set of the Gaussian free field on its metric graph.
1.2 Notation convention
For z = (z1, z2), w = (w1, w2) ∈ R2, let
|z − w|∞ = |z1 − w1| ∨ |z2 − w2| and ‖z − w‖ =
√
|z1 − w1|2 + |z2 − w2|2
be the L∞-distance and the L2-distance of z and w, respectively. Let d(z,B) = infw∈B ‖z − w‖.
Similarly, we have d(B1, B2), d∞(z,B) and d∞(B1, B2).
By side length of a box, we mean the L2-distance of its two lower corners. For x = (x1, x2) ∈ Z2
and ℓ ∈ 2Z+, let
Bℓ(x) :=
(
[x1 − ℓ/2, x1 + ℓ/2] × [x2 − ℓ/2, x2 + ℓ/2]
) ∩ Z2
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be the box centered at x and of side length ℓ (with the convention that B0(x) = {x}). For x ∈ R2
and ℓ > 0, let
B(x, ℓ) = {z ∈ R2 : ‖x− z‖ ≤ ℓ}
be the ℓ2-ball centered at x and of radius ℓ.
For an integer r ≥ 1, let [r] = {1, . . . , r}. Let {St : t = 0, 1, 2, · · · } be a simple random walk on
Z
2, and τD be the time it hits D.
1.3 Convention for constants and parameters
Throughout this paper, let C0, C1, C2, . . . > 0 be universal constants. Let k ∈ Z+ and K =
2k be fixed and large. Here and in what follows, by K is large we mean that it is large with
respect to universal constants, so that we can assume that the inequalities such as C2 ≤ C1k and
K
1
K2k e
− 1
K2+1 < 1 hold.
Let δ, κ ∈ (0, 1) be as in Theorem 1.2, and ε > 0. Let K(δ, ε) be a fixed and large integer relying
on ε and δ, and of the form 2k. Similarly, we have K1(ε),K2(ε),K3(δ).
Recall that VN = [0, N ]
2 ∩ Z2 and V3N = [−N, 2N ]2 ∩ Z2. Let V2N =
[−12N, 32N]2 ∩ Z2. We
will consider the limiting behavior when N →∞. Set m ∈ Z+ such that
Km+1 ≤ κN < Km+2.
Note that m → ∞ since N → ∞ and K,κ are fixed. Thus, we can assume without loss that the
inequalities such as (Ke−k)δm < δ hold.
1.4 Outline of the proof
The general proof strategy in this paper is multi-scale analysis, which has seen powerful applications
in the percolation theory (see, e.g., [6, 9, 7, 8, 22, 2]). In particular, our proof of Theorem 1.2 is
inspired by the methods employed in [8, 22] (especially, [22]) in the study of the fractal percolation
process. A particular instance of the fractal percolation process is as follows. Partition V = [0, 1]2
into identical boxes {Br,i} of side length 2−r. Remove each Br,i, r ≥ 1, i ∈ [22r] independently with
probability p. The vertices which are removed (that is, at least one of the boxes containing the
vertex is removed) are said to be closed, and those retained are said to be open. In the supercritical
case, it was known from [6] that with non-vanishing probability there exists an open crossing, where
by crossing we mean a path connecting the left and right boundaries of V . In [8, 22] it was shown
that each such open crossing has (box-counting) dimension strictly larger than 1. Roughly speaking,
the proof strategy of [22] is that in every scale 2−r, a sufficient number of boxes in {Br,i, i ∈ [22r]}
are removed, which forces each open crossing to take detours in this scale with a non-vanishing
frequency. Thus, each open crossing has dimension strictly larger than 1.
The framework of our proof is similar in spirit to that of [22] since the two-dimensional DGFF
has a similar hierarchical structure (see Section 2.2). Recall Km+1 ≤ κN < Km+2. We will
show that for each x ∈ VN we have ηV3N (x) ≈
∑m−1
j=0 ηj(x), where η0(x), . . . , ηm−1(x) are mutually
independent and of mean zero. In addition, we have that Eηj(x)
2 = O(k), and that ηj(x) and ηj(y)
are independent if |x − y| ≥ Kj+1. However, there are two important differences from the fractal
percolation process, as follows.
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• In the fractal percolation process, a vertex z is removed as long as one removes the box in{
Br,i, i ∈ [22r]
}
containing z for some r. However, in our context, one may naturally define
a vertex z to be removed if ηV3N (z) ≥ −15√δ logN (15 here is a number that is chosen
somewhat arbitrarily for convenience of exposition later; similar for 18 below). Thus, whether
a vertex is removed or not can only be verified by putting together the values ηj(z)’s for
(almost) all j’s, rather than by the value of ηj(z) for some j. This is a huge difference
between the fractal percolation process and our model.
• In the fractal percolation process, one only needs to demonstrate that for each crossing with
dimension close to 1, there exists one vertex on it which is removed. However, in our context,
we must show that for each P ∈ Pκ,α, there exist on P a large number (namely, at least 18κN)
of vertices which are all removed.
In order to address the aforementioned difficulties, we will associate each path P in
Pκ := {P : ‖P‖ ≥ κN}
with a tree TP via a deterministic construction, as demonstrated in Section 3.1. The nodes of
TP correspond to a family of sub-paths of P , where the parent/child relation in TP corresponds to
path/sub-path relation in the plane. In particular, the root corresponds to P , the leaves correspond
to vertices on P , and a node u in the r-th level of TP corresponds to a sub-path in scale Km−r (see
(17) below for definition). We will define the tame/untamed property of a sub-path (see (18) below
for definition), equivalently, of a node. Roughly speaking, a sub-path is tame if it lies in an ellipse
whose focuses are its endpoints and whose ratio of width to height is K to 1. Thus, it behaves
more or less like a straight segment in the corresponding scale (recall that K is large).
With the above definitions at hand, we will show that tame nodes have degreeK, while untamed
nodes have degree ≥ K always and have degree ≥ K+1 at non-vanishing frequency on every branch
of the tree (see Proposition 3.1). In addition, note that for P with length exponent close to 1, the
number of leaves in TP is small. Thus, untamed nodes should be rare in TP . But it turns out that
counting measure is not a good measurement of rareness for our purpose. In order to be compatible
with our analysis later, in Section 3.2 we will consider the uniform flow θP on TP instead, and show
in Proposition 3.6 that the fraction of flow supported on untamed nodes is small.
In Section 4.1, we will study the behavior of a tame sub-path. For all tame sub-paths with
fixed endpoints, in Proposition 4.1 we will derive a uniform upper bound on the fraction of its open
children, i.e., the children with ηj−1 ≥ εk (see the beginning of Section 4 for a rigorous definition
for open sub-paths). The proof of Proposition 4.1 crucially relies on the fact that all these tame
sub-paths lie in the same thin tunnel in the corresponding scale (in other words, they are essentially
one-dimensional in that scale).
In Section 4.2, based on Proposition 3.6 and Proposition 4.1 we will prove Proposition 4.3, which
bounds the fraction (measured with respect to the uniform flow θP ) of open nodes for all possible
paths simultaneously. Thanks to Proposition 3.6, we can relatively easily bound the fraction of
open nodes with untamed parents, and thus the main challenge for proving Proposition 4.3 lies on
controlling the fraction of open nodes with tame parents. More precisely, we only need to show that
simultaneously for all paths in Pκ,α, a typical tame node u in scale Kj contributes a small fraction
of open children. In order for a simultaneous control, we will apply a union bound in every scale
in an inductive manner, via a multi-scale analysis on corresponding tree structures. Our strategy
is in flavor similar to the chaining argument (see [24] for an excellent account on this topic), which
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is a powerful method in bounding the maximum of a random process. The success in our context
crucially relies on the introduction of the uniform flow θP as we describe next. Suppose that a node
has a large degree d. On the one hand, the choices of locations of the children grow exponentially
in d. On the other hand, (in light of the definition of uniform flow) we will perform an average over
d children, and thus obtain a large deviation. In addition, the probability decays exponentially in
d, thereby beating the growth of enumeration if we choose our parameters appropriately. The key
step for the induction analysis will be carried out in Lemma 4.4.
Finally, in Section 4.3 we will show that for each P ∈ Pκ,α there are at least 18κN vertices z on
P such that
∑m−1
j=0 ηj(z) ≥ −mεk = −
√
δ · O(logN) by setting ε = O(√δ), completing the proof
of Theorem 1.2. The estimates in Section 4.3 are more or less straightforward, and thus we do not
discuss further here.
Acknowledgement. We warmly thank an anonymous referee for a detailed report, which leads
to a significant improvement on exposition.
2 Preliminaries on two-dimensional DGFF
2.1 Log-correlation
Recall that {St} is a simple random walk on Z2, and the DGFF in B has covariance given by the
Green function associated with {St} in B. An explicit formula of the Green function is given in
[17, Proposition 4.6.2].
EηB(x)ηB(y) = Ex
τ−1∑
t=0
1{St=y} =
∑
z∈∂B
Px(Sτ = z)a(z − y)− a(x− y), (2)
where τ = τ∂B , ∣∣∣∣a(x)−
(
2
π
log ‖x‖+ 2γ¯ + log 8
π
)∣∣∣∣ ≤ C0‖x‖−2 with a(0) = 0, (3)
γ¯ is the Euler constant, and C0 > 0 is a universal constant [17, Theorem 4.4.4].
Suppose that B ⊆ Z2 is a box of side length ℓ. Set B( 110 ) := {z ∈ B : d∞(z, ∂B) > 110ℓ} (here
1
10 is a somewhat arbitrary choice). Then, one can check that the DGFF is log-correlated, i.e. that
there are universal constants C1, C2 > 0 such that∣∣∣∣EηB(x)ηB(y)− C1 log2 ℓ|x− y|∞ ∨ 1
∣∣∣∣ ≤ C2 for all x, y ∈ B( 110 ). (4)
Remark 2.1. The condition in (4) is a general assumption for log-correlated Gaussian fields. For
the DGFF, C1 =
2
π log 2 by (3).
Moreover, we can choose C2 such that the following hold: For ℓ ∈ 2Z+ and x0 ∈ Z2, set B = Bℓ(x0)
(recall that it is the box centered at x0 and of side length ℓ). Then,
EηB(x0)η
B(y) ≤ C2 for all y ∈ B \B( 110 ). (5)
Note that there exists a universal constant C3 > 0 such that for each box B ⊆ Z2 of side length ℓ,
Px(Sτ = z) ≤ C3ℓ−1 for all x ∈ B(
1
10
) and z ∈ ∂B (6)
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(see, e.g., [17, Proposition 8.1.4]). Furthermore, for ℓ, ℓ˜ ∈ 2Z+ with ℓ˜ > ℓ, we have
∣∣∣EηBℓ˜(x0)(x0)2 − EηBℓ(x0)(x0)2∣∣∣ ≤ 4C3(ℓ˜− ℓ)
ℓ
. (7)
For the sake of completeness, next we show (4), (5) and (7).
Proof of (4), (5) and (7). Set C2 := 2C0+log 15+
2γ¯+log 8
π . For (4), note that ℓ/10 ≤ ‖x−z‖ ≤
√
2ℓ
for all z ∈ ∂B. Combined with (3), this implies that ∣∣a(z − x)− 2π log ℓ∣∣ ≤ ∣∣∣log ‖x−z‖ℓ ∣∣∣+ 2γ¯+log 8π +
C0 ≤ C2. Thus (4) holds if x = y. If x 6= y, then ℓ/10√2|x−y|∞ ≤
‖z−y‖
‖x−y‖ ≤
√
2ℓ
|x−y|∞ for all z ∈ ∂B.
Combined with (2) and (3), this yields that
∣∣∣(a(z − y)− a(x− y))− 2π log ℓ|x−y|∞
∣∣∣ ≤ log 15+2C0 ≤
C2. Thus (4) holds.
Set B = Bℓ(x0) and B˜ = Bℓ˜(x0) for brevity. For (5), since
‖z−y‖
‖x0−y‖ ≤
√
2ℓ
( 1
2
− 1
10
)ℓ
for all y ∈ B \B( 110 )
and z ∈ ∂B, one has a(z − y) − a(x − y) ≤ 2C0 + 2π log ‖z−y‖‖x0−y‖ ≤ 2C0 + log 5. Consequently,
EηB(x0)η
B(y) ≤ C2, which is (5). For (7), denote by τ and τ˜ respectively the times {St} hits ∂B
and ∂B˜. Then,
EηB˜(x0)
2 − EηB(x0)2 = Ex0
τ˜−1∑
t=τ
1{St=x0} =
∑
z∈∂B
Px0(Sτ = z)Eη
B˜(x0)η
B˜(z) ≤ C3
ℓ
Ex0
τ˜−1∑
t=0
1{St∈∂B},
where in the last inequality we have used (2) and (6). In addition, it is not difficult to check that
Ex0
∑τ˜−1
t=0 1{St∈∂B} ≤ 4(ℓ˜ − ℓ) via an analysis of the process {|St|∞}, a similar proof of which is
referred to [13, Lemma 2.2]. Then, the proof of (7) is completed. ✷
2.2 Hierarchical structure
For B ⊆ V3N , denote by HB the Gaussian field satisfying (a) HB coincides with ηV3N on Bc ∪ ∂B,
(b) HB is harmonic in B \ ∂B. That is, HB is the harmonic extension of ηV3N |Bc∪∂B . Set ηB :=
ηV3N −HB . The well-known Markov property of the DGFF states that ηB is a version of the DGFF
in B with Dirichlet boundary conditions, and it is independent of HB. In words, ηV3N = ηB
⊕
HB
is an orthogonal decomposition. This property also holds when V3N is replaced by any D with
B ⊆ D. Especially, the corresponding orthogonal decomposition is ηD = ηB⊕(ηD − ηB), if
B ⊆ D ⊆ V3N . We are now ready to introduce the hierarchical structure of ηV3N .
Recall that K = 2k is large but fixed, and m is selected such that Km+1 ≤ κN < Km+2. Let
H2r(x) := H
B2r (x)(x), r ≥ 1 for brevity, and let H1(x) := ηV3N (x). Define
Xr(x) := H2r(x)−H2r+1(x) and ηj(x) =
(j+1)k−1∑
r=jk
Xr(x), (8)
where r = 0, 1, . . . ,mk − 1 and j = 0, 1, . . . ,m− 1. Then
ηV3N (x) = η(x) +HKm(x), where η(x) :=
m−1∑
j=0
ηj(x).
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Figure 1: In Figure (a), the tiny boxes are BKm(x)’s for x ∈ V2N . They are tiny and lie inside V (10)3N ,
since Km/N ≤ κ/K. In Figure (b), the two boxes are samples of B2(j+1)k and B2jk respectively—
note that the latter is a tiny sub-box in the former, which visually emphasizes the fact that k is
large. In Figure (c), the round points stand for vertices in Z2: the red one is x and the blue ones
are its (ℓ∞-)neighbors.
We will mainly study the term η(x) =
∑m−1
j=0 ηj(x), while the term HKm(x) will be controlled
relatively easily.
By the Markov property, we have

Xr(x), r = 0, 1, · · · ,mk − 1 are mutually independent;
Xr(x) and Xr(y) are independent if |x− y|∞ ≥ 2r+1;
ηj(x) and ηj(y) are independent if |x− y|∞ ≥ Kj+1.
(9)
Furthermore, note
∑r−1
i=0 Xi(x) = η
B2r (x)(x). By (4) and (9), we have
EXr(x)
2 ≤ C1 + 2C2 and |Eηj(x)2 − C1k| ≤ 2C2. (10)
Next, we will show that the covariances of all ηj ’s are bounded from below. Recall V2N =[−12N, 32N]2 ∩ Z2.
Lemma 2.2. There exists a universal constant C4 > 0 such that Eηj(x)ηj(y) ≥ −C4 for all
x, y ∈ V2N .
Proof. We only give the proof for j ≥ 1, since that for j = 0 is similar by setting B1 = {x} below.
Set B1 = BKj(x) and B2 = BKj+1(x) for brevity. Recall ηj(x) = η
B2(x)− ηB1(x). By the Markov
property,
Eηj(x)η
V3N (z) =


0 for all z ∈ V3N \B2,
EηB2(x)ηB2(z) for all z ∈ B2 \B1,
EηB2(x)ηB2(z)− EηB1(x)ηB1(z) for all z ∈ B1.
(11)
In the case z ∈ B1, one has EηB2(x)ηB2(z) − EηB1(x)ηB1(z) = Ex
∑τ2−1
t=τ1
1{St=z} by (2), where τ1
and τ2 are respectively the times {St} hits ∂B1 and ∂B2. Therefore, in all these three cases, we
have
Eηj(x)η
V3N (z) ≥ 0. (12)
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Note ηj(y) = HKj(y)−HKj+1(y). By (11) and (12),
Eηj(x)ηj(y) ≥ −
∑
z∈∂B˜2
Py(Sτ = z)Eηj(x)η
V3N (z) = −
∑
z∈B2∩∂B˜2
Py(Sτ = z)Eηj(x)η
V3N (z),
where B˜2 = BKj+1(y) and τ = τ∂B˜2 . Note that B2 ∩ ∂B˜2 lies in the union of a horizontal line and
a vertical line in B2. We will show that for every horizontal or vertical line L in B2,∑
z∈L
Eηj(x)η
V3N (z) ≤ (3C1 + 2C2 + 1)Kj+1. (13)
Assuming (13), by (6) and (12), we have Eηj(x)ηj(y) ≥ −2(3C1+2C2+1)C3, completing the proof.
It remains to prove (13). Without loss of generality, suppose x = (0, 0) and L = {(z1, z2) ∈ B2 :
z2 = b}, where b ∈ (−12Kj+1, 12Kj+1) ∩ Z. We will prove (13) by dividing L into three parts (as
follows) and bounding the contribution for each part separately.
Part 1. By (5) and (11),∑
z∈L\B(
1
10 )
2
Eηj(x)η
V3N (z) ≤
∑
z∈L\B(
1
10 )
2
EηB2(x)ηB2(z) ≤ C2
∣∣L \B( 110 )∣∣ ≤ C2Kj+1.
Part 2. Let L0 = {(z1, z2) ∈ L : z1 ∈ [−12Kj , 12Kj] ∩ Z}. By (4) and (11),
∑
z∈(L\L0)∩B(
1
10 )
2
Eηj(x)η
V3N (z) ≤ 2
Kj+1/2∑
r=Kj/2+1
(
C1 log2
Kj+1
r
+ C2
)
≤ (3C1 + C2)Kj+1.
Part 3. Suppose z ∈ L0 ∩ B(
1
10
)
2 . If |b| ≥ Kj/2, one has |x − z|∞ ≥ Kj/2. Otherwise, we have
z ∈ B1. By (11),
Eηj(x)η
V3N (z) = Ez
τ2−1∑
t=τ1
1{St=x} ≤ max
w∈∂B1
Ew
τ2−1∑
t=0
1{St=x} = max
w∈∂B1
Ewη
B2(x)ηB2(w),
where τ1 and τ2 are respectively the times {St} hits ∂B1 and ∂B2. Note that |w− x|∞ = Kj/2 for
all w ∈ ∂B1. By (4), in both cases we have Eηj(x)ηV3N (z) ≤ C1 log2 K
j+1
Kj/2
+ C2. Therefore,
∑
z∈L0∩B(
1
10 )
2
Eηj(x)η
V3N (z) ≤ (Kj + 1)× (C1 log2(2K) + C2) ≤ Kj+1.
Summing the upper bounds in these three parts, we conclude (13). ✷
Lemma 2.3. There is a universal constant C5 > 0 such that for j ≥ 0 and u, v ∈ V2N satisfying
|u− v|∞ ≤ Kj, both E(HKj(u)−HKj(v))2 and E(ηj(u)− ηj(v))2 are no more than C5 |u−v|∞Kj .
Proof. Suppose u 6= v without loss. Set C = 24C3(1 + C0) + 4C2. We will show that for j =
0, 1, . . . ,m,
E(HKj(u)−HKj(v))2 ≤ C|u− v|∞/Kj (14)
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if |u − v|∞ ≤ Kj. Assuming this, we will complete the proof by setting C5 := 4C, noting that
ηj = HKj −HKj+1 .
Next, we will show (14). For j = 0, note that HK0 = η
V3N . Then, (14) holds by (4). For
j ∈ [m], denote BKj(u), BKj(v), BKj+2|u−v|∞(u) and BKj+2|u−v|∞(v) by Bu, Bv, B˜u and B˜v for
brevity. Without loss of generality, we suppose that u1 < v1 and u2 < v2, where u = (u1, u2)
and v = (v1, v2). Let B be the box of side length K
j + |u − v|∞ and with lower left corner
(u1 −Kj/2, u2 −Kj/2). Then Bu ∪Bv ⊆ B ⊆ B˜u ∩ B˜v ⊆ V3N .
?? 
?? ? ??? 
Figure 2: The round points are u and v. The boxes with solid lines are Bu and Bv. The boxes
with dashed lines are B˜u and B˜v. The box with shadow is B.
Note that
HKj(u)−HKj(v) =
(
HBu(u)−HB(u)) − (HBv(v)−HB(v)) + (HB(u)−HB(v)). (15)
For the first two terms, note
E
(
HBu(u)−HB(u))2 = EηB(u)2 − EηBu(u)2 ≤ EηB˜u(u)2 − EηBu(u)2 ≤ 4C3|u− v|∞
Kj
,
where in the last inequality we have used (7). One can have the same estimate for the second term,
by the same reasoning.
For the third term, let
ϕ(D) =
∑
z∈∂D
(
Pu(Sτ = z)− Pv(Sτ = z)
)(
a(z − u)− a(z − v)),
where τ = τ∂D, forD = B orD = V3N . By (2) and the orthogonal decomposition η
V3N = ηB
⊕
HB ,
we have
E(HB(u)−HB(v))2 ≤ |ϕ(V3N )|+ |ϕ(B)| , (16)
where we refer to [5, Lemma 3.10] for a similar derivation.
Note u, v ∈ D( 110 ). Suppose z ∈ ∂D. By (6)
|Pu(Sτ = z)− Pv(Sτ = z)| ≤ 4C3|∂D| .
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By (3), we obtain that
a(z − u)− a(z − v) ≤ 2
π
log
‖z − u‖
‖z − v‖ +
2C0
Kj
≤ 2(1 + C0) |u− v|∞
Kj
,
where we have used that
log
‖z − u‖
‖z − v‖ ≤ log
(
1 +
‖u− v‖
‖z − v‖
)
≤ ‖u− v‖‖z − v‖ ≤
√
2|u− v|∞
Kj/2
≤ 3 |u− v|∞
Kj
.
By symmetry,
∣∣a(z − u)− a(z − v)∣∣ ≤ 2(1 + C0) |u−v|∞Kj . It thus follows that
∣∣ϕ(D)∣∣ ≤ 8C3(1 + C0) |u− v|∞
Kj
for D = B and D = V3N .
Combined with (16), this implies that the third term in (15) has variance no more than 16C3(1 +
C0)
|u−v|∞
Kj
. Therefore, (14) holds. ✷
At the end of this section, we state two lemmas, which will be useful in the next section.
Lemma 2.4. (Dudley’s inequality, [1, Theorem 4.1]) Let B ⊆ Z2 be a box of side length ℓ and
{Gw : w ∈ B} be a mean zero Gaussian field satisfying
E(Gz −Gw)2 ≤ |z − w|∞/ℓ for all z, w ∈ B.
Then Emaxw∈B Gw ≤ C6, where C6 > 0 is a universal constant.
Lemma 2.5. (Borell–Tsirelson inequality, [18, Theorem 7.1, Equation (7.4)]) Let {Gz : z ∈ B} be
a Gaussian field on a finite index set B. Set σ2 = maxz∈B Var(Gz). Then
P
(∣∣∣∣maxz∈B Gz − Emaxz∈B Gz
∣∣∣∣ ≥ a
)
≤ 2e− a
2
2σ2 for all a > 0.
3 Hierarchical structure of a path
In this section, we will explore a certain hierarchical structure of a path. The whole analysis is
purely a geometric and deterministic statement. Later in Section 4, a certain multi-scale analysis
of the DGFF will be carried out on this hierarchical structure.
In Section 3.1, we will consider scales in the form of Kj for all j ≥ 0. Recall that K = 2k is
large but fixed. We will give the definition of a path in scale Kj (see (17) below). Then, we will
devise a procedure to extract some disjoint sub-paths P (i)’s in scale Kj from a path P in scale
Kj+1, which do not necessarily compose a partition of P . We call these P (i)’s the child-paths of
P . With this procedure, we can obtain some properties of the child-paths (as stated in the main
result Proposition 3.1 of Section 3.1), which are crucial for our goal. Furthermore, we can extract
child-paths of P (i)’s and so on, and finally obtain a family of sub-paths of P . Identifying each
sub-path in this family with a node on a tree (where the parent/child relation in the tree is induced
by the child-paths under the procedure), we can associate to the path P a tree TP . With such
correspondence, Proposition 3.1 is translated into Proposition 3.3.
In Section 3.2, we will prove that TP satisfies a certain regularity condition if the length exponent
of P is close to 1 (see Proposition 3.6).
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3.1 Construction of the tree associated to a path
We start with a few definitions. Let
BDr =
{[
ar − 1
2
, (a+ 1)r − 1
2
]
×
[
br − 1
2
, (b+ 1)r − 1
2
]
: a, b ∈ Z
}
.
For technical reasons, we will partition R2 into boxes whose boundaries can not intersect with Z2.
To this end, we shift the integer boxes by 12 in each axis. Note that (B ∩ Z2)’s partition Z2, where
B is taken over BDr.
We will regard a discrete path P = (z0, z1, z2, · · · ) on Z2 as a continuous path in R2. Concretely,
we identify P as (zt, t ≥ 0) with zn+s = (1 − s)zn + szn+1 for all n = 0, 1, 2, . . . and 0 ≤ s ≤ 1.
To allow us further flexibility, in what follows we allow a path to start or end at a point that lies
inside an edge.
Denote by xP and yP the starting point and the ending point of a path P , respectively. Let
‖P‖ := ‖xP − yP‖, similar to discrete paths. Set |P | := |P ∩Z2|, which is the cardinality of integer
vertices on P . We say that two paths P and Q are disjoint if P \ {xP , yP} and Q \ {xQ, yQ} are
disjoint.
1. Paths in scale Kj.
Recall that B(x, ℓ) is the ℓ2-ball centered at x and of radius ℓ. Let
SL0 = Z2,
SLj :=
{
P : 1 ≤ 1
Kj
‖P‖ ≤ 1 + 1
K
, P ⊆ B(xP , ‖P‖)
}
for all j ≥ 1. (17)
The property P ⊆ B(xP , ‖P‖) is crucial in the proofs later, and we will show that the extracted
child-paths satisfy it (see Proposition 3.1 (d) below). In the definition of SL0 and what follows, we
identify a vertex z as {z}, and regard it as a path in the smallest scale. We say that P is a path in
scale Kj if P ∈ SLj, in which case ‖P‖ is comparable to Kj (for j ≥ 1) .
For j ≥ 0 and each P ∈ SLj+1, let
E(P ) :=
{
z ∈ R2 : ‖xP − z‖+ ‖yP − z‖ ≤
(
1 +
2
K2
)
‖P‖
}
,
which is an ellipse of width O(Kj+1) and height O(Kj). Define
E˜(P ) =
{
z ∈ R2 : d(z,E(P )) ≤ 4Kj} . (18)
We say that P is tame if P ⊆ E˜(P ), and untamed otherwise. We would like to mention that we do
not say a path in SL0 is tame or untamed.
Rescale R2 by regarding Kj as unity, and consider the paths in scale Kj+1. The tame property
implies that P is roughly a straight segment of length O(K), while the untamed property implies
that P looks like a curve. What is important to us is that a curve is longer than a straight segment
with the same endpoints. Thus, we can extract more/longer child-paths from untamed path, as
Property (b2) in Proposition 3.1 states. In other words, an untamed sub-path will bring a large
amount of offsprings in the whole family. Therefore, if a path in Pκ has length exponent close
to 1, the family of its sub-paths can not contain many untamed ones, which will be proved in
Proposition 3.6.
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We call Property (c) in Proposition 3.1 the 12-times-rule (here the number 12 is a somewhat
arbitrary choice). With it, the child-paths are not dense in some sense, so that we can take
advantage of (9) and employ a large deviation estimate for hj |P (i) ’s later. Recall [r] = {1, . . . , r}.
Proposition 3.1. Suppose that j ∈ [m−2] and P ∈ SLj+1. Then, there exists ℓ ∈ [Kj, (1+ 1K )Kj ],
a positive integer d, and disjoint sub-paths P (i) of P for i ∈ [d] such that the following hold.
(a) d ≥ K.
(b1) ℓ ≥ 1d‖P‖.
(b2) ℓ ≥ (1 + 1
K2
)1d‖P‖ if P is untamed.
(c) Each box in BDKj is visited by at most 12 sub-paths of the form P (i), i ∈ [d].
(d) P (i) ∈ SLj , and ‖P (i)‖ = ℓ for each i ∈ [d].
Proof. In the following, let x, y be respectively the starting and ending points of P , and let xi, yi
be those of P (i). For z ∈ P , let Pz be the sub-path of P starting at z, and let Pz,ℓ be the sub-path
of P starting at z until P reaches ∂B(z, ℓ) for the first time. We will set ℓ, pick xi’s, and define yi
as the point where Pxi first reaches ∂B(xi, ℓ), i.e. P
(i) = Pxi,ℓ. Then, Property (d) will be satisfied
naturally, and only Properties (a), (b1), (b2) and (c) are to be checked. Next, we will describe the
procedure and verify our construction respectively in the tame and untamed cases.
Suppose that P is tame. Set d := K and ℓ := 1K ‖P‖. Let L(x, y) be the straight segment
connecting x and y, i.e., L(x, y) = {(1 − s)x+ sy : 0 ≤ s ≤ 1}. Denote by zi the point in L(x, y)
with ‖zi − x‖ = iℓ, and by Li the line perpendicular to L(x, y) at zi. Then we take xi to be the
point where P hits Li−1 for the first time, for i ∈ [d], with x1 = x. It is not hard to check that
P (i)’s are disjoint, and Properties (a), (b1), (c) all hold.
 
Figure 3: The tame case. K = 8. The solid lines are P (i)’s. The dotted lines will be deleted. The
circle along the dashed line has radius ℓ, centered at x4.
Suppose that P is untamed. Set
dˆ :=
{
K, if ‖P‖ ≤ 1+1/K
1+1/K2
Kj+1,
K + 1, otherwise,
and ℓ :=
1
dˆ
(
1 +
1
K2
)
‖P‖.
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Since P ∈ SLj+1, we always have ℓ ∈
[
Kj,Kj
(
1 + 1K
)]
.
We set x1 = x. The key is to describe the choice of xi+1 for i ≥ 1 recursively. Suppose that we
have defined xi and yi. To obtain Property (c), let BDi be the collection of boxes B ∈ BDKj such
that B has been visited by 11 sub-paths in P (1), · · · , P (i−1), and it is also visited by P (i) (note that
BDi could be empty). If BDi = ∅, we define xi+1 = yi. If BDi 6= ∅ and y /∈ Bi := ∪B∈BDiB, let zi
be the point where P exits Bi eventually, i.e.
zi ∈ Bi and Pzi \ {zi} ⊆ (Bi)c.
In fact, zi ∈ ∂Bi since P is a continuous path in R2. If yi appears after zi along P , i.e. zi ∈ P (i),
we define xi+1 = yi. Otherwise, we define xi+1 = zi, thus the part in P from yi to zi (except the
endpoints) will be removed and not be contained in any sub-path. In words, we define xi+1 as
the later one of yi and zi along P . This will imply Property (c) and that sub-paths are disjoint.
By Property (d), P (i) ⊆ B(yi, 2ℓ). Note that the diameter of a box in BDKj is
√
2Kj ≤ 2ℓ, and
xi+1 = yi or zi ∈ Bi. By the definition of BDi,
‖w − yi‖ ≤ 4ℓ for all w ∈ Bi, and ‖xi+1 − yi‖ ≤ 4ℓ. (19)
If BDi 6= ∅ and y ∈ Bi, we do not define xi+1 and stop the procedure. To summarize, we have

xi+1 := yi in Case 1, BDi = ∅,
xi+1 := the later one of yi and zi in Case 2, BDi 6= ∅ and y /∈ Bi,
xi+1 is not defined in Case 3, y ∈ Bi.
(20)
In Case 1 and 2, yi+1 can not be defined if Pxi+1 is contained in the interior of B(xi+1, ℓ). Let
d := min{i : xi+1 or yi+1 is not well-defined}.
That is, the procedure stops at i = d naturally, when it can not continue. By our construction, the
sub-paths are disjoint, and any box B ∈ BDKj can be visited by at most 12 sub-paths, verifying
Property (c). Thus, it remains to check Properties (a) and (b2).
Next, we will prove d ≥ dˆ in three steps. Assuming this, we will have Property (a) and Property
(b2) by the choice of dˆ and ℓ, completing the proof.
Step 1. We will show that the sequence of sub-paths spreads out regularly in the sense that
‖z − x‖ ≤ iℓ for all z ∈ P (i) and i ∈ [d]. (21)
We will check it by induction on i. Note that (21) holds for i = 1 by the definition of P (1). Suppose
that it holds for all i′ ∈ [i], then we need to show that it also holds for i+1(≤ d). By Property (d)
and the triangle inequality, we only need to check that ‖xi+1 − x‖ ≤ iℓ. If xi+1 = yi, it holds by
the induction hypothesis and yi ∈ P (i). Otherwise, Case 2 in (20) is true, and xi+1 = zi, which lies
in some box B ∈ BDi. By the definition of BDi, one can find i′ ≤ i− 11 and a point w ∈ B ∩ P (i′)
such that ‖xi+1 − w‖ ≤
√
2Kj ≤ 2ℓ. Combined with the induction hypothesis, this yields that
‖xi+1 − x‖ ≤ ‖xi+1 − w‖ + ‖w − x‖ ≤ 2ℓ+ i′ℓ ≤ iℓ.
Step 2. We will show that
‖yd − y‖ ≤ 5ℓ. (22)
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 Figure 4: The untamed case. K = 8. The solid lines are sub-paths, with endpoints being marked
with round dots. The 12-times-rule is applied to the red box B ∈ BDKj , so that the dotted line
from the red round dot will be deleted.
• Suppose that xd+1 is well-defined. Then, ‖xd+1 − yd‖ ≤ 4ℓ by (19) and (20). In this case,
‖xd+1 − y‖ < ℓ since yd+1 can not be well-defined. By the triangle inequality, ‖yd − y‖ ≤
4ℓ+ ℓ = 5ℓ.
• Suppose that xd+1 is not well-defined. Then, Case 3 in (20) is true, i.e. y ∈ Bd. Then, (22)
follows from (19).
Step 3. We will show d ≥ dˆ, using the untamed property and results in the previous two steps,
respectively in the scenarios whether the 12-times-rule has been invoked or not.
Suppose that some box in BDKj is visited by 12 sub-paths. Then, we claim that
‖x− y‖ ≤ (d− 2)ℓ. (23)
Assuming (23), we will conclude that d ≥ 2 + ‖x−y‖ℓ ≥ K + 1 ≥ dˆ, where we have used ‖x−y‖ℓ =
dˆ
1+1/K2 ≥ K1+1/K2 > K − 1 by the choices of dˆ and ℓ. Next, we verify (23). Let i satisfy Bi 6= ∅ and
Bi
′
= ∅ for all i′ > i. We pick a box B ∈ BDi, and let P (i0) be the first sub-path visiting B. Then,
i0 ≤ i− 11. Pick w ∈ B ∩ P (i0), we have ‖x− w‖ ≤ i0ℓ ≤ (i− 11)ℓ by (21).
• Suppose i = d. Combining the preceding display with (22) and (19), we have ‖x − y‖ ≤
‖x− w‖+ ‖w − yd‖+ ‖yd − y‖ ≤ (d− 2)ℓ.
• Suppose i < d. Let B be the box containing zi. Then, ‖w − xi+1‖ ≤ max
{
4ℓ,
√
2Kj
}
= 4ℓ,
where we have used (19) and the fact that xi+1 = yi or zi. By the choice of i, ‖xi+1 − yd‖ ≤
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(d− i)ℓ. Combining the above inequalities, we have that
‖x−y‖ ≤ ‖x−w‖+‖w−xi+1‖+‖xi+1−yd‖+‖yd−y‖ ≤ (i−11)ℓ+4ℓ+(d−i)ℓ+5ℓ = (d−2)ℓ ,
where we have used (22).
Suppose that none of the boxes in BDKj is visited by 12 sub-paths. Then, we have
not removed any part of P in the procedure. By the definition of d, we conclude ‖y − yd‖ < ℓ and
Pyd ⊆ B(y, 2ℓ). It follows that every vertex in P \ B(y, 2ℓ) must lie in some sub-path. Note that
B(y, 2ℓ) ⊆ E˜(P ) for 2ℓ ≤ 4Kj. Since P is untamed, there exist w /∈ E˜(P ) and i ≤ d− 1 such that
w ∈ P (i+1). By Property (d) and ℓ < 4Kj , we have that xi+1 /∈ E(P ), i.e., ‖x − z‖ + ‖z − y‖ ≥
(1+ 2
K2
)‖P‖ > dˆℓ, where z = xi+1 = yi. Since xi′+1 = yi′ for all i′, we have iℓ ≥ ‖x− yi‖ = ‖x− z‖
and (d− i)ℓ ≥ ‖xi+1 − yd‖ = ‖z − yd‖ by Property (d) and the triangle inequality. Combining the
inequalities above, we conclude that (d+ 1)ℓ = iℓ+ (d− i)ℓ+ ℓ ≥ ‖x− z‖+ ‖z − yd‖+ ‖yd − y‖ ≥
‖x− z‖+ ‖z − y‖ > dˆℓ. Therefore, d+ 1 > dˆ, i.e. d ≥ dˆ. ✷
For j = 0 and P ∈ SLj+1 = SL1, we regard each {z} as a sub-path of P , where z ∈ (Z2 ∩
P ) \ {xP , yP }. We remove the endpoints to match the definition that paths are disjoint. Note
K ≤ ‖P‖ ≤ K + 1 for P ∈ SL1. It follows that |P | ≥ K − 2. Consequently, P has at least
K − 4 ≥ 12‖P‖ sub-paths.
Corollary 3.2. Suppose j = 0 and P ∈ SL1. Then, we can find d ≥ 12‖P‖ different sub-paths
P (i), i ∈ [d] in the interior of P .
2. Constructing the tree TP .
For each j ≥ 0, we will associate every path P ∈ SLj with a tree TP of depth j. We will first
introduce the construction of TP , then state its properties in Proposition 3.3 below (which is merely
a translation of Proposition 3.1 and Corollary 3.2 in the language of trees). In what follows, we
denote by dP the number d in Proposition 3.1 and Corollary 3.2 for clearer dependence on the path
P . Recall that we call the sub-paths P (i), i ∈ [d] in Proposition 3.1 and Corollary 3.2 child-paths
of P .
We will construct the trees by induction on j. For j = 1, we identify P as the root ρ, and
each child-path constructed in Corollary 3.2 as a child of ρ. In this case, each child is a leaf and is
identified as a vertex in Z2 ∩ (P \ {xP , yP }). For j ≥ 2, suppose that P ∈ SLj , and that we have
associated every path Q ∈ SLj−1 with a tree TQ of depth j − 1. By Proposition 3.1, we extract
d = dP disjoint child-paths P
(1), · · · , P (d) ∈ SLj−1 from P . Then, we associate the root ρ with
d children u1, · · · , ud. In addition, we identify P as ρ, and identify P (i) as ui for all i ∈ [d]. By
attaching the root of TP (i) to the node ui, we obtain the tree TP .
So far, we have associated a path P ∈ SLj with a tree TP of depth j. Denote the root by ρ, and
the set of leaves by L. Each node u is identified with a sub-path of P , which is denoted by P u. Let
L(u) be the level of a node u, with L(ρ) = 0 and L(v) = j for v ∈ L (thus we have P u ∈ SLj−L(u)).
Let ‖u‖ := ‖P u‖ if L(u) ≤ j − 1. Let du = dPu , which is the number of children of u. We say
that u is tame/untamed if so is P u. We would like to mention that different leaves correspond to
different vertices, since child-paths are disjoint and we have removed endpoints of paths in SL1 in
constructing leaves (see Corollary 3.2).
Proposition 3.3. Suppose that P ∈ SLj , j ∈ [m − 1]. Then, the tree TP associated with P
constructed above satisfies the following properties.
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(a1) du ≥ K if L(u) ≤ j − 2.
(a2) du ≥ 12‖u‖ if L(u) = j − 1.
(b1) ‖v‖ ≥ 1du ‖u‖ if L(u) ≤ j − 2, where v is a child of u.
(b2) Furthermore, ‖v‖ ≥ (1 + 1K2 ) 1du ‖u‖ if u is untamed.
(c) |L| ≤ |P |.
3. Paths in Pk.
We will investigate paths in Pκ, where we recall Pκ = {P : ‖P‖ ≥ κN}. Let
d0 := ⌊ κN
Km−1
⌋ ≥ K, (24)
where we recall that κN ≥ Km+1, and ⌊a⌋ is the largest integer which is less than or equal to a. We
follow the procedure to extract child-paths from a tame path in the proof of Proposition 3.1, with
ℓ := Km−1 in the scenario here. Consequently, we can extract d0 sub-paths P (i) ∈ SLm−1, i ∈ [d0]
from P , with Pyd0 being removed completely. Then, we obtain Corollary 3.4 below. Furthermore,
let the root ρ have d0 children and attach the roots of TP (i) ’s to them, and then we obtain the tree
TP . Following Proposition 3.3, we have Corollary 3.5 below.
Corollary 3.4. Suppose P ∈ Pκ. We can extract d0 disjoint sub-paths (of P ) in SLm−1 such that
(c) in Proposition 3.1 holds (with j = m− 1).
Corollary 3.5. Suppose P ∈ Pκ. Set j = m. Then, dρ = d0, (a1), (a2), (c) in Proposition 3.3
hold, and (b1), (b2) in Proposition 3.3 hold for u 6= ρ.
3.2 The total flow through untamed nodes
Recall that every P ∈ Pκ is associated with a tree TP of depth m. Let θP be the unit uniform flow
on TP from ρ to L, with θP (ρ) = 1 and θP (v) = 1du θP (u) if v is a child of u. Let
Pκ,δ,K :=
{
P : P is a path in VN , ‖P‖ ≥ κN and |P | ≤ N1+
δ
K2k
}
.
In this section, we will show the following proposition.
Proposition 3.6. For each P ∈ Pκ,δ,K,∑
u:1≤L(u)≤m−1
θP (u)1{u is untamed} ≤ 2δm.
Proof. Note Pk,δ,K ⊆ Pκ. For every leaf v, denote nodes on the ray in TP from ρ to v by v0(=
ρ), v1, · · · , vm−1,vm(= v) in order. Let Cv = |{1 ≤ r ≤ m − 1 : vr is untamed}|. Then, by
Corollary 3.5 and (a2), (b1), (b2) in Proposition 3.3,
m−2∏
r=1
‖vr+1‖
‖vr‖ ≥
(
1 +
1
K2
)Cv−1
×
m−2∏
r=1
1
dvr
and
1
‖vm−1‖ ≥
1
2dvm−1
.
Note that ‖v1‖ ≥ Km−1, since P v1 ∈ SLm−1. It follows that
1
Km−1
≥ 1‖v1‖ =
(
m−2∏
r=1
‖vr+1‖
‖vr‖
)
1
‖vm−1‖ ≥
1
2
(
1 +
1
K2
)Cv−1
×
m−1∏
r=1
1
dvr
.
17
Note that dv0 ≥ K by (24). By definition, θP (v) ≤ 1K
∏m−1
r=1
1
dvr
. Consequently,
θP (v) ≤ 2
Km
(
K2
K2 + 1
)Cv−1
≤ 4
Km
e
− 1
K2+1
Cv . (25)
It follows that ∑
u:1≤L(u)≤m−1
θP (u)1{u is untamed}
=
∑
u:1≤L(u)≤m−1
(∑
v∈L
θP (v)1{u is an ancestor of v}
)
1{u is untamed}
=
∑
v∈L
θP (v)Cv =
∑
v∈L
θP (v)Cv1{Cv≥δm} +
∑
v∈L
θP (v)Cv1{Cv<δm}
≤ 4
Km
e
− 1
K2+1
δm|L|m+ δm,
where in the last inequality, we have used Cv ≤ m and (25) in the case of Cv ≥ δm, and have used∑
v∈L θP (v) = 1 in the case of Cv < δm.
Finally, we will show that 4Km e
− 1
K2+1
δm|L| ≤ δ, which will then complete the proof of the
proposition. By (c) in Proposition 3.3 and the assumption P ∈ Pκ,δ,K, and recalling κN < Km+2,
we have that |L| ≤ |P | ≤ N1+ δK2k ≤
(
Km+2
κ
)1+ δ
K2k . Therefore,
4
Km
e
− 1
K2+1
δm|L| ≤ 4
(
K2
κ
)1+ δ
K2k (
K
1
K2k e
− 1
K2+1
)δm
≤ δ,
since K
1
K2k e
− 1
K2+1 < 1 and m→∞. ✷
4 Multi-scale analysis on the hierarchical structure of the path
In this section, we will prove Theorem 1.2. To this end, we say that a path P in SLj is open if
ηj(z) ≥ εk for some z ∈ P ∩ Z2, where ε > 0 is to be selected and ηj is defined in (8) above. We
say that a node u is open if so is P u. We will show that with high probability, each tame node
has a small fraction of open children, which is Proposition 4.1. Combing this with Proposition 3.6,
we will show in Proposition 4.3 that open nodes in the tree are rare. In Section 4.3, we will show
that many leaves have a small number of open ancestors. For such a leaf z, ηj(z) ≤ εk for most j.
Then, we will show that ηV3N (z) ≤ 15√δ logN , by setting ε = 12
√
δ. As a result, Theorem 1.2 will
follow by symmetry.
4.1 The fraction of open child-paths of a tame path
Let us begin with some definitions. Suppose that P ∈ SLj. Let P (i), i ∈ [dP ] be the child-paths
constructed in Proposition 3.1 or Corollary 3.2 (depending on the value of j). Let
∆P =
1
dP
∣∣∣{i ∈ [dP ] : P (i) is open}∣∣∣ .
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We would like to mention that for each P ∈ SLj , ∆P relies on the field ηj−1 since P (i) ∈ SLj−1 for
all i ∈ [dP ]. In what follows, we will often deal with tame paths P ’s with fixed endpoints, so that
∆P ’s rely on the Gaussian field in a local region. Concretely, we will regard each box in BDKj−2
as an end-box of paths in SLj so that we can classify SLj via end-boxes. The main goal of this
section is to show that ∆P ’s for tame paths P ’s with endpoints lying in a fixed pair of end-boxes are
uniformly small (see Proposition 4.1). Later, we will use (9) and employ a large deviation estimate
to prove Proposition 4.3, via counting possible pairs of end-boxes. Define
Pj(B1, B2) :=
{
P ∈ SLj : xP ∈ B1 and yP ∈ B2
}
, Tj(B1, B2) :=
{
P ∈ Pj(B1, B2) : P is tame
}
,
and ENDj :=
{
(B1, B2) : Bi ∈ BDKj−2 and Bi ∩ VN 6= ∅ for i = 1, 2, and Pj(B1, B2) 6= ∅
}
.
Proposition 4.1. There exist universal constants C7, C8 > 0 and a large K1(ε) > 0 such that the
following holds for all K ≥ K1(ε). For each j ∈ [m− 1] and each (B1, B2) ∈ ENDj ,
P (∆P ≥ δ for some P ∈ Tj(B1, B2)) ≤ K2e−C7ε2k2δ2 for all δ ≥ C8√
kε
.
To this goal, we rescale R2 by regarding Kj−1 as unity. Then, roughly speaking, under the
new scale, paths in Tj(B1, B2) all lie in the same ellipse with width O(K) and height O(1). This
ellipse is what the set D below stands for, where (26) below describes the width and the height.
We will show in Lemma 4.2 that a stronger result holds in the new scale of R2, and then prove
Proposition 4.1.
Suppose D ⊆ Z2. Let
D1,a :=
∣∣{b ∈ Z : (a, b) ∈ D}∣∣ , D1 = max
a∈Z
D1,a,
D2,b =
∣∣{a ∈ Z : (a, b) ∈ D}∣∣ , D2 = max
b∈Z
D2,b.
Lemma 4.2. Let c1, c2, c3 > 0. Suppose that D ⊆ Z2 satisfies
|D| ≤ c1K and D1 ∧D2 ≤ c1. (26)
Suppose that ϕr, 0 ≤ r ≤ k−1 are mean-zero Gaussian fields in D satisfying the following (i)-(iii).
(i) For each z ∈ D, ϕ0(z), · · · , ϕk−1(z) are independent. For each r, ϕr(z) is independent of
ϕr(w) if |z − w|∞ ≥ 2r+1.
(ii) Eϕr(z)
2 ≤ c2 for all r, z.
(iii) Eϕ(z)ϕ(w) ≥ −c3 for all z, w ∈ D, where ϕ :=
∑k−1
r=0 ϕr.
Then, for k ≥ c3c2 ∨ 6,
P
(∣∣{z ∈ D : ϕ(z) ≥ εk}∣∣ ≥ δK) ≤ 5ke−cε2k2δ2 for all 8c1√2c2√
kε
≤ δ ≤ 1,
where c = min
{
1
128c3
, 1
128c21c3
, 1
512c21c2
}
.
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Proof. To investigate the event
∣∣{z ∈ D : ϕ(z) ≥ εk}∣∣ ≥ δK, we will compare the value of∑
z∈D ϕ(z) with εkδK. To this goal, we will add a common variable to the field ϕ in order to
obtain a positively correlated Gaussian field and employ the FKG inequality. Let Z ∼ N(0, c3) be
independent of the Gaussian field ϕ. Let
Eδ =
{∣∣∣∣
{
z ∈ D : ϕ(z) + Z ≥ 7
8
εk
}∣∣∣∣ ≥ δK
}
.
Then,
P
(∣∣{z ∈ D : ϕ(z) ≥ εk}∣∣ ≥ δK) ≤ P(−Z ≥ 1
8
εk
)
+ P(Eδ) ≤ 2e−
1
128c3
ε2k2δ2
+ P(Eδ), (27)
where in the second inequality we have used Lemma 2.5 and δ ≤ 1. Next, we estimate P(Eδ).
Define
E =
{∑
z∈D
∣∣ϕ(z) + Z∣∣1{ϕ(z)+Z<0} ≤ 2c1√2c2kK
}
.
By independence, E
(
ϕ(z) +Z
)2
= Eϕ(z)2 +EZ2 ≤ c2k+ c3 ≤ 2c2k, where we have used (i), (ii) as
well as the assumption k ≥ c3/c2. Consequently, E|ϕ(z) + Z| ≤
√
2c2k. It follows that
P(Ec) ≤ P
(∑
z∈D
|ϕ(z) + Z| > 2c1
√
2c2kK
)
≤ 1
2c1
√
2c2kK
|D|
√
2c2k ≤ 1
2
,
where we have used (26) in the last inequality. That is, P(E) ≥ 12 . Note that {ϕ(z) + Z, z ∈ D}
is positively correlated by (iii) as well as the choice of Z, and that both Eδ and E are increasing
events of it. By the FKG inequality [23], P(Eδ)P(E) ≤ P(Eδ ∩ E). Thus,
P(Eδ) ≤ P(Eδ ∩ E)
P(E)
≤ 2P(Eδ ∩E) ≤ 2P
(∑
z∈D
(ϕ(z) + Z) ≥ 7
8
εkδK − 2c1
√
2c2kK
)
.
Note that 78εkδK − 2c1
√
2c2kK ≥ 58εkδK since δ ≥ 8c1
√
2c2/(
√
kε) by the assumption. Then, it
follows that
P(Eδ) ≤ 2P
(
|D|Z ≥ 1
8
εδKk
)
+ 2P
(∑
z∈D
ϕ(z) ≥ 1
2
εδKk
)
≤ 4e−
1
2c3
· 1
64c2
1
ε2k2δ2
+ 2P
(∑
z∈D
ϕ(z) ≥ 1
2
εδKk
)
, (28)
where in the second inequality, we have used Lemma 2.5 and (26).
Next, we estimate P
(∑
z∈D ϕ(z) ≥ 12εδKk
)
. Let
Γ :=
1
2
εδKk and Γr := 2
− 1
2
(k−r)−3εδKk.
Note Γr ≤
(
1− 1√
2
)
2−
1
2
(k−r)Γ. So,
∑k−1
r=0 Γr ≤ Γ. It follows that
P
(∑
z∈D
ϕ(z) ≥ Γ
)
≤
k−1∑
r=0
P
(∑
z∈D
ϕr(z) ≥ Γr
)
. (29)
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Next, we will fix r and deal with P
(∑
z∈D ϕr(z) ≥ Γr
)
by calculating E
(∑
z∈D ϕr(z)
)2
. By (i) and
(26), for each z, there are at most c12
r+2 vertices w ∈ D such that ϕr(w) is not independent with
ϕr(z). Hence, E
(
ϕr(z)
∑
w∈D ϕr(w)
) ≤ c1c22r+2, by (ii). Combined with (26), this yields that
σ2r := E
(∑
z∈D
ϕr(z)
)2
=
∑
z∈D
E
(
ϕr(z)
∑
w∈D
ϕr(w)
)
≤ c1Kc1c22r+2 = c21c22k+r+2.
By straightforward computations for Gaussian variables, we get that for each r = 0, . . . , k − 1,
P
(∑
z∈D
ϕr(z) ≥ Γr
)
≤ 2e−
Γ2r
2σ2r = 2exp
{
−2
−(k−r)−6ε2δ2K2k2
c21c22
k+r+3
}
= 2e
− 1
512c2
1
c2
ε2k2δ2
.
Combined with (27), (28), (29) and the assumption that k ≥ 6, this yields the result. ✷
Proof of Proposition 4.1. Equivalently, we will show the result for j + 1, where 0 ≤ j ≤ m− 2.
Suppose (B1, B2) ∈ ENDj+1. Let
A = ∪P∈Tj+1(B1,B2)P, Dˆ = Z2 ∩A and D˜ =
{
lB : B ∈ BDAKj
}
,
where BDAKj consists of boxes in BDKj intersecting with A, and lB is the lower left corner of
B ∩ Z2. By the definition of tame paths, there is a universal constant C˜1 such that for each
(B1, B2) ∈ ENDj+1,
|Dˆ| ≤ C˜1K2j+1, Dˆ1 ∧ Dˆ2 ≤ C˜1Kj, |D˜| ≤ C˜1K and D˜1 ∧ D˜2 ≤ C˜1. (30)
We set c1 = C˜1, c2 = C1 + 2C2 and c3 = C4 in Lemma 4.2. Consequently, c therein is set
correspondingly, which is a universal constant here. Then k ≥ (c3/c2) ∨ 6 is satisfied, since K is
large. Set C7 = min
{
1
18C5
, 1600c
}
and C8 = 192c1
√
2c2, which are universal constants. Note that
(9), (10), Lemma 2.2 and (30) respectively imply (i)-(iii) and (26) in Lemma 4.2. That is, the
assumptions in Lemma 4.2 all hold. Therefore, we will apply Lemma 4.2 without further checking
conditions (i)-(iii) and (26).
For j = 0, let D = Dˆ and ϕr := Xr. In this case, ϕ = η0. By Corollary 3.2, dP ≥ K/2 for all
P ∈ T1(B1, B2). It follows that
P
(
∆P ≥ δ for some P ∈ T1(B1, B2)
) ≤ P(∣∣{z ∈ D : ϕ(z) ≥ εk}∣∣ ≥ 1
2
δK
)
.
By the choice of C8, δ ≥ C8√kε implies that δ/2 ≥
8c1
√
2c2√
kε/2
. Applying Lemma 4.2 to δ/2 (rather than
δ), we conclude that
P
(
∆P ≥ δ for some P ∈ T1(B1, B2)
) ≤ 5ke−cε2k2(δ/2)2 ≤ K2e−C7ε2k2δ2 ,
where in the last inequality we have used the choice of C7.
For j ≥ 1, let D = K−jD˜, and let ϕr(z) := Xjk+r(Kjz) for all z ∈ D. In this case, ϕ(z) =
ηj(K
jz). Applying Lemma 4.2 to ε/2 (rather than ε), we have that for δ ≥ 8c1
√
2c2√
kε/2
,
P(Eˆδ) ≤ 5ke−c(ε/2)2k2δ2 , where Eˆδ :=
{∣∣∣∣
{
B ∈ BDAKj : ηj(lB) ≥
1
2
εk
}∣∣∣∣ ≥ δK
}
.
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Next, we will estimate the fluctuation of ηj within a boxB ∈ BDAKj . LetMB := maxz∈B∩Z2
(
ηj(z)−
ηj(lB)
)
. Then, by Lemma 2.3 and 2.4, we have EMB ≤
√
C5C6 and maxz∈B∩Z2 E
(
ηj(z)−ηj(lB)
)2 ≤
C5. Set k1(ε) = ⌊6
√
C5C6/ε⌋ + 1. Then, for each K ≥ 2k1(ε) =: K1(ε), we have 16εk ≥ EMB. By
Lemma 2.5,
P
(
MB >
1
2
εk
)
≤ P
(
MB − EMB > 1
3
εk
)
≤ 2e− 118C5 ε2k2 .
Since |D˜| ≤ C˜1K by (30), there are at most C˜1K boxes B ∈ BDKj intersecting with A. By a union
bound,
P
(
EM
) ≤ C˜1K × 2e− 118C5 ε2k2 , where EM :=
{
MB >
1
2
εk for some B ∈ BDAKj
}
.
Note that
E˜δ ⊆ EM ∪ Eˆδ, where E˜δ :=
{∣∣{B ∈ BDAKj : ηj(z) ≥ εk for some z ∈ B}∣∣ ≥ δK} .
It follows that
P(E˜δ) ≤ P(EM ) + P(Eˆδ) ≤ 2C˜1Ke−
1
18C5
ε2k2
+ 5ke−
1
4
cε2k2δ2 for all δ ≥ 8c1
√
2c2√
kε/2
.
Finally, by (a) and (c) in Proposition 3.1, the event ∆P ≥ δ for some P ∈ Tj+1(B1, B2) implies
that E˜δ/12 occurs. For δ ≥ C8/
√
kε, it holds that δ/12 ≥ 8c1
√
2c2√
kε/2
. Consequently,
P
(
∆P ≥ δ for some P ∈ Tj+1(B1, B2)
) ≤ 2C˜1Ke− 118C5 ε2k2δ2 + 5ke− 14 cε2k2(δ/12)2 ≤ K2e−C7ε2k2δ2 ,
completing the proof. ✷
4.2 The fraction of vertices with high Gaussian values
We first recall that Pκ,δ,K =
{
P : P is a path in VN , ‖P‖ ≥ κN and |P | ≤ N1+
δ
K2k
}
, and that
Pκ = {P : ‖P‖ ≥ κN}, as well as Pκ,δ,K ⊆ Pκ. Also recall that a path P is associated with a tree
TP , which has depth j ∈ [m − 1] if P ∈ SLj , and depth m if P ∈ Pκ. Recall that θP is the unit
uniform flow on TP . In addition we recall that ρ and L are respectively the root and the set of
leaves of TP , and that L(u) is the level of a node u, with L(ρ) = 0. Furthermore, recall that a
node u ∈ TP is identified with a sub-path P u of P , and u is said to be tame/open if so is P u. Let
∆u = ∆Pu, which depends on ηj−1 if P u ∈ SLj . In this section, we aim to show the following
proposition.
Proposition 4.3. There exists a large K(δ, ε) > 0 such that for each K ≥ K(δ, ε),
lim
m→∞P

 ∑
v∈TP \{ρ}
θP (v)1{v is open} ≤ 4δm for all P ∈ Pκ,δ,K

 = 1.
We will express
∑
v∈TP \{ρ} θP (v)1{v is open} in terms of
YP,r :=
∑
u∈TP,r
θP (u)∆u1{u is tame}, (31)
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where TP,r := {u ∈ TP : L(u) = r}. Note that YP,r’s satisfy the following recursion formula:
YP,r+1 =
1
d
d∑
i=1
∑
u∈T
P (i),r
θP (i)(u)∆u1{u is tame} =
1
d
d∑
i=1
YP (i),r, (32)
where d = dP and P
(i), i ∈ [d] are child-paths of P constructed in Proposition 3.1. Let
ξr,j,B1,B2 := max
{
YP,r, P ∈ Pj
(
B1, B2
)}
.
Recall (c) of Proposition 3.1. We denote by ENDj,d the sequences (Bi,1, Bi,2), i ∈ [d] in ENDj
such that the 12-times-rule holds. Namely, let
ENDj,d :=
{{
(Bi,1, Bi,2)
}
i∈[d] ⊆ ENDj :
∣∣{i : Bi,1 ⊆ B}∣∣ ≤ 12 for all B ∈ BDKj} .
Lemma 4.4. Set
β = 1/29, cr = C7ε
2(βK)r, δ0 =
C8 ∨
√
2/C7
ε
√
k
and δr = δ0 +
r−1∑
s=0
4 + (1 ∨√2s/3)√
csβk
.
Then, there exists a large K2(ε) > 0 such that for each K ≥ K2(ε) the following hold for all
j ∈ [m− 1] and 0 ≤ r ≤ j − 1.
(i) Suppose (B1, B2) ∈ ENDj. Then, ξ := ξr,j,B1,B2 satisfies
P(ξ > δ) ≤ 2e−crk2(δ−δr)2 for all δ ≥ δr.
(ii) Let d ≥ 1. Suppose {(Bi,1, Bi,2)}i∈[d] ∈ ENDj,d, and let ξi = ξr,j,Bi,1,Bi,2, i ∈ [d]. Then,
P
(
1
d
(ξ1 + · · ·+ ξd) > δ
)
≤
(
K−16e−βcrk
2(δ−δr+1)2
)d
for all δ ≥ δr+1.
Proof. Set k2(ε) := min{k ∈ Z :
√
C7εk ≥ 1 and 3
√
C7εk
2e−
1
6
k ≤ 1} ∨ log2K1(ε), and set K2(ε) =
2k2(ε). We will prove the results by induction on r. In Step 1, we will check (i) for r = 0 and all
j ∈ [m− 1]. In Step 2, we will show that (i) implies (ii). In Step 3, we will show (i) for r + 1 and
all j ∈ [r+2,m− 1]∩ Z, provided that (ii) holds for all j ∈ [r+1,m− 1]∩ Z. Assuming these, we
will obtain the lemma by the induction, completing the proof. Next, we will carry out the details
for these three steps.
Step 1. Let r = 0. Note that YP,0 = ∆P1{P is tame}. Hence, ξ = max {∆P , P ∈ Tj (B1, B2)}. We
need to check (i) for all j ∈ [m− 1]. This follows from Proposition 4.1 directly, since δ ≥ δ0 implies
K2e−C7ε2k2δ2 ≤ e2k−C7ε2k2δ20−C7ε2k2(δ−δ0)2 ≤ 2e−c0k2(δ−δ0)2 for K ≥ K2(ε) ≥ K1(ε).
Step 2. Assuming (i) holds, we will show (ii). For each P ∈ SLj, P ⊆ B(xP , 2Kj) by the
definition of SLj. If d∞(Bi,1, Bi′,1) ≥ 5Kj , we have d∞
(
∪P∈Pj(Bi,1,Bi,2)P, ∪P ′∈Pj(Bi′ ,1,Bi′,2)P ′
)
≥
Kj. Consequently, ξi and ξi′ are mutually independent by (9) since they rely on the field ηj−1−r.
Next, we will classify ξi’s into 432 groups, such that ξi’s in each group are mutually independent.
Concretely, we classify BDKj into 36 families Fs, s ∈ [36], where F1 consists of boxes respectively
containing (6aKj , 6bKj), a, b ∈ Z and other Fs’s are its shifts. Accordingly, let Gs := {Bi,1 : i ∈
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[d], and Bi,1 ⊆ B for some B ∈ Fs}. By the 12-times-rule, we can classify each Gs into 12 groups
Gs,t, t ∈ [12], such that for each s, t, a box in Fs contains at most one Bi,1 in Gs,t. Finally, we
classify Bi,1’s (equivalently, ξi’s) into 432(≤ 29 = 1/β) groups Gs,t’s such that all ξi’s in each Gs,t
are mutually independent.
Set Ws,t :=
∏
Bi,1∈Gs,t e
aβ(ξi−δ), where a > 0. Then
Eeaβ
∑
i(ξi−δ) = E
36∏
s=1
12∏
t=1
Ws,t ≤
36∏
s=1
12∏
t=1
(
EW
1/β
s,t
)β
≤
36∏
s=1
12∏
t=1
∏
Bi,1∈Gs,t
(
Eea(ξi−δ)
)β
=
d∏
i=1
(
Eea(ξi−δ)
)β
.
It follows that for every a > 0,
P
(
1
d
(ξ1 + · · · + ξd) > δ
)
≤ Eeaβ
∑
i(ξi−δ) ≤
d∏
i=1
(
Eea(ξi−δ)
)β
. (33)
Set ξ = ξi for any i for brevity. Next, we will estimate Ee
aξ. By (i) and the fact that 0 ≤ ξ ≤ 1,
it holds that
Eeaξ = eaδr +
∫ 1
δr
P(ξ > z)aeazdz ≤ eaδr + 2aeaδr
∫ ∞
−∞
e−crk
2(z−δr)2ea(z−δr)dz
≤ eaδr + a√
cr
e
aδr+
a2
4crk2 ≤
(
1 +
a√
cr
)
e
a2
4crk2
+aδr .
Consequently, Eea(ξ−δ) ≤
(
1 + a√cr
)
e
a2
4crk2
−a(δ−δr). For each δ ≥ δr, we set a = 2crk2(δ − δr) so
that the exponent is optimized. Then,
Eea(ξ−δ) ≤
(
1 +
2crk
2(δ − δr)√
cr
)
e−crk
2(δ−δr)2 ≤ 3√crk2e−crk2(δ−δr)2 ,
where in the last inequality we have used K ≥ K2(ε).
Note that
δr+1 − δr = ar + br, where ar = 4√
crβk
and br =
1 ∨√2r/3√
crβk
,
e−βcrk
2a2r = e−16k ≤ K−16,
and 3
√
crk
2e−βcrk
2b2r = 3
√
C7εk
2(βK)
r
2 e−(1∨
2r
3
)k ≤ 3
√
C7εk
2e−
1
6
k ≤ 1,
where in the last inequality we have used K ≥ K2(ε).
Combining the four displays above, we conclude that for δ ≥ δr+1,(
Eea(ξ−δ)
)β ≤ 3√crk2e−βcrk2((δ−δr+1)2+a2r+b2r) ≤ K−16e−βcrk2(δ−δr+1)2 .
The above inequality holds for ξ = ξi for all i. Combined with (33), this implies (ii).
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Step 3. Assume that (ii) holds for all j ∈ [r + 1,m − 1] ∩ Z. Then, we will show (i) for r + 1
and all j ∈ [r + 2,m − 1] ∩ Z. Suppose that (B1, B2) ∈ ENDj . First, we fix the end-boxes of the
child-paths. Concretely, for d ≥ K and each sequence S := {(Bi,1, Bi,2)}i∈[d] in ENDj−1,d, we set
Pj,d :=
{
P ∈ Pj
(
B1, B2
)
: dP = d
}
, ζd := max
{
YP,r , P ∈ Pj,d
}
,
Pj,S :=
{
P ∈ Pj,d : P (i) ∈ Pj−1
(
Bi,1, Bi,2
)
for all i ∈ [d]
}
, ζS := max
{
YP,r , P ∈ Pj,S
}
.
By (32), ζS ≤ 1d
∑d
i=1 ξi, where ξi := ξr,j−1,Bi,1,Bi,2 for i ∈ [d]. If r + 2 ≤ j ≤ m − 1, we have
r + 1 ≤ j − 1 ≤ m− 1. For each δ ≥ δr+1, we apply (ii) to j − 1, and have
P(ζS > δ) ≤
(
K−16e−βcrk
2(δ−δr+1)2
)d
for all S ∈ ENDj−1,d.
By the definition of ENDj−1 and SLj , we have that Bi,1, Bi,2 ∈ BDKj−3 and that there are at
most K7 boxes in BDKj−3 intersecting with some path in Pj(B1, B2). Therefore, we can find at
most K14d sequences Si ∈ ENDj−1,d such that Pj,d ⊆ ∪iPj,Si. By a union bound,
P(ζd > δ) ≤ K14dmax
i
P(ζSi > δ) ≤
(
K−2e−βcrk
2(δ−δr+1)2
)d
. (34)
Note that K−2e−βcrk2(δ−δr+1)2 ≤ K−2 ≤ 12 . By (a) of Proposition 3.1,
P (ξ > δ) ≤
∞∑
d=K
P(ζd > δ) ≤ 2
(
K−2e−βcrk
2(δ−δr+1)2
)K
≤ 2e−βKcrk2(δ−δr+1)2 = 2e−cr+1k2(δ−δr+1)2 .
That is, (i) holds for r + 1 and all j ∈ [r + 2,m− 1] ∩ Z. ✷
Proof of Proposition 4.3. First, we write
∑
v∈TP \{ρ} θP (v)1{v is open} in terms of YP,r’s as follows.∑
v∈TP \{ρ}
θP (v)1{v is open} =
∑
u∈TP \L
∑
v
θP (v)1{v is an open child of u} =
∑
u∈TP \L
θP (u)∆u
≤ θP (ρ) +
∑
u:1≤L(u)≤m−1
θP (u)∆u1{u is tame} +
∑
u:1≤L(u)≤m−1
θP (u)1{u is untamed},
where we have used ∆u ≤ 1 for all u. Recall (31). By Proposition 3.6 and the fact that θP (ρ) =
1 ≤ δm, we have
∑
v∈TP \{ρ}
θP (v)1{v is open} ≤
m−1∑
r=1
YP,r + 3δm for all P ∈ Pκ,δ,K .
Therefore, in order to prove Proposition 4.3 we only need to check
lim
m→∞P
(
m−1∑
r=1
YP,r > δm for some P ∈ Pκ,δ,K
)
= 0. (35)
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Next, we check (35). Recall that cr = C7ε
2(βK)r, where β = 1/29. The definition of δr in
Lemma 4.4 implies that δr ≤ 1εδ(K) for all r ≥ 0, with
δ(K) :=
1√
k
(
C8 ∨
√
2
C7
+
∞∑
s=0
4 + (1 ∨√2s/3)√
C7β(βK)s
)
.
There exists K(δ, ε) ≥ K2(ε) such that δ
(
K(δ, ε)
)
< 12δε. For each K ≥ K(δ, ε), we have∑m−1
r=0 (δr +
1
42
−rmδ) ≤ m12δ + 12mδ = mδ. Consequently, to prove (35), it suffices to check
that limm→∞
∑m−1
r=1 pm,r = 0, where
pm,r := P
(
YP,r > δr +
1
4
2−rmδ for some P ∈ Pκ,δ,K
)
.
We now estimate pm,r, following the arguments in Step 3 in the proof of Lemma 4.4. Since κN <
Km+2, there are at most
(
K6/κ
)2
boxes in BDm−3 intersecting with VN . Recall that dP = d0 by
Corollary 3.5. Similar to (34), we have
pm,r ≤
(
K24
κ4
×K−16e−βcr−1k2( 142−rmδ)2
)d0
=
(
K8
κ4
exp
{
−2a
(
βK
4
)r−1
m2
})d0
,
where
a =
1
128
C7ε
2βk2δ2.
Note that for r ∈ [m− 1],
K8
κ4
exp
{
−a
(
βK
4
)r−1
m2
}
≤ K
8
κ4
e−am
2 ≤ 1, and exp
{
−a
(
βK
4
)r−1
m2
}
≤ e−am2r
since m→∞, and βK/4 ≥ e implying that (βK/4)r−1 ≥ r for all r ≥ 1. It follows that
pm,r ≤ e−am2rd0 ≤ e−aKm2r for all r ∈ [m− 1],
noting d0 ≥ K by (24). Consequently,
∑m−1
r=1 pm,r ≤ 1eaKm2−1 , which converges to 0 as m → ∞.
Therefore, (35) holds. ✷
4.3 Proof of Theorem 1.2
Recall that each P ∈ Pκ,δ,K is associated with a tree with depth m, and that the set of leaves is
denoted by L. In what follows, we set ε = 12
√
δ. That is, a path P in SLj is said to be open if
ηj(z) ≥ 12
√
δk for some z ∈ P ∩ Z2. For a leaf v, denote by Ov the number of open ancestors of
v (including itself, excluding the root). We say that v is heavy if Ov ≥ 8δm, and light otherwise.
Define
E1 :=
{∑
v∈L
θP (v)1{v is heavy} ≤
1
2
for all P ∈ Pκ,δ,K
}
,
E2 :=
{
r∑
i=1
ηji(z) ≤
√
320C1δ logN for all z ∈ VN , r ≤ 8δm and 0 ≤ j1 < · · · < jr ≤ m− 1
}
,
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E3 :=
{
max
u∈VN
HKm(u) ≤ 1
2
√
δ logN
}
.
On the one hand, suppose that E1 occurs. By Corollary 3.5 and (a1), (a2) of Proposition 3.3,
θP (v) ≤ 2Km−1d0 for each v ∈ L. Then, we can find at least
1
2/
2
Km−1d0
= d0K
m−1
4 ≥ 18κN light
leaves, for each P ∈ Pκ,δ,K.
On the other hand, suppose that E2 and E3 occur. We call z a good vertex if η
V3N (z) ≤
C
√
δ logN , where C :=
√
320C1 + 2. Then, for each light leaf v, z := P
v is a good vertex since
ηV3N (z) = η(z) +HKm(z) ≤
m−1∑
j=0
ηj(z)1{ηj (z)≥ 12
√
δk} +
m−1∑
j=0
ηj(z)1{ηj (z)< 12
√
δk} +
1
2
√
δ logN
≤
√
320C1δ logN +m
1
2
√
δk +
1
2
√
δ logN = (
√
320C1δ +
3
2
√
δ) logN ≤ C
√
δ logN.
Therefore, on E1∩E2∩E3, there are at least 18κN good vertices on P for all P ∈ Pκ,δ,K . Later,
we will show that
(i) limm→∞ P(E1) = 1 for all K ≥ K
(
δ, 12
√
δ
)
, where K(δ, ε) is given in Proposition 4.3;
(ii) limm→∞ P(E2) = 1 for all K ≥ K3(δ), where K3(δ) is given in Lemma 4.6 below;
(iii) limm→∞ P(E3) = 1.
Assuming (i), (ii) and (iii), we will conclude that limN→∞ P (E˜) = 1 by symmetry, where
E˜ :=
{∣∣∣{z ∈ P : ηV3N (z) ≥ −C√δ logN}∣∣∣ ≥ 1
8
κN for all P ∈ Pκ,δ,K
}
.
By Remark 2.1, C1 ≤ 1/2. Thus C ≤
√
320/2 + 2 = 15. Setting
K(δ) = K
(
δ,
1
2
√
δ
)
∨K3(δ) and α(δ) = δ
K(δ)2k(δ)
,
we will conclude the proof of Theorem 1.2. Thus, it remains to check (i), (ii) and (iii).
Lemma 4.5. Let K(δ, ε) be as in Proposition 4.3. For each K ≥ K
(
δ, 12
√
δ
)
, limm→∞ P(E1) = 1.
Proof. Note that∑
u∈T \{ρ}
θP (u)1{u is open} =
∑
u∈T \{ρ}
∑
v∈L
θP (v)1{u is an open ancestor of v}
=
∑
v∈L
θP (v)Ov ≥ 8δm
∑
v∈L
θP (v)1{v is heavy}.
Consequently, E1 occurs if
∑
u∈T \{ρ} θP (u)1{u is open} ≤ 4δm for all P ∈ Pκ,δ,K. By Proposi-
tion 4.3, the result holds. ✷
Lemma 4.6. There exists a large K3(δ) > 0 such that for each K ≥ K3(δ), limm→∞ P(E2) = 1.
Proof. Let G(z) =
∑r
i=1 ηji(z). Note that ηj(z)’s are mutually independent. By (10), EG(z)
2 =∑r
i=1 Eηji(z)
2 ≤ r(C1k + 2C2) ≤ 16C1δ logN , where the last inequality holds for r ≤ 8δm. Thus,
P
(
G(z) >
√
320C1δ logN
)
≤ 2e− 132C1δ logN 320C1δ log2N = 2N−10 .
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A union bound implies P(G(z) >
√
320C1δ logN for some z ∈ VN ) ≤ N−7. It follows that
P(Ec2) ≤
∑
r≤8δm
m!
r!(m− r)! ×N
−7 ≤ aδ
√
m
(
bδK
−7)m ,
where aδ and bδ are constants depending on δ. Pick K3(δ) such that bδK3(δ)
−7 < 1. Then, for
each K ≥ K3(δ), the right hand side above converges to 0 as m→∞. ✷
Lemma 4.7. limm→∞ P(E3) = 1.
Proof. Denote by Bi’s the boxes in BDKm intersecting with VN . For any i, we have u ∈ V (
1
10
)
3N and
BKm(u) ⊆ V3N for all u ∈ Bi ∩ VN . Recall that κN < Km+2. Then, by (4),
EHKm(u)
2 = EηV3N (u)2 − EηBKm (u)(u)2 ≤ C1 log2
3N
Km
+ 2C2 ≤ C1 (3k − log2 κ)
for all u ∈ Bi∩VN . LetMi := maxu∈Bi∩VN HKm(u). By Lemmas 2.3 and 2.4, we get EMi ≤ C6
√
C5
for all i. Consequently, by Lemma 2.5, it holds that
P
(
Mi >
1
2
√
δ logN
)
≤ P
(
Mi − EMi > 1
4
√
δ logN
)
≤ 2e− 132C1(3k−log2 κ) δ log2N for all i.
Since κN < Km+2, there are at most
(
K3/κ
)2
such Bi’s. A union bound implies that P(E
c
3) ≤(
K3/κ
)2
2e
− 1
32C1(3k−log2 κ)
δ log2N
. Therefore, limm→∞ P(E3) = 1. ✷
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