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A method for approximating the terms of a generating function is used to approximate the 
distribution of an extreme value statistic. The approximation obtained yields sharper estimates 
of the exact distribution than that given by the asymptotic distribution and, furthermore, yields 
a large deviation result. 
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1. Introduction 
In this paper we use a method for asymptotically approximating the coefficients 
of a generating function to obtain an asymptotic expression for the distribution of 
an extreme value statistic. The approximation obtained by this approach yields a 
sharper estimate of the exact distribution than that given by the limiting distribution 
and may be of interest in other problems. 
In [3] Cheng analyzed the distribution of the statistic 
Z, = max min(Xi, X~+I). 
l~ i~n- - I  
He obtained a closed form for the distribution of Z,, when the Xi are i.i.d., by first 
obtaining a closed form for the generating function of the sequence a, = P(Z,  <- x), 
and then extracting the nth term. In further analysis, Cheng obtained a useful 
approximation to the exact answer and, in this way, derived from first principles 
the method of approximation we outline now. Let 
OO 
A(z)= ~ a,,z n, 
n=0 
where 0 ~< a, <~ 1, which implies that A is analytic in a neighborhood of zero. For 
the present discussion, let us suppose that the only singularities of A are poles, and 
furthermore, for simplicity, let us suppose that on the circle of convergence, I z l = r, 
we have only one pole of order 3/at a. The assumption of a unique pole on the 
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circle of convergence implies for a generating function of nonnegative terms that 
a = r, so that we write 
A(z)=(1-z / r ) -Tg(z) ,  (1.1) 
where g(z) is analytic in a neighborhood of r and nonzero at r. 
Consider a Taylor's series expansion of g(z) around r, 
g(z)= ~ g.(1-z/r)". 
n=O 
Next observe that for the difference 
7--1 
H(z)=A(z ) - (1 -z / r ) -V  ~, 
n=O 
g,(1-z / r )"  
oo 
= ~, g,+7(1-z/r)", (1.2) 
n=0 
we have that H(z) is analytic in a neighborhood of zero with radius of convergence 
greater than r. As a consequence of this observation, we have that the terms in the 
expansion 
oo 
H(z)= E d.z" 
n=O 
satisfy 
d, = o(r-") as n ~ oo. (1.3) 
Using (1.3) in (1.2) yields the estimate 
a,= ~, gi(-r) -n +o(r -" )  
i=0  
Y-~ (7 - i+n-1)  
=r - "  E gi +o(r - " )  asn~oo.  (1.4) 
i=0  / l  
The above approximation is based on a method of Darboux, for which a discussion 
and more complete results than given above can be found in [7, p. 204]. For an 
account of several combinatorial problems where this method is successful, we refer 
to the survey paper [ 1 ]. For a related method referred to as the circle method and 
a brief exposition of it, we cite the paper [2], in which the author presents an elegant 
derivation of an asymptotic result in number theory. 
The success of this method depends on having a useful expression for the 
generating function. For that purpose we cite a result due to Solov'ev (1966) that 
proved quite useful to us. 
Consider a sequence of dependent trials in which each trial results in an event 
A or its complement occurring. Let A. denote the event hat A has occurred at time 
n and IA. denote the indicator function of A.. Under the assumption that the 
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sequence {Ia., n >I 1} forms a stationary m-dependent process, Solov'ev in [6] 
determined the generating function ~b(z) of the integer valued variable v, which 
gives the time of first occurrence of A, that is, v = n on the set (Alfi~2 • • • A.-1A.). 
He showed that 
V,(z) 
4,(z)- (1.5) 
1 -z+zm~b(z)  ' 
where 
oo 
Z 
n=l  
with 
a ,=~* P(A IA , , " "  al j_ ,a,)(- lY,  
where Y~* denotes ummation over all indices i,, t = 0 , . . .  , j , j  >I 0 with 1 <~ l, - 1,-1 ~< 
m, 10 = 1 and/~ = i and where the j = 0 term corresponds to the single term P(A1).  
2. Application to an extreme value statistic 
Let {X., n i> 1} be an i.i.d, sequence with distribution function F and define 
W.,I= min max X i. (2.1) 
l~ i~n- - I  i~ j~ i+ l  
We remark that W.,t is a variable of interest in water quality. For example, if the 
Xi's represent daily stream flows, then the variable W.a, for appropriate choices of 
n and l, represents a design low-flow value, which is used in writing regulatory 
permits for waste discharges into a stream. From [5], the exact distribution of W.,i 
can be calculated as 
n 
P{W.,,<-x}=l- E Y 
k =0 j e  I k 
where 
Ik = {( j , ,  ' ' '  
(n - k + 1)! Fk (x)(1 -- F(x ) )  "-k 
1-I' -y '  j,)t ' ,=1 j ' ! (n -k+l  ,=1 " 
(2.2) 
} , j i ) :0<~j , , t= l , . . . , l ,  and Zt j ,=k  . 
1 
For this variable, the exact distribution is very difficult to evaluate, since the index 
set Ik becomes intractable for large k. 
We now determine the generating function for 
a.= 1 -P{W. . t<~x}.  (2.3) 
We first note in the special case where the A. take the form 
A. = (X. E B1, X.+1E B2,.. •, X.+,. E B,.+I), (2.4) 
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with the {X,, n i> 1} an i.i.d, sequence and the Bi, 1 <~ i<~ m + 1 fixed sets, the 
generating function ~b in (1.5) assumes a simple form. Letting 7ri = P{Ai+IIA~}, 
i=  1 ,2 , . . . ,  m, and 
rl ' l  
7r(z)= • ~iz i, (2.5) 
i=1 
Solov'ev showed (p. 281 in [6]) that 
OtZ 
~b(z) =(1 -  z)(1 + "rr(z)) + az ''+1 ' (2.6) 
where a = P(A1) .  
We apply the above to the following sequence of events A i= 
(Xi <~ x , . . . ,  Xi÷~ ~< x), i I> 1. Then with v denoting the first occurrence of this event, 
we have 
( W..,> x )= (A~A2" ' '  A,_,) = (v ~ > n- l+  1). (2.7) 
With a. = 1 for 0 ~< n <~ l, we then have from (2.7) that 
a ,=P(v>~n- l+ l ) ,  n>~O. (2.8) 
Taking generating functions on both sides of (2.8) then yields 
1 - z  i z ~ 
A(z )= ~ a .z" - - -+  (1-~b(z)), (2.9) 
,,=o 1 , - z  1 -z  
oo  
where ~b(z)= )-~'k=l P{v = k}z k is given in (2.6). 
Noting that ~ri = Pi(XI ~ x) =p', i = 1 , . . . ,  l, so that 
 r(z) = pz - (pz ) '÷ l  
1 -pz  
we obtain from (2.6) and (2.9) that 
1 - -Z  ! Z I 
A(z ) - - - t -  
1 -z  1 -z  
t~z(1 -pz )  } 
1 ( l_z)( l_[pz] l÷l)+t~(l_pz)zZ+ f 
1 --pl+lzl+l 
1 - z + qpl+lzi+2' 
since ~ = /+1 
Cancelling out the common factor 1 -pz  in the above ratio yields 
A(z) = ( l+x+"  "+x l ) / [1 -y ( l+x+.  -.+xZ)] 
with 
x=pz  and y=qz,  (2.10) 
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where q = 1 -p .  The generating function in (2.9) has only poles as singularities, and 
the radius of convergence is given by the positive root of the equation 
y ( l+x+- -  .+xZ) = 1, (2.11) 
as an equation in z with x and y given in (2.10). 
If r denotes the positive root of the equation in (2.11), then it is easy to check 
that r satisfies 
r - -  E r  1+2 ~ 1, 
where 
e : qp l+ l ,  
(2.12) 
(2.13) 
and where r is not equal to the extraneous root 1/p, unless p = ( l+ 1) / ( l+2) ,  in 
which case r = l ip  is a root of order two of the equation in (2.12). Furthermore, as 
can be checked by setting the derivative of the left hand side in (2.12) equal to zero, 
only in the case p = ( l+ 1) / ( l+2)  does (2.12) have a root of order two. Thus, in 
every case, the positive root to (2.11) gives a simple pole for A. Using y = 1 in (1.4) 
yields the approximation 
--/1 a, = gr , 
where by (1.1), 
g = go = lim(1 - z / r )A(z) .  
Z-"~r 
Therefore, in order to evaluate a, asymptotically in (2.3), it remains to evaluate 
g = lim(1 - z / r )A(z) .  (2.14) 
Z.-.~ r 
Using L'Hospital's rule on the equivalent limit, 
(p -x / r ) (1 -x  '+1) 
lim qxl+ 2 , x-~er p - x + 
one finds that g in (2.14) is given by 
1-  rp (2.15) 
g-qr [ r - ( l+2) ( r -1 ) ] "  
We summarize these facts in the following result. 
Theorem 2.1. Let X , ,  n >t I be an i.i.d, sequence with distribution function F. Then 
with W, d defined as in (2.1), we have 
P{W.,t> F -~(p)}=gr - "+R -" asn-->oo, (2.16) 
where g is given in (2.15), R > r, and  r ~ 1/p is the positive solution to (2.12). 
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3. Comparison of asymptotic results 
Writing V~ = maxi~j~i+~ Xj, we see that Wn.l in (2.1) is the minimum of a stationary 
(l + 1)-dependent sequence. We refer to [4] as a convenient source of results on the 
asymptotic theory of extreme values for stationary sequences. By the development 
given there for the maxima of dependent stationary sequences, it is easy to check 
that Wn,~ has the same limiting behavior as if the V~ were independent (cf. Theorem 
3.5.1 of [4]). Letting F denote the distribution of Xj, so that F J+l denotes the 
distribution of V~, and letting u, = u,(r) be a sequence (assumed to exist) such that 
nFl+l( u,)  --> , r<oo  as n--> oo, then we have 
P{W,,,,>u,,}-[1-F'÷I(u,)] n as n --> oo. (3.1) 
We now define the equivalent sample size, s = s(n, l, p), by the relation 
P{ Wn,,> F-'(p)}=[1-p'+I] ". (3.2) 
Thus, s expresses the dependence in the V~ sequence in terms of how the sample 
size must be adjusted so that the distribution of Wn, t agrees with the distribution of 
the minimum of "s" independent V~. 
In view of (3.1) we have that 
s(n,l,p,,)~n as n ~oo, (3.3) 
provided p~ is chosen so that 
np~l-->7-<oo as n --> oo. (3.4) 
We improve on (3.3) and (3.4) by providing a rate of convergence r sult in (3.3), 
and by extending the range of applicable p, in (3.4). To that end, observe that by 
checking the coefficients of the power series in e on both sides of (2.12), we obtain 
r= l+e+(l+2)e2+o(e 2) asp-~0, (3.5) 
where e is given in (2.13). 
From (2.16) and (3.2), we have that 
s log(1 _pt+l)=-n log r+log g+8"  
with [ 81 < 1. Then using (3.5), it can be checked that 
g=l+el(l+O(p)) asps0 .  
Substituting this into the previous equation, using (3.5), and the relation, 
log(l+x)=x-½x2(1-o(1)) as x--> 0, 
we obtain 
s=(n-l)q+ne(l+S)+o(1) asn~oo,  (3.6) 
provided 
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n/_/+lx2' o(1) as n-->oo. (3.7) I, pn ) = 
The additional precision in (3.6) can be formulated as a large deviations result. 
Theorem 3.1. For any sequence {x.} such that 
4-ffF'+X(x,) = o(1) asn-->oo, 
we have 
P{ W, , t> x ,}  ~ exp{-nF J+ l (x , )}  as n --> oo. (3.8) 
Proof 
P{ W,,., > x.}= P{W..,> F-'(F(x.))} 
= [1 -  F'+'(x.)]  s 
=exp{-nF'+'(x.)}(1 +o(1)) 
by (3.6), provided (3.7) holds. Hence the result follows. 
We remark that it is possible to obtain Theorem 3.1 by analyzing directly the 
asymptotic behavior of the sum given in (2.2). Such a program was carried out in 
[5], based on a method for approximating sums of positive terms. However, the 
present calculations are much simpler. 
We conclude this section with some remarks in the case p--> 1. For large values 
of p, the approximation in (2.16) given by Darboux's method misses significant 
terms. We illustrate this in the case l = 1. For this case, it is easily checked that the 
generating function in (2.9) has two poles 
-1 + (1 + 4p/ q)1/2 --1 - (1  + 4p/ q)~/2 
r , -  and r2= (3.9) 
2p 2p 
Letting gl and g2 be the g values obtained in (2.15) for r equal to r, and r2 respectively, 
the exact value of the coefficient of z" in A is given by 
a.= P{W.,t> F-'(p)} 
= g,r-(" + g2r-2". (3.10) 
When p--> 1, the second term in the sum above may not be negligible relative to the 
first term. For example, if p--> 1 in such a way that n(1 _p),/2..> z, then 
P{ W,,,> F - ' (p )}= (1 +O(1))½(1--p)(n-')/2[1 +(--1) "+1 e -~] as n--> o0, 
which in this case yields s-.-n/2 as n-> o0. 
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4. Numerical results 
In this section, we compare the answers given by the Darboux approximation 
(from 2.16) with those given by two other methods. 
For the case 2 = 1, Cheng [3] gives an exact expression for the distribution of W,,,: 
n-k+1 
k PkCk 
(4.1) 
where [x] is the integer part of x. 
In Table 4.1, we compare the answers given by this exact method with those given 
by the Darboux approximation and those given by the asymptotic approximation 
(3.8), when n = 5 and I = 1. As the table shows, the Darboux approximation works 
incredibly well over the entire range of the distribution, never deviating from the 
true answer by more than 0.002. The asymptotic approximation, as expected, is not 
very good when n = 5. 
Table 4.1. 
Distribution and equivalent sample size comparisons with n = 5, I = 1 
P P( W,,, s F-‘(P)) 
Exact Darboux 
Eqn. (4.1) Eqn. (2.16) 
Asymptotic 
Eqn. (3.8) 
44 I, P) 
Darboux Approx. 
Eqn. (2.16), (3.2) Eqn. (4.2) 
0.05 0.0096 0.0096 0.0124 3.86 3.87 
0.10 0.0369 0.0369 0.0488 3.74 3.74 
0.20 0.1347 * 0.1347 0.1813 3.54 3.52 
0.30 0.2733 0.2734 0.3624 3.39 3.28 
0.40 0.4326 0.4328 0.5507 3.25 3.01 
0.50 0.5938 0.5942 0.7135 3.14 2.69 
0.60 0.7402 0.7411 0.8347 3.03 2.32 
0.70 0.8590 0.8605 0.9137 2.93 1.91 
0.80 0.942 1 0.9438 0.9592 2.82 1.52 
0.90 0.9874 0.9885 0.9826 2.69 1.19 
0.95 0.9972 0.9976 0.9890 2.60 1.08 
Tables 4.2 and 4.3 display similar results in the cases n = 31, I = 6 and n = 100, 
I = 6. The first case corresponds to a situation frequently encountered in water 
quality investigation, the minimum over 7-day maximum for a one-month (31 day) 
period. The second case was chosen to display behavior as n becomes large with 
the same value of I as used in Table 4.2. For both of these tables, the exact distribution 
of W,, is intractable, so the results shown in the second column are the results (fl 
standard error) of 1000 simulations. In every case, the Darboux approximation is 
within *2 standard errors of the simulation results. The asymptotic approximation 
is still unreliable, even for n = 100, especially in the center egion of the distribution. 
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Table 4.2 
Distribution and equivalent sample size comparisons with n = 31, l = 6 
p P{ W,,t <~ F- l (p)}  s(n, l, p) 
Simulation Darboux Asymptotic Darboux Approx. 
+S.E. Eqn. (2.16) Eqn. (3.8) Eqn. (2.16), (3.2) Eqn. (4.2) 
0.20 0.002 + 0.0014 0.0003 0.0004 20.32 20.20 
0.30 0.005 + 0.0022 0.0039 0.0068 17.81 17.82 
0.40 0.025 + 0.0155 0.0251 0.0495 15.49 15.48 
0.50 0.109+0.0099 0.0990 0.2151 13.29 13.26 
0.60 0.282 + 0.0142 0.2747 0.5801 11.31 11.17 
0.65 0.423 + 0.0156 0.4078 0.7812 10.42 10.14 
0.70 0.587 + 0.0156 0.5618 0.9221 9.60 9.07 
0.75 0.729+0.0141 0.7184 0.9840 8.84 7.91 
0.80 0.861 + 0.0109 0.8530 0.9985 8.15 6.61 
0.90 0.986 + 0.0037 0.9885 0.9999 6.86 3.57 
Table 4.3 
Distribution and equivalent sample size comparisons with n = 100, l = 6 
P{ Wn,t <~ F-X(p)} s(n, l, p) 
Simulation Darboux Asymptotic Darboux Approx. 
+S.E. Eqn. (2.16) Eqn. (3.8) Eqn. (2.16), (3.2) Eqn. (4.2) 
0.20 0.001 ± 0.0010 0.0010 0.0013 75.87 75.41 
0.30 0.012+0.0034 0.0144 0.0216 66.16 66.17 
0.40 0.073 +0.0082 0.0895 0.1511 57.16 57.15 
0.50 0.294 + 0.0144 0.3175 0.5422 48.71 48.64 
0.55 0.474+0.0158 0.4971 0.7818 44.80 44.62 
0.60 0.679 + 0.0148 0.6891 0.9392 41.15 40.71 
0.65 0.848 + 0.0114 0.8502 0.9926 37.77 36.81 
0.70 0.944 + 0.0072 0.9492 0.9997 34.67 32.76 
0.80 0.998 + 0.0014 0.9990 0.9999 29.23 23.31 
The last two columns of all three tables compare the equivalent sample size, 
s(n, l, p), as defined in (3.2). The first method does so by replacing the left-hand 
side of (3.2) with the Darboux approximation of (2.16). The second method is to 
use the approximation: 
s(n, 1, p )=(n- l )q+p+ e{n[q(l+½)-½]-q(312 + 3/+ 1) 
+½1+O(p)}+O(e 2) ase~0 (n,/f ixed). (4.2) 
This result is quite similar to that of (3.6). The difference is that (3.4) ensures that 
e-* 0 and n ~ oo in (3.6) at a fixed rate. The above result, which lets e ~ 0 for fixed 
n and l, will be more appropriate for the (n, l) pairs used in our examples: (5, 1), 
(31, 6), and (100, 6). As might be expected, the s of equation (4.2) agrees quite well 
with that of the Darboux approximation when p is small, but is much too low as 
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p --> 1. In any case, either value of s is vastly preferable to the asymptotic approxima- 
tion, which is, from (3.3), s = n. 
In conclusion, the Darboux method seems to provide a quick and very precise 
estimate of the percentile points of the Wn.~ distribution. The approximation is 
excellent even in the case where n is small, and is even better as n increases. 
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