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GEOMETRIC STRUCTURES MODELED ON AFFINE HYPERSURFACES
AND GENERALIZATIONS OF THE EINSTEIN WEYL AND AFFINE
HYPERSPHERE EQUATIONS
DANIEL J. F. FOX
Abstract. An affine hypersurface (AH) structure is a pair comprising a conformal structure
and a projective structure such that for any torsion-free connection representing the projective
structure the completely trace-free part of the covariant derivative of any metric representing
the conformal structure is completely symmetric. AH structures simultaneously generalize Weyl
structures and abstract the geometric structure determined on a non-degenerate co-oriented hy-
persurface in flat affine space by its second fundamental form together with either the projective
structure induced by the affine normal or that induced by the conormal Gauß map. There are
proposed notions of Einstein equations for AH structures which for Weyl structures specialize to
the usual Einstein Weyl equations and such that the AH structure induced on a non-degenerate
co-oriented affine hypersurface is Einstein if and only if the hypersurface is an affine hypersphere.
It is shown that a convex flat projective structure admits a metric with which it generates an
Einstein AH structure, and examples are constructed on mean curvature zero Lagrangian sub-
manifolds of certain para-Ka¨hler manifolds. The rough classification of Riemannian Einstein
Weyl structures by properties of the scalar curvature is extended to this setting. Known es-
timates on the growth of the cubic form of an affine hypersphere are partly generalized. The
Riemannian Einstein equations are reformulated in terms of a given background metric as an
algebraically constrained elliptic system for a cubic tensor. From certain commutative nonas-
sociative algebras there are constructed examples of exact Riemannian signature Einstein AH
structures with self-conjugate curvature but which are not Weyl and are neither projectively nor
conjugate projectively flat.
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1. Introduction and overview of results
An affine hypersphere is a non-degenerate hypersurface in flat affine space the affine normals of
which meet in a point (which may be at infinity), its center. These are the umbilical hypersurfaces
in affine geometry. Due principally to examples constructed by E. Calabi in [19] and work of S.Y.
Cheng and S.T. Yau, [34, 35, 36], resolving a precise conjecture made by Calabi in [19], it is known
that, unlike the situation for Euclidean umbilics, there is an abundance of these hypersurfaces
which are not hyperquadrics. In particular the interior of the cone over a properly convex domain
is foliated by properly embedded hyperbolic affine hyperspheres asymptotic to the boundary of
the cone and having center at the vertex of the cone. This means there is a hyperbolic affine
hypersphere canonically associated to the universal cover of a convex flat real projective structure,
and this in part explains their importance.
The idea motivating this paper is that the equations distinguishing the affine hyperspheres among
all hypersurfaces in flat affine space should admit a formulation as the Einstein equations for some
geometric structure induced on such hypersurfaces. The resulting intrinsically defined structures are
called here AH (affine hypersurface) structures to reflect their origin, as indeed there is induced on
every co-oriented non-degenerate immersed hypersuface in flat affine space a pair of such structures
(one via the affine normal, and one via the conormal Gauß map). Moreover, there is a notion of
Einstein equations for AH structures which for Weyl structures specializes to the usual Einstein
Weyl equations.
Weyl structures are geometric structures generalizing the notion of a positive homothety class
of pseudo-Riemannian metrics. The usual definition is that a Weyl structure comprises a torsion-
free affine connection ∇ compatible with a conformal class of metrics [h] in the sense that for
each representative metric h ∈ [h] there is a one-form γi such that ∇ihjk = 2γihjk. Einstein
Weyl structures generalized Einstein metrics and have been studied heavily. AH structures can
also be viewed as a direct generalization of Weyl structures obtained by relaxing the compatibility
requirement between ∇ and [h]. There is an involutive notion of conjugacy of AH structures such
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that the two AH structures induced on an affine hypersurface are conjugate, and the self-conjugate
AH structures are exactly the Weyl structures.
The central theme of this paper is the study of a subclass of AH structures called Einstein
which has the following properties:
• The Einstein AH equations specialize for Weyl structures to the usual Einstein Weyl equa-
tions.
• The AH structure conjugate to an Einstein AH structure is Einstein.
• Each member of the pair of conjugate AH structures induced on a hypersurface in flat affine
space is Einstein if and only if the hypersurface is an affine hypersphere.
• A convex flat real projective structure carries a canonically related pair of conjugate Einstein
AH structures.
• There are Einstein AH structures which are not Weyl and which are not locally equivalent
to ones induced on affine hyperspheres.
Thus Einstein AH structures provide a framework accomodating simultaneously the usual Einstein
Weyl structures (and hence the usual Einstein manifolds) and convex flat real projective structures,
but including other spaces as well.
Most of the basic structures and notions associated to a conformal class of metrics (more gen-
erally, a Weyl structure), e.g. the conformal Weyl tensor or the Yamabe problem, admit general-
izations to AH structures. On the other hand, there appear for AH structures some new objects,
which are trivial for Weyl structures. In particular, while the Einstein AH equations generalize the
Einstein Weyl equations, their definition is not the most naive generalization of the Einstein Weyl
condition, which turns out to be inadequate, and in order to obtain a tractable theory, it is neces-
sary to impose a further condition which for an Einstein Weyl structure on a manifold of dimension
at least 3 is automatic. The extra condition does, however, directly generalize the condition made
the definition of the two-dimensional Einstein Weyl equations by D. Calderbank in [22].
The purpose of the present paper is to define AH structures, define the Einstein equations for AH
structures, present some examples, and begin the work of relating properties of these structures to
curvature conditions. An AH structure is said to have self-conjugate curvature if its curvature tensor
is identical with that of the conjugate AH structure. It is for the class of Einstein AH structures
with self-conjugate curvature that the strongest results are obtained, and it may come to be seen
that this is the class of AH structures on which attention should be focused. In some still obscure
sense the projectively flat Einstein AH structures are real analogues of extremal Ka¨hler metrics, and
the general contours of the theories describing the two bear some resemblance. This paper focuses
on the Riemannian signature case, but the Lorentzian signature case is certainly interesting as well.
While much more work needs to be done, particularly in regards to the systematic construction of
compact examples, formulations of the Einstein equations are obtained which should be amenable
to further study, and it is hoped that the article will convince the reader that AH structures merit
further attention. For example, it seems that the formalism offers possibilities for bringing elliptic
PDE techniques to bear on the study of convex flat projective structures. A large number of
problems are suggested, and the subject seems quite rich.
In the remainder of the introduction the contents of the paper are described in more detail and
some context is given. The overall organization of the paper should be evident from the table of
contents.
1.0.1. In sections 2 and 3 there are given the basic definitions of AH structures and their conjugates,
and the basic properties of the curvature of AH structures are worked out in detail.
A choice of a transverse subbundle along a smoothly immersed hypersurface M in the (n +
1)-dimensional flat real affine space V splits the exact sequence defining the normal bundle and
determines on the hypersurface a torsion-free affine connection ∇. When the second fundamental
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form of the hypersurface (viewed as a normal bundle valued covariant symmetric two tensor) is
non-degenerate a distinguished affine normal subbundle is determined by imposing a compatibility
condition on ∇ and the second fundamental form. Locally identifying the second fundamental form
with a metric Hij taking values in the line bundle of 2/n-densities, the requirement is that ∇iHjk
be trace-free (traces are taken with the bivector Hij dual to Hij). If the immersion is co-oriented
then the second fundamental form induces a conformal class [h]. The conormal Gauß map sends
a point of M to the ray in the oriented projectivization P+(V∗) of the dual space V∗ determined
by the annhilator of the tangent space to M at p and the given co-orientation. The pullback via
the conormal Gauß map of the flat projective structure on P+(V∗) gives a flat projective structure
[∇¯] on M . The projective structure [∇¯] is in a certain sense dual to the projective structure [∇]
generated by ∇; there is a unique representative ∇¯ ∈ [∇¯] such that ∇¯iHjk is trace-free, and the
difference tensor ∇¯ − ∇ is simply Hkp∇iHjp. The triple ([∇], [h], [∇¯]) is canonically associated to
a co-oriented non-degenerate hypersurface immersion in flat affine space. All these structures are
invariant under affine motions of the ambient affine space, and all the affinely invariant geometry
of the hypersurface is encoded in them.
Given a pair ([∇], [h]) comprising a projective structure [∇] and a conformal structure [h] there
is a representative ∇ ∈ [∇], called aligned, distinguished by the requirement that ∇iHjk be trace-
free, where the normalized (density valued) representative Hij = | deth|−1/nhij of the conformal
structure does not depend on the choice of h ∈ [h]. The pair ([∇], [h]) is a generalized affine
hypersurface (AH) structure if moreover ∇iHjk is completely symmetric, in which case the
weighted tensor Lij k = Hkp∇iHjp is called its cubic torsion. There is a built in notion of (invo-
lutive) conjugacy of AH structures, generalizing the relation between the AH structures ([∇¯], [h])
and ([∇], [h]) of the previous paragraph, and such that the self-conjugate AH structures are exactly
the usual Weyl structures. Precisely, the aligned representative ∇¯ of the AH structure ([∇¯], [h])
conjugate to a given AH structure ([∇], [h]) is defined by ∇¯ = ∇+ Lij k.
An AH structure is exact if the aligned representative ∇ makes parallel some non-vanishing
density. In this case there is distinguished a positive homothety class of representatives of h by
the requirement that ∇| det h| = 0. If the AH structure is not exact, then to each h ∈ [h] there
is associated a one-form γi called the Faraday primitive and defined by 2nγi = h
pq∇ihpq. The
differential Fij = −dγij does not depend on the choice of h and is called the Faraday two-form.
These notions are exacly as for Weyl structures.
The curvature Rijk
l of the AH structure is the curvature of ∇. The sign and index conventions
are consistent with 2∇[i∇j]Xk = Rijp kXp (see section 2.1 for the notational conventions). The
usual Ricci trace Rij = Rpij
p is not the only rank two trace of the curvature tensor. The trace
Qij = H
pqRipqj must also be considered, although there is only one (density-valued) scalar trace
R = HijRij = H
ijQij . Replacing the AH structure by its conjugate leaves some linear combination
of these traces unchanged, and sends some linear combination to its opposite. More generally, the
curvature can be decomposed into its self-conjugate and anti-self-conjugate parts, and conditions on
the curvature which are invariant under conjugacy are particularly natural geometrically. An AH
structure is (conjugate) projectively flat if [∇] (resp. [∇¯]) is projectively flat. For example, the
AH structure induced on a non-degenerate co-oriented hypersurface in flat affine space is conjugate
projectively flat because the conjugate projective structure [∇¯] is that induced via the conormal
Gauß map by pullback of a flat projective structure.
As is nicely explained in [122] one way to try to find Einstein Riemannian metrics is the following.
Given a compact manifold M let σ(M) = sup[g] infg∈[g]
(
volg(M)
(2−n)/n ´
M
Rg dvolg
)
, where the
sup is taken over all conformal structures on M , and Rg is the scalar curvature of the metric g.
The expectation, which is often true, is that a metric for which the volg(M)
(2−n)/n ´
M
Rg dvolg =
σ(M) is Einstein. The tendency is that a metric critical for the normalized total scalar curvature
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minimizes within its conformal class but maximizes with respect to transverse variations. This
suggests the desirability of having a structure which is to AH structures as a conformal structure
is to its representative metrics. In this analogy a representative metric should be thought of as
corresponding to a Weyl structure. There is such a structure, and it is called here by the not
entirely pleasant name Codazzi projective structure. These are described in section 3.
Given a conformal structure [h] two torsion-free affine connections are conformal projectively
equivalent if their difference tensor is pure trace, traces being taken using the conformal structure,
and a conformal projective equivalence class of connections each of which generates with [h] an AH
structure is called a Codazzi projective structure. One should think of a conformal class of
projective structures; if the aligned representatives of two AH structures are conformal projectively
equivalent then their difference tensor has the form 2α(iδj)
k −Hijαk (Theorem 2.7), which is the
conformal action of the one-form αi on the space of connections. In this case the two AH structures
are said to be subordinate to the Codazzi projective structure which their aligned representatives
generate; such AH structures have the same cubic torsion. On a non-degenerate hypersurface in
flat affine space the connections induced by different choices of transverse subbundle are conformal
projectively equivalent, so determine a Codazzi projective structure; the condition defining the
affine normal subbundle selects a particular subordinate AH structure.
While Codazzi projective structures are not themselves studied in great detail, they serve a useful
role in organizing the analysis of the curvature of AH structures. In particular, it makes sense to
speak of tensors and operators associated to an AH structure which are invariant in the sense
that they depend only on the underlying Codazzi projective structure. In general any conformally
invariant tensor or operator has a generalization of this sort, although there appear some new
tensors and operators which are identically null in the usual conformal setting. In particular there
are for an AH structure analogues Wijk
l and Wijk of the usual conformal Weyl and conformal
Cotton tensors; however now these decompose into their self-conjugate parts Aijk
l and Aijk and
anti-self-conjugate parts Eijk
l and Eijk, the latter necessarily vanishing for Weyl structures. If
Aijk
l or Eijk
l vanishes then Aijk or Eijk is invariant. In particular, the tensor Aijk
l necessarily
vanishes in 3 dimensions, so in this case Aijk is invariant. It came as a bit of a surprise that in
dimension at least 3 the trace Ai = AipqH
pq is always invariant, and need not be zero. As will now
be explained, it seems that any reasonable generalization of the Einstein equations has to include
the condition Ai = 0 (this is automatic for affine hypersurfaces). An AH structure satisfying Ai = 0
will be called conservative.
1.0.2. In section 4 the Einstein equations are defined, their two-dimensional specialization is briefly
discussed, and there are described some important examples.
For an affine hypersurface of dimension at least 3, the AH structure induced via the affine normal
is projectively flat if and only if the hypersurface is an affine hypersphere. In two dimensions while
it is still true that the AH structure on an affine hypersphere must be projectively flat, the converse
is not true. Rather, in two dimensions an affine hypersurface is an affine hypersphere if and only if
the induced AH structure is projectively flat and has self-conjugate curvature. This characterization
of affine hyperspheres in dimension at least 3 suggests as a possible notion of Einstein equations
the requirement that an AH structure be both projectively flat and conjugate projectively flat.
However, this is much too strong as it would amount in essence to defining Einstein AH structures
to be those covered by affine hyperspheres; the spirit of this condition is similar to the condition
that a metric be conformally flat Einstein. Moreover, it gives the wrong notion in dimension 2.
A less restrictive conclusion is that any notion of Einstein such that the AH structures induced
on affine hyperspheres are Einstein must be preserved under conjugacy. All rank two traces of the
curvature of an AH structure are expressible as linear combinations of the self-conjugate and anti-
self-conjugate parts of Rij , which in turn are linear combinations of Rij and Qij . Any definition
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of Einstein AH generalizing the Einstein Weyl equations has to include the condition that the
symmetric trace-free part of Rij vanish, and if such a definition is to be preserved by conjugacy,
this means, by the preceeding remark, that it must require the vanishing of the symmetric trace-
free part of any rank two trace of the curvature. The naive Einstein equations require that
the symmetrized tensors R(ij) and Q(ij) be pure trace, or, what is equivalent, that any linear
combination of symmetric parts of rank two traces of the curvature be pure trace. However, for a
number of reasons these conditions are insufficiently strong.
Most importantly, they do not in general impose any condition resembling the constancy of the
scalar curvature and they do not restrict to the two-dimensional Einstein Weyl equations studied
by D. Calderbank in [22]. In dimension at least 3 the traced differential Bianchi identity implies
that the Einstein modification Rij − 12Rhij of the Ricci tensor of a pseudo-Riemannian metric
is divergence free, which in the four-dimensional Lorentzian case is of fundamental importance
physically. When the connection and the metric are linked only weakly as in the AH condition,
the traced differential Bianchi identity and the naive Einstein equations are together insufficient
to imply an analogous condition on the weighted scalar curvature, and such an extra condition, at
the very least, must be imposed as part of the definitions. In dimension at least 3 the obstruction
is the tensor Ai. Precisely from (3.28) of Lemma 3.4 it can be seen that in dimension at least 3, a
naive Einstein AH structure is conservative if and only if
∇iR+ n∇pFip = 0.(1.1)
Here Fij =
1
nRijp
p is the Faraday two-form. In two dimensions the tensor Ai is not defined, but
the condition ∇iR + 2∇pFip = 0 does make sense. Moreover, this is exactly the condition taken
by Calderbank as the definition of the Einstein Weyl equations in dimension 2 (in two dimensions
the usual Einstein Weyl equations are vacuous, so the definition has to be supplemented by a new
condition).
Thus a notion of Einstein AH structure generalizing the Einstein Weyl equations, including their
two dimensional formulation, is obtained by considering conservative naive Einstein AH structures,
where in 2 dimensions a naive Einstein AH structure is said to be conservative if it satisfies (1.1).
Definition. An AH structure on a manifold of dimension n ≥ 2 is naive Einstein if there
vanishes the trace-free symmetric part of every rank two trace of its curvature, and Einstein if it
is naive Einstein and satisfies (1.1).
1
An explicit example of an AH structure which is naive Einstein but not Einstein is given in
section 7.1.8. While it seems clear that the gap between the two is quite large, it does not seem
much easier to produce examples of naive Einstein AH structures than it is to produce examples of
Einstein AH structures. In fact, the only examples of naive Einstein structures available found so
far are obtained by perturbing some feature of an explicit example of an Einstein AH structure
1.0.3. In the present paper the focus will be on the case of dimension at least 3, although occasion-
ally comments will be made about the two-dimensional case. Stronger results are available in two
1In 2017, while preparing a new version of the present article, the author realized that in this definition and
the preceding paragraphs (as well as Definition 4.1 and the paragraph following) all references to Rij and Qij were
intended to refer the symmetric parts of Rij and Qij . The definition of naive Einstein, and so also Einstein, used
throughout the paper has required (in all versions) the vanishing of the trace-free symmetric parts of these ranks
two traces of the curvature, and not the stronger vanishing of their trace-free parts (which would force the vanishing
of the Faraday curvature, which is not assumed as part of the definitions of the Einstein-like conditions). The
expository error, which must have been terribly confusing to readers, is due to a combination of overediting aimed
at streamlining the exposition of a previous even more verbose version, combined with the psychological tendency
to read in one’s own writing what one intends, independently of what one has written.
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dimensions, and these are briefly discussed now because the picture they yield is helpful in thinking
about what should be true in higher dimensions. In two dimensions the following theorems provide
convincing evidence that notion of Einstein equations is correct.
Theorem 1.1. On a compact, orientable surface M of genus at least 2, an Einstein Riemannian
signature AH structure ([∇], [h]) is exact with negative scalar curvature and is projectively flat and
conjugate projectively flat. For a distinguished metric the cubic tensor Lijk = Lij phpk is the real
part of a cubic holomorphic differential with respect to the complex structure determined by the
conformal structure and the given orientation
The two-dimensional case will be described in detail, and this theorem proved, in [59]. It can be
deduced from Lemma 4.5, Theorem 5.3, and the Riemann-Roch Theorem. The story in genus zero
or one is a bit harder to summarize briefly, so is omitted. From Theorem 1.1 there can be deduced
Theorem. On a compact, orientable surface M of genus at least 2 there is an oriented mapping
class group equivariant bijection between the deformation space of Einstein AH structures and the
fiber bundle over the Teichmu¨ller space of M the fiber of which over a given conformal structure
comprises the cubic holomorphic differentials with respect to the complex structure determined by
the conformal structure and the given orientation. To conjugate Einstein AH structures there
correspond opposite cubic differentials.
This theorem is closely related to, though not identical with, a theorem due independently to F.
Labourie and J. Loftin (see [91] and [100]) showing that the same bundle over Teichmu¨ller space
parameterizes the deformation space of convex flat real projective structures on the surface. The
construction of a cubic holomorphic differential from an Einstein AH structure is given by Theorem
1.1, while the construction of an Einstein AH structure given a cubic holomorphic differential can
be effected by essentially the argument used by Loftin to prove Theorem 2 of [100]. This theorem
could be deduced from that of Labourie and Loftin if it could be shown directly that the projective
structure underlying an AH structure as in Theorem 1.1 is necessarily convex; as things stand, this
is true, but follows from Theorem 1.1 coupled with the Labourie-Loftin theorem.
1.0.4. In the higher dimensional case it is not completely clear that the given definition of Einstein
AH is the best one. In particular there is available the following somewhat stronger notion. A
natural condition which implies the conservation condition is that the curvature of the AH structure
be self-conjugate. In the presence of the naive Einstein equations this is equivalent to the vanishing
of the anti-self-conjugate Weyl tensor Eijk
l. This condition implies the conservation condition
because LabcEiabc is a multiple of Ai, as is shown in Lemma 3.4 by involved computations using the
differential Bianchi identity, but examples constructed in section 4.4 show that it is more restrictive.
The choice has been made to define the Einstein equations as above, and to refer to this stronger
notion as Einstein AH with self-conjugate curvature.
Because the self-conjugate Weyl tensor vanishes in three dimensions, it can be shown that on a 3-
manifold a closed naive Einstein AH structure with self-conjugate curvature is projectively flat and
conjugate projectively flat, and it follows both that it is Einstein and that it is locally immersible
as an affine hypersphere in flat affine space. Thus were the self-conjugacy of the curvature included
in the definition of Einstein, then in three dimensions the Einstein equations would imply projec-
tively flat for a closed AH structure. This resembles the situation for the Einstein equations of a
metric, which in three dimensions force the metric to have constant sectional curvature. Both this
observation and that an affine hypersphere has always self-conjugate curvature, suggest including
the self-conjugacy of the curvature in the definition of Einstein. Also, as will be discussed below, for
Einstein AH structures with self-conjugate curvature than can be proved stronger theoresm about
the the size of the cubic torsion than can be proved for general Einstein AH structures. This and
the preceeding remarks could be taken as indicating that the self-conjugacy of the curvature should
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be included in the definition of Einstein. On the other hand, in two-dimensions self-conjugacy of
the curvature is equivalent to the naive Einstein equations, and the conservation condition has to be
imposed, and so with a definition including self-conjugacy of the curvature the two-dimensional case
would, as for Weyl structures, require a special treatment. This suggests that in higher dimensions
the two conditions, conservative and self-conjugate curvature, should be regarded as independent
notions. It seems preferable to have a definition which applies equally in dimension two and higher
dimensions, and it seems that the self-conjugacy of the curvature and the conservation condition are
conceptually distinct, although related. For these reasons, and because many basic results about
Einstein Weyl structure generalize straightforwardly to Einstein AH structures, it seems that the
terminologies chosen here are reasonable.
It should be mentioned that a third notion, called strongly Einstein, is defined in Definition 4.2,
but this notion is not central, and motivating it adequately would require discussion of technicalities
distracting here in the introduction.
1.0.5. In section 4.2 there are considered non-degenerate co-oriented hypersurface immersions in
manifolds with affine connections and projective structures. It is shown that a on a non-degenerate
co-oriented immersed hypersurface in a manifold with projective structure there is induced a con-
formal projective structure, which is a Codazzi projective structure if the ambient manifold is
projectively flat. It is shown that each torsion free affine connection representing the ambient pro-
jective structure determines an affine normal bundle and induces on the hypersurface a projective
structure which forms with the conformal structure determined by the second fundamental form
an AH structure provided the ambient affine connection is projectively flat. For immersions in flat
affine space there is described the conormal Gauß map and the flat projective structure which it
induces, and it is shown that the AH structure which this constitutes with the second fundamental
form is conjugate to that induced via the affine normal. Finally it is shown that the induced AH
structure is Einstein if and only if the hypersurface is an affine hypersphere. It should be remarked
that the AH formalism may be useful for studying other classes of affine hypersurfaces, e.g. affine
maximal hypersurfaces. In section 4.3 it is shown, using a fundamental theorem of Cheng and
Yau on the solvability of a particular Monge-Ampe`re equation on a properly convex domain, that
a convex flat real projective structure [∇] admits a unique conformal structure [h] with which it
forms an exact Einstein AH structure with negative scalar curvature. Since there is a unique affine
hypersphere associated to the universal cover of a convex flat projective structure, this also follows
from the results of section 4.2, but a direct intrinsic proof has been given rather than passing
through this correspondence, which is quite deep.
1.0.6. In section 4.4 there are constructed various examples of left-invariant Einstein AH structures
on semisimple Lie groups which, however, do not have self-conjugate curvature. In particular such
examples having Riemannian signature are constructed on S3.
1.0.7. Some idea of the content of the definition is given by the following characterization of Rie-
mannian signature Einstein AH structures on a compact n-dimensional manifold M . By Theorem
5.4, such a structure is equivalent to the data of a Riemannian metric hij , a one-form γi, and
a completely symmetric, completely trace-free tensor Lijk = L(ijk) such that, writing D for the
Levi-Civita connection of hij , and Rij and R for its Ricci and scalar curvatures, respectively, there
hold the equations
Rij =
1
nRhij +
1
4
(
Lip
qLiq
p − 1n |L|2hhij
)
+ (2− n) (γiγj − 1n |γ|2hhij) ,
Di(R− 14 |L|2h − (n+ 2)|γ|2h) = 0, DpLij p = 0, γpLij p = 0, D(iγj) = 0.
(1.2)
The usual Einstein Weyl equations are recovered in the case Lijk ≡ 0. These equations say that the
vector dual to γi is h-Killing, and that L is divergence free and annihilated by γi. When n = 2 and
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M is oriented they imply more, namely that L is the real part of a holomorphic cubic differential
(with respect to the complex structure determined by h and the given orientation). The equations
(1.2) imply
Rij − 12Rhij + n−22n κhij = 14
(
Lip
qLiq
p − 12 |L|2hhij
)
+ (2− n) (γiγj + 12 |γ|2hhij) ,(1.3)
in which κ = R− 14 |L|2h− (n+2)|γ|2h is constant. This last equation looks like the gravitational field
equations with cosmological constant and the righthand side as stress-energy tensor (that this is
divergence free is non-trivial). Of course hij is Riemannian, and this resemblance is purely formal,
but in the Lorentzian case solving the field equations (1.3) will also lead to Einstein AH structures,
and this suggests other points of view on the latter.
That there vanish Eijk
l imposes the further condition that Lijk be what some authors call a
Codazzi tensor:
D[iLj]kl = 0.(1.4)
The extra strength of this condition is apparent from the Weitzenbo¨ck type identities described
in section 6 and also the refined Kato inequality of Lemma 6.4 to which it leads. This kind of
Codazzi condition plays an important role in various problems, for example the analysis of the
initial conditions for the (physical) Einstein equations, or in proving Bernstein type theorems for
Riemannian hypersurfaces (as in [120]) or for affine hypersurfaces. A relevant and motivating survey
is [18]. The consequences here of (1.4) can be seen in Theorems 6.4 and 6.7 recounted later in the
introduction.
1.0.8. Theorem 4.10 shows that given a convex flat real projective structure [∇] there is a unique
conformal structure [h] such that ([∇], [h]) is an exact Einstein AH structure with negative scalar
curvature. This gives a large class of examples which are not Einstein Weyl, and for which much
is known by combinatorial and geometric topological methods. Since the existence of non-trivial,
non-hyperbolic convex flat projective structures will not be familiar to all readers, a few remarks
are made about their abundance.
In two dimensions W. Goldman proved in [64] that the deformation space of convex flat projective
structures on a compact orientable surface of genus g > 1 is diffeomorphic to an open cell of real
dimension 16(g − 1); this follows also from the theorem of F. Labourie and J. Loftin discussed in
section 1.0.3. In higher dimensions there is of course not available such a complete description.
While it suggests that convex flat projective structures are abundant in higher dimensions as well,
phenomena such as Mostow rigidity might be taken to suggest the contrary. However, Y. Benoist
has shown that in every dimension n ≥ 2 there exist non-symmetric divisible strictly convex sets in
P+(V). In these examples the discrete group dividing the set is isomorphic to a cocompact lattice
in O+(1, n). Examples not obtained by deforming hyperbolic ones were later found by Benoist and
M. Kapovich. In particular, in [81], Kapovich proved:
Theorem 1.2 (M. Kapovich, [81]). For every n ≥ 4 there is a compact n-manifold which admits
a strictly convex flat real projective structure, and which admits no Riemannian metric of constant
negative sectional curvature, although it does admit a metric of negative sectional curvature.
The proof is constructive; the projective structures are constructed on examples due to M.
Gromov and W. Thurston, [66], who showed the claimed metric properties of these manifolds. The
strict convexity is proved using a theorem of Y. Benoist, [6], that a divisible open subset of P+(V)
is strictly convex if and only if it is divisible by a Gromov hyperbolic discrete group of projective
automorphisms.
In short, even for manifolds for which there is no hope of uniformization using hyperbolic struc-
tures, there can be convex flat projective structures. In lieu of Theorem 4.10 and recast in the
language of this paper, this shows that there are manifolds which admit no hyperbolic metric but
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which admit Einstein AH structures of a particularly nice sort. One motivation for the present paper
is the idea that techniques for producing Einstein AH structures (in particular with self-conjugate
curvature) could be useful also for producing convex flat projective structures. In particular they will
be useful in three dimensions, since in that case a closed Einstein AH structure with self-conjugate
curvature is necessarily projectively flat. More generally it is hoped that the analytic techniques
afforded by the AH formalism will be useful in the study of convex flat projective structures.
1.0.9. Because the symplectic form identifies the normal bundle of a Lagrangian submanifold with
its cotangent bundle, the second fundamental form of the Lagrangian submanifold with respect to
a connection on the ambient symplectic manifold can be viewed as a covariant three tensor on the
submanifold, which is completely symmetric if the connection is torsion-free and compatible with
the symplectic form. Because of the similarity of the Gauß-Codazzi equations for the second fun-
damental form with (1.4) this leads to the expectation that there should be natural AH structures
on Lagrangian submanifolds of Ka¨hler and para-Ka¨hler manifolds. In section 8 this expectation
is realized for Lagrangian submanifolds of para-Ka¨hler manifolds. Theorem 8.3 shows that on an
immersed non-degenerate Lagrangian submanifold of a para-Ka¨hler manifold there is induced in a
natural way a pencil of Codazzi structures. Theorem 8.4 shows that on an immersed mean curva-
ture zero spacelike Lagrangian submanifold of a para-Ka¨hler manifold of constant para-holomorphic
sectional curvature there is induced an exact Riemannian Einstein AH structure having as a dis-
tinguished metric the induced metric, and which is projectively flat and conjugate projectively flat.
This suggests a close relationship between such Lagrangian submanifolds and affine hyperspheres
or convex flat projective structures, and in fact there is a sort of local correspondence, though this
will be explained in detail elsewhere.
Logically section 8 would come at the end of section 4, but because sketching the necessary back-
ground about para-Ka¨hler structures takes some space, and it is convenient to use some notation
not introduced until section 6, it is located where it is.
1.0.10. In section 5 and those following attention is restricted to Riemannian AH structures. This
is not because other signatures are not interesting; on the contrary, the example of Lorentzian
Einstein-Weyl structures, as for example in N. Hitchin’s [71] or C. LeBrun and L. Mason’s [92],
suggests that the Lorentzian case will be very interesting. Rather this restriction is made because
the availability of the usual tools from elliptic PDE facilitates the proof of general structural results,
and leads to further problems which should be approachable with more sophisticated analysis. The
Lorentzian case requires a different set of techniques, in particular the best results for Lorentzian
Einstein Weyl structures are obtained using twistorial methods as in [71] and [92]. Another justifi-
cation for the focus on the Riemannian case is that this is the case relevant for the study of convex
flat projective structures.
1.0.11. In section 5.4 there are analyzed the properties of the scalar curvature of Riemannian
signature Einstein AH structures on compact manifolds. Essentially all the results of this sort for
Einstein Weyl structures carry over to the more general setting. While the end results, and the
ideas behind them, are essentially the same as in the Weyl case, their proofs sometimes require
a bit more work. The key technical tool is the Gauduchon metric. In section 5.2 there is proved
for AH structures (not necessarily Einstein) with some positivity condition on the Ricci curvature
a Bochner vanishing type theorem (Theorem 5.2) which generalizes (and slightly strengthens) a
theorem of B. Alexandrov and S. Ivanov for the Weyl case. This is used to deduce Theorem 5.6,
which gives a rough classification of compact Riemannian signature Einstein AH manifolds by the
properties of their scalar curvature, which extends the results known for Einstein Weyl structures.
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1.0.12. Section 6 contains the main structural results of the paper. Sections 6.1 and 6.2 analyze
the algebra of trace-free symmetric tensors and the basic first order differential operators that a
metric determines on such tensors. The latter are usually called generalized gradients or Stein-Weiss
operators; see e.g. [14] for the general theory. Section 6.3 describes the action of the curvature
operator on trace-free symmetric tensors. In section 6.4 there are given Weitzenbo¨ck identities,
refined Kato inequalities, and the resulting differential inequalities and vanishing theorems for
tensors annihilated by the differential operators of section 6.2, e.g. conformal Killing tensors and
trace-free Codazzi tensors. The results parallel those for conformal Killing forms obtained by U.
Semmelman in [123]. It should be mentioned that the utility of these results is somewhat limited by
a poor understanding of the action of the curvature operator on completely trace-free completely
symmetric tensors of rank greater than two. For example the curvature conditions necessary for
vanishing results are themselves opaque. The analysis of the curvature operator acting on trace-free
symmetric two tensors was in essence made in [8], and is reviewed in section 6.3; to make progress
with tensors of higher rank it seems that a better understanding is needed of the interaction of the
curvature operator with the Cartan multiplication of trace-free symmetric tensors. As in this paper
there is needed only the special case of this material for tensors of rank 3, it is developed in more
detail than is needed, but it seems that it has applications in many other contexts (a few of which
are briefly recalled), and is itself of interest. Moreover, it is as easy to treat tensors of general rank
as it is to treat those of rank 3, and the general point of view only clarifies the structure of the
results.
In section 6.5, using the results of the preceeding sections, the Riemannian Einstein equations
are rewritten in terms of a Gauduchon metric and the cubic torsion. The theorem stated next is
a special case of the slightly more general Theorem 6.4; it shows that the Riemannian Einstein
AH equations reduce to an algebraically constrained elliptic equation for a completely trace free
completely symmetric covariant three tensor.
Theorem (special case of Theorem 6.4). If M is a manifold of dimension at least three and
([∇], [h]) an exact Riemannian signature Einstein AH structure with self-conjugate curvature and
cubic torsion Lij k, then for a distinguished metric h ∈ [h] there is a constant κ such that Lijk :=
Lij phpk solves the system
∆hLijk = −2Rp(ij qLk)q p + Rp(iLjk) p, DpLijp = 0, D[iLj]kl = 0,(1.5)
Rij =
1
4Lip
qLjq
p + κhij .(1.6)
in which D is the Levi-Civita connection of h, ∆h = D
pDp is the rough Laplacian, the curvature
convention is 2D[iDj]X
k = Rijp
kXp, and Rij := Rpij
p. Conversely, if M is compact, then a Rie-
mannian metric h with Levi-Civita connection D and a completely trace-free completely symmetric
covariant tensor Lijk solving the first equation of (1.5) solves all the equations (1.5), and if h and
L solve (1.5) and (1.6) then the connection ∇ = D − 12hkpLijp is the aligned representative of an
exact Einstein AH structure with self-conjugate curvature for which h is a distinguished metric.
This reformulation is useful in two distinct ways. First, it can be used for analyzing the properties
of Einstein AH structures, and second, it offers a way of constructing examples. With respect to
the first, the main result is a partial generalization of estimates on the growth of the cubic form
of an affine hypersphere obtained by E. Calabi in [19] and [16] to bounds on the norm of the
cubic torsion for Riemannian signature Einstein AH structures with self-conjugate curvature. This
yields estimates on the scalar and Ricci curvatures of a Gauduchon or distinguished metric. This
is contained in theorem 6.7, which is restated here for convenience.
Theorem (Theorem 6.7). Let ([∇], [h]) be a Riemannian signature Einstein AH structure with
self-conjugate curvature on a manifold M of dimension n ≥ 3. Suppose either M is compact or
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([∇], [h]) is exact and a distinguished metric is complete. Suppose that CijklWijkl ≥ 0 (this is
automatic if n = 3). Then one of the following mutually exclusive possibilities holds:
(1) R > 0 and ([∇], [h]) is an Einstein Weyl structure which is either not closed or is exact.
(2) R ≡ 0 and ([∇], [h]) is closed Einstein Weyl. IfM is compact and ([∇], [h]) is not exact then
the universal cover of M equipped with the pullback of a Gauduchon metric is isometric to
a product metric on R×N where N is simply-connected with an Einstein metric of positive
scalar curvature; if 3 ≤ n ≤ 4, then N is diffeomorphic to Sn−1. There is induced on N an
exact Riemannian signature Einstein Weyl structure which has positive scalar curvature,
and for which the induced metric g is a distinguished metric.
(3) R is negative and ∇-parallel and ([∇], [h]) is exact. A distinguished metric h ∈ [h] has
non-positive scalar curvature Rh and Ricci curvature Rij satisfying
Rij ≤ (n−2)(n+1)n(n+2) LabcLabcHij .
Moreover, Rh = 0 if and only if |L|2h is constant, in which case L is h-parallel, CijklWijkl =
0 and 4Rij = {L}ij.
(4) n = 3, R is somewhere positive and somewhere non-positive, and ([∇], [h]) is not closed.
The scalar curvature R of a Gauduchon metric h ∈ [h] satisfies R ≤ 5|γ|2h.
If [h] is locally conformally flat, then in cases (1) and (2), ([∇], [h]) is exact and a distinguished
metric has constant sectional curvature, positive or identically zero according to whether R is pos-
itive or zero. If ([∇], [h]) is conjugate projectively flat, then case (4) does not occur, and in cases
(1), ([∇], [h]) is exact and a distinguished metric has constant positive sectional curvature.
The undefined terminology is all defined in due course. The tensor Wijkl is the usual conformal
Weyl tensor of [h], and the condition CijklWijkl ≥ 0 is automatic if [h] is conformally flat or [∇] is
either projectively or conjugate projectively flat. Despite this, the theorem is not wholly satisfactory
in that the geometric meaning of the condition CijklWijkl ≥ 0 is obscure. Also unsatisfactory is
the assumption that in the exact non-compact case a distinguished metric be complete; it would
be preferable to conclude this from some assumption stated only in terms of [∇] and [h].
The proof consists in obtaining a differential inequality for the Laplacian of a power of the norm
of the cubic torsion (this is Theorem 6.5) and applying the maximum principle in a form due to
S.Y. Cheng and S.T. Yau and used by them in [33] and [36]. The self-conjugacy of the curvature is
necessary for the results to hold, as is shown by the examples of section 4.4. If in addition to the
hypotheses of the theorem, ([∇], [h]) is projectively flat, then the Ricci curvature of a distinguished
metric is non-positive; this is Theorem 6.9 which is essentially Calabi’s original theorem, and is
explained in section 6.7.1.
Theorem 6.4 shows that by finding a cubic tensor solving the algebraically constrained elliptic
system (1.5)-(1.6) there can be constructed Einstein AH structures with self-conjugate curvature.
As is explained in 1.0.14 below, this approach is used in section 7 to construct examples in the
case of flat h, exploiting the observation that in this case (1.5) is vacuous for an h-parallel tensor
Lijk, and the system reduces to the purely algebraic (1.6). In general one expects that with some
non-positivity condition on the curvature the equations (1.5)-(1.6) should admit solutions, but no
theorem is yet available. Of course the problem contains the problem of finding ordinary Einstein
metrics, so one should be restrained in one’s hopes.
In three dimensions this is particular interesting. Because the self-conjugate conformal Weyl
tensor necessarily vanishes in three dimensions, it follows from Lemma 3.6, that in this case the
resulting AH structure is necessarily projectively and conjugate projectively flat. This means that
flat projective structures can be constructed on 3-manifolds by solving an elliptic system.
Methods are needed for solving (1.5)-(1.6). One approach is to study the heat flow associated
to (1.5); the constraint (1.6) introduces complications not seen in other contexts, e.g. harmonic
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maps. A second approach, which seems more promising, is to develop an analogue of Ricci flow
for AH structures. This may require recasting the usual Ricci flow in the metric affine (so-called
Palatini) formalism, that is to say, treating the metric and the connection as a priori uncoupled
fields. Here it appears ideas coming from study of the renormalization group flow could be relevant.
Equations (1.3) and (1.6) resemble the steady state of the equation for metric in the equations of the
renormalization group flow for a nonlinear sigma model though with the 3-form Hijk measuring the
strength of the B-field replaced by the symmetric tensor Lijk, while (1.5) resembles the equations
controlling Hijk; see e.g. equations (2.2) − (2.4) of [109] and the discussion of Ricci flow for
connections with torsion in [128]. While at the moment this appears to be no more than a vague
analogy, it is suggestive of the form of the appropriate analogue of the Ricci flow.
For either approach one would like to have a better understanding of the variational character
of the equations (1.5). Some brief remarks about this are made in section 6.5.5.
In the physics literature, a completely symmetric covariant tensor of rank s is said to have spin
s. The problem of consistently coupling the Einstein gravitational action with the Lagrangian for
a (massless) field of spin greater than two is an old one, going back to at least the work of M. Fierz
and W. Pauli, [58]. Some standard references studying gauge theories including such fields are [61],
[41], [39], and [133]. See [131] for a recent survey. Some other relevant recent references are [49]
and [13], [47], [46], [45], and [44]. Most results are negative, demonstrating the inconsistency or
impossibility of putative couplings, and there is little or no experimental evidence for such fields.
Nonetheless, the tensor Lijk of Theorem 6.4 is a spin-3 field in this sense, and equations like (1.5) (in
Lorentz signature), and Lagrangians leading to them, have been studied in the physics literature,
e.g. by Fronsdal in [61], or Vasiliev (see [131]). The problem of finding a variational description of
the Einstein AH equations appears quite similar to the problem of consistently coupling a spin-3
field to the gravitational action. In [12], N. Boulanger and I. Kirsch, building on Kirsch’s earlier
[84], proposed a model of spontaneous symmetry breaking of the analytic diffeomorphism group
in which gravity is modified at high energies by interactions with a massive spin-3 field. In [4], P.
Baekler, N. Boulanger, and F. W. Hehl show that in the metric affine formalism the traceless part of
the nonmetricity tensor (which is essentially what is here called the cubic torsion) can be regarded
as a massless spin-3 field and show that this perspective yields interpretations of Fronsdal’s and
Vasiliev’s Lagrangians for such fields. As the relevant physical literature is huge and (as may be
evident from this remark) this author’s competence to analyze it limited, no more will be said on
this point, but it would be interesting to compare the equations considered here with the models
proposed in [12] and [4].
1.0.13. In section 6.7 it is shown that the analytic tools afforded by the AH formalism can be
applied to deduce results about convex flat real projective structures. For example:
Theorem (Theorem 6.8). A convex flat real projective structure on a compact, orientable surface
of genus at least 2 admits no non-trivial infinitesimal projective automorphism.
This theorem is certainly not new. It follows from the theorem of Labourie-Loftin that a pro-
jective automorphism of a convex flat real projective structure on a compact, orientable surface of
genus at least 2 is an automorphism of the associated conformal structure, and this theorem then
follows from the non-existence of conformal Killing fields on such surfaces. Proposition 4.1.2 of [100]
shows more, namely that a generic convex flat real projective structure on a compact, orientable
surface of genus at least 2 admits no projective automorphism whatsoever. In any case, both the
more general Theorem 6.11 from which the above theorem follows, and the use of the Bochner
method in the context of flat projective structures, seem to be new. The corresponding theorem
in higher dimensions, Theorem 6.11, says essentially that if a convex real projective structure on a
compact, orientable manifold M admits a continuous group of projective automorphisms then the
group is a torus and M is foliated by flat Riemannian submanifolds.
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These theorems follow from Theorem 6.10, which is a Bochner style vanishing theorem for a
more general class of AH structures. Given an AH structure ([∇], [h]) there is considered the vector
space of projective harmonic vector fields, which comprises those vector fields X for which there
vanishes Hij(LX [∇])ij k, which is the trace, using [h], of the Lie derivative of [∇]. This evidently
contains the infinitesimal projective automorphisms of [∇]. In the presence of a particular upper
bound on the Ricci tensor of ∇ there is deduced a vanishing theorem for projective harmonic
vector fields. The argument is motivated by a result of R. Couty [38] showing that on a compact
manifold there are no infinitesimal projective automorphisms of a Riemannian metric with non-
positive curvature which is somewhere negative. By the results of section 4.3 the vanishing theorem
for projective harmonic vector fields applies to convex flat real projective structures and implies
for them a vanishing theorem for infinitesimal projective automorphisms. A strong conclusion is
reached only because of Theorem 6.9 of Calabi implying the non-positivity of the Ricci curvature of
a distinguished metric of the Einstein AH structure determined by a convex flat projective structure.
A clean result is obtained in two dimensions because the Gauß-Bonnet theorem links the curvature
hypothesis in the vanishing theorem to the topology.
1.0.14. Theorem 6.4 shows that the problem of constructing an exact Einstein AH structure with
self-conjugate curvature for which a distinguished metric is flat reduces to the purely algebraic
problem of constructing completely trace-free cubic tensors satisfying certain quadratic equations.
While a complete solution is not given here, it is shown in section 7 how to produce some explicit
solutions. Precisely, there are constructed on Rn examples of exact Einstein AH structures with
negative scalar curvature and self-conjugate curvature for which the flat Euclidean metric is a
distinguished metric and which are neither projectively flat nor conjugate projectively flat. This
shows that there are Einstein AH structures with self-conjugate curvature which are not Weyl and
do not come from convex flat projective structures or affine hyperspheres.
These examples are constructed by constructing certain commutative nonassociative algebras.
From Theorem 6.4 is is apparent that the condition on Lijk for a pair (h, L) in which h is flat
to comprise the distinguished representative of an exact Einstein AH with cubic torsion Lij k =
HkpLijp reduces to a purely algebraic condition. A cubic tensor is naturally viewed as the structure
tensor of an algebra, and the problem of finding cubic tensors of the desired sort is recast as
that of constructing a commutative, non-associative, non-unital algebra the trace form of which
is a constant multiple of a non-degenerate symmetric invariant bilinear form. These algebras are
named Einstein commutative Codazzi algebras and are closely related to special case of a
proposed non-associative non-unital generalization of what are usually called Frobenius algebras.
In order to situate the algebraic structures which arise in the usual geographies, and because
these algebraic notions seem to merit further exploration they are recounted in more detail than is
needed for the uses which are made of them. In particular, it might be a tractable problem to give a
structure theory for commutative Codazzi algebras. The multiplication of a commutative Codazzi
algebra determines a harmonic cubic homogeneous polynomial satisfying certain conditions, and
some such polynomials are constructed explicitly. In [83], M. Kinyon and A. Sagle have defined
and studied the Nahm algebra of a Lie algebra. In Theorem 7.3 it is shown that the Nahm
algebra of a compact simple Lie algebra is an algebra of the desired sort, so gives rise to an Einstein
AH structure. In [30], E. Cartan classified the isoparametric hypersurfaces of a round sphere
having three distinct principal curvatures. These come in one parameter families given as the level
sets of certain harmonic homogeneous cubic polynomials associated to the real definite signature
composition algebras, and, as is explained in section 7.2.13, the corresponding multiplications also
yield Einstein AH structures.
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1.0.15. Although the main theme of the paper is the Einstein equations, a secondary theme is that
many constructions for and problems about conformal structures have analogues or generalizations
for AH structures. Section 9 presents some evidence for this point of view.
In section 9.1 it is shown that the notions of Mo¨bius structure and the conformal Laplacian both
generalize straightforwardly to the setting of Codazzi projective structures. In section 9.1.3 it is
shown that the usual Yamabe problem generalizes to the context of AH structure. A restricted
Codazzi projective structure is defined to be an equivalence class of AH structures, the differ-
ence tensor of the aligned representatives of two of which is determined by an exact one-form. If
one AH structure subordinate to a restricted Codazzi projective structure is exact, then all are, and
it makes sense to look for a subordinate AH structure for which the unweighted scalar curvature
of the aligned representative with respect to a volume-normalized distinguished metric is critical.
The resulting equations (9.9) generalize the equations arising in the usual Yamabe problem, the
usual scalar curvature being replaced by its difference with a constant times the norm of the cubic
torsion. This shows that the analogue of the usual Yamabe problem makes sense for restricted
Codazzi projective structures. Its study is left as a problem for the future.
In section 9.2 the problem of defining a Bach tensor for 4-dimensional Codazzi projective struc-
tures is discussed and some partial results are described. One conclusion is that objects such as
Q-curvature, Paneitz operators, and the Fefferman-Graham ambient metric should admit gener-
alizations in this setting, and that a more sophisticated point of view along these lines will be
necessary, as in its absence the computations become unmanageable.
1.0.16. There is an analogy between AH structures and Ka¨hler structures which is more fruitful
than it may at first appear. In the closely related but more restricted contexts of the Ka¨hler affine
metrics considered in [35] or the special geometry of e.g. [9], [60], and [129], this relation is more
than an analogy, there being for example a Ka¨hler tube domain canonically associated to a Ka¨hler
affine metric. In this analogy the projective structure plays the role of the complex structure and
the conformal structure plays the role of the Ka¨hler metric. The present paper focuses on the
conformal properties of AH structures, and the problem of constructing an Einstein AH structure
given a conformal structure and a cubic tensor of the appropriate sort is somehow analogous to the
problem of finding on a symplectic manifold a complex structure such that with a given metric it
forms a Ka¨hler Einstein metric having in its Ka¨hler class the given symplectic form. The projective
point of view on AH structures has been here mostly ignored outside of section 4.3. There the
basic problem is to find a conformal structure which forms with a given a projective structure (in
particular a flat projective structure) an Einstein AH structure and such that the conformal metric
is in some sense within a Ka¨hler class; what this means exactly was already discussed some in
[35], and there should be a formulation in which [35] can be seen as resolving the ‘negative Chern
class’ case of the problem for flat projective structures. In such a formulation the Ka¨hler class in
the usual cohomology theory has to be replaced by an analogous object determined by the metric
and expressed in terms of the generalized BGG sequences associated to projective structures as in
[29] and [24]. The related complexes constructed by Calabi in [17] are also relevant. Some idea of
what is meant can be obtained from considering Lemma 4.22, Theorem 4.7, and Theorem 4.10, in
which such a formulation is implicit. Theorem 4.10 gives a result in this direction, but its proof
passes through deep results associating to a convex flat projective structure a properly embedded
affine hypersphere, and it is desirable to find a direct intrinsic proof of Theorem 4.10, in which the
aforementioned analogy is brought to the surface.
1.0.17. It should be mentioned that there is a good notion of a locally conformally Ka¨hler (LCK)
AH structure, which directly generalizes the case of two-dimensional AH structures and the so called
Ka¨hler Weyl structures (see e.g. [26]). Namely, this is an AH structure ([∇], [h]) equipped with
an almost complex structure Ji
j such that the aligned representative ∇ ∈ [∇] satisfies ∇[iJj] k =
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0 and ∇iΩjk = 0 in which Ωij := Ji pHpj is the density-valued analogue of the Ka¨hler form.
Holomorphicity yields stronger results in this setting, and this will be treated in detail in another
paper. Here these structures are mentioned only to point out another connection with structures
already studied: a flat, exact LCK AH structure is a special Ka¨hler structure in the sense of
[60] (formalizing a notion from the physics literature, e.g. [9] or [129]).
1.0.18. Generalizations of the Einstein equations with a similar spirit have been made before, and
some of them may be related to the proposals here more directly than by simple analogy. In this
regard, the non-Hermitian Yang-Mills equations studied by M. Verbitsky and D. Kaledin in
[77] seem relevant. It seems likely that at least some special cases of the Einstein AH equations are
related to the Yang-Mills-Higgs formalism, and this deserves further exploration.
1.0.19. For any definition of a new class of mathematical structures there needs to be shown on the
one hand that the class contains interesting examples, and on the other that it is sufficiently limited
as to be amenable to study. Einstein Weyl structures and convex flat real projective structures are
extensive families of interesting examples of Einstein AH structures with self-conjugate curvature,
and it is already interesting that there is a common framework which includes both. On the other
hand, the results given here show that not all such AH structures arise in these families. This is
taken as evidence that the abstract notion of AH structures generalizes both in a non-trivial way.
Results about the scalar curvature and Gauduchon gauge of Einstein Weyl structures and cubic
torsion of affine hyperspheres mostly extend to Einstein AH structures, and such results suggest
that the class of such structures is sufficiently limited as to admit fruitful study. More examples
are needed to fully justify the formalism. The situation will be satisfactory once there is in hand
a theorem proving the existence on some class of compact manifolds of dimension at least 4 of
Einstein AH structures having self-conjugate curvature and negative scalar curvature but which
are not projectively flat.
1.0.20. Despite its length, this article has a preliminary character. The main technical tools beyond
tensor calculus are standard elliptic PDE techniques in their most elementary forms, namely the
maximum principle, the Bochner technique, and Weitzenbo¨ck type formulas. More refined and
stronger results should be obtainable with more sophisticated methods. In particular the equations
of Theorem 6.4 should be solvable under appropriate negativity conditions on the curvature. This
project, which almost certainly requires studying an associated flow, seems to be the line of inquiry
which needs to be pursued next.
More sophisticated machinery for treating projective and conformal structures, e.g. the asso-
ciated Cartan connections or the Fefferman-Graham ambient metric, has been avoided. In this
regard it should be mentioned that in [2] S. Armstrong has proposed a notion of Einstein equations
for parabolic geometries, and the specialization of his notion to the context of projective structures
appears to be related to that proposed here. This will be examined elsewhere.
1.0.21. The main ideas here are motivated by studying the papers [16, 18, 19, 20, 21] of E. Calabi
and [33, 34, 35, 36] of S.Y. Cheng and S.T. Yau. While an effort has been made to reference
related work, some has undoubtedly been overlooked. In particular the literature on geometry of
hypersurfaces in affine space is enormous. The basics can be found in the book [108] of K. Nomizu
and T. Sasaki. What is most relevant here is the work related to affine hyperspheres going back
to E. Calabi, S.Y. Cheng and S.T. Yau, K. Jo¨rgens, and A. Pogorelov, which focused on Bernstein
type problems and the study of Monge-Ampe`re equations. In this regard the current situation is
represented by the work of N. Trudinger and X. Wang; see e.g. [132]. My personal understanding
of affine hyperspheres and convex flat projective structures has been greatly influenced by the
papers [103, 104, 105, 100, 101, 102] of J. Loftin and his collaborators. Y. Benoist’s survey [7] is
recommended as an introduction to the subject of convex flat projective structures. Discussion of
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open problems related to these topics can be found in the survey [137]. W. Goldman’s [64] and
F. Labourie’s [91] are basic for the two-dimensional case. As will be evident from section 5.4, my
understanding of Einstein Weyl structures owes a lot to the papers of D. Calderbank, M. Eastwood,
P. Gauduchon, H. Pedersen, P. Tod, and their collaborators, e.g. [22, 23, 26, 54, 62, 111, 130].
2. AH structures
In this section are given the basic definitions. Claims not here justified are, as a rule, verifiable
by straightforward, though sometimes lengthy, computations.
2.1. Preliminaries.
2.1.1. The word smooth means always infinitely differentiable. All manifolds are smooth and
without boundary, and M is always a manifold, and its dimensions is always written n. The
dimension n is always at least 2, although, because attention will often be restricted to the n > 2
case, sometimes n ≥ 2 will be stated explicitly, to emphasize the inclusion of the n = 2 case.
The result of applying to X ∈ TpM the differential of a smooth map f : M → N is written
Tf(p)(X); the letter D is used to denote a covariant derivative. Smooth sections of a vector bundle
E are written Γ(E), although in the special case of Γ(TM) occasionally there is written instead
vec(M), when it is desired to emphasize the structure as a Lie algebra.
2.1.2. Tensors are indicated using the abstract index notation, so that, for instance, aij indicates a
covariant two tensor. Enclosure of indices in square brackets (resp. parentheses) indicates complete
skew-symmetrization (resp. complete symmetrization), so that for example aij = a(ij) + a[ij]
indicates the decomposition of a contravariant two-tensor into its symmetric and skew-symmetric
parts. Inclusion of an index between vertical bars | | indicates its omission from an indicated
symmetrization; for example 2a[i|jk|l] = aijkl − aljki. The summation convention is always in effect
in the following form: indices are in either up position or down and a label appearing as both an
up index and a down index indicates the trace pairing. Since polynomials on the vector space V are
tautologically identified with symmetric tensors on the dual vector space V∗, the index i in ∂∂yi has
to be regarded as an up index. The horizontal position of indices is always maintained when they are
raised or lowered. A line-bundle valued tensor is refered to as weighted. In particular, by a λ-density
is meant a section of | detT ∗M |λ. A non-degenerate weighted covariant two-tensor hij determines
a contravariant two-tensor hij of complementary weight defined uniquely by hiphjp = δj
i, in which
here, as always, δi
j is the tautological
(
1
1
)
-tensor determined by the pairing of vectors with covectors.
Note that hij is not assumed symmetric, so this establishes a convention regarding the ordering
of the indices. In particular, if h[ij] = hij is a symplectic form then h
iphpj = −δj i. The wedge
product is defined consistently with the convention that X ∧ Y = X ⊗ Y − Y ⊗X for vector fields
X and Y , so (X ∧ Y )ij = 2X [iY j].
The trace-free symmetric parts of covariant two tensors will appear so frequently that it will
be convenient to have for them some notation; given a non-degenerate symmetric tensor hij write
{Z}ij := Z(ij) − 1nhpqZpqhij for the trace-free symmetric part of the covariant two-tensor Zij . For
a vector bundle E, Sk(E) denotes the kth symmetric power of E, and if there is given a fiberwise
metric on E then Sk0 (E) denotes the subbundle of S
k(E) comprising completely symmetric elements
completely trace-free with respect to the given metric.
2.1.3. To a Young diagram the boxes of which are labeled with distinct indices corresponds the
irreducible GL(n,R) module comprising tensors skew-symmetric in the indices in a given column
of the Young diagram and vanishing when skew-symmetrized over the indices in a given column
and any index in any box to the right of the given column. The irreducible representations of
the subgroup CO(h) of GL(n,R) acting conformally with respect to a fixed metric h on Rn are
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described in [134]. The submodules of the irreducible GL(n,R) representations comprising tensors
completely trace-free with respect to h are representations of the subgroup CO(h) of GL(n,R)
acting conformally with respect to h (they are usually, but not always, again irreducible). Lemma
2.1 will be invoked repeatedly.
Lemma 2.1 ([134], Theorem 5.7.A). The CO(h)-modules of covariant trace-free tensors on Rn
having symmetries corresponding to Young diagrams the sums of the lengths of the first two columns
of which are greater than n are trivial.
For instance, Lemma 2.1 implies that the usual conformal Weyl tensor of a Riemannian metric
(the completely trace-free part of the Riemann curvature tensor) vanishes identically on a manifold
of dimension at most 3. The following lemmas cause various identities to simplify in the two-
dimensional case.
Lemma 2.2. Let hij be a constant non-degenerate symmetric tensor on R
2, and for k > 1 let
Ai1...ik and Bi1...ik be completely symmetric, completely h-trace free tensors on R
2. Then
2Aa1...ak−1(iBj)
a1...ak−1 = Aa1...akB
a1...akhij ,(2.1)
in which indices are raised and lowered with hij and its inverse h
ij.
Proof. Let A,B ∈ Sk0 (R2). It is easily verified that the tensor
ωija1...ak = hi(a1Aa2...ak)j + hj(a1Aa2...ak)i − hijAa1...ak − h(a1a2Aa3...ak)ij
is completely trace-free. As ωija1...ak = ω(ij)(ai...ak) and ωi(ja1...ak) = 0, it follows from Lemma 2.1
that ω = 0. Hence 2Aa1...ak(iBj)
a1...ak −Aa1...akBa1...akhij = Ba1...akωija1...ak = 0. 
Lemma 2.3. Let hij be a non-degenerate symmetric tensor on R
2, and for k > 1 let Bi1...ik =
B(i1...ik) be completely h-trace free and let X
i be a vector. Then 2|i(X)B|2h = |X |2h|B|2h. In particular
if hij has definite signature the equations |B|2h|X |2h = 0 and XpBpi1...ik−1 = 0 are equivalent.
Proof. By Lemma 2.2 there holds 2|i(X)B|2h = 2XpBpi1...ik−1XqBq i1...ik−1 = |X |2h|B|2h. 
2.1.4. Two affine connections are projectively equivalent if they have the same unparameterized
geodesics in the sense that the image of any geodesic of one connection is the image of a geodesic
of the other connection. This is the case if and only if the symmetric part of their difference tensor
is pure trace. A projective structure is an equivalence class of projectively equivalent affine
connections. For a torsion-free affine connection ∇ the projective Weyl and projective Cotton
tensors Bijk
l and Cijk are defined by
Bijk
l := Rijk
l + 2δ[i
lPj]k − 2δk lP[ij], Cijk := 2∇[iPj]k,(2.2)
in which Pij :=
1
1−nR(ij) − 1n+1R[ij], is the projective Schouten tensor. The projective Weyl
tensor does not depend on the choice of ∇ ∈ [∇]. When n = 2 the projective Weyl tensor is
identically zero and the projective Cotton tensor does not depend on the choice of ∇ ∈ [∇]. Tracing
the differential Bianchi identity yields ∇pRijk p = 2∇[iRj]k and so the algebraic Bianchi identity
yields 0 = ∇pR[ijk] p = 2∇[iRjk] = 2(n + 1)∇[iPjk] = (n + 1)C[ijk], showing that C[ijk] = 0. In a
similar fashion the trace-free parts of the Bianchi identities for ∇ yield:
B[ijk]
l = 0, C[ijk] = 0, ∇[iBjk]l p = −δ[i pCjk]l, ∇pBijk p = (2− n)Cijk .(2.3)
The Ricci identity and the algebraic Bianchi identity yield ∇[iCjk]l = 2∇[i∇jPk]l = −R[ij|l| pPk]p =
−B[ij|l| pPk]p, or ∇[iCjk]l + P[i|p|Bjk]l p = 0.
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2.1.5. A conformal structure [h] means a pseudo-Riemannian metric determined up to multipli-
cation by a positive function. A conformal structure is Riemannian if any representative metric
is positive definite. A conformal structure [h] is identified with its normalized representative
Hij := | deth|−1/nhij which takes values in the bundle of −2/n densities (a 1-density is the absolute
value of a volume form). Note that detHij = 1, so that if ∇ is a torsion-free connection there holds
Hpq∇iHpq = 0.
The default convention throughout the paper is that indices are raised and lowered using Hij
and the dual symmetric bivector Hij defined by HipHpj = δj
i. The only systematic exception is
that if hij is a metric, then h
ij always denotes the dual bivector, and not HiaHjbhab.
For conformal metrics h˜ij = fhij the Levi-Civita connections are written D˜ and D, and their
difference tensor is written D˜ − D = 2σ(iδj) k − hijhkpσp in which 2σi = d log fi. The curvature
of D is written Rijk
l. Objects corresponding to D˜ are written with the same notations as those
corresponding to D, but decorated with a .˜
2.1.6. Suppose h is a pseudo-Riemannian metric with signature (s, n−s). An h-orthonormal frame
means a basis of vectors X1, . . . , Xn which are pairwise orthogonal, and such that the first s have
h-norm −1, and the last (n − s) have h-norm 1. If αj1...jli1...ik is any tensor then |α|2h always denotes
the quadratic form associated to the pairing of tensors 〈α, β〉h given by complete contraction,
〈α, β〉 = αj1...jli1...ikβb1...bla1...akhi1a1 . . . hakikhj1b1 . . . hjlbl . Here, as it will often be, the subscript indicating
dependence on h has been omitted. The conventions are such that in Riemannian signature the
norm square of the wedge product of k orthonormal one-forms equals k!, and not 1.
If M is oriented, the pseudo-Riemannian volume element ǫi1...in is defined by the requirement
that if X1, . . . , Xn is an h-orthonormal frame then X
i1
1 . . . X
in
n ǫi1...in = 1. The dual n-vector ǫ
i1...in
is defined by raising the indices of ǫi1...in , so satisfies ǫ
a1...an−ki1...ikǫa1...an−kj1...jk = (−1)s(n −
k)!k!δ
[ii
[j1
. . . δ
ik]
jk]
. The Hodge star operator on k-forms is defined by k!α ∧ ⋆β = 〈α, β〉ǫ and is given
explicitly by k! ⋆ αi1...in−k = α
j1...jkǫj1...jki1...in−k . The factor k! is forced by the normalization
⋆ǫ = 1. The Hodge star operators ⋆h˜ and ⋆h of the conformal metrics h˜ij = fhij are related on
k-forms by ⋆h˜ = f
(n−2k)/2⋆h .
Define d∗h on k-forms by d
∗
h = −(−1)nk+n+s ⋆ d⋆, so that for a k-form α and a (k + 1)-form β
there holds 1(k+1)!
´
M
〈dα, β〉ǫ = ´
M
dα ∧ ⋆β = ´
M
d∗β ∧ ⋆α = 1k!
´ 〈α, d∗hβ〉ǫ. Explicitly
d∗hαi1...ik−1 = −Dpαpi1...ik−1(2.4)
If M is not oriented (2.4) still makes sense and is taken as the definition of d∗h. On any possibly
density-valued tensor the operator ∆h is defined by ∆hα
j1...jq
i1...ip
= DaDaα
j1...jq
i1...ip
, and is referred to
as the Laplacian. The Hodge Laplacian  on p-forms is defined by  = dd∗h + d
∗
hd. The
conventions are such that for a k-form α, α+∆hα is given by the action of the curvature tensor
on α; there is needed only the k = 1 case, αi +∆hαi = Ripα
p. The conventions are such that for
α ∈ Γ(Ωk(T ∗M)),
ˆ
M
〈α,α〉ǫ = 1k+1
ˆ
M
|dα|2hǫ+ k
ˆ
M
|d∗hα|2hǫ,(2.5)
which will annoy some readers. Observe that when M is not orientable  is defined via (2.4) and
(2.5) makes sense if ǫ is replaced by the volume measure |ǫ| = | deth|1/2. These conventions will
mostly matter in section 5.2.
2.2. Definition of AH structures.
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2.2.1. Tensors of difference tensor type. Let Rn = (R
n)∗. Define A = ⊗3Rn and define subspaces
A1 := {Aijk ∈ A : Aijk = A(ijk)}, A2 := {Aijk ∈ A : A(ij)k = 0 = A[ijk]},
A3 := {Aijk ∈ A : Ai(jk) = 0 = A[ijk]}, A4 := {Aijk ∈ A : Aijk = A[ijk]},
and linear operators Pi : A → Ai
P1(A)ijk = A(ijk), P2(A)ijk = 23
(
Ai(jk) −Aj(ik)
)
,
P3(A)ijk = 23
(
A(ij)k −A(ki)j
)
, P4(A)ijk = A[ijk].
The operators Pi are orthogonal projection operators, which means that Ai = Pi(A) and Pi ◦Pj =
δijPi, from which it follows that A = A1 ⊕ A2 ⊕ A3 ⊕ A4 is a direct sum decomposition into
irreducible GL(n,R) modules. This decomposition is given explictly by
Aijk = A(ijk) +
2
3
(
Ai(jk) −Aj(ik)
)
+ 23
(
A(ij)k −A(ki)j
)
+A[ijk].(2.6)
Other (isomorphic) decompositions of A into irreducibles are possible; the decomposition (2.6) is
simply convenient for present purposes. The map I : A → A defined by I(A)ijk = Akji intertwines
the projections P2 and P3 in the sense that P3 ◦ I = I ◦ P2 so restricts to A2 to realize explicitly
an isomorphism A2 ≃ A3.
Given a metric (a non-degenerate symmetric two-tensor) hij and any module B of tensors
define tfh : B → B to be the linear projection onto the subspace comprising completely h-trace
free elements. The superscript h will sometimes be dropped when it is clear from context. The
projection tfh depends only on the conformal class of h and commutes with any O(h)-equivariant
projection operator, e.g. each of the Pi. In particular, it makes sense to restrict tfh to any O(h)-
submodule of A. For example
tfh ◦ P1(A)ijk = A(ijk) − 1n+2hpq
(
hijA(kpq) + hjkA(ipq) + hkiA(jpq)
)
,
tfh ◦ P2(A)ijk = 23
(
Ai(jk) −Aj(ik) + 1n−1
(
2hk[iAj]p
p −Ap[j phi]k −Ap p [jhi]k
))
,
(2.7)
in which hikhkj = δ
i
j , h
ij = hji, and indices are raised and lowered using h.
2.2.2. Let∇ be an affine connection, and hij be a pseudo-Riemannian metric. All the constructions
of section 2.2.1 apply fiberwise to sections of ⊗3T ∗M , in particular to ∇ihjk. Define L∇(h) =
tfh ◦ P1(∇h) and K∇(h) = tfh ◦ P2(∇h), so that tfh(∇h)ijk = L∇(h)ijk + K∇(h)i(jk) . Explicit
expressions are given by (2.7). Observe that K∇ and L∇ are conformally invariant in the sense that
L∇(efh) = efL∇(h) (and similarly for K∇) for f ∈ C∞(M).
2.2.3. If [h] is a conformal structure, two torsion-free affine connections ∇¯ and∇ are [h]-conformal
projectively equivalent if for any representative h ∈ [h] the completely h-trace free part of their
difference tensor is 0, that is tfh(∇¯ − ∇) = 0. Explicitly this means that given h ∈ [g] there are
a one-form αi and a vector field β
i such that ∇¯ − ∇ = 2α(iδj) k + hijβk. In particular, the Levi-
Civita connections of conformal pseudo-Riemannian metrics are conformal projectively equivalent,
and projectively equivalent connections are conformal projectively equivalent. This accounts for
the terminology. A conformal projective structure ({∇}, [h]) is a conformal structure [h] and
an equivalence class {∇} of [h]-conformal projectively equivalent affine connections. A connection
with torsion is a representative of a given conformal projective structure if its torsion-free part
is. The formalism of conformal projective structures will be needed principally in section 3.1.
Lemma 2.4. Torsion-free connections ∇¯ and ∇ are [h]-conformal projectively equivalent if and
only if tfh(∇h) = tfh(∇¯h) for every possibly weighted representative h ∈ [h].
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Proof. For any covariant 3-tensor there holds
Aijk = Ai(jk) +Aj(ik) −Ak(ij) +A[ij]k +A[ki]j −A[jk]i,(2.8)
which identity is familiar from the construction of the Levi-Civita connection. Write ∇¯ − ∇ =
Πij
k. Then Aijk = Πij
phpk satisfies Π[ij]k = 0. From ∇¯ihjk − ∇ihjk = −2Ai(jk) it follows that
tfh(∇¯h−∇h) = −2tfh(A)i(jk) , and the claim follows from this in conjunction with (2.8). 
Lemma 2.4 shows that tfh(∇¯h) = tfh(∇h) for [h]-conformal projectively equivalent connections
∇¯ and ∇, so that it makes sense to write L[∇] and K[∇], or even L{∇} and K{∇}. Hence equations
such as L[∇]([h]) = 0 and K{∇}([h]) = 0 have sense. The cubic torsion Lij k := hkpL∇(h)ijp,
and the conformal torsion Kij k := hkpK∇(h)ijp depend only on the conformal class of h and the
conformal projective equivalence class of ∇. Given a conformal structure [h], and a conformal pro-
jective equivalence class, define density valued tensors Lijk = Lij pHpk and Kijk := Kij pHpk. Note
that Lijk and L∇(h)ijk , are not the same. The conformal and cubic torsions have the symmetries
K[ij]k = Kijk , K[ijk] = 0, and Kip p = 0, and Lijk = L(ijk) and Lip p = 0.
2.2.4. A conformal projective pair (CP pair) is a pair ([∇], [h]) comprising a projective struc-
ture [∇] and a (pseudo-Riemannian) conformal structure [h]. The CP pair generated by ∇ and
[h] is ([∇], [h]), where [∇] is the projective structure generated by ∇. A CP pair ([∇], [h]) is
subordinate to a conformal projective structure ({∇}, [h]) if [∇] ⊂ {∇}; one says that ([∇], [h])
generates ({∇}, [h]). The cubic torsion and conformal torsion of a CP pair are the cubic
torsion Lij k := Hkp∇(iHjk) and conformal torsion Kij k := 43Hkp∇[iHj]k of the underlying con-
formal projective structure. A CP pair is a generalized affine hypersurface structure (AH
structure) if the conformal torsion vanishes. A CP pair for which there vanish both Lij k and
Kij k is a Weyl structure. A CP pair ([∇], [h]) is Riemannian if [h] is Riemannian.
2.2.5. A torsion-free affine connection ∇ and a metric hij determine a pair of one-forms, namely
hpq∇ihpq = | deth|−1∇i| deth|, which measures the difference between the connections induced
by ∇ and the Levi-Civita connection of D on bundles of densities of non-trivial weights, and
hpq∇phqi = −hij∇phjp, which is the one-form metrically dual to the divergence of the bivector
hij . A torsion-free affine connection ∇ is aligned with respect to the metric hij if there holds
hpq∇ihpq = nhpq∇phqi. Lemma 2.5 shows that
(1) A torsion-free affine connection is aligned with respect to a metric hij if and only if it is
aligned with respect to any conformally equivalent metric efhij .
(2) A torsion-free affine connection is projectively equivalent to a unique connection aligned
with respect to a given metric.
Consequently it makes sense to speak of an affine connection being aligned with respect to a con-
formal structure [h], and a CP pair admits a unique aligned representative ∇ ∈ [∇] characterized
by the requirement that for an arbitrary representative h ∈ [h] there holds hpq∇ihpq = nhpq∇phqi.
Lemma 2.5 gives also various equivalent formulations of the alignment condition. While this is
routine the proof is included because these will be used constantly in the rest of the paper, often
without comment.
Lemma 2.5. Given a conformal structure [h], a projective structure [∇] admits a unique torsion-
free representative ∇ ∈ [∇] such that there holds each of the following equivalent conditions.
(1) For any h ∈ [h] there holds nhpq∇phqi = hpq∇ihpq.
(2) For any h ∈ [h] there holds ∇ihjk = 2γihjk +L∇(h)ijk +K∇(h)i(jk) with 2nγi = hpq∇ihpq.
(3) ∇iHjk = Lijk +Ki(jk).
(4) Lijk = ∇(iHjk) and Kijk = 43∇[iHj]k.
(5) Hpq∇pHqi = 0. That is, ∇iHjk is completely trace-free.
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(6) ∇pHip = 0.
Proof. Part of the claim is that in (1) and (2) the connection ∇ does not depend on the choice of
h in [h]. This follows from tracing ∇i(e2fhjk) = e2f (∇ihjk + 2dfihjk) in two different ways. Say
that metric h with values in |Det T ∗M |−λ/(n+1) represents [h] if there is a positive section µ of
|Det T ∗M |λ/(n+1) such that µ ⊗ h ∈ [h]. For torsion-free ∇ ∈ [∇] there are one-forms γi and βi
such that
∇ihjk = 2γihjk + 2β(jhk)i + tfh(∇h)ijk = 2γihjk + 2β(jhk)i + L∇(h)ijk +K∇(h)i(jk).(2.9)
Tracing (2.9) in two different ways using the dual weighted bivector hij shows that
2(n− 1)(n+ 2)γi = hpq((n+ 1)∇ihpq − 2∇phqi),
(n− 1)(n+ 2)βi = hpq(n∇phqi −∇ihpq),
2nγi + 2βi = h
pq∇ihpq,
2γi + (n+ 1)βi = h
pq∇phqi.(2.10)
Let γ¯i and β¯i be the the one-forms defined as in (2.9) with ∇¯ = ∇ + 2σ(iδj) k ∈ [∇] in place of ∇
in (2.9). From
∇˜ihjk = ∇ihjk + (λ− 2)σihjk − 2σ(jhk)i,(2.11)
it follows that 2(γ¯i − γi) = (λ − 2)σi and β¯i − βi = −σi. Whatever is λ, imposing βi = 0
determines σi uniquely as σi = −β¯i. This shows there is a unique torsion-free ∇ ∈ [∇] such
that in (2.9) there holds βi = 0. In this case (2.10) shows that any one of equations βi = 0,
2nγi = h
pq∇ihpq, and nhpq∇phqi = hpq∇ihpq, implies the other two. This shows the equivalence of
(1) and (2). The equivalence of (1) (for an unweighted metric h) and (5) follows from nHpq∇pHqi =
nhpq∇phqi − hiphab∇phab. The equivalence of (3) and (4) is obvious. The remaining conditions
follow by specializing the preceeding discussion with λ = 2. Because by definition | detH | = 1,
there holds Hpq∇iHpq = 0, and so (2.10) shows nγi = −βi. Substitued into (2.9) this gives
∇iHjk = − 2nβiHjk + 2β(jHk)i + Lijk + Ki(jk),(2.12)
in which (n+2)(n−1)βi = nHpq∇pHqi = −nHiq∇pHpq. As was shown in the preceeding paragraph
there is a unique torsion-free ∇ ∈ [∇] for which βi = 0, and the vanishing of β is equivalent to each
of the conditions (3), (5), and (6). 
The aligned representative of a Weyl structure is what is usually called a Weyl connection.
2.2.6. From now on except where stated otherwise, ∇ denotes the aligned representative of a
CP pair and indices are raised and lowered using Hij and H
ij . While it may seem strange to
bother speaking of the projective structure [∇] if one works only with a distinguished representative
∇ ∈ [∇], later developments, e.g. section 4.3, will show that the perspective is useful.
2.2.7. The basic example of an AH structure is the following. A hypersurface immersion in flat
affine space is non-degenerate if its second fundamental form (which takes values in the nor-
mal bundle) is non-degenerate. If the immersion is also co-oriented the second fundamental form
determines a conformal structure on the hypersurface. A choice of subbundle transverse to the
immersion induces on the hypersurface a torsion-free affine connection, and there is a unique choice
of transverse subbundle such that the induced connection is aligned with respect to the conformal
structure determined by the second fundamental form and the co-orientation. This choice of trans-
verse subbundle is the affine normal subbundle. These claims are explained in detail in section
4.2.
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2.2.8. An AH structure ([∇], [h]) determines the pencil of AH structure ([t∇], [h]) defined as
follows. The aligned representative t∇ of ([t∇], [h]) is defined by [t∇] = ∇ + tLij k. Because the
conformal torsion vanishes, t∇ is torsion free, and it is straightforward to check that t∇iHjk =
(1 − 2t)∇iHjk, which is trace-free, so the projective structure generated by t∇ forms with [h] an
AH structure with cubic torsion tLij k = (1 − 2t)Lij k. When t = 1 write ∇¯ and [∇¯] in place of
t∇ and [t∇]. The AH structure conjugate to the AH structure ([∇], [h]) is ([∇¯], [h]), and its cubic
torsion is L¯ij k = −Lij k. When t = 1/2 there are written ∇˚ and [˚∇] in place of t∇ and [t∇], and
([˚∇], [h]) is called the underlying Weyl structure of the AH structure.
2.2.9. The conormal Gauß map of a non-degenerate co-oriented immersed hypersurface in flat
affine space sends a point of the hypersurface to the annihilator of the space tangent to the hy-
persurface at the point. The pullback of the flat projective structure on the projectivization of
the dual to the flat affine space via this conormal Gauß map forms with the conformal structure
determined by the second fundamental form and the co-orientation the AH structure conjugate to
that determined by the affine normal subbundle. These claims are explained in detail in section
4.2.9.
2.2.10. The curvature of a CP pair is defined to be the curvature Rijk
l of the aligned repre-
sentative ∇, the convention being that 2∇[i∇jXk = Rijp kXp. The Ricci curvature is defined
by Rij = Rpij
p. It is necessary to consider also the trace Qij := Rip
p
j . In general the trace-free
symmetric parts of Qij and Rij are independent. The weighted scalar curvature R is the density
R := Rp
p = HpqRpq = Qp
p. Often the qualifier weighted will be omitted, and R will be called
simply the scalar curvature. It does not make sense to speak of the numerical value of R because R
takes values in the line bundle | detT ∗M |1/n; however it does make sense to speak of the vanishing
of R and because | detT ∗M |1/n is oriented, to speak of the positivity or negativity of R. A CP pair
is proper if its weighted scalar curvature is non-vanishing.
2.2.11. A CP pair is exact if there is a representative h ∈ [h] such that ∇i det h = 0 for the aligned
representative ∇ ∈ [∇]. If there is such an h it is determined uniquely up to positive homothety
(on each connected component of M). Such an h will be called a distinguished representative
of the CP pair. A CP pair is exact if and only if there is a global ∇-parallel non-vanishing density
of non-trivial weight, for if there is such a density, then some power of it is a non-vanishing density
µ such that hij = µ⊗Hij ∈ [h] verifies ∇| deth| = ∇µn = 0 (the converse is obvious).
For example, as is explained in section 4.2.8, the AH structure induced on a non-degenerate
co-oriented hypersurface in flat affine space is exact.
The Faraday form Fij of a CP pair ([∇], [h]) is the curvature of the covariant derivative induced
on the line bundle of −1/n-densities by the aligned representative∇ ∈ [∇]. If Rijk l is the curvature
of ∇, then by definition and the traced algebraic Bianchi identity there hold
nFij = Rijp
p = −2R[ij].(2.13)
The CP pair ([∇], [h]) is closed if Fij ≡ 0. That a CP pair be exact (resp. closed) is not the
same as that Fij be exact (resp. closed); in particular, because Fij is the curvature of a trivial line
bundle, it is always exact.
The Faraday primitive γi associated to h ∈ [h] is the one-form γi defined by 2nγi = hpq∇ihpq.
From the Ricci identity follows dγij = 2∇[iγj] = −Fij , so that γi is a primitive for −Fij . If
h˜ij = e
2fhij ∈ [h] then the corresponding one-form γ˜i differs from γi by an exact one-form,
γ˜i = γi + dfi. The equivalence class {γ} of one-forms so determined is the equivalence class of
Faraday primitives induced by ([∇], [h]).
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Evidently a proper CP pair is exact if its weighted scalar curvature is parallel. For a proper CP
pair there holds ∇[i∇j]R = −FijR, and so the one-form 2γi = −R−1∇iR satisfies dγij = 2∇[iγj] =
−R−1∇[i∇j]R = Fij .
2.2.12. The Faraday primitives of the AH structures ([∇], [h]) and ([t∇], [h]) associated to h ∈ [h]
are the same, and so these AH structures determine the same equivalence class of Faraday primitives;
in particular one is closed (resp. exact) if and only if the other is closed (resp. exact). This
observation has the consequence that most properties of the Faraday curvature of Weyl structures
hold equally for AH structures. For example, Lemma 2.6 generalizes (trivially) Theorem 2.5 of [23].
Lemma 2.6. A definite signature CP pair on a manifold of dimension n 6= 4 is closed if and only
if ∇pFip = 0.
Proof. For any CP pair there holds
2∇[p∇q]F pq = −2R[pq]F pq − 4nRpqa aF pq = −2R[pq]F pq − 4FpqF pq = (n− 4)FpqF pq.(2.14)
If n 6= 4 then (2.14) shows that ∇pFip = 0 implies Fij is [h]-null; in the definite signature case this
holds if and only if Fij ≡ 0. 
2.2.13. Lemma 2.7 gives further motivation for the name conformal projective structure, as it shows
that such a structure can be viewed as a conformal class of projective structures; the difference
tensor of the aligned representatives of any two projective structures generating the conformal
projective structure has the form of the difference tensor of the Levi-Civita connections of two
metrics representing a conformal structure.
Lemma 2.7. If ([∇˜], [h]) and ([∇], [h]) are CP pairs subordinate to a given conformal projective
structure ({∇}, [h]), then the difference tensor ∇˜ − ∇ of the aligned reprentatives of ([∇˜], [h]) and
([∇], [h]) has the form 2α(iδj) k − αkHij , in which −αi = γ˜i − γi for the Faraday primitives γ˜i and
γi associated to h ∈ [h]. In particular, the Faraday curvatures of AH structures generating the same
conformal projective structure are cohomologous.
Proof. Let h ∈ [h]. Because ∇˜ ∈ [∇˜] and ∇ ∈ [∇] are by assumption conformal projectively
equivalent their difference tensor has the form Πij
k = 2α(iδj)
k +Hijβ
k for some one-forms αi and
βi, and from Lemma 2.5 it follows easily that if ∇˜ and ∇ are aligned then βi = −αi. In this case
the difference ∇˜ihjk −∇ihjk is −2αihjk, from which it follows that −αi = γ˜i − γi. 
2.2.14. If ([∇], [h]) is a CP pair and h ∈ [h] has corresponding Faraday primitive γi then the
Levi-Civita connection D of h is related to the aligned representative ∇ by
D = ∇+ 12Lij k −Kk (ij) + 2γ(iδj) k −Hijγk.(2.15)
Equation (2.15) shows how to build from a metric and a one-form a CP pair with specified torsion.
2.2.15. It makes sense to restrict an AH structure to a non-degenerate submanifold. If [h] is
a conformal structure on M , an immersion i : N → M is non-degenerate if T i(p)(TpN) is
never coisotropic for any p ∈ N . In this case i∗([h]) := [i∗(h)] is a conformal structure on N ;
it makes sense to define i∗(H)ij to be the normalized metric of i∗([h]). The CP pair induced
on N by the immersion i is denoted i∗([h], [∇]) and equals the CP pair (i∗([h]), [∇¯] with [∇¯] the
projective structure generated by a connection ∇¯ defined as follows. For each h ∈ [h] let γi be the
corresponding Faraday primitive. Then h¯ := i∗(h) and γ¯ := i∗(γ) are defined, as are the tensors
L¯ := i∗(L∇(h)) and K¯ := i∗(K∇(h)). Let D¯ be the Levi-Civita connection of h¯ and define ∇¯ so
that there holds (2.15) with the barred tensors in place of the unbarred tensors. If h˜ = fh then
γ˜i = γi + σi where 2σi = d log fi, while the Levi-Civita connections of i
∗(h˜) and i∗(h) differ by
2i∗(σ)(iδj) k − h¯ij h¯kpi∗(σ)p, from which it follows that ∇¯ so defined is independent of the choice of
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h. It is straightforward to check that ∇¯ is the aligned representative of the CP pair (i∗([h]), [∇¯]),
and so it makes sense to define (i∗([h]), [∇¯]) to be the induced CP pair.
2.2.16. Structures similar to AH structures have been studied intensively. Here are made only
some limited remarks. If ∇ is a torsion-free affine connection a section ai1...ik ∈ Γ(Sk(T ∗M)) is a
Codazzi tensor if ∇[iaj]i1...ik−2 = 0, and if hij is a metric, a pair (∇, h) is a Codazzi structure
if h is non-degenerate and Codazzi. By the curvature of a Codazzi structure ([∇], h) is meant the
curvature of ∇ (and not that of h), and a Codazzi structure is flat if ∇ is flat. A flat Codazzi
structure is called a Hessian structure or, following [35], an affine Ka¨hler structure. Much of
what is known about Hessian structures is recounted in H. Shima’s book [124]. A Hessian structure
(∇, hij = ∇i∇jf) for which Πijk = ∇ihjk = ∇i∇j∇kf and which satisfies the associativity
equations (or WDVV equations) Πpl[iΠj]k
p = 0 is a special kind of Frobenius manifold (see
e.g. [106] or [32]).
Note that a Codazzi structure (∇, h) generates an AH structure but that ∇ need not be the
aligned representative, because it need not be that the h-volume density is preserved by ∇. A
natural example of a Codazzi structure (∇, h) for which ∇ is in general not aligned with respect
to h is given in Theorem 8.3. The point of view taken here is that AH structures are to Codazzi
structures as projective is to affine.
A pseudo-Riemannian metric h on M determines the map ♭ : TM → T ∗M define by ♭(X) =
i(X)h. The following geometric description of Codazzi structures is Theorem 2 of P. Delanoe¨’s [42].
Theorem 2.1 (Theorem 2 of [42]). A torsion free affine connection ∇ on M forms with a pseudo-
Riemannian metric hij a Codazzi structure if and only if the image of the horizontal subbundle of
TTM determined by ∇ under the differential T ♭ of the map ♭ : TM → T ∗M determined by h is a
Lagrangian subbundle of TT ∗M with respect to the tautological symplectic structure on T ∗M .
AH structures admit a similar geometric description. Let ρ : T ∗M → P+(T ∗M) be the canonical
projection, and let C be the canonical contact structure on P+(T ∗M), which is the image under Tρ
of the kernel of the tautological one-form α on T ∗M . Let ♭˜ : TM → T ∗M be the map determined
by the conformal metric h˜ = fh. If H is the homogeneous horizontal subbundle on TM determined
by ∇, then the images T ♭˜(H) and T ♭(H) are not the same, but their images under Tρ determine
the same rank n subbundle of TP+(T ∗M), and so the images under Tρ of their intersections with
kerα determine the same rank (n−1) subbundle of C on P+(T ∗M). By the rank (n−1) subbundle
L of C associated to the CP pair ([∇], [h]) is meant the subbundle determined by the aligned
representative ∇ together with [h].
Theorem 2.2. The rank (n− 1) subbundle L of the contact structure E on P+(T ∗M) determined
by a CP pair ([∇], [h]) is Legendrian if and only if the CP pair is AH.
Since no use will made of Theorem 2.2 its proof is omitted. Together theorems 2.1 and 2.2 give
some credibility to the point of view taken here that the notion of AH structure is the projectiviza-
tion of the notion of Codazzi structure.
2.3. Curvature of AH structures.
2.3.1. Let Rn denote (R
n)∗. Elements of the GL(n,R)-module C := {Bijkl ∈ ⊗4Rn : B(ij)kl = 0 =
B[ijk]l} will be referred to as algebraic curvature tensors. The space C decomposes as a direct
sum C = C1 ⊕ C2 ⊕ C3 in which
C1 = {Bijkl ∈ C : Bij(kl) = Bijkl}, C2 = {Bijkl ∈ C : Bij[kl] = Bijkl},
C3 = {Bijkl ∈ C : 8Bijkl = 9B[ij|k|l] − 3B[ij|l|k]}, .
26 DANIEL J. F. FOX
The projections Pi : C→ Ci onto the summands are given for Bijkl ∈ C by
P1(B)ijkl = 34
(
Bi(jkl) −Bj(ikl)
)
, P2(B)ijkl = 12
(
Bij[kl] +Bkl[ij]
)
,
P3(B)ijkl = 38
(
3B[ij|k|l] −B[ij|l|k]
)
.
These are orthogonal in the sense that Pi ◦ Pj = 0 if i 6= j. The decomposition of Bijkl ∈ C into
GL(n,R)-irreducible components is given explicitly by
Bijkl =
3
4
(
Bi(jkl) −Bj(ikl)
)
+ 12
(
Bij[kl] +Bkl[ij]
)
+ 38
(
3B[ij|k|l] −B[jk|l|i]
)
,(2.16)
Note that P3(B)[ijk]l = P3(B)[ijkl] = 0, while P3(B)[ij|k|l] = B[ij|k|l]; the last equality implies
P3(B)ijkl is the result of applying Ψ to the tensor B[ij|k|l].
2.3.2. Given a metric Hij , raise and lower indices using H
ij . From Pi ◦ Pj = 0 if i 6= j it follows
that the subspaces Ci are pairwise orthogonal with respect to Hij . Each of the subspaces Ci can
be decomposed further by taking traces. Since −2Bijp p = Bp[ij] p for Bijkl ∈ C, all traces of such
a Bijkl can be expressed as linear combinations of Bpij
p and Bip
p
j . Define the Ricci trace of
Bijkl ∈ C to be Bij := Bpij p and the scalar trace to be Bp p = −Bpq pq. In fact, as will be
explained now, for Bijkl ∈ Ci, i = 1, 2, 3, it is always the case that Bip p j is a scalar multiple of Bij .
For Bijkl ∈ C1, Bip p j = −Bpij p, while for Bijkl ∈ C2, Bip p j = Bpij p. For Bijkl ∈ C, there holds
8P3(B)i(jk)l = 3(Bli(jk) +Bi(jk)l −Bl(jk)i) = 12P3(B)li(jk) ,(2.17)
so that for Bijkl ∈ C3 there holds 2Bi(jk)l = 3Bli(jk). Tracing this in il shows Bp(ij) p = 0, while
tracing it in jk and tracing 8Bijkl = 9B[ij|k|l]−3B[ij|l|k] in kl gives 2Bip p j = −3Bijp p = 6Bp[ij] p =
6Bpij
p, from which it is evident that all traces of Bijkl are determined by Bij , which is in this case
skew-symmetric. The relations of the Ricci traces of Pi(B) to the traces of Bijkl ∈ C are as follows.
P1(B)ij = 12Bp(ij) p − 12B(i|p| p j) + 34Bp[ij] p − 14B[i|p| p j],
P2(B)ij = 12Bp(ij) p + 12B(i|p| p j), P3(B)ij = 14Bp[ij] p + 14B[i|p| p j].
(2.18)
It follows from (2.18) that the scalar trace of Bijkl is given by −Bpq pq = Bp p = P2(B)p p, while
P1(B)p p = 0 = P3(B)p p.
2.3.3. Define a linear map r : Ω2(Rn) → C by r(F )ijkl := FijHkl − Fk[iHj]l + Fl[iHj]k. Applying
to r(F )ijkl the decomposition (2.16), there result P2(r(F ))ijkl = 0 and
r(F )ijkl = Fijkl +Gijkl ,(2.19)
in which the tensors Fijkl and Gijkl are defined by
Fijkl := P1(r(F ))ijkl = 34 (Fi(jHkl) − Fj(iHkl)) = 12FijHkl − 12Fk[iHj]l − 12Fl[iHj]k,(2.20)
Gijkl := P3(r(F ))ijkl = 34 (3F[ijHl]k − F[ijHk]l) = 12FijHkl − 12Fk[iHj]l + 32Fl[iHj]k.(2.21)
There hold −2r(F )pij p = nFij and From (2.18) there follow
− (n+ 2)Fij = 4Fpij p = 4P1(r(F ))ij , (2− n)Fij = 4Gpij p = 4P3(r(F ))ij ,(2.22)
nFij = −2r(F )pij p, (4− n)Fij = 2r(F )[i|p| p j].(2.23)
It follows from (2.23) that r is injective, so an isomorphism onto its image.
2.3.4. Let ([∇], [h]) be an AH structure. The constructions of section 2.3.1 apply fiberwise on
T ∗M . Thus there are defined the (weighted) tensor r(F )ijkl := FijHkl − Fk[iHj]l + Fl[iHj]k, which
is a section of the module C(T ∗M) of algebraic curvature tensors, and the tensors Fijkl and Gijkl
determined from it as in (2.19), via the the decomposition (2.16). All traces of Fijkl are determined
by −4Fpij p = (n+ 2)Fij , from which it follows that the CP pair is closed if and only if Fijkl = 0.
All traces of Gijkl are determined by 4Gpij
p = (2−n)Fij , from which it follows that on a manifold
of dimension n > 2 a CP pair is closed if and only if Gijkl = 0.
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2.3.5. Let ([∇], [h]) be an AH structure. The Ricci identity implies
−Rij(kl) + FijHkl = ∇[i∇j]Hkl = ∇[iLj]kl.(2.24)
Skew-symmetrizing (2.24) in ijk gives R[ij|l|k] = 2F[ijHk]l, and from this and the definition of
Vijkl there results P3(R)ijkl = Gijkl. Define Uijkl := P1(R − r(F ))ijkl and Tijkl := P2(R)ijkl.
Since P2(r(F )) = 0, the decomposition (2.16) yields Rijkl = Uijkl + Tijkl + Fijkl + Gijkl. Note
the orthogonality relations such as UijklG
ijkl = UijklT
ijkl = 0. The factors involving r(F ) are
subtracted off because the resulting tensors transform nicely under conjugation of the AH structure,
as will be seen below in section 2.3.11.
Tracing (2.24) in il and relabeling yields
Qij −Rij = 2Fij +∇pLij p − Lij .(2.25)
Taking the skew-symmetric part of (2.25), and using (2.13) to simplify the result yields 2Q[ij] =
(4−n)Fij . All traces of Tijkl and Uijkl are expressible in terms of their Ricci traces, the expressions
of which in terms of Rij and Qij follow from (2.18):
Tij = Tpij
p = 12R(ij) +
1
2Q(ij), U(ij) = Up(ij)
p = 12R(ij) − 12Q(ij),(2.26)
and
U[ij] =
3
4R[ij] − 14Q[ij] + (n+2)4 Fij = 4−n8 Fij − 14Q[ij] = 0.(2.27)
Taking the symmetric part of (2.25) and using (2.27) shows
Uij = U(ij) = − 12∇pLij p + 12Lij ,(2.28)
which will play an important role in deducing consequences of the Einstein equations. Tracing
(2.25) shows Qp
p = R, so that Tp
p = R and Up
p = 0.
2.3.6. The decompositions of Tijkl and Uijkl into conformally irreducible components are as follows.
Tijkl = Aijkl − 2Hl[iAj]k + 2Hk[iAj]l,
Uijkl = Eijkl − 2Hl[iEj]k − 2Hk[iEj]l,(2.29)
in which Aijkl and Eijkl are completely H-trace free and
Aij = A(ij) :=
1
2−n
(
Tij +
R
2(1−n)Hij
)
, Ap
p = 12(1−n)R,
Eij := − 1nUij , Ep p = 0.
(2.30)
The tensors Tijkl and Aijkl have the algebraic symmetries of a metric curvature tensor, while Uijkl
and Eijkl have the algebraic symmetries of a symplectic curvature tensor.
2.3.7. It is convenient to define some tensors quadratic in the cubic torsion.
Lijkl := 2Lk[i pLj]lp, Lij := Lip qLjq p = Lpij p, L := Lp p = LijkLijk,
Cij := 12−n
(
Lij + 12(1−n)LHij
)
,
Cijkl := Lijkl + 22−n (Hl[iLj]k −Hk[iLj]l) + 2(n−1)(n−2)LHl[iHj]k
= Lijkl + 2Hl[iCj]k −Hk[iCj]l.
(2.31)
Observe that Lijkl has the algebraic symmetries of a metric curvature tensor. The completely
trace-free part of Lijkl is Cijkl, and the second equality of its definition shows that it has the form
of a conformal Weyl tensor, and that Cij has the form of the conformal Schouten tensor.
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2.3.8. AH structures are the curved generalizations of the projective analogues of Frobenius mani-
folds (see e.g. [106] or [70]). The cubic torsion Lij k can be regarded as making the space of sections
Γ(TM) into a commutative, non-associative algebra with the multiplication (X ◦Y )i := XpY qLpq i.
The tensor Lijkl (resp. Cijkl) will be called the (resp. conformal) non-associativity tensor of
the AH structure, because the algebra (Γ(TM), ◦) is associative if and only if Lijkl = 0. This point
of view will be useful in section 7.
2.3.9. By Lemma 2.1, the tensors Aijkl and Cijkl vanish identically in dimension at most 3, and
Eijkl vanishes in dimension 2.
2.3.10. Applying to (2.24) the projection P1 and using (2.24) yields
Rij(kl) − FijHkl = ∇[iLj]kl = −P1(R)ijkl + Fijkl
= −Uijkl = −Eijkl + 2Hl[iEj]k + 2Hk[iEj]l.(2.32)
Together (2.28) and (2.32) show that −Eijkl is the completely H-trace free part of ∇[iLj]kl. From
(2.32) there follows
2∇[iLj]k l − Lijk l = 2H lp∇[iLj]kp = −2Uijk l.(2.33)
Using (2.33), equations (2.28) and (2.32) can be rewritten in the perhaps more natural forms
∇pLpi j = 2nEi j , ∇[iLj] kl + 2n∇pLp(k [iδl) j] = −Eij kl.(2.34)
Straightforward computation using 2Labc∇iLabc = ∇iL + 3Li pqLpq , the definition of Lij , (2.32),
and (2.34) shows
2∇pLip = ∇iL+ Li pqLpq + 4LabcEiabc + 4(n− 2)Li pqEpq.(2.35)
2.3.11. Curvature of the AH pencil. Let ([t∇], [h]) be the pencil of AH structures generated by the
AH structure ([∇], [h]), and let ([∇¯], [h]) be the conjugate AH structure. Decorate with a t (resp.
¯) the tensors derived from the curvature tRijkl of ([
t∇], [h]) (resp. R¯ijkl of ([∇¯], [h])). By definition
tRijk
l −Rijk l = 2t∇[iLj]k l − t2Lijk l, so by (2.32) there holds
tRijkl = Rijkl + 2t∇[iLj]kl + t(1− t)Lijkl = Rijkl − 2tUijkl + t(1 − t)Lijkl .(2.36)
Substituting into (2.36) the expression for ∇[iLj]kl given by (2.24) yields
tRijkl = (1− t)Rijkl − tRijlk + 2tFijHkl + t(1− t)Lijkl .(2.37)
Tracing (2.36) in kl and using U[ij] = 0 shows
tRijp
p = Rijp
p, so that tF ij = Fij and therefore also
tF ijkl = Fijkl and
tGijkl = Gijkl . Hence an AH structure ([∇], [h]) is closed if and only if for every
t the AH structure ([t∇], [h]) is closed. With this information, decomposing (2.36) by symmetries
yields
tT ijkl = Tijkl + t(1− t)Lijkl , tU ijkl = (1− 2t)Uijkl,(2.38)
tAijkl = Aijkl + t(1− t)Cijkl, tEijkl = (1 − 2t)Eijkl,(2.39)
while tracing (2.37) yields
tR(ij) = (1− t)R(ij) + tQ(ij) + t(1− t)Lij , tR = R+ t(1− t)L,(2.40)
tQ(ij) = (1− t)Q(ij) + tR(ij) + t(1− t)Lij , tU ij = (1− 2t)Ui),(2.41)
tT ij = Tij + t(1− t)Lij , tEij = (1− 2t)Eij ,(2.42)
tAij = Aij + t(1− t)Cij , tF ij = Fij ,(2.43)
t∇i tR = ∇iR+ t(1 − t)∇iL, t∇ptF ip = ∇pFip.(2.44)
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2.3.12. The equality 1−t∇¯ = t∇ means that expressions for the curvature of an AH structure
in terms of the curvature of its conjugate can be obtained by interchanging barred and unbarred
tensors, and replacing t by (1− t).
Let ([∇], [h]) and ([∇¯], [h]) be conjugate AH structures. Then (2.38), (2.42), and (2.43) show
that A¯ij = Aij and A¯ijkl = Aijkl while E¯ij = −Eij and E¯ijkl = −Eijkl . Tensors such as Tijkl and
Aijkl (resp. Uijkl and Eijkl) unchanged under conjugacy (multiplied by −1 under conjugacy) will
be called self-conjugate (resp. anti-self-conjugate).
It seems that every interesting class of AH structures defined by some condition on the curvatures
of its constituents has the property that the defining conditions are preserved under conjugacy.
Remark 2.1. For 4-dimensional AH structures there should be considered also the usual notion of
(anti)-self-duality for Aijk
l. Although this will not be discussed here, it seems likely that some re-
sults for self-dual Weyl structures will generalize to this setting. The first step will be reinterpreting
AH structures in terms of the usual twistor formalism.
2.3.13. Equation (2.36) shows that
Rijlk + R¯ijkl = 2FijHkl,(2.45)
so that the anti-self-conjugate part of Rijkl is Rij(kl) − FijHkl, which by (2.32) is equal to Uijkl,
and so it follows from (2.24) that if ([∇], [h]) is Weyl then the curvature is self-conjugate. With
(2.25), (2.28), and (2.32) this implies that for a Weyl structure there hold
Rij(kl) = FijHkl, Qij = Rij + 2Fij , Eijkl = 0 = Eij .(2.46)
The class of AH structures with self-conjugate curvature tensor is considerably larger than the class
of Weyl structures. In section 4.3 it will be shown that given a convex flat real projective structure
[∇] there is a conformal structure [h] such that ([∇], [h]) is an AH structure, and in general these
AH structures are not Weyl, though their curvature is self-conjugate.
2.3.14. Relation with underlying conformal structure. This section describes how the various cur-
vature tensors associated to an AH structure, e.g. Aijkl and Eijkl, relate to the curvature tensors
associated to the underlying conformal structure [h], e.g. the usual conformal Weyl tensor.
Fix an AH structure ([∇], [h]) and a representative h ∈ [h] with associated Faraday primitive
γi and Levi-Civita connection D, which is related to ∇ by (2.15). Because of the convention of
raising and lowering indices with the normalized metric Hij , some notation is needed when indices
are raised using instead hij . If γi is a one-form then γ
♯ i := hipγp, so, for example, hijγ
♯ k = Hijγ
k.
Were it necessary to refer to h˜ipγp, this would be written γ
♯˜ i. Let Rijk
l be the curvature of D,
and write the tensors derived from it in the same script. When there is chosen a representative
h ∈ [h] there will be written Rh (or simply R if the dependence on h is clear from context) for the
unweighted scalar curvature hijRij . It is important not to confuse Rh with the scalar curvature
of (the Levi-Civita connection of) h, which is written Rh. Let µ := | deth|−1/n, γ♯ i := hipγp,
|γ|2h = γ♯ pγp, and |L|2h = hijLij = hijLip qLjq p. Given a one-form αi, it will be convenient to write
αij := ∇iαj − αiαj + 12Hijαpαp, αp p = ∇pαp + n−22 αpαp.(2.47)
Let γij be defined by (2.47) with γi in place of αi. There hold
Diγj = ∇iγj − 12Lij pγp − 2γiγj +Hijγpγp, Dpγp = ∇pγp + (n− 2)γpγp,(2.48)
γij = Diγj +
1
2Lij pγp + γiγj − 12γpγpHij , γp p = Dpγp + 2−n2 γpγp.(2.49)
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There hold
DiLjk l =
∇iLjk l − 12Lij pLkp l − Lk[i pLj]p l + δi lγpLjk p + 2Hi(jLk)p lγp − 3γ(iLjk) l − Lijkγl,
(2.50)
D[iLj]k l = ∇[iLj]k l − Lk[i pLj]p l + γpδ[i lLj]k p +Hk[iLj]p lγp,(2.51)
D[iLj]kl = ∇[iLj]kl +Hk[iLj]l pγp +Hl[iLj]k pγp,(2.52)
the last of which follows from (2.33). From (2.28) and (2.50) there follows
2nEij = ∇pLij p − Lij = DpLij p − nγpLij p.(2.53)
From (2.19), (2.32), and (2.52) there follows
D[iLj]kl + Uijkl = Hk[iLj]l pγp +Hl[iLj]k pγp.(2.54)
Calculating Rijkl −Rijkl using Fij = −dγij and (2.54) yields
Rijkl = Rijkl +D[iLj]kl − 12Llp[iLj]k p − 2Hk[iLj]l pγp − Fijkl −Gijkl(2.55)
+ γ(jl)Hik − γ(il)Hjk − γ(jk)Hil + γ(ik)Hjl
= Tijkl +
1
4Lijkl +Hl[iLj]k pγp −Hk[iLj]l pγp
+ γ(jl)Hik − γ(il)Hjk − γ(jk)Hil + γ(ik)Hjl.
From (2.55) there follow
Rij = Tij +
1
4Lij + (2− n)γ(ij) −Hijγp p + n−22 γpLij p(2.56)
= Tij +
1
4Lij + (2− n)
(
D(iγj) + γiγj − γpγpHij
)−DpγpHij
= R(ij) +
1
2 (DpLij p − nγpLij p) + 14Lij + (2− n)
(
D(iγj) + γiγj − |γ|2hhij
)
+ d∗hγhij ,
R := hijRij = | deth|−1/n
(
R+ 14L+ 2(1− n)γp p
)
,(2.57)
= Rh +
1
4 |L|2h + 2(n− 1)d∗hγ + (n− 1)(n− 2)|γ|2h,
{R}ij = {T }ij + 14{L}ij + (2− n)
(
γ(ij) − 1nγp pHij − 12γpLij p
)
(2.58)
= {T }ij + 14{L}ij + (2− n)
(
D(iγj) +
1
n (d
∗
hγ)hij + γiγj − 1n |γ|2hhij
)
= {R}ij + 14{L}ij + (2− n){γ ⊗ γ}ij + 12 (DpLij p − nγpLij p) + (2− n){Dγ}ij .
The reason for writing an equation such as (2.56) in several ways is that one or other expression
is useful depending on whether one is supposing given the AH structure and deducing properties
of it, or one is given a metric and a cubic form and is trying to construct an AH structure with
desired properties. For instance, later it will be shown that for a Riemannian signature Einstein
AH structure on a compact manifold and a particular choice of h there vanish the last two terms
of (2.58). Using ∇iR = DiR + 2γiR and (2.48) it is straightforward to check
∇pFip = DpFip + (4− n)γpFip,
∇iR+ n∇pFip = DiR+ 2γiR + nDpFip + n(4− n)γpFip.(2.59)
µ(∇iR+ n∇pFip) = DiRh + 2γiRh + nhpqDpFiq + n(4− n)γ♯ pFip
= DiRh + 2γiRh − nd∗hdγi + n(4− n)γ♯ pdγpi.
(2.60)
3. Codazzi projective structures
3.1. Curvature of Codazzi projective structures. This section begins with an analysis of how
are related the curvatures of two CP pairs inducing the same conformal projective structure.
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3.1.1. A conformal projective structure is a Codazzi projective structure if its conformal
torsion vanishes. By Lemma 2.7 a Codazzi projective structure can be viewed as a conformal class
of AH structures.
3.1.2. Let C be the line bundle |DetT ∗M |−1/2n and say that a section of Cλ has c-weight λ. The
terminology c-weight abbreviates conformal weight. If D˜ = D + 2σ(iδj)
k − hijσ♯ k are Levi-Civita
connections of conformal metrics and u ∈ Γ(Cλ) then D˜iu − Diu = λσiu. For this reason when
analyzing the effects of conformal changes on density-valued tensors it is convenient to speak of
c-weights.
3.1.3. Temporarily write Ak(λ) for the vector space of completely trace-free, completely symmetric
tensors ωi1...ik having c-weight λ, and Bk(λ) for the vector space of tensors σiji1 ...ik−1 having c-
weight λ and satisfying σiji1 ...ik−1 = σ[ij](i1...ik−1) and σ[ijk]i1 ...ik−2 = 0. Let B0k(λ) comprise the
trace-free elements of Bk(λ). For example, Lijk ∈ A3(2) and Eijkl ∈ B03(2).
Lemma 3.1. Given an AH structure ([∇], [h]) the associated differential operator K : Ak(k− 1)→
Bk(k − 1) defined by
K(ω)iji1 ...ik−1 := −HiaHjb
(
∇[aωb] i1...ik−1 + k−1n+k−3∇pωp(i1...ik−2 [aδik−1) b]
)
,(3.1)
is invariant in the sense that if ([∇˜], [h]) is another AH structure generating the same Codazzi
projective structure as does ([∇], [h]) then the operator K˜ associated to ([∇˜], [h]) is equal to K.
Proof. By Lemma 2.7 the difference tensor ∇˜−∇ has the form 2α(iδj) k−αkHij for some one-form
αi. It is straightforward to verify that for trace-free ωi1...ik ∈ Ak(λ) there hold
∇˜iωi1...ik = ∇iωi1...ik + (λ− k)αiωi1...ik − kα(i1ωi2...ik)i + kHi(i1ωi2...ik)pαp,
∇˜[iωj] i1...ik−1 = ∇[iωj] i1...ik−1 − (λ − k + 1)ωi1...ik−1 [iαj] − (k − 1)αpωp(i1...ik−2 [iδik−1) j],
∇˜pωi1...ik−1p = ∇pωi1...ik−1p + (n− 2 + λ)αpωi1...ik−1p.
(3.2)
from which the claim follows. 
Taking the trace-free part of K(ω) determines an invariant operator K0 : Ak(k−1)→ B0k(k−1).
The difference K0(ω)−K(ω) comprises terms involving the cubic torsion. The complicated explicit
expression is not needed here, so omitted. The reason for introducing K is the following lemma.
Lemma 3.2. For a Codazzi projective structure ({∇}, [h]) with cubic torsion Lijk there holds
K0(L)ijkl = K(L)ijkl = Eijkl.
Proof. For ωijk ∈ A3(2) there holds K(ω)ijkl = −HiaHjb
(∇[aωb] kl + 2n∇pωp(k [aδl) b]), and com-
paring this with (2.34) shows that K(L)ijkl = Eijkl, which is trace-free. 
3.1.4. For an AH structure ([∇], [h]), define Wijkl := Aijkl + Eijkl and
Wij :=Aij + Eij +
1
2Fij =
1
2−n
(
n−1
n R(ij) +
1
nQ(ij) +
R
2(1−n)Hij +
2−n
2 Fij
)
.(3.3)
From the definition of Wij , (2.42), and (2.43) there follow:
Rijkl =Wijkl − 2Hl[iWj]k + 2Hk[iW¯j]l + (W[ij] + W¯[ij])Hkl.(3.4)
Rij = (1− n)Wij + W¯ij + 12(n−1)RHij − Fij .(3.5)
By Theorem 3.1, Wijkl can be regarded as the generalization to Codazzi projective structures of
the usual conformal Weyl tensor of a conformal structure, and this justifies calling Aijkl and Eijkl
the self-conjugate Weyl tensor and the anti-self-conjugate Weyl tensor.
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Theorem 3.1. The self-conjugate and anti-self-conjugate Weyl tensors Aijkl and Eijkl of an AH
structure ([∇], [h]) depend only on the Codazzi projective structure ({∇}, [h]) generated by ([∇], [h])
in the sense that if ([∇˜], [h]) is another AH structure generating the same Codazzi projective struc-
ture the corresponding tensors A˜ijkl and E˜ijkl) equal Aijkl and Eijkl, respectively.
Proof. The decomposition via the projections Pi on C is useful for organizing what would otherwise
be a tremendous mess. The sorts of computations to be made will be familiar to anyone who has
computed explicitly conformally invariant tensors. The invariance of Eijkl for Codazzi projective
structures proved in Theorem 3.1 is immediate from Lemma 3.2; a direct computational proof will
also be given in what follows.
Let ∇˜ and ∇ be the aligned representatives of CP pairs generating the same conformal projective
structure. By Lemma 2.7 the difference tensor ∇˜−∇ has the form 2α(iδj) k −αkHij for some one-
form αi. Recall the definition (2.47) of αij . Via conditions (4) and (5) of Lemma 2.5 the alignment
condition implies
αi
j = Hjkαik = ∇iαj − αiαj + 12αpαpδi j + αpLpi j .(3.6)
Decorate with a ˜ the curvature of ∇˜ and all tensors derived from it. The Faraday primitives γ˜i
and γi associated to h ∈ [h] are related by γ˜i = γi − αi and so F˜ij − Fij = 2∇[iαj] = dαij = 2α[ij].
It follows immediately that
F˜ijkl + G˜ijkl − Fijkl −Gijkl = dαijHkl −Hl[idαj]k +Hk[idαj]l.(3.7)
Straightforward computations show
R˜ijkl −Rijkl = dαijHkl −Hl[idαj]k +Hk[idαj]l − 2Hl[iµj]k + 2Hk[iµj]l − 2Hk[iLj]lpαp,(3.8)
so that, writing µij = α(ij),
(U˜ijkl + T˜ijkl)− (Uijkl − Tijkl) = −2Hl[iµj]k + 2Hk[iµj]l − 2Hk[iLj]lpαp.(3.9)
The transformation rules for Uijkl and Tijkl can now be found by applying to the righthand side of
(3.9) the projections P1 and P2. In order to do this, it is convenient to observe that the image under
P2 of 2Hk[iσj]l − 2Hl[iσj]k is itself or 0 according to whether σij is symmetric or anti-symmetric.
Applying P1 and P2 to (3.9) and simplifying there result
U˜ijkl − Uijkl = −Hk[iLj]lpαp −Hl[iLj]kpαp,(3.10)
T˜ijkl − Tijkl = −2Hl[iµj]k + 2Hk[iµj]l +Hl[iLj]kpαp −Hk[iLj]lpαp.(3.11)
Taking traces of (3.8), (3.10), and (3.11) in various ways gives
R˜(ij) −R(ij) = (2− n)µij −Hijαp p − αpLijp,(3.12)
Q˜(ij) −Q(ij) = (2 − n)µij −Hijαp p + (n− 1)αpLijp,(3.13)
T˜ij − Tij = (2 − n)µij −Hijαp p + n−22 αpLijp, R˜ −R = 2(1− n)αp p,(3.14)
A˜ij −Aij = µij − 12Lijpαp, E˜ij − Eij = 12Lijpαp.(3.15)
From (3.15) and (3.11) there follows A˜ijkl = Aijkl , while from (3.15) and (3.10) there follows
E˜ijkl = Eijkl . 
3.1.5. Next is defined the analogue of the usual conformal Cotton tensor. Define
wijk = 2∇[iWj]k,
aijk := 2∇[iAj]k +∇[iFj]k − Lk[i pAj]p − 12Lk[i pFj]p + Lk[i pEj]p,
eijk := 2∇[iEj]k + Lk[i pAj]p + 12Lk[i pFj]p − Lk[i pEj]p.
(3.16)
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Let Wi = wip
p, Ai = aip
p, and Ei = eip
p and define trace-free tensors
Wijk := wijk − 2n−1W[iHj]k, Aijk := aijk − 2n−1A[iHj]k, Eijk := eijk − 2n−1E[iHj]k.(3.17)
Because ∇[iFjk] = 0, there hold W[ijk] = A[ijk] = E[ijk] = 0. There holds wijk = aijk + eijk, so also
Wi = Ai + Ei and Wijk = Aijk + Eijk. Write also W = Wp
p = 12(1−n)R. For a Weyl structure,
Aijk = aijk =Wijk is the usual conformal Cotton tensor.
That Aij and Aijkl (resp. Eij and Eijkl) are the self-conjugate (resp. anti-self-conjugate) parts
of W(ij) and Wijkl suggests Lemma 3.3.
Lemma 3.3. Let ([∇], [h]) and ([∇¯], [h]) be conjugate AH structures. Then aijk , Ai, and Aijk
(resp. eijk, Ei, and Eijk) are the self-conjugate (resp. anti-self-conjugate) parts of wijk, Wi, and
Wijk, respectively.
Proof. From (2.43) and (2.42) there follows W¯ij = Wij − 2Eij . Skewing ∇¯iW¯jk = ∇iW¯jk −
Lij pW¯pk −Lik pW¯jp yields wijk + w¯ijk = 2aijk and wijk − w¯ijk = 2eijk. The remaining claims are
immediate upon taking traces. 
Remark 3.1. Observe that the aligned representative at time t of the pencil of AH structure
generated by ([∇˜], [h]) is obtained from the aligned representative of the AH structure ([t∇], [h])
by adding 2α(iδj)
k −Hijαk. Hence tensors decorated by t formed from ([t∇], [h]) transform under
conformal projective equivalence just as do the corresponding undecorated tensors formed from
([∇], [h]). In particular these remarks apply when t = 1, in which case the decoration is by bars;
that is the aligned representative of the AH structure conjugate to ([∇˜], [h]) is obtained from the
aligned representative of the conjugate AH structure ([∇¯], [h]) by adding 2α(iδj) k − Hijαk, and
barred tensors formed from ([∇¯], [h]) transform under conformal projective equivalence just as do
the corresponding unbarred tensors formed from ([∇], [h]).
However, in making use of this observation it is important to keep in mind that αij depends on
∇, and that α¯ij , defined as is αij , but in terms of ∇¯ is not equal to αij ; rather,
α¯ij = αij − Lij pαp.(3.18)
In particular, the self-conjugate part of αij is αij − 12Lij pαp.
Theorem 3.2. Let ([∇], [h]) and ([∇˜], [h] be AH structures on a manifold of dimension n > 2
generating the same Codazzi projective structure. There hold
W˜ijk =Wijk − αpWijkp, A˜ijk = Aijk − αpAijkp, E˜ijk = Eijk − αpEijkp,(3.19)
and A˜i = Ai depends only on the underlying Codazzi projective structure. As Aijkl vanishes iden-
tically when n = 3, in this case Aijk depends only on the underlying Codazzi projective structure.
Proof. Let ∇˜ and∇ be aligned connections representing AH structures generating the same Codazzi
projective structure. Preparatory to the proof observe
∇[iαj]k = − 12Rijk pαp + α[i∇j]αk − αkα[ij] − αpHk[i∇j]αp + 12Hk[iLj]pqαpαq,
α[iαj]k = α[i∇j]αk − 12Hk[iαj]αpαp, αpHk[iαj]p = αpHk[i∇j]αp − 12Hk[iαj]αpαp,
∇[iαj]k − α[iαj]k + 12αkdαij + αpHk[iαj]p = − 12Rijkpαp + 12Hk[iLj]pqαpαq.
From (3.15) there follows
W˜ij −Wij = αij .(3.20)
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It follows straightforwardly that
w˜ijk − wijk
= −αp (2Hp[iWj]k − 2Hk[iWj]p + FijHkp)+ 2 (∇[iαj]k − α[iαj]k + αkα[ij] + αpHk[iαj]p)
= −αl (Wijkl − 4Hk[iEj]l)+Hk[iLj]pqαpαq,
W˜i −Wi = (1 − n)
(
2Eipα
p + 12Lipqαpαq
)
,(3.21)
from which follows the first equality of (3.19). Together Remark 3.1 and Lemma 3.3 show that the
first equality of (3.19) implies the other two equalities in (3.19). From (3.21) and Lemma 3.3 there
follows
A˜i −Ai = 12 (W˜i + ˜¯Wi −Wi − W¯i) = (1− n)αp(Eip + E¯ip) + 14αpαq(Lipq + L¯ipq) = 0,
showing the invariance of Ai. 
The invariance of Ai, which vanishes for a Weyl structure, came as a surprise.
Definition 3.1. An AH structure (or a Codazzi projective structure) on a manifold of dimension
at least 3 is conservative if Ai = 0.
The terminology is motivated by thinking of the constancy of the scalar curvature of an Einstein
metric (in the usual sense) as a conservation law in conjunction with (3.28) below. It will become
evident that any reasonable definition of Einstein AH structures must include the vanishing of Ai.
3.2. Differential Bianchi identities. Lemma 3.4 records the consequences of the differential
Bianchi identity.
Lemma 3.4. For an AH structure ([∇], [h]) of dimension n > 2 there hold
∇[pAij]kl = Hk[paij]l −Hl[paij]k + 12Ll[p qWij]kq − 12Lk[p qWij]lq ,(3.22)
∇[pEij]kl = −Hk[peij]l −Hl[peij]k + 12Ll[p qWij]kq + 12Lk[p qWij]lq ,(3.23)
∇pAijkp = (3− n)aijk − 2A[iHj]k + L[i pqWj]pqk − 12Lk pqEijpq(3.24)
= (3− n)Aijk + 4(2−n)n−1 A[iHj]k + L[i pqWj]pqk − 12Lk pqEijpq ,
∇pEijkp = (1− n)Eijk − L[i pqWj]pqk + 12Lk pqEijpq ,(3.25)
∇pWijkp = (3− n)Aijk + (1− n)Eijk + 4(2−n)n−1 A[iHj]k,
= (3− n)Wijk − 2Eijk + 4(2−n)n−1 A[iHj]k,
(3.26)
Hjk∇pAijkp = 0,(3.27)
LabcEiabc = Hjk∇pEijkp = 2(2− n)Ai(3.28)
= (n− 2) (2∇p{A}ip − Li pq{W}pq +∇pFip + 1n∇iR) .
Proof. Let ([∇¯], [h]) be the conjugate AH structure. There hold
∇pW¯ijkl = ∇¯pW¯ijkl − 2Lp[i qW¯j]qkl + Lpk qW¯ijql + Lpl qW¯ijkq ,(3.29)
2∇[iW¯j]k = w¯ijk + 2Lk[i pW¯j]p.(3.30)
Differentiating (3.4) gives
∇pRijkl = ∇pWijkl − 2Hl[i∇|p|Wj]k + 2Hk[i∇|p|W¯j]k
− 2Lpl[iWj]k + 2Lpk[iW¯j]l +Hkl∇pFij + FijLpkl.
(3.31)
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Skew-symmetrizing (3.31) in pij, using the consequence ∇[pRij]kl = Lql[pRij]k q of the differential
Bianchi identity ∇[pRij]k l = 0, and substituting into the result (3.30) yields
Ll[p qRij]kq = ∇[pWij]kl + 2Hl[p∇iWj]k − 2Hk[p∇iW¯j]l + F[ijLp]kl
= ∇[pWij]kl +Hl[pwij]k −Hk[pw¯ij]l − 2Hk[pL|l|i qW¯j]q + F[ijLp]kl.
(3.32)
On the other hand, from (3.4) there follows
Ll[p qRij]kq = Ll[p qWij]kq − 2Hk[pL|l|i qW¯j]q + F[ijLp]kl.(3.33)
Together (3.32) and (3.33) give
∇[pWij]kl = Hk[pw¯ij]l −Hl[pwij]k + Ll[p qWij]kq .(3.34)
The identity conjugate to (3.34) is
∇¯[pW¯ij]kl = Hk[pwij]l −Hl[pw¯ij]k − Ll[p qW¯ij]kq .(3.35)
Together (3.35) and the skew-symmetrization in pij of (3.29) give
∇[pW¯ij]kl = Hk[pwij]l −Hl[pw¯ij]k + Lk[p qW¯ij]ql
= Hk[pwij]l −Hl[pw¯ij]k − Lk[p qWij]lq .
(3.36)
Taking half the sum and the difference of (3.34) and (3.36) yields (3.22) and (3.23). Tracing (3.22)
and (3.23) in pl yields (3.24) and (3.25), and summing these gives (3.26). In taking traces one has
to be careful; for example 3Hpl∇[pAij]kl = ∇pAijkp − 2L[i pqAj]pqk . Equation (3.27) follows from
Hjk∇pAijkp = −Aijk p∇pHjk = LabcAi(abc) = 0. A similar computation gives the first equality of
(3.28) while tracing (3.24) and using (3.27) gives the second equality of (3.28). Tracing (3.16) gives
−2Ai = 1n−1∇iR+ 2∇pAip +∇pFip − Li pq(Apq + Epq)(3.37)
= 1n∇iR+ 2∇p{A}ip +∇pFip − Li pq{W}pq.
which gives the last equality in (3.28). 
Note that (3.28) gives an alternative proof of the invariance of Ai. In examples it is usually
easier to check the vanishing of LabcEiabc than it is to check directly the vanishing of Ai.
Corollary 3.1. If ([∇], [h]) is an AH structure with self-conjugate curvature on a manifold of
dimension n > 2 then
∇[pAij]kl = Hk[pAij]l −Hl[pAij]k + 12Ll[p qAij]kq − 12Lk[p qAij]lq ,
∇pAijkp = (3− n)Aijk + L[i pqAj]pqk = (3− n)Aijk + (1− n)Eijk ,
(1− n)Eijk = L[i pqAj]pqk .
(3.38)
Proof. Immediate from Lemma 3.4. 
3.2.1. A non-conservative AH structure. Here is given an example of an AH structure which is
not conservative. On Rn with n > 2 let δij be the standard flat Euclidean metric, let D be its
Levi-Civita connection, and raise and lower indices using δij and the dual bivector δ
ij . Let αi and
βi be non-zero covectors (constant one-forms) and which satisfy α
iβjδij = 0. Define a trace-free
completely symmetric tensor by aijk := αiαjαk − 3n+2 |α|2α(iδjk), and define aij := ai pqajpq , and
observe
|a|2 = n−1n+2 |α|6, aij = (n−2)(n+1)(n+2)2 |α|4αiαj + 2(n+2)2 |α|6δij , βpaijp = − 2n+2 |α|2α(iβj).(3.39)
The maps eijkl → ωijkl := ei(jkl) and ωijkl → eijkl := 32ω[ij]kl are inverse isomorphisms between the
space A of trace-free tensors eijkl satisfying eijkl = e[ij]kl, e[ijk]l = 0, eij[kl] = 0, and the space B
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of trace-free tensors ωijkl satisyfing ωijkl = ωi(jkl) and ω(ijkl) = 0. Define σijkl := βiajkl − β(iajkl),
σij :=
1
2β
paijp and note that σij = σpij
p = −σijp p. Let
ωijkl := σijkl +
6
n
(
σi(jδkl) − σ(ijδkl)
)
= σijkl +
1
n (σijδkl + σikδjl + σilδjk − δijσkl − δikσjl − δilσjk) ,
and observe that ωijkl is in B. Let eijkl := 32ω[ij]kl = 32σ[ij]kl + 3n
(
σk[iδj]l + σl[iδj]k
)
. Let xi be
coordinates on Rn such that dxi is a parallel frame and define Lijk = aijk − 32xpωpijk, so that
DiLjkl = − 32ωijkl. Let ∇ = D − 12Lij k, so that ∇ is the aligned representative of the exact
AH structure ([∇], [δ]) which it generates with the conformal class [δ] of δ. By (2.53) there holds
2nEij = DpLij
p = − 32ωpij p = 0. With (2.54) this shows Eijk l = −D[iLj]k p = 32ω[ij]k l = eijk l.
Hence LabcEiabc = Labceiabc, and at the origin this equals aabceiabc, and a bit of computation shows
that ajkleijkl =
3(n−2)(n+1)
4n(n+2) |α|6βi. By (3.28) this shows Ai 6= 0 in a neighborhood of the origin.
3.2.2. All traces of ∇pAijk l and ∇pEijk l are expressible as linear combinations of ∇pAijk p,
Hab∇iAjabk, ∇pEijk p, ∇pEp(ijk), and Hab∇iEjabk. Evidently Hab∇iAjabk = Li abAjabk and
Hab∇iEjabk = Li abEjabk are invariants of the underlying Codazzi projective structure. In general,
there are many invariant tensors which can be built in this way, particularly when Eijk
l or Ai is not
zero. While these tensors are not very interesting because their geometric meaning is completely
obscure, it seems worth mentioning that they are particularly abundant in dimension 4.
Lemma 3.5. For an AH structure on a manifold of dimension 4 the tensors ∇pEpijk + 2Ei(jk),
∇pEp(ijk), and ∇pAp are invariants of the underlying Codazzi projective structure.
Proof. In any dimension there hold
∇˜pAijk p = ∇pAijk p + (n− 3)αpAijk p, ∇˜pEijk p = ∇pEijk p + (n− 1)αpEijk p,
∇˜pEpijk = ∇pEpijk + (n− 4)αpEpijk − 2αpEi(jk)p.
(3.40)
From (3.19) and (3.40) there follows
∇˜pEpijk + 2E˜i(jk) = ∇pEpijk + 2Ei(jk) + (n− 4)αpEpijk .(3.41)
There hold
∇˜iAj = ∇iAj − 3αiAj − αjAi + αpApHij , ∇˜pAp = ∇pAp + (n− 4)αpAp.(3.42)
The claims are evident from (3.41) and (3.42). 
It has not been shown that ∇pEpijk +2Ei(jk), ∇pEp(ijk) , and ∇pAp need not vanish identically,
although this seems likely.
3.2.3. Projectively and conjugate projectively flat AH structures. An AH structure is projectively
flat if [∇] is projectively flat. If the conjugate AH structure ([∇¯], [h]) is projectively flat, then
([∇], [h]) is conjugate projectively flat.
Although the projective Weyl tensor Bijk
l is trace-free it is not H-trace free. The trace-free
tensor Bij := Bip
p
j satisfies
B(ij) = {Q}ij + 1n−1{R}ij = n(n−2)n−1 (Eij − {A}ij) = n(2−n)n−1 {W¯}ij , B[ij] = (4−n
2)
2(n+1)Fij .(3.43)
Substituting (2.2) into (3.4) and using (3.5) to write {P}ij = {W}ij + 11−n{W¯}ij gives
Bijkl =Wijkl +
2
1−nHl[i{W¯}j]k + 2Hk[i{W¯}j]l + 1n+1FijHkl − 1n+1Hl[iFj]k +Hk[iFj]l.(3.44)
Lemma 3.6. For an AH structure ([∇], [h]) on a manifold of dimension n > 2 the following are
equivalent:
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(1) ([∇], [h]) is projectively flat.
(2) Fij = 0, Aijkl = 0, Eijkl = 0, and {W¯}ij = 0.
(3) There holds Rijkl = −2Hl[i{A}j]k − 2Hl[iEj]k + 2n(n−1)RHl[iHj]k.
Proof. The equivalence of the three conditions in the fourth part of (2) is immediate from (3.43).
From (3.44) it is evident that (2) implies (1). If ([∇], [h]) is projectively flat then by (3.43) there
hold {W¯}ij = 0 and Fij = 0, in which case (3.44) shows Wijkl = 0; thus (1) implies (2). If there
holds (1) then {W¯}ij = 0 and Fij = 0, and so (3.4) yields (3). On the other hand, if there holds (3),
then tracing (3) shows nRij = n(1−n){W}ij+RHij, so that Fij = 0 and Pij = {W}ij+ Rn(1−n)Hij ;
substituting this last expression into (3) shows Bijkl = 0, so that [∇] is projectively flat. 
Note that {W¯}ij = 0 is equivalent to either of the conditions Eij = {A}ij or {R}ij = (1−n){Q}ij.
Corollary 3.2. AH structure ([∇], [h]) on manifold of dimension at least 3 is conjugate projectively
flat if and only if Fij = 0; Aijkl = 0; Eijkl = 0; and {W}ij = 0.
As will be shown in section 4.2, the AH structure induced on a non-degenerate co-oriented
hypersurface in flat affine space is exact and conjugate projectively flat, and, conversely, a conjugate
projectively flat AH structure is locally given in this way.
3.2.4. Two-dimensional AH structures. Here some of the special features of the two-dimensional
case are briefly recounted (this case is treated in detail in [59]). This material is needed in the
discussion in section 4.1 about the possibility of including the self-conjugacy of the curvature in the
definition of the Einstein condition.
By Lemma 2.1, the conformal torsion of a two-dimensional CP pair must vanish, and so it must be
an AH structure, and, again by Lemma 2.1, the tensors Aijkl and Eijkl must vanish, so its curvature
is completely determined by the tensors R, Fij , {R}ij, and {Q}ij . Lemma 2.2 (or (2.58)) implies
2Lij = LHij , and by (3.43) there holds {Q}ij = −{R}ij, and so the local invariants of ([∇], [h])
are expressible in terms of R, Fij , Eij , and L. In two-dimensions the projective Cotton tensor Cijk
is the complete obstruction to local projective flatness, and, again by Lemma 2.1, Cijk = 2C[iHj]k
in which Ci := Cip
p, so it is convenient to work with the weighted one-form Ci in lieu of Cijk.
Substituting Eij into (2.2) and using F[ijHk]l = 0 gives Rijkl = −4Hl[iEj]k +RHl[iHj]k + FijHkl.
However, because Hk[iEj]l −Hl[iEj]k is trace-free and has symmetries corresponding to the Young
diagram of the partition (22) it vanishes by Lemma 2.1, and so
Rijkl = −2Hk[iEj]l − 2Hl[iEj]k +RHl[iHj]k + FijHkl.(3.45)
The following are easily verified.
Ci = − 12∇iR− 13∇pFip − 2∇pEip + 2Li pqEpq, C¯i = − 12∇iR− 13∇pFip + 2∇pEip,
1
2 (Ci + C¯i) = − 12∇iR− 13∇pFip + Li pqEpq, 12 (Ci − C¯i) = −2∇pEip + Li pqEpq .
(3.46)
On an oriented surface a Riemannian signature conformal structure determines a complex structure.
It turns out that a two-dimensional AH structure can be seen as a special case of the locally
conformally Ka¨hler AH structures mentioned in section 1.0.17 of the introduction. Because of the
holomorphic structure, in particular the Riemann-Roch theorem, more refined results are possible
in the two-dimensional case than are possible in general, and this in part justifies giving this case
a separate treatment. For example, it follows from (3.46) that for a two-dimensional AH structure
with self-conjugate projective Cotton tensor, the divergence DpEip is zero for D the Levi-Civita
connection of a Gauduchon metric, and this implies that Eij is the real part of a holomorphic
quadratic differential. See the discussion in section 1.0.3 for a more relevant example.
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4. Einstein AH structures
In this section the Einstein equations are defined, and some examples are given of Einstein AH
structures.
4.1. Definition of Einstein equations.
Definition 4.1. An AH structure on a manifold of dimension n ≥ 2 is naive Einstein if there
vanishes the trace-free symmetric part of every rank two trace of its curvature, and an AH structure
is Einstein if it is naive Einstein and satisfies
∇iR+ n∇pFip = 0.(4.1)
That ([∇], [h]) be naive Einstein means explicitly that {R}ij = 0 and {Q}ij = 0, or, equivalently,
{T }ij = 0 and Eij = 0, or, etc. Usually it is easiest to check {R}ij = 0 and Eij = 0. By (2.28) that
an AH structure be Einstein is equivalent to the equations
R(ij) =
R
nHij , ∇pLij p = Lij , ∇iR + n∇pFip = 0.(4.2)
An example of a naive Einstein AH structure which is not Einstein is given in section 7.1.8.
Lemma 4.1. An AH structure ([∇], [h]) is naive Einstein or Einstein if and only if the conjugate
AH structure ([∇¯], [h]) has the same property.
Proof. Immediate from (2.40)-(2.44). 
Lemma 4.2. On a manifold of dimension n > 2 a naive Einstein AH structure ([∇], [h]) is Einstein
if and only if it is conservative, and a naive Einstein AH structure with self-conjugate curvature is
Einstein. On a manifold of dimension n ≥ 2 an Einstein AH structure has parallel scalar curvature
if and only if its projective Cotton tensor is trace-free.
Proof. For a naive Einstein AH structure on a manifold of dimension n > 2
2n(2− n)Ai = (n− 2) (∇iR+ n∇pFip) = nEijklLjkl,(4.3)
follows from the last equality of (3.28), and the first two claims are immediate from (4.3). For a
naive Einstein AH structure on a manifold of dimension n ≥ 2 there hold
Ci = − 1n∇iR− n2(n+1)∇pFip = 2Ai + n+22(n+1)∇pFip = nn+1Ai − (n+2)2n(n+1)∇iR,(4.4)
in which the first equality follows directly from the definitions, and the last two equalities make
sense only when n > 2 in which case they follow from (4.3). If ([∇], [h]) is moroever Einstein then
(4.4) implies 2n(n+ 1)Ci = −(n+ 2)∇iR, from which the last claim follows. 
It is shown in section 6.6.7 that the AH structure on S3 constructed in section 4.4.4 is Einstein
but does not have self-conjugate curvature.
Because of Lemma 4.2 it is convenient to refer to (4.1) as the conservation condition, and
to say that a naive Einstein AH structure is conservative if it satisfies (4.1). This convention
has content only when n = 2, and it should be noted that meaning has been given to the phrase
conservative AH structure only when n > 2.
Lemma 4.3. For an Einstein AH structure ([∇], [h]) on an n-manifold the weighted scalar curvature
is parallel if and only if either it vanishes identically or ([∇], [h]) is proper and exact. If n 6= 4 these
conditions imply Fij is [h]-null.
Proof. If ∇iR = 0 then either R vanishes identically or R vanishes nowhere. In the latter case
RHij is a distinguished metric, so ([∇], [h]) is proper and exact. Conversely, if ([∇], [h]) is exact
then it is closed so the conservation condition implies ∇iR = 0. If ∇iR = 0 then ∇pFip = 0 and if
n 6= 4 the proof of Lemma 2.6 shows that Fij is [h]-null. 
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4.1.1. The usual Einstein Weyl equations are defined when n > 2 as {R}ij = 0. Since the curvature
of a Weyl structure is necessarily self-conjugate, the Einstein AH equations for Weyl structure are
the usual Einstein Weyl equations. When n = 2 the naive Einstein AH equations are just Eij = 0,
which is vacuous for a Weyl structure. In [22], Calderbank defined a Weyl structure to be Einstein
Weyl if∇iR+2∇pFip = 0. The Einstein AH equations were defined so that for n = 2 they specialize
for Weyl structures to Calderbank’s. Moreover, comparison of the two-dimensional Einstein Weyl
case with (4.3) motivated including the equation (4.1) in the definition of the n-dimensional Einstein
AH equations. By the traced differential Bianchi identity the usual Einstein equations for a metric
imply the constancy of the scalar curvature. Similarly, (by (4.3)) the usual Einstein Weyl equations
imply (4.1) when n > 2. In this sense the Einstein AH equations more closely resemble the usual
Einstein equations for a metric than do the naive Einstein AH equations.
4.1.2. Let ([∇], [h]) be an AH structure with aligned representative ∇ and let D = ∇+ 12Lij k +
2γ(iδj)
k − Hijγk be the Levi-Civita connection of h ∈ [h]. By (2.53) the equation Eij = 0 is
equivalent to either of the equations
∇pLij p = Lij , DpLij p = nγpLij p,(4.5)
while by (2.58) the equation {R}ij = 0 is equivalent to
{R}ij = 14{L}ij + (2− n){Dγ}ij + (2 − n){γ ⊗ γ}ij.(4.6)
Equations (4.5) and (4.6) express the naive Einstein condition in terms of the underlying conformal
structure. The meaning of (4.1) can be seen from (2.60).
4.1.3. Lemma 4.4 relates the Einstein equations and projective flatness.
Lemma 4.4. For an AH structure ([∇], [h]) of dimension at least 3 any two of the following
conditions imply the third.
(1) ([∇], [h]) is projectively flat.
(2) ([∇], [h]) is conjugate projectively flat.
(3) ([∇], [h]) is naive Einstein.
These conditions imply ([∇], [h]) is Einstein with self-conjugate curvature.
Proof. By Lemma 3.6 a projectively and conjugate projectively flat AH structure has {W}ij = 0 =
{W¯}ij , so is naive Einstein. By (3.44) and projectively flat naive Einstein AH structure is closed
withWijkl = 0, and by the conjugated version of (3.44) this implies that it is conjugate projectively
flat. By duality conjugate projectively flat and naive Einstein implies projectively flat. By Lemma
3.2 a projectively flat or conjugate projectively flat AH structure has Eijkl = 0, and so by (4.3)
satisfies (4.1), so an AH structure satisfying the given conditions is Einstein with self-conjugate
curvature. 
When n = 2 it follows from (3.46) that naive Einstein and projectively flat implies conjugate
projectively flat, but it is no longer the case that projectively flat and conjugate projectively flat
necessarily implies naive Einstein. In this case the claim analogous to Lemma 4.4 is the following
immediate consequence of (3.46).
Lemma 4.5. For a two-dimensional Einstein AH structure ([∇], [h]), any one of the following
statements implies the other two.
(1) ([∇], [h]) is projectively flat.
(2) ([∇], [h]) is conjugate projectively flat.
(3) The weighted scalar curvature is parallel.
In particular, if ([∇], [h]) is proper then it is projectively flat and conjugate projectively flat.
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4.1.4. In dimensions greater than 3 it is arguable that self-conjugacy of the curvature should
be included in the definition of Einstein. In section 6.6 it will be shown that estimates on the
growth of the cubic form of an affine hypersphere partly carry over to the Einstein AH structures
with self-conjugate curvature, and there will be other indications that the subclass of Einstein AH
structures having self-conjugate curvature is more amenable to study than is the class of Einstein
AH structures. For example, Lemma 4.4 could be interpreted in this way. On the other hand,
in two-dimensions the naive Einstein equations could be phrased simply as that the curvature of
the AH structure be self-conjugate, and the Einstein equations have to be imposed on top of this,
which suggests regarding the self-conjugacy and Einstein conditions as distinct. It not yet being
clear whether self-conjugacy of the curvature should be regarded as an essential constituent of the
Einstein condition, or as a conceptually distinct complementary condition, it seems advisable to
maintain a willingness to take this stronger condition as the definition of Einstein should further
evidence suggest so doing. For the time being, as it seems possible to base a tractable theory
on the weaker conservation condition, this is what has been done as far as is possible. The sort
of result that would demand including self-conjugacy in the definition of Einstein would be a
variational description that yielded self-conjugate Einstein structures but not the more general
class of Einstein structures, or a result showing something like finite-dimensionality of the local
moduli of self-conjugate Einstein AH structures, but not of Einstein AH structures.
4.1.5. The Einstein equations are preserved under conjugacy; a stronger condition is to ask that
they hold for the entire pencil ([t∇], [h]).
Lemma 4.6. If ([∇], [h]) is naive Einstein the associated pencil ([t∇], [h]) is naive Einstein for all
t if and only if {L}ij = 0. If ([∇], [h]) is Einstein the associated pencil ([t∇], [h]) is Einstein for all
t if and only if {L}ij = 0 and ∇iL = 0.
Proof. By (2.43) and (2.42) there hold {tT}ij = {T }ij+ t(1− t){L}ij and {tE}ij = (1−2t){E}ij, so
that if ([∇], [h]) is naive Einstein, then ([t∇], [h]) is naive Einstein for all t if and only if {L}ij = 0.
Since tF ij = Fij , using (2.42) one finds
t∇i tR+ nt∇ptF ip = ∇iR+ n∇pFip + t(1− t)∇iL, so that
([t∇], [h]) is Einstein for all t if and only if {L}ij = 0 and ∇iL = 0. 
A non-trivial example of a naive Einstein AH structure with {L}ij = 0 is given in section 7.1.8.
Lemma 4.7. Let ([∇], [h]) be an Einstein AH structure on a manifold of dimension n. If n > 2
and {L}ij = 0 then ∇iL = 0. If n = 2 then {L}ij = 0.
Proof. By (2.35) and (3.28) the Einstein condition implies 2∇pLip = ∇iL + Li pqLpq, while that
{L}ij = 0 implies n∇pLip = ∇iL and Li pqLpq = 0. If n > 2 these imply ∇iL = 0. Lemma 2.2
implies that when n = 2 the condition {L}ij = 0 is automatic. 
Definition 4.2. An Einstein AH structure is strongly Einstein if the associated pencil ([t∇], [h])
is Einstein for all t.
Lemma 4.8. An Einstein AH structure ([∇], [h]) on a manifold of dimension n > 2 is strongly
Einstein if and only if {L}ij = 0. An Einstein AH structure ([∇], [h]) on a manifold of dimension
2 is strongly Einstein if and only if ∇iL = 0.
Proof. This follows from Lemma 4.6 and Lemma 4.7. 
Lemma 4.9. A strongly Einstein Riemannian AH structure ([∇], [h]) on a manifold of dimension
n ≥ 2 which is not Weyl is exact.
Proof. By Lemma 4.6, ∇iL = 0, so that either L vanishes identically or it vanishes nowhere. That
([∇], [h]) not be Weyl means Lij k is not everywhere 0, and in Riemannian signature this means L
is not everywhere zero. By the preceeding, L is nowhere vanishing, so ([∇], [h]) is exact. 
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An example of a strongly Einstein Riemannian AH structure on S3 is given in section 4.4.4.
4.1.6. Given an AH structure, define an operator C on c-weight λ two-forms ωij by
C(ω)ijk = ∇kωij −∇[iωjk] + 2n−1∇pωp[iHj]k + 2Lk[i pωj]p.(4.7)
If ([∇˜], [h]) and ([∇], [h]) generate the same Codazzi projective structure, then
C˜(ω)ijk = C(ω)ijk + 2(λ− 3)
(
1
3αkωij − 13α[iωj]k + 2n−1αpωp[iHj]k
)
,
where ∇˜−∇ = 2α(iδj) k−αkHij , and so C(ω) is invariant if λ = 3. A straightforward computation
using (3.16) shows that for an Einstein AH structure there holds C(F )ijk = −2Aijk, an observation
which in the Weyl case is due to D. Calderbank in section 5 of [23].
Lemma 4.10. For a closed Einstein AH structure there hold Aijk = 0, Eijk = 0, and
∇pRijk p = ∇pWijk p = 0.(4.8)
Proof. That C(F )ijk = −2Aijk implies Aijk = 0 for a closed Einstein AH structure. Alternatively,
that both Aijk and Eijk vanish for a closed Einstein AH structure is easily checked directly from
the definitions (3.16). The first equality of (4.8) is immediate from (3.4), and the second follows
from (3.26) and the vanishing of Aijk , Eijk , and Ai. Alternatively, because ([∇], [h]) is closed, R is
parallel, so ∇[iRj]k = 0, and ∇pRijk p = 0 follows from the differential Bianchi identity. 
Lemma 4.10 shows that the curvature tensor of a closed Einstein AH structure satisfies a sort
of harmonicity condition. It would be interesting to explain this. In this regard, observe that for
an Einstein AH structure for which the curvature is not self-conjugate it has not been proved that
∇pAijkp vanishes, and this is probably not true.
4.2. Affine hyperspheres. In this section the claims made in paragraphs 2.2.7 and 2.2.9 are
justified and it is proved that the AH structure induced on an affine hypersurface is Einstein if and
only if the hypersurface is an affine hypersphere.
It will be shown that a conformal projective structure is induced on a non-degenerate immersed
hypersurface in a manifold equipped with projective structure, and that the induced conformal
projective structure is a Codazzi structure when the ambient projective structure is projectively
flat. The underlying conformal structure of the induced conformal projective structure is that
determined by the second fundamental form of the immersion. Each torsion-free affine connection
representative of the ambient projective structure determines an affine normal subbundle and an
induced projective structure. When this representative ambient affine connection is projectively
flat the connection induced by the affine normal subbundle forms with the second fundamental
form an AH structure. In the case of a non-degenerate hypersurface immersion in flat affine space,
the conjugate AH structure of the AH structure comprising the second fundamental form and
the projective structure induced by the affine normal subbundle is that comprising the second
fundamental form and the flat projective structure induced via the conormal Gauß map (because
there is no metric structure on the ambient affine space, the normal and conormal Gauß maps must
be distinguished).
Calabi’s articles [20], and [21] are recommended for introduction to the geometry of hypersurfaces
in flat affine space. The introduction of [36] derives the structure equations of affine hypersurfaces
following Chern using the method of moving frames. The material in this section is mostly standard,
although the presentation is not and has been made so as to fit neatly into the viewpoint of the
present article. In the case of hypersurfaces in flat affine space something equivalent to it can be
found also in textbooks, e.g. [108]. Certain points are presented with somewhat different emphasis
than is usual. In particular the ambient space (the target of the immersion) is not assumed to carry
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a parallel volume form; the choice of an ambient volume form is viewed as an extra piece of data
which can be included or not.
4.2.1. The smooth immersion i : M → N is co-orientable if the normal bundle N(M) :=
i∗(TN)/T i(TM) is orientable, and co-oriented if an orientation of N(M) is fixed. The conormal
bundle AnnT i(TM) ⊂ T ∗N is an exact Lagrangian submanifold of T ∗N . Define the second fun-
damental form Π∇(i) ∈ Γ(S2(T ∗M)⊗N(M)) of i relative to the torsion-free affine connection ∇
on N by Π∇(i)(X,Y ) = ν(∇XT i(Y )) for X,Y ∈ Γ(TM). Evidently Π∇(i)(X,Y ) depends only on
the projective equivalence class [∇] of ∇, and so it makes sense to speak of the second fundamental
form of an immersion relative to a projective structure on the image manifold. A subbundle W of
i∗(TN) transverse to TM is a transverse subbundle (along M). A non-vanishing (local) section
of some such W is a (local) transverse vector field, or simply a (local) transversal.
4.2.2. Let i : M → N be a smooth immersion. The connection ∇̂ induced on i∗(TN) by an
affine connection ∇̂ on N can be split using a transverse subbundle W . Namely, the connection ∇
induced on M by ∇̂ and W is defined by setting T i(∇XY ) equal to the image of ∇̂XT i(Y ) under
the projection of i∗(TN) onto T i(TM) along W , and the connection ∇¯ induced on W by ∇̂ is
defined by setting ∇¯Xs equal to the projection onto W along T i(TM) of ∇¯Xs for s ∈ Γ(W ). The
connection induced on M is torsion free if ∇̂ is torsion free. Evidently the connections induced on
M by projectively equivalent connections on N and a fixed transversal are projectively equivalent.
4.2.3. A hypersurface immersion means an immersion i : M → N with rank one normal
bundle. Since in the remainder of this section all immersions will be hypersurface immersions, they
will just be called immersions. A hypersurface immersion is non-degenerate (with respect to ∇̂)
if its second fundamental form Π = Π∇̂ is non-degenerate. While the rank of Π is well-defined,
its signature is not unless a co-orientation of i(M) in N is specified, although even if i is not co-
orientable it makes sense to say that Π has or has not split signature. If the signature (p, n − p)
is not split and M is co-orientable, a co-orientation of M , called positive (resp. negative) is
distinguished by the requirement that p > n− p (resp. p < n− p). A co-orientable non-degenerate
immersion equipped with the positive co-orientation will be called a positively co-oriented non-
degenerate immersion (when this phrase is used in the split signature case, it is to be understood
that an arbitrary choice of co-orientation has been fixed). A local section of the normal bundle
consistent or not with a given co-orientation is called positive or negative. So a normal vector
field can be positive with respect to the negative co-orientation, in which case it is negative for the
positive co-orientation.
When i : M → (N, ∇̂) is non-degenerate and co-orientable, the phrase the induced conformal
structure, or something similar, will refer to the conformal structure induced by the positive co-
orientation, unless explicitly indicated otherwise. Alternatively, one can speak of the positive and
negative conformal classes induced by a non-degenerate co-oriented immersion, and if not indicated
otherwise, there will be considered only the positive conformal class. Discussion assuming a positive
co-orientation applies in the split signature case provided a particular co-orientation is fixed.
4.2.4. An ellipsoid in affine space divides the space into two regions, one of which is compact
and convex, and one of which is neither compact nor convex; a normal field positive with respect
to the positive co-orientation points into the non-compact non-convex region. The hyperboloid
zn+1 =
√∑n
i=1(z
i)2 + 1 divides affine space into two non-compact regions, one of which is convex
and one of which is not convex; a normal field positive with respect to the positive co-orientation
points into the convex region.
A (connected) co-orientable hypersurface in flat affine space divides the space into two regions.
A choice of co-orientation determines an outside and an inside: a normal field positive for the given
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co-orientation points into the exterior region. Reversing the co-orientation interchanges the notions
of inside and outside.
A co-orientable non-degenerate hypersurface is convex (resp. concave) at a point x if the
intersection of the plane tangent to the hypersurface at x with a small ball centered at x lies on
the same side (resp. opposite side) of the hypersurface as does any transverse vector at x positive
with respect to the positive co-orientation. These conventions are such that in flat affine space
an ellipsoid is convex, and the exterior region determined by the positive co-orientation is the
region complementary to that bounded by the ellipsoid (the ellipsoid’s exterior in the colloquial
sense), while the upwards opening hyperboloid zn+1 =
√∑n
i=1(z
i)2 + 1 is concave, and the exterior
region determined by the positive co-orientation is the convex region bounded from below by the
hypersurface (which is the hyperboloid’s interior in a naive sense).
4.2.5. Let i : M → (N, ∇̂) be a hypersurface immersion with induced connection ∇ on M . A
(local) transverse vector field W induces: an identification of the second fundamental form Π∇̂(i)
with a tensor h ∈ Γ(S2(T ∗M)); the shape operator S ∈ Γ(T ∗M ⊗ TM); and the 1-form τ , all
defined by
∇̂XT i(Y ) = T i(∇XY ) + h(X,Y )W, ∇̂XW = −T i(S(X)) + τ(X)W.(4.9)
in which, as usual, there is required interpretation in terms of vector fields defined near i(M).
If W is replaced by W˜ = f(W + X˜) with f 6= 0 and X˜ = T i(X) along i(M), then ∇, h, S, and
τ are replaced by ∇˜, h˜, S˜, and τ˜ satisfying
h˜ij = f
−1hij , S˜i j = f
(
Si
j −∇iXj + τiXj + hipXpXj
)
,
∇˜ − ∇ = −hijXk, τ˜i = τi + d log |f |i + hipXp.
(4.10)
The positive induced conformal structure is denoted [h] and comprises those h induced by positive
transversals. Via the trivialization of the normal bundle given by W the induced connection on
W ≃ N(M) determines a one-form on M , and this one-form is τ . If a transversal W is fixed and
σ is a one-form on N the projectively equivalent connection ∇̂ + σ ⊗ δ + δ ⊗ σ induces on M the
connection ∇˜, and the tensors h˜, S˜, and τ˜ related to ∇, h, S, and τ by
h˜ij = hij , S˜i
j = Si
j − σ(W)δi j , ∇˜ − ∇ = 2i∗(σ)(iδj) k, τ˜i = τi + i∗(σ)i.(4.11)
Equation (4.11) shows that projective change of ∇̂ induces a projective change of the induced
connection, and leaves unchanged the trace-free part of the shape operator. From (4.10) and (4.11)
there follows
Lemma 4.11. A non-degenerate co-oriented immersion of a smooth manifold M as a hypersur-
face in a manifold N equipped with projective structure [∇̂] induces on M a conformal projective
structure.
The metric hij and shape operator Si
j induced by a positive normal vector field W change
when the vector field is rescaled; for this reason it is sometimes more convenient to work with
the scale-free shape operator Sij defined by Sij = Si
phpj . By (4.10), Sij depends only on the
normal bundle, and not on the scaling of the normal vector field. Its trace-free symmetric part
{S}ij depends only on the projective class of ∇̂.
4.2.6. Write RˆIJK
L for the curvature tensor of ∇̂. Fix a transversal W. Letting PTMW and
PWTM denote the projections of i
∗(TN) onto TM along W and onto W along TM , define on
M tensors Rˆijk
l, Rˆijk
∞, Rˆij∞ k, and Rˆij∞∞ (the ∞’s should be regarded as dummy place-
holders or as abstract indices on the tensor powers of the normal bundle) by PWTM (Rˆ(X,Y )Z)
l =
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X iY jZkRˆijk
l, PTMW(Rˆ(X,Y )Z) = X
iY jZkRˆijk
∞W, PWTM (Rˆ(X,Y )W)l = X iY jRˆij∞ l, and
PTMW(Rˆ(X,Y )W) = X
iY jRˆij∞∞W. Then
Rˆijk
l = Rijk
l − 2S[i lhj]k, Rˆijk ∞ = 2∇[ihj]k + 2τ[ihj]k,(4.12)
Rˆij∞ k = −2∇[iSj] k + 2τ[iSj] k, Rˆij∞∞ = dτij + 2S[ij].(4.13)
A non-degenerate hypersurface immersion has trace-free normal curvature if ΠjkRˆijk
∞ = 0,
in which Πij is the N(M)−1-valued bivector dual to the second fundamental form. If W is fixed
then by (4.12), the completely h-trace free part of 2∇[ihj]k equals the completely h-trace free part
of Rˆijk
∞, so that
3K∇(h)ijk = 2
(
Rˆijk
∞ + 2n−1h
pqhk[iRˆj]pq
∞
)
.(4.14)
As already observed, when W is changed the induced connection changes conformal projectively, so
that the conformal torsion of the induced connection does not change, and the conformal torsion
of the induced conformal projective structure is therefore equal to the [h]-trace-free part of Rˆijk
∞
for any choice of W. Let BˆIJK
L be the projective Weyl tensor of the projective structure [∇̂]
generated by ∇̂. Since there is not available a useful expression for the Ricci tensor of ∇̂, most of
the components of BˆIJK
L are not readily computable; however, Bˆijk
∞ = Rˆijk ∞, so that if [∇̂] is
projectively flat then by (4.12) there holds ∇[ihj]k = −τ[ihj]k for any choice of normal W, in which
case the induced conformal projective structure is a Codazzi projective structure.
Lemma 4.12. A non-degenerate co-oriented immersion of a smooth manifold M as a hypersurface
in a manifold N equipped with a flat projective structure [∇̂] induces on M a Codazzi projective
structure.
This example motivates the definitions of conformal projective and Codazzi projective structures.
4.2.7. Let PˆIJ be the modified Ricci tensor of ∇̂. Tracing the first equation of (4.12) in kl and
rewriting the second equation of (4.13) gives
Bˆijp
p + 2(n+ 1)Pˆ[ij] = Rijp
p − 2S[ij], Bˆij∞ ∞ + 2Pˆ[ij] = dτij + 2S[ij].(4.15)
Taking a linear combination so as to cancel the terms involving Pˆ[ij], and noting Bˆijp
p+Bˆij∞∞ = 0
yields
Rijp
p + (n+ 2)Bˆij∞∞ = (n+ 1)dτij + 2(n+ 2)S[ij],(4.16)
RˆijQ
Q = −2Rˆ[ij] = 2(n+ 2)Pˆ[ij] = Rijp p + dτij .(4.17)
Lemma 4.13. Let i :M → (N, ∇̂) be a non-degenerate positively co-oriented immersion. For any
choice of transversal the two-form −dτ equals the difference of the pullback via i of the curvature of
the principal connection induced on DetT ∗N by ∇̂ with the curvature of the principal connection
induced on the density bundle V := DetT ∗M → M by the connection ∇ induced on M by the
given transversal. In particular, if ∇̂ has symmetric Ricci tensor then dτ is the curvature of the
connection induced on V by ∇.
Proof. In symbols the first claim is just (4.17). From (4.17) it follows that if ∇̂ is Ricci symmetric
then the curvature of the connection induced on the normal bundle by the choice of a transverse
bundle agrees with the curvature of the connection induced on Det T ∗M by the connection ∇
induced by that same transverse bundle. 
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Theorem 4.1. Let (N, ∇̂) be an (n + 1)-manifold with a torsion-free affine connection ∇̂ and let
i : M → N be a non-degenerate hypersurface immersion. There is a unique transverse subbundle
W such that the connection ∇ induced on M by W is aligned with respect to the metric h induced
on an open U ⊂ M by a non-vanishing local section W ∈ Γ(U,W ). If, moreover, ∇̂ is projectively
flat, then the induced CP pair is an AH structure.
Proof. Let W be any transverse subbundle, let U ⊂ M be an open subset such that there is a
non-vanishing W ∈ Γ(U,W ), and let ∇ and h be the connection and metric induced by W on U . If
W is replaced by W˜α = Wα + T ip
αXp then
−(n+ 2)(n− 1)Xphpi = h˜pq
(
∇˜ih˜pq − n∇˜ph˜qi
)
− hpq (∇ihpq − n∇phqi) ,(4.18)
Using (4.12) to rewrite the term hpq∇phqi, it follows that if W is given, then X i defined by
(n+ 2)(n− 1)Xphpi = −n(n− 1)
(
τi +
1
nh
pq∇ihpq + 11−n Rˆiab∞hab
)
,(4.19)
is the unique vector field such that the induced ∇˜ is aligned on U . If on U the condition of
the theorem is satisfied by W, replacing W by fW with f 6= 0 does not affect the statement. It
follows that the span W of W is uniquely determined over U . Since around each point of M there
can be found a neighborhood U on which there are non-vanishing transversals, and since by the
uniqueness just proved the W ’s determined on overlapping neighborhoods of this sort must agree
on the overlaps, the transverse subbundle W is globally defined, whether or not i is co-oriented.
In the event that i is co-oriented there can be chosen a global transverse vector field W and the
induced connection is aligned with respect to the conformal class of the metric which it induces. If
∇̂ is projectively flat then (4.14) shows the conformal torsion vanishes, so the induced CP pair is
an AH structure. 
The distinguished transverse subbundle W associated by Theorem 4.1 to a non-degenerate im-
mersion i :M → N and a torsion-free connection ∇̂ on N will be called the affine normal bundle,
and a non-vanishing local section W of W will be called an affine normal vector field. Lemma
4.14 shows how the affine normal changes when the connection on N is varied projectively.
Lemma 4.14. Let ∇̂ be a torsion-free affine connection on N and let i : M → (N, ∇̂) be a non-
degenerate hypersurface immersion. If W is a (local) affine normal vector field for ∇̂ and h is the
induced metric then the affine normal bundle associated to ∇̂+ σ ⊗ δ + δ ⊗ σ is spanned locally by
W˜ = W + σ♯ where σ♯ is any vector field equal to hipi∗(σ)p along i(M).
Proof. Because Bˆijk
∞ = Rˆijk ∞ does not change when ∇̂ is replaced by ∇̂+σ⊗δ+δ⊗σ, it follows
from (4.11) that the righthand side of (4.19) transforms by the addition of (n − 1)(n + 1)i∗(σ)i
when ∇ is replaced by ∇̂+ σ ⊗ δ + δ ⊗ σ. The claim follows. 
The curvature dτ of the connection induced on the normal bundle by the affine normal splitting
does not depend on the choice of affine normal vector field.
Lemma 4.15. Let ∇̂ be a torsion-free affine connection on N and let i : M → (N, ∇̂) be a non-
degenerate hypersurface immersion. If ∇̂ has trace-free normal curvature then a transverse bundle
is the affine normal bundle if and only if for the induced connection ∇ and the tensors hij and τi
induced by any choice of transverse vector field there hold
nτi = −hpq∇ihpq, and ndτij = 2Rijp p,(4.20)
or, what is the same, τ is the connection one-form of the connection induced on V2(n+1)/n by ∇
corresponding to the local trivialization of V2(n+1)/n given by | deth|−1/n.
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Proof. The second equality of (4.20) follows from the first by ndτij = 2n∇[iτj] = 2Rijp p, so it
suffices to consider the first equality of (4.20). Because ∇̂ has trace-free normal curvature, (4.12)
implies ∇[ihj]k = −τ[ihj]k so that (1− n)τi = hpq∇ihpq − hpq∇phqi. The connection ∇ induced by
a transverse bundle is independent of the choice of transverse vector, and by definition ∇ is aligned
if and only if nhpq∇phqi = hpq∇ihpq, or, what is the same, nτi = −hpq∇ihpq. The first equality
of (4.20) just says ∇i| deth|−1/n = | deth|−1/nτi which holds if and only if the connection induced
on V2(n+1)/n by ∇ has connection one-form τ with respect to the local trivialization of V2(n+1)/n
given by | det h|−1/n. 
Lemma 4.16. Let i :M → (N, ∇̂) be a non-degenerate positively co-oriented immersion with affine
normal bundle W and suppose ∇̂ has trace-free normal curvature. If Bˆij∞∞ = 0 (in particular if
∇̂ is projectively flat) then dτij = −4S[ij]. If ∇̂ is also Ricci symmetric then dτij = 0 = S[ij], so
that in this case the induced CP pair is closed.
Proof. If ∇̂ has trace-free normal curvature and Bˆij∞ ∞ = 0 then (4.16) and (4.20) imply τij =
−4S[ij]. If ∇̂ is also Ricci symmetric, then (4.17) and (4.20) together imply dτij = 0 = Rijp p. 
4.2.8. Equiaffine immersions. A volume density Ψ on N means a section of |Det T ∗N |. On a
sufficiently small neighborhood U in N of a point p ∈ i(M), Ψ agrees with a volume form Ψ¯, and
the interior multiplication of a transversalW to i(M) with Ψ can be defined on i−1(U ∩ i(M)) to be
the volume density |i∗(i(W)Ψ¯)| obtained by taking the absolute value of the restriction i∗(i(W)Ψ¯).
Covering a neighborhood of i(M) with such small neighborhoods, it is clear that the resulting
densities patch together to give on M a globally defined volume density, the restriction to M of
Ψ, to be denoted i∗(i(W)Ψ).
Lemma 4.17. Let i : M → (N, ∇̂) be a co-oriented non-degenerate hypersurface immersion. A
volume density Ψ on N determines on M a unique affine normal vector field W consistent with the
co-orientation and satisfying the equality i∗(i(W)Ψ) = µh. If Ψ is ∇̂ parallel then this distinguished
affine normal is called the equiaffine normal and satisfies ∇µh = τ ⊗ µh. If ∇̂ has trace-free
normal curvature (in particular if ∇̂ is projectively flat), then for the equiaffine normal vector field
W , the connection form τ is identically zero and ∇µh = 0.
Proof. LetW be an affine normal consistent with the given co-orientation. ReplacingW by W˜ = fW
with f > 0 rescales i∗(i(W)Ψ) by f and µh by f−n/2, and so the normalization i∗(i(W˜)Ψ) =
µh˜ is realized uniquely by f = (µh/i
∗(i(W)Ψ))2/(n+2). If Ψ is any volume density on N then
∇i∗(i(W)Ψ) = i∗(i(W)∇̂Ψ)+ τ ⊗ i∗(i(W)Ψ), so that if ∇̂Ψ = 0 then ∇i∗(i(W)Ψ) = τ ⊗ i∗(i(W)Ψ).
Hence for the affine normal W induced by Ψ there holds 2τi = 2µ
−1
h ∇iµh = | deth|−1∇i| deth| =
hpq∇ihpq. On the other hand, by construction of the affine normal bundle there holds n(n− 1)τi =
(1 − n)hpq∇ihpq + nhpqRˆipq ∞, so that (n + 2)(n − 1)τi = nhpqRˆipq ∞. If ∇̂ has trace-free normal
curvature then hpqRˆipq
∞ = 0, so that τ = 0. 
The metric h induced by the equiaffine normal is called the equiaffine metric or Berwald-
Blaschke metric induced by ∇̂ and Ψ. By construction the equiaffine metric is invariant under
volume-preserving automorphisms of (N, ∇̂,Ψ). It is determined up to positive homotheties cor-
responding to rescaling Ψ. More generally, if ∇̂ has trace-free normal curvature and symmetric
Ricci tensor, then the induced CP pair is exact, and the affine normal vector fields inducing dis-
tinguished metrics are called equiaffine. This can be seen as follows; that the Ricci tensor be
symmetric means that locally on N there exist parallel volume densities, and on a connected open
set two such differ by multiplication by a non-zero real number. The assumed orientation of N(M)
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and the orientations of |Det T ∗M | and i∗(|Det T ∗N |) mean that there can be chosen a global non-
vanishing section of i∗(|Det T ∗N |) parallel with respect to the connection induced on i∗(|Det T ∗N |)
by ∇̂, and this is all that is needed to make the argument of the proof of Lemma 4.17.
In the event that N is orientable, i is co-oriented, and Ψ is a volume form, the second funda-
mental form induces an identification of Ψ with a non-vanishing section of N(M)−n−2, and hence
via the given orientation of N(M), an orientation of W ≃ N(M). The resulting co-orientation
need not be the positive co-orientation. To be clear: the convention here is that the conformal
structure induced on a co-oriented non-degenerate hypersurface is that determined by the positive
co-orientation, which co-orientation is determined by a requirement on the signature of the second
fundamental form, while a distinguished affine normal vector field is determined by an equality of
volume densities. Perhaps a better way to describe the normalization as follows. Say two affine
normal vector fields are (positively) homothetic if one is a (positive) non-zero real multiple of the
other. A positive homothety class of affine normal fields induces a CP pair ([∇], [h]) with aligned
representative∇ and a positive homothety class of metrics contained in the positive conformal class
[h]; the equiaffine normalization requires that the induced CP pair be exact and that this positive
homothety class of metrics be the positive homothety class of distinguished metrics of the CP pair.
This induced CP pair will be called the equiaffine CP pair, or, when ∇̂ is projectively flat, the
equiaffine AH structure.
4.2.9. The conormal Gauß map g(i) :M → P(V∗) of a hypersurface immersion i :M → (V, ∇̂)
in flat affine space, is the smooth map to the dual flat affine space (V∗, ∇̂) defined by g(i)(p) =
AnnT i(p)(TpM), which associates to p ∈ M the annihilator of the tangent space to i(M) at i(p).
Because all the discussion in this section is local, it will be assumed that i is co-oriented, and then
g(i) can be regarded as taking values in P+(V∗); to p is associated the ray in Ann T i(p)(TpM)
consistent with the co-orientation. Equip P+(V∗) with the flat projective structure induced by the
flat affine connection ∇̂ on V∗ induced by duality. In the interest of readability, the duality pairing
V×V∗ → R is denoted by 〈 · , · 〉. An affine normal fieldW determines a factorization g(i) = ρ◦ gˆ(i),
in which ρ : V∗ \{0} → P+(V∗) is the canonical projection and gˆ(i) :M → V∗ \{0} is defined by the
conditions 〈gˆ(i)(p),Wi(p)〉 = 1 and 〈gˆ(i)(p), T i(p)(X)〉 = 0. Supposing W is an equiaffine normal
field, differentiating these conditions yields for X ∈ Γ(TM)
0 = 〈T gˆ(i)(X),W〉, − h(X,Y ) = 〈T gˆ(i)(X), T i(Y )〉.(4.21)
(The dependence on the basepoint is suppressed for readability). The map gˆ(i) associated to an
arbitary affine normal field will be called the lifted conormal Gauß map associated to the affine
normal fieldW; whenW is an equiaffine normal field, then gˆ(i) will be called the centroaffine Gauß
map. In what follows gˆ(i) will refer always to a centroaffine Gauß map; this simplifies computations.
Let E denote the radial vector field on V∗\{0}. Then Egˆi(p) is the position vector, which could also be
written simply as gˆ(i)(p), with which vector it is identified by parallel translation to the origin. This
vector spans kerTρ(gˆ(i)(p)), and so T g(i)(p)(X) = 0 if and only if T gˆ(i)(p)(X)∧Egˆ(i)(p) = 0. From
the first equality of (4.21) it follows that this last condition holds if and only if T gˆ(i)(p)(X) = 0,
and from the second equality of (4.21) it follows that this is equivalent to the vanishing of h(X, · ).
This proves
Lemma 4.18. A hypersurface immersion in flat affine space is non-degenerate if and only if its
conormal Gauß map is an immersion.
Now suppose i is non-degenerate. Pullback of the flat projective structure on P+(V∗) via g(i)
yields a flat projective structure on M . It follows from the preceeding that E is transverse to
gˆ(i)(M). Let ∇˜ and P˜ be the connection and second fundamental form of gˆ(i)(M) induced by the
transverse field E. By definition ∇̂XT gˆ(i)(Y ) = T gˆ(i)(∇˜XY ) + P˜ (X,Y )Egˆ(i). Pairing this with W
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and using (4.21) gives
P˜ (X,Y ) = 〈∇̂XT gˆ(i)(Y ),W〉 = ∇̂X〈T gˆ(i)(Y ),W〉+ 〈T gˆ(i)(Y ), T i(S(X))〉
= −h(S(X), Y ) = −S(X,Y ).
This proves
Lemma 4.19. The scale-free shape operator of a non-degenerate hypersurface immersion in flat
affine space is the negative of the second fundamental form of the centroaffine Gauß map of the
immersion relative to the radial vector field on the dual affine space.
View gˆ(i) as a one-form on V and consider the two-tensor ∇̂gˆ(i). From (4.21) and the definition
of gˆ(i) there follow
〈∇̂Ti(X)gˆ(i), T i(Y )〉 = −〈gˆ(i), ∇̂XT i(Y )〉 = −h(X,Y ), 〈∇̂Ti(X)gˆ(i),W〉 = 〈gˆ(i), T i(S(X))〉 = 0,
which prove
Lemma 4.20. The pullback via a hypersurface immersion i into flat affine space V of the covariant
derivative of the centroaffine Gauß map, considered as a one-form on V is the negative of the second
fundamental form of i relative to the equiaffine normal field determining the centroaffine Gauß map.
Computing in two ways 〈∇̂XT gˆ(i)(Y ), T i(Z)〉 yields
〈∇̂XT gˆ(i)(Y ), T i(Z)〉 = X〈T gˆ(i)(Y ), T i(Z)〉 − 〈T gˆ(i)(Y ), T i(∇XZ) + h(X,Z)W〉
= −X(h(Y, Z)) + h(Y,∇XZ),
(4.22)
〈∇̂XT gˆ(i)(Y ), T i(Z)〉 = 〈T gˆ(i)(∇˜XY )− S(X,Y )Egˆ(i), T i(Z)〉 = −h(∇˜XY, Z),(4.23)
In (4.23) the first equality uses Lemma 4.19 and the second equality uses the second equality of
(4.21). Together (4.22) and (4.23) show that ∇˜ is the h-conjugate connection of ∇. Since ∇ is the
aligned representative of the induced AH structure ([∇], [h]) and h is a distinguished metric, this
implies that ∇˜ is the aligned representative of the conjugate AH structure ([∇¯], [h]).
Theorem 4.2. The flat projective structure induced on M by the conormal Gauß map of a hy-
persurface immersion i of M in flat affine space forms with the conformal structure determined by
the second fundamental form of i the AH structure conjugate to the AH structure induced on M
via the affine normal. The connection induced on M via the centroaffine Gauß map associated to
an equiaffine normal field is the aligned representative of this AH structure, and is the conjugate of
the connection induced on M by the equiaffine normal field with respect to the second fundamental
form induced by that same equiaffine normal field.
It would be possible to extend the preceeding discussion to the case of an immersion into a
projectively flat manifold, but it seems more straightforward and technically easier to work directly
with the AH structure conjugate to that induced via the affine normal, which is defined instrinsically.
4.2.10. Suppose that i :M → (N, ∇̂) is a positively co-oriented non-degenerate immersion and ∇̂
is projectively flat. Let WI be an affine normal vector field inducing on M the metric hij and the
connection ∇. Let PˆIJ be the modified Ricci tensor of ∇̂, and let Pˆij and Pˆi be the restrictions to
M of PˆIJ and PˆIQW
Q, respectively. Let Hij be the normalized metric of the induced AH structure
([∇], [h]), and raise and lower indices with Hij . Define S = Sp p = HijSij = | deth|1/nSp p. From
(4.12) there follows
Rijkl = −2Hl[iPˆj]k + 2HklPˆ[ij] − 2Hk[iSj]l,(4.24)
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From Lemmas 4.15 and 4.16 there follows Fij = −2S[ij]. Tracing (4.24) in two ways, decomposing
by symmetries, and using Fij = −2S[ij] gives
R(ij) = SHij − S(ij) + (1− n)Pˆ(ij), Q(ij) = (n− 1)S(ij) − PˆHij + Pˆ(ij),(4.25)
2Pˆ[ij] = Fij = −2S[ij], R = (n− 1)(S− Pˆ ),(4.26)
in which Pˆ := HijPˆij . From (4.25) and (4.26) there follow
2Eij = {Pˆ + S}ij , 2Aij = Pˆ(ij) − S(ij),(4.27)
Wij = Pˆ(ij) − 12n (Pˆ + S)Hij + 12Fij , W¯ij = −S(ij) + 12n (Pˆ + S)Hij + 12Fij .(4.28)
Substituting the first equation of (4.26) into (4.24) and using (4.28) to simplify the result gives
Rijkl = −HliPˆ(jk) +HljPˆ(ik) −HkiS(jl) +HkjS(il) + Fijkl +Gijkl
= −2Hl[iWj]k + 2Hk[iW¯j]l + FijHkl.
(4.29)
With (3.4) this shows Aijkl = 0 and Eijkl = 0. If ∇̂ is moreover Ricci symmetric, then Lemma 4.16
shows Fij = Pˆ[ij] = S[ij] = dτij = 0. Differentiating the definition of Sij and using (4.20) gives
∇iSjk = hpk∇iSj p − τiSjk + Lik pSjp,(4.30)
and skewing (4.30) and using (4.13) gives
2Pˆ[ihj]k = hpkRˆij∞
p = −2∇[iSj]k + 2Lk[i pSj]p.(4.31)
Tracing (4.31) and using (4.26) gives
(n− 1)| deth|1/nPˆi = −∇iS+∇pSip = 1−nn ∇iS+∇p{S}ip − 12∇pFip.(4.32)
Lemma 4.21. If i :M → (N, ∇̂) is a positively co-oriented non-degenerate hypersurface immersion
into a flat (n+1)-dimensional manifold then the AH structure ([∇], [h]) induced on M is conjugate
projectively flat. If n > 2 then ([∇], [h]) is projectively flat if and only if {S}ij = 0. If {S}ij = 0
then ∇iS = 0 and R is parallel. If n = 2 then {S}ij = 0 implies that ([∇], [h]) is projectively flat.
Proof. The preceeding shows that Aijkl = 0 = Eijkl , Fij = 0, and (4.28) shows {W}ij = 0. If
n > 2 then by Lemma 3.6, ([∇], [h]) is conjugate projectively flat. Also by Lemma 3.6, ([∇], [h]) is
projectively flat if and only if moreover {W¯}ij = 0, which by (4.28) is equivalent to {S}ij = 0. That
{S}ij = 0 implies ∇iS = 0 is immediate from (4.32), and with (4.26) this shows R is parallel. If n =
2, computing using (3.46), (4.26), (4.27), and (4.32) shows that C¯i = 0 and Ci = ∇iS+Li pq{S}pq.
In particular ([∇], [h]) is conjugate projectively flat. It follows that when n = 2 the condition
{S}ij = 0 implies Ci = 0, so ([∇], [h]) is projectively flat. 
It has been shown that the the AH structure induced on a non-degenerate co-oriented affine
hypersurface is necessarily exact and conjugate projectively flat. The distinguished metrics are
the equiaffine metrics induced by the possible choices of a determinant function on V consistent
with the given co-orientation. The scalar curvature Rh with respect to a distinguished metric is a
constant multiple of the trace of the shape operator (the affine mean curvature). The numerical
value of this constant has no absolute meaning, but its sign has meaning, as has the comparison of
its numerical values at different points.
Theorem 4.3. An AH structure is conjugate projectively flat if and only if it has the property
that around each point of M there is an open neighborhood U and a non-degenerate co-oriented
immersion i : U → V into flat affine space such that the AH structure via i coincides with the given
AH structure.
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Proof. If an AH structure is conjugate projectively flat, then it is closed by (3.43), and so its
restriction to a small enough neighborhood of any point is exact. Either Theorem 8.2 of [108] or
the results of [48] can be used to deduce the claim. 
4.2.11. Let i : M → (N, ∇̂) be a positively co-oriented non-degenerate hypersurface immersion
into a flat (n+1)-dimensional manifold. If there is a ∇̂-parallel volume form Ψ, by Lemma 4.17 (the
homothety class of) Ψ induces onM the (homothety class of the) equiaffine representative hij ∈ [h]
which is distinguished by ∇i| deth| = 0. The difference tensor of the Levi-Civita connection D of
hij with ∇ is D−∇ = 12Lij k and, denoting the curvature of D by Rijk l as in Section 2.3.14, from
(2.55), (2.56), (2.57), and Tijkl = Sl[iHj]k − Sk[iHj]l, there follow
Rijk
pHpl = Hk[jSi]l +Hl[iSj]k +
1
4Lijkl, Rij = S2Hij + n−22 Sij + 14Lij ,
R = hijRij = (n− 1)hpqSpq + hpqLpq .
(4.33)
For an immersion into flat affine space (∇̂,V) these recover equations 3.15, 3.18, and 3.19 of [20]
(Calabi’s Aij
k is 12Lij k).
4.2.12. A non-degenerate immersed hypersurface in flat affine space is a proper affine hyper-
sphere if its affine normal bundles meet in a point and an improper affine hypersphere if the
affine normal subspaces are all parallel. The point at which the affine normals of a proper affine
hypersphere meet is called its center. If the induced conformal structure is Riemannian, a proper
affine hypersphere is said to be elliptic or hyperbolic according to whether its center is on its
inside or its outside. An improper affine hypersphere is also called a parabolic affine hypersphere
and is said to have center at infinity. For the basic facts about affine hyperspheres good references
are [20], [19], [36], and [108]. Theorems 4.4 and 4.5 are standard.
Theorem 4.4. A non-degenerate co-oriented hypersurface immersion into flat affine space is an
affine hypersphere if and only if its shape operator is pure trace. An affine hypersphere is improper
if and only if its shape operator vanishes at some point, in which case its shape operator vanishes
identically.
Theorem 4.5 (Maschke-Pick-Berwald Theorem). The induced AH structure on a non-degenerate
co-oriented hypersurface in flat affine space is a Weyl structure if and only if the hypersurface is
an open subset of a quadric.
4.2.13. The example of affine hypersurfaces gives essential motivation for the definition of the
Einstein equations for AH structures.
Theorem 4.6. Let n > 2. For a non-degenerate positively co-oriented hypersurface immersion
into flat (n+ 1)-dimensional affine space the following are equivalent:
(1) The image of the immersion is an affine hypersphere.
(2) The AH structure induced on the hypersurface is Einstein.
(3) The induced AH structure is projectively flat.
Proof. The equivalence of (1) and (2) follows from Theorem 4.4, the equations (4.25), the obser-
vation that the scalar curvature of an affine hypersphere is parallel, and the observation that the
induced AH structure on a non-degenerate affine hypersurface is closed. When n > 2 the equiv-
alence of (2) and (3) follows from Lemma 4.4, because the induced AH structure is necessarily
conjugate projectively flat. 
Remark 4.1. If n = 2 then the equivalence of (1) and (2) holds, and, because the AH structure
induced on an affine hypersurface is closed with parallel weighted scalar curvature and conjugate
projectively flat, it follows from (3.46) that Ci = −2∇pEip, so that if the induced AH structure
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is Einstein, then it is projectively flat. On the other hand, it need not be the case that projective
flatness implies (1) and (2).
In section 7 there will be given examples of exact Riemannian signature Einstein AH structures
with self-conjugate curvature which are neither projectively nor conjugate projectively flat.
4.3. Convex flat real projective structures. In this section it is explained that together the
fact that the induced AH structure on an affine hypersphere be Einstein and a theorem of Cheng-
Yau imply that on a manifold with a compact convex flat real projective [∇] there is an Einstein
AH structure ([∇], [h]). This gives a large class of examples of compact Einstein AH structures
which are not Einstein Weyl.
A full development of this interesting example would take more space than is appropriate here,
because it would require introducing formalism, for instance as the Thomas connection or standard
tractor connection (associated to the canonical Cartan connection) of a projective structure. The
approach taken is as naive as possible and some details are only sketched. Complete references are
not given, but the surveys [7] and [99] are excellent starting points.
4.3.1. Let M be an n-manifold. In what follows Eλ → M will denote a line bundle sections of
which transform as −λ/(n + 1) densities and on which any affine connection induces a covariant
derivative. Making this precise requires a digression of several paragraphs. Since in the case in
which it mainly will be needed here, the relevant bundle will be trivial (although not canonically
so) and will admit an elementary description, the reader could skip to section 4.3.3, thinking of E1
as something such as the dual of the tautological bundle on the oriented projectivization P+(V) of
an (n+1)-dimensional vector space V or the bundle |Det T ∗M |−1/(n+1) of −1/(n+ 1) densities. A
section of Eλ will be said to have p-weight λ.
4.3.2. Let V := Det T ∗M \ {0} → M be the bundle of top forms with the zero section deleted,
regarded as a R× principal bundle. Any continuous representation σ : R× × R → R of R× on R has
the form σ(r) · t = σλ,ǫ(r) · t := sgn(r)ǫ|r|λt for some (λ, ǫ) ∈ R× Z/2Z, in which sgn(r) := |r|−1r.
Assume given a R× principal bundle F → M and a principal bundle morphism Q : F → V such
that there is (α, ǫ) ∈ R× × Z/2Z such that Q(u · r) = σα,ǫ(r) · Q(u) for all u ∈ F . Given a R×
principal bundle F →M , let |F| be the R× principal bundle obtained by applying to the transition
functions defining F the homomorphism σ1,0. By assumption Q induces an isomorphism between
|F|α and |V|. Let Eλ,ǫ = F ×σ−αλ/(n+1),ǫ R be the associated real line bundle, so that smooth
sections u of Eλ,ǫ correspond bijectively to functions u˜ ∈ C∞(F) which have positive homogeneity
αλ(n+ 1) and are even or odd according to the parity of ǫ. Precisely, Eλ,ǫ is the quotient of F × R
by the equivalence relation (u, t) ∼ (ru, σαλ/(n+1),ǫ(r)t); the equivariant funtion u ∈ C∞(ρ−1(U))
corresponding to the local section u ∈ Γ(U, Eλ,ǫ) is defined by u(x) = [p, u˜(p)] for x ∈ M and any
p ∈ ρ−1(x). An example of F which is typical is the defining bundle V\{0} over the projectivization
P(V) of an (n+1)-dimensional vector space, viewed as the bundle of frames in the tautological line
bundle O. The determinant on V induces a canonical identification DetT ∗P(V) with On+1 which
gives the required Q with α = n+ 1.
By construction Q induces an identification of Eλ,0 with |Det T ∗M |−λ/(n+1). Since Eλ,ǫ differs
from Eλ,0 only by topological twisting, this gives sense to saying that sections of Eλ,ǫ transform like
−λ/(n+1) densities. An affine connection ∇ induces a principal connection on V , and the pullback
via Q of the induced principal connection multiplied by 1/α is a principal connection β on F , so
induces on each Eλ,ǫ a covariant derivative, which will be denoted also by ∇Xu for X ∈ Γ(TM) and
u ∈ Γ(Eλ,ǫ). By definition the equivariant function corresponding to ∇Xu is the result of applying
du˜ to the β-horizontal lift of X on F . This gives sense to the statement that an affine connection
induces a covariant derivative on Eα,ǫ.
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In what follows there will be supposed fixed F , Q, and ǫ, and the last will be omitted from the
notation, there being written simply Eλ. Saying that E1 is oriented means that E1,ǫ is orientable
and there is fixed an idenfitication with E1,0 ≃ |Det T ∗M |−1/(n+1). In most of the applications
there will be considered only E1, and it will be oriented, but some of the results make sense in more
generality.
4.3.3. A differential operator defined by a connection representing a projective structure [∇] is
projectively invariant if the resulting operator does not depend on the choice of representative
connection. It is straightforward to check the projective invariance of the following differential
operators on tensors having the specified p-weights
B1(u)ij := ∇i∇ju− Piju = ∇(i∇j)u− P(ij)u u ∈ Γ(E1),
B11(a)ijk := ∇[iaj]k aij ∈ Γ(S2(T ∗M)⊗ E1),
B2(v)ijk := ∇i∇j∇kv − 2Pjk∇iv − 2Pi(j∇k)v − 2(∇iPjk)v, v ∈ Γ(E2).
From the Ricci identity there follows
B2(v)[ij]k = − 12Bijk p∇pv − Cijkv, B2(v)i[jk] = 0,(4.34)
In particular, (4.34) shows that for a flat projective structure B2(v)ijk is completely symmetric.
For any torsion-free ∇¯ ∈ [∇] and any u ∈ Γ(E1) there hold
1
2B2(u2)ijk = u∇¯iB1(u)jk + B1(u)jk∇¯iu+ B1(u)ik∇¯ju+ B1(u)ij∇¯ku,(4.35)
B11(B1(u))ijk = ∇¯[iB1(u)j]k = − 12Bijk p∇¯pu− 12Cijku.(4.36)
While identities such as (4.34), (4.35), and (4.36) can be demonstrated by direct computation, they
are better understood by working with the Thomas connection or, what is equivalent, the standard
tractor connection); for example solutions of B2(u) = 0 correspond to parallel tractors. For these
formalisms see for instance [5] and [28]. The definitions of B1, B11, and B2 may appear ad hoc; in
fact B1 and B11 are the first two operators appearing in the generalized BGG sequences associated
to the standard representation of sl(n + 1,R) and B2 is the first operator in the BGG sequence
for a different representation. For what are BGG sequences, consult [29] and [24]. From (4.36)
it is evident that B11(B1(u))ijk = 0 is flat, which is a special case of a general fact about BGG
sequences. However, while such points of view are powerful and conceptually clarifying, they are
omitted because to adequately develop the necessary formalism would require more preparation
than would be justified by the limited use which would be made of them here.
4.3.4. A u ∈ Γ(E1) is non-degenerate (with respect to [∇]) if it satisfies
detB1(u) 6= 0.(4.37)
A non-degenerate u is convex (resp. concave or indefinite) if B1(u) is positive definite (resp.
negative definite or indefinite). Note that the definition permits that a non-degenerate u have
zeroes, although it will turn out that in many cases of interest such a u does not. For u ∈ Γ(E1),
detB1(u) has p-weight −n− 2, and so un+2 detB1(u) is a function (even when E1 is topologically
non-trivial), and hence for any f ∈ C∞(M) it makes sense to consider the projectively invariant
Monge-Ampe´re equation
M(u) := un+2 detB1(u) = f.(4.38)
An equation of this sort was probably first studied as such in [98]. Of particular interest are
non-degenerate solutions to the equation M(u) = κ with κ ∈ R×.
The operator M(u) is usually encountered in the following setting. There is given a convex
domain Ω in an affine subspace of P(V), and ∂ is the flat affine connection on this affine subspace
representing the flat projective structure on P(V). With respect to flat affine coordinates xi the
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operator B1(u) is given by the Hessian ∂2u˜∂xi∂xj where u = u˜|dx1 ∧ . . . dxn|−1/(n+1). Written in terms
of u˜ and a flat affine connection on Rn, the equation M(u) = κ has been studied intensively, some
of the most important references being [98], [76], [112], [16], [19], and [34].
In what follows it is useful to keep in mind the simplest examples, among which are the following
u˜ = −(1− |x|2)1/2 on the ball Ω = {x ∈ Rn : u < 0},(4.39)
u˜ = (1 + |x|2)1/2 on Rn,(4.40)
u˜ = −√n+ 1(
∏
i
xi)1/(n+1) on the orthant {x ∈ Rn :
∏
i
xi > 0}.(4.41)
Examples (4.39) and (4.41) solveM(u) = (−1)n+2, while (4.40) solvesM(u) = 1. The last example
is due to E. Calabi, [19].
4.3.5. Since it makes sense to speak of a metric taking values in an oriented line bundle as a
representative of a conformal structure, if E1 is oriented and u ∈ Γ(E1) is non-degenereate, it makes
sense to speak of the conformal struture generated by the p-weight 1 tensor B1(u)ij . For this
conformal structure the unweighted metric hij = | detB1(u)|1/(n+2)B1(u)ij is a representative and
Hij = | detB1(u)|−1/nB1(u)ij is the normalized representative. To u which is moreover nowhere
vanishing there is associated also the unweighted metric sgn(u)u−1B1(u)ij = |M(u)|−1/(n+2)hij .
Lemma 4.22. Suppose E1 is oriented. If a non-degenerate u ∈ Γ(E1) solves B11(B1(u))ijk =
σ[iB1(u)j]k for some one-form σi then the CP pair ([∇], [h]) determined by [∇] and the conformal
structure [h] generated by the weighted metric B1(u)ij is an AH structure for which the Faraday
primitive γi associated to the metric hij = | detB1(u)|1/(n+2)B1(u)ij satisfies (n+2)γi = (n+1)σi.
In particular, if σi is 0 then ([∇], [h]) is exact, hij is a distinguished metric, and | detB1(u)| is
parallel.
In particular if [∇] is flat, by (4.36) the hypothesis of Lemma 4.22 holds with γ ≡ 0 for any
non-degenerate u ∈ Γ(E1).
Proof. By (4.36) the hypothesis implies ∇¯[iB1(u)j]k = σ[iB1(u)j]k for any ∇¯ ∈ [∇] and so n∇¯[iHj]k =
−(n+2)τ[iHj]k for (n+2)τi = ∇¯i log | detB1(u)|−nσi. This implies that [∇] generates with the con-
formal structure determined by h = | detB1(u)|1/(n+2)B1(u)ij an AH structure for which the aligned
representative ∇ ∈ [∇] has the form ∇ = ∇¯+2τ(iδj) k. By construction ∇ satisfies ∇i| detB1(u)| =
∇¯i| detB1(u)| − (n + 2)τi| detB1(u)| = nσi, and since | deth| = | detB1(u)|2(n+1)/(n+2), the Fara-
day primitive γi associated to h is given by 2nγi = | deth|−1∇i| deth| = 2n(n+1)(n+2) σi, so that
(n+ 2)γi = (n+ 1)σi. If σi = 0 then ([∇], [h]) is exact and hij is a distinguished metric. 
It is suggestive to think of u as in Lemma 4.22 as an analogue of a Ka¨hler potential, the non-
degeneracy of B1(u)ij being analogous to the condition that the Ka¨hler form be symplectic, and
the condition B11(B1(u))ijk = 0 being analogous to the condition that it be closed. In this analogy,
projective structures correspond to almost complex structures, and flat projective structures to
complex structures. Whatever the worth of this analogy, it motivates calling u ∈ Γ(E1) an almost
AH potential if B11(B1(u))ijk = 0, and an AH potential if moreover u is non-degenerate.
4.3.6. Given λ ∈ R let λˆ = (n−1)λ−2(n+1). There is a canonical map adj : Γ(S2(T ∗M)⊗Eλ)→
Γ(S2(TM)⊗ E λˆ) determined uniquely by the requirement that there hold adj(a)jpapi = (det a)δi j
for all aij ∈ Γ(S2(T ∗M) ⊗ Eλ). The tensor adj(a)ij is called the adjugate tensor of aij . When
aij is non-degenerate the weighted symmetric bivector a
ij defined by ajpaip = δi
j is given by
aij = (det a)−1adj(a)ij . The adjugate appears most naturally in the computation of the derivative
of a determinant. If ∇ is a torsion-free affine connection then ∇i det a = adj(a)pq∇iapq.
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Theorem 4.7 is the principal technical result of this section.
Theorem 4.7. Let [∇] be a projective structure on a connected manifold and let u be a section of
E1 which is not identically zero. The following conditions are equivalent.
(1) There is a κ ∈ R such that u solves M(u) = κ.
(2) un+1adj(B1(u))pqB2(u2)ipq = 0.
If u is an almost AH potential (e.g. [∇] is flat) then (1) and (2) are equivalent to
(3) un+1adj(B1(u))pqB2(u2)(ipq) = 0.
If E1 is oriented and u is an AH potential, then (1) and (2) are equivalent to
(4) There holds ∇u = 0 for the unique representative ∇ ∈ [∇] aligned with respect to the
conformal structure [h] generated by B1(u)ij ,
If E1 is oriented, [∇] is flat, and u is non-degenerate and satisfies (1) and (2) then u is non-
vanishing, κ 6= 0, and ([∇], [h]) is proper Einstein with scalar curvature having the same sign as
has u.
Proof. Tracing (4.35) with the adjugate tensor adj(B1(u))jk gives
1
2u
n+1adj(B1(u))pqB2(u2)ipq = un+2∇¯i detB1(u) + (n+ 2)un+1 detB1(u)∇¯iu = ∇¯iM(u),(4.42)
from which the equivalence of (1) and (2) is evident. Skewing (4.35) and using (4.36) show
B2(u2)[ij]k = 2u∇[iB1(u)j]k = −uBijk p∇pu− Cijku2 = 2uB11(B1(u))ijk,
so that if u is an almost AH potential then B2(u2)[ij]k = 0, and there holds B2(u2)ijk = B2(u2)(ijk).
Consequently (2) and (3) are equivalent if u is an almost AH potential. If E1 is oriented and u is
an AH potential, let ([∇], [h]) be the exact AH structure determined by B1(u)ij as in Lemma 4.22,
and let ∇ be its aligned representative. By Lemma 4.22, ∇ detB1(u) = 0. From the first equality
of (4.42) it follows that ∇u = 0 if and only if there holds (2), so with these hypotheses (4) and (2)
are equivalent.
If E1 is oriented, [∇] is flat, and u is non-degenerate then (4) and the assumption that u is
not identically zero imply u is non-vanishing. Since u is non-vanishing and non-degenerate, (1)
implies that κ 6= 0. Because ([∇], [h]) is exact, the Ricci curvature Rij is symmetric. By (4),
(n − 1)Riju = −Piju = B1(u)ij , from which {R}ij = 0 is immediate. Because [∇] is projectively
flat it follows from (3.43) that {Q}ij = 0. The weighted scalar curvature is R = HijRij =
1
n−1u
−1Hijhij = nn−1u
−1| detB1(u)|1/n, which is ∇-parallel. Since ([∇], [h]) is exact this shows
it is Einstein. Because u is non-vanishing and non-degenerate, it is proper, and from the explicit
expression for R it is evident that its scalar curvature has the same sign as has u. 
Theorem 4.7 shows that proper Einstein AH structures can be constructed by finding a non-
degenerate solution to M(u) = κ. Lemma 4.23 shows that when it exists the solution is unique up
to positive rescaling.
Lemma 4.23. Let [∇] be a projective structure on a connected manifold and suppose E1 is oriented.
If AH potentials u and v generate conformally equivalent metrics B1(u) and B1(v) and solveM(u) =
κu and M(v) = κv for constants κu, κv ∈ R×, then there is c ∈ R+ such that v = cu and κv =
c2(n+1)κu.
Proof. Because u and v solve M(u) = κu and M(v) = κv they are nowhere vanishing. By (4)
of Theorem 4.7, ∇u = 0 = ∇v, so there is c ∈ R× such that v = cu. Since B1(v) = cB1(u) is
by assumption in the conformal class of B1(u), it must be c is positive. Then c−n−2κvu−n−2 =
κvv
−n−2 = detB1(v) = cn detB1(u) = cnκuu−n−2, from which there follows κv = c2(n+1)κu. 
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Theorem 4.8. Let ([∇], [h]) be a proper closed Einstein AH structure with weighted scalar cur-
vature R on a connected manifold M . There is a non-vanishing non-degenerate section u ∈
|DetT ∗M |−1/(n+1), unique up to positive homothety, such that sgn(R)u−1B1(u) generates [h], and
u satisfies (1), (2), and (4) of Theorem 4.7.
Proof. By definition a closed Einstein AH structure has parallel scalar curvature, so a proper closed
Einstein AH structure is necessarily exact with non-vanishing parallel weighted scalar curvature R.
The desired u is u = |R|−n/2(n+1). Since ∇iu = 0, there holds n(n − 1)B1(u)ij = n(1 − n)Piju =
nuRij = uRHij , which shows that sgn(R)u
−1B1(u)ij generates the given conformal structure. As
n(n− 1)∇[iB1(u)j]k = uR∇[iHj]k = 0 and u is evidently non-degenerate, u is an AH potential. As
(4) of Theorem 4.7 is satisfied, and u is an AH potential, there hold (1) and (2) of Theorem 4.7.
The uniqueness up to positive homothety follows from Lemma 4.23. 
4.3.7. For background on convex subsets of P+(V) and convex projective structures, Y. Benoist’s
survey [7] is an excellent starting point, and the terminology used there is adopted here. A subset
Σ ⊂ P+(V) is convex if its intersection with every geodesic line (great circle) is connected. A convex
subset Σ ⊂ P+(V) is properly convex if its closure contains no pair of antipodal points, and a
properly convex Σ is strictly convex if its boundary does not contain a non-empty open subset of
a geodesic line. Finally, a properly convex subset Σ ⊂ P+(V) is divisible if the group of projective
automorphisms of Σ contains a discrete subgroup which acts on Σ properly and cocompactly. An
open properly convex set is contained in the complement of its image under the antipodal map
from which it follows that it can be identified with a bounded convex domain in an affine space.
The restriction to a properly convex set Ω ⊂ P+(V) of the dual of the tautological line bundle
is an orientable line bundle E1 the (n+ 1)st power of which is identified canonically with DetTΩ.
The following deep theorem of Cheng-Yau is fundamental.
Theorem 4.9 (Cheng-Yau, Theorem 6 of [34]). Let Ω ⊂ P+(V) be a properly convex domain in
the oriented projectivization of an (n+1)-dimensional vector space V, equipped with the restriction
[∇] of the standard flat projective structure. Then there is a unique negative, convex u ∈ Γ(Ω, E1)
vanishing continuously on the boundary of Ω and solving M(u) = (−1)n.
A locally flat projective structure on M is convex if its developing map dev : M˜ → P+(V) is a
diffeomorphism from its universal cover M˜ onto a properly convex subset of P+(V).
Theorem 4.10. Let [∇] be a convex flat projective structure on a connected n-manifold M . Then
there exists a unique conformal structure [h] such that ([∇], [h]) is an exact Riemannian signature
Einstein AH structure with negative scalar curvature.
Proof. By assumption dev : M˜ → P+(V) is a diffeomorphism onto a properly convex domain
Ω ∈ P(V). By Theorem 4.9 there is a unique negative, convex u ∈ Γ(Ω, E1) solvingM(u) = (−1)n.
For a deck transformation g of M˜ there holds dev ◦ g = hol(g) ◦ dev, in which hol is the holonomy
representation. Since hol(g) is a projective automorphism of Ω, the uniqueness in Theorem 4.9
implies hol(g)∗(u) = u, so that g∗dev∗(u) = dev∗hol(g)∗(u) = dev∗(u). The projective structure on
M˜ is the pullback of the flat projective structure on Ω via the developing map, and it follows that
v˜ = dev∗(u) solves the equationM(v˜) = (−1)n on M˜ and is left unchanged by deck transformations.
Hence it descends to a solution v of M(v) = (−1)n for the given projective structure on M . By
Theorem 4.7 the conformal class [h] of B1(v) determines with the flat projective structure on Ω an
exact Riemannian signature Einstein AH structure with negative scalar curvature.
If ([∇], [h]) is an exact Einstein AH structure having negative scalar curvature and with the given
underlying convex flat projective structure [∇], then by Theorem 4.8 there is a non-vanishing and
non-degenerate w ∈ Γ(M ; E1) such that B1(w) represents [h] and such that w solvesM(w) = κ for
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some κ ∈ R× having the same sign as has w. By Lemma 4.23 some positive constant multiple of
W is equal to the v constructed in the previous paragraph. 
An interesting question, the answer to which is not clear when n > 2, is the following: let M
be a compact manifold admitting at least one convex flat projective structure; for which conformal
structures [h] on M is there a convex flat projective structure [∇] such that ([∇], [h]) is an Einstein
AH structure? For n = 2 a complete answer is given by the theorem of Labourie-Loftin mentioned
in section 1.0.3. However, the situation in higher dimensions is unclear.
4.3.8. Note that in deducing Theorem 4.10, while essential use has been made of the solvability
of the Monge-Ampe`re equation on a properly convex domain, no use has been made of the deep
results, also due in essence to Cheng-Yau, relating the solution to a properly embedded hyperbolic
affine hypersphere. The existence of the Einstein AH structure could also be deduced via this
correspondence, since it has been shown that the conjugate AH structures induced on such an
affine hypersphere are Einstein. However, the preceeding intrinsic approach has the virtue that it
deduces Theorem 4.10 directly from Theorem 4.9, and does not require use of results relating the
completeness of the affine metric and the properness of the immersion of an affine hypersphere.
Here, the relation with affine hyperspheres is briefly recounted in order to clarify the remark just
made, and to motivate the attention paid to affine hyperspheres in Section 4.2. The formulations
given follow those in the papers of Loftin, of which [99] is a suitable summary.
Theorem 4.11. Let V be flat (n + 1)-dimensional affine space with its standard parallel volume
form.
(1) In V let K be an open convex cone which contains no affine lines. For each negative real
number −r < 0 there is a unique convex properly embedded hyperbolic affine hypersphere
Lr of affine mean curvature −r which has as its center the vertex of K and is asymptotic
to the boundary ∂K and intK = ∪r>0Lr.
(2) An immersed hyperbolic affine hypersphere L in V is properly immersed if and only if the
equiaffine metric is complete. In this case L is properly embedded and asymptotic to the
boundary of the cone obtained by forming the convex hull of L with respect to its center.
Theorem 4.11 was conjectured in a quite precise form by E. Calabi in [19]. The theorem has
two difficult parts. The affine hypersphere of part (1) is constructed using the solution of the
Monge-Ampe`re equation yielding Theorem 4.9. The properness of the embedding in part (2) is
deduced from the completeness of the equiaffine metric via a gradient estimate. The resolution of
each is due to Cheng-Yau, although the proof they published of the second part has a small mistake
corrected by A-M. Li [94], [95]. Similarly, the verification that the affine hypersphere constructed
using Theorem 4.9 has all the claimed properties seems never to have been published by Cheng and
Yau, and was described in detail independently by T. Sasaki [114] and S. Gigena [63]. Consult [99]
for a more complete discussion of the history of Theorem 4.11.
For a convex flat projective structure on M , the universal cover is identified with a properly
convex domain Ω, and there is induced on the affine hypersphere asymptotic to the cone over Ω
given by Theorem 4.11, and hence also on Ω, a pair of conjugate Einstein AH structures, ([∇], [h])
and ([∇¯], [h]), the former induced via the affine normal and the latter induced via the conormal
Gaußmap. These evidently descend to M by an argument like that in the proof of Theorem 4.10.
It is not hard to see that it is the AH structure induced on M by ([∇¯], [h]) that coincides with that
constructed in Theorem 4.10, although this will not be explained in detail.
4.3.9. Because a projectively flat Einstein AH structure is closed, it necessarily has parallel scalar
curvature, so if E1 is orientable, Theorem 4.8 and Lemma 4.23 imply that a proper projectively
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flat Einstein AH structure determines a non-degenerate u ∈ E1, unique up to positive homothety,
satisfying (1)-(4) of Theorem 4.7 with κ 6= 0.
Lemma 4.24. Let ([∇], [h]) be a projectively flat proper Einstein AH structure with weighted scalar
curvature R on a connected n-manifold M and suppose E1 is orientable. If there is v ∈ Γ(E1) such
that B1(v) = 0 then for u solving M(u) = κ ∈ R× the function f := u−1v solves (1−n)∆hf = Rhf ,
in which h is a distinguished metric.
Proof. Because u is non-vanishing, f is defined. By (3) of Theorem 4.8 the aligned representative
∇ ∈ [∇] satisfies ∇u = 0. Hence dfi = ∇i(u−1v) = u−1∇iv. The Levi-Civita connection of h is
D = ∇+ 12Lij k so
Didfj = ∇idfj − 12Lij pdfp = u−1
(∇i∇jv − 12Lij p∇pv)
= u−1
(
Pijv − 12Lij p∇pv
)
= −u−1
(
1
n(n−1)Rhvhij +
1
2Lij p∇pv
)
.
Hence (1 − n)∆hf = Rhf . 
Let u solve M(u) = κ on the properly convex domain Ω and let xi be flat affine coordinates.
Taking as v any one of the densities |dx1 ∧ · · · ∧ dxn|−1/(n+1) and xi|dx1 ∧ · · · ∧ dxn|−1/(n+1) and
writing u = u˜|dx1 ∧ · · · ∧ dxn|−1/(n+1) there result the (n+1) functions u˜−1 and u˜−1xi. The image
of these (n+1) functions describes a non-degenerate hypersurface in V called the radial graph of
u. For instance, the radial graph of example 4.39 is one of the sheets of the two-sheeted hyperboloid
for the standard Lorentz metric. Lemma 4.24 shows that the position vector of the radial graph has
the property that its Laplacian with respect to the metric h is a particular positive multiple of itself.
As the Laplacian in the equiaffine metric of the position vector of a non-denerate hypersurface is
n times the affine normal vector field (see Theorem 6.5 of [108]; this is one way to define the affine
normal), this last property shows that the radial graph is an affine hypersphere. In fact, the radial
graph is the affine hypersphere associated to the cone over Ω as in (1) of Theorem 4.11, although
justifying this is left to the reader, as it is not germane to the main thrust of the present article.
To conclude the section there is mentioned an easy consequence of Lemma 4.24.
Corollary 4.1. Let [∇] be a convex flat real projective structure on a compact n-manifold. If
v ∈ Γ(E1) solves B1(v) = 0, then v is identically 0.
Proof. Let ([∇], [h]) be the exact Riemannian signature Einstein AH structure with negative scalar
curvature given by Theorem 4.10, and let u be the solution of M(u) = κ given by Theorem
4.7, which is non-vanishing. If B1(v) = 0 then by Lemma 4.24 the function f = u−1v solves
(1 − n)∆hf = Rhf , where h ∈ [h] is a distinguished metric. Since Rh is negative the maximum
principle implies f is identically 0. 
Although the claim will not be proved here, Corollary 4.1 means that over a convex flat projective
manifold there are no parallel standard tractors.
4.4. Left invariant Einstein AH structures on semisimple Lie groups. In this section there
are constructed on S3 and on all noncompact semisimple Lie groups examples of left-invariant proper
Einstein AH structures for which the anti-self-conjugate Weyl tensor does not vanish, and so which,
by Lemma 3.6, are neither projectively nor conjugate projectively flat.
4.4.1. This paragraph recalls some well known facts about left-invariant affine connections on Lie
groups. Proofs can be found in chapter II of [68]. Let G be an n-dimensional semisimple Lie
group with Lie algebra g. Let Lg denote left multiplication by g ∈ G. Define for each a ∈ g a left
invariant vector field La by Lag =
d
dt |t=0g ·exp(ta). The map a→ La is a Lie algebra homomorphism
from g to vec(G). An affine connection ∇ on G is left-invariant if every left translation Lg is a
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∇-affine transformation, i.e. L∗g(∇) = ∇ for all g ∈ G. For A ∈ g∗⊗ g∗⊗ g the affine connection ∇
defined by ∇LaLb = LA(a,b) is left-invariant, and this association gives a bijection between elements
of g∗ ⊗ g∗ ⊗ g and left-invariant affine connections on G. Theorem II.1.1.4 of [68] shows that if
∇ is the connection corresponding to A ∈ g∗ ⊗ g∗ ⊗ g, the geodesic through the identity of G in
the direction of a ∈ g is a one-parameter subgroup if and only if A(a, a) = 0. It follows that the
left-invariant affine connection ∇ corresponding to A has the property that its geodesics are the
left translates of one-parameter subgroups of G if and only if A ∈ Ω2(g∗) ⊗ g. The torsion of ∇
is τ(La, Lb) = LA(a,b)−A(b,a)−[a,b], so that ∇ is torsion free if and only if A(a, b) = 12ad(a)(b) + Γ
with Γ ∈ S2(g∗) ⊗ g. Thus the affine space of left-invariant torsion-free affine connections on
G is modeled on S2(g∗) ⊗ g. Among the geodesics of a torsion free ∇ are the left translates of
one-parameter subgroups if and only if A is skew-symmetric, which implies that Γ = 0, so that
the unique torsion-free left-invariant affine connection on G admitting among its geodesics the left
translates of one-parameter subgroups is that defined by A = 12ad.
4.4.2. Let ∇ be a left-invariant torsion-free connection on G. Let ei be a basis of g, write [ei, ej ] =
cij
kek and A(ei, ej) = Aij
kek, and express components of tensors using the left-invariant frame
Ei = L
ei . The Jacobi identity is c[ij
pck]p
l = 0. Let h ∈ S2(g∗) be the left-invariant form determined
by the negative of the Killing form, h(La, Lb) := −B(a, b), or, equivalently hij = −cip qcjq p. The
invariance of the Killing form means that h is in fact bi-invariant. BecauseG is assumed semisimple,
h is a pseudo-Riemannian metric. Let hij be the bivector dual to hij and in the remainder of this
section raise and lower indices with hij and hij .
The invariance of the Killing form implies ci(j
phk)p = 0, so that cijk := cij
phpk is completely
antisymmetric, cijk = c[ijk]. Define Aijk = Aij
phpk and write Aijk =
1
2cijk + Γijk; that ∇ be
torsion-free is equivalent to Γ[ij]k = 0. Then ∇ihjk = 2Ai(jk) = 2Γi(jk). A sufficient condition for
the Ricci tensor of ∇ to be symmetric is that ∇ deth = 0, and, as hjk∇ihjk = 2Aip p = 2Γip p,
this condition holds if and only if Γijk is completely h-trace-free. From ∇[ihj]k = Γk[ij] it follows
that ([∇], [h]) is an AH structure if and only if Γk[ij] is pure h-trace, or, what is the same, Γijk =
Γ(ijk)+
2
3(n−1)
(
Γp[i
phj]k − Γp p [ihj]k
)
. If ([∇], [h]) is AH, then ∇ is its aligned representative if and
only if nΓp
p
i = (2− n)Γip p, or, what is the same, Γijk = Γ(ijk) + 43nΓp[i phj]k. For ([∇], [h]) to be
exact AH with aligned representative ∇ and distinguished metric hij , it suffices that Γ(ijk) = Γijk
be completely h-trace free.
Again suppose only that ∇ is left-invariant and torsion-free. The curvature of ∇ is R(La, Lb)Lc =
LA(a,A(b,c))−A(b,A(a,c))−A([a,b],c). With respect to the frame Ei = Lei the components of the curvature
of ∇ have the forms
Rijk
l = Aip
lAjk
p −Ajp lAik p − cij pApk l
= − 14cij pcpk l + 2Γp[i lΓj]k p +
(
cp[j
lΓi]k
p + ck[i
pΓj]p
l − cij pΓpk l
)
,
Rij =
1
4hij − Γip qΓjq p + Γpq q
(
1
2cij
p + Γij
p
)− cpq(iΓj) [pq],
Qij := Riab
pHpjH
ab = 14hij − ΓpqjΓi qp + Γq qp
(
Γpij − 12cpij
)− 12cpqjΓi [pq],
Rh =
n
4 − ΓijkΓikj + Γpq qΓa ap.
(4.43)
Now suppose Γijk is completely symmetric and completely h-trace free, so that ([∇], [h]) is an exact
AH structure with aligned representative ∇ and distinguished metric h and cubic torsion Lij k =
2Γij
k. Then Rij = Qij =
1
4hij −Γip qΓjq p = 14 (hij −Lij), so that Eij = 0, and Rh = n4 −ΓijkΓijk.
Let µ = | deth|−1/n. From µ−1Ri(jkl) = −2cpi(jΓkl) p and Eij = 0 there follows
µ−1Eijkl = µ−1Uijkl = Γk[i pcj]lp + Γl[i pcj]kp − cpijΓkl p.(4.44)
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Combining (4.44) and (4.43) shows
Rijk
l = − 14cij pcpk l + 2Γp[i lΓj]k p + Eijk l = Tijk l + Eijk l.(4.45)
It is evident from (4.44) that LjklEijkl = 0, so that ([∇], [h]) is conservative. Hence for ([∇], [h])
to be Einstein, it suffices that it be naive Einstein, and this is the case if and only if there holds
Γip
qΓjq
p = 1nh
abΓap
qΓbq
phij .(4.46)
Equivalently, ([∇], [h]) is Einstein if and only if {L}ij = 0, or, what is the same, ([∇], [h]) is strongly
Einstein.
4.4.3. Let x, y, z ∈ g be Killing orthogonal and extend them globally as left-invariant vector fields
X i, Y i, Zi. Write ǫx = x
ixjhij , and similarly for y and z, and suppose ǫx, ǫy, ǫz ∈ {0,±1}. Let
t ∈ R. Then Γijk := tx(iyjzk) satisfies
18Γip
qΓjq
p = t2 (ǫyǫzxixj + ǫzǫxyiyj + ǫxǫyzizj) , 6ΓpqrΓ
pqr = t2ǫxǫyǫz, Γip
p = 0.(4.47)
4.4.4. Let G = S3. Then hij is positive definite. Choose x, y, z to satisfy the bracket relations
[x, y] = z/
√
2, [y, z] = x/
√
2, and [z, x] = y/
√
2 so that {x, y, z} is an h-orthonormal basis of
g (for which cijk =
√
2
(
x[iyj]zk + y[izj]xk + z[ixj]yk
)
) and hij = XiXj + YiYj + ZiZj . Define
Γijk = tX(iYjZk) for t ∈ R+. Then (4.47) shows that Γip p = 0 and 18Γip qΓjq p = t2hij , so
that Γij
k solves (4.46), and hence ([∇], [h]) is a strongly Einstein Riemannian AH structure with
scalar curvature Rh =
3
4 − t
2
6 , which is positive for t < 3/
√
2, negative for t > 3/
√
2, and zero for
t = 3/
√
2. Since the dimension is 3 there holds Aijk
l = 0. There hold ∇XY = ( t6 + 12√2 )Z and
∇YX + ( t6 − 12√2 )Z, and their cyclic permutations, and ∇XX = 0, etc. Using (4.44) one finds
X iY jZkZ lEijkl = 0, X
iY jXkX lEijkl = 0, µ
−1X iY jXkY lEijkl = −t
√
2/6.
The last of these shows that Eijkl is not zero, so, by Lemma 3.6, ([∇], [h]) is neither projectively
flat nor conjugate projectively flat. In fact it can be checked that
Eijkl = − 2
√
2t
3
(
X[iYj]X(kYl) + Y[iZj]Y(kZl) + Z[iXj]Z(kXl)
)
,
from which follows |E|2h = 2t2/3, though these computations are left to the reader.
This example will be revisited in Section 6.6.7, where it will be used to show the necessity in
Theorem 6.7 of the self-conjugacy of the curvature.
4.4.5. For G = SL(2,R) a construction just like that of Subsection (4.4.4) yields an indefinite
signature Einstein AH structure. In this case one chooses x, y, z ∈ g satisfying [x, y] = z/√2,
[y, z] = −x/√2, and [z, x] = −y/√2, so that h(x, x) = −1 = h(y, y) and h(z, z) = 1. Defining
Γijk as before yields a signature (1, 2) Einstein AH structure, the scalar curvature of which can be
positive, negative, or zero, depending on t.
4.4.6. Suppose G is semisimple of noncompact type. Since hij is indefinite there is a non-zero h-
null vector xi ∈ g. Then Γijk = XiXjXk solves (4.46), and so ([∇], [h]) is an Einstein AH structure
with 4Rij = hij , and so which is proper. If G = SL(2,R) then the null elements of g are exactly
the nilpotent elements, and so the construction just described associates to each nilpotent element
of sl(2,R) an Einstein AH structure on SL(2,R). From (4.45) there follow 4µ−1Tijkl = −cij pcpk l
and
2µ−1Eijkl = Xp (XiXkcpjl −XjXkcpil −XjXlcpik +XiXlcpjk − 2XkXlcpij) .(4.48)
If for some x it can be shown that Eijkl is not identically 0, then by Lemma 3.2 the Einstein AH
structure determined by x is neither projectively nor conjugate projectively flat. To prove this
there is needed:
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Lemma 4.25. If g is a finite-dimensional semisimple Lie algebra over a field of characteristic zero
and 0 6= e ∈ g is a nilpotent element then there is an sl(2,R) triple {f, h, e} containing e as the
nilpositive element.
Proof. The claim means there is a triple {e, f, h} ⊂ g such that [e, f ] = h, [h, e] = 2e, and [h, f ] =
−2f . If g is a finite-dimensional semisimple Lie algebra over a field of characteristic zero and
0 6= e ∈ g is a nilpotent element then e ∈ Im ad(e)2. This is proved over the complex field as
Lemma 3.3 of [90], but the proof given there works over any field of characteristic 0. Because
e ∈ Im ad(e)2, there can be chosen y ∈ g such that h = [e, y] satisfies [h, e] = 2e. Morozov’s Lemma
(see e.g. Lemma III.11.7 of [75]) shows that there is an sl(2,R) triple {f, h, e} containing e as
nilpositive element and h as semisimple element. 
By invariance of the Killing form, for any sl(2,R) triple {f, h, e} there hold B(e, e) = B(f, f) =
B(e, h) = B(f, h) = 0 (e.g. B(e, h) = B(e, [e, f ]) = B([e, e], f) = 0). In particular the nilpositive
element is null so generates an Einstein AH structure as above. Were B(e, f) = 0 then B(h, h) =
B(h, [e, f ]) = B([h, e], f) = 2B(e, f) = 0, and the restriction to h := Span {f, h, e} of B would be
null. As h is a semisimple element of h, and its adjoint action on g has integer eigenvalues, h is
semisimple as an element of g; standard arguments show h is contained in a Cartan subalgebra of g
and B(h, h) 6= 0. Hence B(e, f) 6= 0 also. Temporarily write e = x and let {e, f, h} ⊂ g be an sl(2,R)
triple containing e as the nilpositive element. From (4.48) there follows µ−1HiF jF kF lEijkl =
2B(e, f)3 6= 0, so that Eijkl is not identically zero. By lemma 3.6, this shows that these Einstein
AH structures on G are neither projectively nor conjugate projectively flat when x 6= 0. This proves
constructively Theorem 4.12.
Theorem 4.12. Let G be a noncompact semisimple, finite-dimensional real Lie group with Lie
algebra g. To every non-zero nilpotent x ∈ g there is associated a left-invariant proper Einstein AH
structure on G for which the anti-self conjugate Weyl tensor is not identically zero, and so which
is neither projectively nor conjugate projectively flat.
5. Scalar curvature of Riemannian signature Einstein AH structures
In this section it is shown that many results about the scalar curvature of compact Riemann-
ian signature Einstein Weyl structures generalize to compact Riemannian signature Einstein AH
structures. The key technical result is Theorem 5.3 which shows that for a Riemannian signature
Einstein AH on a compact n-manifold the vector field dual to the Faraday primitive of a Gauduchon
metric is conformal Killing. The principal structural result is Theorem 5.6. While the strategies
of the proofs are generally the same as in the Weyl case, their realization often requires further
argument. For example, there can be given a proof of Theorem 5.3, in which it is proved that the
one-form associated to the Gauduchon gauge of an at least three-dimensional compact Riemannian
signature Einstein AH structure is Killing for the Gauduchon metric, following exactly that of the
proof given by K.P. Tod of its specialization for Einstein Weyl structures, but the computations
require the full strength of the Einstein condition, in particular the vanishing of ∇iR + n∇pFip,
and become somewhat involved. Here the result is deduced from Theorem 5.2, essentially via a
Bochner vanishing argument.
5.1. Gauduchon metrics. Let ([∇], [h]) be an AH structure, ∇ ∈ [∇] the aligned representative,
and {γ} = {γ + df : f ∈ C∞(M)} the associated equivalence class of Faraday primitves. A
Gauduchon metric is a representative h ∈ [h] such that the associated Faraday primitive γi is
co-closed with respect to h; that is d∗hγ = 0. By (2.48), h is a Gauduchon gauge if and only if
∇pγp + (n− 2)γpγp = 0. Let ([t∇], [h]) be the AH pencil generated by an AH structure ([∇], [h]).
Because the difference tensor of t∇ with ∇ is trace-free, they induce on any line bundle of densities
of non-trivial weight the same covariant derivative, and thus the Faraday primitive associated to
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the representative h ∈ [h] with respect to t∇ does not depend on t. In particular, the equation
t∇pγp+(n−2)γpγp = 0 does not depend on t. It follows that to prove the existence of a Gauduchon
gauge for ([∇], [h]), it suffices to prove it for the underlying Weyl structure. It is well known that
for a Weyl structure on a compact manifold there exists a Gauduchon gauge unique up to positive
homothety. The proof, which is a straightforward application of standard elliptic operator theory,
is sketched in the first paragraph of page 503 of [62] (this sketch is repeated in Appendix 1 of [130]
and in section 4 of [26]). The precise statement needed, which will be used in section 9.1.3, is
Theorem 5.1 (P. Gauduchon, [62]). Let hij be a Riemannian metric on a compact manifold M
of dimension n ≥ 2 and let γi be a one-form. There exists a positive f ∈ C∞(M), determined
uniquely up to multiplication by a positive constant, such that the one-form γ˜i := γi +
1
2d log fi is
co-closed with respect to the conformal metric h˜ij := fhij.
Proof. For convenience, the proof is repeated here. Let 2σi = d log fi. Let D˜ be the Levi-Civita
connection of h˜ = fh and let γ˜ = γ+ σ. If d∗
h˜
γ˜ = 0 then f must solve −d∗h(γ + σ) + (n− 2)(σpγp+
|γ|2) = 0. If n = 2 writing f = e−2φ, φ must solve ∆hφ = Dpγp. Since Dpγp integrates to 0 this
has always a solution, unique up to addition of a constant, and the claim is proved in the n = 2
case. Now suppose n > 2 and let f = φ2/(n−2). The equation to be solved simplifies to
L(φ) := ∆hφ+ (2− n)d∗h(φγ) = −d∗h(dφ+ (n− 2)φγ) = 0.(5.1)
Because L is elliptic it is Fredholm. Because the formal adjoint L∗(u) = ∆hu + (2 − n)γpDpu of
L has no zeroth order term, the maximum principle shows its kernel comprises constants. Because
L and L∗ have the same principal symbol their analytic indices are the same, so the dimension of
kernel of L equals that of the kernel of L∗, which is one. Hence a solution φ of (5.1) is determined
up to addition of a constant. Because L∗ has no zeroth order term, by the maximum principle a
function in its image must change sign. Since ImL∗ is orthogonal to kerL, were φ to change signs
there would be a positive function in ImL∗ orthogonal to φ, which there is not. Hence φ is either
non-negative or non-positive, and the maximum principle applied to L shows that if φ is non-zero
then it is either positive or negative. 
Applying Theorem 5.3 to an arbitrary h ∈ [h] with associated Faraday primitive γ yields
Corollary 5.1. For a Riemannian AH structure on a compact manifold of dimension n ≥ 2 there
is a Gauduchon gauge determined uniquely up to homothety.
5.2. Properties of the Gauduchon metric of a Riemannian Einstein AH structure.
Theorem 5.2. Let ([∇], [h]) be a Riemannian AH structure on a compact manifold M of dimension
n ≥ 2. Let h ∈ [h] be a Gauduchon metric, γi the corresponding Faraday primitive, and D the Levi-
Civita connection of h. In the statement of this theorem and in its proof raise and lower indices
using hij and h
ij . If αi is an h-harmonic one-form then
0 =
ˆ
M
|Dα|2h +
ˆ
M
αiαj
(
Tij +
1
4Lij
)
+ (n− 2)
ˆ
M
(|γ|2h|α|2h − 〈α, γ〉2) ,(5.2)
in which all integrals are with respect to the h volume measure. Also,
1
4
ˆ
M
|dγ|2h =
ˆ
M
|{Dγ}|2h +
ˆ
M
γiγj
(
Tij +
1
4Lij
)
.(5.3)
Proof. Let h ∈ [h] be any representative and D its Levi-Civita connection. Let  = dd∗ + d∗d be
the Hodge Laplacian (in the non-orientable case intepreted as explained in section 2.1.6). For any
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one-form αi, substituting (2.56) into the Bochner formula
1
2∆h|α|2+αiαi = Rijαiαj+DiαjDiαj
gives
1
2∆h|α|2h + αiαi = |Dα|2h + αiαj
(
Tij +
1
4Lij + (n− 2)
(|γ|2hhij − γiγj))(5.4)
+ (2− n)αiαjDiγj + |α|2hd∗hγ.
Integrating by parts several times yieldsˆ
M
|α|2hd∗hγ + 2
ˆ
M
αiαjDiγj = 2
ˆ
M
〈α, γ〉d∗hα+ 2
ˆ
M
γiαjdαij .(5.5)
Integrating (5.4) using (5.5) givesˆ
M
αiαi + (n− 2)
ˆ
M
〈α, γ〉d∗hα+ (n− 2)
ˆ
M
γiαjdαij
=
ˆ
M
|Dα|2h +
ˆ
M
αiαj
(
Tij +
1
4Lij + (n− 2)
(|γ|2hhij − γiγj))+ n2 ˆ
M
|α|2hd∗hγ.
(5.6)
If α is harmonic, then it is closed and co-closed, and so there vanish the first three terms of (5.6)
and so if h is Gauduchon there results (5.2). Taking αi to be γi in (5.6), using (2.5), and writing´
M |Dγ|2 = 14
´
M |dγ|2 +
´
M |{Dγ}|2h − 1n
´
M (d
∗
hγ)
2 gives
n−4
2
ˆ
M
|γ|2hd∗hγ + n+1n
ˆ
M
(d∗hγ)
2 + 14
ˆ
M
|dγ|2h =
ˆ
M
|{Dγ}|2h +
ˆ
M
γiγj
(
Tij +
1
4Lij
)
.(5.7)
If γ is the Gauduchon gauge, then (5.7) becomes (5.3), and the last term of (5.6) vanishes. 
The following theorem generalizes to Einstein AH structures a property of the Gauduchon gauge
for Einstein Weyl structures shown by P. Tod as Theorem 2.2 of [130].
Theorem 5.3. Let ([∇], [h]) be a Riemannian signature Einstein AH structure on a compact man-
ifold of dimension n ≥ 2. If h ∈ [h] is the Gauduchon gauge and γi the corresponding one-
form, then the vector field hipγp is h-Killing and for the Levi-Civita connection D of h there holds
DpLij p = nγpLij p = 0.
Proof of Theorem 5.3. Let h ∈ [h] be a Gauduchon metric with Levi-Civita connection D and
associated Faraday primitive γi. Integrating by parts gives
n
ˆ
M
|F |2h dvolh = −2n
ˆ
M
〈Dγ, F 〉 dvolh = −2n
ˆ
M
γ♯ id∗hFi dvolh.(5.8)
Contracting (2.60) with γ♯ i gives nγ♯ id∗hFi = −γ♯ iDiRh−2|γ|2hRh. Substituting this into (5.8) and
integrating by parts using d∗hγ = 0 shows
4
ˆ
M
|γ|2hRh dvolh = n
ˆ
M
|F |2h dvolh.(5.9)
Substituting (5.9) in (5.3) gives 4
´
M
|{Dγ}|2h +
´
M
γiγjLij = 0. This implies D(iγj) = 0 and
γpLij p = 0, and so, by (4.5), there follows DpLij p = nγpLij p = 0. 
Remark 5.1. The proof of Theorem 5.3 uses in an essential way the conservation condition which
distinguishes the Einstein condition from the weaker naive Einstein condition. This can be taken
as motivation for imposing the conservation condition.
In [22], Calderbank classified the Riemannian signature Einstein Weyl structures on compact
Riemann surfaces. The key result is Theorem 3.7 of [22], part of which is directly generalized by
the two-dimensional case of Theorem 5.4
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Theorem 5.4. For a Riemannian signature Einstein AH structure ([∇], [h]) on a compact manifold
of dimension at least 2 if h ∈ [h] is a Gauduchon metric there are satisfied the equations
DpLij p = 0, γpLij p = 0, D(iγj) = 0,(5.10)
{R}ij = 14{L}ij + (2 − n){γ ⊗ γ}ij,(5.11)
Di(R− 14 |L|2h − (n+ 2)|γ|2h) = Di
(
Rh + n(n− 4)|γ|2h
)
= 0,(5.12)
γ♯ iDiRh = 0, γ
♯ iDi|L|2h = 0.(5.13)
If n = 2 then (5.11) is vacuous and |γ|2h|L|2h = 0. Conversely, if on a manifold of dimension at least
2 (not necessarily compact) there are a Riemannian metric h (with Levi-Civita connection D), an
h-Killing field X i, and a completely symmetric, completely h-trace free tensor Bijk = B(ijk), such
that γi := X
ihpi and Lij k := hkpBijp solve (5.10)-(5.12), then ∇ := D− 12Lij k − 2γ(iδj) k +hijXk
is the aligned representative of an Einstein AH structure ([∇], [h]) with cubic torsion Lij k and for
which h is a Gauduchon metric.
Proof. The equations (5.10) follow immediately from (4.5) and Theorem 5.3. Substituting these into
(4.6) gives (5.11). Because D(iγj) = 0 there holds dγij = 2Diγj , and so Di|γ|2h = γ♯ pdγip. By the
Ricci identity, d∗hdγi = −Dpdγpi = 2Ripγ♯ p. Together (5.10) and (2.56) show that nγ♯ pRip = Rhγi.
Substituting the preceeding three observations into (2.60) gives the second equality of (5.12). The
first equality in (5.12) is true for any AH structure in any gauge, by (2.57) (it is included only for
convenience). If n = 4 then by (5.12), DiRh = 0, so the first equality of (5.13) holds trivially; if
n 6= 4 then by (5.10) and (5.12), γ♯ iDiRh = 2n(4 − n)γpγqD(pγq) = 0, showing the first equality
of (5.13). Since γ♯ i is h-Killing, there holds γ♯ pDpR = 0, and with the first equality of (5.13) and
(5.12) this shows the second equality of (5.13). If n = 2 Lemma 2.3 shows that γpLij p = 0 implies
that |γ|2h|L|2h = 0.
If given (h,X,B) as in the statement of the theorem, then it is straightforward to check that
([∇], [h]) is an AH structure with cubic torsion Lij k, aligned representative ∇, and Gauduchon
metric h. The curvatures of ∇ and D are related as in (2.55), and there hold (2.53), (2.56), (2.57),
and (2.60). Together (2.53) and (5.10) show Eij = 0. Together (2.56), (2.57), (5.10), and (5.11)
show {T }ij = 0, and so show the naive Einstein equations. Finally, substituting Di|γ|2h = γ♯ pdγip
and Dpdγpi = −2Ripγ♯ p into (2.60), and using (5.11) shows that ∇iR+ 2∇pFip = 0. 
When n = 2, on an oriented surface a Riemannian conformal structure determines a complex
structure, and that γ♯ be Killing and the second equation of (5.10) imply that X is the real part of a
holomorphic vector field and Lijk is the real part of a cubic holomorphic differential. In combination
with the Riemann-Roch theorem these observations lead to stronger results which are reported in
[59]. In particular, in two-dimensions the holomorphicity implies that the zeroes of X and L are
isolated, and it follows from γpLij
p = 0 that a Riemannian signature Einstein AH structure which
is not exact is Weyl, and which is not Weyl is exact. In higher dimensions the zeroes of a Killing
field need not be isolated (see e.g. [86]), and it is not clear to what extent this last dichotomy
carries over to higher dimensions.
5.3. A theorem of Bochner vanishing type for AH structures. Theorem 1.1 of B. Alexan-
drov and S. Ivanov’s [1] is a Bochner vanishing theorem for Weyl structures on a compact n-manifold
satisfying the non-negativity condition that for the Faraday primitive associated to a Gauduchon
metric there hold R(ij) − (n−2)(n−4)2 (|γ|2hhij − γiγj) ≥ 0. Theorem 5.5 generalizes (with a similar
proof) Theorem 1.1 of [1] to AH structures, though with a non-negativity condition which is weaker
even in the Weyl case.
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Theorem 5.5. Let ([∇], [h]) be a Riemannian signature AH structure on a compact manifold M
of dimension n ≥ 2 and having first Betti number b1. Suppose there holds
Tij +
1
4Lij + (n− 2)
(|γ|2hhij − γiγj) ≥ 0,(5.14)
for a Gauduchon metric h ∈ [h] and the associated Gauduchon gauge γi. Then
(1) Any h-harmonic one-form is parallel and b1 ≤ n. There holds b1 = n if and only if any
Gauduchon metric is flat and the universal cover of M is isometric to Rn with the Euclidean
metric.
(2) If b1 = 0 and ([∇], [h]) is closed then ([∇], [h]) is exact.
(3) If b1 ≥ 1 the universal cover of M with a Gauduchon metric is isometric to a product
metric on R×N with N simply-connected and complete in the induced metric g. If n > 2
and ([∇], [h]) is not exact, then ([∇], [h]) is closed, b1 = 1, H1dR(M ;R) is generated by the
Gauduchon one-form, and the Ricci tensor of the metric induced on N is non-negative. If,
moreover, the restriction to ker γ of Tij +
1
4Lij is positive definite, then N is compact; in
particular if n is 3 or 4 then N is Sn−1 with a metric of constant curvature.
(4) If either at some point γiγj(Tij +
1
4Lij) > 0 or the inequality (5.14) is strict somewhere on
M , then b1 = 0.
From the non-negativity of each of Lij and |γ|2hhij − γiγj , it follows that it is not stronger
to assume (5.14) than it is to assume the non-positivity of something gauge independent such as
Tij +
1
4Lij . Hence the reader unhappy with imposing on an AH structure a condition which makes
reference to a particular choice of representative metric can substitute for the main hypothesis of
Theorem 5.5 the non-positivity of Tij +
1
4Lij .
For Weyl structures the condition (5.14) is a priori weaker than condition (1.1) of [1]. When
([∇], [h]) is exact and M is compact, by (2.56) the condition (5.14) means that the Ricci tensor
of a Gauduchon metric is non-negative. For a Riemannian Einstein AH structure on a compact
n-manifold it follows from (2.56) and (5.10) that the lefthand side of (5.14) is simply the Ricci
curvature of a Gauduchon metric.
Proof of Theorem 5.5. By (2.56) if n = 2 then by (2.56) the assumption (5.14) implies that the
curvature of a Gauduchon metric is non-negative. In this case the classical Bochner argument shows
(1) and so M is diffeomorphic to one of the sphere, projective plane, torus, or Klein bottle.
The core of the argument is based on that of the proof of Theorem 1.1 of [1]. If α is an h-harmonic
one-form then (5.14) implies that the righthand side of (5.2) is non-negative, so there must hold
Diαj = 0 and, when n > 2, α ∧ γ = 0. As every de Rham cohomology class contains a unique
harmonic representative and there are at most n linearly independent parallel one-forms, b1 ≤ n.
If b1 = n then there are n parallel, non-vanishing one-forms, so M with a Gauduchon metric is flat,
and the universal cover of M is Rn.
By (5.14) the righthand side of (5.3) is non-negative, and it follows that if ([∇], [h]) is closed
then the Gauduchon gauge must be parallel, Diγj = 0, and so, in particular, γ is harmonic. In this
case, because γ is parallel, either it is identically zero or it is nowhere vanishing, so either ([∇], [h])
is exact, or b1 > 0. If b1 = 0 and ([∇], [h]) is closed then γ is harmonic, so must be identically zero,
so ([∇], [h]) is exact.
If b1 > 0 then there is a non-trivial harmonic one-form αi, and because αi is D-parallel it must be
nowhere vanishing; the de Rham decomposition implies that the universal cover M˜ ofM is isometric
to a direct product R×N for some simply-connected (n−1)-manifold N and complete metrics on R
andN . A simply connected one-manifold is isometric to the line, so if n = 2 this means the universal
cover ofM is isometric to a flat R2. Suppose n > 2. Then α∧γ = 0 so there is f ∈ C∞(M) such that
γ = fα. Because α and γ are co-closed there holds df(α♯) = 0. WriteX i = λα♯ i+Y i with αiY
i = 0.
Contracting 0 = 2D[iDj]αk = −αpRijk p gives α♯ pRip = 0, so Y iY jRij = X iXjRij . By (2.56) and
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(5.14), Y iY jRij = X
iXjRij ≥ (2− n)X iXjDiγj = (2− n)df(X)α(X) = (2− n)λ|α|2hdf(Y ). Since
|α|2h > 0 and this holds for arbitary real constants λ ∈ R, it must be df(Y ) = 0. Since this holds
for all Y in the kernel of α and also df(α♯) = 0, f must be constant, so γ is a constant multiple of
α. Either ([∇], [h]) is exact, or every harmonic one-form is a constant multiple of the Gauduchon
gauge, and so b1 = 1. Since γ is parallel, ([∇], [h]) is closed. From (2.56) and (5.14) it follows that
the Ricci tensor of the metric induced on N is non-negative.
If, moreover, the restriction to ker γ of Tij+
1
4Lij is positive definite then by (2.56) the restriction
to ker γ of Rij is positive definite and so, because the splitting M˜ ≃ R×N is isometric, the induced
metric on N has Ricci curvature bounded strictly away from zero. Because N is complete, it is
compact by Myers’ Theorem. If n = 3 then N is a compact, simply-connected surface admitting
a metric of positive Ricci curvature, so must be diffeomorphic to a sphere; if n = 4 then N is
a compact, simply-connected three-manifold admitting a metric of positive Ricci curvature, so is
diffeomorphic to a sphere by Hamilton’s theorem, [67].
Suppose n > 2 and at some point there holds γiγj(Tij +
1
4Lij) > 0. By the preceeding, were
b1 ≥ 0 then γi would be harmonic, but with (5.14) this would give a contradiction in (5.2); hence
b1 = 0. If the inequality (5.14) is strict at p ∈M then (5.2) implies 0 = αiαj(Tij + 14Lij) > 0 at p,
so αi vanishes at p; because α is parallel, it vanishes identically, so there is no non-trivial harmonic
one-form and b1 = 0. 
5.4. Rough classification by scalar curvature of Riemannian signature Einstein AH
structures on compact manifolds. The simplest results about the scalar curvature of Rie-
mannian signature Einstein AH structure on compact manifolds are exactly as in the Einstein Weyl
case. Such results depend fundamentally on the conservation condition; since covariant derivatives
of densities are insensitive to the cubic torsion, the latter has no effect on the resulting formulas.
In particular, Theorem 3.3 of [23] and the results of Section 6 of [23] carry over to AH structures
with minor modifications, although the proofs given here are superficially different than those in
[23]. The principal result is Theorem 5.6.
Lemma 5.1. If ([∇], [h]) is a Riemannian signature Einstein AH structure on a compact n-
dimensional manifold and h ∈ [h] is a Gauduchon metric with associated Faraday primitive γi,
then there hold
∆h|γ|2h = 12 |dγ|2h − 2nRh|γ|2h,(5.15)
n∆h log |γ| ≥ −Rh, (wherever |γ|2h > 0),(5.16)
∆hRh − 2(n− 4)|γ|2Rh = −2n(n− 4)|Dγ|2.(5.17)
Proof. Because by (5.10), D(iγj) = 0 and γpLij p = 0, there follows from the Ricci identity and
(2.57),
∆h|γ|2h = 2|Dγ|2h + 2γ♯ pDiDiγp = 12 |dγ|2h − 2γ♯ pγ♯ qRpq = 12 |dγ|2h − 2nRh|γ|2h,
which shows (5.15). By Lemma 6.4 there holds the refined Kato inequality, 14 |dγ|2h = |Dγ|2h ≥
2|d|γ||2h wherever |γ|2h 6= 0. With (5.15) this implies that wherever |γ|2h 6= 0 there holds
∆h log |γ|2h = |γ|−2h ∆h|γ|2h − |γ|−4h = − 2nRh + |γ|−2h
(
1
2 |dγ|2h − 4|d|γ||2h
) ≥ − 2nRh,
which shows (5.16). By (5.12), Rh + n(n− 4)|γ|2 is constant, and in (5.15) this yields (5.17). 
Theorem 5.6 is the partial generalization to AH structures of Theorems 4.7− 4.9 of [26].
Theorem 5.6. If ([∇], [h]) is a Riemannian signature Einstein AH structure on a compact n-
manifold then there holds one of the following mutually exclusive possibilities.
(1) R is negative and ∇-parallel and ([∇], [h]) is exact.
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(2) R = 0 and ([∇], [h]) is closed. The Faraday primitive associated to a Gauduchon metric
is parallel with respect to the Gauduchon metric. The Gauduchon metric has non-negative
Ricci curvature. Any h-harmonic one-form is parallel and the first Betti number b1 of M
satisfies b1 ≤ n. There holds b1 = n if and only if any Gauduchon metric is flat and M
is diffeomorphic to a torus. If n = 2 and ([∇], [h]) is not exact then ([∇], [h]) is Weyl,
and a Gauduchon metric is flat. If n > 2 and ([∇], [h]) is not exact, then b1 = 1, the
the Ricci curvature of the Gauduchon metric is positive definite on the kernel of γ and
has positive scalar curvature, and the universal cover of M equipped with the pullback of a
Gauduchon metric is isometric to a product metric on R×N where N is simply connected
and compact and equipped with a metric g which has positive Ricci curvature; if 3 ≤ n ≤ 4,
then N is diffeomorphic to Sn−1. There is induced on N an exact Riemannian Einstein AH
structure which has positive weighted scalar curvature, and for which the induced metric g
is a distinguished metric.
(3) R > 0 and either ([∇], [h]) is exact with parallel scalar curvature or ([∇], [h]) is not closed
and its scalar curvature is not parallel. In either case a Gauduchon metric has positive
Ricci curvature and M has finite fundamental group.
(4) R is somewhere positive and somewhere non-positive, n ≤ 3, ([∇], [h]) is not closed, and
for a Gauduchon metric h ∈ [h] the quantity Rh + n(n− 4)|γ|2h is a non-positive constant.
Proof. Let h ∈ [h] be a Gauduchon metric with Levi-Civita connection D and associated Fara-
day primitive γi. Integrating µγ
♯ i∇iR = γ♯ iDiRh + 2|γ|2hRh by parts and using (5.9) gives
2
´
M µγ
♯ i∇iRdvolh = 4
´
M |γ|2hRh dvolh = n
´
M |F |2h, from which it is evident that if ∇iR = 0
then Fij = 0 (the point is this holds also when n = 4); the converse is immediate from the con-
servation condition. It follows immediately from the definition and Lemma 2.6 that a Riemannian
signature Einstein AH structure on a compact n-manifold is closed if and only if its scalar curvature
is parallel; the preceeding shows this is true when n = 4 as well. By Lemma 4.3, if ([∇], [h]) is
Riemannian it is closed if and only if either ([∇], [h]) is proper and exact, or R is identically zero.
This shows that for a Riemannian signature Einstein AH structure on a compact n-manifold there
holds one of the following mutually exclusive possiblities:
• It is proper and exact with parallel scalar curvature.
• Its scalar curvature is identically zero and it is closed.
• It is not closed, and its scalar curvature is not parallel.
If R is non-positive, then by (5.15) the function |γ|2h is subharmonic, so by the maximum principle
is constant. In (5.15) this implies that either R is identically 0 and dγ = 0, which with (5.10) shows
that Dγ = 0, or that γ is identically 0 and R is somewhere negative. In the latter case R must be
parallel, and so R must be everywhere negative. Thus if R is non-positive there holds either (1) or
the first part of (2). By the trichotomy established above, if ([∇], [h]) does not satisfy either (1) or
(2) then it must be that ([∇], [h]) either is exact with positive parallel scalar curvature or ([∇], [h])
is not closed with scalar curvature which is not parallel. If R is positive, then by (2.57) and (5.11)
the Ricci curvature Rij of a Gauduchon metric is positive definite, so by Myers’ theorem M has
finite fundamental group. There remain to show that in the last case if R is neither positive nor
non-negative then it must be that there holds (4), and the structural claims for the R ≡ 0 case.
If n ≥ 4 then −2(n− 4)|γ|2 ≤ 0, so by the maximum principle applied to (5.17), Rh cannot have
a non-positive minimum unless Rh is constant. In particular, if n ≥ 4 and R is not everywhere
non-positive then it is positive. The only remaining possibility is that n ≤ 3, ([∇], [h]) is not exact,
and R is somewhere positive and somewhere non-positive. By (5.12), Rh+n(n−4)|γ|2h is a constant;
since n(n−4) < 0 and the minimum of Rh is non-positive, at a point where Rh attains its minimum,
Rh + n(n− 4)|γ|2h must be non-positive.
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Now suppose R ≡ 0. Since γ is parallel and Tij = 0, the assumption (5.14) of Theorem 5.2
is satisfied. This yields the first part of (2). Suppose ([∇], [h]) is not exact. Since γ is parallel
it is nowhere vanishing and |γ|2h is a positive constant. Let M˜ be the universal cover of M and
ρ : M˜ → M the covering projection. As in Theorem 5.5, every harmonic one-form is a multiple
of γ and ρ∗(h) is isometric to a product metric on R × N , where N is simply-connected with a
complete metric g. If n = 2 then by Lemma 5.6 there holds 0 = |L|2h|γ|2h, so |L|2h = 0, and from
(2.57) there follows R = 0, so that ([∇], [h]) is Weyl and a Gauduchon metric is flat. If n ≥ 3 then
(n − 1)(n − 2)|γ|2h > 0, so by (2.57) a Gauduchon metric has positive scalar curvature. By (2.56)
and (5.10), for any Y ∈ Γ(TM) there holds 4Y iY jRij = |i(Y )L|2h + 2(n − 2)|γ♯ ∧ Y |2h ≥ 0, with
equality if and only if Y is a multiple of γ♯, and so the Ricci curvature of h is non-negative and its
restriction to the kernel of γ is positive. The metric g˜ij on N is the restriction to N of the pullback
to N of gij = hij − |γ|−2h γiγj . Because the splitting M˜ ≃ R × N is isometric, the Ricci curvature
R˜ij of g˜ equals the restriction to N of the Ricci curvature of ρ
∗(h). By what was just shown R˜ij
is positive definite on N . Because by the de Rham decomposition theorem the induced metric g˜ is
complete, by Myers’ theorem, N is compact. In particular, if 3 ≤ n ≤ 4 then N must be a sphere,
as in Theorem 5.5.
Because ρ is a local diffeomorphism the pullback ρ∗(∇) is defined. Henceforth it will serve the
interest of readability to indicate the pullbacks via ρ of tensors on M and the original tensors
by identical notation. For example there will be written ∇ in lieu of ρ∗(∇), and there will be
written Lij k; what the latter really means is ρ∗(L)ijpρ∗(h)kp where Lijk := Lij phpk. On M˜ define
∇˜ = ∇− hijγ♯ k = D − 12Lij k − 2γ(iδj) k. If X iγi = 0 then γp∇˜iXp = γpDiXp = −XpDiγp = 0,
so that ∇˜ preserves kerγ and hence induces a connection on N , to be denoted also ∇˜. There holds
∇˜iγj = 2γiγj and it follows that
∇˜igjk = Lij phpk + 2γigjk + 2γ(jgk)i(5.18)
on M˜ . Since γpLij p = 0, Lij k restricts to a tensor on N , to be denoted LIJ K . Here temporarily
captial Latin indices are used to decorate tensors on N . For instance, (5.18) becomes ∇˜IgJK =
LIJ QgQK , since by construction γI = 0. This shows that the CP pair ([∇˜], [g]) generated on N by
∇˜ and g is an exact AH structure with cubic torsion LIJ K . Let D˜ be the Levi-Civita connection
of gIJ ; because γi is D-parallel, D˜ is obtained from D by orthogonal projection onto N along R.
Because the splitting M˜ = R×N is isometric, the identity DpLij p = 0 implies D˜QLIJ Q = 0, and so
by (2.53) and the exactness of ([∇˜], [g]), the curvature E˜IJ of ([∇˜], [g]) is zero. By (2.56) there holds
Rij =
1
4Lij+(n−2)|γ|2hgij . The Ricci curvature R˜IJ of gIJ is the restriction to N of Rij and so, by
(2.56), the curvature T˜IJ of ([∇˜], [g]) satisfies T˜IJ = R˜IJ−LIJ = (n−2)|γ|2hgIJ . This shows ([∇˜], [g])
is naive Einstein and exact with positive weighted scalar curvature (n− 1)(n− 2)|γ|2h| det g|1/(n−1).
Because ∇˜| det g| = 0, the scalar curvature is ∇˜ parallel; as ([∇˜], [g]) is exact with parallel scalar
curvature, it is Einstein. 
5.4.1. There will be needed the following theorem of M. Eastwood and P. Tod, [54].
Theorem 5.7 ([54]). If n ≥ 3, a Riemannian signature Einstein Weyl structure ([∇], [h]) for which
[h] is locally conformally flat is closed.
To prove Theorem 5.7 Eastwood-Tod write the Einstein Weyl equations in terms of the one-form
γi determined by the difference tensor of the Levi-Civita connection D of an arbitrary choice of
gauge h ∈ [h] and the aligned representative ∇ ∈ [∇]. Differentiating these equations they obtain a
closed system of linear partial differential equations in γi, Fij , and some tensors derived from them.
Suprisingly involved algebra then yields Fij = 0.
68 DANIEL J. F. FOX
Corollary 5.2. If n ≥ 3 a proper Riemmannian signature Einstein Weyl structure ([∇], [h]) for
which [h] is locally conformally flat is exact and a distinguished metric has constant sectional cur-
vature.
Proof. By Theorem 5.7, ([∇], [h]) is closed, and so by Theorem 5.6 if it is not exact (in which case
the claim is proved) then it has scalar curvature which is identically zero. 
6. Riemannian Einstein AH structures with self-conjugate curvature
The goal of this section is to prove Theorem 6.7, which is a sort of structural theorem for Rie-
mannian signature Einstein AH structures with self-conjugate curvature on a compact manifold
satisfying a certain geometric condition. The theorem and its proof are based directly on the
description of affine hyperspheres, in particular the Bernstein type results for improper affine hy-
perspheres due to K. Jo¨rgens in [76]; E. Calabi in [16], and finally A. V. Pogorelov in [112]; and
the estimates of the growth of the cubic form of elliptic and hyperbolic affine hyperspheres made
by Calabi in [19]. All these results can be reduced to a maximum principle argument relying on a
differential inequality for the Laplacian of the square of the norm of a completely symmetric tensor
satisfying a Codazzi condition which is deduced using Weitzenbo¨ck type formulas and refined Kato
inequalities for such tensors, in a manner which follows a program probably first outlined in [18],
and since realized in diverse contexts, of which [33] or [120] are perhaps representative.
While the results are needed only for completely trace-free symmetric cubic tensors, it is equally
straightforward, and perhaps conceptually clarifying, to work them out for such tensors of any rank.
In the process there are obtained some vanishing theorems for conformal Killing tensors and trace
and divergence free Codazzi tensors. It would be unsurprising were these results already known to
experts. They are analogous to the somewhat stronger vanishing theorems for symmetric tensors
on Ka¨hler manifolds obtained by S. Kobayashi in [87] and [88].
Throughout this section, in departure from the convention in effect in the rest of the paper,
indices are raised and lowered using the metric hij , when such is given.
6.1. Symmetric tensor algebra. The section begins with some background on symmetric tensors
and harmonic polynomials, some of which will not be need until section 7.
6.1.1. In this section V is a real n-dimensional vector space. Let D be the standard flat affine
connection on V and let xi be global coordinates on V such that the differentials dxi constitute
a D-parallel coframe. A function on V is a polynomial of degree k if it is in the kernel of
D(j) := D . . .D (j times) for some j ≥ 1, and k+1 is the minimum such j. Let Polk(V) be the vector
space of degree k polynomials which are also homogeneous (necessarily of degree k), and let Pol(V) =
⊕k≥0Polk(V) be the graded algebra of polynomial functions on V. Let S(V∗) := ⊕k≥0Sk(V∗) be the
graded vector space of finite linear combinations of completely symmetric covariant tensors on V.
The vector spaces Polk(V) and Sk(V∗) are canonically isomorphic. The isomorphism and its inverse
are given explicitly by
ω ∈ Sk(V∗)→ Pω ∈ Polk(V), Pω(x) := ωi1...ikxi1 . . . xik ,
P ∈ Polk(V)→ ωP ∈ Sk(V∗), ωP := 1k!D(k)P.
Equip S(V∗) with the structure of a graded algebra by pulling back the algebra structure on Pol(V).
That is, PαP β = Pα⊙β , so that, for α ∈ Sk(V∗) and β ∈ Sl(V∗), the product α ⊙ β is simply the
symmetrized tensor product (α⊙ β)i1...ik+l = α(i1...ikβik+1...ik+l).
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6.1.2. Let hij be a constant non-degenerate symmetric tensor on V, or, what is the same, a pseudo-
Riemannian metric parallel with respect to the standard flat affine connection D. Let ∆ be the h
Laplacian DiDi. Define tr (ω)i1...ik−2 = ωi1...ik−2p
p. Let Sk0 (V
∗) = Sk(V∗) ∩ ker tr be the trace-free
elements of Sk(V∗). Then ∆iPω = k(k − 1) . . . (k − 2i + 1)P tr i(ω); in particular, ω ∈ Sk0 (V∗) if
and only if ∆Pω = 0. Let Hark(V) := ker∆ ∩ Polk(V) be the subspace of degree k harmonic (or
h-harmonic, for clarity) polynomials. This terminology is used even for h of indefinite signature.
Observe that 〈DP h, DPω〉 = 2dPα(X) in which 〈 · , · 〉 is the pairing induced by h, and X is the
radial vector field generating dilations by et, so dPα(X) = kPα if α ∈ Sk(V∗). Induction shows
∆(P h)i = 2i(n+ 2(i− 1))(P h)i−1. Using these observations it is straightforward to check that the
harmonic part Har(Pω) of Pω is
Har(Pω) = Pω −
∑
i≥1
1
2ii!(n+2(k−2))...(n+2(k−i−1)) (P
h)i∆iPω.(6.1)
Define h(α) = h⊙ α. In terms of tensors (6.1) gives
tf(ω) = ω −
∑
i≥1
k(k−1)...(k−2i+1)
2ii!(n+2(k−2))...(n+2(k−i−1))h
i(tr i(ω)).(6.2)
For α ∈ Sk(V∗) and β ∈ Sl(V∗) define for 0 ≤ j ≤ min{k, l},
conj(α, β)i1 ...ik+l−2j = αq1...qj(i1...ik−jβik−j+1...jk+l−2j)
q1...qj .(6.3)
In particular, if k = l then conk(α, β) = 〈α, β〉, and the conventions are con0(α, β) = α ⊙ β and
conj(α, β) = 0 for j > min{k, l}. Observe that (k − j)!(l − j)!〈D(j)Pα, D(j)P β〉 = k!l!P conj(α,β).
In particular, for ω ∈ Sk(V∗) there holds |HessPω|2h = k2(k − 1)2P con
2(ω,ω). Expanding ∆Pα⊙β =
∆(PαP β) yields (
k+l
2
)
tr (α⊙ β) = (k2)tr (α) ⊙ β + (l2)α⊙ tr (β) + klcon(α, β),(6.4)
which is the i = 0 special case of(
k+l−2i
2
)
tr coni(α, β) =
(
k−i
2
)
coni(trα, β) +
(
l−i
2
)
coni(α, tr β) + (k − i)(l − i)coni+1(α, β).(6.5)
By an induction using (6.5) it follows that if trα = 0 = tr β then
2i
(
k+l−2i
k−i
)
coni(α, β) =
(
k+l
k
)
tr i(α⊙ β), α ∈ Sk0 (V∗), β ∈ Sl0(V∗)(6.6)
and this implies
(k − i)!(l − i)!∆iPα⊙β = 2ik!l!P coni(α,β), α ∈ Sk0 (V∗), β ∈ Sl0(V∗),(6.7)
so that ∆iPα⊙β = 2i〈D(i)Pα, D(i)P β〉. In particular
∆2Pω⊙ω = 4|HessPω|2h, for ω ∈ Sk0 (V∗).(6.8)
From con(h, α) = α, h(h) = n, and (6.4) there results for α ∈ Sk(V∗) the commutation identity(
k+2
2
)
tr h(α) =
(
k
2
)
h(trα) + (n+ 2k)α.(6.9)
Define operators E, F , and H on Sk(V∗) by E(α) = −k+12 h(α), F (α) = k2 tr (α), and H(α) =
(n2 + k)α. Then [E,F ] = H , [H,E] = 2E, and [H,F ] = −2F , so {H,E, F} generate an action
of sl(2,R) on S(V∗). Using this observation, most of the claims made in this section and the next
could be deduced from the representation theory of sl(2,R).
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6.1.3. Let S0(V
∗) = ⊕k≥0Sk0 (V∗) which is a graded subspace of S(V∗). The map tf : S(V∗) →
S0(V
∗) sending α ∈ Sk(V) to its trace-free part is a graded linear projection. If α ∈ Sk0 (V∗) then (6.9)
shows α = (k+2)(k+1)2(n+2k) tr h(α). Hence tr
ih(α) = 0 for i ≥ 2, and (6.2) gives (Id − tf)(h(α)) = h(α).
From this observation it is straightforward to deduce that the ideal Ih in (S(V
∗),⊙) generated by h
is equal to ker tf, so there is a commutative algebra structure ⊚ on S0(V
∗) induced via tf from that
on S(V∗)/Ih. This means that by definition tf(α)⊚tf(β) = tf(α⊙β) for α ∈ Sk(V∗) and β ∈ Sl(V∗).
That this is well-defined amounts to the easily verified identity tf(tf(α) ⊙ tf(β)) = tf(α ⊙ β). For
α ∈ Sk0 (V∗) and β ∈ Sl0(V∗) this product α ⊚ β = tf(α ⊙ β) is called the Cartan product. It is
straightforward, but not terribly useful, to write down an explicit formula for the Cartan product.
For example, for X ∈ V∗ and ω ∈ Sk0 (V∗),
(X ⊚ ω)i1...ik+1 = X(i1ωi2...ik+1 − kn+2(k−1)h(i1i2ωi3...ik+1)pXp.(6.10)
6.2. Differential operators on trace-free symmetric tensors.
6.2.1. If E is a bundle of tensors on M , a metric hij determines a pairing
´
M 〈α, β〉 of sections
α, β ∈ Γ(E), at least one of which is compactly supported, by integration of the complete contraction
〈α, β〉 := αi1...ikβi1...ik . If E and F are bundles of tensors and Q : Γ(E) → Γ(F ) is a differential
operator of order p, the formal adjoint Q∗ of Q is defined to be the unique differential operator
mapping Γ(F )→ Γ(E) and satisfying ´
M
〈α,Q(β)〉 = (−1)p ´
M
〈Q∗(α), β〉.
6.2.2. For any bundle E of covariant tensors on M the divergence operator div : Γ(T ∗M ⊗ E)→
Γ(E) associated to the metric h is by definition the formal adjoint D∗ of the covariant derivative
D with respect to the pairing of sections determined by integration. Explicitly div (ω)i1...ik :=
Dpωpi1...ik for ω ∈ Γ(E).
6.2.3. Because the fibers of TM and T ∗M carry canonically dual flat centroaffine structures, when
M is equipped with a metric h, there carry over unchanged to TM and T ∗M the constructions of
section 6.1 which do not involve infinite sums. By definition S(TM) (resp S0(TM)) is the graded
algebra comprising finite linear combinations of completely (trace-free) symmetric tensors with the
fiberwise multiplication ⊙ (resp. ⊚). By definition Pol(T ∗M) is the graded subalgebra of C∞(T ∗M)
comprising functions polynomial in the fibers of T ∗M and of globally bounded degree (it is this
last condition which requires comment, at least when M be not necessarily compact). One writes
Pol(T ∗M) = ⊕k≥0Polk(T ∗M), S0(TM) = ⊕k≥0Γ(Sk0 (TM)), etc., for the decompositions of these
algebras into their graded pieces.
Regarding Pol(T ∗M) as a subspace of C∞(T ∗M) it acquires a Poisson structure from the tau-
tological Poisson structure on T ∗M . The result of tranporting this Poisson structure to S(TM) is
sometimes called the symmetric Schouten bracket and is defined, for any X ∈ Γ(Sk(TM)) and
Y ∈ Γ(Sl(TM)), and any torsion-free affine connection ∇ by
{X,Y }i1...ik+l−1 = kXp(i1...ik−1∇pY ik...ik+l−1) − lY p(i1...il−1∇pX il...ik+l−1).(6.11)
If a Riemannian metric hij is given then the connection in (6.11) may be taken to be the Levi-
Civita connection D of hij , and there holds {h,X} = 2D(i1X i2...ik+1) for any X ∈ Γ(Sk(TM)) (in
the bracket {h,X} the notation h refers to the dual bivector hij). Using h, S(TM) and S(T ∗M)
are identified by index raising and lowering, and for X ∈ Γ(Sk(TM)) and ω ∈ Γ(Sk(T ∗M)) one
defines X♭i1...ik = X
j1...jkhi1j1 . . . hikjk ∈ Γ(Sk(T ∗M)) and defines ω♯ ∈ Γ(Sk(TM)) dually. Since
index raising and lowering induce symmetric algebra isomorphisms, there results on S(T ∗M) the
Poisson bracket {α, β}h defined by {α, β}h = {α♯, β♯}♭. The subscript h is included to emphasize
the dependence on h of the bracket on S(T ∗M); this matters when a conformal change of metric
is made.
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6.2.4. If hij is a Riemannian metric with Levi-Civita connection D, Let tf : Γ(S
k(T ∗M)) →
Γ(Sk0 (T
∗M)) be the h-orthogonal projection onto the completely trace-free part and define L :
Γ(Sk(T ∗M))→ Γ(Sk+1(T ∗M)) by 2L(ω) = tf{h, ω}h. Explicitly, for ω ∈ Γ(Sk(T ∗M)),
L(ω)i1...ik+1 = D(i1ωi2...ik+1) − 1n+2(k−1)
(
kh(i1i2D
pωi3...ik+1)p +
(
k
2
)
h(i1i2Di3ωi4...ik+1)p
p
)
.(6.12)
It is easily checked that L is the formal adjoint of the composition div ◦tf with respect to the pairing
of sections of Sk+1(T ∗M) determined by integration. This means that for sections α of Sk(T ∗M)
and β of Sk+1(T ∗M), at least one of which has compact support, there holds
´
M
〈L(α), β〉 dvolh =
− ´ 〈α, div tf(β)〉 dvolh. If X ∈ Γ(TM), then 2L(X♭)ij = 2D(iXj) − 2nDpXphij = tf(LXh)ij , which
motivates the notation resembling that for the Lie derivative.
6.2.5. For ω ∈ Γ(Sk0 (T ∗M)) define
K(ω)iji1...ik−1 := D[iωj]i1...ik−1 − 1n−3+k
k−1∑
s=1
his[iD
pωj]i1...ˆis...ik−1p
= D[iωj]i1...ik−1 − k−12(n−3+k)
(
hi(i1D
pωi2...ik−1)jp − hj(i1Dpωi2...ik−1)ip
)
,
(6.13)
which is the completely trace-free part of D[iωj]i1...ik−1 . Verifying the equality of the two different
expressions for the trace part of (6.13) is straightforward. The operator K is a special case of the
operator defined in (3.1).
6.2.6. The operator K maps Γ(Sk0 (T
∗M)) into trace-free (k + 1)-tensors having the symmetries
determined by the Young projector given by symmetrization over the rows followed by anti-
symmetrization over the columns of the Young diagram corresponding to the partition (n1). Thus
K(ω)iji1...ik−1 = K(ω)[ij]i1...ik−1 , K(ω)iji1 ...ik−1 = K(ω)ij(i1...ik−1), and there vanishes the skew-
symmetrization of K(ω)iji1 ...ik−1 over ij and any is. The formal adjoint K
∗ of K takes val-
ues in Γ(Sk0 (T
∗M)) and is defined by
´
M φ
iji1 ...ik−1K(ω)iji1 ...ik−1 = −
´
M K
∗(φ)i1...ikωi1...ik ; here
ω ∈ Γ(Sk0 (T ∗M)), φiji1 ...ik−1 = φ[ij]i1 ...ik−1 , and φiji1 ...ik−1) = φij(i1 ...ik−1). Explicit computation
shows that K∗(φ)i1...ik = D
pφp(i1...ik), so that K
∗K(ω)i1...ik = D
pK(ω)p(i1...ik).
6.2.7. For ω ∈ Γ(Sk0 (T ∗M)) define
T(ω)ii1...ik :=
2k
k+1K(ω)i(i1...ik),(6.14)
which is completely trace-free and satisfies T(ω)i(i1...ik) = T(ω)ii1...ik and T(ω)(i1...ik+1) = 0. Using
that there vanishes the skew-symmetrization ofK(ω)iji1 ...ik−1 over the first two indices and any other
index it can be verified that T(ω)[ij]i1...ik−1 = K(ω)iji1...ik−1 . To the Young diagram determined
by a partition is associated the Young projector given by symmetrization over the rows followed
by anti-symmetrization over the columns. The opposite Young projector associated to the same
Young diagram is given by anti-symmetrization over the rows followed by symmetrization over the
columns. The representations determined by the Young projector associated to a partition and the
opposite Young projector associated to the conjugate partition are isomorphic. Writing explicitly
such an isomorphism for the Young projector associated to the partition (n1) and the opposite
Young projector associated to the conjugate partition (21 . . .1) yields T(ω).
The formal adjoint T∗ is defined analogously to K∗. If φii1...ik = φi(i1...ik) and φ(ii1...ik) = 0 let
Ψ(φ)iji1...ik−1 =
2k
k+1φ[ij]i1...ik−1 . Using that Ψ(φ)i(i1...ik) = φii1...ik and the explicit expression for
K∗, it can be verified that K∗(Ψ(φ)) = div (φ). From the definitions of formal adjoints it follows that
T∗(φ) = K∗(Ψ(φ)), so T∗ equals div (acting on the appropriate space of tensors). A straightforward
computation shows that T∗T(ω) = (2k/(k + 1))K∗K(ω).
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6.2.8. Let h˜ij = fhij be conformally related pseudo-Riemannian metrics. The Levi-Civita con-
nections are related by D˜ = D + 2σ(iδj)
k − hijσk in which 2σi = d log fi and σi = hipσp. Write
σL(Z)(φ) for the symbol of L applied to the vector Z
i and φ ∈ Γ(Sk0 (T ∗M)), and similarly for K
and div . The Cartan product arises naturally in the symbols of differential operators. For example,
σL(Z)(φ) = Z ⊚φ. The transformations of Dω, K(ω), etc. under a conformal change of metric are
given by specializing (3.2) for a metric connection. For ω ∈ Γ(Sk0 (T ∗M)) there hold
Lh˜(ω) = Lh(ω)− 2kσL(σ♯)(ω), Kh˜(ω) = Kh(ω) + (1 − k)σK(σ♯)(ω),(6.15)
so that L and K are conformally invariant in the sense that for 0 < f ∈ C∞(M) there hold
Lh˜(f
kω) = fkLh(ω), Kh˜(f
(k−1)/2ω) = f (k−1)/2Kh(ω).(6.16)
This means that L and K are conformally invariant if interpreted as operators on tensors of appro-
priate c-weights. In fact the operator F of Lemma 3.1 is simply K interpreted in this way, and this
remark points to the reason for studying K here.
Define L♯ : Γ(Sk0 (TM))→ Γ(Sk+10 (TM)) by L♯(X) = L(X♭)♯. Then (6.16) is equivalent to the
invariance fL♯
h˜
(X) = L♯h(X), so that while L
♯ depends on h, the subspace kerL♯ ∩ Γ(Sk0 (TM))
does not. Elements of kerL♯ ∩ Γ(Sk0 (TM)) are conformal Killing tensors of rank k. Define
CK(TM, [h]) = ⊕k≥0 kerL♯ ∩ Γ(Sk0 (TM)) ⊂ S0(TM) to be the subspace of S0(TM) comprising
finite linear combinations of conformal Killing tensors. Except in ranks one and two conformal
Killing tensors are not so well studied as are their skew-symmetric counterparts the conformal
Killing forms, for which [123] is a good starting point. Probably their most natural occurence is as
the symbols of symmetries of the Laplacian, for this and more background see M. Eastwood’s [53].
Some other representative references are [135] and [113]. Theorem 6.1 shows that CK(TM, [h]) is
a subalgebra of S0(TM) with respect to the Cartan multiplication. Although this will not be used
in the sequel, it fits naturally into the discussion at this point.
Theorem 6.1. Given a metric h the associated operator L is a derivation with respect to the
Cartan multiplication on S0(T
∗M), which means that for α ∈ Γ(Sk0 (T ∗M)) and β ∈ Γ(Sl0(T ∗M))
there holds
L(α⊚ β) = L(α) ⊚ β + α⊚ L(β).(6.17)
The subspace CK(TM, [h]) ⊂ S0(TM) is a subalgebra with respect to the Cartan multiplication.
Proof. There is γ ∈ Γ(Sk+l−2(T ∗M)) such that (Id−tf)(α⊙β) = h(γ), so tf{h, α⊙β−tf(α⊙β)}h =
tf{h, h⊙ γ}h = tf(h⊙ {h, γ}h) = 0. This gives the third equality in
2L(α⊚ β) = tf{h, α⊚ β}h = tf{h, tf(α⊙ β)}h = tf{h, α⊙ β}h = tf ({h, α}h ⊙ β + α⊙ {h, β}h)
= tf({h, α}h)⊚ β + α⊚ tf({h, β}h) = 2L(α)⊚ β + 2α⊚ L(β),
in which the penultimate equality holds because the graded linear map tf : (S(T ∗M),⊙) →
(S0(T
∗M),⊚) is a homomorphism. This shows CK(T ∗M,h) = ⊕k≥0 kerL ∩ Γ(Sk0 (T ∗M)) ⊂
S0(T
∗M) is a subalgebra of S0(T ∗M) under Cartan multiplicaiton. While CK(T ∗M,h) depends on
the choice of h, it is linearly isomorphic to CK(T ∗M, efh) by the graded linear map sending ωi1...ik
to fkωi1...ik , and both are are identified with CK(TM, [h]) via index raising, so L
♯ is a derivation
of S0(TM) with kernel equal to the subalgebra CK(M, [h]). 
6.2.9. Define ih : Γ(S
k−1
0 (T
∗M))→ Γ(T ∗M ⊗ Sk0 (T ∗M)) by
ih(ω)ii1...ik =
k(n+2(k−2))
(n−3+k)(n+2(k−1))hi(i1ωi2...ik) +
k(1−k)
(n−3+k)(n+2(k−1))h(i1i2ωi3...ik)i.(6.18)
The properties characterizing the injective linear map ih are that is image is contained in Γ(T
∗M ⊗
Sk0 (T
∗M)) (rather than Γ(T ∗M ⊗ Sk(T ∗M))) and that the non-trivial traces of ih(ω) equal ω.
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6.2.10. If ω ∈ Γ(Sk0 (T ∗M)) then Dω will have a pure trace part, and parts in the submodules of
Γ(Sk+10 (T
∗M)) with symmetries corresponding to the partitions (n + 1) and (n1). The following
describes explicitly the decomposition of Dω into these parts. For ωi1...ik ∈ Sk(T ∗M) there holds
Diωi1...ik = D(iωi1...ik) +
2
k+1
k∑
s=1
D[iωis]i1...ˆis...ik .(6.19)
Substituting into (6.19) the definitions of L(ω) and K(ω) and simplifying the trace terms yields
Dω = L(ω) + T(ω) + ih(div (ω)).(6.20)
It is straightforward to check that the righthand sides of (6.19) and (6.20) are the same modulo
pure trace terms. On the other hand from the properties characterizing ih it follows that the traces
of the righthand sides of (6.19) and (6.20) are the same. This verifies (6.20). Contracting (6.20)
with Diωi1...ik gives
|Dω|2 = |L(ω)|2 + |T(ω)|2 + k(n+2(k−2))(n−3+k)(n+2(k−1)) |div (ω)|2
= |L(ω)|2 + 2kk+1 |K(ω)|2 + k(n+2(k−2))(n−3+k)(n+2(k−1)) |div (ω)|2.
(6.21)
It is immediate from (6.21) that kerD∩Γ(Sk0 (T ∗M)) = kerL∩kerK∩ker div ∩Γ(Sk0 (T ∗M)). The
parallel tensors (those in kerD ∩ Γ(Sk0 (T ∗M))) play the role played by constant functions in the
scalar elliptic theory.
6.3. Curvature operator on trace-free symmetric tensors.
6.3.1. Let Yijkl be a tensor of metric curvature type, with Ricci trace Yij = Ypij
p, and assume
Y[ij] = 0. Define the action of Yijkl on an arbitrary rank k covariant tensor ωi1...ik by
kY(ω)i1...ik =
k∑
s=1
Ypisωi1...is−1
p
is+1...ik −
∑
r 6=s
Ypirisqωi1...ir−1
p
ir+1...is−1
q
is+1...ik .(6.22)
The endomorphism Y is evidently symmetric in the sense that if ω, µ ∈ Sk0 (T ∗M) then 〈µ,Y(ω)〉 =
〈ω,Y(µ)〉. When k = 1 then Y(ω) is simply the endomorphism of T ∗M induced by the Ricci trace,
Y(ω)i = Yi
pωp. For ω ∈ Sk0 (T ∗M) let QY(ω) := 〈ω,Y(ω)〉 be the quadratic form determined by
Y(ω).
It is proved on page 27 of [97] that Y commutes with taking traces on any pair of indices (in [97]
the proof is given for R, but the claim requires only that Y have metric curvature symmetries). If
ω ∈ Γ(Sk(T ∗M)) then
Y(ω)i1...ik = Yp(i1ωi1...ik)
p + (1 − k)Yp(i1i2 qωi3...ik)q p.(6.23)
Note also that Y(h) = 0. This generalizes to the statement that h commutes with Y in the following
sense.
Lemma 6.1. For ω ∈ Γ(Sk(T ∗M)) let hr,s(ω)i1...ik+2 = hirisωi1...ˆir ...ˆis...ik+2 . Then
(k + 2)Y(hr,s(ω)) = khr,s(Y(ω)).(6.24)
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Proof. Relabeling the indices it suffices to consider r = 1 and s = 2. Then
k+2∑
s=1
Ypish1,2(ω)i1...is−1
p
is+1...ik+2 = 2Yi1i2ωi3...ik+2 + hi1i2
k+2∑
s=3
Ypisωi3...is−1
p
is+1...ik+2 ,∑
r 6=s
Ypir is
qh1,2(ω)i1...ir−1
p
ir+1...is−1
q
is+1...ik+2 = −2Yi1i2ωi3...ik+2
+
k∑
s=3
Yi2i1is
qωi3...is−1qis+1...ik+2 +
k∑
s=3
Yi1i2is
qωi3...is−1qis+1...ik+2
+ hi1i2
∑
r 6=s,r≥3,s≥3
Ypirisqωi3...ir−1
p
ir+1...is−1
q
is+1...ik+2 .
which together show (6.24). 
6.3.2. Any tensor Yijkl with symmetries of metric curvature type determines a symmetric en-
domorphism of Γ(S2(T ∗M)) defined by aij → Yipjqapq. In general this endomorphism does not
preserve the subspace Γ(S20(T
∗M)). If Y(ij) = Yij = Ypij p then the modified endomorphism
aij → Y(a)ij := apq(Yipjq + Yp(ihj)q) restricts to a symmetric endomorphism of S20(T ∗M).
6.3.3. Let Rijk
l be the curvature tensor of D. The curvature of the induced connection on
Sk0 (T
∗M) is given by 2D[iDj]ωi1...ik = −kRij(i1 pωi2...ik)p. Tracing this in i and ir yields
DpDirωi1...ir−1
p
ir+1...ik −DirDpωi1...ir−1 p ir+1...ik
= Rpirωi1...ir−1
p
ir+1...ik −
∑
s6=r
Rqirispωi1...ir−1
p
ir+1...is−1
q
is+1...ik ,
and summing this in r gives
2
k∑
r=1
D[pDir ]ωi1...ir−1
p
ir+1...ik = kR(ω)i1...ik .(6.25)
Since taking traces commutes with D, (6.25) gives a simple proof that R commutes with traces.
6.3.4. For a section ω of a bundle E of covariant tensors let QY(ω) := 〈ω,Y(ω)〉 be the quadratic
form on Γ(E) corresponding to the symmetric endomorphism Y. Say that QY is positive, non-
negative, zero, negative, non-negative, etc. on E if QY(ω) > 0, QY(ω) ≥ 0, etc. for all
ω ∈ Γ(E). That QY be positive (etc.) on T ∗M means simply that Yij is positive (etc.) on T ∗M .
6.3.5. The tensor Hijkl :=
2
n(n−1)hl[ihj]k is of metric curvature tensor type, and so determines an
operator H and an associated quadratic form QH defined in the same way as Y and QY. For any
ω ∈ Γ(⊗kT ∗M) there holds
kH(ω)i1...ik =
k(n+k−2)
n(n−1) ωi1...ik − 1n(n−1)
∑
r 6=s
hirisωi1...ir−1pir+1...is−1
p
is+1...ik .(6.26)
It follows that kQH(ω) =
k(n+k−2)
n(n−1) |ω|2h − 1n(n−1)
∑
r 6=s |tr rs(ω)|2h, in which tr rs(ω) indicates the
trace on the r and s slots. In particular, the quadratic form QH is positive on any bundle of
completely trace-free tensors. In fact it seems likely that QH is positive on any bundle of tensors
(it is not hard to check this for tensors of rank 2 and 3), but a proof of this seems to require an
excursion into calculating weights that would take too much space to develop here.
That h have constant sectional curvature 2Rn(n−1) is exactly the statement Rijkl = RHijkl . Since
QH(ω) =
n+k−2
n(n−1) |ω|2 it follows that if h has constant sectional curvature, then QR is positive, zero,
or negative on any bundle of completely trace-free tensors according to whether the curvature of h
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is positive, zero, or negative. When n = 2 then 2QR(ω) = kR|ω|2 for ω ∈ Γ(Sk0 (T ∗M)), so QR is
positive, negative, etc. on Sk0 (T
∗M) if and only if the scalar curvature has the same property.
6.3.6. Let X1, X2, X3, X4 ∈ Γ(TM). Then
4〈R(X1 ⊚X2), X3 ⊚X4〉 =− 2〈R(X1, X3)X4, X2〉 − 2〈R(X2, X3)X4, X1〉
+ Ric(X3, X1)〈X4, X2〉+ Ric(X3, X2)〈X4, X1〉
+ Ric(X4, X1)〈X3, X2〉+ Ric(X4, X2)〈X3, X1〉.
(6.27)
The same identity holds with R replaced by any metric curvature tensor Y having symmetric Ricci
trace. For such a Y there follows from (6.27) that for X,Y ∈ Γ(TM),
QY(X ⊚ Y ) = − 12X iY jXkY lYijkl + 12 〈X,Y 〉YpqXpY q + 14 |X |2YpqY pY q + 14 |Y |2YpqXpXq
= − 12X iY jXkY lYijkl + 12 (〈X,Y 〉 − |X ||Y |)YpqXpY q + 14QY(|Y |X + |X |Y )
= − 12X iY jXkY lYijkl + 12 (〈X,Y 〉+ |X ||Y |)YpqXpY q + 14QY(|Y |X − |X |Y ).
(6.28)
In particular, QY(X ⊚X) = |X |2YpqXpXq = |X |2QY(X). This shows that if QY is positive, non-
negative, etc. on S20(T
∗M), then it has the same property on T ∗M . In particular, if QR is positive,
etc. on S20(T
∗M), then the Ricci curvature is positive, etc. If X,Y ∈ Γ(TM), let
κ(X,Y ) := − 〈R(X,Y )X,Y 〉|X|2|Y |2−〈X,Y 〉 = − 2〈R(X,Y )X,Y 〉|X∧Y |2 ,
denote the sectional curvature of the span of X and Y . For Y = R, equation (6.28) can be rewritten
as
4QR(X ⊚ Y ) = κ(X,Y )|X ∧ Y |2 + |Y |2Ric(X,X) + |X |2Ric(Y, Y ) + 2〈X,Y 〉Ric(X,Y )
= κ(X,Y )|X ∧ Y |2 + QR(|Y |X + |X |Y )− 2(|X ||Y | − 〈X,Y 〉)Ric(X,Y )
= κ(X,Y )|X ∧ Y |2 + QR(|Y |X − |X |Y ) + 2(|X ||Y |+ 〈X,Y 〉)Ric(X,Y ).
(6.29)
Similarly,
4〈R(X ⊚X), Y ⊚ Y 〉 = −2κ(X,Y )|X ∧ Y |2 + 4〈X,Y 〉Ric(X,Y ).(6.30)
In particular, if X and Y are orthogonal and of unit norm, then
4QR(X ⊚ Y ) = 2κ(X,Y ) + Ric(X,X) + Ric(Y, Y ),
4〈R(X ⊚X), Y ⊚ Y 〉 = −4κ(X,Y ),
4QR(X ⊚X) = 4Ric(X,X).
(6.31)
Let ω be an arbitrary element of Γ(S20(T
∗M)). There can be chosen an h-orthonormal local frame
Xα in TM with respect to which ω has the form ω =
∑n
α=1 λαXα ⊚ Xα for some λα ∈ R. Let
καβ = κ(Xα, Xβ). From (6.31) and Ric(Xα, Xα) =
∑
β καβ , there follows
2QR(ω) = 2
∑
α
λ2αQR(Xα ⊚Xα) + 2
∑
α6=β
λαλβ〈R(Xα ⊚Xα), Xβ ⊚Xβ〉
= 2
∑
α
λ2α
∑
β
καβ − 2
∑
α,β
λαλβκαβ =
∑
α6=β
(λα − λβ)2καβ .
(6.32)
The conclusions are all easily deduced from this equality and the following observation. Note nXα⊚
Xα = (n−1)Xα⊗Xα−
∑
γ 6=αXγ⊗Xγ . It follows that ω =
∑n
α=1 λαXα⊚Xα =
∑n
α=1 µαXα⊗Xα
with nµα = (n− 1)λα −
∑
γ 6=α λγ . There hold
∑n
α=1 µα = 0 and µα − µβ = λα − λβ . Hence if all
the λα are equal the same is true for the µα, which implies all the µα are 0, and hence that ω = 0.
Thus ω = 0 if and only if the λα are all equal. A computation shows that n|ω|2h = n
∑n
α=1 µ
2
α =∑
α6=β(λα − λβ)2. From (6.32) it follows that a bound on the sectional curvatures of h implies a
bound on QR(ω), e.g. if the sectional curvatures are bounded from below by −a2 (resp. above by
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a2) then 2QR(ω) ≥ −a2n|ω|2 (resp. 2QR(ω) ≤ a2n|ω|2). Suppose are constants so that the sectional
curvatures of h satisfy A ≤ infx∈M infL⊂Gr(2,TxM) κ(L) ≤ supx∈M supL⊂Gr(2,TxM) κ(L) ≤ B where
κ(L) denotes the sectional curvature of the two-dimensional subspace L ⊂ Gr(2, TxM). Then
(6.32) shows that as quadratic forms on S20(T
∗M) there holds Qn(n−1)AH ≤ 2QR ≤ Qn(n−1)BH. In
particular this implies Lemma 6.2, which is essentially Theorem 6.1 of [8] (wherein only the positive
case is stated).
Lemma 6.2. If the Riemannian metric h has (strictly) negative, non-positive, (strictly) positive,
or non-negative sectional curvature then QR has the same property on S
2
0(T
∗M).
It follows, for example, that positive sectional curvature implies QR is positive on S
2
0(T
∗M),
which implies positive Ricci curvature, but it is evident from (6.32) that it is unlikely that in
general either of these implications is reversible. More precisely, the non-negativity of the coefficients
(λα − λβ)2 means that a sign condition on the sectional curvatures results in a sign condition for
QR on S
2
0(T
∗M). However, a collection of n(n − 1)/2 real numbers of the form (λα − λβ)2 is not
an arbitrary collection of non-negative numbers. For example, let a, b, c ∈ R and let x, y, and z
be non-negative real numbers such that x2 = (a − b)2, y2 = (b − c)2, and z2 = (c − a)2. Then
(x + y − z)(x − y + z)(−x+ y + z) = 0. A vector having a negative coordinate but positive inner
product with (x2, y2, z2) is given by (x−1, y−1, λz−1) for any 0 > λ > −1. The point here is simply
that, for example, the positivity of QR on S
2
0(T
∗M) does not in any obvious way imply the positivity
of the sectional curvature for purely numerical reasons; if there were to be such an implication, it
would have its origins in geometrical considerations.
This suggests that although one does not feel that one understands geometrically an algebraic
condition such as the positivity of QR on S
2
0(T
∗M), such a condition is a reasonable condition in
its own right, just as is a condition such as the positivity of isotropic curvature.
6.3.7. When n > 2, QR can be rewritten in terms of the conformal Weyl and Schouten tensors
Wijk
l and Wij . Namely,
QR(ω) = QW(ω) +
n+2(k−2)
n−2 Rp
qωqi1...ik−1ω
pi1...ik−1 + 1−k(n−1)(n−2)R|ω|2h
= QW(ω)− (n+ 2(k − 2))Wp(i1ωi2...ik) pωi1...ik + 12(n−1)R|ω|2h
= QW(ω)− (n+ 2(k − 2)){W}p(i1ωi2...ik) pωi1...ik + n−2+kn(n−1)R|ω|2h.
(6.33)
If the Ricci curvature is bounded from below, Rij ≥ cnhij , (resp. above, Rij ≤ cnhij) then QR(ω) ≥
QW(ω)+
n+k−2
(n−1)(n−2)c|ω|2 (resp. QR(ω) ≤ QW(ω)+ n+k−2(n−1)(n−2)c|ω|2). It follows that on a conformally
flat manifold QR is positive, non-negative, zero, negative, etc. according to whether the Ricci tensor
has the corresponding property. For Einstein metrics understanding QR reduces to understanding
QW. Evidently stronger results can only be obtained when there is further control of the term
QW(ω).
6.4. Weitzenbo¨ck type identities for trace-free symmetric tensors.
6.4.1. For ω ∈ Γ(Sk0 (T ∗M)) straightforward computations using the Ricci identity and (6.12) show
Ldiv (ω)i1...ik = D(i1D
pωi2...ik)p +
1−k
(n+2(k−2))h(i1i2D
pDqωi3...ik)pq,(6.34)
k+1
k divL(ω) =
n+2(k−2)
n+2(k−1)Ldiv (ω) +
1
k∆hω + R(ω).(6.35)
Contracting (6.20) with Di and using (6.34) gives
∆hω = divL(ω) +
k(n+2(k−2))
(n−3+k)(n+2(k−1))Ldiv (ω) +
2k
k+1K
∗K(ω),(6.36)
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in which has been used DpK(ω)p(i1...ik) = K
∗K(ω)i1...ik . Solving (6.35) for ∆hω and substituting
the result into (6.36) yields
R(ω) = divL(ω)− (n−2+k)(n+2(k−2))(n−3+k)(n+2(k−1))Ldiv (ω)− 2k+1K∗K(ω).(6.37)
Equation (6.35) and (6.37) are the analogues of Equations (2.8) and (2.9) of [123]. Rewriting (6.36)
in two different ways using (6.35) gives
∆hω +
k
n−2+kR(ω) =
n+2(k−1)
n−2+k divL(ω) +
2k(n−3+k)
(k+1)(n−2+k)K
∗K(ω)(6.38)
∆hω − R(ω) = n+2(k−2)n−3+k Ldiv (ω) + 2K∗K(ω).(6.39)
Contracting each of (6.38) and (6.39) with ωi1...ik yields the Weitzenbo¨ck identities
1
2∆h|ω|2 = |Dω|2 + n+2(k−1)n−2+k 〈ω, divL(ω)〉+ 2k(n−3+k)(k+1)(n−2+k) 〈ω,K∗K(ω)〉 − kn−2+kQR(ω),(6.40)
1
2∆h|ω|2 = |Dω|2 + n+2(k−2)n−3+k 〈ω,Ldiv (ω)〉+ 2〈ω,K∗K(ω)〉+ QR(ω).(6.41)
On a compact manifold integrating either (6.40) or (6.41) by parts against the Riemannian volume
volh and using (6.21) to simplify the result gives
2
k+1
ˆ
M
|K(ω)|2 + (n−2+k)(n+2(k−2))(n−3+k)(n+2(k−1))
ˆ
M
|div (ω)|2 −
ˆ
M
|L(ω)|2 =
ˆ
M
QR(ω).(6.42)
The identity (6.42) generalizes the usual integrated Bochner identities for harmonic one-forms and
conformal Killing vector fields.
Theorem 6.2. Let h be a Riemannian metric on a compact manifold M of dimension n > 2. If QR
is non-negative on Sk0 (T
∗M) then any ω ∈ Γ(Sk0 (T ∗M))∩kerK∩ker div is parallel. If moreover QR
is at some point of M strictly positive on Sk0 (T
∗M) then Γ(Sk0 (T
∗M))∩kerK∩ker div = {0}. If QR
is non-positive on Sk0 (T
∗M) then any rank k conformal Killing tensor is parallel, and if, moreover,
QR is at some point of M strictly negative on S
k
0 (T
∗M), then any rank k conformal Killing tensor
is identically zero.
Proof. Throughout the proof ω ∈ Γ(Sk0 (T ∗M)). If ω ∈ kerK ∩ ker div and QR ≥ 0 then (6.42)
shows that ω ∈ kerL and from (6.21) it follows that Dω = 0. If moreover QR is somewhere positive
then (6.41) shows ω ≡ 0. If ω ∈ kerL and QR ≤ 0 then (6.42) shows that ω ∈ kerK ∩ ker div
and from (6.21) it follows that Dω = 0. If, moreover, QR is somewhere negative then (6.40) shows
ω ≡ 0. 
6.4.2. For α ∈ R define a formally self-adjoint second order elliptic differential operator α on
Γ(Sk0 (T
∗M)) by αω = ∆hω+αR(ω). Let M be a compact manifold. Define a functional Cα with
arguments a Riemannian metric hij and a tensor ω ∈ Γ(Sk0 (T ∗M)) by
Cα(h, ω) :=
ˆ
M
(|L(ω)|2h − αQR(ω)) dvolh = − ˆ
M
〈ω,αω〉 dvolh.
For fixed h the first variation of Cα(h, ω) in ω yields the equation αω = 0. Lemma 6.3 essentially
amounts to the observation that for −1 ≤ α ≤ kn−2+k the functional Cα(h, ω) is non-negative.
Lemma 6.3. For a Riemannian metric h on a compact manifold M of dimension n ≥ 2 there hold
(1) If α = −1 then kerα ∩ Γ(Sk0 (T ∗M)) = kerK ∩ ker div ∩ Γ(Sk0 (T ∗M)).
(2) If −1 < α < kn−2+k then kerα ∩ Γ(Sk0 (T ∗M)) = kerD ∩ Γ(Sk0 (T ∗M)).
(3) If α = kn−2+k then kerα ∩ Γ(Sk0 (T ∗M)) = kerK ∩ kerL ∩ Γ(Sk0 (T ∗M)).
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Proof. By (6.39) there holds
αω = (1 + α)divL(ω) +
(n+2(k−2))(k−α(n−2+k))
(n−3+k)(n+2(k−1)) Ldiv (ω) +
2(k−α)
k+1 K
∗K(ω)(6.43)
from which one of the inclusions in each of the claims is obvious (this does not use the compactness
of M). If M is compact and ω ∈ ker∩ Γ(Sk0 (T ∗M)) then integrating the righthand side of (6.43)
gives
0 =
ˆ
M
(
(1 + α)|L(ω)|2h + (n+2(k−2))(k−α(n−2+k))(n−3+k)(n+2(k−1)) |div (ω)|2h + 2(k−α)k+1 |K(ω)|2h
)
dvolh,
from which the opposite inclusions follow. 
The special case of α for α = −1 acting on sections of S20(T ∗M) was studied by J. Simons in
[125], and this case of Lemma 6.3 is given in section 6.c of [8]. The operator −1 plays an important
role in Section 6.5.
The Lichnerowicz Laplacian ∆L defined on page 27 of [97] is the formally self-adjoint operator
which acts on an arbitary rank k covariant tensor ωi1...ik by −∆hω+kR(ω). The linearization of the
Ricci curvature of the metric h at the symmetric two-tensor aij is δRich(a)ij =
1
2∆Laij+D(iD
paj)p.
On differential forms the Lichnerowicz Laplacian restricts to the usual Hodge Laplacian. Since R
and ∆h commute with taking traces, the Lichnerowicz operator restricts to −−k on Γ(Sk0 (T ∗M)).
6.4.3. Refined Kato inequalities.
Lemma 6.4. Let M be an n-dimensional manifold with a Riemannian metric h having Levi-
Civita connection D, and let φi1...ik ∈ Γ(Sk0 (T ∗M)). If φ ∈ Γ(Sk0 (T ∗M)) ∩ kerK ∩ ker div (that is
D[iφj]i1...ik−1 = 0) then where |φ|2 6= 0 there holds
|d|φ||2 ≤ n−2+kn+2(k−1) |Dφ|2.(6.44)
If φ ∈ Γ(Sk0 (T ∗M)) ∩ kerL ∩ kerdiv (that is D(i1φi2...ik+1) = 0) then where |φ|2 6= 0 there holds
|d|φ||2 ≤ kk+1 |Dφ|2.(6.45)
If φ ∈ Γ(Sk0 (T ∗M)) ∩ kerL ∩ kerK (that is Dφ is pure trace) then where |φ|2 6= 0 there holds
|d|φ||2 ≤ kn+2(k−1) |Dφ|2.(6.46)
Proof. The inequality (6.44) generalizes the estimate for the second fundamental form of a minimal
hypersurface proved in [120]. With a 1 in place of n+k−2n+2(k−1) , it follows from the Cauchy-Schwarz
inequality, and is known as a Kato inequality. The estimates (6.44)-(6.46) are refined Kato
inequalities in the sense of [25] and [15], and can be deduced from the results in either of those
papers. In particular the results of Section 6 of [25] include the present lemma, and the discussion at
the very end of Section 6 of [25] gives the explicit constants of (6.44)-(6.46) for the cases k = 1, 2.
To keep the exposition self-contained, here a direct proof of (6.44)-(6.46) is given following the
general procedure described in the introduction of [15].
Recall that σL(Z)(φ) is the symbol of L applied to the vector Z
i and φ ∈ Γ(Sk0 (T ∗M)), and
similarly for K and div . Write (i(Z)φ)i1...ik−1 = Z
pφpi1...ik−1 and define |i(Z)φ|2, |φ|2, |Φ|2, etc. by
contracting indices using hij . Take Zi to be unit norm in what follows. Straightforward computa-
tions show
|σL(Z)(φ)|2 = 1k+1 |φ|2 + k(n+2(k−2))(k+1)(n+2(k−1)) |i(Z)φ|2.(6.47)
|σK(Z)(φ)|2 = 12
(|φ|2 − |i(Z)φ|2)+ k−12(3−n−k) |i(Z)φ|2 = 12 |φ|2 + n+2(k−2)2(3−n−k) |i(Z)φ|2.(6.48)
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When k = 1 and n = 2 the coefficient of the pure trace terms in (6.48) should be understood in a
limiting sense. The non-negativity of |σK(Z)(φ)|2 in (6.48) yields
n+2(k−2)
n−3+k |i(Z)φ|2 ≤ |φ|2.(6.49)
Together (6.47) and (6.49) give
|σL(Z)(φ)|2 ≤ 1k+1 |φ|2 + k(n−3+k)(k+1)(n+2(k−1)) |φ|2 = n−2+kn+2(k−1) |φ|2.(6.50)
Contracting (6.20) with σD(Z)(ω) shows
1
2Z
idi|φ|2 = Ziφi1...ikDiφi1...ik = 〈σD(Z)(φ), Dφ〉
= 〈σL(Z)(φ),L(φ)〉 + 2kk+1 〈σK(Z)(φ),K(φ)〉 + k(n+2(k−2))(n−3+k)(n+2(k−1)) 〈i(Z)φ, div (φ)〉,
≤ |σL(Z)(φ)||L(φ)| + 2kk+1 |σK(Z)(φ)||K(φ)| + k(n+2(k−2))(n−3+k)(n+2(k−1)) |i(Z)φ||div (φ)|,
(6.51)
in which angled brackets denote the inner product given by hij , and the inequality is simply that
of Cauchy-Schwarz.
Suppose φ ∈ Γ(Sk0 (T ∗M))∩ kerK∩ ker div . By (6.21) there holds |Dφ|2 = |L(φ)|2. Substituting
this and (6.50) into (6.51) gives
|φ|2|Zidi|φ||2 = 14 |Zidi|φ|2|2 ≤ |σL(Z)(φ)|2|L(φ)|2 = |σL(Z)(φ)|2|Dφ|2 ≤ n−2+kn+2(k−1) |φ|2|Dφ|2.
This holds for all unit norm Zi, so shows (6.44).
Suppose φ ∈ Γ(Sk0 (T ∗M)) ∩ kerL ∩ ker div . By (6.21) there holds |Dφ|2 = 2kk+1 |K(φ)|2, and by
(6.48) there holds 2|σK(Z)(φ)|2 ≤ |φ|2. In (6.51) these give
|φ|2|Zidi|φ||2 = 14 |Zidi|φ|2|2 ≤ ( 2kk+1 )2|σK(Z)(φ)|2|K(φ)|2 = 2kk+1 |σK(Z)(φ)|2|Dφ|2 ≤ kn+1 |φ|2|Dφ|2.
This holds for all unit norm Zi, so shows (6.45).
Suppose φ ∈ Γ(Sk0 (T ∗M)) ∩ kerL ∩ kerK. There holds |Dφ|2 = k(n+2(k−2))(n−3+k)(n+2(k−1)) |div (φ)|2 by
(6.21). With (6.49) in (6.51) this gives
|φ|2|Zidi|φ||2 = 14 |Zidi|φ|2|2 ≤
(
k(n+2(k−2))
(n−3+k)(n+2(k−1))
)2
|i(Z)φ|2|div (φ)|2
= k(n+2(k−2))(n−3+k)(n+2(k−1)) |i(Z)φ|2|Dφ|2 ≤ kn+2(k−1) |φ|2|Dφ|2.
This holds for all unit norm Zi, so shows (6.46). 
Remark 6.1. It can be proved that when n = 2 the inequalities (6.44), (6.45), and (6.46) are in fact
equalities. Since in the two-dimensional case stronger results are available using Riemann-Roch,
and attention here is focused on the case n > 2, the proof is omitted.
Remark 6.2. The proof of Lemma 6.4 shows that if φ ∈ Γ(Sk0 (T ∗M)) then the largest eigenvalue
µ of the symmetric two-tensor φij := φia1...ak−1φj
a1...ak−1 satisfies µ ≤ n−3+kn+2(k−2) |φ|2. By (6.49) for
any vector field X i there holds X iXjφij = |i(X)φ|2 ≤ n−3+kn+2(k−2) |φ|2|X |2, which suffices to show
the claim. This means φij ≤ n−3+kn+2(k−2) |φ|2hij . In particular, for any AH structure there holds
Lij ≤ nn+2LHij .
6.4.4. Let ω ∈ Γ(Sk0 (T ∗M)). Wherever |ω| > 0 there holds
1
2λ |ω|2(1−λ)∆h|ω|2λ = 12∆h|ω|2 + 2(λ− 1)|d|ω||2.(6.52)
Combining (6.52) with (6.4) and the equations (6.36), (6.40), and (6.41) yields
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Lemma 6.5. Let h be a Riemannian metric on a manifold M of dimension n > 2 and let ω ∈
Γ(Sk0 (T
∗M)). Then wherever ω 6= 0 there hold
|ω|(n+2(k−1))/(n−2+k)∆h|ω|(n−2)/(n−2+k) ≥ n−2n−2+kQR(ω), if ω ∈ kerK ∩ kerdiv ,(6.53)
|ω|(k+1)/k∆h|ω|(k−1)/k ≥ 2(k−1)k+1 〈ω,K∗K(ω)〉, if ω ∈ kerL ∩ ker div ,(6.54)
|ω|(n+2(k−1))/k∆h|ω|(2−n)/k ≤ n−2n−2+kQR(ω), if ω ∈ kerK ∩ kerL.(6.55)
Remark 6.3. A number of classical results are contained in the estimates leading to Lemma 6.5.
Here are mentioned a few typical ones. Suppose h is flat and f ∈ C∞(M) is harmonic. Then it is
easy to check that ωi1...ik := Di1 . . . Dikf is in Γ(S
k
0 (T
∗M)) ∩ kerK ∩ kerdiv . By Lemma 6.5 the
function |ω|p is subharmonic for all p ≥ (n− 2)/(n− 2 + k). For the flat Euclidean connection on
Rn and k = 1 this is Theorem A of [126], and for k > 1 it is Theorem 1 of [27]. In the opposite
direction, Theorem 2(b) of [127] shows that on flat Euclidean space the best p for which |ω|p is
subharmonic is (n− 2)/(n− 2+ k), and Theorem 2(a) of [127] shows that on flat Euclidean space,
given any section ω of Sk0 (T
∗M) there is around every point a neighborhood U and a harmonic
function f ∈ C∞(U) such that on U there holds ωi1...ik = Di1 . . .Dikf .
If f ∈ C∞(M) is harmonic then df ∈ kerK ∩ kerdiv , and Lemma 6.5 shows that (n −
1)|df |n/(n−1)∆h|df |(n−2)/(n−1) ≥ (n− 2)Ric(df, df); if h has non-negative Ricci curvature it follows
that |df |p is subharmonic for any p ≥ (n−2)/(n−1). If there is κ ∈ R+ such that Ric ≥ −κ(n−1)h,
then any harmonic f satisfies ∆h|df |(n−2)/(n−1) ≥ −κ(n− 2)|df |(n−2)/(n−1).
As is shown in [8], an infinitesimal deformation of an Einstein metric h on a compact manifold
is identified with an ω ∈ Γ(S20(T ∗M)) ∩ ker div solving the equation ∆ω = 2R(ω) − 2Rn ω. As is
summarized in section 12.H of [10] (the notations there are somewhat different than those here),
using this equation in conjunction with the positivity conditions given by integrating (6.35) and
(6.39) gives a proof of the criterion of N. Koiso, (Theorem 3.3 of [89]), for the rigidity of an Einstein
metric, in particular showing that an Einstein metric of negative sectional curvature is rigid provided
n ≥ 3.
Suppose ωij ∈ Γ(S20(T ∗M)) ∩ kerK ∩ div . If the sectional curvature is non-negative then QR is
non-negative on S20(T
∗M) so it follows from (6.53) that |ω|(n−2)/n is subharmonic; if M is compact
this means |ω| is constant, and by (6.41) this implies ω is parallel. Moreover, if the sectional
curvature is positive at some point, then QR is positive on S
2
0(T
∗M) at that point and ω must be
identically zero. This recovers the well-known
Theorem 6.3 (M. Berger - D. Ebin, [8]). On a compact Riemannian manifold with non-negative
sectional curvature a tensor bij ∈ Γ(S2(T ∗M)) such that D[ibj]k = 0 and Dibp p = 0 is parallel;
if, moreover, the sectional curvature is somewhere positive, then bij is a constant multiple of the
metric.
Corollary 6.1. On a compact manifold of dimension n > 2 a Riemannian metric h has harmonic
curvature if and only if the trace-free part {R}ij of its Ricci tensor is contained in kerK∩ker div . In
this case if h has non-negative sectional curvature which is somewhere positive then it is Einstein.
Proof. There hold div ({R})i = n−22n DiR and 2K({R})ijk = DpRijk p + 1n−1hk[iDj]R, from which it
follows that if n > 2 then {R}ij ∈ kerK ∩ kerdiv if and only if DpRijk p = 0. The claim follows by
applying Theorem 6.3 to {R}ij . 
6.5. Alternative formulations of the Riemannian Einstein AH equations. The main result
of this section is Theorem 6.4 which shows that the Einstein AH equations for a Riemannian AH
structure with self-conjugate curvature can be formulated entirely in terms of equations for the Ricci
curvature of a Gauduchon metric and partial differential equations on the cubic torsion. Conversely,
given a metric and a tensor satisfying these equations, there results an Einstein AH structure. It is
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anticipated that the systematic construction of Einstein AH equations can be achieved by solving
the equations of Theorem 6.4, or by studying flows associated to these equations (not discussed
here).
6.5.1. Let ([∇], [h]) be a Riemannian AH structure on a manifold of dimension at least 3. Let
h ∈ [h] and let γi be the corresponding one-form and D the Levi-Civita connection. In this section
indices will be raised and lowered using hij and hij . Define Lijk = Lij phpk and Lij = Lip qLjq p =
Lij . The unweighted analogues of the tensors Cijkl, Lijkl, Lij , and L are Cijkl := Cijk phpl, Lijkl :=
2Lk[i
pLj]lp, Lij := Lpij
p = Lip
qLjq
p = Lij , and L := Lp p = hijLij = |L|2h = LijkLijk =
| deth|−1/nL. Although an expression such as |L|2h is ambiguous, here it will be used always to
mean LijkLijk. Sometimes, for readability, the subscript h will be omitted, in particular when |L|h
is taken to some power other than 2. Write R♭ijkl = Rijk
phpl to indicate the unweighted analogue of
Rijkl defined by lowering the last index using hij rather than Hij , and do likewise for other tensors,
e.g. A♭ijkl . An unweighted tensor such as Rijk
l or Rij is indicated in the same way as before.
6.5.2. For any Riemannian signature AH structure ([∇], [h]) and any h ∈ [h] there result from
(2.53) and (2.54),
D[iLj]kl = −E♭ijkl + 2hl[iEj]k + 2hk[iEj]l + hl[iLj]k pγp + hk[iLj]l pγp,(6.56)
div (L)ij = DpLij
p = 2nEij + nγpLij
p,(6.57)
K(L)ijkl = −Eijkl.(6.58)
Expanding LabcE♭iabc using (6.56), observing L
abcDiLabc − LabcDaLbci = 12Di|L|2h − DaLia +
LbciDaL
abc, using (2.53) to simplify the last expression, and using (3.28) gives
2(2− n)A♭i = 12Dp
(
Lip − 12 |L|2hip
)
+ (2 − n)Li pqEpq + 2−n2 Li pγp.(6.59)
In particular, it follows from (6.59) that an exact naive Einstein AH structure is conservative (and
hence Einstein) if and only if Lij − 12 |L|2hij is D-divergence free. Also, by Theorem 5.3 if h is
a Gauduchon metric for an Einstein AH structure on a compact manifold then Lij − 12 |L|2hij is
D-divergence free.
Lemma 6.6. Let ([∇], [h]) be a Riemannian signature AH structure on an n-manifold M . There
holds Eijkl = 0 if and only if for any h ∈ [h] there holds Lijk ∈ Γ(S30(T ∗M)) ∩ kerK. If M is
compact then Eijkl = 0 if and only if K
∗K(L)ijk = −DpEp(ijk) = 0. If ([∇], [h]) has self-conjugate
curvature and either
(1) ([∇], [h]) is Einstein, M is compact, and h ∈ [h] is a Gauduchon metric with associated
Faraday form γi;
(2) or ([∇], [h]) is exact (M is not necessarily compact and ([∇], [h]) is not necessarily Einstein)
with distinguished metric h ∈ [h],
then Lijk ∈ Γ(S30(T ∗M)) ∩ kerK ∩ kerdiv .
Proof. The first claim is immediate from (6.58). From (3.28), (6.56), and (6.58) there follows
−LijkK∗K(L)ijk = LijkDpE♭pijk = Dp(LijkE♭pijk)− E♭pijkDpLijk = 2(2− n)DpA♭p + |E|2h.(6.60)
IfM is compact, integrating (6.60) shows that Eijkl = 0 if and only ifK
∗K(L)ijk = −DpE♭p(ijk) = 0.
The final claim (treating self-conjugate curvature) follows from (6.57) and (6.58), in conjunction
with Theorem 5.3 in case (1). 
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6.5.3. Let h be a Riemannian metric. From (6.13) it follows that for any ω ∈ Γ(Sk0 (T ∗M)) there
holds
ωa1...akK(ω)ia1...ak = ω
a1...akD[iωa1]a2...ak +
1−k
2(n−3+k)ωi
a1...ak−1div (ω)a1...ak−1
= 14Di|ω|2 − 12ωa1...akDa1ωa2...aki + 1−k2(n−3+k)ωi a1...ak−1div (ω)a1...ak−1 .
(6.61)
Differentiating (6.62) shows that for the associated tensor σij := ωia1...ak−1ωj
a1...ak−1 there hold
div (σ)i =
n−2
n−3+kdiv (ω)
a1...ak−1ωia1...ak−1 − 2ωa1...akK(ω)ia1...ak + 12Di|ω|2.(6.62)
In particular, if ω ∈ Γ(Sk0 (T ∗M)) ∩ kerK ∩ kerdiv then σij − 12 |ω|2h is divergence free.
Let  be the formally self-adjoint second order elliptic differential operator on Γ(Sk0 (T
∗M))
defined by ω = ∆hω − R(ω).
Lemma 6.7. Let M be a manifold of dimension at least 3 and let h be a Riemannian metric. Let
ω ∈ Γ(Sk0 (T ∗M)) and write σij = ωia1...ak−1ωj a1...ak−1 and let X i be an h-Killing field and write
γi = X
phip for the dual one-form. If ω ∈ Γ(Sk0 (T ∗M)) ∩ kerdiv satisfies ωa1...akK(ω)ia1...ak = 0,
then the equations
Rij − 12Rhhij + n−22n κhij = 14
(
σij − 12 |ω|2hhij
)
+ (2 − n) (γiγj + 12 |γ|2hhij) ,(6.63)
for ω, X, and h are consistent and κ = Rh− 14 |ω|2h− (n+2)|γ|2h is a constant. In particular, these
conclusions hold if M is compact and ω ∈ Γ(Sk0 (T ∗M))∩ker. In particular, if M is compact and
ω ∈ Γ(Sk0 (T ∗M)) ∩ ker, the equations (6.63) hold for some constant κ if and only if there holds
{R}ij − 14{σ}ij + (n− 2){γ ⊗ γ}ij = 0.(6.64)
Proof. From (6.62) it follows that σij − 12 |ω|2h is divergence free. Since X is Killing, also γiγj +
1
2 |γ|2hhij is divergence free. This forces κ to be constant, and the explicit form for κ follows by
taking traces. If M is compact, then Lemma 6.3 shows that ker ∩ Γ(Sk0 (T ∗M)) = kerK ∩
ker div ∩ Γ(Sk0 (T ∗M)), and the remaining claims followfrom the preceeding. 
The equations (6.63) resemble formally (the metric has the wrong signature) the gravitational
field equations with a possibly non-zero cosmological constant and stress energy tensor equal to
the righthand side of (6.63). Observe also that for the equations (6.63) to make sense it need not
be the case that h be Riemannian; the operators K and div are defined in any signature and the
equation (6.62) is always valid, which is all that is needed to show the consistency of (6.63) for
ω ∈ Γ(Sk0 (T ∗M)) ∩ ker div satisfying ωa1...akK(ω)ia1...ak = 0.
Corollary 6.2. Let ([∇], [h]) be a Riemannian signature Einstein AH structure on a manifold M
of dimension n ≥ 3. If either M is compact and h ∈ [h] is a Gauduchon metric with associated
Faraday form γi, or ([∇], [h]) is exact (and M is not necessarily compact) with distinguished metric
h ∈ [h] then Lij − 12 |L|2h is divergence free and the Ricci curvature Rij of h satisfies
Rij − 12Rhhij + n−22n κhij = 14
(
Lij − 12 |L|2hhij
)
+ (2− n) (γiγj + 12 |γ|2hhij) ,(6.65)
with κ = Rh − 14 |L|2h − (n+ 2)|γ|2h = Rh + n(n− 4)|γ|2h a constant.
Proof. By (3.28) and (6.58), that ([∇], [h]) be Einstein implies LabcK(L)iabc = 0. By (6.57) and
Theorem 5.3, div (L) = 0. The claim follows from Lemma 6.7. 
Theorem 6.4. On a manifold of dimension n ≥ 3, let ([∇], [h]) be a Riemannian signature Einstein
AH structure with self-conjugate curvature and cubic torsion Lij k. If either M is compact and
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h ∈ [h] is a Gauduchon metric with Faraday primitive γi, or ([∇], [h]) is exact with distinguished
metric h ∈ [h], and in either case Lijk := Lij phpk, then h, γ, and L solve the equations
divL(L) = ∆hL = R(L),(6.66)
div (L) = 0,
K(L) = 0,
(6.67)
γpLij
p = 0,
D(iγj) = 0,
(6.68)
Rij − 12Rhhij + n−22n κhij = 14
(
Lij − 12 |L|2hhij
)
+ (2− n) (γiγj + 12 |γ|2hhij) ,(6.69)
in which κ = Rh − 14 |L|2h − (n + 2)|γ|2h = Rh + n(n − 4)|γ|2h is constant. If ([∇], [h]) is exact then
(6.69) can be replaced by
Rij =
1
4Lij +
κ
nhij ,(6.70)
while (6.68) is vacuous.
Given a Riemannian metric h with Levi-Civita connection D, L ∈ Γ(S30 (T ∗M)) solving (6.67),
and an h-Killing vector field γi such that γi = γ
phip solves (6.68), which all together solve (6.69),
the connection ∇ = D− 12hkpLijp−2γ(iδj) k+hijγk is the aligned representative of an Einstein AH
structure with self-conjugate curvature for which h is a Gauduchon metric with Faraday primitive
γi. If M is compact then the same conclusion obtains provided h, L, and γ together solve (6.68),
(6.64), and the second equation of (6.66).
Proof. If ([∇], [h]) is Riemannian Einstein with self-conjugate curvature then L ∈ kerK by (6.58).
If M is compact then Theorem 5.3 implies (6.68) and with (6.57) this shows L ∈ ker div , while if
([∇], [h]) is exact, then L ∈ ker div follows from (6.57) alone. In either case, by (6.39) there holds
the second equation of (6.66); the first equation of (6.66) then follows from (6.36). Equation (6.69)
results from (2.56) and (6.68), while that κ is constant was concluded in Corollary 6.2.
The converse is completely routine. If there are given h, L, and γ solving (6.67), (6.68), and
(6.69), then ∇ = D − 12hkpLijp − 2γ(iδj) k + hijγk generates with [h] an AH structure for which
γi is the Faraday primitive associated to h and with cubic torsion h
kpLijp. Because (6.68) implies
that d∗hγ = 0, h is a Gauduchon metric. By (6.68) and (6.57) there holds Eij = 0, while by (6.58)
and K(L) = 0 there holds Eijkl = 0, so that the curvature of ([∇], [h]) is self-conjugate. Together
(6.68), (6.69), and (2.56) show that {R}ij = 0, so that ([∇], [h]) is Einstein.
If M is compact then by Lemma 6.3 the second equation of (6.66) implies (6.67); together (6.67)
and (6.36) imply the first equation of (6.66). By Corollary 6.2 and (6.64) this means that there is
a constant κ such that there holds (6.69), so that there hold all of (6.66)-(6.69) and the preceeding
paragraph applies. 
In the statement that (6.66) implies (6.67), the compactness of M could be relaxed to some
condition, such as that L have bounded W 1,2 norm, in the presence of which (n + 2)Ldiv (L) +
2nK∗K(L) = 0 implies the vanishing of div (L) and K(L).
In the remainder of this subsection there are made some remarks about the equations of Theorem
6.4 and some questions are raised.
Corollary 6.3. Let M be a compact manifold of dimension n ≥ 3 and let h be a Riemannian
metric such that QR is positive on S
3
0(T
∗M). If h is the distinguished metric of an exact Einstein
AH structure, then the AH structure is exact Weyl and h is itself an Einstein metric.
Proof. Integrating (6.66) gives 0 ≤ ´M |L(L)|2h = −
´
M QR(L), and so L is identically zero. 
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On the other hand, on a compact manifold of dimension at least 3 a necessary condition for the
existence of a Riemannian signature Einstein AH structure with self-conjugate curvature and cubic
torsion hkpLijp for a given Lijk and a distinguished metric hij is that
´
M
QR(L) dvolh ≤ 0. This
suggests that it should be possible to solve (6.66)-(6.70) on a manifold for which QR is non-positive
on S30 .
6.5.4. Let M be a compact n-manifold and h a Riemannian metric of constant sectional curvature
R/n(n − 1). From Rijkl = 2Rn(n−1)hl[ihj]k, equation (6.66) simplifies to ∆hLijk = R(n+1)n(n−1)Lijk.
Supposing L ∈ kerK ∩ ker div , integrating ∆h|L|2h and using Lemma 6.4 shows
n+4
n+1
ˆ
M
|d|L||2h dvolh ≤
ˆ
M
|DL|2h dvolh = −R(n+1)n(n−1)
ˆ
M
|L|2h dvolh.(6.71)
In particular, if R > 0 then L must vanish identically, while if R = 0, then L must be parallel.
These observations suggest that Theorem (6.4) is not useful in finding exact Einstein AH structures
the distinguished metrics of which have in some sense positive curvature (and moreover, that there
may not be many such examples). If R < 0 then computing using (6.4) shows that where |L| 6= 0
there holds
∆|L|(n−2)/(n+1) ≥ R(n−2)n(n−1) |L|(n−2)/(n+1).(6.72)
For a hyperbolic n-manifold with n > 2 it is not clear whether one should expect the pair of
equations (6.66) and (6.67) to be solvable. Starting with a Riemannian metric with some non-
positivity condition on its curvature, there needs to be solved the eigenvalue problem (6.66) subject
to the algebraic constraint (6.70); the first part is a typical problem of analyzing the spectrum
of the Laplacian on a tensor bundle, but it is less clear how to analyze it in the presence of
the second part. While the case of Riemann surfaces suggests yes, rigidity phenomena for higher
dimensional hyperbolic manifolds suggest that (6.67) could present problems. It seems unlikely that
the inequality (6.72) by itself gives any obstruction to solving (6.66) on a flat hyperbolic manifold.
In section 7 it is shown that on flat Euclidean space there are solutions to (6.66) and (6.67), and
this suggests that there should be solutions on, for example, Cartan-Hadamard manifolds.
6.5.5. Let M be a compact manifold. Define a functional C with arguments a Riemannian metric
hij and a tensor Aijk ∈ Γ(S30(T ∗M)) by
C(h,A) :=
ˆ
M
(|L(A)|2h + QR(A)) dvolh.
For fixed h the first variation of C(h,A) in A yields the equations (6.66). Similarly, the first variation
in h of the functional
S(h,A) := (volh(M))
(2−n)/n
ˆ
M
(
R+ 112 |A|2h
)
dvolh,
yields (6.70). However, it is not clear how to give a variational formulation which directly leads to
both (6.66) and (6.70).
6.5.6. Let ([∇], [h]) be an Einstein AH structure on a compact n-manifold with n > 2 and let
h ∈ [h] be a Gauduchon metric. For a Gauduchon metric, because of Theorem 5.3, (2.55) simplifies
to
Rijkl = T
♭
ijkl + 2|γ|2hhl[ihj]k + 14Lijkl − 4γ[ihj][kγl],(6.73)
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and if ([∇], [h]) is Einstein this reduces further to
Rijkl = A
♭
ijkl +
(
2
n(n−1)Rh + 2|γ|2h
)
hl[ihj]k +
1
4Lijkl − 4γ[ihj][kγl]
= A♭ijkl +
(
2
n(n−1)
(
Rh − 14 |L|2h
)− 4n |γ|2h)hl[ihj]k + 14Lijkl − 4γ[ihj][kγl].(6.74)
In this case, using (2.56) and (2.57) yields
R(L)ijk = A
♭(L)ijk − 12Lia bLjb cLkc a + 34Lp(iLjk) p +
(
n+1
n(n−1)Rh + n|γ|2h
)
Lijk
= A♭(L)ijk − 12Lia bLjb cLkc a + 34Lp(iLjk) p
− n+14n(n−1) |L|2hLijk +
(
n+1
n(n−1)Rh +
n+2
n |γ|2h
)
Lijk.
(6.75)
Substituting this into (6.66) is not useful in general because the righthand side of (6.75) depends
on Aijkl , which is not determined by h, γ, and L. For example, if ([∇], [h]) is an exact Einstein AH
structure, then by (6.74), (6.75), and (6.36) there holds
∆hLijk − 2K∗K(L)ijk = R(L)ijk
= (n+1)n(n−1)RhLijk − 2Ap(ij qLk)q p − 12Lp(ij qLk)q p + 14Lp(iLjk) p,
= (n+1)n(n−1)RhLijk − 2Ap(ij qLk)q p − 12Lia bLjb cLkc a + 34Lpa bL(jk pLi)b a.
(6.76)
However, by Theorem 3.6 an Einstein AH structure is projectively and conjugate projectively flat
if and only if it is exact with self-conjugate curvature and Aijkl = 0. Hence, one can try to find
projectively and conjugate projectively flat (exact) Einstein AH structures by trying to find h and
L solving the result of setting equal to zero Aijkl and Eijkl in (6.76),
∆hLijk = − 12Lia bLjb cLkc a + 34Lp(iLjk) p − n+14n(n−1) |L|2hLijk + n+1n(n−1)RhLijk,(6.77)
(which also results from substituting (6.75) with Aijkl = 0 into (6.66) and setting γ = 0) in
conjunction with (6.67) (which does not change). The point is that the equation (6.77) involves
only h and L. When ([∇], [h]) is projectively flat, so Aijkl = 0 = Eijkl , (6.77) recovers Equation
2.10 of Calabi’s [19] for affine hyperspheres (Calabi’s n(n− 1)H is Rh and his 2Aijk is Lijk).
Theorem 4.10 shows that the pair of equations (6.77) and (6.67) has non-trivial solutions. How-
ever, except in the two-dimensional case, one does not have a good idea how to characterize the
metrics h which arise in this way. It seems an interesting and difficult problem to find h for which
the pair of equations (6.77) and (6.67) has solutions.
6.6. Growth of the cubic torsion. Let ([∇], [h]) be a Riemannian AH structure on a manifold
of dimension at least 3 and let the notational conventions be as in section 6.5.1.
6.6.1. For convenience there is recorded
Cijkl := Lijkl − 2n−2
(
hl[iLj]k − hk[iLj]l
)
+ 2(n−1)(n−2) |L|2hhl[ihj]k,
= Lijkl − 2n−2
(
hl[i{L}j]k − hk[i{L}j]l
)− 2n(n−1) |L|2hhl[ihj]k.(6.78)
From the non-negativity of the norm of {L}ij there results nLijLij ≥ |L|4h. From (6.78) there
follows
LijklLijkl = C
ijklCijkl +
4
n−2L
ijLij − 2(n−1)(n−2) |L|4h
= CijklCijkl +
4
n−2{L}ij{L}ij + 2n(n−1) |L|4h.
(6.79)
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From the non-negativity of CijklCijkl and {L}ij{L}ij there results LijklLijkl ≥ 2n(n−1) |L|4h, but a
slightly sharper result will be obtained by maintaining these terms in subsequent formulas. What
will be needed is
LijklLijkl + L
ijLij − CijklCijkl = n+2n−2{L}ij{L}ij + n+1n(n−1) |L|4h.(6.80)
Rewritten in terms of Lijk, (6.80) yields
LpqLpq −M ≥ 1n−1LpqLpq ≥ 1n(n−1) |L|4h, 34LijLij − 12M≥ n+14n(n−1) |L|4h,(6.81)
in which M = Lic aLja bLkb cLijk. The estimates (6.81) are essentially the form in which (6.80)
was used in section 2 of [16]; here their use will be avoided.
6.6.2. Because Aijkl is completely trace-free there holds L
ijklA♭ijkl = C
ijklA♭ijkl. By (2.39) the
conformal Weyl tensor of the Weyl structure underlying the Codazzi projective structure generated
by ([∇], [h]) is Aijkl+ 14Cijkl. Because the Levi-Civita connection of h and the aligned representative
of the underlying Weyl structure are conformal projectively equivalent, Theorem 3.1 shows that the
(usual) conformal Weyl tensor Wijkl of h is equal to the conformal Weyl tensor of the underlying
Weyl structure, that is to A♭ijkl +
1
4Cijkl . Hence
QW(L) = L
ijklWijkl = C
ijklWijkl = C
ijklA♭ijkl +
1
4C
ijklCijkl = QA♭(L) +
1
4C
ijklCijkl ,(6.82)
Later the condition QW(L) ≥ 0 will be imposed. By (6.82) this is a slightly weaker assumption
than is QA♭(L) = C
ijklA♭ijkl ≥ 0.
6.6.3. In order to utilize (6.41) to estimate |L|2h, it is necessary to express the term QR(L) in a
more useful form. From the definitions of R(L) and Lijkl there follows QR(L) = L
ijklRijkl+L
ijRij .
Straightforward computation using (2.55), (2.56), and (2.49) shows
QR(L) = L
ijklRijkl + L
ijRij
= LijklT ♭ijkl +
1
4L
ijklLijkl + L
ijTij +
1
4L
ijLij
+ n+22 L
ijLij
pγp − (n+ 2)Lijγ(ij) + d∗hγ|L|2h + n−22 |γ|2|L|2h
= LijklT ♭ijkl +
1
4L
ijklLijkl + L
ijTij +
1
4L
ijLij
− (n+ 2)LijD(iγj) − (n+ 2)Lijγiγj + |L|2hd∗hγ + n|γ|2|L|2h.
(6.83)
Using (6.82) to simplify (6.83) yields
LijklT ♭ijkl + L
ijTij = C
ijklA♭ijkl +
n+2
n−2L
ij{T }ij + n+1n(n−1)Rh|L|2h
= CijklWijkl − 14CijklCijkl + n+2n−2Lij{T }ij + n+1n(n−1)Rh|L|2h,
(6.84)
Substituting (6.80) and (6.84) into (6.83), and using (6.82) gives
QR(L) = QW(L) +
(
n|γ|2 + n+1n(n−1)
(
Rh +
1
4 |L|2h
)) |L|2h
+ n+24(n−2){L}ij{L}ij − (n+ 2)(LijD(iγj) + Lijγiγj) + d∗hγ|L|2h.
(6.85)
Together (6.41) and (6.60) yield
1
2∆h|L|2h = |DL|2h + n+2n 〈L,Ldiv (L)〉+ QR(L) + 4(n− 2)DpA♭p − 2|E|2h.(6.86)
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Substituting (6.21) into (6.86) and using (6.58) and (6.85) gives
1
2∆h|L|2h = QR(L) + 4(n− 2)DpA♭p − 12 |E|2h + |L(L)|2
+ n+2n 〈L,Ldiv (L)〉+ 3(n+2)n(n+4) |div (L)|2
= QW(L) +
(
n|γ|2 + n+1n(n−1)
(
Rh +
1
4 |L|2h
)) |L|2h + 4(n− 2)DpA♭p − 12 |E|2h
+ |L(L)|2 + n+24(n−2){L}ij{L}ij + n+2n 〈L,Ldiv (L)〉+ 3(n+2)n(n+4) |div (L)|2
− (n+ 2)(LijD(iγj) + Lijγiγj) + |L|2hd∗hγ.
(6.87)
If h is chosen to be a Gauduchon metric, then the term d∗hγ in (6.87) vanishes; if moreover, M
is compact, so that Theorem 5.3 and Theorem 5.6 apply, then there vanish all terms in (6.87)
containing a γ except for the term containing |γ|2, and the terms containing div (L), and there
results
Lemma 6.8. If ([∇], [h]) is a Riemannian signature Einstein AH structure on manifold M of
dimension at least 3 and if either M is compact and h ∈ [h] is a Gauduchon metric with associated
Faraday form γi, or ([∇], [h]) is exact with distinguished metric h ∈ [h], then
1
2∆h|L|2h = QW(L) +
(
n|γ|2 + n+1n(n−1)
(
Rh +
1
4 |L|2h
)) |L|2h
− 12 |E|2h + |L(L)|2 + n+24(n−2){L}ij{L}ij .
(6.88)
Because of the non-positivity of the term involving |E|2h, it is not clear how to handle this term
except by assuming Eijkl = 0, in which case (6.53) yields the sharper estimate of Theorem 6.5.
Theorem 6.5 will be used to refine Theorem 5.6.
Theorem 6.5. Let ([∇], [h]) be a Riemannian signature Einstein AH structure with self-conjugate
curvature on a manifold M of dimension n ≥ 3. If either M is compact and h ∈ [h] is a Gauduchon
metric with associated Faraday form γi, or ([∇], [h]) is exact (and M is not necessarily compact)
with distinguished metric h ∈ [h], then wherever Lijk 6= 0 there holds
|L|(n+4)/(n+1)∆h|L|(n−2)/(n+1) ≥
(
n−2
n(n−1)
(
Rh +
1
4 |L|2
)
+ n(n−2)n+1 |γ|2
)
|L|2h + n−2n+1QW(L)
= n−2n(n−1)
(
Rh + (n+ 2)|γ|2
) |L|2 + n−2n+1QW(L).(6.89)
in which in the latter case γ ≡ 0. If, moreover, QW(L) ≥ 0, then in either of these cases, wherever
Lijk 6= 0 there holds
∆h|L|(n−2)/(n+1) ≥
(
n−2
n(n−1)
(
Rh +
1
4 |L|2
)
+ n(n−2)n+1 |γ|2
)
|L|(n−2)/(n+1)
= n−2n(n−1)
(
Rh + (n+ 2)|γ|2
) |L|(n−2)(n+1).(6.90)
Proof. If Eijkl = 0 then Lijk ∈ kerK by (6.58). If ([∇], [h]) is Einstein, then div (L)ij = nγpLij p.
If h is a Gauduchon metric and M is compact, then by Theorem 5.4, there holds γpLij
p = 0, so
div (L) = 0, while if ([∇], [h]) is exact, then for a distinguished metric h ∈ [g] there holds γi = 0, so
div (L) = 0. Similarly, if h is Gauduchon and M is compact, by Theorem 5.4 there vanish LijD(iγj)
and Lijγiγj , while these of course vanish for the distinguished metric of an exact AH structure.
Hence in either case, (6.85) shows QR(L) ≥ CijklWijkl +
(
n|γ|2 + n+1n(n−1)
(
Rh +
1
4 |L|2h
))
L, and
(6.53) of Lemma 6.5 shows (6.89). The inequality (6.90) is immediate from (6.89) when QW(L) ≥
0. 
Remark 6.4. The condition QW(L) ≥ 0 is satisfied if [h] is locally conformally flat, or if ([∇], [h]) is
conjugate projectively flat (in the latter case Aijkl = 0 so QW(L) = C
ijklWijkl =
1
4C
ijklCijkl ≥ 0).
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Remark 6.5. The conclusion of Theorem 6.5 is strongest when n = 3 for in this case Wijkl ≡ 0
so the condition QW(L) ≥ 0 is satisfied trivially.
The inequality (6.90) is slightly stronger than the similar inequality for improper affine hyper-
spheres in Proposition 1 of [16]; the improvement is due to the use of the refined Kato inequality
(6.4).
6.6.4. Theorem 6.6 is an estimate due to S.Y. Cheng and S.T. Yau of the growth on a complete
Riemannian manifold of a non-negative function the Laplacian of which satisfies a certain inequality.
The content of Theorem 6.6 is essentially that of Theorem 5 and its Corollaries 1 and 2 in Section
4 of [36], and the argument is also the same one used by Cheng and Yau to prove Theorem 2 of
their [33], which theorem estimates the growth of the norm of the second fundamental form of a
complete maximal spacelike hypersurface in Minkowski space. For the convenience of the reader a
full proof is given following Section 4 of [36] (equivalently Section 3 of [33]) and the proof of Yau’s
gradient estimate for harmonic functions given in I.3 of [121].
Theorem 6.6 (Cheng-Yau. [33], [36]). Let (M,h) be a complete Riemannian manifold with Ricci
curvature bounded from below by −κ2(n− 1)hij for some real constant κ ≥ 0. Suppose u ∈ C∞(M)
is non-negative and not identically 0 and satisfies ∆hu ≥ Bu1+σ −Au for constants B > 0, σ > 0,
and A ∈ R. Then for any x ∈ M at which u(x) 6= 0, and any a ∈ R×, on the open ball B(x, a) of
radius a centered at x there holds
u ≤ (a2 − r2)−2/σ
∣∣∣(AB )a4 + (4κ(n−1)Bσ )a3 + (4((n+2)σ+4)Bσ2 )a2∣∣∣1/σ(6.91)
in which r := d(x, · ) is the distance from x determined by the Riemannian metric h. In particular,
letting a→∞, there holds supM u ≤ |A/B|1/σ.
Proof. Let u ∈ C∞(M) and suppose u ≥ 0 and u is not identically zero. Suppose x chosen so that
u(x) 6= 0. Let a > 0 and α > 0 and define f = (a2 − r2)αu which is by assumption not identically
zero on B(x, a). Recall that r is smooth on the complement of the cut locus Cut(x) of x, and so f
is smooth on the complement of Cut(x) in the ball B(x, a), and there hold
Df =
(
du
u − 2αrdra2−r2
)
f,(6.92)
∆f =
∣∣∣duu − 2αrdra2−r2 ∣∣∣2 f + (∆uu − |du|2u2 − 2α(r∆r+1)a2−r2 − 4αr2(a2−r2)2) f,(6.93)
in which ∆ is the Laplacian determined by h. The restriction to the boundary ∂B(x, a) of f
is identically 0, and since by construction f is not identically 0 on B(x, a), it must be that its
restriction to the closure of B(x, a) attains its maximum at some point x0 ∈ B(x, a). First suppose
x0 /∈ Cut(x). The proof in the case x0 ∈ Cut(x) is similar, and will be sketched at the end. Since
f(x0) 6= 0, also u(x0) 6= 0. It follows from (6.92) that at x0 there holds duu = 2αrdra2−r2 and, as at x0
there holds 0 ≥ ∆f , in (6.93) this implies that at x0 there holds
∆u
u ≤ 2α(r∆r+1)a2−r2 + 4α(α+1)r
2
(a2−r2)2 .(6.94)
By standard comparison arguments the assumed lower bound on the Ricci curvature implies that
on M \ Cut(x) there holds r∆r ≤ (n− 1)(1 + κr). In (6.94) this shows that at x0 there holds
Buσ −A ≤ ∆uu ≤ 2α(n+κ(n−1)r)a2−r2 + 4α(α+1)r
2
(a2−r2)2 .(6.95)
Since B is by assumption positive, (6.95) can be rewritten to show that at x0 there holds
uσ ≤ AB + 2α(n+κ(n−1)r)B(a2−r2) + 4α(α+1)r
2
B(a2−r2)2(6.96)
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Let α = 2/σ and multiply (6.96) by (a2 − r2)2 to obtain that at x0 there holds
fσ ≤ AB (a2 − r2)2 + 4(n+κ(n−1)r)(a
2−r2)
Bσ +
8σ(2+σ)r2
Bσ2
≤ (AB )a4 + (4κ(n−1)Bσ )a3 + (4((n+2)σ)+4)Bσ2 )a2.
(6.97)
which implies (6.91). For the proof in the case x0 ∈ Cut(x) the argument is modified as in the proof
of Yau’s gradient estimate on page 21 in Section I.3 of [121]. For the convenience of the reader this
is recalled here. By the assumption that x0 ∈ Cut(x) there is a minimizing geodesic joining x to
x0 the image σ of which necessarily lies in B(x, a) (because no point of σ is farther from x than is
x0). Let x¯ be a point on σ lying strictly between x and x0 at some distance ǫ > 0 from x. Since
σ is minimizing, no point of the interior of σ can be conjugate to x¯. Were x or x0 conjugate to x¯
then x¯ would be in its cut locus, which it is not because x0 ∈ Cut(x) (and so x ∈ Cut(x0)). Thus
no point of σ is a conjugate point of x¯ and hence there is some δ > 0 for which there is an open
δ neighborhood N ⊂ B(x, a) of σ containing no conjugate point of x¯. Let r¯ = d(x¯, · ). By the
triangle inequality, r¯ + ǫ ≥ r. On the other hand r¯(x0) + ǫ = r(x0). Define f¯ = (a2 − (r¯ + ǫ)2)αu.
Then f¯ ≤ f on N and f¯(x0) = f(x0), so f¯ attains its maximum value on N at x0. As r¯ is smooth
near x0 the preceeding argument goes through with f¯ in place of f , and letting ǫ → 0 at the end
yields (6.91). 
6.6.5. Notions of completeness. Since a metric is complete if and only if any positively homothetic
metric is complete, it makes sense to say that an exact Riemannian AH structure ([∇], [h]) is
metrically complete if any distinguished metric is complete. More generally any condition dis-
tinguishing a positive homothety class within [h] determines a notion of completeness; for example,
a Riemannian signature AH structure on a compact manifold is Gauduchon complete if it is
complete with respect to any Gauduchon metric. The reason for the qualifier metrically is that for
any CP pair ([∇], [h]) it also makes sense to consider the completeness of the aligned representative
∇ ∈ [∇]. A CP pair is affinely complete if its aligned representative is complete. An interest-
ing problem not addressed here is to understand the relatationships between different notions of
completeness.
By Lemma 3.2 if ([∇], [h]) is conjugate projectively flat then it is exact and Aijk l and Eijk l
vanish identically. In particular it makes sense to a speak of a metrically complete conjugate
projectively flat Riemannian AH structure.
6.6.6. Growth of the cubic torsion. Theorem 6.7 is the main structural result of this paper.
Theorem 6.7. Let ([∇], [h]) be a Riemannian signature Einstein AH structure with self-conjugate
curvature on a manifold M of dimension n ≥ 3. Suppose either M is compact or ([∇], [h]) is exact
and metrically complete. Suppose that CijklWijkl ≥ 0 (this is automatic if n = 3). Then one of the
following mutually exclusive possibilities holds:
(1) R > 0 and ([∇], [h]) is an Einstein Weyl structure which is either not closed or is exact.
(2) R ≡ 0 and ([∇], [h]) is closed Einstein Weyl. If M is compact and ([∇], [h]) is not exact then
the universal cover of M equipped with the pullback of a Gauduchon metric is isometric to
a product metric on R×N where N is simply-connected with an Einstein metric of positive
scalar curvature; if 3 ≤ n ≤ 4, then N is diffeomorphic to Sn−1. There is induced on N
an exact Riemannian Einstein Weyl structure which has positive scalar curvature, and for
which the induced metric g is a distinguished metric.
(3) R is negative and ∇-parallel and ([∇], [h]) is exact. A distinguished metric h ∈ [h] has
nonpositive scalar curvature Rh and Ricci curvature Rij satisfying
Rij ≤ (n−2)(n+1)4n(n+2) LHij = (n−2)(n+1)4n(n+2) |L|2hhij ≤ − (n−2)(n+1)n(n+2) RHij .(6.98)
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Moreover, Rh = 0 if and only if |L|2h is constant, in which case L is h-parallel, CijklWijkl =
0 and 4Rij = {L}ij.
(4) n = 3, R is somewhere positive and somewhere non-positive, and ([∇], [h]) is not closed.
The scalar curvature R of a Gauduchon metric h ∈ [h] satisfies R ≤ 5|γ|2h.
If [h] is locally conformally flat, then in cases (1) and (2), ([∇], [h]) is exact and a distinguished
metric has constant sectional curvature, positive or identically zero according to whether R is posi-
tive or zero. If ([∇], [h]) is conjugate projectively flat, then case (4) does not occur, and in case (1),
([∇], [h]) is exact and a distinguished metric has constant positive sectional curvature.
Proof. If M is compact let h ∈ [h] be a Gauduchon metric, and if ([∇], [h]) is exact let h ∈ [h] be a
distinguished metric (which is complete by assumption). Recall Theorem 5.6. In the first case, by
Theorem 5.6, R can have values both positive and non-positive if n = 3, while in the second case
R is parallel, so cannot change sign. In either case, by Theorem 6.5 there holds
∆h|L|(n−2)/(n+1) ≥ n−2n(n−1)
(
Rh +
1
4 |L|2
) |L|(n−2)/(n+1),(6.99)
wherever Lijk is not zero. If ([∇], [h]) is exact, then Rh is constant and (2.56) implies nRij ≥ Rhhij ,
so in either case the Ricci curvature of h is bounded from below, and Theorem 6.6 can be applied. If
R is positive or identically zero then Theorem 6.6 with A = 0, B = (n−2)4n(n−1) , and σ =
2(n+1)
(n−2) shows
Lijk ≡ 0. If R is negative, then Theorem 6.6 with A = (n−2)n(n−1)Rh, B = (n−2)4n(n−1) , and σ = 2(n+1)(n−2)
implies |L|2h ≤ −4Rh, or, what is the same, Rh = Rh + 14 |L|2h ≤ 0. By Remark 6.2 there holds
Lij ≤ nn+2 |L|2hij ≤ − 4nn+2Rhhij , and with (2.56) this shows that Rij ≤ − (n−2)(n+1)n(n+2) RHij . However
the bound (6.98) claimed in (3) is slightly stronger. To see it, suppose there is p ∈ M , a constant
a 6= 0, and a vector X ∈ TpM such that at p there holds RijX iXj ≥ a2|X |2 > 0. By (2.56) and
Remark 6.2 there holds RijX
iXj = 1nRh|X |2 + 14 |i(X)L|2h ≤
(
1
nRh +
n
4(n+2) |L|2
)
|X |2, so that,
because Rh ≤ 0, at p there holds
(n−2)(n+1)
4n(n+2) |L|2h = n4(n+2) |L|2 − 14n |L|2 ≥ a2 − 1nRh − 14n |L|2 = a2 − 1nRh ≥ a2.
This yields a contradiction if a2 is bigger than the value at p of (n−2)(n+1)4n(n+2) |L|2h, and so there holds
(6.98). Because Rh is constant and ([∇], [h]) is exact, there holds Rh = 0 if and only if |L|2h is
constant. With (6.86) and (6.89) this implies DiLjkl = 0 and C
ijklWijkl = 0, and with (2.56), that
4Rij = {L}ij.
The remaining conclusions of (1) and (2) in the compact case follow from Theorem 5.6. In
particular, if M is compact and R ≡ 0 and ([∇], [h]) is not exact, then by Theorem 5.6 the
universal cover ofM equipped with the pullback of the Gauduchon metric is isometric to a product
metric on R × N where N is simply connected and compact and there is induced on N an exact
Riemannian Einstein AH structure of positive scalar curvature which by the preceeding this must
in fact be an Einstein Weyl, and because the cubic torsion on M is annihilated by the Faraday
one-form, it follows that the original AH structure must be Weyl.
If n = 3 and R is somewhere positive and somewhere non-positive, then by Theorem 5.6, for a
Gauduchon metric Rh − 3|γ|2 is a negative constant κ and by Theorem 6.5 there holds
∆h|L|1/4 ≥
(
κ
6 +
5
4 |γ|2 + 14 |L|2
) |L|1/4 ≥ (κ6 + 14 |L|2) |L|1/4.(6.100)
By Theorem 6.6 with A = −κ/6, B = 1/24, and σ = 8 it follows that κ + 14 |L|2 ≤ 0, so that
R = Rh +
1
4 |L|2 + 2|γ|2 = κ+ 14 |L|2 + 5|γ|2 ≤ 5|γ|2.
For the conformally flat case the conclusions follow from Theorem 5.7. The conclusions in
the conjugate projectively flat case follow because a conjugate projectively flat AH structure is
necessarily closed. 
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As is explained in section 6.7.1 below, in the projectively flat case one has in case (3), by a
theorem of Calabi, the stronger result that the Ricci curvature is non-positive.
6.6.7. Recall the example of Section 4.4.4 of a one-parameter family of strongly Einstein AH
structures on S3. Since the dimension is 3 the metric h is conformally flat, so there holds QW(L) = 0.
Since when t < 3/
√
2 this AH structure is strongly Einstein with positive scalar curvature and non-
zero cubic torsion, and satisfies QW(L) = 0, this example shows that in Theorem 6.7 the condition
Eijk
l = 0 is necessary for conclusion (1). Since Lijk = 2Γijk, it follows from (2.57) that the scalar
curvature of the distinguished metric hij is Rh = 3/4, which is positive. Since for t > 3/
√
2 the
scalar curvature of ([∇], [h]) is negative, this shows that in Theorem 6.7 the condition Eijk l = 0 is
necessary for conclusion (3).
In this example D is the invariant connection given by A = 12ad, so that
√
2DiXj = −Y[iZj],
from which it follows that D(iΓjkl) = 0, so L(Γ) = 0. Thus Γijk is an example of a conformal
Killing tensor.
6.7. Infinitesimal automorphisms of convex flat projective structures. In this section some
results are deduced about infinitesimal projective automorphisms of convex flat real projective
structures. The best result is obtained in two dimensions:
Theorem 6.8. A convex flat real projective structure on a compact, orientable surface of genus at
least 2 admits no non-trivial infinitesimal projective automorphism.
As mentioned in the introduction it would be unsurprising were Theorem 6.8, but the more
general Theorem 6.11 from which it follows is new, and the method of proof is as well. Theorem
6.8 is an illustration of how the AH formalism allows analytic tools to be applied to flat projective
structures.
6.7.1. The proof of Theorem 5.1 of Calabi’s [19] implies
Theorem 6.9 (Theorem 5.1 of [19]). If for a projectively flat Riemannian signature Einstein AH
structure with negative scalar curvature on a manifold of dimension at least 2 a distinguished metric
is complete, then the Ricci curvature of a distinguished metric is non-positive.
It seems likely that this need not be the case if Aijkl is non-zero.
Proof. Theorem 5.1 of [19] implies the statement for hyperbolic affine hyperspheres, and by The-
orem 4.11 it follows also if M is compact and the underlying projective structure is known to be
convex. However, it is easier to observe that Calabi’s proof carries over to this more general setting
unchanged, as will now be explained. Theorem 5.1 of [19] is proved by applying a suitable modifi-
cation of Theorem 6.6 to a (weak) differential inequality for the Laplacian of the square-root of the
largest eigenvalue of Lij obtained using (6.77). Precisely, Calabi considers a constant multiple of
φ(x) := sup
X∈TxM
(
XiXjLij
|X|2h
)1/2
and proves an estimate for ∆hφ. Of course φ is only continuous, and so some sense has to be made
of ∆hφ; the resulting differential inequality is Lemma 5.2 of [19]. When Aijkl = 0 = Eijkl , Calabi’s
estimate goes through unchanged in the a priori more general setting of the present theorem to
show that nLij ≤ −4Rhhij , which is exactly what is needed to show that Rij is non-positive. 
Remark 6.6. A very similar estimate is made in section 4 of [33].
When Aijk
l is not identically zero, Calabi’s argument goes through with the only change being
the appearance of some algebraically complicated terms involving Aijk
l and Lijk and correspond-
ing to the term QW(L) in (6.89). Assuming the non-negativity of these terms, Calabi’s original
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argument goes through to show that the Ricci curvature of a distinguished metric is non-positive,
but the geometric meaning of such an assumption is so far completely opaque. When Aijkl is not
identically zero but is globally bounded in norm by some constant, Calabi’s estimate still goes
through, and Lij is bounded from above by some constant multiple of hij ; however this does not
force Rij to be non-positive, and it seems likely that in general it need not be. Although no ex-
ample showing this is in hand, the examples constructed in section 7 show that an exact Einstein
AH structure with self-conjugate curvature and non-vanishing self-conjugate Weyl tensor can have
a distinguished metric which is flat.
6.7.2. By Theorem 6.9, the Ricci curvature of a distinguished metric h of the exact Riemannian
Einstein AH structure determined by a convex flat real projective structure on a compact manifold
is non-positive; Lemma 6.9 shows that if it is zero, then h is flat.
Lemma 6.9. If a distinguished metric h ∈ [h] of the exact Riemannian Einstein AH structure
([∇], [h]) determined by a convex flat real projective structure on a compact, orientable n-manifold
is Ricci flat, then it is flat, and the cubic torsion is parallel with respect to h.
Proof. When n = 2 there is nothing to prove, so assume n > 2. Because [∇] is projectively flat,
Aijk
l = 0 = Eijk
l. By (2.56), that Rij = 0 implies {L}ij = 0, and 4Rh = −|L|2h. By (2.55)
and (6.78), 4Rijkl = Lijkl − 2n(n−1) |L|2hhl[ihj]k = Cijkl , and so 4Wijkl = Cijkl and 4QW(L) =
CijklCijkl ≥ 0. Because R is parallel, |L|2h = −4Rh is constant. If it is 0 there is nothing to show.
It it is positive, then by (6.89) of Theorem 6.5 there holds 0 = |L|(n+4)/(n+1)∆h|L|(n−2)/(n+1) ≥
n−2
n+1QW(L) =
n−2
4(n+1)C
ijklCijkl ≥ 0, so that 4Rijkl = Cijkl ≡ 0, showing that h is flat. From (6.86)
it follows that the cubic torsion is parallel with respect to h. 
The Einstein AH structure induced by the density u of (4.41) on the positive orthant {x ∈
Rn : xi > 0} is of the sort appearing in Lemma 6.9. For this Einstein AH structure, the aligned
representative is ∇ = ∂ + 2γ(iδj) k where ∂ is the standard flat affine connection on Rn and γi =
−u−1∂iu. A distinguished metric is hij = −u−1B(u)ij = ∂iγj − γiγj . The curvature of ∇ is
Rijk
l = 2hk[iδj]
l, so that Rh = n(1 − n), while it can be checked that the metric h is flat, so
that from (2.57) it follows that |L|2h = 4n(n − 1). Thus this is an exact Einstein AH structure
with negative scalar curvature for which a distinguished metric is flat and the cubic torsion is
non-zero and parallel with respect to a distinguished metric. For this example, these facts were
already observed by Calabi in the last paragraph of section 3 of [19], where they were noted as
consequences of the homogeneity of the affine hypersphere given by the radial graph of u. More
non-trivial examples of the sort appearing in Lemma 6.9 are easily constructed by the methods
described in Section 7.
6.7.3. The Lie derivative, LX∇, along the vector field, X of an affine connection, ∇, is defined to
be the derivative LX∇ = ddt |t=0 ((φt)∗∇−∇) of the difference tensor with ∇ of its pullback via the
flow φt of X . By its definition, LX∇ is a
(
1
2
)
-tensor. Formally (LX∇)(A,B) may be computed as
if ∇ were a tensor, with the result that for a torsion-free ∇, (LX∇)ij k = ∇i∇jXk +XpRpij k. If
∇ is an affine connection on M write Aut(∇) = {φ ∈ Diff(M) : φ∗(∇) = ∇} and aut(∇) = {X ∈
Γ(TM) : LX∇ = 0} for the group of affine automorphisms and the Lie algebra of infinitesimal
affine automorphisms of [∇].
6.7.4. The difference tensor [∇¯] − [∇] of two projective structures is defined to be the trace-free
part of the difference tensor ∇¯ − ∇ of any torsion-free representatives ∇¯ ∈ [∇¯] and ∇ ∈ [∇]; this
does not depend on the choices of representatives because the difference of any two torsion-free
representatives is pure trace. The Lie derivative LX [∇] of [∇] along X ∈ Γ(TM) is defined to be
d
dt |t=0 ((φ
t)∗[∇]− [∇]) where φt is the flow generated by X . By definition the difference tensor
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(φt)∗[∇]− [∇] is the trace-free part of (φt)∗∇−∇ for any torsion-free representative ∇ ∈ [∇], and
it follows that LX [∇] is the completely trace-free part of LX∇ for any torsion-free representative
∇ ∈ [∇]. Explicitly,
(LX [∇])ij k = ∇i∇jXk +XpRpij k − 2n+1δ(i k∇j)∇pXp − 2δi kXpP[pj] − 2δj kXpP[pi](6.101)
= ∇i∇jXk − 2n+1δ(i k∇j)∇pXp +
(
Bpij
k − δp kPij + δi kPjp
)
Xp.
While by definition (LX [∇])[ij] k = 0, this can also be checked using (6.101) and the Bianchi and
Ricci identities. If [∇] is a projective structure on M write Aut([∇]) = {φ ∈ Diff(M) : φ∗([∇]) =
[∇]} and aut([∇]) = {X ∈ Γ(TM) : LX [∇] = 0} for the group of projective automorphisms and
the Lie algebra of infinitesimal projective automorphisms of [∇]. Evidently aut(∇) is a subalgebra
of aut([∇]).
6.7.5. If h is a pseudo-Riemannian metric write aut(h) = {X ∈ Γ(TM) : LXh = 0} for the Lie
algebra of h-Killing fields. If D is the Levi-Civita connection of h then aut(h) is a subalgebra
of aut(D). Given a torsion-free affine connection ∇ and a pseudo-Riemannian metric h define
affhar(∇, h) = {X ∈ Γ(TM) : hij(LX∇)ij k = 0} which is a subspace of vec(M). Likewise, given
a projective structure [∇] and a conformal metric [h] define projhar([∇], [h]) = {X ∈ Γ(TM) :
Hij(LX [∇])ij k = 0}, which is a subspace of vec(M). Evidently aut(∇) and aut([∇]) are subspaces
of affhar(∇, h) and projhar([∇], [h]), respectively. Elements of affhar(∇, h) and projhar([∇], [h]) are
called respectively affine harmonic and projective harmonic. It would require too much of a
digression to justify the terminology.
Tracing (6.101) in jk shows that X ∈ projhar([D], [h]) if and only if
0 = hpq(LX [D])pq
khki = ∆hXi +X
pRpi − 2n+1DiDpXp(6.102)
Theorem 4 of K. Yano’s [136] shows that for a Riemannian metric h with Levi-Civita connection D
on a compact manifold there holds aut(D) = aut(h). In [38], R. Couty proved that if on a compact
manifold h has non-positive Ricci curvature which is somewhere negative then aut([D]) = 0. The
proof is a Bochner type argument, and motivates the proof of Theorem 6.10.
Theorem 6.10. Let ([∇], [h]) be an exact, Riemannian signature AH structure on a compact,
orientable manifold M of dimension n ≥ 2.
(1) If the tensor Tij +
1
4Lij + n(n+1)(n+3) Eij is non-positive then a non-trivial X ∈ projhar([∇], [h])
is parallel with respect to the Levi-Civita connection D of a distinguished metric h ∈ [h],
and satisfies X iXjEij = 0 and X
iXjRij = 0, in which Rij = Tij +
1
4Lij is the Ricci
curvature of h. As a consequence, the subspace projhar([∇], [h]) is an abelian Lie subalgebra
of vec(M) and spans an integrable totally h-geodesic flat subbundle of TM ; hence M is
foliated by totally h-geodesic flat parallelizable submanifolds of dimension dim projhar([∇]).
(2) If n = 2 and Tij +
1
4Lij is non-positive and M admits a non-trivial X ∈ projhar([∇], [h]),
then M is a torus and a distinguished metric h is flat.
(3) If Tij +
1
4Lij + n(n+1)(n+3) Eij is non-positive and somewhere strictly negative definite, then
projhar([∇], [h]) = {0}.
Proof. Fix a distinguished metric h ∈ [h] and raise and lower indices using h. Write Lijk = Lij phpk
and ∇ = D − 12Lij k. By definition of the Lie derivative, (LX∇)ij k = (LXD)ij k − 12 (LXL)ij k.
Since (LXL)ip p = 0, the definition of LX [∇] implies
(LX [∇])ij k = (LX [D])ij k − 12 (LXL)ij k
= (LX [D])ij
k − 12XpDpLij k − Lp(i lDj)Xp + 12Lij pDpXk.
(6.103)
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If X ∈ projhar([∇], [h]), then contracting (6.103) with hij and using (6.102) gives
0 = ∆hXi +X
pRpi − 2n+1DiDpXp − Li pqDpXq.(6.104)
Integrating by parts and using (2.53) showsˆ
M
LijkXiDjXk = −
ˆ
M
LijkXkDjXi −
ˆ
M
XiXkDjL
ikj = −
ˆ
M
LijkXiDjXk − 2n
ˆ
M
X iXjEij ,
so that
´
M
LijkXiDjXk = −n
´
M
X iXjEij . Hence integrating ∆h|X |2 using (6.104) gives
0 =
ˆ
M
(
− 2n+1 (d∗hX♭)2 + 14 |dX♭|2 + 14 |LXh|2 −X iXjRij − nX iXjEij
)
(6.105)
For any h and any X ∈ Γ(TM) with dual one-form X♭ = i(X)h there holds
0 =
ˆ
M
(
(d∗hX
♭)2 + 14 |dX♭|2 − 14 |LXh|2 −X iXjRij
)
.(6.106)
Taking the appropriate linear combination of (6.106) and (6.105) and using (2.56) yields
1
4
ˆ
M
(
|dX♭|2 + n−1n+3 |LXh|2
)
=
ˆ
M
X iXj
(
Rij +
n(n+1)
n+3 Eij
)
=
ˆ
M
X iXj
(
Tij +
1
4Lij + n(n+1)n+3 Eij
)
.
(6.107)
If Rij+
n(n+1)
(n+3) Eij = Tij+
1
4Lij+n(n+1)(n+3) Eij is non-positive (6.107) impliesDiXj = 0. In (6.104) there
results X iRij = 0, and so the assumed non-positivity of Rij+
n(n+1)
(n+3) Eij implies that X
iXjEij ≤ 0,
which is consistent with (6.107) if and only if X iXjEij ≡ 0. If X,Y ∈ projhar([∇], [h]) then
0 = DXY − DYX = [X,Y ], so projhar([∇], [h]) is an abelian Lie subalgebra of vec(M). If X ∈
projhar([∇], [h]) is not identically zero, then it is nowhere zero, so the span of projhar([∇], [h]) has
constant rank, so is a totally h-geodesic flat integrable subbundle because projhar([∇], [h]) is abelian
and comprises parallel vector fields. Since each X ∈ projhar([∇], [h]) is non-vanishing, an integrable
submanifold of this subbundle is parallelizable.
If n = 2 then Eij ≡ 0 tautologically. If Tij + 14Lij is non-positive and X ∈ projhar([∇], [h])
is non-trivial, then M admits a non-vanishing vector field, so must have Euler characteristic zero.
Since the curvature R2 hij = Rij = Tij +
1
4Lij is by assumption non-positive this is consistent with
the Gauß-Bonnet Theorem if and only if R ≡ 0, that is h is flat.
If Tij +
1
4Lij + n(n+1)n+3 Eij is non-positive and somewhere strictly negative definite, then it is so
on some open U ⊂ M , in which case equality can hold in (6.107) if and only if X vanishes on U ;
because X is D-parallel this implies X ≡ 0. 
If ([∇], [h]) is a Riemannian AH structure, then because Eij is symmetric and trace-free, it can
be non-positive if and only if it vanishes identically.
Note that Theorem 6.10 shows that on a compact manifold, a Riemannian metric h with Levi-
Civita connection D, for which the Ricci tensor is non-positive and somewhere negative there holds
projhar([D], [h]) = {0}, which is a strengthening of Couty’s theorem mentioned above.
Theorem 6.11. Let ([∇], [h]) be a projectively flat Riemannian signature Einstein AH structure
with negative scalar curvature on a compact, orientable manifold M of dimension n ≥ 2. Any
distinguished metric h ∈ [h] has non-positive Ricci curvature and if [∇] admits a non-trivial infin-
itesimal projective automorphism X ∈ aut([∇]) then the Ricci curvature of h is degenerate in the
direction of X. In particular,
(1) If h has Ricci curvature which is negative definite at some point of M then X ≡ 0.
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(2) If n = 2 then the existence of a non-trivial infinitesimal projective automorphism implies
M is a torus and a distinguished metric is flat.
(3) If n > 2 and there exists a non-trivial infinitesimal projective automorphism then aut([∇]) =
aut(∇) is a Lie subalgebra of vec(M) of rank 1 ≤ r ≤ n, and the universal cover M˜ of
M equipped with the pullback of a distinguished metric h ∈ [h] splits isometrically M˜ ≃
Rr×N where Rr is flat Euclidean space, and the (n− r)-dimensional Riemannian manifold
N is connected and simply-connected. Hence M is foliated by totally h-geodesic flat r-
dimensional submanifolds each of which is finitely covered by a flat Riemannian vector
bundle over a torus.
Proof. By Theorem 4.10 there is a unique conformal structure [h] such that ([∇], [h]) is a Riemann-
ian Einstein AH structure with negative scalar curvature. By Theorem 6.9 the Ricci curvature
of a distinguished metric is non-positive. Theorem 6.10 applies and yields immediately the first
two claims. If X ∈ aut([∇]) then ∇iXj = − 12XpLip j , so ∇pXp = 0. With (6.101) this implies
LX∇ = 0, so X ∈ aut(∇). The containment aut(∇) ⊂ aut([∇]) is obvious, so aut([∇]) = aut(∇).
By Theorem 6.10, aut([∇]) is an abelian subalgebra of vec(M) comprising D-parallel vector fields,
so generates a totally h-geodesic flat integrable subbundle; the claims about the universal cover
follow from the argument showing the de Rham decomposition. The distribution on M generated
by aut([∇]) is totally h-geodesic and so each leaf is complete in the induced metric, which is flat.
By Bieberbach’s theorem each leaf is finitely covered by a flat Riemannian vector bundle on a
torus. 
In particular, Theorem 6.11 applies to the Einstein AH structure induced as in Theorem 4.10
on a manifold with convex flat real projective structure. In this context, Theorem 6.11 can also
be deduced from the usual Bochner theorem for conformal Killing fields on compact Riemannian
manifolds with non-positive Ricci curvature coupled with Theorem 6.9 and the uniqueness claim in
Theorem 4.10; this last implies that an infinitesimal projective automorphism of [∇] preserves the
induced [h].
Proof of Theorem 6.8. By Theorem 6.11 were there a non-trivial infinitesimal projective automor-
phism then M would admit a flat metric, which is impossible by the Gauß-Bonnet theorem. 
7. Einstein AH structures from commutative nonassociative algebras
This section presents a method which yields an abundance of complete exact Einstein Riemannian
AH structures with negative scalar curvature and self-conjugate curvature for which the standard
Euclidean metric is a distinguished metric, but which are neither projectively flat nor conjugate
projectively flat (or, what is the same, for which Aijk
l is not identically zero). As a byproduct of
the main construction there is obtained in section 7.1.8 an example of a naive Einstein AH structure
which is not Einstein.
In section 7.1 it is shown how to construct the desired examples by finding a homogeneous cubic
polynomial satisfying a certain system of partial differential equations, and some solutions are
found. In section 7.2 it is shown that these cubic polynomials can be interepreted as the structure
tensors of a certain kind of algebra, and the resulting formalism is used to show that some of the
resulting Einsten AH structures are not projectively flat.
7.1. Partial differential equations for homogeneous cubic polynomials. The purpose of
this section is the construction of solutions to (7.1), which seems interesting in its own right.
96 DANIEL J. F. FOX
7.1.1. Let the notations be as in section 6.1.1. Consider Rn with the standard Euclidean metric
δij , having Levi-Civita connection D, and let X be the radial vector field generating dilations by
et. Suppose there is given a homogeneous cubic polynomial P (x) ∈ Pol3(Rn) such that
∆δP = 0, and |HessP |2δ = κE(x),(7.1)
for some constant κ > 0 and E(x) = XiXjδij the quadratic polynomial corresponding to the
metric. By (6.8), or simply ∆2δP
2 = 2∆δ|DP |2δ = 4|HessP |2δ, the second equation of (7.1) is
equivalent in the presence of the first, to either ∆2δP
2 = 4κE(x) or ∆δ|DP |2δ = 2κE(x), for the
same constant κ > 0. Write Pi1...ik = Di1 . . . DikP and raise and lower indices with δij and the
dual bivector δij . Let Lij
k = Pij
k. Differentiating the second equality of (7.1) and using that P
is a cubic polynomial gives Lij = LipqLj
pq = κδij . By the arguments proving Theorem 6.4 the
connection ∇ = D − 12Lij k is the aligned representative of an exact proper strongly Einstein AH
structure ([∇], [δ]) with distinguished metric δij and satisfying Eijk l = 0. By (2.55) there holds
Tijk
l = − 14Lijk l. The scalar curvature Rδ is − 14 |L|2δ, which is negative if Lijk is not identically
zero. Taking the h-trace free part of Lijkl = 2Pk[i
pPj]lp gives −4Aijk phpl = Cijkl . If n = 3 then
Cijkl = 0 necessarily, but if n > 3 then it can be that Cijkl is not identically zero, in which case
the preceeding gives a construction of exact Riemannian proper strongly Einstein AH structures
with self-conjugate curvature but which by Lemma 3.6 are neither projectively flat nor conjugate
projectively flat.
Let Γ be a lattice in Rn. Since the tensor Lij
k is constant and the generators of Γ act by
translations, the Einstein AH structures on Rn obtained in this way descend to the quotient torus
Rn/Γ.
To find examples in this way two things must be done. First, the equations (7.1) must be solved.
Second, there must be found ways of checking the non-vanishing of Cijkl . In what follows there are
first given examples of polynomials solving (7.1); in particular examples are given for all n ≥ 2.
Later, it is shown how such a cubic polynomial determines a particular kind of algebra, and this
formulation is used to check the non-vanishing of Cijkl in some cases. Examples for which Cijkl is
not identically zero are constructed for all n > 3.
7.1.2. If P solves (7.1) then erP solves (7.1) with e2rκ in place of κ. Also the equations (7.1) are
orthogonally invariant in the sense that if P ∈ Pol3(Rn) solves (7.1) then so too does (g · P )(x) :=
P (gx) for any g ∈ O(n). Hence it is desirable to describe their solutions modulo the action of the
group CO(n) = O(n)× R+ of conformal linear transformations.
7.1.3. Writing z = x+ iy, the most general harmonic polynomial on R2 is
r cos θ(x31 − 3x1x22) + r sin θ(x32 − 3x2x21) = rRe (eiθ/3z)3,(7.2)
for some r ∈ [0,∞) and θ ∈ [0, 2π). By Lemma 2.2 or direct computation using (7.2), any har-
monic polynomial P ∈ Pol3(R2) solves (7.1), with κ = 72r2 for (7.2). Hence, after the orthogonal
transformation sending z to e−iθ/3z, the polynomial P has the form r(x31 − 3x1x22). Thus every
non-trivial solution of (7.1) on R2 is in the CO(2)-orbit of x31 − 3x1x22.
7.1.4. If P ∈ Pol3(Rp) and Q ∈ Pol3(Rq) solve (7.1) for the same constant κ, then P ◦πp+Q◦πq ∈
Pol3(Rp+q), in which πp and πq are the projections from R
p+q = Rp ⊕ Rq onto Rp and Rq, solves
(7.1). Since any P ∈ Har3(R2) satisfies (7.1), there are solutions to (7.1) on R2n for any n. For
example, for any θi ∈ [0, 2π),
P (x) =
n∑
i=1
(
cos θi(x
3
2i−1 − 3x2i−1x22i) + sin θi(x32i − 3x2ix22i−1)
)
.
solves (7.1) on R2n with κ = 72.
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As the goal is to produce examples for which Aijk
l does not vanish, and such examples can
neither arise in 2 and 3 dimensions, nor by composing in the sense just described examples for
which Aijk
l ≡ 0, something more has to be done. However, as the simplest construction of such
examples will utilize the n = 2 and n = 3 cases, the n = 3 case is analyzed completely in the next
section.
7.1.5. Suppose P ∈ Pol3(Rn+1) solves (7.1). The restriction of P to the sphere E = 1 has a
maximum, at which point DiP is proportional to DiE. By an orthogonal change of variables
it may be supposed that the maximum occurs at the point x1 = 0, . . . , xn = 0, xn+1 = 1, and
that at this point DiP is proportional to dx
n+1. It follows that P has the form P = cx3n+1 +
xn+1A(x1, . . . xn)+B(x1, . . . , xn), in which A and B are homogeneous polynomials on R
n of degrees
2 and 3, respectively, and c is a non-negative constant. By an orthogonal change of variables it
may be further supposed that A has the form A =
∑n
i=1 aix
2
1, so that, modulo O(n + 1), P may
be supposed to have the form
P = cx3n+1 + xn+1
n∑
i=1
aix
2
i +B(x1, . . . , xn).(7.3)
Moreover, after a dilation, it may be supposed that c is either 0 or 1. The equations (7.1) are
equivalent to the following equations for A and B
∆δB = 0,
n∑
i=1
ai = −3c, 4(9c2 +
n∑
i=1
a2i ) = κ,
n∑
i=1
ai
∂2B
∂2xi = 0, 8
n∑
i=1
a2ix
2
i + |HessB|2δ = 4(9c2 +
n∑
i=1
a2i )En(x),
(7.4)
in which the subscript n on En indicates that it is the quadratic form defined by the standard
Euclidean structure on Rn. It should be possible to describe all O(n)-equivalence classes of solutions
to (7.1) by studying the equations (7.4). As is explained in section 7.2.13 below, these equations
generalize one case of the equations for isomparametric hypersurfaces solved by E. Cartan in [30].
It would be interesting to understand what the equations (7.1) say about the geometry of the level
sets of P .
Lemma 7.1. Any two non-trivial solutions of (7.1) (for the same κ > 0) are in the same O(3)-
orbit. In particular, any P ∈ Pol3(R3) solving (7.1) is on the O(3) orbit of √κ/6√3 multiplied
by
x33 − 32x3(x21 + x22) + 1√2
(
x31 − 3x1x22
)
= x33 − 32x3|z|2 + 1√2Re z
3.(7.5)
in which z = x1 + ix2 ( (7.5) solves (7.1) with κ = 54). Moreover, the polynomials (7.5) and
3
√
3x1x2x3 are on the same O(3)-orbit.
Proof. Suppose that P is in the form (7.3). First suppose c = 1. Since B is harmonic it has the
form (7.2). The second and last equations of (7.4) yield 8a21x
2
1+8(a1+3)
2x2 = (36+4(2a
2
1+6a1+
9)− 72r2)(x21 + x22), which forces a1 = −3/2 and s = 1/
√
2, so that P has the form
P (x) = x33 − 32x3(x21 + x22) + 1√2 cos θ
(
x31 − 3x1x22
)
+ 1√
2
sin θ
(
x32 − 3x2x21
)
.
A rotation in the (x1, x2) plane preserves the first two terms, and, as in the discussion following
(7.2), after such a rotation it may be supposed that θ = 0, so that P has the the form (7.5).
If c = 0, then the second equation of (7.4) yields a2 = −a1 = −a, and as in the preceeding B
may be assumed to have the form (7.2). The penultimate equation of (7.4) yields 12ar(cos θx1 −
sin θx2) = 0, so that either a = 0 or r = 0. If a = 0 then P = B, and, as in section 7.1.3, B
is orthogonally equivalent to a constant multiple of x31 − 3x1x22; however, in this case the third
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equation of (7.4) implies κ = 0, but κ is assumed non-zero in (7.1), so this is not possible. If r = 0,
then P is a constant multiple of 3
√
3
2 x3(x
2
1−x22) = 3
√
3
2 x3(x1−x2)(x1+x2); here the constant factor
is chosen so that the resulting κ is the same as for (7.5), namely 54. Via the orthogonal change of
variables of the form
√
2x¯1 = x1 − x2 and
√
2x¯2 = x1 + x2, P is equivalent to 3
√
3x1x2x3. That
the polynomial (7.5) and 3
√
3x1x2x3 lie on the same SO(3)-orbit is evident from the factorization
x33 − 32x3(x21 + x22) + 1√2
(
x31 − 3x1x22
)
= 3
√
3(
√
2√
3
x1 +
1√
3
x3)(− 1√6x1 + 1√2x2 + 1√3x3)(− 1√6x1 − 1√2x2 + 1√3x3),
which exhibits (7.5) as the pullback of 3
√
3x1x2x3 via an element of SO(3). 
7.1.6. Next it is shown that there exist non-trivial solutions to (7.1) for all n ≥ 2. let P ∈
Pol3(Rn+1) be as in (7.3) and choose all the ai to be equal. By (7.4) this forces ai = −3c/n. If
B ∈ Har3(Rn), then the first and fourth equations of (7.4) are satisfied. The last equation of (7.4)
will be satisfied if and only if B solves (7.1) with constant κn = 36c
2(n+2)(n−1)/n2. The resulting
P solves (7.1) with constant κn+1 = 36c
2(n+1)/n = κnn(n+1)/((n+2)(n− 1)). If c is chosen to
be n/6 then κn = (n+ 2)n(n− 1) and κn+1 = n(n+ 1). This proves
Lemma 7.2. Suppose Qn ∈ Pol3(Rn) solves (7.1) with constant κn = n(n− 1). Then
Qn+1(x1, . . . , xn+1) :=
n
6x
3
n+1 − 12xn+1En(x1, . . . , xn) +
√
n+2
n Qn(x1, . . . , xn)(7.6)
solves (7.1) with constant κn+1 = n(n+ 1).
By section 7.1.3, Q2 can be taken to be 6Q2 = x
3
1−3x1x22, in which case Q3 is one third of (7.5).
The resulting Qn for n > 3 show that (7.1) admits non-trivial solutions for all n. These polynomials
Qn are determined uniquely up to O(n) equivalence, as the Qn+1 defined by (7.6) using Qn and
using g · Qn for g ∈ O(n) are equivalent modulo O(n + 1). What distinguishes the O(n)-orbits of
the polynomials Qn among the O(n) orbits of all solutions of (7.1) is best described in the algebraic
formalism introduced in section 7.2, and is implicit in Lemma 7.15 (and the discussion following its
proof) and Theorem 7.4. It turns out that the Einstein AH structures arising from these Qn are
projectively flat, so more solutions to (7.1) are needed.
7.1.7. Some more examples of cubic polynomials satisfying the second equation of (7.1) for n > 3
are (the polynomials (7.7) -(7.9) are also harmonic):
P (x) = − 16x33 + 12x3(x21 − x22 + x24)− x1x2x4, x ∈ R4,(7.7)
P (x) = 12 det
x1 x2 x3x4 x5 x6
x7 x8 x9

= 12 (x1x5x9 + x2x6x7 + x3x4x8 − x1x6x8 − x2x4x9 − x3x5x7) ,
x ∈ R9,(7.8)
P (x) = x35 +
3
2x5(x
2
1 + x
2
2 − 2x23 − 2x24) + 3
√
3
2 x4(x
2
1 − x22) + 3
√
3x1x2x3, x ∈ R5,(7.9)
P (x) = det
 x11 x12/
√
2 x13/
√
2
x12/
√
2 x22 x23/
√
2
x13/
√
2 x23/
√
2 x33

= x11x22x33 − 12
(
x11x
2
23 + x22x
2
13 + x33x
2
12
)
+ 1√
2
x12x23x13,
x ∈ R6,(7.10)
P (x) = PfaffX X ∈ so(6,R).(7.11)
In these examples κ is, respectively, 4, 1, 126, 3, and 6. In what follows there are described several
approaches to solving (7.1), which partly explain the origins of the polynomials (7.7)-(7.11). In each
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case the polynomial can be interpreted as structure constants of a certain kind of commutative
nonassociative algebra, and this motivates the discussion of such algebras in section 7.2. The
polynomial (7.7) is 1/6 times the real part of the polynomial 3(x1 + ix2)
2(x3 + ix4) − (x3 + ix4)3
on C2. The polynomial (7.8) corresponds to the multiplication on the Nahm algebra on so(3), as
is explained in section 7.2.12. As is explained in section 7.2.13, the polynomial (7.9) arises from
Cartan’s classification of isoparametric hypersurfaces in spheres having three distinct principal
curvatures. In section 7.2 it will be proved that the Einstein AH structures resulting from these
two examples have non-zero Aijk
l. Finally, the polynomials (7.10) and (7.11) (and also (7.8)) arise
as the relative invariants of prehomogeneous vector spaces (see the first three entries of table I in
section 7 of [117]). In all the cases that have been checked, for a regular prehomogeneous vector
space for which the irreducible relative invariant polynomial has degree 3, this polynomial solves
(7.1), an observation for which the explanation is not yet available.
7.1.8. Here is made a digression to exhibit an example of a naive Einstein AH structure which is
not Einstein. If at least one of the real numbers µ and λ is non-zero then
P (x) = λx1x2x3 + µx2(x
2
1 − x23),(7.12)
solves (7.1) with κ equal to 8µ2 + 2λ2. By Lemma 7.1 all the polynomials (7.12) are on the same
O(3) orbit as is (7.5). Let Pµ,λ(x) be the polynomial (7.12) and let L(µ, λ)ijk = DiDjDkP
µ,λ,
which is a tensor depending on the parameters µ and λ. It makes sense to substitute into L(µ, λ)ijk
functions f(x) and g(x) in place of constants. Let xi be coordinates such that dxi is a parallel
frame and let ∂i be the dual coframe. Let ∂i1...ik be the completely symmetric part of the tensor
product ∂i1 ⊗ . . .⊗ ∂ik The resulting tensor is explicitly
L(f, g) = 6f∂112 − 6f∂233 + 6g∂123.(7.13)
The divergence of L(f, g) is
div (L(f, g)) = (2g3 + 4f1)∂12 + 2f2(∂11 + 2g2∂12 − ∂33) + (2g1 − 4f3)∂23,(7.14)
in which fi =
∂f
∂xi and similarly for g. Hence if f and g solve f2 = 0 = g2, g1 = 2f3, and
g3 = −2f1, then L(f, g) is divergence free. In this case the exact AH structure ([∇], [δ]) with
aligned representative ∇ := D − 12Lij k and distinguished metric δij has {R}ij = 0 and Eij = 0,
the former because {L}ij = 0 still holds pointwise, and the latter by (2.53), so is naive Einstein.
On the other hand, by (2.56) its scalar curvature is −4Rδ = |L(f, g)|2δ = 24f2+6g2. If f and g are
properly chosen, then Rδ is not constant, and so ([∇], [δ]) is not Einstein. An explicit example is
f(x) = x1 + x3 and g(x) = 2(x1 − x3), for which Rδ = −12(x21 + x23) is evidently non-constant.
7.1.9. In this section a remark is made about an equivalent description of the equations (7.1) when
n = 3, and a Bernstein type problem is proposed. The material of this section is not needed in
what follows and the reader mainly interested in the construction of examples as in section 7.1.1
can skip ahead to section 7.2.
The group GL(3,R) acts on Pol3(R3) by (g · P )(x) := P (gx). The equation
detHessP = κP,(7.15)
transforms under this action by H(g · P ) = (det g)2g · H(P ), in which here, as in the rest of this
section, it is convenient to write H(P ) := detHessP . In particular, (7.15) is covariant with respect
to the group SL±(3,R) of unimodular linear transformations. Theorem 7.1 describes the solutions
of (7.15) with non-zero κ up to SL±(3,R) equivalence. The sign of κ matters. Observe that the
two-parameter family Pa,b(x) =
a
6 (x
3
1 + x
3
2 + x
3
3) + bx1x2x3 of cubics, known in the nineteenth
century as the syzygetic pencil of cubics, satisfies H(Pa,b) = P−ab2,a3+2b3 . In the syzygetic pencil
there are two one-parameter families of solutions to (7.15) for non-zero κ, and distinguished by the
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sign of κ. Namely P6a,−3a solves H(P ) = −54a2P , and P0,b(x) = bx1x2x3 solves H(P ) = 2b2P .
Unlike P0,b, the polynomial P6a,−3a is not decomposable as a product of linearly independent linear
forms, as is most easily seen from its explicit expression:
P6a,−3a(x) = a(x31 + x
3
2 + x
3
3)− 3ax1x2x3 = 3a2 (x1 + x2 + x3)E(x) − a2 (x1 + x2 + x3)3,
= a(x1 + x2 + x3)(x
2
1 + x
2
2 + x
2
3 − x1x2 − x2x3 − x3x1)
= a4 (x1 + x2 + x3)(3(x1 − x2)2 + (x1 + x2 − 2x3)2).
The linear change of variables 2y1 = x1 − x2, 2
√
3y2 = x1 + x2 − 2x3, 3y3 = x1 + x2 + x3, sends
P6a,−3a into 9ay3(y21 + y
2
2), which is evidently the product of a linear form and an irreducible
degenerate quadratic form.
Theorem 7.1. Let P ∈ Pol3(R3) be a homogeneous ternary cubic polynomial not identically zero.
(1) P solves (7.15) for some κ > 0 if and only if P decomposes as a product of linearly inde-
pendent homogeneous linear forms, or, what is equivalent, P is in the SL±(3,R) orbit of a
positive multiple of x1x2x3.
(2) P solves (7.15) for some κ < 0 if and only if P decomposes as a product of a non-zero
linear form ℓ and an irreducible degenerate quadratic form A such that the point in P2(R)
determined by the kernel of A is not contained in the line in P2(R) determined by the kernel
of ℓ, or, what is equivalent, P is in the SL±(3,R) orbit of a positive multiple of x1(x22+x
2
3).
(3) P is harmonic and solves (7.15) for some κ > 0 if and only if it is a product of orthogonal
homogeneous linear forms, or, what is equivalent, P is in the O(3) orbit of a positive
multiple of x1x2x3.
Moreover, a harmonic P ∈ Har3(R3) solves (7.1) if and only if it solves (7.15).
Proof. For c 6= 0, the polynomials P = cx1x2x3 and Q = cx3(x21 + x22) solve (7.15) with κ equal
to 2c2 and −8c2, respectively, and hence so too do any polynomials in their SL±(3,R) orbits. By
Lemma 7.1, it follows that any solution P ∈ Pol3(R3) of (7.1) solves (7.15) for the same κ, which is
necessarily positive. The converse claims will now be proved.
A P ∈ Pol3(R3) is irreducible over R if and only if it is irreducible over C. The non-trivial
direction follows from the claim that if P is reducible over C then it is reducible over R. If P factors
over C into irreducible factors, then either P = ℓQ with ℓ linear and Q quadratic, or P = ℓ1ℓ2ℓ3
with the ℓi linear. In the former case ℓ¯Q¯ = P¯ = P = ℓQ, which implies that ℓ¯ = e
2iθℓ, in which case
eiθℓ is a real factor of P , and e−iθQ must be real as well. In the latter case, ℓ¯1ℓ¯2ℓ¯3 = ℓ1ℓ2ℓ3, and one
of the following occurs: the ℓi have multiplicity 1 and there is σ ∈ S3 such that ℓ¯i divides ℓσ(i); one
of the factors has multiplicty two; or, there is a single factor of multiplicity three. In all the cases
it is straightforward to check that there is at least one factor which, possibly after rescaling by a
complex factor, is real. The following fact proved in chapter 1 of [51] will be used: a polynomial
A ∈ Polk(C3) is a factor (over C) of its Hessian determinant H(A) if and only if each multiplicity
one factor of A is linear. If P ∈ Pol3(R3) were irreducible over R and solved 7.15 with κ 6= 0 then it
would be irreducible over C and a multiplicity one factor of H(P ), but not linear, a contradiction.
Hence if P solves (7.15) with κ 6= 0 it is reducible over R so, by the preceeding paragraph, has a
real linear factor.
Now suppose P = ℓ1ℓ2ℓ3, in which ℓi = 〈vi,X〉 for vi ∈ R3. If the vi are linearly dependent, then
they lie in a plane, so, after a rotation, P can be assumed to depend on only two variables, which
yields H(P ) = 0. Hence, for P to solve (7.15), the vi must be linearly independent; it is evident that
such P is in the SL±(3,R) orbit of a positive multiple of x1x2x3. Such a P is moreover harmonic
if and only if
∑
σ∈S3〈vσ(1), vσ(2)〉vσ(3) = 0, and, since the vi are linearly independent, this holds if
and only if they are pairwise orthogonal; in this case P is in the O(3)-orbit of a multiple of x1x2x3,
which by Lemma 7.1 implies also that P solves (7.1).
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Otherwise P must be a product ℓA where ℓ is linear and A is a homogeneous quadratic polynomial
irreducible over R. If A is non-degenerate then after applying an element of SL±(3,R), it may be
assumed to be a positive multiple of E or F := x21 + x
2
2 − x23. In the former case, after applying a
rotation (which preserves A), it can be assumed ℓ is a multiple of x1, so that P = x1E. In the latter
case, after applying an element of O(2, 1), it can be assumed that ℓ1 is one of x1, x3, or x1 + x2,
according to whether the coefficient vector of ℓ is spacelike, timelike, or null with respect to F . In
the null case, it simplifies computations to instead send A to a multiple of x1x2 + x
2
3 and ℓ to x1.
In all of the preceeding cases, direct computation shows that H(P ) is not a multiple of P .
There remains to consider the case P = ℓA with A an irreducible degenerate quadratic form.
This can be only if A has rank two and negative index of inertia equal to 0, so after applying an
element of SL±(3,R) it can be supposed A has the form A = ±(x21 + x22). If ℓ depends on only x1
and x2 then P depends on only two variables, so H(P ) = 0; this condition can be stated invariantly
as that ker ℓ contains kerA. If ker ℓ does not contain kerA, there is a triangular element of SL(3,R)
with diagonal entries equal to 1 that fixes x1 and x2 and sends ℓ into a multiple of x3. Hence P
can be assumed to have the form P = cx3(x
2
1 + x
2
2) with c ∈ R×. In this case H(P ) = −8c2P and
so P solves (7.15) with negative κ. 
Theorem 7.1 gives credibility to the speculation that the following Bernstein like problem has
an affirmative resolution. Namely, must a sufficiently smooth function F on R3 solving (7.15) for
positive κ be equivalent modulo the action of the group of unimodular affine transformations to a
multiple of x1x2x3?
A homogeneous polynomial P is homaloidal if the map of (complex) projective spaces defined
by the differential DP is birational. Theorem 7.1 is closely related to Theorem 4 of I. Dolgachev’s
[50], which characterizes (over C) ternary homaloidal polynomials having no multiple factors. While
it is not clear what form a characterization of cubic solutions of (7.1) might take for n > 3, the most
natural generalization of (7.15) for P ∈ Poln(Rn) is H(P ) = (−1)n−1κPn−2. In Remark 3.5 of [37]
such polynomials are called totally Hessian, and it is asked whether they must be homaloidal. In
this regard observe that a simple determinantal computation exploiting homogeneity proves:
Lemma 7.3. If Q ∈ Poln(Rn) solves H(Q) = (−1)n−1(n− 1)Qn−2, then P ∈ Poln+1(Rn+1) defined
by P (x) = xn+1Q(x1, . . . , xn) solves H(P ) = (−1)nnPn−1.
In particular there is always the solution Pn(x) =
∏n
i=1 xi, for which (−1)n−1κ = (−1)n−1(n−1).
It also seems interesting to ask what are all the smooth solutions to H(F ) = κFn−2 up to unimodular
affine equivalence.
7.2. Einstein commutative Codazzi algebras. The formalism of Einstein commutative Codazzi
algebras is introduced with the immediate aim of organizing the computations necessary to analyze
the vanishing or not of the tensor Aijk
l associated to the Einstein AH structures constructed as in
section 7.1.1. As it seems a classification of these algebras should be feasible, some basic structural
features are elucidated in more detail than is immediately necessary.
7.2.1. An algebra (A, ◦) is a finite-dimensional real vector space A and an element ◦ of A⋆ ⊗
A⋆ ⊗ A, referred to as the multiplication. Here the base field has always characteristic zero; in
all applications it will be R. An algebra is unital if it contains a left and right unit (in which
case these are necessarily equal). Algebras need not be unital, and those of interest here will not
be. That an algebra be nonassociative means that it need not be associative, although it could
be. The left (resp. right) regular representation is the representation L : A → End(A)
(resp. R) given by left (resp. right) multiplication, L(x)(y) := x ◦ y. Here End(A) means vector
space endomorphisms of A and is regarded as an algebra under composition. The multiplication
◦ is identified with its structure tensor given in abstract index notation as µij k. As tensors
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L(x)i
j = xpµpi
j . The algebra is commutative if µ[ij]
k = 0; equivalently L(x) = R(x) for all
x ∈ A. The associator of A is the A-valued trilinear form [x, y, z] := (x ◦ y) ◦ z−x ◦ (y ◦ z) given by
[x, y, z]l = xizjykµijk
l (note the ordering convention) for the tensor µijk
l = µpj
lµik
p − µip lµkj p.
The algebra A is associative if and only if µijk
l = 0; equivalently the left regular representation is
a homomorphism, L(x◦ y) = L(x)◦L(y). If A is commutative then the associator has the algebraic
symmetries µ[ij]k
l = µijk
l and µ[ijk]
l = 0 of an affine curvature tensor. The former corresponds
to [x, y, z] = −[z, y, x], or, what is the same (by polarization), [x, y, x] = 0. An algebra satisfying
[x, y, x] = 0 for all x, y ∈ A is called flexible, so the preceeding remarks say that any commutative
algebra is flexible. For a commutative algebra there holds the stronger identity
[x, y, z]− [x, z, y] = [y, x, z],(7.16)
which corresponds to the Bianchi symmetry µ[ijk]
l = 0.
Many of the standard notions for associative algebras do not work as simply for nonassociative
algebras, e.g. the obvious notions of semisimplicity, namely that the solvable radical be zero and
that the algebra be expressible as a direct sum of simple ideals, need not coincide, and so when
necessary such conditions will be stated explicitly. As is explained in [118] it makes sense to speak
of a bimodule B over an arbitrary nonassociative algebra A. This means there are given linear
maps L and R from A to the algebra End(B) of linear endomorphisms of B. In general there are no
further conditions imposed. If A is a member of some class of nonassociative algebras defined by
multilinear identities then L and R are required to be compatible with these identities (see section
6 of [118] for a precise statement). For example, if A is commutative then there must hold La = Ra
for all a ∈ A, so that in this case L = R, and to specify a module B over a commutative algebra
it suffices to give a single arbitrary linear map ρ : A → End(B). For associative algebras, the
compatibility conditions are RbRa = Rab, LaLb = Lab and RaLb = LbRa for all a, b ∈ A. In this
case it makes sense to speak of a left or right module, which is just the structure corresponding to
L or R with the compatibility condition involving only L or R. For any finite-dimensional algebra
A the vector space dual A∗ := homR(A,R) is a (bi)module over A with left action L and right action
R defined respectively by Laµ := µ ◦Ra and Raµ := µ ◦ La for a ∈ A and µ ∈ A∗. It is sometimes
more readable to write the pairing of dual vector spaces using angled brackets so that the result
of applying Laµ ∈ A∗ to b ∈ A is 〈Laµ, b〉 = 〈µ, ba〉. Thus, although for a general nonassociative
algebra A it does not make sense to distinguish a left action from a right action, it does always
make sense to speak of the left and right actions of A on its dual A∗. The interchange of L and R
in the definitions of the actions on the dual is made so that in the case that A is associative, the
map L (resp. R) makes A∗ a left (resp. right) module over A.
In what follows there will be considered a finite-dimensional commutative nonassociative (nonuni-
tal) algebra equipped with a non-degenerate symmetric invariant bilinear form, and some terminol-
ogy and context is needed for discussing such an object. Although there are many papers written
about this or that nonassociative algebra, there are substantial theories only for special cases aris-
ing in geometry and representation theory of Lie groups, e.g. Jordan algebras and composition
algebras. Some references are [119] and [85]. One context in which commutative nonassociative
algebras appear naturally is that of vertex algebras; in that context such algebras come equipped
with a lot of other structure. They appear also in the study of autonomous systems of ordinary
differential equations quadratic in the dependent variables initiated by L. Markus in [107]; see the
survey [82] for background. Still, it seems no one has developed a theory of general commutative
nonassociative algebras, and it may be that such structure is simply too weak to admit a general
theory. However, as is familiar from the study of Lie algebras, the extra data of a non-degenerate
symmetric bilinear form having some invariance property allows for a good structure theory. Part
of the reason for the algebraic digression which follows is that it may suggest some interesting
classification problems.
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7.2.2. A bilinear form h on A is left invariant if h(x ◦ y, z) = h(x, y ◦ z) for all x, y, z ∈ A, right
invariant if h(x, y ◦ z) = h(z ◦ x, y) for all x, y, z ∈ A, and braided if it is both left and right
invariant, or, what is the same it satisfies the braid relations
h(z, x ◦ y) = h(y ◦ z, x) = h(y, z ◦ x) = h(x ◦ y, z) = h(x, y ◦ z) = h(z ◦ x, y)(7.17)
for all x, y, z ∈ A. A braided bilinear form necessarily satisfies h(x ◦ y, z) = h(z, x ◦ y) for all
x, y, z ∈ A. For example, the Killing form of a Lie algebra is braided. Evidently a left or right
invariant bilinear form on a commutative algebra is automatically braided.
A bilinear form h is right (resp. left) invariant if and only if the opposite bilinear form oph
defined by oph(x, y) = h(y, x) is left (resp. right) invariant. For this reason it is customary to speak
only of left invariant forms, and these are called simply invariant (or associative). A bilinear
form is symmetric if it equals its opposite. Evidently, for a symmetric bilinear form the three
notions, left invariant, right invariant, and braided are mutually equivalent, and so such a form will
be called simply invariant.
Lemma 7.4. For a finite-dimensional nonassociative algebra A any two of the following sets are
in canonical bijection.
(1) Isomorphisms from A to A∗ intertwining the left actions of A.
(2) Non-degenerate right invariant bilinear forms on A.
(3) Isomorphisms from A to A∗ intertwining the right actions of A.
(4) Non-degenerate left invariant bilinear forms on A.
Also, the following sets are in canonical bijection.
(5) A-bimodule isomorphisms from A to A∗.
(6) Non-degenerate braided bilinear forms on A.
Proof. Suppose given a linear isomorphism Ψ : A → A∗ such that La(Ψ(b)) = Ψ ◦ La(b) for all
a, b ∈ A. That is, La(Ψ(b)) = Ψ(a ◦ b). Define h by h(a, b) = 〈Ψ(a), b〉. Obviously h is bilinear and
non-degenerate. By the assumption on Ψ,
h(a ◦ b, c) = 〈Ψ(a ◦ b), c〉 = 〈Ψ ◦ La(b), c〉 = 〈La ◦Ψ(b), c〉 = 〈Ψ(b), Ra(c)〉 = h(b, c ◦ a),(7.18)
so h is right-invariant. On the other hand, if given a non-degenerate right-invariant bilinear form
h, then define Ψ by 〈Ψ(a), b〉 = h(a, b). Because h is non-degenerate, Ψ is injective, so a linear
isomorphism because A is finite-dimensional. For all a, b, c ∈ A there holds
〈La(Ψ(b)), c〉 = 〈Ψ(b), c ◦ a〉 = h(b, c ◦ a) = h(a ◦ b, c) = 〈Ψ(a ◦ b), c〉 = 〈Ψ ◦ La(b), c〉,(7.19)
showing that La ◦ Ψ = Ψ ◦ La. Evidently these associations are inverses so establish a bijection
between (1) and (2). Given Ψ as in (3), the form h defined as above will be left invariant by a
computation like (7.18), while given h as in (4) the map Ψ defined as above will intertwine the right
actions by a computation like (7.19); that these associations are inverse is evident. The bijection
between (2) and (4) is given by passing to the opposite bilinear form. Given (5) define h as before;
it will be both left and right invariant, so braided. Given (6) define Ψ as before; it will intertwine
both the left and right actions, so will be a bimodule map. 
Usually a finite-dimensional, unital, associative algebra A over a field k is called a Frobenius
algebra if it is equipped with one of the following structures, each of which determines the others
in a canonical manner:
(1) A left A-module isomorphism from A to A∗.
(2) A right A-module isomorphism from A to A∗.
(3) A non-degenerate (left) invariant bilinear form h on A.
(4) A linear form f : A → k such that ker f contains no non-trivial ideal of A.
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The first three structures determine one another even if there is no unit. Thus it makes sense
to call Frobenius a nonassociative algebra equipped with a non-degenerate left-invariant bilinear
form (or one of the equivalent structures of (2) of Lemma 7.4), and to call a Frobenius algebra
braided if this form is braided (or, equivalently, the corresponding linear map satisfies (5)− (6) of
Lemma 7.4). Really these should be called left Frobenius algebras. As by Lemma 7.4, by replacing
h with h
op
, a left Frobenius algebra determines a right Frobenius algebra , and conversely, it suffices
to work with the former. With this terminology, what is usually called a Frobenius algebra is a
unital, associative, Frobenius algebra. A Frobenius algebra is symmetric if the invariant form is
symmetric. A symmetric Frobenius algebra is braided. With this terminology, a semisimple real
Lie algebra is a symmetric Frobenius algebra.
Lemma 7.5. A unital braided Frobenius algebra (A, h) is symmetric.
Proof. If e ∈ A is the unit then h(x, y) = h(x, e ◦ y) = h(y ◦ x, e) = h(y, x ◦ e) = h(y, x). 
A (not necessarily unital) composition algebra is an algebra A equipped with a non-degenerate
quadratic form E which is multiplicative in the sense that E(x ◦ y) = E(x)E(y). A symmetric
composition algebra is a composition algebra for which the symmetric bilinear form h(x, y) =
E(x + y) − E(x) − E(y) determined by E is left invariant. In the present terminology these
are symmetric Frobenius algebras for which the quadratic form E associated to the metric h is
multiplicative. Such algebras have been classfied by A. Elduque and H. C. Myung in [55]; not
quite all examples are given by the para-Hurwitz and Okubo algebras. Basic results about such
algebras are given in chapter 34 of [85]. In particular they are non-unital if dimA > 1 and they are
alternative. However, there are no interesting examples of symmetric composition algebras which
are commutative, so these will not serve present aims.
The multiplication defining an algebra A is trivial if the product of any two-elements is 0. An
algebra is simple if its multiplication is non-trivial and it has no non-trivial proper (two-sided)
ideal; note that the definition in the nonassociative setting is the same as the usual definition. The
commutative case of Lemma 7.6 is Lemma 7.4 of [52], and the easy proof is essentially the same.
Lemma 7.6. The space of non-degenerate braided bilinear forms on a simple finite-dimensional
nonassociative algebra A over a field k of characteristic 0 is at most one-dimensional.
Proof. Let h¯ and h be two such forms. From the non-degeneracy of h and h¯ it follows that the
linear map Ψ : A → A defined by h¯(x, y) = h(Ψ(x), y) is a linear isomorphism. Then
h(Ψ(x ◦ y), z) = h¯(x ◦ y, z) = h¯(y, z ◦ x) = h(Ψ(y), z ◦ x) = h(x ◦Ψ(y), z),
h(Ψ(y ◦ x), z) = h¯(y ◦ x, z) = h¯(y, x ◦ z) = h(Ψ(y), x ◦ z) = h(Ψ(y) ◦ x, z),
in which the second and fourth equalities of the first line (resp. second line) use respectively the
right (resp. left) invariance of h¯ and of h. By the non-degeneracy of h the first chain of equalities
implies Ψ(x ◦ y) = x ◦ Ψ(y), while the second implies Ψ(y ◦ x) = Ψ(y) ◦ x. Since Ψ is invertible
there is a non-zero λ in the algebraic closure k¯ of k such that the λ-eigenspace in A¯ = A ⊗k k¯ of
Ψ is non-zero. By an obvious extension argument, A¯ equipped with the extended multiplication is
simple if and only if A is. Since Ψ(x) ◦ y = Ψ(x ◦ y) = x ◦Ψ(y), the λ-eigenspace of Ψ is a two-sided
ideal in A¯, so must equal A¯. It follows that Ψ is multiplication by λ, and moreover that λ ∈ k.
Hence h¯ = λh. 
The multiplication defining an algebra A is left (resp. right) non-degenerate if for any x ∈ A
there is y ∈ A such that x ◦ y 6= 0 (resp. such that y ◦ x 6= 0). The multiplication is non-degenerate
if it is both left and right non-degenerate.
Lemma 7.7. The multiplication of a simple finite-dimensional Frobenius algebra is non-degenerate.
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Proof. For any algebra the square A2, defined to be the subspace spanned by products of elements
of A, is a two-sided ideal. If A is simple then the multiplication is by assumption non-trivial and
so there must hold A2 = A. Let h be the non-degenerate left invariant bilinear form defining the
Frobenius algebra structure. Suppose there is x ∈ A such that x ◦ y = 0 for all y ∈ A. Then
0 = h(x ◦ y, z) = h(x, y ◦ z) for all y, z ∈ A. Since A2 = A, every element of A can be written as a
finite sum of terms of the form y ◦ z, and so the non-degeneracy of h implies that x = 0. Thus the
multiplication on A is left non-degenerate. The analogous argument with h
op
in place of h and left
and right multiplication interchanged shows the right non-degeneracy of the multiplication. 
7.2.3. This section shows that an arbitrary Frobenius algebra determines a unital Frobenius alge-
bra of one dimension more. This construction is something like passing from projective space to
the affine space over it. It is needed in the proof of Theorem 7.4 below.
Let (A, h) be a finite-dimensional k-algebra equipped with a bilinear form h. Define a unital
algebra (Aˆh, hˆ) with bilinear form hˆ as follows. As a vector space Aˆh comprises pairs (x, λ) with
x ∈ A and λ ∈ k. The multiplication on Aˆh is defined by (x, λ)◦(y, µ) = (x◦y+λy+µx, h(x, y)+λµ)
and has unit (0, 1). Evidently Aˆh is commutative if and only if A is commutative and h is symmetric.
However, associativity is not preserved by this construction for
[(x, λ), (y, µ), (z, γ)] = ([x, y, z] + h(x, y)z − h(y, z)x, h(x ◦ y, z)− h(x, y ◦ z)).(7.20)
On the other hand, it follows from (7.20) that Aˆh is associative if and only if h is left invariant
and [x, y, z] = h(y, z)x − h(x, y)z for all x, y, z ∈ A. The bilinear form hˆ on Aˆh is defined by
hˆ((x, λ), (y, µ)) = h(x, y) + λµ. The hˆ norm of the unit in Aˆh is 1. Evidently hˆ is non-degenerate
or symmetric if and only if h has the same property. Routine computations show
hˆ((x, λ) ◦ (y, µ), (z, γ))− h((x, λ), (y, µ) ◦ (z, γ)) = h(x ◦ y, z)− h(x, y ◦ z),
from which it is evident that hˆ is left invariant if and only if h is left invariant. On the other hand,
hˆ((z, γ) ◦ (x, λ), (y, µ)) − hˆ((x, λ), (y, µ) ◦ (z, γ))
= h(z ◦ x, y)− h(x, y ◦ z) + µ(h(z, y)− h(y, z)) + λ(h(z, x)− h(x, z)),(7.21)
from which it follows that hˆ is right invariant if and only if h is both right invariant and symmetric.
The preceeding proves the first part of
Lemma 7.8. Let A be a finite-dimensional algebra with a bilinear form h. Then (Aˆh, hˆ) is a
unital Frobenius algebra if and only if (A, h) is a Frobenius algebra. In this case the following are
equivalent: hˆ is braided; hˆ is symmetric; h is symmetric and braided.
Proof. There remains to prove only the last claim. If left invariant h or hˆ is symmetric, then it is
braided. If hˆ is braided, then by (7.21), h is symmetric, and so by definition hˆ is symmetric as well.
Alternatively, if hˆ is braided then by Lemma 7.5, hˆ is symmetric. 
In any unital Frobenius algebra (A, h) there holds h(e, y) = h(y, e) for all y ∈ A, for h(e, y) =
h(e ◦ e, y) = h(e, e ◦ y) = h(e, y ◦ e) = h(e ◦ y, e) = h(y, e). Hence if h(e, e) 6= 0, the projection Pe
onto the subspace {y ∈ A : h(y, e) = 0 = h(e, y)} can be written as Pe(y) = y − h(y, e)h(e, e)−1e.
Lemma 7.9. Let (B, g) be a finite-dimensional unital Frobenius algebra such that the unit e ∈ B
satisfies g(e, e) 6= 0. Then the subspace A := {x ∈ B : g(x, e) = 0 = g(e, x)} equipped with the
multiplication x ⋆ y := x ◦ y − g(x, y)g(e, e)−1e and the restriction of g is a Frobenius algebra.
Proof. If x, y ∈ A then g(x⋆y, e) = g(x◦ y, e)− g(x, y) = 0 and g(e, x⋆ y) = g(e, x◦ y)− g(x, y) = 0,
both by left invariance of g, so x ⋆ y ∈ A. If x ∈ A, by non-degeneracy of g there exist y, z ∈ B
such that g(x, y) 6= 0 and g(z, x) 6= 0, and since x ∈ A there hold g(x, Pe(y)) = g(x, y) 6= 0
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and g(Pe(z), x) = g(z, x) 6= 0, so y and z could have been chosen from A. This shows the non-
degeneracy of the restriction of g to A. Finally, for x, y, z ∈ A there holds g(x ⋆ y, z)− g(x, y ⋆ z) =
g(x ◦ y, z)− g(x, y, ◦z) = 0, so that g is left invariant with respect to the multiplication ⋆ on A. 
If (A, h) is Frobenius, the construction of Lemma 7.9 applied to (Aˆh, hˆ) recovers (A, h). It makes
sense to refer to (Aˆh, hˆ) as the unitalization of the Frobenius algebra (A, h).
Lemma 7.10. Two finite dimensional Frobenius algebras are isomorphic if and only if their uni-
talizations are isomorphic.
Proof. An isomorphism Ψ of Frobenius algebras extends to an isomorphism Ψˆ of their unitaliza-
tions defined by Ψˆ(x, λ) = (Ψ(x), λ), so the unitalizations of isomorphic Frobenius algebras are
isomorphic. Since an isomorphism of Frobenius algebras is an isometry, to prove the converse it
suffices to prove that an automorphism Φ of the unitalization (Aˆh, hˆ) is necessarily of the form Ψˆ.
The most general linear endomorphism of Aˆh has the form Φ(x, λ) = (Ax + λb, h(c, x) + λd) for
some A ∈ End(A), b, c ∈ A, and d ∈ R. Since
0 = hˆ((0, 1), (x, 0)) = hˆ(Φ(0, 1),Φ(x, 0)) = hˆ((b, d), (Ax, h(c, x))) = h(b, Ax) + dh(c, x),(7.22)
there holds
0 = Φ(0, 1) ◦ Φ(x, 0)− Φ((0, 1) ◦ (x, 0)) = (b, d) ◦ (Ax, h(c, x)) − Φ(x, 0)
= (b ◦Ax + (d− 1)Ax+ h(c, x)b, h(b, Ax) + (d− 1)h(c, x))
= (b ◦Ax + (d− 1)Ax+ h(c, x)b,−h(c, x)).
(7.23)
Hence h(c, x) = 0 for all x ∈ A, and since h is non-degenerate this implies c = 0. Since c = 0,
A must be invertible. In (7.22) this gives h(b, AX) = 0, and by the invertibility of A and the
non-degeneracy of h this implies b = 0. In (7.23) this gives (d− 1)Ax, which implies d = 1, so that
Φ = Ψˆ where Ψ(x) = Ax is an automorphism of (A, h). 
7.2.4. The (left) trace form τ on a nonassociative algebra A is the symmetric bilinear form
defined by τ(x, y) = trL(x)L(y) = L(x)p
qL(y)q
p = xaybµab, where, consistent with the notations
used throughout this paper, µab := µap
qµbq
p.
7.2.5. There is a useful analogy between algebras and connections which explains the point of
view behind much of what follows. The structure tensor µij
k is thought of as analogous to a
connection, and its skew part µ[ij]
k is the analogue of the torsion. The associator is the analogue of
the curvature tensor. The trace form is something like the Ricci tensor. A non-degenerate invariant
form should be regarded as a metric (for which there is not assumed any a priori relation with
the connection/multiplication). This analogy can be made a genuine correspondence by using the
formalism of algebroids, but this will not be needed here. Some ideas along these lines are explored
by L. Ionescu in [74].
7.2.6. The only systematic study of non-degenerate left invariant bilinear forms on nonassociative
algebras of which I am aware is that made by M. Bordemann in [11]. In [11] a nonassociative algebra
admitting a non-degenerate left invariant symmetric bilinear form h is called metrizable and the
pair (A, h) is called ametric algebra. In Bordemann’s terminology, a unital associative symmetric
Frobenius algebra is a unital associative metric algebra. Following the analogy between algebras
and connections described above, the terminology metric is not quite apt, for by this analogy
such terminology should apply to an algebra equipped with a non-degenerate invariant symmetric
bilinear form h compatible with the multiplication in the sense that h(x◦y, z)+h(y, x◦z) = 0; this
last condition is the algebraic condition that the multiplication x ◦ y = ∇xy determined by a flat
connection ∇ with respect to a parallel frame be compatible with a metric h. What is of interest
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here is the algebraic condition corresponding to the Codazzi compatibility between a connection
and a metric, which is
h(x ◦ y, z) + h(y, x ◦ z) = h(y ◦ x, z) + h(x, y ◦ z),(7.24)
A nonassociative algebra A with a non-degenerate symmetric bilinear form h satisfying (7.24) is a
Codazzi algebra. A Codazzi algebra is Riemannian if h is positive definite.
Plainly if a non-degenerate symmetric bilinear form h on A is invariant then (A, h) is Codazzi.
From (7.24) it is evident that (A, h) be commutative Codazzi is equivalent to the complete symmetry
of h(x ◦ y, z) in x, y, and z. That is, µijk = µij phpk satisfies µijk = µ(ijk). In particular, if (A, h)
is Codazzi and A is commutative, then h is invariant, so a commutative Codazzi algebra is the
same thing as a commutative symmetric Frobenius algebra. Since commutative Frobenius algebras
are exactly the objects obtained by naively relaxing the associativity and unitality conditions in
the usual definition of a symmetric Frobenius algebra, commutative Codazzi algebras seem to be
the right generalization to the nonunital, nonassociative setting of unital associative symmetric
Frobenius algebras.
Remark 7.1. An algebra is a left symmetric algebra (LSA) (also called pre-Lie algebras or
Vinberg algebras) if its associator satisfies [x, y, z] = [y, x, z] for all x, y, z ∈ A. From (7.16) it is
evident that a commutative algebra is left symmetric if and only if it is associative. A left symmetric
Codazzi algebra is called a Hessian algebra. Hessian algebras arise naturally in the description of
homogeneous convex cones, and this is not unrelated to the appearance here of Codazzi algebras,
although this point will not be pursued; see H. Shima’s book [124] for background and references.
7.2.7. To an algebra A with a metric h there is associated a cubic polynomial P = Pµ ∈ S3(A∗)
defined by 6Pµ(x) = h(x ◦ x, x) = xixjxkµ(ijk). For example, the cubic polynomial Pˆ (x, r) asso-
ciated to the unitalization of a Frobenius algebra (A, h) is given in terms of the cubic polynomial
P (x) associated to (A, h) by Pˆ (x, r) = P (x) + 12rE(x) +
1
6r
3. Let D be the Levi-Civita connection
of hij , which is just the flat affine connection on A, and write Pi1...ik = Di1 . . . DikP . Raise and
lower indices with hij and the dual bivector h
ij . Observe Pi1...ik ≡ 0 if k > 3. If (A, h) is a com-
mutative Codazzi algebra, then µijk := µij
phpk is completely symmetric, so that by construction
Pij
k = µij
k. That is, a commutative Codazzi algebra is completely determined by its associated
cubic polynomial.
7.2.8. An algebra A is (left) special if trL(x) = 0 for all x ∈ A. A special algebra cannot have a
(left) unit. The Lie algebra of a unimodular Lie group is special in this sense. That A be special is
equivalent to µip
p = 0, and it follows in particular that a commutative Codazzi algebra is special
if and only if its associated cubic polynomial is harmonic. A special commutative algebra satisfies
µpij
p = µij ; that is the Ricci trace of its associativity tensor equals its trace form.
Lemma 7.11. A finite-dimensional real Riemannian commutative associative Codazzi algebra
(A, h) is isomorphic to Euclidean space (Rn, δ) with a multiplication given in the standard basis
ei by ei ◦ ei = λiei (no summation) and ei ◦ ej = 0 if i 6= j for some real constants λi ∈ R. If (A, h)
is moreover special, then it is isomorphic to (Rn, δ) with the trivial multiplication.
Proof. It can be assumed without loss of generality that the invariant bilinear form is δij . Let ei
be a standard basis of Rn. Associativity means that the symmetric endomorphisms L(ei) given
by left multiplication by ei form a commuting family, so are simultaneously diagonalizable by an
orthogonal linear transformation, so it may be assumed from the beginning that the L(ei) are
diagonal. Then by the complete symmetry of δ(L(ei)(ej), ek) in ijk and the fact that L(ei) is
diagonal, δ(L(ei)(ej), ek) vanishes unless i = j = k. This means that L(ei) has a non-zero entry
λi only in its ii entry. If A is special, then each L(ei) must be trace-free, and this evidently forces
λi = 0. 
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With the obvious modifications Lemma 7.11 holds for h of other signatures. For a unital,
associative Frobenius algebra, Lemma 7.11 is well known; see e.g. Proposition 2.2 of [70]. From
the point of view taken here, Lemma 7.11 should be interpreted as saying that a special associative
commutative Riemannian Codazzi algebra is flat.
Remark 7.2. Given a Frobenius algebra (A, h) associate to each pair of functions f, g ∈ C∞(A)
the vector field Q(f, g)i := dfadgbµ
abi, in which indices are raised using hij . In particular, taking
f = g = E(x) := 12h(X,X), where X is the vector field generating radial dilations by e
t, the dynamics
of the integral curves of the vector field Qi := dEadEbµ
abi reflect the algebraic properties of A. It
was the idea of L. Markus, [107], to associate to an autonomous system of quadratic differential
equations the nonassociative algebra determined by its coefficients. It seems the idea might be
useful also in the opposite direction; that is using the associated system of differential equations to
study the algebra.
7.2.9. A commutative Codazzi algebra (A, ◦, h) is Einstein if its trace form µij is a constant
multiple of hij . An Einstein commutative Codazzi algebra is proper or improper according to
whether this constant is non-zero or zero. In either case, the constant is 1n |µ|2h = 1nµip qµjq phij , in
which n = dimA. The trace form of a proper Einstein commutative Codazzi algebra is invariant.
A commutative algebra with non-degenerate invariant trace-form is a proper Einstein commutative
Codazzi algebra with hij = cµij for any non-zero c in the base field. By Lemma 7.6 these are the
only Einstein structures on a simple commutative algebra with invariant non-degenerate trace-form.
Remark 7.3. Something like infinite-dimensional Einstein commutative Codazzi algebras have
been studied by N. Sasakura in a series of papers of which [115] and [116] are representative.
7.2.10. Let X be the vector field generating dilations by et on A. That P be a cubic polynomial
implies Pij = X
kPijk, so that a commutative Codazzi algebra (A, h) satisfies the Einstein condition
if and only if |HessP |2h = P ijPij = XaXbµijaµb ij = 1n |µ|2hE(x) where E(x) := XiXjhij .
On the other hand, suppose that as in section 7.1.1 there is given on Rn with the Euclidean metric
δij a homogeneous cubic polynomial P (x) solving (7.1) for some constant κ > 0. The multiplication
◦ defined by µij k = Pij k makes Rn into a special proper Einstein commutative Codazzi algebra.
Because (x ◦ y)j = XiyHessP (x)i j , the multiplication table can be found by computing the Hessian
of P . Concretely this means that for the standard basis ei of R
n the product ei ◦ ej is the result of
applying to ej the matrix corresponding to HessP evaluated at ei. For example, the algebra on R
4
determined by the polynomial P of (7.7) has the multiplication table:
e1 ◦ e1 = e3, e1 ◦ e2 = −e4, e1 ◦ e3 = e1, e1 ◦ e4 = −e2, e2 ◦ e2 = −e3,(7.25)
e2 ◦ e3 = −e2, e2 ◦ e4 = −e1, e3 ◦ e3 = −e3, e3 ◦ e4 = e4, e4 ◦ e4 = e3.
in which {ei} is the standard basis of R3. From (7.25) it can be seen that this algebra is special.
The polynomial can be reconstructed from the multiplication table as follows. The polynomial is
1/6 time the sum of the monomials constructed according to the rule: to each occurrence of cek
in the expansion of the product ei ◦ ej associate the monomial cxixjxk. The sum is take over all
ordered triples {i, j, k}.
7.2.11. Suppose A ≃ Rn carries a Riemannian special proper Einstein commutative Codazzi struc-
ture (A, ◦, hij) (so hij is a constant tensor). Then, as explained in section 7.1.1, the connection
∇ = D− 12µij k is the aligned representative of an exact proper Einstein AH structure ([∇], [h]) with
distinguished metric hij and satisfying Eijk
l = 0. By (2.55) there holds Tijk
l = − 14µijk l. Hence
−4Aijk phpl = Cijkl , which is the h-trace free part of µijkl . Say that a commutative Codazzi algebra
is conformally associative if the h-trace free part of µijkl vanishes identically. By Lemma 2.1, a
three-dimensional commutative Codazzi algebra is necessarily conformally associative. The goal of
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this section is the construction of Riemannian special proper Einstein commutative Codazzi alge-
bras which are not conformally associative, because by the preceeding discussion these yield exact
Riemannian Einstein AH structures satisfying Eijk
l = 0 but for which Aijk
l is not identically zero,
and which are therefore, by Lemma 3.6, neither projectively nor conjugate projectively flat. The
polynomial P = Pµ associated to a Riemannian special proper Einstein commutative Codazzi struc-
ture (A, ◦, hij) solves (7.1) for some κ > 0. The trace-free part of µijkl is µijkl − 2κ(n−1)hl[ihj]k, and
so there needs to be shown that there are x, y, z, v ∈ A such that xiyjzkvl(µijkl− 2κ(n−1)hl[ihj]k) 6= 0,
or, what is the same
h(x ◦ z, y ◦ v)− h(y ◦ z, x ◦ v) = h([x, z, y], v) 6= κ(n−1)(h(x, v)h(y, z)− h(y, v)h(x, z)).(7.26)
For the algebra associated to (7.7), taking x = e1, y = e2, z = e3, and v = e4 in (7.26), the
righthand side is 0, while it follows from (7.25) that the left hand side is −2; hence this algebra is
not conformally associative and yields an example of the desired sort.
If (A, ◦, h) is a Riemannian special Einstein commutative Codazzi algebra with positive Einstein
constant κ, then (A, ◦, κn−1h) is an algebra of the same sort, with Einstein constant (n− 1).
Lemma 7.12. The unitalization (Aˆh, ◦ˆ, hˆ) of an n-dimensional special proper Einstein commuta-
tive Codazzi algebra (A, ◦, h) with Einstein constant (n − 1) is an Einstein commutative Codazzi
algebra with Einstein constant (n+ 1). Moreover, (Aˆh, ◦ˆ, hˆ) is associative if and only if (A, ◦, h) is
conformally associative.
Proof. For (x, λ) ∈ Aˆh, the left multiplication operator L(x, λ) is related to L(x) by
L(x, λ) =
(
L(x) + λIn x
x♭ λ
)
,
and so the trace form τˆ of Aˆh is τˆ ((x, λ), (y, µ)) = trL(x, λ)◦L(y, µ) = τ(x, y)+2h(x, y)+(n+1)λµ =
(n + 1)hˆ((x, λ), (y, µ)), showing the first claim. The second part follows by comparing (7.20) and
(7.26) and using the non-degeneracy of hˆ. 
7.2.12. Example: Nahm Algebras. In [83], M. Kinyon and A. Sagle define the Nahm algebra
Nahm(g) of a finite-dimensional (real) Lie algebra g to be the vector space Nahm(g) = g ⊕ g ⊕ g
equipped with the evidently commutative multiplicationx1x2
x3
 ◦
y1y2
y3
 = 1
2
[x2, y3] + [y2, x3][x3, y1] + [y3, x1]
[x1, y2] + [y1, x2]
 , xi, yj ∈ g.(7.27)
The left multiplication L(x) has the block matrix form
L(x) = 12
 0 −ad(x3) ad(x2)ad(x3) 0 −ad(x1)
−ad(x2)) ad(x1) 0
 ,(7.28)
from which it is evident that trL(x) = 0 and so Nahm(g) is special. A straightforward calculation
(see Theorem 7.2 of [83]) shows that the trace form τ is related to the Killing form Bg by
−2τ(x, y) =
3∑
i=1
Bg(xi, yi).(7.29)
From this and the invariance of the Killing form it follows that τ is invariant (Theorem 7.4 of [83]).
Theorem 5.1 of [83] shows that Nahm(g) is simple if and only if g is simple, and Theorem 5.3 of
[83] shows that Nahm(g) is a direct sum of simple ideals if and only if g is semisimple. From these
and the preceeding remarks there follows Corollary 7.7 of [83].
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Theorem 7.2 (Kinyon-Sagle). For a finite-dimensional real Lie algebra g the following are equiva-
lent: (1). g is semisimple; (2). Bg is non-degenerate; (3). Nahm(g) is a direct sum of simple ideals;
(4). τ is non-degenerate.
It follows that if g is a semisimple real Lie algebra, then (Nahm(g), ◦, τ) is a special proper
Einstein commutative Codazzi algebra. The simplest example is g = so(3) regarded as R3 with
the cross product. Precisely, identifying x ∈ R3 with xˆ ∈ so(3) defined by xˆy = x × y gives an
isomorphism (R3,×)→ (so(3), [ · , · ]). Then Nahm(so(3)) is R9 with the multiplication
x ◦ y = 1
2

x5y9 − x6y8 + y5x9 − y6x8
x6y7 − x4y9 + y6x7 − y4x9
x4y8 − x5y7 + y4x8 − y5x7
x8y3 − x9y2 + y8x3 − y9x2
x9y1 − x7y3 + y9x1 − y7x3
x7y2 − x8y1 + y7x2 − y8x1
x2y6 − x3y5 + y2x6 − y3x5
x3y4 − x1y6 + y3x4 − y1x6
x1y5 − x2y4 + y1x5 − y2x4

.(7.30)
The Killing form is Bso(3)(x, y) = tr x̂× y = tr xˆyˆ = −2δijxiyj , where δij is the usual Euclidean
inner product on R3. By (7.29) the trace-form onNahm(so(3)) is δij where δij is the usual Euclidean
inner product on R9. The harmonic polynomial P (x) = 16h(x ◦ x, x) corresponding to ◦ is (7.8),
and it is easily checked that |HessP |2 = E(x) = 19P ijkPijkE(x).
Finally, Nahm(so(3)) is not conformally associative. In (7.26) take x = e1, y = e2, z = e4, and
v = e5, and h to be the trace-form on Nahm(g). From (7.29) it is evident that these vectors are
pairwise h-orthogonal so the righthand side of (7.26) vanishes. On the other hand, the lefthand side
is h(e1◦e4, e2◦e5)−h(e2◦e4, e1◦e5) and computing the Hessian of (7.8) shows that 2e2◦e4 = −e9 =
−2e1 ◦ e5, so that the lefthand side of (7.26) equals 1/4, which suffices to show that Nahm(so(3))
is not conformally associative. That this same argument applies to any compact simple real g is
the content of Theorem 7.3.
If h ⊂ g is a subalgebra then the subset {x ∈ Nahm(g) : xi ∈ h for i = 1, 2, 3} is a subalgebra of
Nahm(g) isomorphic to Nahm(h).
Theorem 7.3. Let g be a compact simple real Lie algebra. Then Nahm(g) is not conformally
associative. Hence in this case (Nahm(g), ◦, τ) is a special proper Einstein commutative Codazzi
algebra which is not conformally associative.
Proof. It follows from the general theory of sl(2) triples that there can be found elements e, f ∈ g
such that Span {e, f, [e, f ]} is a subalgebra isomorphic to so(3) in such a way that e, f , and [e, f ]
map to the standard basis elements of R3, and the Lie bracket is identified with the cross-product.
Let νi : g → Nahm(g) be the inclusion in the ith component. In (7.26) take x = ν1(e), y = ν1(f),
z = ν2(e), and v = ν2(f), and h to be the trace-form on Nahm(g). From (7.29) it is evident that
these vectors are pairwise h-orthogonal, so that the righthand side of (7.26) vanishes. By definition
of the Nahm product, νi(a)◦ νi(a) = 0 for any a ∈ g, so the first term on the lefthand side of (7.26)
vanishes. On the other hand 2ν1(e) ◦ ν2(f) = ν3([e, f ]) and so 8h(ν1(f) ◦ ν2(e), ν1(e) ◦ ν2(y)) =
−2h(ν3([e, f ]), ν3([e, f ])) = Bg([e, f ], [e, f ]), which is not 0 because [e, f ] is not zero and g is compact.
Hence the second term on the lefthand side of (7.26) is non-zero, and so Nahm(g) is not conformally
associative. 
7.2.13. Example: isoparametric hypersurfaces. A hypersurface in the round sphere Sn−1 is isopara-
metric if its principal curvatures (the eigenvalues of its Riemannian shape operator) are constant.
See [31] for background and references. In [30], Cartan classified the isoparametric hypersurfaces
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with at most three distinct principal curvatures. In the case of three distinct principal curvatures,
the principal curvatures must all have the same multiplicity m, which must be one of 1, 2, 4, or 8,
and the hypersurface must be a tube of constant radius over the image in S3m+1 of the Veronese
embedding of the projective plane over one of the real definite signature composition algebras. This
yields four one-parameter families (the parameter is the radius), each of which can be realized as
the level sets P (x) = cos 3t of a homogeneous cubic polynomial P ∈ Pol3(Rn) solving
∆δP = 0, |DP |2δ = 9E2.(7.31)
Lemma 7.13. If P ∈ Pol3(Rn) solves (7.31) then it solves (7.1) with κ = 18(n+ 2).
Proof. By (7.31) there holds ∆δ|DP |2δ = 9∆δE2 = 18(E∆δE + |DE|2δ) = 36(n + 2)E. By the
remark immediately following (7.1), this means P solves (7.1) with κ = 18(n+ 2). 
Let k be one of R, C, H (quaternions), or O (octonions), and let m = dimR k. Let z1, z2, z3 ∈ k
and let z¯i denote the canonical conjugation on k fixing the real subfield. Let x, y ∈ R. By [30] any
solution of (7.31) is equivalent modulo a rotation to one of
P (x, y, z1, z2, z3) = x
3 − 3xy2 + 32x (z1z¯1 + z2z¯2 − 2z3z¯3)
+ 3
√
3
2 y (z1z¯1 − z2z¯2) + 3
√
3
2 ((z1z2)z3 + z¯3(z¯2z¯1)) ∈ Pol3(R3m+2),
(7.32)
which is, up to changes of notation, equation (17) of [30]. The parentheses in the last term of (7.32)
are necessary when m = 8, because O is not associative. The case m = 1 of (7.32) is (7.9).
Lemma 7.14. For m ∈ {1, 2, 4, 8} the multiplication on R3m+2 determined by the homogeneous
cubic polynomial P of (7.32) associated to the unique family of isoparametric hypersurfaces in
S3m+1 having three distinct principal curvatures forms with the Euclidean metric a special proper
commutative Codazzi Einstein algebra which is not conformally associative.
Proof. It suffices to verify that the resulting multiplication is not conformally associative. This is
shown using (7.26), as in the proof of Theorem 7.3. For zi ∈ k, write zi = xi + yi, where xi is the
real part, and yi is the imaginary part. Let ex and ey be the basis vectors in the x and y diretions,
and for i = 1, 2, 3, let ei be the basis vector in the xi direction (that is spanning the real part of the
ith copy of k). There will be used (7.26) applied to the vectors e1, e2, e3 and ex. The polynomial
(7.32) becomes
P (x, y,z1, z2, z3) = x
3 − 3xy2 + 32x
(
x21 + x
2
2 − 2x23 + y21 + y22 − 2y23
)
+ 3
√
3
2 y
(
x21 − x22 + y21 − y22
)
+ 3
√
3
2 (2x1x2x3 + x3(y1y2 + y2y1) + x1(y2y3 + y3y2) + x2(y3y1 + y1y3) + [y1, y2, y3]) .
Now it is easy to compute the components of the Hessian involving x, y, and the xi alone (in all
cases these are just as in the k = R case). In computing a product such as e1 ◦ e2 there matter
only terms in P in which after differentiating by x1 and then some other variable there remains an
x2; such a term must contain x1x2, and there is only one such term. The relevant products in the
associated algebra are
e1 ◦ e1 = 3ex + 3
√
3e5, e1 ◦ e2 = 3
√
3e3, e2 ◦ e3 = 3
√
3e1, e3 ◦ e3 = −6ex,
so that
[e1, e2, e3] = (e1 ◦ e2) ◦ e3 − e1 ◦ (e2 ◦ e3) = 3
√
3e3 ◦ e3 − 3
√
3e1 ◦ e1 = −27
√
3ex − 27ey.
Hence h([e1, e2, e3], ex) 6= 0, showing that the lefthand side of (7.26) is non-zero, while the righthand
side of (7.26) is zero, because the considered vectors are pairwise orthogonal. 
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7.2.14. Next it is shown that an n-dimensional special proper Einstein commutative Codazzi struc-
ture gives rise to one of (n+ 1)-dimensions.
Let κn and κn+1 be positive constants such that κn+1 > n. Let (A, ◦, h) be an n-dimensional
Einstein commutative Codazzi structure with trace form µij satisfying µij = κnhij . Let Aˆ =
A ⊕ Span R{e}. For x, y ∈ A and r, s ∈ R define hˆ(x + re, y + rs) = h(x, y) + rs and define a
commutative multiplication ◦ˆ on Aˆ by
(x+ re)◦ˆ(y + se) =
√
κn+1
(n+1)n
(√
(n+2)(n−1)
κn
x ◦ y − sx− ry + (nrs− h(x, y))e
)
,(7.33)
This is the transcription in the language of Codazzi algebras of the identity (7.6) exhibiting a
solution on Rn+1 of (7.1) in terms of a solution of the same equations on Rn. The multiplications
determined by Qn and Qn+1 can be computed from their Hessians, as in section 7.2.10, and the
results are related as in (7.33). That hˆ is invariant follows directly from (7.33) and the definition
of hˆ, and so (Aˆ, ◦ˆ, hˆ) is a commutative Codazzi algebra by (7.24). Let Lx and Lˆx+re denote the left
multiplications on A and Aˆ, respectively. Schematically,
Lˆx+re =
√
κn+1
n(n+1)
(√
(n+2)(n−1)
κn
Lx − rIn −x
−x♭ nr
)
.
Hence tr Lˆx+re =
√
κn+1(n+2)(n−1)
κn(n+1)n
trLx, so that (Aˆ, ◦ˆ) is special if and only if (A, ◦) is special. In
this case
tr (Lˆx+re ◦ Lˆy+se) = κn+1n(n+1)
(
(n+2)(n−1)
κn
tr (Lx ◦ Ly) + 2h(x, y) + n(n+ 1)rs
)
= κn+1hˆ(x+ re, y + se),
showing that (Aˆ, ◦ˆ, hˆ) is Einstein with constant κn+1. The multiplication (7.33) takes a reasonably
nice form for the choices κn = n(n− 1) and κn+1 = (n+ 1)n.
Lemma 7.15. Let (An, ◦n, hn) be an n-dimensional Einstein special commutative Codazzi structure
with constant κn = n(n−1) and let (An+1, ◦n+1, hn+1) be the associated (n+1)-dimensional Einstein
special commutative Codazzi structure with constant κn+1 = n(n + 1). Then (An+1, ◦n+1, hn+1) is
conformally associative if and only if (An+1, ◦n+1, hn+1) is conformally associative.
Proof. Let xˆ = x + re, yˆ = y + se, zˆ = z + te, and uˆ = u + qe for x, y, z, u ∈ An and r, s, t, q ∈ R.
The associators of (An+1, ◦n+1, hn+1) are related to those of (An, ◦n, hn) by
[xˆ, yˆ, zˆ]n+1 =
n+2
n [x, y, z]n
+ hn(x, y)z − hn(y, z)x+ (n+ 1) (stx− srz) + (n+ 1) (rhn(y, z)− thn(x, y)) e.
Hence
hn+1([xˆ, yˆ, zˆ]n+1, uˆ) =
n+2
n hn([x, y, z]n, u) + hn(x, y)hn(z, u)− hn(y, z)hn(x, u)
+ (n+ 1) (sthn(x, u)− srhn(z, u) + qrhn(y, z)− qthn(x, y)) ,
and so
hn+1([xˆ, yˆ, zˆ]n+1, uˆ)− (n+ 1) (hn+1(xˆ, uˆ)hn+1(yˆ, zˆ)− hn+1(xˆ, yˆ)hn+1(zˆ, uˆ))
= n+2n [hn([x, y, z]n, u)− n (hn(x, u)hn(y, z)− hn(x, y)hn(z, u))] ,
(7.34)
from which the claim is evident. 
While Lemma 7.15 means that the algebras (An, ◦n, hn) constructed from the polynomials Qn as
in (7.6) are conformally associative, it also means that once there has been found a non conformally
associative Einstein special commutative Codazzi algebra in dimension n, there result such algebras
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in all dimensions m > n. In particular, applying the preceeding construction to the algebra of
section 7.2.11 constructed from the polynomial (7.7), shows that such algebras exist in all dimensions
n ≥ 4.
7.2.15. The classification of the finite-dimensional Riemannian Einstein commutative Codazzi al-
gebras over R seems to be a reasonable problem. Here nothing much is said about this, except
to treat the conformally associative case. Lemma 7.1 implies that up to isomorphism there is a
unique three-dimensional Riemannian signature Einstein special commutative Codazzi algebra with
a given Einstein constant. Because in three dimensions conformal associativity is automatic, this
is the n = 3 special case of the following.
Theorem 7.4. Up to isomorphism there is a unique n-dimensional conformally associative Rie-
mannian signature Einstein special commutative Codazzi algebra with a given Einstein constant.
Proof. Because the signature is Riemannian, the Einstein constant is zero if and only if the multipli-
cation is trivial. If the Einstein constant of (A, ◦, h) is κ > 0 then by Lemma 7.12 the unitalization
of (A, ◦, κn−1h) is an associative Riemannian signature Einstein commutative Codazzi algebra with
Einstein constant (n+1). By Lemma 7.11 such an algebra is isomorphic to (Rn+1, δ) with the mul-
tiplication ei◦ej =
√
n+ 1δijei. Thus the unitalization of (A, ◦, κn−1h) is unique up to isomorphism,
and by Lemma 7.10, (A, ◦, κn−1h) is unique up to isomorphism. 
In the n = 3 case, the multiplication of such an algebra with Einstein constant 2c2 is given by
e1 ◦ e1 = e2 ◦ e2 = e3 ◦ e3 = 0, e1 ◦ e2 = ce3, e2 ◦ e3 = ce1, e3 ◦ e1 = ce2,(7.35)
corresponding to the cubic polynomial P (x) = cx1x2x3. Note that this algebra is not power
associative; e.g. for x = e2 + e3, (xx)(xx) = 0, while ((xx)x)x = 4c
3e1. The unitalization of the
c = 1 case of this algebra is the four-dimensional unital associative commutative Codazzi algebra
with multiplication determined by the polynomial P = 16x
3
4 +
1
2x4(x
2
1 + x
2
2 + x
2
3) + x1x2x3. The
fi defined by 4f1 = e1 − e2 − e3 + e4, 4f2 = −e1 + e2 − e3 + e4, 4f3 = −e1 − e2 + e3 + e4,
4f4 = e1+ e2+ e3+ e4 are orthogonal idempotents of square-norm 1/4. The coordinates yi defined
by y = 2
∑4
i=1 yifi, are related to the coordinates xi by 2y1 = x1 − x2 − x3 + x4, etc., and in these
coordinates the polynomial P has the form 13 (y
3
1+y
3
2+y
3
3+y
3
4), as predicted by Lemma 7.11. That
the non power associative algebra (7.35) is really a slice of an extremely simple algebra, was not
evident without the unitalization construction coupled with Lemma 7.11.
8. The Einstein AH structure on a mean curvature zero Lagrangian submanifold
of a para-Ka¨hler space form
In this section it is shown that there is induced on a mean curvature zero spacelike Lagrangian
submanifold of a para-Ka¨hler manifold of constant para-holmorphic sectional curvature an exact
Einstein AH structure.
8.0.1. If V and H are transverse subbundles of TN the unique idempotent endomorphism PHV ∈
Γ(End(TN)) having kernel H and image V is called projection onto V along H . There holds
Id = PHV + PV H . A splitting TN = V ⊕H is ordered if there is distinguished an ordering of the
pair (V,H). An ordered splitting is identified with the involutive endomorphism A := PHV −PV H .
Given an ordered splitting TN = T+ ⊕ T−1, a completely symmetric or completely anti-
symmetric contravariant (p+q) tensor has type (p, q) if it is contained in the span of the monomials
formed by the images of tensor products of p sections of T+ and q sections of T−.
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8.0.2. A section A of the bundle End(TM) of fiberwise endomorphisms of TM is an almost
para-complex structure if AI
PAP
J = δI
J and its fiberwise ±1 eigensubspaces T± have the
same constant rank, and a para-complex structure if moreover it is integrable in the sense that
there vanishes its Nijenhuis tensor. The terminology is justified by the equivalence of (2) and (6)
in Theorem 8.1 below. A para-Hermitian structure is a triple (G,A,Ω) comprising a pseudo-
Riemannian metric GIJ , a para-complex structure, and an almost symplectic form ΩIJ , which are
compatible in the sense that there hold
AI
PAP
J = δI
J , ΩIJ = AI
PGPJ , AI
PΩPJ = GIJ , ΩIPG
JP = AI
J .(8.1)
A para-Hermitian structure is para-Ka¨hler if dΩ = 0. Any two of G, A, and Ω determine the
third by (8.1). The metric G must have split signature and equals its (1, 1) part with respect to
the splitting T = T+ ⊕ T− determined by A. The subbundles T± are Lagrangian and G-null, and
this Lagrangian splitting completely determines the para-Hermitian structure. For background on
para-Hermitian structures see the papers of S. Kaneyuki and collaborators, e.g. [78].
Theorem 8.1. There is associated to a para-Hermitian structure (G,A,Ω) a unique affine con-
nection ∇̂ having torsion τˆ such that ∇̂Ω = 0, ∇̂A = 0, ∇̂G = 0, and the torsion is pure in the
sense that there vanishes its (1, 1) part τˆ (1,1) = 0. Let D be the Levi-Civita connection of G. The
following are equivalent: (1). DA = 0; (2). A is integrable; (3). D = ∇̂; (4). DΩ = 0; (5). ∇̂ is
torsion free; (6). T+ and T− are integrable. Hence (G,Ω, A) is para-Ka¨hler if and only if there
holds one and hence all of these conditions.
The connection ∇̂ of Theorem 8.1 is the canonical connection. It is the para-Hermitian
analogue of the canonical or Chern connection associated to a Hermitian structure. A version of
Theorem 8.1 in terms of Lagrangian splittings is well known and was proved by H. Hess in [69],
although some version of Theorem 8.1 can be found in the much older paper of P. Libermann, [96].
For X ∈ Γ(TM) let Xg = i(X)Ω, and for α ∈ Γ(T ∗M) define αuprise by i(αuprise)Ω = −α. The
canonical connection is defined for X,Y ∈ Γ(TN) by
∇̂XY = [X+, Y−]− + [X−, Y+]+ − (LX+Y g+ )uprise+ − (LX−Y g− )uprise−,(8.2)
in which X± denote the projections of X onto T+ along T− and vice-versa. The torsion can be
expressed explicitly in terms of the Nijenhuis tensor of A, but the explicit expression will not be
needed here.
8.0.3. The curvature of the canonical connection will be written RˆIJK
L, and the tensors derived
from it will similarly be decorated with hats. The Ricci form ρˆ of a (para)-Ka¨hler structure
(G,A,Ω) is defined by ρˆIJ = AI
P RˆPJ . The proof of Lemma 8.1 in the para-Ka¨hler case is
formally analogous to the proof in the Ka¨hler case.
Lemma 8.1. The Ricci form of a para-Ka¨hler structure is a closed (1, 1)-form, and the curvature
of the connection induced on the bundle of (n, 0)-forms by its canonical connection ∇̂ is −ρˆ.
A 2n-dimensional para-Ka¨hler structure is Einstein if G is Einstein, or, what is the same,
ρˆ = cΩ. Since both ρˆ and Ω are closed, this can be the case only if dc ∧Ω = 0, and because wedge
product with Ω is injective on one-forms, this means c must be locally constant.
The duality pairing gives rise to a tautological flat para-Ka¨hler structure on the direct sum of a
vector space with its dual; see [72] for the definition.
8.0.4. While compact examples of para-Ka¨hler manifolds are not abundant, there are many such
structures arising on cotangent bundles. A para-Hermitian symmetric space is an affine sym-
metric space G/H with an almost para-Hermitian structure such that the symmetries act as au-
tomorphisms of the almost para-Hermitian structure. The almost para-Hermitian structure of a
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para-Hermitian symmetric space is necessarily para-Ka¨hler, and G acts by para-Ka¨hler automor-
phisms. This and other basic facts about these spaces are due to S. Kaneyuki and collaborators in
a series of papers, from which there results
Theorem 8.2 ([73], [79], [80]). Let G be a connected, semisimple Lie group and H ⊂ G a closed
subgroup. The following are equivalent
(1) G/H is a homogeneous para-Ka¨hler manifold.
(2) H is an open subgroup of a Levi subgroup of a parabolic subgroup P of G having abelian
nilradical.
(3) G/H is a G-equivariant covering space of the adjoint orbit of a hyperbolic semisimple ele-
ment of g.
Up to covering para-Hermitian symmetric spaces of semisimple Lie groups are in bijection with
semsimimple graded Lie algebras g = g−1 ⊕ g0 ⊕ g1 in such a way that g = lie(G) and g0 = lie(H).
G/H is diffeomorphic to the cotangent bundle of G/P . The symplectic form on G/H is the
pullback of the Kostant-Kirillov symplectic form pulled back from the coadjoint orbit. The simplest
example is G = SL(2,R) with H = R× as the diagonal. The symmetric space SL(2,R)/R× is the
one-sheeted hyperboloid and the para-Ka¨hler structure is given by the two rulings.
The para-Hermitian symmetric spaces are Einstein. The proof is similar to the proof that
Hermitian symmetric spaces are Einstein.
8.0.5. A (para)-Ka¨hler manifold (N,G,A) has constant (para)-holomorphic sectional cur-
vature 4c if its curvature has the form
RˆIJK
L = 2c
(
δ[I
LGJ]K −A[I LΩJ]K +ΩIJAK L
)
.(8.3)
The para-Hermitian symmetric space structure on the coadjoint orbit of the element( n
n+1 0
0 − 1n+1δi j
)
(8.4)
of sl(n+ 1,R) has constant non-zero para-holomorphic sectional curvature. This orbit is identified
with either of the connected components {([u], [µ]) ∈ P+(V) × P+(V∗) : ±µ(u) < 0} of the com-
plement of the tautological incidence correspondence, and the para-Ka¨hler structures on it having
constant para-holomorphic sectional curvature can be obtained from the flat para-Ka¨hler structure
on V⊕ V∗ via an analogue of the construction of the Fubini-Study metric on Pn(C) by reduction of
the flat Ka¨hler structure on complex Euclidean space via the Hopf fibration.
8.0.6. The map sending X → Xg identifies the normal bundle of the Lagrangian immersion
i :M → N with the cotangent bundle T ∗M , and via this identification the second fundamental form
Π∇(i)ij Q is identified with the covariant 3-tensor Πijk := Π∇(i)ij QΩQk onM (that is, Π(X,Y, Z) =
Ω(∇XT i(Y ), T i(Z))). Here lowercase (resp. uppercase) Latin abstract indices indicate tensors on
M (resp. N). Because ∇IΩJK = 0 there holds Πi[jk] = 0, while because i is Lagrangian there
holds 2Π[ij]k = i
∗(τ)ijk , so that Πijk is completely symmetric if and only if ∇ is torsion-free. In a
slight abuse of terminology, the tensor Πijk will be called the second fundamental form of the
Lagrangian immersion i.
8.0.7. An immersion i :M → N into a para-Hermitian manifold (N,Ω, A,G) is non-degenerate if
the induced tensor h := i∗(G) is non-degenerate. A non-degenerate immersion for which the induced
metric h is Riemannian is called positive definite (spacelike is an alternative terminology).
Lemma 8.2. A Lagrangian immersion into a para-Hermitian manifold is non-degenerate if and
only if it is transverse to each of the subbundles of the associated Lagrangian splitting.
116 DANIEL J. F. FOX
8.0.8. Let (N,G,A,Ω) be a 2n-dimensional para-Ka¨hler manifold with canonical (Levi-Civita)
connection ∇̂ and let i : M → N be a non-degenerate Lagrangian immersion with second fun-
damental form Πijk = Π(ijk). Let hij = i
∗(G)ij be the metric induced on M and let D be its
Levi-Civita connection. In the rest of this section indices of tensors defined on M are raised and
lowered using hij and h
ij . Define the mean curvature one-form Hi by Hi = Πip
p = hjkΠijk.
The usual mean curvature vector is the image under A of Hi. For para-Ka¨hler structures the con-
dition Hi = 0 will be called mean curvature zero; in fact when critical for the induced volume
such immersions are locally volume maximizing.
The Ka¨hler analogue of Lemma 8.3 is well known and is due to P. Dazord, [40]. The proof in
the para-Ka¨hler case is formally the same.
Lemma 8.3. Let i : M → N be a non-degenerate Lagrangian immersion into the para-Ka¨hler
manifold (N,Ω, A,G) having Ricci form ρˆ. Then (dH)ij = 2D[iHj] = i
∗(ρˆ)ij . In particular, if
(N,Ω, A,G) is para-Ka¨hler Einstein, then the mean curvature one-form Hi is closed.
8.0.9. Let Lag be the Grassmannian of Lagrangian subspaces of the symplectic vector space (V,Ω).
For transverse L,K ∈ Lag, define PKL ∈ End(V) to be the projection onto L along K (the unique
idempotent linear operator with kernel K and image L). Suppose L,K1,K2 ∈ Lag are pairwise
transverse. From the identity
PK1LPK2L + PK2LPK1L = (Id− PLK1)PK2L + (Id− PLK2)PK1L = PK2L + PK1L,
it follows that P (t) := tPK1L + (1 − t)PK2L ∈ End(V) satisfies P (t)2 = P (t), so defines a one-
parameter family of projections. Because ImP (t) is contained in L, it is an isotropic subspace. The
complementary projection Id− P (t) has the form tPLK1 + (1− t)PLK2 . If K and L are transverse
and Lagrangian the operators PKL and PLK are symplectic adjoints in the sense that there holds
Ω(PKLx, y) = Ω(x, PLKy) for all x, y ∈ V). Using this and the observation PK1LPLK2+PK2LPLK1 =
0, it follows that for all x, y ∈ V,
Ω((Id− P (t))x, (Id − P (t))y) = t(1 − t) (Ω(PLK1x, PLK2y) + Ω(PLK2x, PLK1y))
= t(1 − t)Ω(x, (PK1LPLK2 + PK2LPLK1)y) = 0,
which shows that kerP (t) = Im (Id − P (t)) is isotropic. Since V = ImP (t) ⊕ Im (Id − P (t)) =
ImP (t) ⊕ kerP (t), and an isotropic subspace has dimension at most half the dimension of V, it
must be that ImP (t) and kerP (t) are Lagrangian. Because P (t)(L) = L, the one-parameter family
KtL := kerP (t) ∈ Lag is everywhere transverse to L and has K0L = K2, K1L = K1.
8.0.10. Let ∇̂ be an affine connection on N with torsion τˆ , and let V ⊂ TN be a subbundle. If
i :M → N is an immersion transverse to V (that is i∗(TN) = i∗(V )⊕TM) there is induced on M
a connection ∇˜ as in section 4.2.2. Explicitly T i(∇˜XY ) = PV L∇̂XT i(Y ) in which ∇̂ is used also
for the connection induced on i∗(TN), L is T i(TM) viewed as a subbundle of i∗(TN), and PV L is
viewed as a section of i∗(End(TN)).
Let (G,A,Ω) be a para-Hermitian structure on N with canonical connection ∇̂, and let i :M →
N be a non-degenerate Lagrangian immersion. Write L = T i(TM), and define P (t) as in section
8.0.9, taking for K1 and K2 the Lagrangian subbundles i
∗(T−) and i∗(T+) of the pullback i∗(TN).
Then P (t) := tPT−L + (1− t)PT+L is a projection operator and V t := kerP (t) is a one-parameter
family of Lagrangian subbundles of i∗(TN) transverse to L such that V 0 = T+ and V 1 = T−. Let
t∇˜ be the affine connection induced on M by ∇̂ and V t, and let tτ be its torsion, which satisfies
T i(tτ (X,Y )) = P (t)τˆ (T i(X), T i(Y )). Hence if (G,A,Ω) is para-Ka¨hler then t∇˜ is torsion-free for
all t. From P (t)A = tPT−L − (1 − t)PT+L it follows that if l ∈ L then P (1/2)A(l) = (2t − 1)l.
Hence L ⊂ kerP (1/2)A, and since dim kerP (1/2)A = dim kerP (1/2) = dimL, there must hold
L = kerP (1/2)A, and so also V 1/2 = kerP (1/2) = A(L). Since A(L) is the G orthocomplement of
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L, this means that ∇˜1/2 is the Levi-Civita connection of the pseudo-Riemannian metric i∗(G) on
M , as is also evident from Theorem 8.3.
Theorem 8.3. Let (G,A,Ω) be a para-Hermitian structure on N and let i : M → N be a non-
degenerate Lagrangian immersion. Let h = i∗(G) be the induced metric. Let Πijk = Π(ijk) be the
second fundamental form viewed as a section of S3(T ∗M). The connections t∇˜ satisfy
t∇˜ihjk = 2(1− 2t)Πijk, t∇˜[ihj]k = 2(1− 2t)Π[ij]k = (1 − 2t)i∗(τˆg)ijk.(8.5)
For all t the connections t∇˜ and 1−t∇˜ are h-conjugate. If (G,A,Ω) is para-Ka¨hler then the pencil
(t∇˜, h) interpolates between the conjugate Codazzi structures (0∇˜, h) and (1∇˜, h).
Proof. For the sake of readability notation will be abused throughout this proof by there being
written X in place of T i(X) forX ∈ Γ(TM). Observe that (Id−P (t))A = A−tPT−L+(1−T )PT+L,
so for X ∈ Γ(TM) there holds (Id− P (t))AX = AX + (1− 2t)X . Hence
(t∇˜Xh)(Y, Z) = LX(G(Y, Z)) + Ω(P (t)∇̂XY,AZ) + Ω(P (t)∇̂XZ,AY )
= LX(G(Y, Z)) + Ω(∇̂XY, (Id− P (t))AZ) + Ω(∇̂XZ, (Id− P (t))AY )
= (∇̂XG)(Y, Z) + (1 − 2t)Ω(∇̂XY, Z) + (1− 2t)Ω(∇̂XZ, Y )
= 2(1− 2t)Π(X,Y, Z).
Using again (Id− P (t))AX = AX + (1− 2t)X for X ∈ Γ(TM),
h(t∇˜XY, Z) + h(Y, 1−t∇˜XZ) = Ω(AZ,P (t)∇̂XY ) + Ω(AY, P 1−t∇̂XZ)
= Ω((Id − P (t))AZ, ∇̂XZ) + Ω((Id− P 1−t)AY, ∇̂XZ)
= G(∇̂XY, Z) +G(Y, ∇̂XZ) + (2t− 1)
(
Ω(∇̂XY, Z) + Ω(Y, ∇̂XZ)
)
= X(h(Y, Z)) +X(Ω(Y, Z)) = X(h(Y, Z)),
which shows that t∇˜ and 1−t∇˜ are h-conjugate. From (8.5) it follows that if T± are integrable then
t∇˜[ihj]k = 0, so (t∇˜, h) is a Codazzi structure. 
8.0.11. Let (N,G,A,Ω) be a 2n-dimensional para-Ka¨hler manifold with canonical connection ∇̂
and let i : M → N be a non-degenerate Lagrangian immersion with second fundamental form
Πijk = Π(ijk) and induced metric hij = i
∗(G)ij . Note that it need not be the case that t∇˜ is the
aligned representative of the AH structure ([t∇˜], [h]) because it need not be the case that deth
is t∇˜-parallel. In fact, the aligned representative of ([t∇˜], [h]) is t∇ = t∇˜ + 4(1−2t)n+2 H(iδj) k. The
Faraday primitive of ([t∇˜], [h]) = ([t∇], [h]) corresponding to h is (2t−1)n+2 Hi, and
t∇ = D + (2t− 1)Lij k + (2t−1)n+2 (hijHk − 2H(iδj) k),(8.6)
in which D is the Levi-Civita connection of h and Lijk = L(ijk) = Πijk − 3n+2H(ihjk) is the
completely h-trace-free part of the second fundamental form. Define the induced pencil of
AH structures ([t∇], [h]) to be the family of AH structures ([t∇], [h]) having cubic torsions
tLij k = (2t− 1)Lij k the aligned representatives t∇ of which have the forms (8.6). Write ∇ for the
specialization t = 1, and define the AH structure induced by i :M → N to be the AH structure
([∇], [h]) given by specializing t = 1 in [t∇]. The Faraday form satisfies (n+2)Fij = 2(1−2t)D[iHj],
and so by Lemma 8.3 it is a multiple of the pullback via i of the Ricci form. Hence if the given
para-Ka¨hler structure is Einstein then ([t∇], [h]) is closed.
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Define |L|2h := LijkLabchiahjbhkc and define similarly |Π|2h. Then |Π|2h = |L|2h+ 3n+2 |H |2h. Define
also Lij := Lip
qLjq
p. There hold
2Πp[i
lΠj]k
p = 2Lp[i
lLj]k
p + 2n+2H
p
(
Lp[i
lhj]k + δ[i
lLj]kp
)
+ 2(n+2)2
(
H[ihj]kH
l + δ[i
lhj]k|H |2h + δ[i lHj]Hk
)
,
DiΠjk
l = DiLjk
l + 1n+2
(
hjkDiH
l + δk
lDiHj + δj
lDiHk
)
,
2D[pΠi]j
p = DpLij
p − nn+2
(
D(iHj) − 1nhijDpHp
)−D[iHj].
Note that the last line simplifies when Hi is a [h]-conformal Killing vector field.
Let P ∈ Γ(End(i∗(TN))) be projection onto T i(TM) along ATi(TM). For X,Y ∈ Γ(TM) there
hold G(PX, Y ) = 0 and
DXY = P (∇̂XY ), ∇̂XY = DXY +AΠ♯(X,Y ), ∇̂XAY = ADXY +Π♯(X,Y ),(8.7)
in which Π♯(X,Y ) is defined by h(Π♯(X,Y ), Z) = Π(X,Y, Z), and notation has been abused by
writing X and Y where what is meant are extensions of T i(X) and T i(Y ) defined near i(M).
Let RˆIJK
L be the curvature of ∇̂ and Rijk l be the curvature of D. By definition of P it makes
sense to define tensors Nijk
l and Tijk
l on M by Tijk
l := (PRˆ)ijk
l and Nijk
l := (PARˆ)ijk
l, and
there hold
Rijk
l = Tijk
l − 2Πp[i lΠj]k p, Nijk l = 2D[iΠj]k l.(8.8)
Let Tij := Tpij
p, Nij := Npij
p, and T := Tp
p, and note Np
p = 0. Plugging (8.7) into (8.8) and
simplifying yields
Rijkl = Tijkl + Lijkl − 2n+2Hp
(
hl[iLj]kp + hk[jLi]lp
)
(8.9)
− 2(n+2)2
(
H[ihj]kHl + hl[ihj]k|H |2h + hl[iHj]Hk
)
,
Rij = Tij + Lij − n(n+2)2 |H |2hhij + (2−n)(n+2)2HiHj + (2−n)n+2 HpLijp,(8.10)
R = T + |L|2h + (1−n)n+2 |H |2h,(8.11)
QR(L) = QT(L) + (LijklL
ijkl + LijLij −HpLijLijp − 1n+2HiHjLij − 1n+2 |H |2|L|2),(8.12)
div (L)ij = DpLij
p = Nij +
n
n+2
(
D(iHj) − 1nhijDpHp
)
+D[iHj],(8.13)
2D[iLj]kl = Nijkl +
2
n+2
(
hk[iDj]Hl + hl[iDj]Hk − hklD[iHj]
)
,(8.14)
K(L)ijkl =
1
2
(
Nijkl − 12nhk[iNj]l − 12nhl[iNj]k
)
(8.15)
− 12n(n+2)
(
2hk[idHj]l + 2hl[idHj]k + nhkldHij
)
,
in which dHij = 2D[iHj] and Lijkl := 2Lk[i
pLj]lp.
Recall that Lij := Lip
qLjq
p, so hijLij = |L|2h. The relations between the curvature Rijk l of D
and the curvature tRijk
l of t∇ follow from substituting 12Lij k = (1− 2t)Lij k and γi = 2t−1n+2Hi into
EINSTEIN AH STRUCTURES 119
(2.55)-(2.58), and using (8.9)-(8.15). Writing λ = (2t− 1) and µ = | deth|1/n,
tT ij = Rij − λ2Lij + (n−2)λn+2 D(iHj) + λn+2DpHphij + (n−2)λ
2
(n+2)2
(
HiHj − |H |2hhij
)
,(8.16)
= Tij + (1− λ2)
(
Lij +
2−n
(n+2)2HiHj
)
− (n+(n−2)λ2)(n+2)2 |H |2hhij + (2−n)n+2 HpLijp
+ (n−2)λn+2 D(iHj) +
λ
n+2D
pHphij ,
µ tR := hij tRij = T + (1 − λ2)|L|2h + 1−nn+2 (1 + n−2n+2λ2)|H |2h + 2(n−1)λn+2 DpHp,(8.17)
{tT}ij = {T}ij + (1− λ2){L}ij + (n− 2)
(
(λ2−1)
(n+2)2 {H ⊗H}ij − 1n+2HpLijp + λn+2{DH}ij
)
,
(8.18)
tU ij = λ
(
DpLij
p − nλn+2HpLij p
)
,(8.19)
= λ
(
1
2Nij +
n
2(n+2)
(
D(iHj) − 1nDpHphij
)
+ 12D[iHj] − nλn+2HpLij p
)
.
Using (n+ 2)| deth|−1 t∇i| deth| = 2nλHi gives
t∇i tR = Di tR+ 2λn+2HiR.(8.20)
Theorem 8.4. If a positive definite Lagrangian immersion i :M → N ofM into an 2n-dimensional
para-Ka¨hler manifold (N,G,A) of constant holomorphic sectional curvature 4c has zero mean cur-
vature then the induced AH structure ([∇], [h]) (corresponding to t = 1) on M is exact Einstein with
the induced metric h as a distinguished metric, and there hold R = 2c| deth|−1/n, Tijk l = 2cδ[i lhj]k,
and Eijkl ≡ 0. In particular, if n > 2 then ([∇], [h]) is projectively flat and conjugate projectively
flat.
Proof. Since (N,G,A) is Einstein, D[iHj] = 0. From (8.3) there follow
Nijk
l = 0, Tijk
l = 2cδ[i
lhj]k, Tij = c(n− 1)hij , T = cn(n− 1).(8.21)
From (8.13) and (8.15) there follow
(n+ 2)div (L)ij = n{LH♯h}ij, K(L)ijkl = 0.(8.22)
The vanishing of {T }ij and Eij is immediate from (8.18) and (8.19). In this case ([∇], [h]) is exact
and (8.17) shows µR = 2c, so that R is parallel and ([∇], [h]) is Einstein. The claim about the
curvature follows from (2.55) and (8.9). Since K(L) = 0 there holds Eijkl = 0 by (6.58). 
Theorem 8.4 suggests a relation between mean curvature zero submanifolds of a para-Ka¨hler
manifold of constant para-holomorphic sectional curvature and affine hyperspheres. In fact, as will
be explained elsewhere, there is a kind of local equivalence between the two.
9. Analogy with conformal structures
It has been claimed that Codazzi projective structures should be viewed as analogues of conformal
structures; in the analogy subordinate AH structures play the role of representative metrics. This
final section is intended to give a bit more evidence for this claim, and to propose that many of the
standard constructions and problems of conformal geometry, e.g. the ambient metric construction
or the Yamabe problem, should have analogues/generalizations in this context.
Throughout this section it is convenient to work with c-weights (see section 3.1.2).
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9.1. Mo¨bius structures, the Codazzi Laplacian, and an analogue of the Yamabe prob-
lem. Recall from [22] that a Mo¨bius structure on a conformal manifold (M, [h]) is a smooth
second order linear differential operator from C1 to covariant C1-valued symmetric [h]-trace free
tensors which is equal modulo zeroth order linear operators to the symmetric trace-free part of
the Hessian determined by some covariant derivative on C1. In dimensions greater than 2 a con-
formal structure determines a canonical Mo¨bius structure; namely, the operator obtained from a
torsion-free conformal connection by modifying the trace-free Hessian by subtracting the trace-free
Schouten tensor does not depend on the choice of torsion-free conformal connection. This is a
special case of the more general occurrence that in dimension n > 2 a Codazzi projective structure
determines a canonical Mo¨bius structure. This is described next.
9.1.1. Let∇ be the aligned representative of an AH structure generating a given Codazzi projective
structure and for u ∈ Γ(Cλ) define associated operators ∆, C, and M by ∆(u) := ∇p∇pu and
C(u) := ∆(u) + 2−n4(n−1)Ru, M(u)ij := {∇∇u}ij − {W}iju.
Lemma 9.1. If ∇ and ∇˜ are the aligned representatives of AH structures generating the same
Codazzi projective structure and
M˜,M : Γ(C1)→ Γ(C1 ⊗ S2(T ∗M)) and C˜, C : Γ(C(2−n)/2)→ Γ(C−(n+2)/2)
are the associated operators, then M˜(u)ij =M(u)ij and C˜(u) = C(u).
Proof. Let u ∈ Γ(Cλ) and recall that ∇˜ − ∇ has the form 2α(iδj) k −Hijαkfor some one-form αi.
Then, as ∇˜iu−∇iu = λαiu,
∇˜i∇˜ju−∇i∇ju = 2(λ− 1)α(i∇j)u+Hijαp∇pu+ λ (∇iαj + (λ− 2)αiαj +Hijαpαp)u,(9.1)
so that when λ = 1 there holds {∇˜∇˜u}ij = {∇∇u}ij + {α}ij , in which {α}ij = αij − 1nHijαp p is
defined as in (2.47). The claimed independence ofM(u) from the choice of subordinate AH structure
follows from (3.20). Tracing (9.1) shows that the operator ∆ : Γ(Cλ)→ Γ(Cλ−2) transforms as
∆˜(u)−∆(u) = (2λ+ n− 2)αp∇pu+ λ(∇pαp + (n− 2 + λ)αpαp)u,
so that if λ = 2−n2 then ∆˜(u)−∆(u) = 2−n2 αp p, which with (3.14) shows that the operator C from
C(2−n)/2 → C−(n+2)/2 depends only on the Codazzi projective structure, and not on the choice of
representative AH structure. 
9.1.2. Evidently the Codazzi Laplacian C and M respectively generalize the usual conformally
invariant Laplacian and Mo¨bius operator. The following makes this more precise. Given a conformal
structure [h] the usual conformal Laplacian is the operator C[h](u) defined for u ∈ Γ(C(2−n)/2) and
any h ∈ [h] by C[h](u) := | deth|1/n
(
∆hu+
2−n
4(n−1)Rhu
)
, and the usual conformal Mo¨bius operator
is the operator M[h](u)ij defined for u ∈ Γ(C1) by M[h](u)ij := {DDu}ij − {W}iju, in which Wij
is the usual conformal Schouten tensor. Straightforward computations using Diu = ∇iu+λγiu for
u ∈ Γ(Cλ) and (2.57) show that for u ∈ Γ(C(2−n)/2) there holds
C(u) + 2−n16(n−1)Lu = C[h](u).(9.2)
Given an AH structure, by (3.15) the first order operator defined on Cλ by − 12Lij p∇pu + λEiju
depends only on the Codazzi projective structure generated by the AH structure. Straightforward
computations using (2.56) and (2.53) show that for u ∈ Γ(C1) there holds
M[h](u)ij −M(u)ij = − 12Lij p∇pu+ Eiju = − 12Lij pDpu+ 12n (DpLij p)u.(9.3)
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Where u 6= 0 there holds −nLij pDpu+ (DpLij p)u = un+1Dp(u−nLij p) so that
2n(M[h](u)ij −M(u)ij) = un+1Dp(u−nLij p).(9.4)
9.1.3. Yamabe problem. Now it will be shown that the usual Yamabe problem admits a generaliza-
tion in terms of AH structures and Codazzi projective structures. Two standard references for the
Yamabe problem are [93] and [3], although here nothing is used from either.
Let M be a compact n-dimensional manifold. Define a functional Gk([∇], [h]) on the space of
Riemannian signature AH structures by
Gk([∇], [h]) := volh(M)(2k−n)/n
ˆ
M
Rk| deth|(n−2k)/2n = volh(M)(2k−n)/n
ˆ
M
Rkh| deth|1/2,(9.5)
in which h ∈ [h] is any Gauduchon metric. The volume term is included so that the functional does
not depend on the choice of Gauduchon metric.
By part (1) of Lemma 2.7 it makes sense to say that two AH structures are restricted conformal
projectively equivalent if they are conformal projectively equivalent and they induce the same
equivalence class of Faraday primitives; that is the one form determining the difference of their
aligned representatives is exact. Define a restricted Codazzi projective structure (〈∇〉, [h]) to
be an equivalence class of AH structures modulo this notion of equivalence. A generalization of the
Yamabe problem is to minimize G := G1 over a restricted Codazzi projective structure. If (〈∇〉, [h])
contains an exact Weyl structure ([∇], [h]), then the aligned representative of [∇] is the Levi-
Civita connection of a distinguished metric h ∈ [h], and G([∇], [h]) is just the volume normalized
total scalar curvature of h; the restricted conformal projectively equivalent AH structure ([∇¯], [h])
determined by σi = df is exact Weyl with distinguished metric e
2fh, and so minimizing G over such
a restricted Codazzi projective structure is the same as minimizing the volume normalized total
scalar curvature functional over a conformal class, which is the usual Yamabe problem.
LetM be compact of dimension n > 2 and let ([∇˜], [h]) and ([∇], [h]) be AH structures generating
the same Codazzi projective structure. By Lemma 2.7 there is a one-form αi such that ∇˜ − ∇ =
2α(iδj)
k−hijαk. Let h˜, h ∈ [h] be representative metrics and write h˜ = fh. In what follows raise and
lower indices using h. It is easily verified that the Faraday primitives are related by γ˜i = γi+σi−αi
in which 2σ = d log f , and the Levi-Civita connections are related by D˜ −D = 2σ(iδj) k − hijσk.
Straightforward computation using (3.14) shows that the unweighted scalar curvatures of ([∇˜], [h])
and ([∇], [h]), taken with respect to the chosen metrics are related by
f R˜h˜ = Rh + 2(n− 1)d∗hα− (n− 1)(n− 2)|α|2h + 2(n− 1)(n− 2)αpγp.(9.6)
If now it is assumed that ([∇˜], [h]) and ([∇], [h]) generate the same restricted Codazzi projective
structure, so that α is exact, and there is written (n − 2)α = 2d log u for 0 < u ∈ C∞(M), then
(9.6) becomes
f R˜h˜ = Rh +
4(1−n)
n−2 u
−1∆hu+ 4(n− 1)(n− 2)u−1hpqdupγq
= 4(1−n)n−2 | deth|−(n+2)/4nu−1C(u| deth|(n−2)/4n)
− 2(n− 1)d∗hγ − (n− 1)(n− 2)|γ|2h + 4(n− 1)(n− 2)u−1hpqdupγq,
(9.7)
the second equality following from (9.2). Imposing some condition on the representative metrics
has the effect of relating f and u.
If now there is imposed the requirement that h˜ and h be Gauduchon and there is written
f = φ2/(n−2) then α and φ are related by
d∗h (dφ+ (n− 2)φ(γ − α)) = 0(9.8)
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By Theorem 5.1, there is for given α a positive φ ∈ C∞(M) solving (9.8), and such φ is determined
uniquely up to multiplication by a positive constant. Now suppose ([∇], [h]) is exact so that, in
particular, γ = 0. That ([∇˜], [h]) be in the same restricted Codazzi projective equivalence class as
([∇], [h]), means there is q ∈ C∞(M) such that α = dq, in which case one sees by inspection that
φ = e(n−2)q solves (9.8). It follows from the uniqueness (modulo positive constants) of the solution
to (9.8) that (n − 2)α = d logφ = (n − 2)σ. This shows that ([∇˜], [h]) is also exact. This proves
that on a compact manifold of dimension n > 2, a restricted Codazzi projective structure contains
a subordinate AH structure which is exact if and only if any subordinate AH structure is exact (the
same is true for n = 2, with a similar proof). Thus it makes sense to speak of an exact restricted
Codazzi projective structure.
In this case the difference tensor of the aligned representatives is generated by the logarithmic
differential of the conformal factor of the Gauduchon metric. In particular, since γ˜i = 0 = γi there
holds αi = σi, and so, writing f and u as before, f is a multiple of u
4/(n−2) by a positive constant
which may be taken to be 1. In (9.7) and with (9.2) this yields
u(n+2)/(n−2)R˜h˜ =
4(1−n)
n−2 | deth|−(n+2)/4nC(u| deth|(n−2)/4n),
= 4(1−n)(n−2) ∆hu+ (Rh − 14 |L|2h)u,
(9.9)
which generalizes the usual Yamabe equation. If h is the Gauduchon metric of an exact AH structure
([∇], [h]) and u is a positive function solving
u(n+2)/(n−2)κ = 4(1−n)n−2 | deth|−(n+2)/4nC(u| deth|(n−2)/4n),(9.10)
for a constant κ, then h˜ = u4/(n−2)h is the Gauduchon metric of an exact AH structure ([∇˜], [h])
generating the same Codazzi projective structure as ([∇], [h]) and such that the unweighted scalar
curvature R˜h˜ in the Gauduchon metric is equal to the constant κ.
Let ||ψ||p,h denote the Lp norm of ψ with respect to the h volume measure dvolh| = | deth|1/2.
The restriction to (〈∇〉, [h]) of G can be expressed in terms of the functional G([∇],[h]) on {ψ ∈
C∞(M) : ψ > 0} defined in terms of the fixed representative ([∇], [h]) ⊂ (〈∇〉, [h]) and obtained
from G by substitution of (9.6) (with the f in (9.6) written as φ2/(n−2)):
G([∇],[h])(ψ) = G(([∇˜], [h]))
= ||φ||−1n/(n−2),h
ˆ
M
φ
(
Rh + 2(n− 1)d∗hα− (n− 1)(n− 2)|α|2h
)
dvolh,
(9.11)
in which (n− 2)α := d logψ is the one-form determining the difference ∇˜−∇, and φ is determined
by ψ as the solution to (9.8). Although (9.8) determines φ only up to multiplication by a positive
constant the functional is well-defined.
Let φ(t) be a one-parameter family of positive functions such that φ(0) = 1 and ddt |t=0φ(t) = φ˙.
Given an exact AH structure consider the one-parameter family ([∇(t)], [h]) of AH structures within
its restricted conformal projective equivalence class and having aligned representative ∇(t) = ∇+
2α(t)(iδj)
k − hijα(t)k, in which (n − 2)α(t) = d log φ(t). Let R(t) be the scalar curvature of
([∇(t)], [h]), and let h(t) = φ(t)2/(n−2)h, which is a Gauduchon metric. Using (9.11) there results
d
dt |t=0G([∇(t)], [h]) = ddt |t=0G([∇],[h])(φ(t)) = volh(M)(2−n)/n
(ˆ
M
RhZ(φ˙) dvolh
)
,(9.12)
in which Z(φ˙) denotes φ˙ minus its mean over M (so ´M Z(φ˙) = 0). Though φ(t) can be replaced
by er(t)φ(t), the condition φ(0) = 1 forces r(0) = 0, and determines φ˙ up to translation (by r˙(0)),
so Z(φ˙) is independent of the choice of r(t) provided r(0) = 1. Since on a compact manifold all
functions of mean zero can be realized as Z(ψ) for some positive function ψ, (9.12) shows that an
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exact AH structure ([∇], [h]) is critical for G with respect to variations within (〈∇〉, [h]) if and only
if Rh is constant. Such a critical AH structure ([∇˜], [h]) can be found by solving (9.9) with R˜h˜
constant.
In the case thatM is compact and ([∇], [h]) is an exact AH structure such that infφ>0 G([∇],[h])(φ)
is non-positive it seems likely that modifications of the arguments showing the solvability of the
usual Yamabe problem in the case of non-positive Yamabe constant will show that it is possible to
solve (9.9) for R˜h˜ a negative constant. The non-vanishing cubic torsion only makes Rh less than
Rh, and this appears to help rather than to cause problems.
In the case the infimum infψ>0 G([∇],[h])(ψ) is positive, then it will be necessary to consider non-
exact AH structures. In this case, in addition to the difficulties one expects from the usual Yamabe
problem, the dependence of φ on ψ is less explicit, and this complicates the computations.
9.2. Generalizing the Bach tensor. For a Weyl structure ([∇], [h]) the Bach tensor Oij is the
trace-free symmetric covariant 2-tensor usually defined to be Oij = ∇pWpij+W pqWpijq = ∇pApij+
W pqApijq =
1
3−n∇p∇qWpijq+W pqWpijq . That Oij is symmetric can be checked with multiple uses
of the Ricci and Bianchi identities. When n = 4 then Oij is divergence free and depends only on the
Codazzi projective structure underlying ([∇], [h]). On 4-manifolds closed Einstein Weyl structures
and (anti)-self-dual conformal structures are Bach flat. The usual derivation of the Bach tensor is
that the equation Oij = 0 describes the critical variations of the functional
´
M WijklW
ijkl on Weyl
structures on compact 4-manifolds. Proofs of the basic properties just described can be found in
many places, for example [23] or [110].
From the work of C. Fefferman and C. R. Graham on their ambient metric construction for
conformal metrics (see [57], [56]) there emerges a better understanding of the variational origin of
the Bach tensor. The Bach tensor of a metric is the 4-dimensional specialization of the ambient
obstruction tensor Oij , which is a trace and divergence free symmetric conformally invariant
two-tensor associated to a conformal structure on an even-dimensional manifold. In [65], Graham
and K. Hirachi have shown that Oij arises as the gradient of the integral of T. Branson’s Q-
curvature. The Q-curvature is an expression built from the derivatives of the curvature tensor of
a 2n-dimensional conformal metric. It generalizes the scalar curvature of a two-dimensional metric
in the sense that when the metric is changed conformally the Q-curvature transforms by addition
of the image of the conformal factor under a conformally invariant differential operator the top
order piece of which is the nth power of the Laplacian (this is a GJMS operator). Because of this
transformation rule, the integral of the Q-curvature is a conformal invariant, and in 4-dimensions it
follows from the generalized Gauß-Bonnet formula that its integral differs from that of WijklW
ijkl
by a constant multiple of the Euler characteristic.
The result of Graham-Hirachi shows that the Bach tensor should be regarded as the first variation
of the integrated Q-curvature, and that its description in terms of the variation of WijklW
ijkl is in
some sense an artifact of the generalized Gauß -Bonnet theorem. This suggests that in the study
of Codazzi projective structures one aim should be to generalize the ambient obstruction tensor,
rather than the Bach tensor per se, and that to do so will require generalizing to AH structures
constructions such as the following: the GJMS conformally invariant powers of the Laplacian; the
Q-curvature; and the Fefferman-Graham ambient construction or Poincare´ metric construction.
Evidently this is an entire research project in its own right, beyond the scope of the present article.
Here, instead, there are reported attempts to generalize the Bach tensor to AH structures following
an interpretation due to D. Calderbank and T. Diemer. These attempts have not succeeded simply
because the computations become rather complicated, but they suggest that the research project
just described should be realizable, at least for some subclass of AH structures, e.g. the conservative
ones, or those with self-conjugate curvature.
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The point of view of Section 9 of [24] is that the Bach tensor results from applying to the con-
formal Weyl tensor the (second-order) conformally invariant differential operator formally adjoint
to the operator on trace-free symmetric covariant two-tensors given by linearization of the Weyl
curvature, which is in [24] called the Bach operator. As the Weyl curvature of an AH structure
depends on both the connection and the conformal structures, what is meant by its linearization
requires some discussion of the nature of their simultaneous variation (because the connection and
the metric are linked by the vanishing of the conformal torsion). Nonetheless, it turns out to be
straightforward to defined directly such an operator for Codazzi projective structures, although in
this more general context there is really a family of such operators, differing by an invariant first
order operator; see Lemma 9.2 below.
Precisely, there is sought to associate to an AH structure on a 4-manifold a trace-free, symmetric
tensor Oij having c-weight −2 and the following properties:
(1) Oij depends only on the underlying Codazzi projective structure.
(2) Oij is self-conjugate.
(3) ∇pOip = 0.
Such a tensor will be called a generalized Bach tensor. Additionally, it would be desirable that
(4) The equations Oij = 0 are the Euler-Lagrange equations of the integral of an appropriate
generalization of the Q-curvature.
If ωij = ω(ij) is trace-free of c-weight λ then ∇˜pωip = ∇pωip + (n − 2 + λ)αpωip. It follows that
when n = 4 the modified divergences ∇pOip + µLi pqOpq are invariant for any µ ∈ R. This shows
that condition (3) is sensible. A tensor satisfying only (1) is certainly not unique. For example
to such a tensor can be added invariant expressions such as Aabc(iE
abc
j) and Aabc(iCabc j); the
latter expression is self-conjugate, so a tensor satisfying even both (1) and (2) need not be unique.
Taking the self-conjugate part of a tensor satisfying (1) yields a tensor satisfying (1) and (2).
The unresolved difficulty is to produce such a tensor which is divergence free. This would almost
certainly be a routine consequence of a variational description as in (4).
Fix an AH structure ([∇], [h]) with conjugate ([∇¯], [h]). In this section (only) let Aλ denote
the vector space of completely trace-free tensors having c-weight λ and the algebraic symmetries
of the same type as has the self-conjugate conformal Weyl tensor. That is ωijkl ∈ A satisfies
ωijkl = ω[ij][kl] = ωklij , ω[ijk]l = 0, and ωpij
p = 0.
Lemma 9.2. Let ([∇], [h]) be an AH structure on a manifold of dimension n. For ω ∈ Aλ define
operators λO and λP taking values in Γ(S20(T ∗M)⊗Aλ−4) by
λO(ω)ij := ∇p∇qωpijq − (n− 5 + λ)W¯ pqωpijq,(9.13)
λP(ω)ij := Labc∇aωbijc + 2nEpqωpijq − 2L(i ab∇pωj)abp,(9.14)
The skew part of λO is λO(ω)[ij] = − 12W ab [i pωj]pab, which is invariant for all λ. If ([∇], [h]) and
([∇˜], [h]) are AH structures generating the same Codazzi projective structure and having aligned
representatives related by ∇˜ − ∇ = 2α(iδj) k −Hijαk, then
λ˜O(ω)ij = λO(ω)ij + (n− 6 + λ)
(
2αp∇qωp(ij)q + (n− 5 + λ)αpαqωp(ij)q
)
,(9.15)
λ˜P(ω)ij = λP(ω)ij + (n− 6 + λ)
(Labcαaωbijc − 2L(i abωj)abpαp) .(9.16)
In particular on A6−n any linear combination of the operators 6−nO and 6−nP depends only on the
underlying Codazzi projective structure.
Proof. From the Ricci identity, 2Q[ij] = (4− n)Fij , and (3.4) there follows
2∇p∇qωijpq = (n− 4 + λ)F pqωijpq + 2Rab [i pωj]pab = (n− 5 + λ)F pqωijpq + 2W ab [i pωj]pab,
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from which follows λO(ω)[ij] = − 12W ab [i pωj]pab. From this it is evident that the skew-part λO(ω)[ij]
is invariant. Keeping in mind that ∇pωijkp has c-weight (λ−2), straightforward computations show
∇˜pωijkl = ∇pωijkl + (λ− 4)αpωijkl + 2α[iωj]pkl + 2α[kωl]pij
+ 2γq
(
Hp[jωi]qkl +Hp[lωk]qij
)
,
(9.17)
∇˜pωijkp = ∇pωijkp + (n− 5 + λ)αpωijkp,(9.18)
∇˜p∇˜qωpijq = ∇p∇qωpijq + (n− 5 + λ)(∇pαq + (n− 7 + λ)αpαq)ωpijq
+ 2(n− 6 + λ)αp∇qωp(ij)q ,
(9.19)
W˜ pqωpijq =W
pqωpijq + (∇pαq − αpαq + αaLa pq)ωpijq ,(9.20)
E˜pqωpijq = E
pqωpijq +
1
2α
aLabcαaωpijq ,(9.21)
Labc∇˜aωbijc = Labc∇aωbijc + (λ− 6)Labcαaωbijc + 2L(i abωj)abpαp,(9.22)
L(i ab∇˜pωj)abp = L(i ab∇pωj)abp + (n− 5 + λ)L(i abωj)abpαp.(9.23)
From W¯ij =Wij − 2Eij and (9.19), (9.20), and (9.21) there follows (9.15). From (9.21), (9.22), and
(9.23) there follows (9.16). Hence when λ = 2 the operators 6−nO and 6−nP depend only on the
underlying Codazzi projective structure. 
The operator O := 2O is what is usually called the Bach operator. When n = 4 it makes sense
to apply the Bach operator to the self-conjugate Weyl tensor Aijkl. By Lemma 9.2 there holds
O(A)[ij] = − 12W ab [i pAj]pab = − 12Eab [i pAj]pab,(9.24)
so that O(A)ij + 12Eab [i pAj]pab is symmetric.
Lemma 9.3. On a 4-manifold, there holds O(A) = 0 for a closed Einstein AH structure with
self-conjugate curvature.
Proof. This follows from the definition of O, (3.24), and Lemma 4.10. 
Lemma 9.4. If ([∇], [h]) is a Weyl structure with self-conjugate Weyl tensor Aijkl on an n-manifold
then the self-conjugate tensor Oij defined by 2(3 − n)Oij := O(A)(ij) + O¯(A)(ij) satisfies Oij =
∇pApij +ApqApijq − 14F pqAijpq and equals the usual Bach tensor.
Proof. For a Weyl structure, (3.24) shows ∇p∇qApijq = (3 − n)∇pApij , so that 13−nO(A)ij =
∇pApij +ApqApijq − 14F pqAijpq . By (9.24) there holds O(A)[ij] = 0, and the claim follows. 
Given an AH structure ([∇], [h]) on a 4-manifold, let O˚ij be the Bach tensor of the associated
Weyl structure ([˚∇], [h]). By Lemma 9.2 and Remark 3.1 if O˚ij is viewed as a tensor associated to
([∇], [h]), then O˚ij does not change when ([∇], [h]) is varied within the Codazzi projective structure
which it generates. Since ∇˚p O˚ip = 0, 2∇p O˚ip = 2˚∇p O˚ip + Li pq O˚pq = Li pq O˚pq, which will
not generally be zero. As a generalized Bach tensor of ([∇], [h]) one would like a tensor which is
divergence free in dimension 4, so O˚ij is not the desired generalization; it needs to be modified
by adding a term invariant in dimension 4 and having divergence equal to −Li pq O˚pq. Evidently
finding such an expression by brute force computation would be both difficult and unilluminating.
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