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摘要 : 在分析自组织特征映射 ( SOFM )神经网络基本学习算法的基础上 ,从提高算法收敛速度和性能出发 ,提出了一种
改进算法 :随机选择样本输入次序 ;根据实际应用并结合专家经验确定初始连接权值 ;采用高斯函数作为拓扑邻域函数 ;
将算法分成排序和收敛两个阶段 ,并分别采用不同的学习率和邻域函数. 采用改进后的 SOFM算法对输入样本进行自组
织聚类 ,再利用学习矢量量化 (LVQ)算法解决样本分类中的交迭问题 ,提高了分类精度. 仿真实验结果表明 ,该网络能够
识别常用的数字 (0～9)和英文字母 ,特别是在有噪声污染的情况下 ,可以获得较好的效果.
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　　近年来 ,神经网络被广泛应用于模式识别问题 ,特
别是各种字符的识别. 其中 ,大部分都是基于 BP神经
网络进行的 [ 1 ] , BP网络的缺点是对干扰比较敏感 ,隐
层节点个数需要经过多次尝试确定 ,学习速度慢且易
陷入局部极小点. 文献 [ 2 ]提出了基于 RBF神经网络
的数字模式识别方法 ,取得较好的效果. 自组织特征映
射 ( SOFM )神经网络具有网络结构简单、自组织自学
习能力强和学习速度快等优点 ,特别适合于在模式识
别方面的应用. 学习矢量量化 (LVQ )是 SOFM网络学
习方法的有导师学习的扩展形式. 本文把 SOFM算法




自组织特征映射 ( SOFM )神经网络 [ 3 ]是芬兰神经
网络专家 Kohonen于 1981年提出的 ,该网络的出发点
是模拟大脑皮层中具有自组织特征的神经信号传送过
程 ,属于无导师学习的竞争型神经网络. 其网络结构如
图 1所示 ,由输入层和竞争层组成 ,输入层由 N 个神
经元组成 ,竞争层由 M 个输出神经元组成 ,且形成一
个二维阵列. 输入层与竞争层各神经元之间实现全互
连接 ,竞争层之间实行侧向连接. SOFM网络的主要特
性为 : 1)自组织排序性质 ,即拓扑保持能力 ; 2)自组织
概率分布性质. SOFM网络的主要功能是实现数据压
缩、编码和聚类 ,实际应用包括 :模式识别、过程和系统
分析、机器人、通信、数据挖掘以及知识发现等 [ 4 ] .
1. 2　基本 SOFM学习算法
在初始化后算法的应用中涉及 4个基本步骤 :取
样 ,相似性匹配 ,更新 ,参数调整. 重复这几个步骤直到
特征映射的形成.
基本 SOFM学习算法的主要步骤为 [ 5 ] :
步骤 1　初始化. 初始化权值向量 w (0) ,学习率
α0 ,邻域半径 N g (0) ,确定网络的学习次数 T;
步骤 2　取样. 对所有输入样本执行步骤 3 ～步
骤 5;
步骤 3　相似性匹配. 按式 (1) 计算连接权向量





( xpj - w ij )
2
, 　i = 1, 2, ⋯, M (1)
i为竞争层神经元 , w ij为神经元 i与输入向量 xp 的第 j
个分量间的连接权值 , N 为输入神经元的个数 , M 为竞
争层神经元的个数 ;
　图 1　SO FM 网络结构
　F ig. 1　The structu re of SO FM netw orks








步骤 4　更新. 按式 (2) 更新获胜神经元及其邻
域内所有神经元的连接权值 ,而邻域外的神经元连接
权值保持不变 ;
w i ( t + 1) = w i ( t) +α( t) ×( xp - w i ( t) ) (2)
i为获胜神经元及其邻域内的神经元 ;
步骤 5　参数调整. 按式 (3) 和式 (4) 调整学习率
α( t) 和邻域 N g ( t) ;
α( t) =α0 ×(1 - t / T) (3)
N g ( t) = IN T[N g (0) ×(1 - t / T) ] (4)
IN T表示取整运算 ;
步骤 6　继续. t = t + 1,返回步骤 2,直至 t = T为
止.
1. 3　学习矢量量化 (LVQ )
学习矢量量化 [ 6 ]是 SOFM网络学习方法的有导师
学习的扩展形式 ,它允许对输入将被分到哪一类进行
指定. LVQ网络结构除了输出层的每个神经元被指定
为属于几个类别之一外 ,其它与 SO FM网络是完全相
同的. 鉴于本文要解决的问题 (数字符号识别 ) 属于有
导师学习 ,因此在无导师学习阶段采用 SO FM网络进








下 [ 7 ] :
当下面两个条件同时满足时将对 w c1和 w c2进行调
整 :
( i) w c1 与 wc2 中 ,有一个权值向量代表的分类和
输入向量代表的分类一致 ,而另一个不一致 , w c1 和 w c2
分别为第一优胜者和第二优胜者的权值向量 ;












] < 1 +
ε,其中 dc1 是输入向量 xp 到 w c1 的 Euclidean距离 , dc2
是输入向量 xp 到 w c2 的 Euclidean距离.ε是一个小的
正常数.
如果上述条件满足 ,不妨设 w c1与输入向量代表的
分类相同 ,算法将调整权值向量 wc1 及 w c2 ,使得 w c1 向
输入向量的方向靠近 ,而 w c2 远离输入向量. 调整公式
为 :
w c1 ( t + 1) = w c1 ( t) +α( t) ×( xp - w c1 ( t) )








为了克服基本 SO FM学习算法的局限性 ,本文对
其作了如下改进 :













性变化时 ,虽然聚类效果较好 ,但是收敛速度慢 ;当以
指数形式变化时 ,聚类效果较好 ,收敛速度也快. 本算
法采用式 (6) 作为学习率的调整函数 :
α( t) =α0 ×exp ( - t /τ1 ) (6)
其中τ1 是时间常数.
( iv) 对邻域函数进行正确估计的目标是使 SO FM
实现保持拓扑特性的映射 ,即 SO FM阵列中各个神经
元的几何距离越小则相应权向量的 Euclidean距离也




此 ,本算法采用高斯函数作为邻域函数 ,其形式如下 :
N ic ( t) = exp ( -




其中 | ri - rc |为竞争层神经元 i和 c的距离 ,在二维网
格中 :
| ri - rc | = ( ix - cx )
2
+ ( iy - cy )
2 (8)
ix , iy 为神经元 i在二维网格上的坐标 , cx , cy 为神
经元 c在二维网格上的坐标 ;σ ( t) 为邻域半径 ,采用指
数衰减函数 :
σ ( t) =σ0 ×exp ( - t /τ1 ) (9)
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σ0 为邻域半径的初始值.




扑排序 ,算法的迭代次数 T需要 100次或者更多. 学习
率按照式 (6) 变化 ,初始值α0 接近 1,但应保持在 0. 01





迭代次数 T需要 500次或者更多. 学习率和邻域函数
可以按照基本 SOFM算法中的方式线性递减. 学习率







(A～Z)共 36个字符. 每个字符被分成 5 ×7的小块进
行数字化 ,分别用一个向量 (共 5 ×7 = 35个元素 )来
表示. 36个含 35个元素的输入向量被定义为一个输
入向量矩阵 ,向量代表某个字符 ,其相应有数据的位置
值为 1,而其他位置值为 0. 例如 ,“5”可以用如图 2所
示的 5 ×7点阵表示 ,以空白的方格为 0,黑色的方格
为 1,相应的编码矩阵为 : num 5 = [ 1 1 1 1 1; 1 0 0 0 0;
1 1 1 1 0; 0 0 0 0 1; 0 0 0 0 1; 1 0 0 0 1; 0 1 1 1 0 ]. 作
为网络的输入 ,将它转化为一个 35 ×1的列向量 ,即输
入为 num 5 = [ 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 1 0





　F ig. 2　The code of the num era l sym bol“5”
染输入. 输入向量矩阵构成训练样本集 C,在训练样本
集 C上 ,通过改变标准字符集 Ti ( i = 1, ⋯, 8 ) , i为点
阵元素的改变个数.
3. 2　网络的构造和仿真训练
根据以上的分析 ,选用的 SOFM网络结构为 :输入
层由 35个神经元组成 ,竞争层神经元分别为 8 ×8、10
×10、12 ×12、16 ×16的二维阵列 ,以便确定最佳输出
神经元个数. 网络参数选择如下 :排序阶段 ,采用改进
后的 SOFM算法 ,令最大迭代次数 T = 100,α0 = 0. 6,τ1
= 100,邻域半径初始值σ0 为输出神经元的半径大小
(如当竞争层神经元为 8 ×8时 , 2 ×σ0 = 8,即σ0 = 4) ;
收敛阶段 ,采用基本 SOFM算法 ,令最大迭代次数 T =
500,α0 = 0. 1 (可保证在前 450步内学习率大于 0.
01) ,邻域半径 N g (0) = 1,即仅包含获胜神经元的最近
的邻域.
本文采用 MATLAB 6. 0中的神经网络工具箱 [ 9 ]
进行仿真. 首先用 SOFM 算法 (包括排序阶段的改进
SOFM算法和收敛阶段的基本 SOFM算法 )训练网络 ,
将 36个训练样本依次送入网络 ,利用 SOFM的聚类功
能 ,实现数字和大写英文字母的粗分类 ;然后用 LVQ
算法检查分类是否正确以及训练样本是否存在交迭问
题 ,如果存在上述问题则调整相应的权值. 经过 SOFM
算法和 LVQ算法训练后 ,网络就可以进行应用测试.
从测试样本集 Ti 中选择污染个数分别为 1、2、3、4
的 4类样本 ,其中每类样本个数为 60个 ,直接送入网
络进行测试 ,以便确定最佳的竞争层神经元个数. 表 1
给出了不同网络结构对应的正确识别率 ,结果表明当
竞争层神经元为 12 ×12结构时 ,网络的测试效果最
好. 在此基础上 ,选择竞争层神经元为 12 ×12的网络
结构 ,分别使用改进后的 SOFM算法和基本 SOFM算
法进行训练. 表 2给出了当竞争层神经元为 12 ×12结
构时 ,在不同污染个数下 (0表示无污染 , 1～8分别表
示污染的个数 ,每类污染样本个数为 60个 )使用改
进后的 SOFM算法和基本 SOFM算法的正确识别率.
表 1　不同网络结构对应的正确识别率







8 ×8 225 /240 93. 75
10 ×10 231 /240 96. 25
12 ×12 233 /240 97. 08
16 ×16 227 /240 94. 58
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　表 2　不同污染个数下使用改进后的 SOFM 算法和基本
SOFM算法的正确识别率
　Tab. 2　The recognition rate between the basic SOFM algorithm









1 98. 33 100
2 95 98. 33
3 90 96. 67
4 86. 67 93. 33
5 70 80
6 50 61. 67
7 36. 67 43. 33
8 23. 33 28. 33
从表 1可以看出 ,选择合适的竞争层个数可以降





识别率 ,特别是将输入数据修改位数 (污染个数 )控制
在 4个以内 ,正确率仍可以达到 93%以上. 但如果修
改位数继续增加 ,正确率将急剧下降. 因为数据修改位




进 ,并结合 LVQ算法实现网络的有导师学习. 该网络
充分利用 SOFM算法的自组织聚类特点 ,同时又利用
LVQ算法解决样本中的交迭问题 ,从而提高了分类精
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Digital Pattern Recognition Based on Self2organizing
Feature Map Neural Network
XU Xin2zheng, ZENG W en2hua3
( School of Software, Xiamen University, Xiamen 361005, China)
Abstract: An imp roved algorithm for self2organizing feature map neural network was p resented in the paper. In this algorithm, the samp les
were ordered at random for imp roving the learning efficiency and the expert experience and actual state were considered using training weight
vectors. The Gauss neighborhood function was used to rep lace the square or circular function, and different descending functions of learning
rate and neighborhood width were used in two learning periods. The hybrid of the SOFM algorithm and LVQ algorithm can imp lement the su2
pervised learning of the SOFM network. Simulation experiments indicate that the network can recognize numeral symbols (0～9) and English
characters, and gain better benefit when the symbols and characters are polluted.
Key words: self2organizing feature map; learning vector quantization; supervised learning; pattern recognition
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