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SOME REMARKS ABOUT THE EXISTENCE OF AN
ALT-CAFFARELLI-FRIEDMAN MONOTONICITY FORMULA IN THE
HEISENBERG GROUP
FAUSTO FERRARI AND NICOLO` FORCILLO
Abstract. The aim of this paper is to study the existence of an Alt-Caffarelli-Friedman monotonicity
type formula in the Heisenberg group.
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1. Introduction
In this paper, starting from the structure of the functions that satisfy the following problem{
∆H1u = 0 in PΓ ∩BH1R (0),
u = 0 on Γ,
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where
PΓ := {(x, y, t) ∈ H1 : (x, y, t) = δλ(ξ, η, τ), λ > 0, (ξ, η, τ) ∈ Γ ⊂ ∂BH11 (0)},
we examine the existence of an Alt-Caffarelli-Friedman formula in the Heisenberg group.
Here δλ(ξ, η, τ) := (λξ, λη, λ
2τ), λ > 0, is the dilation semigroup in the smallest Heisenberg group H1,
and
BH
1
R (0) := {(x, y, t) ∈ H1 : (x2 + y2)2 + t2 < R4}
is the Koranyi ball centered at (0, 0, 0) of radius R.
For instance, if C = {(x, y, t) ∈ H1 : x2 + y2 < Mt} is a paraboloid, being M > 0 constant, then
C = PΓ for Γ = {(x, y, t) ∈ ∂BH11 (0) : x2 + y2 < Mt}. This type of problem has been faced (the
authors having in mind different applications respect to our ones) in [26] and [5]. However in those
papers, the authors deal with Heisenberg group Hn, a more abstract approach, with respect to our
computation developed in H1 only, has been applied. For this reason we think that our approach
permits to understanding better some details about our problems and represents by itself a useful
tools note for further applications, see Section 5.
In fact, as a consequence of our analysis, we obtain necessary and sufficient conditions concerning the
existence of an Alt-Caffarelli-Friedman monotonicity formula in H1.
The Alt-Caffarelli-Friedman monotonicity formula, was introduced in [1] as one of the fundamental
tools for studying the main properties of the solutions of some two-phase free boundary problems.
We recall briefly the result in the Euclidean setting. Roughly saying, see [1], there exists r0 > 0 such
that for every given non-negative u1, u2 ∈ C(B1(0)) ∩H1(B1(0)), if u1u2 = 0 in B1(0), ui(0) = 0 and
∆ui ≥ 0, i = 1, 2, where B1(0) is the Euclidean ball centered at 0 of radius 1 in Rn, the function
(1) Φ(r) := r−4
∫
Br(0)
|∇u1(x)|2
|x|n−2 dx
∫
Br(0)
|∇u2(x)|2
|x|n−2 dx
is well defined, bounded and monotone increasing in [0, r0), see also [9].
The original motivation for proving the previous result, as we have just recalled, was associated with
the global regularity of the solutions of the following two-phase free boundary problem:
(2)


∆u = 0 in Ω+(u) := {x ∈ Ω : u(x) > 0},
∆u = 0 in Ω−(u) := Int({x ∈ Ω : u(x) ≤ 0}),
|∇u+|2 − |∇u−|2 = 1 on F(u) := ∂Ω+(u) ∩ Ω,
starting from its variational formulation.
In particular, the monotonicity formula was applied for obtaining the global Lipschitz continuous
regularity of the solutions of (2).
After [1], many other important papers on this topic appeared. For instance, in [7] it was proved
that monotonicity formula holds for linear uniformly elliptic operators in divergence form with Ho¨lder
continuous coefficients, in [8] a formula for non-homogeneous free boundary problems was discovered,
in [34] the Riemannian case was treated, while in [28] it was faced the non-divergence form case.
Moreover, some very partial results have been obtained also in the non-linear case in dimension n = 2:
see [14] for the p−Laplacian case.
Further applications to two-phase free boundary problems may be found in [6], dealing with the elliptic
homogeneous case, in [2] and [17] in the parabolic homogeneous setting, as well as in [13] for the linear
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elliptic non-homogeneous problems. In addition, we also recall its applications to some segregation
problems, see e.g. [29], [30], [33] and [32].
The existence of such a tool for elliptic degenerate operators, for instance sublaplacians on groups, is
not yet understood. Anyhow, concerning other formulas about sublaplacians on groups, we find in
literature some important contributions to the degenerate linear operators, see [23] and in particular
[25], where the authors deal with the frequency function of Almgren in Carnot groups. Moreover,
considering further contributions in the non-commutative setting about other free boundary problems,
for instance the obstacle problem, we point out [12] and [11].
As regards our research, we have been mainly motivated by our interest in studying the solutions of
the following two-phase free boundary problem in the Heisenberg group
(3)


∆Hnu = f in Ω
+(u) := {x ∈ Ω : u(x) > 0},
∆Hnu = f in Ω
−(u) := Int({x ∈ Ω : u(x) ≤ 0}),
|∇Hnu+|2 − |∇Hnu−|2 = 1 on F(u) := ∂Ω+(u) ∩ Ω,
where f ∈ C(Ω) ∩ L∞(Ω). In [15] the authors obtain this formulation starting from the notion of
domain variation solution of a Bernoulli type functional like
EHn(v) :=
∫
Ω
(|∇Hnv|2 + χ{v>0} + 2fv) dx.
Concerning our contribution to this subject in the Heisenberg group H1, see Section 2 for the basic
notation about this Carnot group, we remark that we obtain only some partial results based on the
size of the following Rayleigh quotient type:
λϕ(Σ) = inf
v ∈H10 (Σ)
∫
Σ
∣∣∇ϕ
H1
v(ξ)
∣∣2√
x2 + y2
dσH1(ξ)∫
Σ
v2(ξ)
√
x2 + y2 dσH1(ξ)
,
where Σ ⊂ ∂BH11 (0) is a rectifiable set. Here σH1 denotes the perimeter measure in the Heisenberg
group, see Section 2 for a short introduction, and [24], [18] for a detailed exposition.
Furthermore, we denote by ∇ϕ
H1
v(ξ) = 〈∇H1v(ξ), eϕ(ξ)〉eϕ(ξ), being eϕ := ∇H1ϕ|∇
H1ϕ| , where ϕ is the
variable associated with the point ξ ∈ H1 via the following appropriate spherical coordinates given in
the Heisenberg group H1 by 

x = ρ
√
sinϕ cos θ
y = ρ
√
sinϕ sin θ
t = ρ2 cosϕ,
see Section 5 for the notation and for the discussion of some remarks about these coordinates.
We precisely get the following result.
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Theorem 1.1. Let u1, u2 ∈ C(BH11 (0))∩H1H1(BH
1
1 (0)), u1u2 = 0 in B
H
1
1 (0), ui(0) = 0 and ∆H1ui ≥ 0,
i = 1, 2. Then
(4)
2∑
i=1
∫
∂BH
1
1 (0)
|∇H1ui|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1ui|2
|ξ|2
H1
dξ
≥ 2
2∑
i=1
(√
1 + λϕ (Σi)− 1
)
.
Let us also define
Jβ,H1(r) = r
−β
∫
BH1r (0)
| ∇H1u1(ξ) |2
|ξ|2
H1
dξ
∫
BH1r (0)
| ∇H1u2(ξ) |2
|ξ|2
H1
dξ,
where β > 0 is a parameter. The function Jβ,H1 takes the place of Φ, defined in (1), in the Heisenberg
group H1, using the parameter β > 0 instead of β = 4, substituting the Euclidean balls with Koranyi
balls and recalling that the fundamental solution of the Kohn-Laplace operator ∆H1 in the Heisenberg
group H1 is, up to a constant, |ξ|−2
H1
. Analogously, in Hn the function Jβ,H1 becomes:
Jβ,Hn(r) = r
−β
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ,
where Q := 2n + 2 is the homogeneous dimension in Hn. We state our results in H1, even if the
proof holds in every Hn, only because the result we obtain is an intermediate step with respect to
the existence of a monotonicity formula in the Heisenberg group. Indeed, see the next Corollary
1.2, it still remains open the problem of determining the best configuration in splitting the Koranyi
ball in two parts. This fact depends on the best profile of the set that realizes the equality in the
isoperimetric inequality in the Heisenberg group. Concerning the same problem in the Euclidean
setting, the question is well understood, see the proof of the Alt-Caffarelli-Friedman formula, [1], [21],
[31], [9] and [16] for a recent review of the problem.
In order to state an application of Theorem 1.1, let us introduce the following function, see Section 9,
h(ϕ) := 2(
√
1 + λ0(ϕ) − 1) + 2(
√
1 + λ0(π − ϕ)− 1).(5)
where λ0(ϕ) is associated with a cap on the Koranyi ball around the t−axis of half-opening ϕ. About
this fact, it is worth to recall that the Koranyi ball is not symmetric along all the directions like the
Euclidean ball. For instance, we can not obtain ∂BH
1
1 ∩{(x, y, t) ∈ H1 : t > 0} from ∂BH
1
1 ∩{(x, y, t) ∈
H
1 : x > 0} via anyone rotation in H1 ≡ R3.
Nevertheless, the function h is symmetric with respect to pi2 in [0, π]. Unfortunately, however, we do
not know if the minimum of the function h is realized by ϕ = pi2 , even if this fact would result almost
expected. In any case, if it were true that the two half parts of the Koranyi ball split in two half parts
by the plane t = 0 realize the minimum for h, then minϕ∈[0,pi] h(ϕ) ≥ 16.
As a consequence, the following corollary holds, see also Corollary 12.2.
Corollary 1.2. If there exists a positive number β for which Jβ,H1 is monotone for every u1, u2 ∈
C(BH
1
1 (0)) ∩ H1H1(BH
1
1 (0)), such that ∆H1ui ≥ 0, ui(0) = 0, i = 1, 2 and u1u2 = 0, then β ≤ 4.
Moreover, if the minimum of Jβ,H1 were realized by two functions like u1 = (ax + by)
+ and u2 =
4
(ax+ by)−, a, b ∈ R, a2 + b2 > 0, or that
min
ϕ∈[0,pi]
h(ϕ) ≥ 16,
then for β = 4 the function Jβ,H1 is monotone, that is there exists r0 > 0 such that
J4,H1(r) = r
−4
∫
BH1r (0)
| ∇H1u1(ζ) |2
|ζ|2
H1
dζ
∫
BH1r (0)
| ∇H1u2(ζ) |2
|ζ|2
H1
dζ
is monotone increasing in [0, r0).
We comment this last result pointing out that our result moves the problem, about the existence of a
monotonicity formula in the Heisenberg group H1, in solving the new problem of knowing the smallest
configuration, on the Koranyi sphere of radius one, determined by the lower bound described by the
left hand side of (8), that is by the value of:
inf
∪2i=1Σi=∂BH
1
1 (0), intΣ1∩intΣ2=∅
2
2∑
i=1
(√
1 + λϕ (Σi)− 1
)
.
More precisely, in case this smallest configuration is realized by the half spheres on the Koranyi ball
of radius one, obtained by splitting the ball in two half parts determined by the plane t = 0, then
J4,H1 is monotone increasing.
2. The main notation in the Heisenberg group
Let Hn be the set R2n+1, n ∈ N, n ≥ 1, endowed with the following non-commutative inner law:
for every (x1, y1, t1) ∈ R2n+1, (x2, y2, t2) ∈ R2n+1, xi ∈ Rn, yi ∈ Rn, i = 1, 2 :
(x1, y1, t1) ◦ (x2, y2, t2) = (x1 + x2, y1 + y2, t1 + t2 + 2(〈x2, y1〉 − 〈x1, y2〉)),
where 〈xi, yi〉 denotes the usual inner product in Rn.
Let Xi = (ei, 0, 2yi) and Yi = (0, ei,−2xi), i = 1, . . . , n, where {ei}1≤i≤n is the canonical basis for Rn.
We use the same symbols to denote the vector fields associated with the previous vectors so that for
i = 1, . . . , n
Xi = ∂xi + 2yi∂t, Yi = ∂yi − 2xi∂t.
The commutator between the vector fields is for every i = 1, . . . , n :
[Xi, Yi] = −4∂t,
otherwise is 0. The intrinsic gradient of a smooth function u in a point P is
∇Hnu(P ) =
n∑
i=1
(Xiu(P )Xi(P ) + Yiu(P )Yi(P )).
There exists a unique metric on HHnP = span{X1, . . . ,Xn, Y1, . . . , Yn} which makes orthonormal
the set of vectors {X1, . . . ,Xn, Y1, . . . , Yn}. Thus for every P ∈ Hn and for every U,W ∈ HHnP ,
U =
∑n
j=1(α1,jXj(P ) + β1,jYj(P )), V =
∑n
j=1(α2,jXj(P ) + β2,jYj(P ))
〈U, V 〉 =
n∑
j=1
(α1,jα2,j + β1,jβ2,j).
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In particular, we get a norm associated with the metric on span{X1, . . . ,Xn, Y1, . . . , Yn} and
| U |=
√√√√ n∑
i=1
(
α21,j + β
2
1,j
)
.
For example, the norm of the intrinsic gradient of a smooth function u in P is
| ∇Hnu(P ) |=
√√√√ n∑
i=1
((Xiu(P ))2 + (Yiu(P ))2).
Moreover, if ∇Hnu(P ) 6= 0, the norm of
∇Hnu(P )
| ∇Hnu(P ) |
is one. If ∇Hnu(P ) = 0, instead, we say that the point P is characteristic for the smooth surface
{u = u(P )}. Hence, for every point M ∈ {u = u(P )}, which is not characteristic, is well defined the
intrinsic normal to the surface {u = u(P )} as follows:
ν(M) =
∇Hnu(M)
| ∇Hnu(M) | .
At this point, we introduce in the Heisenberg group Hn the following gauge norm:
| (x, y, t) |Hn := 4
√
(| x |2 + | y |2)2 + t2, P = (x, y, t) ∈ Hn.
In particular, for every positive number r, the gauge ball of radius r centered at 0 is
BH
n
r (0) := {P ∈ Hn : |P |Hn < r}.
In the Heisenberg group, a dilation semigroup is defined as follows: for every r > 0 and for every
P = (x, y, t) ∈ Hn, let
δr(P ) := (rx, ry, r
2t).
It is well known that, fixed R ∈ Hn, |R−1 ◦ P |2−Q
Hn
, P ∈ Hn, is, up to a multiplicative constant, the
fundamental solution of the sublaplacian ∆Hn in the Heisenberg group, where Q = 2n + 2 is the
homogeneous dimension in Hn introduced before.
The definition of Hn−subharmonic function, as well as the one of Hn−superharmonic function in a
set Ω ⊂ Hn, can be stated, as usual, in the classical way, requiring respectively that ∆Hnu(P ) ≥ 0
for every P ∈ Ω, for the Hn−subharmonicity, and that ∆Hnu(P ) ≤ 0 for every P ∈ Ω for having
H
n−superharmonicity. We refer to [4] for further details.
Concerning the natural Sobolev spaces to consider in the Heisenberg group Hn, we refer to the liter-
ature, see for instance [24]. Here, we simply recall that:
L1,2(Ω) := {f ∈ L2(Ω) : Xif, Yif ∈ L2(Ω), i = 1, . . . , n}
is a Hilbert space with respect to the norm
|f |L1,2(Ω) =
(∫
Ω
( n∑
i
(|Xif |2 + |Yif |2)) + |f |2
)
dx
) 1
2
.
Moreover
H1Hn(Ω) = C
∞(Ω) ∩ L1,2(Ω)|·|L1,2(Ω) .
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Now, if E ⊂ Hn is a measurable set, a notion of Hn-perimeter measure |∂E|Hn has been introduced in
[24] in a more general setting, even if here we recall some results in the framework of the Heisenberg
group, the simplest non-trivial example of Carnot group. We refer to [24], [18], [20], [19] for a detailed
presentation. For our applications, we restrict ourselves to remind that, if E has locally finite Hn-
perimeter (is a Hn-Caccioppoli set), then |∂E|Hn is a Radon measure in Hn, invariant under group
translations and Hn-homogeneous of degree Q− 1. In addition, the following representation theorem
holds (see [10]).
Proposition 2.1. If E is a Hn := R2n+1-Caccioppoli set with Euclidean C1 boundary, then there is
an explicit representation of the Hn-perimeter in terms of the Euclidean 2n-dimensional Hausdorff
measure H2n
σ
Ω,E
Hn
(∂E) =
∫
∂E∩Ω
( n∑
j=1
(〈Xj , nE〉2R2n+1 + 〈Yj, nE〉2R2n+1)
)1/2
dH2n,
where nE = nE(x) is the Euclidean unit outward normal to ∂E.
We also have:
Proposition 2.2. If E is a regular bounded open set with Euclidean C1 boundary and φ is a horizontal
vector field, continuously differentiable on E, then∫
E
divHn φdx =
∫
∂E
〈φ, νHn〉dσEHn ,
where νHn(x) is the intrinsic horizontal unit outward normal to ∂E, given by the (normalized) projec-
tion of nE(x) on the fiber HH
n
x of the horizontal fiber bundle HH
n.
Remark 2.3. The definition of νHn is well done, since HH
n
x is transversal to the tangent space of E at
x, for σE
Hn
(∂E)-a.e. x ∈ ∂E (see [27]).
Following [1] and [15] in the Heisenberg framework, we conclude, by applying the definition of solution
in the sense of the domain variation to the functional
EHn(v) :=
∫
Ω
(|∇Hnv|2 + χ{v>0}) dx,
Ω ⊂ Hn, that the parallel two-phase problem to (2) is:
(6)


∆Hnu = 0 in Ω
+(u) := {x ∈ Ω : u(x) > 0},
∆Hnu = 0 in Ω
−(u) := Int({x ∈ Ω : u(x) ≤ 0}),
|∇Hnu+|2 − |∇Hnu−|2 = 1 on F(u) := ∂Ω+(u) ∩ Ω.
Thus, the candidate to give an Alt-Caffarelli-Friedman monotonicity formula in the Heisenberg group
is the following function:
(7) Jβ,Hn(r) = r
−β
∫
BHnr (0)
| ∇Hnu+ |2
|ζ|Q−2
Hn
dζ
∫
BHnr (0)
| ∇Hnu− |2
|ζ|Q−2
Hn
dζ,
where β > 0 is a suitable fixed exponent and u+ := sup{u, 0} and u− := sup{−u, 0}, being 0 ∈ F(u).
We refer to [4] for the following statements:
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Definition 2.4. Let u : Hn → [−∞,+∞) be a function. Let J ∈ C∞0 (Hn), J ≥ 0 such that
supp(J) ⊂ D1(0) and
∫
Hn
J = 1. For every positive number ε, we define uε to be the Friedrichs
mollifier of u as:
uε(x) = ε
−Q
∫
Hn
u(−y ◦ x)J(δε−1(y))dy.
Proposition 2.5. Let u : Hn → [−∞,+∞) be a Hn− subharmonic function. Then uε ∈ C∞(Hn) is
H
n− subharmonic, and uε → u in L1loc(Hn) as ε→ 0+.
Let S(Hn) be the set of the Hn−subharmonic functions in Hn. Then if u ∈ S(Hn), Lu : C∞0 (Hn)→ R,
Lu(ϕ) =
∫
Hn
u(x)∆Hnϕ(x)dx
is positive, i.e. if u ∈ S(Hn) then ∆Hnu ≥ 0 in the distributional sense.
3. Some key steps in the Euclidean case
Since we closely follow the Euclidean proof, we recall the main steps. After a straightforward differ-
entiation, it results, in view of (1),
Φ′(r) = I1(r)I2(r)r−5
(
−4 + r
(
I ′1
I1
+
I ′2
I2
))
,
where for i = 1, 2 :
Ii(r) =
∫
Br(0)
|∇ui(x)|2
|x|n−2 dx.
By a rescaling argument the problem may be reduced to
(8) Φ′(r) = I1(r)I2(r)r−5

−4 +
∫
∂B1(0)
|∇u1(x)|2dσ∫
B1(0)
|∇u1(x)|2
|x|n−2 dx
+
∫
∂B1(0)
|∇u2(x)|2dσ∫
B1(0)
|∇u2(x)|2
|x|n−2 dx

 .
Thus, if
−4 +
∫
∂B1(0)
|∇u1(x)|2dσ∫
B1(0)
|∇u1(x)|2
|x|n−2 dx
+
∫
∂B1(0)
|∇u2(x)|2dσ∫
B1(0)
|∇u2(x)|2
|x|n−2 dx
≥ 0,
then, from (8), Φ′(r) ≥ 0. Hence, in order to prove that previous inequality holds, the following ratios∫
∂B1(0)
|∇ui(x)|2dσ∫
B1(0)
|∇ui(x)|2
|x|n−2 dx
for i = 1, 2, have to be estimated.
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Since the gradient may split in two orthogonal parts involving the radial part and the tangential part,
respectively denoted by ∇ρui and ∇θui, it holds
|∇ui(x)|2 = |∇ρui(x)|2 + |∇θui(x)|2,
so that, using a further integration by parts, Ho¨lder and Cauchy inequality and the facts that |x|2−n
is, up to a multiplicative constant, the fundamental solution of ∆ and 0 ∈ F(ui), i = 1, 2, we achieve,
for every βi ∈ (0, 1),∫
∂B1(0)
|∇ui(x)|2dσ∫
B1(0)
|∇ui(x)|2
|x|n−2 dx
=
∫
Γi
(
|∇ρui(x)|2 + |∇θui(x)|2
)
dσ∫
Γi
(
ui(x)|∇ρui(x)|+ n− 2
2
u2i (x)
)
dσ
≥
2
(∫
Γi
|∇ρui(x)|2dσ
) 1
2
(∫
Γi
βiλ(Γi)u
2
i (x)dσ
) 1
2
+ (1− βi)λ(Γi)
∫
Γi
u2i (x)dσ(∫
Γi
|∇ρui(x)|2dσ
) 1
2
(∫
Γi
u2i (x)dσ
) 1
2
+
n− 2
2
∫
Γi
u2i (x)dσ
=:
2(βiλ(Γi))
1
2 ξiηi + (1− βi)λ(Γi)η2i
ξiηi +
n−2
2 η
2
i
.
Therefore, ∫
∂B1(0)
|∇ui(x)|2dσ∫
B1(0)
|∇ui(x)|2
|x|n−2 dx
=
2(βiλ(Γi))
1
2 + (1− βi)λ(Γi)ηiξi
1 + n−22
ηi
ξi
≥ inf
z≥0
2(βiλ(Γi))
1
2 + (1− βi)λ(Γi)z
1 + n−22 z
= 2min
{
λ(Γi)
n− 2(1− βi), (βiλ(Γi))
1
2
}
,
where Γi := {x ∈ ∂B1(0) : ui(x) > 0} and
λ(Γi) := inf
v ∈H10 (Γi)
∫
Γi
|∇θv(x)|2dσ∫
Γi
v2(x)dσ
are the Rayleigh quotients for i = 1, 2.
At this point, if we choose βi in such a way that
λ(Γi)
n− 2(1− βi) = (βiλ(Γi))
1
2
we realize, by denoting αi := (βiλ(Γi))
1
2 , that previous equation is satisfied if and only if
α2i + (n− 2)αi − λ(Γi) = 0.
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On the other hand, because a function u = ραg(θ), θ := (θ1, . . . , θn−1), is harmonic in a cone determined
by a domain Γ whenever
ρα−1 ((α(α − 1) + α(n − 1))g(θ) + ∆θg) = 0,
we deduce that there exists αi such that
αi(αi − 1) + αi(n− 1) = λ(Γi).
By the structure of the equation, it immediately comes that there always exists a strictly positive
solution, so that we have to prove the existence of βi ∈ (0, 1) such that
(9)
−(n− 2) +
√
(n− 2)2 + 4λ(Γi)
2
= (βiλ(Γi))
1
2 .
Specifically, the last relationship is equivalent to solve
4λ(Γi)
(n− 2) +
√
(n− 2)2 + 4λ(Γi)
= 2(βiλ(Γi))
1
2 ,
that is
2λ(Γi)
1
2
(n− 2) +
√
(n− 2)2 + 4λ(Γi)
= β
1
2
i .
Now, since the continuous positive function defined in [0 +∞) as
z → z
(n− 2) +
√
(n− 2)2 + z2 ,
is strictly increasing,
(
z
(n−2)+
√
(n−2)2+z2
)
(0) = 0 and sup[0,+∞)
z
(n−2)+
√
(n−2)2+z2 = 1, we conclude
that for every λ(Γi) > 0, there exists βi such that (9) holds. In particular, we get
βi =
(
2λ(Γi)
1
2
(n− 2) +
√
(n− 2)2 + 4λ(Γi)
)2
.
Hence, with previous choice of βi, if we denote by
αi := min
{
λ(Γi)
n− 2(1− βi), (βiλ(Γi))
1
2
}
,
which is also the exponent corresponding to the eigenvalue given by the Rayleigh quotient λ(Γi), we
conclude that, whenever
(10) α1 + α2 ≥ 2,
then Φ′ ≥ 0. The number αi is called the characteristic constant of Γi, see ([21]). So, for concluding
this proof we would need to know that (10) holds. Indeed, assuming that the minimal configuration
in splitting the surface ball is given by two convex components that are symmetric, the result in the
Euclidean setting is proved, see [3] and [9]. This last part passes through a non-trivial discussion based
on a rearrangement argument that we omit here, see [9], [31], [21] and [16] for further details.
10
4. Some estimates in the Heisenberg group
In this section, we provide some partial steps in order to deal with a monotonicity formula associated
with Jβ,Hn .
Lemma 4.1. There exists a positive constant c = c(Q) such that for every non-negative Hn−subharmonic
function u ∈ C(BHn1 (0)), if u(0) = 0 then∫
BHnρ (0)
| ∇Hnu(ζ) |2
|ζ|Q−2
Hn
dζ ≤ cρ−Q
∫
BH
n
2ρ (0)\BHnρ (0)
u2(ζ)dζ.
Proof. Let uε be the Friedrichs mollifier of u. Then, by hypothesis, Definition 2.4 and Proposition 2.5,
we have
∆Hnu
2
ε = 2uε∆Hnuε + 2 | ∇Hnuε |2≥ 2 | ∇Hnuε |2 .
Hence, for every positive test function ϕ ∈ C∞0 (BH
n
1 (0))
∫
BH
n
1 (0)
u2∆Hnϕ dζ = lim
ε→0
∫
BH
n
1 (0)
u2ε∆Hnϕ dζ = lim
ε→0
∫
BH
n
1 (0)
ϕ∆Hnu
2
ε dζ
≥ lim
ε→0
2
∫
BH
n
1 (0)
ϕ|∇Hnuε|2dζ = 2
∫
BH
n
1 (0)
ϕ|∇Hnu|2dζ.
Thus
(11)
∫
BH
n
1 (0)
u2∆Hnϕ dζ ≥ 2
∫
BH
n
1 (0)
ϕ|∇Hnu|2dζ.
As a consequence, u ∈ H1
H1loc
(BH
n
1 (0)) and ∆Hnu
2 ≥ 2 | ∇Hnu |2 as a distribution. Let now ψ be a
cutoff function, ψ ≡ 1 in BHnρ (0), ψ ≡ 0 in BH
n
ρ (0), 0 < ρ <
1
2 . We also set
(12) γε = ηε ∗ γ,
where γ(ζ) = |ζ|2−Q
Hn
and ηε is an approximation of the identity. Then, ψγε is a positive test function
in BH
n
ρ (0), thus, in view of (11) and (12), we achieve
2
∫
BHnρ (0)
ψγε | ∇Hnu |2 dζ ≤ 2
∫
BH
n
2ρ (0)
ψγε | ∇Hnu |2 dζ ≤
∫
BH
n
2ρ (0)
ψγε∆Hnu
2 dζ
=
∫
BH
n
2ρ (0)
∆Hn(ψγε)u
2 dζ =
∫
BH
n
2ρ (0)
ψ∆Hn(γε)u
2 dζ + 2
∫
BH
n
2ρ (0)\BHnρ (0)
〈∇Hnψ,∇Hnγε〉u2 dζ
+
∫
BH
n
2ρ (0)\BHnρ (0)
∆Hn(ψ)γεu
2 dζ =
∫
BH
n
2ρ (0)
ψ(ηε ∗∆Hn(γ))u2 dζ
+ 2
∫
BH
n
2ρ (0)\BHnρ (0)
〈∇Hnψ, ηε ∗ ∇Hnγ〉u2 dζ +
∫
BH
n
2ρ (0)\BHnρ (0)
∆Hn(ψ)γεu
2 dζ,
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which yields, letting ε go to 0, because γε → γ in L1loc(Hn), ψ ≡ 1 in BH
n
ρ (0), γ is, up to a multiplicative
constant, the fundamental solution of ∆Hn and u(0) = 0 :
∫
BHnρ (0)
| ∇Hnu |2
|ζ|Q−2
Hn
dζ ≤
∫
BH
n
2ρ (0)
ψ∆Hn(γ)u
2 dζ + 2
∫
BH
n
2ρ (0)\BHnρ (0)
〈∇Hnψ,∇Hnγ〉u2 dζ
+
∫
BH
n
2ρ (0)\BHnρ (0)
∆Hn(ψ)|ζ|2−QHn u2 dζ ≤ cρ−Q
∫
BH
n
2ρ (0)\BHnρ (0)
u2,
that is
∫
BHnρ (0)
| ∇Hnu |2
|ζ|Q−2
Hn
dζ ≤ cρ−Q
∫
BH
n
2ρ (0)\BHnρ (0)
u2.

Let us define now the following function
(13) Jβ,Hn(r) = r
−β
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ,
where β > 0 is a parameter.
Lemma 4.2. For every non-negative Hn−subharmonic functions ui ∈ C(BHn1 (0)), i = 1, 2, such that
u1u2 = 0 and u1(0) = u2(0) = 0, we have
(14)
J ′β,Hn(1)
Jβ,Hn(1)
=
∫
∂BH
n
1 (0)
| ∇Hnu1(κ) |2√
| x |2 + | y |2 dσH
n(κ)
∫
BH
n
1 (0)
| ∇Hnu1(κ) |2
|κ|Q−2
Hn
dκ
+
∫
∂BH
n
1 (0)
| ∇Hnu2(κ) |2√
| x |2 + | y |2dσH
n(κ)
∫
BH
n
1 (0)
| ∇Hnu2(κ) |2
|κ|Q−2
Hn
dκ
− β.
Moreover, if
J ′β,Hn(1)
Jβ,Hn(1)
≥ 0, then there exists r0 > 0 such that Jβ,Hn is monotone increasing in [0, r0).
Proof. It follows from Lemma 4.1 that Jβ,Hn is well defined in (0, 1). Differentiating with respect to r
and recalling the co-area formula in the Heisenberg group, we get
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J ′β,Hn(r) = −βr−β−1
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ
+ r−β
∫
∂BHnr (0)
|ζ|Hn | ∇H
nu1(ζ) |2
rQ−2
√
| x |2 + | y |2 dσH
n(ζ)
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ
+ r−β
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
∂BHnr (0)
|ζ|Hn | ∇H
nu2(ζ) |2
rQ−2
√
| x |2 + | y |2 dσH
n(ζ)
= −βr−β−1
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ
+ r−β
∫
∂BHnr (0)
| ∇Hnu1(ζ) |2
rQ−3
√
| x |2 + | y |2dσH
n(ζ)
∫
BHnr (0)
| ∇Hnu2(ζ) |2
|ζ|Q−2
Hn
dζ
+ r−β
∫
BHnr (0)
| ∇Hnu1(ζ) |2
|ζ|Q−2
Hn
dζ
∫
∂BHnr (0)
| ∇Hnu2(ζ) |2
rQ−3
√
| x |2 + | y |2dσH
n(ζ)
(15)
Notice that by a change of variables, denoting κ ∈ ∂BHn1 (0) as κ = (κx, κy, kt) with κx, κy ∈ Rn and
κt ∈ R, we obtain
J ′β,Hn(r) = −βr−β−1rQ
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
|δr(κ)|Q−2Hn
dκ rQ
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
|δr(κ)|Q−2Hn
dκ
+ r−βrQ−1
∫
∂BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
rQ−3
√| rκx |2 + | rκy |2 dσHn(κ) rQ
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
|δr(κ)|Q−2Hn
dκ
+ r−βrQ
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
|δr(κ)|Q−2Hn
dκ rQ−1
∫
∂BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
rQ−3
√| rκx |2 + | rκy |2 dσHn(κ)
= −βr−β−1rQ
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
rQ−2|κ|Q−2
Hn
dκ rQ
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
rQ−2|κ|Q−2
Hn
dκ
+ r−βr2
∫
∂BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
r
√| κx |2 + | κy |2 dσHn(κ) rQ
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
rQ−2|κ|Q−2
Hn
dκ
+ r−βrQ
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
rQ−2|κ|Q−2
Hn
dκ r2
∫
∂BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
r
√| κx |2 + | κy |2dσHn(κ),
which gives
J ′β,Hn(r) = r
−β−1r4
(
− β
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
|κ|Q−2
Hn
dκ
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
|κ|Q−2
Hn
dκ,
+
∫
∂BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2√| κx |2 + | κy |2dσHn(κ)
∫
BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2
|κ|Q−2
Hn
dκ
+
∫
BH
n
1 (0)
| ∇Hnu1(δr(κ)) |2
|κ|Q−2
Hn
dκ
∫
∂BH
n
1 (0)
| ∇Hnu2(δr(κ)) |2√| κx |2 + | κy |2 dσHn(κ)
)
.
(16)
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Let now vi(κ) =
ui(δr(κ))
r , i = 1, 2. Then ∇Hnvi(κ) = (∇Hnui)(δr(κ)). Hence, by (16),
J ′β,Hn(r) =r
−β+3
(
− β
∫
BH
n
1 (0)
| ∇Hnv1(κ) |2
|κ|Q−2
Hn
dκ
∫
BH
n
1 (0)
| ∇Hnv2(κ) |2
|κ|Q−2
Hn
dκ
+
∫
∂BH
n
1 (0)
| ∇Hnv1(κ) |2√| κx |2 + | κy |2 dσHn(κ)
∫
BH
n
1 (0)
| ∇Hnv2(κ) |2
|κ|Q−2
Hn
dκ
+
∫
BH
n
1 (0)
| ∇Hnv1(κ) |2
|κ|Q−2
Hn
dκ
∫
∂BH
n
1 (0)
| ∇Hnv2(κ) |2√| κx |2 + | κy |2 dσHn(κ)
)
.
(17)
In particular, J ′β,Hn(r)r
β−3 = J ′β,Hn(1), thus it is enough to prove that J
′
β,Hn(1) ≥ 0. Moreover, using
(17) and (13), we have
J ′β,Hn(1)
Jβ,Hn(1)
=
∫
∂BH
n
1 (0)
| ∇Hnv1(κ) |2√| κx |2 + | κy |2 dσHn(κ)∫
BH
n
1 (0)
| ∇Hnv1(κ) |2
|κ|Q−2
Hn
dκ
+
∫
∂BH
n
1 (0)
| ∇Hnv2(κ) |2√| κx |2 + | κy |2 dσHn(κ)∫
BH
n
1 (0)
| ∇Hnv2(κ) |2
|κ|Q−2
Hn
dκ
− β.

In the next section, we reduce ourselves to the simplest case given by H1.
5. Laplace–Kohn operator on H1 Koranyi ball boundary
This section is devoted to represent the Laplace-Kohn operator in spherical coordinates in the Heisen-
berg group. An analogous computation has been faced in [26] by using an abstract and more elegant
approach, even if very theoretical, see also [22] and [5]. Here we describe with explicit computations
the H1 case.
Specifically, we consider the following coordinates in H1 :
(18)


x = ρ
√
sinϕ cos θ
y = ρ
√
sinϕ sin θ
t = ρ2 cosϕ,
see [22].
They mimic the classical polar coordinates in R3. From (18), we obtain the expression of ρ, ϕ and θ
with respect to the cartesian coordinates x, y and t, that is:
(19)


ρ = ((x2 + y2)2 + t2)1/4
θ = arctan
( y
x
)
ϕ = arccos
(
t
ρ2
)
.
Recalling the vector fields
(20)
{
X = ∂∂x + 2y
∂
∂t
Y = ∂∂y − 2x ∂∂t ,
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and the operators:
(21) ∇H1 ≡ (X,Y ), ∆H1 = X2 + Y 2,
we want to determine the following: ∇H1ρ, ∇H1θ, ∇H1ϕ, using (20), (19) and (21).
Lemma 5.1. It results that:
∇H1ϕ =
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)) ,
∇H1ρ = ρ−3((x2 + y2)x+ ty, (x2 + y2)y − tx),
∇H1θ =
1
x2 + y2
(−y, x).
Proof. Let us begin by calculating:
Xϕ = X
(
arccos
(
t
ρ2
))
= − 1√
1−
(
t
ρ2
)2X
(
t
ρ2
)
= − 1√
1− t2
ρ4
(
2y
ρ2
− 2ρ−3tXρ
)
= − 2√
ρ4−t2
ρ4
1
ρ2
(
y − tXρ
ρ
)
= − 2ρ
2√
ρ4 − t2
1
ρ2
(
ρy − tXρ
ρ
)
= − 2
ρ
√
ρ4 − t2
(ρy − tXρ) = 2
ρ
√
ρ4 − t2
(tXρ− ρy)
and
Y ϕ = − 1√
1−
(
t
ρ2
)2Y
(
t
ρ2
)
= − ρ
2√
ρ4 − t2
(
−2x
ρ2
− 2ρ−3tY ρ
)
= − 2ρ
2√
ρ4 − t2
1
ρ2
(
−x− tY ρ
ρ
)
= − 2√
ρ4 − t2
(−xρ− tY ρ
ρ
)
=
2
ρ
√
ρ4 − t2
(xρ+ tY ρ) ,
which give
∇H1ϕ = (Xϕ,Y ϕ) =
(
2
ρ
√
ρ4 − t2
(tXρ− ρy) , 2
ρ
√
ρ4 − t2
(xρ+ tY ρ)
)
=
2
ρ
√
ρ4 − t2
(tXρ− ρy, xρ+ tY ρ) = 2
ρ
√
(x2 + y2)2 + t2 − t2 ((tXρ, tY ρ) + (−ρy, ρx))
=
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)) .(22)
At this point, we compute
Xρ = X(((x2 + y2)2 + t2)1/4) =
1
4
((x2 + y2)2 + t2)
1
4
−1X((x2 + y2)2 + t2)
=
1
4
((x2 + y2)2 + t2)−3/4(2(x2 + y2)2x+ 2y2t) = ρ−3((x2 + y2)x+ yt)
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and
Y ρ = Y (((x2 + y2)2 + t2)1/4) =
1
4
((x2 + y2)2 + t2)−3/4Y ((x2 + y2)2 + t2)
=
1
4
((x2 + y2)2 + t2)−3/4(2(x2 + y2)2y − 2x2t) = ρ−3((x2 + y2)y − xt),
which entail
∇H1ρ = (Xρ, Y ρ) = ρ−3((x2 + y2)x+ yt, (x2 + y2)y − xt).(23)
Let us calculate now ∇H1θ. For this purpose, we have
Xθ = X
(
arctan
(y
x
))
=
1
1 +
( y
x
)2X (yx
)
=
1
1 + y
2
x2
(
− y
x2
)
= − x
2
x2 + y2
y
x2
= − y
x2 + y2
and
Y θ =
1
1 +
(y
x
)2Y (yx
)
=
x2
x2 + y2
(
1
x
)
=
x
x2 + y2
,
which imply
(24) ∇H1θ = (Xθ, Y θ) =
1
x2 + y2
(−y, x).
Using (22), (23) and (24), we achieve
∇H1ϕ =
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)) ,
∇H1ρ = ρ−3((x2 + y2)x+ ty, (x2 + y2)y − tx),
∇H1θ =
1
x2 + y2
(−y, x).(25)

Lemma 5.2. The following relationships hold:
|∇H1ϕ|2 =
4(x2 + y2)
ρ4
, |∇H1ρ|2 =
x2 + y2
ρ2
, |∇H1θ|2 =
1
x2 + y2
.
Proof. From (25), we obtain:
|∇H1θ|2 =
∣∣∣∣ 1x2 + y2 (−y, x)
∣∣∣∣
2
=
1
(x2 + y2)2
(y2 + x2) =
1
x2 + y2
,
|∇H1ρ|2 =
∣∣ρ−3((x2 + y2)x+ ty, (x2 + y2)y − tx)∣∣2 = ρ−6(((x2 + y2)x+ ty)2 + ((x2 + y2)y − tx)2)
= ρ−6((x2 + y2)2x2 + t2y2 + 2(x2 + y2)xty + (x2 + y2)y2 + t2x2 − 2(x2 + y2)ytx)
= ρ−6((x2 + y2)2(x2 + y2) + t2(x2 + y2)) = ρ−6((x2 + y2)((x2 + y2)2 + t2)
= ρ−6(x2 + y2)ρ4 =
x2 + y2
ρ2
,
i.e.
|∇H1θ|2 =
1
x2 + y2
, |∇H1ρ|2 =
x2 + y2
ρ2
,(26)
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and, using (26) and Lemma 5.1,
|∇H1ϕ|2 =
∣∣∣∣ 2ρ(x2 + y2) (t∇H1ρ+ ρ(−y, x))
∣∣∣∣
2
=
(
2
ρ(x2 + y2)
)2
〈t∇H1ρ+ ρ(−y, x), t∇H1ρ+ ρ(−y, x)〉
=
4
ρ2(x2 + y2)2
(t2 |∇H1ρ|2 + ρ2(y2 + x2) + 2tρ〈∇H1ρ, (−y, x)〉)
=
4
ρ2(x2 + y2)2
(
t2
x2 + y2
ρ2
+ ρ2(y2 + x2) + 2tρ〈ρ−3((x2 + y2)x+ yt, (x2 + y2)y − xt), (−y, x)〉
)
=
4
ρ2(x2 + y2)2
(
t2
x2 + y2
ρ2
+ ρ2(y2 + x2) + 2tρρ−3(−(x2 + y2)yx− y2t+ (x2 + y2)yx− x2t)
)
=
4
ρ2(x2 + y2)2
(
t2
x2 + y2
ρ2
+ ρ2(y2 + x2)− 2t2x
2 + y2
ρ2
)
=
4
ρ2(x2 + y2)2
(
ρ2(x2 + y2)− t2x
2 + y2
ρ2
)
=
4
ρ2(x2 + y2)
(
ρ4 − t2
ρ2
)
=
4(x2 + y2)2
ρ4(x2 + y2)
=
4(x2 + y2)
ρ4
,
namely
(27) |∇H1ϕ|2 =
4(x2 + y2)
ρ4
.
Putting together (26) and (27), we get the expected results:
(28) |∇H1ϕ|2 =
4(x2 + y2)
ρ4
, |∇H1ρ|2 =
x2 + y2
ρ2
, |∇H1θ|2 =
1
x2 + y2
.

Lemma 5.3. The following relationships hold:
〈∇H1ϕ,∇H1ρ〉 = 0, 〈∇H1ρ,∇H1θ〉 = −
cosϕ
ρ
, 〈∇H1ϕ,∇H1θ〉 =
2(x2 + y2)
ρ4
.
Proof. Let us calculate now 〈∇H1ϕ,∇H1ρ〉, 〈∇H1ϕ,∇H1θ〉 and 〈∇H1ρ,∇H1θ〉, using (25) and (28).
Specifically, we have
〈∇H1ϕ,∇H1ρ〉 = 〈
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)),∇H1ρ〉 =
2
ρ(x2 + y2)
(t |∇H1ρ|2 + ρ〈(−y, x),∇H1ρ〉)
=
2
ρ(x2 + y2)
(
t
x2 + y2
ρ2
+ ρ〈(−y, x), ρ−3((x2 + y2)x+ yt, (x2 + y2)y − xt)〉
)
=
2
ρ(x2 + y2)
(
t
x2 + y2
ρ2
+ ρ−2(−(x2 + y2)yx− y2t+ (x2 + y2)xy − x2t)
)
=
2
ρ(x2 + y2)
(
t
x2 + y2
ρ2
+ ρ−2(−t(x2 + y2))
)
= 0,
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and
〈∇H1ρ,∇H1θ〉 = 〈ρ−3((x2 + y2)x+ yt, (x2 + y2)y − xt,
1
x2 + y2
(−y, x)〉
=
ρ−3
x2 + y2
(−(x2 + y2)xy − y2t+ (x2 + y2)xy − x2t) = − t
ρ3
= −ρ
2 cosϕ
ρ3
= −cosϕ
ρ
.
Thus, it results
(29) 〈∇H1ϕ,∇H1ρ〉 = 0, 〈∇H1ρ,∇H1θ〉 = −
cosϕ
ρ
,
and, using (29),
〈∇H1ϕ,∇H1θ〉 = 〈
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)),
1
x2 + y2
(−y, x)〉
=
2
ρ(x2 + y2)2
(t〈ρ−3((x2 + y2)x+ yt, (x2 + y2)y − xt), (−y, x)〉 + ρ(y2 + x2))
=
2
ρ(x2 + y2)2
(tρ−3(−(x2 + y2)xy − y2t+ (x2 + y2)xy − x2t) + ρ(y2 + x2))
=
2
ρ(x2 + y2)2
(−t2ρ−3(x2 + y2) + ρ(y2 + x2)) = 2
ρ(x2 + y2)
(−t2ρ−3 + ρ)
=
2
ρ(x2 + y2)
(−t2 + ρ4
ρ3
)
=
2(x2 + y2)2
ρ4(x2 + y2)
=
2(x2 + y2)
ρ4
,
that is
(30) 〈∇H1ϕ,∇H1θ〉 =
2(x2 + y2)
ρ4
.
Considering together (29) and (30), we obtain
(31) 〈∇H1ϕ,∇H1ρ〉 = 0, 〈∇H1ϕ,∇H1θ〉 =
2(x2 + y2)
ρ4
, 〈∇H1ρ,∇H1θ〉 = −
cosϕ
ρ
.

At this point, we are in position to compute ∆H1ϕ, ∆H1ρ and ∆H1θ, using (25). In particular, we
have the following result.
Lemma 5.4. The following relationships hold:
∆H1θ = 0, ∆H1ρ =
3(x2 + y2)
ρ3
, ∆H1ϕ =
4cosϕ
ρ2
.
Proof. We remark that:
∆H1θ = (X
2 + Y 2)θ = X2θ + Y 2θ = X(Xθ) + Y (Y θ) = X
(
− y
x2 + y2
)
+ Y
(
x
x2 + y2
)
= −y
(
− 2x
(x2 + y2)2
)
+ x
(
− 2y
(x2 + y2)2
)
=
2xy
(x2 + y2)2
− 2xy
(x2 + y2)2
= 0,
which entails
(32) ∆H1θ = 0.
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Concerning ∆H1ρ, we can use the following formula, see [4],
(33) ∆H1f(ρ) = |∇H1ρ|2
(
f ′′ +
Q− 1
ρ
f ′
)
,
in the particular case of f(ρ) = ρ and Q = 4, and we achieve, in view of (28),
∆H1ρ = |∇H1ρ|2
3
ρ
=
x2 + y2
ρ2
3
ρ
=
3(x2 + y2)
ρ3
,
that is
(34) ∆H1ρ =
3(x2 + y2)
ρ3
.
As regards ∆H1ϕ, we obtain, because from (25) we have
∇H1ϕ =
2
ρ(x2 + y2)
(t∇H1ρ+ ρ(−y, x)) =
2
ρ(x2 + y2)
(tXρ− ρy, tY ρ+ ρx),
and by virtue of (34) and (28),
∆H1ϕ = X(Xϕ) + Y (Y ϕ) = X
(
2
ρ(x2 + y2)
(tXρ− ρy)
)
+ Y
(
2
ρ(x2 + y2)
(tY ρ+ ρx)
)
= X
(
2
ρ(x2 + y2)
)
(tXρ− ρy) + 2
ρ(x2 + y2)
(XtXρ+ tX2ρ− (Xρ)y − ρXy)
+ Y
(
2
ρ(x2 + y2)
)
(tY ρ+ ρx) +
2
ρ(x2 + y2)
(Y tY ρ+ tY 2ρ+ (Y ρ)x+ ρY x),
so that
∆H1ϕ = (tXρ− ρy)X
(
2
ρ(x2 + y2)
)
+ (tY ρ+ ρx)Y
(
2
ρ(x2 + y2)
)
+
2t
ρ(x2 + y2)
(X2ρ+ Y 2ρ) +
2
ρ(x2 + y2)
((Xt− y)Xρ− ρXy + (Y t+ x)Y ρ+ ρY x)
= (tXρ− ρy)
(
− 2
ρ2(x2 + y2)2
)(
∂ρ
∂x
(x2 + y2) + ρ2x+ 2y
∂ρ
∂t
(x2 + y2)
)
+ (tY ρ+ ρx)
(
− 2
ρ2(x2 + y2)2
)(
∂ρ
∂y
(x2 + y2) + ρ2y − 2x∂ρ
∂t
(x2 + y2)
)
+
2t
ρ(x2 + y2)
∆H1ρ+
2
ρ(x2 + y2)
((2y − y)Xρ+ (−2x+ x)Y ρ)
= −2(tXρ− ρy)((x
2 + y2)Xρ+ 2ρx)
ρ2(x2 + y2)2
− 2(tY ρ+ ρx)((x
2 + y2)Y ρ+ 2ρy)
ρ2(x2 + y2)2
+
2t
ρ(x2 + y2)
3(x2 + y2)
ρ3
+
2
ρ(x2 + y2)
(yXρ− xY ρ).
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Furthermore, continuing the computation, we actually get
∆H1ϕ = −
2
ρ2(x2 + y2)2
(t(x2 + y2)(Xρ)2 − ρy(x2 + y2)Xρ+ 2ρxtXρ− 2ρ2xy + t(x2 + y2)(Y ρ)2
+ ρx(x2 + y2)Y ρ+ 2ρytY ρ+ 2ρ2xy) +
6t
ρ4
+
2y
ρ(x2 + y2)
Xρ− 2x
ρ(x2 + y2)
Y ρ
= − 2
ρ2(x2 + y2)2
(t(x2 + y2)((Xρ)2 + (Y ρ)2) + ρ(x2 + y2)(xY ρ− yXρ) + 2tρ(xXρ+ yY ρ))
+
6t
ρ4
+
2y
ρ(x2 + y2)
Xρ− 2x
ρ(x2 + y2)
Y ρ
= − 2t
ρ2(x2 + y2)
|∇H1ρ|2 −
2x
ρ(x2 + y2)
Y ρ+
2y
ρ(x2 + y2)
Xρ− 4t
ρ(x2 + y2)2
(xXρ+ yY ρ) +
6t
ρ4
+
2y
ρ(x2 + y2)
Xρ− 2x
ρ(x2 + y2)
Y ρ
= − 2t
ρ2(x2 + y2)
|∇H1ρ|2 +
4
ρ(x2 + y2)
(yXρ− xY ρ)− 4t
ρ(x2 + y2)2
(xXρ+ yY ρ) +
6t
ρ4
= − 2t
ρ2(x2 + y2)
x2 + y2
ρ2
+
4
ρ(x2 + y2)
(yρ−3((x2 + y2)x+ ty)− xρ−3((x2 + y2)y − xt))
− 4t
ρ(x2 + y2)2
(xρ−3((x2 + y2)x+ yt) + yρ−3((x2 + y2)y − xt)) + 6t
ρ4
which finally implies
∆H1ϕ = −
2t
ρ4
+
4
ρ4(x2 + y2)
((x2 + y2)yx+ ty2 − (x2 + y2)xy + x2t)
− 4t
ρ4(x2 + y2)2
((x2 + y2)x2 + xyt+ (x2 + y2)y2 − yxt) + 6t
ρ4
=
4t
ρ4
+
4
ρ4(x2 + y2)
t(x2 + y2)− 4t
ρ4(x2 + y2)2
(x2 + y2)2 =
4t
ρ4
=
4ρ2 cosϕ
ρ4
=
4cosϕ
ρ2
,
i.e.
(35) ∆H1ϕ =
4cosϕ
ρ2
.
Putting together (32), (34) and (35), we have
(36) ∆H1θ = 0, ∆H1ρ =
3(x2 + y2)
ρ3
∆H1ϕ =
4cosϕ
ρ2
.

At this point, assuming that u = ραf(θ, ϕ), we compute ∆H1u obtaining the following result.
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Lemma 5.5. Let u = ραf(θ, ϕ). Then:
∆H1u = ∆H1(ρ
αf(θ, ϕ)) = ρα−2
(
α(α + 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.
Proof. Let us begin the proof by computingXu and Y u.We point out that θ = θ(x, y, t), ϕ = ϕ(x, y, t)
and ρ = ρ(x, y, t). As a consequence, we have
Xu = αρα−1(Xρ)f(θ, ϕ) + ρα
(
∂f
∂θ
Xθ +
∂f
∂ϕ
Xϕ
)
,
Y u = αρα−1(Y ρ)f(θ, ϕ) + ρα
(
∂f
∂θ
Y θ +
∂f
∂ϕ
Y ϕ
)
.(37)
We now calculate ∆H1u, using (37). Specifically, we achieve, using also the computation done to find
(37),
∆H1u = X(Xu) + Y (Y u)
= X
(
αρα−1(Xρ)f(θ, ϕ) + ρα
(
∂f
∂θ
Xθ +
∂f
∂ϕ
Xϕ
))
+ Y
(
αρα−1(Y ρ)f(θ, ϕ) + ρα
(
∂f
∂θ
Y θ +
∂f
∂ϕ
Y ϕ
))
= α(α − 1)ρα−2((Xρ)2 + (Y ρ)2)f(θ, ϕ) + αρα−1(X2ρ+ Y 2ρ)f(θ, ϕ) + 2αρα−1(Xρ)
(
∂f
∂θ
Xθ +
∂f
∂ϕ
Xϕ
)
+ 2αρα−1(Y ρ)
(
∂f
∂θ
Y ρY θ +
∂f
∂ϕ
Y ρY ϕ
)
+ ρα
(
X
(
∂f
∂θ
Xθ +
∂f
∂ϕ
Xϕ
)
+ Y
(
∂f
∂θ
Y θ +
∂f
∂ϕ
Y ϕ
))
,
so that it results
∆H1u = α(α − 1)ρα−2 |∇H1ρ|2 f(θ, ϕ) + αρα−1(∆H1ρ)f(θ, ϕ) + 2αρα−1
(
∂f
∂θ
XρXθ +
∂f
∂ϕ
XρXϕ
+
∂f
∂θ
Y ρY θ +
∂f
∂ϕ
Y ρY ϕ
)
+ ρα
(
X
(
∂f
∂θ
)
Xθ +
∂f
∂θ
X2θ +X
(
∂f
∂ϕ
)
Xϕ+
∂f
∂ϕ
X2ϕ+ Y
(
∂f
∂θ
)
Y θ
+
∂f
∂θ
Y 2θ + Y
(
∂f
∂ϕ
)
Y ϕ+
∂f
∂ϕ
Y 2ϕ
)
.
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Therefore, by continuing the computation, we have
∆H1u = (α(α − 1)ρα−2 |∇H1ρ|2 + αρα−1∆H1ρ)f(θ, ϕ) + 2αρα−1
(
∂f
∂θ
XρXθ +
∂f
∂ϕ
XρXϕ
+
∂f
∂θ
Y ρY θ +
∂f
∂ϕ
Y ρY ϕ
)
+ ρα
((
∂2f
∂θ2
Xθ +
∂2f
∂ϕ∂θ
Xϕ
)
Xθ +
(
∂2f
∂θ∂ϕ
Xθ +
∂2f
∂ϕ2
Xϕ
)
Xϕ
+
(
∂2f
∂θ2
Y θ +
∂2f
∂ϕ∂θ
Y ϕ
)
Y θ +
(
∂2f
∂θ∂ϕ
Y θ +
∂2f
∂ϕ2
Y ϕ
)
Y ϕ+
∂f
∂θ
(X2θ + Y 2θ) +
∂f
∂ϕ
(X2ϕ+ Y 2ϕ)
)
= (α(α − 1)ρα−2 |∇H1ρ|2 + αρα−1∆H1ρ)f(θ, ϕ) + 2αρα−1
(
∂f
∂θ
〈∇H1ρ,∇H1θ〉+
∂f
∂ϕ
〈∇H1ρ,∇H1ϕ〉
)
+ ρα
(
∂2f
∂θ2
|∇H1θ|2 + 2
∂2f
∂ϕ∂θ
〈∇H1ϕ,∇H1θ〉+
∂2f
∂ϕ2
|∇H1ϕ|2 +
∂f
∂θ
∆H1θ +
∂f
∂ϕ
∆H1ϕ
)
,
which yields
∆H1u = ∆H1(ρ
αf(θ, ϕ)) = (α(α− 1)ρα−2 |∇H1ρ|2 + αρα−1∆H1ρ)f(θ, ϕ) + 2αρα−1
(
∂f
∂θ
〈∇H1ρ,∇H1θ〉
+
∂f
∂ϕ
〈∇H1ρ,∇H1ϕ〉
)
+ ρα
(
∂2f
∂θ2
|∇H1θ|2 + 2
∂2f
∂ϕ∂θ
(∇H1ϕ · ∇H1θ) +
∂2f
∂ϕ2
|∇H1ϕ|2 +
∂f
∂θ
∆H1θ
+
∂f
∂ϕ
∆H1ϕ
)
.(38)
In particular, using (28), (31) and (36), we get, in view of (38),
∆H1u = ∆H1(ρ
αf(θ, ϕ)) =
(
α(α− 1)ρα−2 x
2 + y2
ρ2
+ αρα−1
3(x2 + y2)
ρ3
)
f(θ, ϕ)− 2αρα−1 ∂f
∂θ
cosϕ
ρ
+ ρα
(
∂2f
∂θ2
1
x2 + y2
+ 4
∂2f
∂ϕ∂θ
x2 + y2
ρ4
+
∂2f
∂ϕ2
4(x2 + y2)
ρ4
+
∂f
∂ϕ
4 cosϕ
ρ2
)
= α(α + 2)
(
x2 + y2
ρ2
)
ρα−2f(θ, ϕ)− 2α(cosϕ)ρα−2 ∂f
∂θ
+ ρα−2
(
ρ2
x2 + y2
∂2f
∂θ2
+ 4
x2 + y2
ρ2
∂2f
∂ϕ∂θ
+ 4
x2 + y2
ρ2
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.
Thus, we finally get
∆H1u = ∆H1(ρ
αf(θ, ϕ)) = α(α+ 2)(sinϕ)ρα−2f(θ, ϕ)− 2α(cosϕ)ρα−2 ∂f
∂θ
+ ρα−2
(
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
= ρα−2
(
α(α+ 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
,(39)
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since x
2+y2
ρ2 = sinϕ from (18).
To recap, we obtain, by recalling (39),
∆H1u = ∆H1(ρ
αf(θ, ϕ)) = ρα−2
(
α(α + 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.

6. Computation for f independent of θ
In Lemma 5.5 we proved that if u = ραf(θ, ϕ), then
∆H1u = ∆H1(ρ
αf(θ, ϕ)) = ρα−2
(
α(α + 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.(40)
Now, if we evaluate the expression (40) on ∂BH
1
1 (0), we get, because ρ = |(x, y, t)|H1 = 1 on ∂BH
1
1 (0),
∆H1u|∂BH11 (0) = ∆H1(ρ
αf(θ, ϕ))|∂BH11 (0) = α(α + 2)(sinϕ)f(θ, ϕ)− 2α(cos ϕ)
∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
.(41)
Corollary 6.1. If u = ραf(ϕ), then
(42) ∆H1u|∂BH11 (0) = ∆H1(ρ
αf(ϕ))|∂BH11 (0) = α(α + 2)(sinϕ)f(ϕ) + 4
∂
∂ϕ
(
sinϕ
∂f
∂ϕ
)
.
Proof. For sake of simplicity, we will identify ∆H1u with ∆H1u|∂BH11 (0) in the following.
In particular, if f(θ, ϕ) does not depend on θ, i.e. f = f(ϕ), we obtain, in view of (41),
(43) ∆H1u = α(α+ 2)(sinϕ)f(ϕ) + 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
.
At this point, we note that
4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
= 4
(
sinϕ
∂
∂ϕ
(
∂f
∂ϕ
)
+
(
∂
∂ϕ
(sinϕ)
)
∂f
∂ϕ
)
= 4
∂
∂ϕ
(
sinϕ
∂f
∂ϕ
)
,
which implies, from (43), our thesis:
∆H1u|∂BH11 (0) = ∆H1(ρ
αf(ϕ))|∂BH11 (0) = α(α + 2)(sinϕ)f(ϕ) + 4
∂
∂ϕ
(
sinϕ
∂f
∂ϕ
)
.

Corollary 6.1 yields the following lemma as well.
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Lemma 6.2. If α = 2 and we take u = ρ2 cosϕ, we have that u is ∆H1-harmonic, that is ∆H1u = 0,
and
(44) 8 =
4
∫ pi
2
0
sinϕ((cosϕ)′)2 dϕ∫ pi
2
0
sinϕ cos2(ϕ) dϕ
.
Proof. This result can be found in [22]. However, for helping the reader, we give a straightforward
proof of this fact.
First of all, from (40), we get that if u = ραf(ϕ),
(45) ∆H1u = ∆H1(ρ
αf(ϕ)) = ρα−2
(
α(α+ 2)(sinϕ)f(ϕ) + 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.
As a consequence, if u = ρ2 cosϕ, we have, in view of (45), being α = 2 and f(ϕ) = cosϕ,
∆H1u = ∆H1(ρ
2 cosϕ) = 8(sinϕ) cosϕ+ 4 sinϕ
∂2
∂ϕ2
(cosϕ) + 4 cosϕ
∂
∂ϕ
(cosϕ)
= 8 sinϕ cosϕ− 4 sinϕ cosϕ− 4 cosϕ sinϕ = 0,
which gives
(46) ∆H1u = ∆H1(ρ
2 cosϕ) = 0.
Now, if u = ραf(ϕ) satisfies ∆H1u|∂BH11 (0) = 0, we have, according to (42),
α(α+ 2)(sinϕ)f(ϕ) + 4
∂
∂ϕ
(
sinϕ
∂f
∂ϕ
)
= 0,
which implies, writing f = f(ϕ) and ∂∂ϕ
(
sinϕ ∂f∂ϕ
)
= (sinϕf ′)′, since f is a function depending only
on ϕ,
−4(sinϕf ′)′ = α(α+ 2)(sinϕ)f,
and multiplying both the terms of the equality by η sufficiently smooth with η
(
pi
2
)
= 0,
(47) α(α+ 2)(sinϕ)fη = −4(sinϕf ′)′η.
Integrating over
[
0,
π
2
]
the equality in (47), we then obtain
∫ pi
2
0
α(α+ 2)(sinϕ)fη dϕ = α(α + 2)
∫ pi
2
0
(sinϕ)fη dϕ
=
∫ pi
2
0
−4(sinϕf ′)′η dϕ = −4
∫ pi
2
0
(sinϕf ′)′η dϕ,
in other words
(48) α(α + 2)
∫ pi
2
0
(sinϕ)fη dϕ = −4
∫ pi
2
0
(sinϕf ′)′η dϕ.
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In particular, if we choose η = f, we get, from (48), by the Theorem of Integration by Parts:
α(α + 2)
∫ pi
2
0
(sinϕ)f2 dϕ = −4
∫ pi
2
0
(sinϕf ′)′f dϕ = −4
([
(sinϕf ′)f
]ϕ=pi
2
ϕ=0
−
∫ pi
2
0
sinϕf ′f ′ dϕ
)
= −4
(
sin
(π
2
)
f ′
(π
2
)
f
(π
2
)
− sin(0)f ′(0)f(0) −
∫ pi
2
0
sinϕ(f ′)2 dϕ
)
.
This implies, because sin(0) = 0 and f
(
pi
2
)
= 0 by virtue of the choice of f , that
(49) α(α+ 2)
∫ pi
2
0
(sinϕ)f2 dϕ = 4
∫ pi
2
0
sinϕ(f ′)2 dϕ.
In addition, in view of (49), we also have
(50) α(α + 2) =
4
∫ pi
2
0
sinϕ(f ′)2 dϕ∫ pi
2
0
(sinϕ)f2 dϕ
.
At this point, we recall that, from (46), ρ2 cosϕ is H1-harmonic, where α = 2 and f(ϕ) = cosϕ, with
cos
(π
2
)
= 0, hence, repeating the same argument used to achieve (50), we have
8 =
4
∫ pi
2
0
sinϕ((cosϕ)′)2 dϕ∫ pi
2
0
sinϕ cos2(ϕ) dϕ
.

7. Estimates in H1 and characteristic points
Let ∇H1u(p) ∈ HH1p, where HH1p denotes the horizontal vector space at p ∈ H1, see Section 2. Let us
define
eρ :=
∇H1ρ
|∇H1ρ|
, eϕ :=
∇H1ϕ
|∇H1ϕ|
.
We recall, according to Lemma 5.3, that 〈eρ, eϕ〉R2 = 0. Then, whenever eρ, eϕ exist, we have:
span{eρ(p), eϕ(p)} = HH1p.
As a consequence, in these cases, since {eρ, eϕ} is an orthonormal basis,
∇H1u(p) = 〈∇H1u(p), eρ(p)〉eρ(p) + 〈∇H1u(p), eϕ(p)〉eϕ(p)
and denoting
(51) ∇ρ
H1
u(p) = 〈∇H1u(p), eρ(p)〉eρ(p), ∇ϕH1u(p) = 〈∇H1u(p), eϕ(p)〉eϕ(p),
we have
|∇H1u(p)|2 = 〈∇H1u(p), eρ(p)〉2 + 〈∇H1u(p), eϕ(p)〉2,
and
(52) |∇H1u(p)|2 = |∇ρH1u(p)|2 + |∇
ϕ
H1
u(p)|2.
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Lemma 7.1. The couple (∇H1ρ)(p) , (∇H1ϕ)(p) determines a basis of HH1p, for every p = (x, y, t),
such that x2 + y2 6= 0.
Proof. We look for the points where ∇H1ρ and ∇H1ϕ vanish. We have that ∇H1ρ = 0 if
(53)
{
ρ−3((x2 + y2)x+ yt) = 0
ρ−3((x2 + y2)y − xt) = 0 ⇐⇒
{
(x2 + y2)x+ yt = 0
(x2 + y2)y − xt = 0,
which gives, multiplying the first row by y 6= 0 and the second one by x 6= 0,
(54)
{
(x2 + y2)yx+ y2t = 0
(x2 + y2)yx− x2t = 0.
Subtracting the second row to the first one in (54), we get
0 = y2t+ x2t = (x2 + y2)t,
which implies t = 0, because x 6= 0 and y 6= 0. Now, if t = 0, we obtain, from the first row in (53),
(x2 + y2)x = 0, which is a contradiction, recalling that we have supposed that x 6= 0.
Therefore, suppose that y = 0, and in view of the first row in (53), we have x = 0. Analogously, if we
assume x = 0, we achieve, by the second row in (53), y = 0. To sum up, we have ∇H1ρ = 0 in points
p = (x, y, t), with x = 0 and y = 0.
Concerning ∇H1ϕ, we have ∇H1ϕ = 0 if
2
ρ(x2 + y2)
(ρ(−y, x) + t∇H1ρ) = 0,
which immediately yields that x and y can not be equal to 0 at the same time, so it is equivalent to
ρ(−y, x) + t∇H1ρ = 0,
that is {
−ρy + tXρ = 0
ρx+ tY ρ = 0
⇐⇒
{
−ρy + tρ−3((x2 + y2)x+ yt) = 0
ρx+ tρ−3((x2 + y2)y − xt) = 0
⇐⇒
{
tρ−3((x2 + y2)x+ yt) = ρy
tρ−3((x2 + y2)y − xt) = −ρx ⇐⇒
{
t((x2 + y2)x+ yt) = ρ4y
t((x2 + y2)y − xt) = −ρ4x,
thus, we have to solve
(55)
{
t((x2 + y2)x+ yt) = ρ4y
t((x2 + y2)y − xt) = −ρ4x.
Specifically, multiplying the first row in (55) by y 6= 0 and the second one by x 6= 0, we get
(56)
{
t(x2 + y2)xy + t2y2 = ρ4y2
t(x2 + y2)yx− t2x2 = −ρ4x2.
Subtracting the second row in (56) to the first one,
(x2 + y2)t2 = (x2 + y2)ρ4,
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and dividing by (x2 + y2) 6= 0, recalling that x and y can not be equal to 0 at the same time,
t2 = ρ4,
which implies
|t| = ρ2,
and hence t = ±ρ2. Substituting t = ρ2 in the first row of (56), we achieve
ρ2(x2 + y2)yx+ ρ4y2 = ρ4y2,
which gives
ρ2(x2 + y2)yx = 0,
which is a contradiction, since x 6= 0, y 6= 0 and ρ 6= 0. Analogously, if we take t = −ρ2, we have,
always from the first row in (56),
−ρ2(x2 + y2)yx+ ρ4y2 = ρ4y2,
i.e.
−ρ2(x2 + y2)yx = 0,
which is a contradiction, always because x 6= 0, y 6= 0 and ρ 6= 0.
Suppose now that y = 0, and we have, according the first row in (55), tx3 = 0, which entails t = 0,
inasmuch x and y can not be equal to 0 at the same time. At this point, if y = t = 0, we have, by
the second row in (55), ρ4x = 0, in other words x = 0, recalling that ρ 6= 0, which is impossible, since
y = 0. Analogously, if we assume x = 0, we have from the second row in (55) that the only possibility
is t = 0, but this condition yields, by virtue of the first row in (55), y = 0, which is impossible, because
x = 0. To recap, ∇H1ϕ 6= 0, ∀p ∈ H1, where it is well defined, i.e. in points p = (x, y, t) such that
x2 + y2 6= 0.
This fact, together with ∇H1ρ = 0 if x = y = 0, gives that (∇H1ρ)(p) and (∇H1ϕ)(p) are a basis of
HH1p in points p = (x, y, t) with x
2 + y2 6= 0. 
8. Some general estimates in H1
In this section we only work in H1. Nevertheless, for improving, hopefully, the presentation of our
result we repeat some computations already done in Hn.
Let us introduce the following notation:
Aρ :=
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ), Aϕ :=
∫
∂BH
1
1 (0)
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ),
Au :=
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ).
(57)
Lemma 8.1. Let u be one of the two functions of the Theorem 1.1. Then the following lower bound
holds: ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥ Aρ +Aϕ
Au +A
1/2
u A
1/2
ρ
.
27
Proof. Using (52), we get∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2 + ∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ) +
∫
∂BH
1
1 (0)
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
.(58)
We now look for an upper bound for ∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ.
Specifically, we have
∆H1u
2 = X(X(u2)) + Y (Y (u2)) = X(2uXu) + Y (2uY u) = 2((Xu)2 + uX2u) + 2((Y u)2 + uY 2u)
= 2((Xu)2 + (Y u)2) + 2u(X2u+ Y 2u) = 2 |∇H1u|2 + 2u∆H1u,
i.e.
∆H1u
2 = 2 |∇H1u|2 + 2u∆H1u,
which implies, if u satisfies u∆H1u ≥ 0,
2 |∇H1u|2 ≤ ∆H1u2,
and thus
(59) |∇H1u|2 ≤
1
2
∆H1u
2.
In view of (59), we then achieve
(60)
∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤ 1
2
∫
BH
1
1 (0)
∆H1u
2
|ξ|2
H1
dξ.
At this point, we denote with divH1 the following operator
(61) div
H1
b = div
H1
(b1, b2) = Xb1 + Y b2,
where b : H1 → R2. Therefore, we have, by (61),
div
H1
(
|ξ|−2
H1
∇H1u2
)
= X(|ξ|−2
H1
Xu2) + Y (|ξ|−2
H1
Y u2) = X |ξ|−2
H1
Xu2 + |ξ|−2
H1
X2u2 + Y |ξ|−2
H1
Y u2
+ |ξ|−2
H1
Y 2u2 = 〈∇H1 |ξ|−2H1 ,∇H1u2〉+ |ξ|−2H1 ∆H1u2,
which entails
(62) |ξ|−2
H1
∆H1u
2 = div
H1
(
|ξ|−2
H1
∇H1u2
)
− 〈∇H1 |ξ|−2H1 ,∇H1u2〉.
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Using (62), we obtain, by virtue of (60),∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤ 1
2
∫
BH
1
1 (0)
div
H1
(
|ξ|−2
H1
∇H1u2
)
dξ − 1
2
∫
BH
1
1 (0)
〈∇H1 |ξ|−2H1 ,∇H1u2〉 dξ.(63)
Now, we have
(64) ∇H1u2 = (Xu2, Y u2) = (2uXu, 2uY u) = 2u∇H1u,∇H1u2 = 2u∇H1u.
Consequently, by the analogous of the Divergence Theorem in H1 and from (64), we get∫
BH
1
1 (0)
div
H1
(
|ξ|−2
H1
∇H1u2
)
dξ =
∫
∂BH
1
1 (0)
〈|ξ|−2
H1
∇H1u2, νH1〉 dσH1(ξ)
=
∫
∂BH
1
1 (0)
〈|ξ|−2
H1
2u∇H1u, νH1〉 dσH1(ξ) =
∫
∂BH
1
1 (0)
2 |ξ|−2
H1
u〈∇H1u, νH1〉 dσH1(ξ),
namely
(65)
∫
BH
1
1 (0)
div
H1
(
|ξ|−2
H1
∇H1u2
)
dξ =
∫
∂BH
1
1 (0)
2 |ξ|−2
H1
u〈∇H1u, νH1〉 dσH1(ξ),
where
(66) νH1 =
∇H1ρ
|∇H1ρ|
,
with
(67) ρ = |ξ|
H1
.
In particular, on ∂BH
1
1 (0), we have |ξ|H1 = 1, therefore, in view of (65), we achieve
(68)
∫
BH
1
1 (0)
div
H1
(
|ξ|−2
H1
∇H1u2
)
dξ =
∫
∂BH
1
1 (0)
2u〈∇H1u, νH1〉 dσH1(ξ).
In addition, repeating the same calculation done to find (62), we obtain
div
H1
(
u2∇H1 |ξ|−2H1
)
= 〈∇H1u2,∇H1 |ξ|−2H1 〉+ u2 div
H1
(
∇H1 |ξ|−2H1
)
,
which implies
(69) 〈∇H1u2,∇H1 |ξ|−2H1 〉 = div
H1
(
u2∇H1 |ξ|−2H1
)
− u2 div
H1
(
∇H1 |ξ|−2H1
)
.
Hence, from (69) and by the analogous of the Divergence Theorem in H1, we have∫
BH
1
1 (0)
〈∇H1u2,∇H1 |ξ|−2H1 〉 dξ =
∫
BH
1
1 (0)
(
div
H1
(
u2∇H1 |ξ|−2H1
)
− u2 div
H1
(
∇H1 |ξ|−2H1
))
dξ
=
∫
BH
1
1 (0)
div
H1
(
u2∇H1 |ξ|−2H1
)
dξ −
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ
=
∫
∂BH
1
1 (0)
u2〈∇H1 |ξ|−2H1 , νH1〉 dσH1(ξ)−
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ
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which entails ∫
BH
1
1 (0)
∇H1u2 · ∇H1 |ξ|−2H1 dξ =
∫
∂BH
1
1 (0)
u2〈∇H1 |ξ|−2H1 , νH1〉 dσH1(ξ)
−
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ.(70)
As a consequence, by virtue of (68) and (70), we achieve from (63)
∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤ 1
2
∫
∂BH
1
1 (0)
2u〈∇H1u, νH1〉 dσH1(ξ)
− 1
2
(∫
∂BH
1
1 (0)
u2〈∇H1 |ξ|−2H1 , νH1〉 dσH1(ξ)−
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ
)
=
∫
∂BH
1
1 (0)
u〈∇H1u, νH1〉 dσH1(ξ) +
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ
− 1
2
∫
∂BH
1
1 (0)
u2〈∇H1 |ξ|−2H1 , νH1〉 dσH1(ξ),
that is ∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
u〈∇H1u, νH1〉 dσH1(ξ)
+
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ − 1
2
∫
∂BH
1
1 (0)
u2〈∇H1 |ξ|−2H1 , νH1〉 dσH1(ξ).(71)
At this point, we have
(72) ∇H1 |ξ|−2H1 =
(
X |ξ|−2
H1
, Y |ξ|−2
H1
)
=
(
−2 |ξ|−3
H1
X |ξ|
H1
,−2 |ξ|−3
H1
Y |ξ|
H1
)
= −2 |ξ|−3
H1
∇H1 |ξ|H1 .
As a result, using (72), (66) and (67), we get
〈∇H1 |ξ|−2H1 , νH1〉 = 〈−2 |ξ|−3H1 ∇H1 |ξ|H1 ,
∇H1ρ
|∇H1ρ|
〉 = −2ρ−3〈∇H1ρ,
∇H1ρ
|∇H1ρ|
〉 = −2ρ−3 |∇H1ρ| ,
which yields
(73) 〈∇H1 |ξ|−2H1 , νH1〉 = −2ρ−3 |∇H1ρ| .
Notice, in particular, that by (66), we have
(74) νH1 = eρ.
Moreover, it holds
(75) ρ = 1 on ∂BH
1
1 (0).
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Thus, by virtue of (73),(74) and (75), we obtain from (71), using also (51),∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
u 〈∇H1u, eρ〉 dσH1(ξ) +
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ
− 1
2
∫
∂BH
1
1 (0)
u2
(−2ρ−3 |∇H1ρ|) dσH1(ξ) =
∫
∂BH
1
1 (0)
u〈∇H1u, eρ〉 dσH1(ξ)
+
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ +
∫
∂BH
1
1 (0)
u2 |∇H1ρ| dσH1(ξ)
=
∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2 |∇H1ρ|
)
dσH1(ξ) +
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ,
which implies
∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2 |∇H1ρ|
)
dσH1(ξ) +
1
2
∫
BH
1
1 (0)
u2 div
H1
(
∇H1 |ξ|−2H1
)
dξ.
(76)
At this point, we know that |ξ|−2
H1
is, up to a multiplicative constant, the fundamental solution of ∆H1 ,
and in addition
∆H1 = div
H1
∇H1 ,
thus
(77) div
H1
(
∇H1 |ξ|−2H1
)
= ∆H1 |ξ|−2H1 = δ0,
with δ0 the Dirac delta centered at 0.
Consequently, recalling that u(0) = 0, and therefore also u2(0) = 0, we achieve
u2 div
H1
(
∇H1 |ξ|−2H1
)
= u2δ0 = 0 in B
H1
1 (0),
which entails, in view of (76),
(78)
∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2 |∇H1ρ|
)
dσH1(ξ).
In particular, we have obtained in Lemma 5.2
|∇H1ρ|2 =
x2 + y2
ρ2
,
and so
|∇H1ρ| =
√
x2 + y2
ρ
,
which gives, from (75),
(79) |∇H1ρ| =
√
x2 + y2 on ∂BH
1
1 (0).
Substituting (79) in (78), we then get
(80)
∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2
√
x2 + y2
)
dσH1(ξ).
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Specifically, we can rewrite the right term in (80) as∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2
√
x2 + y2
)
dσH1(ξ) =
∫
∂BH
1
1 (0)
u〈∇H1u, eρ〉
4
√
x2 + y2
4
√
x2 + y2
dσH1(ξ)
+
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ),
which yields, by Ho¨lder inequality,∫
∂BH
1
1 (0)
(
u〈∇H1u, eρ〉+ u2
√
x2 + y2
)
dσH1(ξ) ≤
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
+
(∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
)1/2(∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)
)1/2
.(81)
As a consequence, by virtue of (81), we have, from (80),∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ ≤
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
+
(∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
)1/2(∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)
)1/2
.(82)
To recap, we have increased the denominator of (58) in (82) and using this, we then obtain from (58)
(83)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥ Aρ +Aϕ
Au +A
1/2
u A
1/2
ρ
.

Let us introduce now the following notation:
(84) λϕ(Σ) := inf
v∈H10 (Σ)
∫
Σ
∣∣∇ϕ
H1
v
∣∣2√
x2 + y2
dσH1(ξ)∫
Σ
v2
√
x2 + y2 dσH1(ξ)
,
where
(85) Σ := ∂BH
1
1 (0) ∩ {u 6= 0} .
Theorem 8.2. Let u be one of the two functions of the Theorem 1.1. Then
(86)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥ 2
(√
1 + λϕ(Σ) − 1
)
.
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Proof. First of all, we remark that Au 6= 0, hence the right term in (83) becomes
(87)
Aρ +Aϕ
Au +A
1/2
u A
1/2
ρ
=
Aρ
Au
+
Aϕ
Au
1 +
(
Aρ
Au
)1/2 .
Substituting (87) in (83) we then achieve
(88)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥
Aρ
Au
+
Aϕ
Au
1 +
(
Aρ
Au
)1/2 .
Furthermore, recalling that u ∈ H10 (Σ) and (85), we have
Aϕ
Au
≥ λϕ(Σ) ,
which entails, in view of (88),
(89)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥
Aρ
Au
+ λϕ(Σ)
1 +
(
Aρ
Au
)1/2 .
At this point, if we call
(90) s =
Aρ
Au
,
we can rewrite the right term in (89) as a function depending on s, precisely:
(91) F (s) =
s+ λϕ(Σ)
1 +
√
s
, s ∈ R, s > 0.
Our idea is to find the minimum of F to get a lower bound of∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
.
Specifically, by virtue of (91), we have
F ′(s) =
1 +
√
s− (s+ λϕ(Σ)) 12√s
(1 +
√
s)2
=
(1 +
√
s)2
√
s− s− λϕ(Σ)
2
√
s(1 +
√
s)2
=
2
√
s+ 2s− s− λϕ(Σ)
2
√
s(1 +
√
s)2
=
2
√
s+ s− λϕ(Σ)
2
√
s(1 +
√
s)2
,
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which gives
(92) F ′(s) =
2
√
s+ s− λϕ(Σ)
2
√
s(1 +
√
s)2
.
At this point, we notice that the denominator of (92) is always positive, so we have to study the
numerator to find the minimum.
In particular, it results
(93) 2
√
s+ s− λϕ(Σ) ≥ 0
z=
√
s⇐⇒ 2z + z2 − λϕ(Σ) ≥ 0.
Now, the roots of z2 + 2z − λϕ(Σ) are
z± = −1±
√
1 + λϕ(Σ) ,
but inasmuch z > 0 from (91) and (93), we obtain
z2 + 2z − λϕ(Σ) ≥ 0⇐⇒ z ≥ −1 +
√
1 + λϕ(Σ) ,
which implies, using (93), that
s = z2 =
(
−1 +
√
1 + λϕ(Σ)
)2
,
is the minimum point of F.
Consequently, from (91), we achieve
F (s) =
s+ λϕ(Σ)
1 +
√
s
≥ F
((
−1 +
√
1 + λϕ(Σ)
)2)
=
(
−1 +
√
1 + λϕ(Σ)
)2
+ λϕ(Σ)
1 +
√(
−1 +
√
1 + λϕ(Σ)
)2
=
1 + 1 + λϕ(Σ) − 2
√
1 + λϕ(Σ) + λϕ(Σ)
1− 1 +
√
1 + λϕ(Σ)
= 2
1 + λϕ(Σ) −
√
1 + λϕ(Σ)√
1 + λϕ(Σ)
= 2
√
1 + λϕ(Σ)
(√
1 + λϕ(Σ) − 1
)
√
1 + λϕ(Σ)
= 2
(√
1 + λϕ(Σ) − 1
)
,
which gives
s+ λϕ(Σ)
1 +
√
s
≥ 2
(√
1 + λϕ(Σ) − 1
)
,
and thus, using (90),
Aρ
Au
+ λϕ(Σ)
1 +
(
Aρ
Au
)1/2 ≥ 2
(√
1 + λϕ(Σ) − 1
)
.
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This fact, together with (89), entails∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥ 2
(√
1 + λϕ(Σ) − 1
)
.

We show now an alternative proof of Theorem 1.1, following the idea contained in [9].
We first consider for every β ∈ (0, 1) the following lower bound, recalling the definition of λϕ(Σ) in
(84): ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ) =
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ) +
∫
∂BH
1
1 (0)
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)
≥
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ) + λϕ(Σ)
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
=
∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ) + λϕ(Σ)β
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
+ λϕ(Σ)(1− β)
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
≥ 2
(∫
∂BH
1
1 (0)
∣∣∇ρ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)
) 1
2
(
λϕ(Σ)β
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ)
) 1
2
+ λϕ(Σ)(1− β)
∫
∂BH
1
1 (0)
u2
√
x2 + y2 dσH1(ξ).
(94)
In view of (94) and (82), it then follows, since Au 6= 0 :∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
≥ 2(λϕ(Σ)β)
1/2A
1/2
ρ A
1/2
u + (1− β)λϕ(Σ)Au
Au +A
1/2
u A
1/2
ρ
=
2(λϕ(Σ)β)
1/2 + (1− β)λϕ(Σ) A
1/2
ρ
A
1/2
u
1 +
A
1/2
ρ
A
1/2
u
≥ min{(1 − β)λϕ(Σ) , 2(λϕ(Σ)β)1/2}.
At this point, let β ∈ (0, 1) be such that
(95) (1− β)λϕ(Σ) = 2(λϕ(Σ)β)1/2.
Then, denoting α := (λϕ(Σ)β)
1/2, we obtain that the previous relationship is satisfied whenever
(96) α2 + 2α− λϕ(Σ) = 0.
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We also point out that, from (95), it follows
(1− β)
√
λϕ(Σ) = 2
√
β,
so that, denoting γ =
√
β, we get √
λϕ(Σ)γ
2 + 2γ −
√
λϕ(Σ) = 0
which yields
γ =
−1±
√
1 + λϕ(Σ)√
λϕ(Σ)
,
but, being β > 0, it results
γ =
−1 +
√
1 + λϕ(Σ)√
λϕ(Σ)
= − 1√
λϕ(Σ)
+
√
1 +
1
λϕ(Σ)
.
Now, the function r → −r+√1 + r2 is positive in [0,+∞) and since (−r+√1 + r2)′ = −1+ r
1+r2
< 0
for every r > 0, this function is monotone decreasing, so that 0 < −r +√1 + r2 ≤ 1.
As a consequence, there exists β ∈ (0, 1) given by
β =

−1 +
√
1 + λϕ(Σ)√
λϕ(Σ)


2
such that, when (95) is realized, it holds
min{(1− β)λϕ(Σ) , 2(λϕ(Σ)β)1/2} = 2
(√
1 + λϕ(Σ) − 1
)
,
as stated in Theorem 1.1.
9. Further remarks about the dependence on ϕ
We remarked in (45) that, if u = ραf(ϕ), then
∆H1u = ∆H1(ρ
αf(ϕ)) = ρα−2
(
α(α+ 2)(sinϕ)f(ϕ) + 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
.
As a consequence, whenever u = ραf(ϕ) and
α(α+ 2)(sinϕ)f(ϕ) + 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
= 0,
then ∆H1u = 0. This equation, in particular, may be reduced to the following one
(sin(ϕ)f ′(ϕ))′ + α(α+ 2) sin(ϕ)f(ϕ) = 0.
Thus, denoting by Lf := (sin(ϕ)f ′(ϕ))′, and considering the following eigenvalues problem
(97)


Lf + λ sin(ϕ)f = 0, ϕ1 < ϕ < ϕ2
f(ϕ1) = 0
f(ϕ2) = 0,
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it results that α has to satisfy the following relationship
α(α + 2) = λ,
which is exactly the same one obtained in (96).
On the other hand, by writing f = f(ϕ) and ∂∂ϕ
(
sinϕ ∂f∂ϕ
)
= (sinϕf ′)′, since f is a function depending
only on ϕ, we have
−4(sinϕf ′)′ = α(α+ 2)(sinϕ)f,
and multiplying both the terms of the equality by η sufficiently smooth with η (ϕ0) = 0, ϕ0 ∈ (0, pi2 ],
(98) α(α+ 2)(sinϕ)fη = −4(sinϕf ′)′η.
Integrating over [0, ϕ0] the equality in (98), we then obtain
(99) α(α + 2)
∫ ϕ0
0
(sinϕ)fη dϕ = −4
∫ ϕ0
0
(sinϕf ′)′η dϕ.
In particular, if we choose η = f, we get, from (99), using the Theorem of Integration by Parts:
α(α + 2)
∫ ϕ0
0
(sinϕ)f2 dϕ = −4
∫ ϕ0
0
(sinϕf ′)′f dϕ = −4
([
(sinϕf ′)f
]ϕ=ϕ0
ϕ=0
−
∫ ϕ0
0
sinϕf ′f ′ dϕ
)
= −4
(
sin (ϕ0) f
′ (ϕ0) f (ϕ0)− sin(0)f ′(0)f(0) −
∫ ϕ0
0
sinϕ(f ′)2 dϕ
)
.
This implies that, because sin(0) = 0 and recalling that f (ϕ0) = 0, by virtue of the choice of f ,
(100) α(α+ 2)
∫ ϕ0
0
(sinϕ)f2 dϕ = 4
∫ ϕ0
0
sinϕ(f ′)2 dϕ.
In addition, in view of (100), we also have
(101) α(α+ 2) =
4
∫ ϕ0
0
sinϕ(f ′)2 dϕ∫ ϕ0
0
(sinϕ)f2 dϕ
.
On the other hand, performing a change of variable τ = π − ϕ, we get
α(α + 2) =
−4
∫ pi−ϕ0
pi
sin(π − τ)(f ′)2(π − τ) dτ
−
∫ pi−ϕ0
pi
sin(π − τ)f2(π − τ) dτ
=
4
∫ pi
pi−ϕ0
sin(τ)(f ′)2(π − τ) dτ∫ pi
pi−ϕ0
sin(τ)f2(π − τ) dτ
.(102)
In this way, we achieve that
(103) α1(ϕ0)(α1(ϕ0) + 2) =
4
∫ ϕ0
0
sinϕ(f ′)2 dϕ∫ ϕ0
0
(sinϕ)f2 dϕ
37
and
α1(η0)(α1(η0) + 2) =
4
∫ pi
η0
sin(τ)(f ′)2(π − τ) dτ∫ pi
η0
sin(τ)f2(π − τ) dτ
(104)
where ϕ0 + η0 = π.
Lemma 9.1. The function
G(ϕ) = α1(ϕ)(α1(ϕ) + 2) + α1(π − ϕ)(α1(π − ϕ) + 2), ϕ ∈ [0, π]
is symmetric with respect to pi2 .
Proof. For every ϕ0 ∈ [0, pi2 ], we have
G(ϕ0) = α1(ϕ0)(α1(ϕ0) + 2) + α1(π − ϕ0)(α1(π − ϕ0) + 2)
= α1(π − (π − ϕ0))(α1(π − (π − ϕ0)) + 2) + α1(π − ϕ0)(α1(π − ϕ0) + 2)
= α1(π − ϕ0)(α1(π − ϕ0) + 2) + α1(π − (π − ϕ0))(α1(π − (π − ϕ0)) + 2) = G(π − ϕ0).

We note that determining α and f so that

4 sinϕ ∂
2f
∂ϕ2 + 4cosϕ
∂f
∂ϕ + α(α+ 2)(sinϕ)f(ϕ) = 0
f ′(0) = 0
f(ϕ1) = 0,
we find H1−harmonic functions on sets radially symmetric with respect to the t-axis. For instance, if
ϕ1 =
pi
2 , then α = 2 and f(ϕ) = cos(ϕ) is the solution. In particular u = ρ
2 cos(ϕ) is H1−harmonic in
{(x, y, t) ∈ H1 : t ≥ 0}.
Let us denote, at this point, by λϕ1(ϕ2) the eigenvalue of the problem (97). Moreover, let
h(ϕ) := 2(
√
1 + λ0(ϕ) − 1) + 2(
√
1 + λ0(π − ϕ)− 1).(105)
Then, we get the following result.
Lemma 9.2. In case the minimum value corresponds to the configuration in which the Koranyi ball
is split in two parts by the plane t = 0, then
λ0(ϕ) + λϕ(π) = λ0(ϕ) + λ0(π − ϕ) ≥ 2λ0(π
2
) = 16(106)
and
h(ϕ) ≥ 2(
√
18− 2) > 2(4 − 2) = 4.
In general supposing only that
λ0(ϕ) + λ0(π − ϕ) ≥ q > 0,(107)
for a value ϕ 6= pi2 we obtain
h(ϕ) ≥ 2(
√
2 + q − 2).
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Proof. We know that
√
a+ b ≤ √a+
√
b ≤ √2√a+ b so that from (105) it follows
h(ϕ) ≥ 2(
√
2 + λ0(ϕ) + λ0(π − ϕ)− 2) ≥ 2(
√
2 + q − 2).(108)
Thus, if q were 16, that is if we suppose that the minimum of (106) is realized for the half ball split
by the plane t = 0, then
h(ϕ) > 2(
√
18− 2) ≥ 2(4 − 2) = 4.(109)

Thus, we conclude that if the minimum for h is realized for t = pi2 , then, in order to obtain a monotone
increasing formula, we have to assume that β ≤ 8. In fact, as we have seen in (46), since ρ2 cosϕ
is H1-harmonic, where α = 2 and f(ϕ) = cosϕ, with cos
(π
2
)
= 0, we obtain repeating the same
argument used to achieve (101), that
8 =
4
∫ pi
2
0
sinϕ((cosϕ)′)2 dϕ∫ pi
2
0
sinϕ cos2(ϕ) dϕ
.
On the other hand, by fixing β = 4 our previous computations hold and if the minimum of h were
realized for the value 16, the monotonicity formula will hold for β = 4.
10. Computation having the dependence on ϕ and θ
We achieved in Lemma 5.5 that if u = ραf(θ, ϕ),
∆H1u = ∆H1 (ρ
αf(θ, ϕ)) = ρα−2
(
α(α+ 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂f2
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
)
,
which also implied
∆H1u|∂BH11 (0) = ∆H1 (ρ
αf(θ, ϕ)) |∂BH11 (0) = α(α+ 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)
∂f
∂θ
+
1
sinϕ
∂f2
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
,(110)
since ρ = 1 on ∂BH
1
1 (0).
Let now
(111) A(θ, ϕ) =


1
sinϕ
(4 + 2α) sinϕ
−2α sinϕ 4 sinϕ

 .
and we define
Lθ,ϕ := div
θ,ϕ
(A(θ, ϕ)∇θ,ϕ) = div
θ,ϕ




1
sinϕ
(4 + 2α) sinϕ
−2α sinϕ 4 sinϕ




∂
∂θ
∂
∂ϕ



 .(112)
Lemma 10.1. Let Ωθ,ϕ ⊆ [0, 2π] × [0, π] and T (Ωθ,ϕ) ⊂ ∂BH11 (0). If u = ραf(θ, ϕ) is solution of
∆H1u = 0 in δR(T (Ωθ,ϕ)), R > 0, then
Lθ,ϕf = −α(α + 2)(sinϕ)f in Ωθ,ϕ.
Furthermore, it results
(113) α(α + 2) =
∫
Ωθ,ϕ
(
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2)
dθdϕ∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ
.
Proof. First of all, we point out that (110) yields that if ∆H1u|∂BH11 (0) = 0, with u = ρ
αf(θ, ϕ), then
α(α+ 2)(sinϕ)f(θ, ϕ)− 2α(cosϕ)∂f
∂θ
+
1
sinϕ
∂2f
∂θ2
+ 4 sinϕ
∂2f
∂ϕ∂θ
+ 4 sinϕ
∂2f
∂ϕ2
+ 4cosϕ
∂f
∂ϕ
= 0.(114)
So, if we denote
Lθ,ϕ := −2α(cosϕ) ∂
∂θ
+
1
sinϕ
∂2
∂θ2
+ 4 sinϕ
∂2
∂ϕ∂θ
+ 4 sinϕ
∂2
∂ϕ2
+ 4cosϕ
∂
∂ϕ
,(115)
(114) implies, writing f(θ, ϕ) = f,
(116) α(α + 2)(sinϕ)f + Lθ,ϕf = 0.
We would like to see, at this point, if Lθ,ϕ can be written in divergence form, i.e.
Lθ,ϕ = div
θ,ϕ
(A(θ, ϕ)∇θ,ϕ) ,
where A(θ, ϕ) is a matrix-valued function.
In particular, if we take
(117) A(θ, ϕ) =


1
sinϕ
(4 + 2α) sinϕ
−2α sinϕ 4 sinϕ

 ,
40
we have
div
θ,ϕ
(A(θ, ϕ)∇θ,ϕ) = div
θ,ϕ




1
sinϕ
(4 + 2α) sinϕ
−2α sinϕ 4 sinϕ




∂
∂θ
∂
∂ϕ




= div
θ,ϕ
(
1
sinϕ
∂
∂θ
+ (4 + 2α) sinϕ
∂
∂ϕ
,−2α sinϕ ∂
∂θ
+ 4 sinϕ
∂
∂ϕ
)
=
∂
∂θ
(
1
sinϕ
∂
∂θ
+ (4 + 2α) sinϕ
∂
∂ϕ
)
+
∂
∂ϕ
(
−2α sinϕ ∂
∂θ
+ 4 sinϕ
∂
∂ϕ
)
=
1
sinϕ
∂2
∂θ2
+ (4 + 2α) sinϕ
∂2
∂θ∂ϕ
− 2α cosϕ ∂
∂θ
− 2α sinϕ ∂
2
∂ϕ∂θ
+ 4cosϕ
∂
∂ϕ
+ 4 sinϕ
∂2
∂ϕ2
=
1
sinϕ
∂2
∂θ2
+ 4 sinϕ
∂2
∂θ∂ϕ
− 2α cosϕ ∂
∂θ
+ 4cosϕ
∂
∂ϕ
+ 4 sinϕ
∂2
∂ϕ2
= Lθ,ϕ,
in other words
Lθ,ϕ = div
θ,ϕ
(Aθ,ϕ∇θ,ϕ) ,
with Aθ,ϕ defined in (117).
From this fact, we obtain, by virtue of (116),
(118) α(α+ 2)(sinϕ)f + div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) = 0.
Therefore, if we consider T (Ωθ,ϕ) ⊆ ∂BH11 (0), (118) entails
div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) = −α(α + 2)(sinϕ)f in Ωθ,ϕ,
and, multiplying both the terms of the equality by η sufficiently smooth, with compact support in
Ωθ,ϕ, we get
(119) div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) η = −α(α+ 2)(sinϕ)fη in Ωθ,ϕ.
Integrating the equality in (119) over Ωθ,ϕ, we then achieve
(120)
∫
Ωθ,ϕ
div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) η dθdϕ = −α(α + 2)
∫
Ωθ,ϕ
(sinϕ)fη dθdϕ.
In particular, if we choose η = f, we have, in view of (120),
(121)
∫
Ωθ,ϕ
div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) f dθdϕ = −α(α+ 2)
∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ.
In addition, by the Divergence Theorem, we obtain∫
Ωθ,ϕ
div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) f dθdϕ =
∫
∂Ωθ,ϕ
〈fAθ,ϕ∇θ,ϕf, ν〉 dσ(θ, ϕ)−
∫
Ωθ,ϕ
〈Aθ,ϕ∇θ,ϕf,∇θ,ϕf〉 dθdϕ
=
∫
∂Ωθ,ϕ
f〈Aθ,ϕ∇θ,ϕf, ν〉 dσ(θ, ϕ)−
∫
Ωθ,ϕ
〈Aθ,ϕ∇θ,ϕf,∇θ,ϕf〉 dθdϕ = −
∫
Ωθ,ϕ
〈Aθ,ϕ∇θ,ϕf,∇θ,ϕf〉 dθdϕ,
41
which implies
(122)
∫
Ωθ,ϕ
div
θ,ϕ
(Aθ,ϕ∇θ,ϕf) f dθdϕ = −
∫
Ωθ,ϕ
〈Aθ,ϕ∇θ,ϕf,∇θ,ϕf〉 dθdϕ,
because f has compact support in Ωθ,ϕ, by the choice of f.
As a consequence, substituting (122) in (121), we then have
(123)
∫
Ωθ,ϕ
Aθ,ϕ∇θ,ϕf · ∇θ,ϕf dθdϕ = α(α + 2)
∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ.
Now, let us note that with 4 + 2α 6= −2α, namely α 6= −1, we have, from (117), that Aθ,ϕ is not
symmetric.
Hence, we can consider the symmetrized form of Aθ,ϕ,
ASθ,ϕ :=
Aθ,ϕ +A
T
θ,ϕ
2
,
and we observe that
〈ASθ,ϕv, v〉 = 〈
(
Aθ,ϕ +A
T
θ,ϕ
2
)
v, v〉 = 1
2
〈Aθ,ϕv +ATθ,ϕv, v〉 =
1
2
(〈Aθ,ϕv, v〉+ 〈ATθ,ϕv, v〉)
=
1
2
(〈Aθ,ϕv, v〉 + 〈v,Aθ,ϕv〉) = 1
2
(〈Aθ,ϕv, v〉+ 〈Aθ,ϕv, v〉) = 〈Aθ,ϕv, v〉, v ∈ R2,
i.e.
(124) 〈ASθ,ϕv, v〉 = 〈Aθ,ϕv, v〉, v ∈ R2.
Using (124), we then achieve from (123)
(125)
∫
Ωθ,ϕ
〈ASθ,ϕ∇θ,ϕf,∇θ,ϕf〉 dθdϕ = α(α+ 2)
∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ.
At this point, we look for an explicit expression for ASθ,ϕ.
Specifically, we have
ASθ,ϕ =
Aθ,ϕ +A
T
θ,ϕ
2
=
1
2




1
sinϕ
(4 + 2α) sinϕ
−2α sinϕ 4 sinϕ

+


1
sinϕ
−2α sinϕ
(4 + 2α) sinϕ 4 sinϕ




=
1
2


2
sinϕ
4 sinϕ
4 sinϕ 8 sinϕ

 =


1
sinϕ
2 sinϕ
2 sinϕ 4 sinϕ

 ,
which yields
(126) ASθ,ϕ =


1
sinϕ
2 sinϕ
2 sinϕ 4 sinϕ

 .
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Consequently, according to (126), we get
〈ASθ,ϕ∇θ,ϕf,∇θ,ϕf〉 = 〈


1
sinϕ
2 sinϕ
2 sinϕ 4 sinϕ




∂f
∂θ
∂f
∂ϕ

 ,


∂f
∂θ
∂f
∂ϕ

〉 = 〈


1
sinϕ
∂f
∂θ
+ 2 sinϕ
∂f
∂ϕ
2 sinϕ
∂f
∂θ
+ 4 sinϕ
∂f
∂ϕ

 ,


∂f
∂θ
∂f
∂ϕ

〉
=
1
sinϕ
(
∂f
∂θ
)2
+ 2 sinϕ
∂f
∂ϕ
∂f
∂θ
+ 2 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2
=
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2
,
i.e.
(127) 〈ASθ,ϕ∇θ,ϕf,∇θ,ϕf〉 =
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2
.
Substituting (127) in (125), we then have
∫
Ωθ,ϕ
(
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2)
dθdϕ = α(α+ 2)
∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ,
which gives
(128) α(α + 2) =
∫
Ωθ,ϕ
(
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2)
dθdϕ∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ
.

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At this point, we remark that if α = 1 and f =
√
sinϕ cos θ, we get, in view of (110),
∆H1
(
ρ
√
sinϕ cos θ
)
|∂BH11 (0) = 3 sinϕ
√
sinϕ cos θ − 2 cosϕ ∂
∂θ
(√
sinϕ cos θ
)
+
1
sinϕ
∂2
∂θ2
(√
sinϕ cos θ
)
+ 4 sinϕ
∂2
∂ϕ∂θ
(√
sinϕ cos θ
)
+ 4 sinϕ
∂2
∂ϕ2
(√
sinϕ cos θ
)
+ 4cosϕ
∂
∂ϕ
(√
sinϕ cos θ
)
= 3(sinϕ)3/2 cos θ + 2cosϕ
√
sinϕ sin θ −
√
sinϕ cos θ
sinϕ
+ 4 sinϕ
∂
∂ϕ
(
−
√
sinϕ sin θ
)
+ 4 sinϕ
∂
∂ϕ
(
cosϕ
2
√
sinϕ
cos θ
)
+ 4cosϕ
cosϕ
2
√
sinϕ
cos θ
= 3 (sinϕ)3/2 cos θ + 2
√
sinϕ cosϕ sin θ −
√
sinϕ cos θ
sinϕ
+ 4 sinϕ
(
− cosϕ
2
√
sinϕ
sin θ
)
+ 4 sinϕ
(− sinϕ) 2√sinϕ− cosϕ
(
cosϕ√
sinϕ
)
4 sinϕ
cos θ + 2
cos2 ϕ cos θ√
sinϕ
= 3 (sinϕ)3/2 cos θ + 2
√
sinϕ cosϕ sin θ − cos θ√
sinϕ
− 2 sinϕ cosϕ sin θ√
sinϕ
− 2(sinϕ)3/2 cos θ − cos
2 ϕ cos θ√
sinϕ
+ 2
cos2 ϕ cos θ√
sinϕ
=
sin2 ϕ cos θ + 2 sinϕ cosϕ sin θ − cos θ − 2 sinϕ cosϕ sin θ + cos2 ϕ cos θ√
sinϕ
=
sin2 ϕ cos θ − cos θ + cos2 ϕ cos θ√
sinϕ
=
cos θ − cos θ√
sinϕ
= 0,
namely
(129) ∆H1
(
ρ
√
sinϕ cos θ
)
|∂BH11 (0) = 0.
Hence, in view of (128), with Ωθ,ϕ = (0, π) × (0, π), we should have
3 =
∫
Ωθ,ϕ
(
1
sinϕ
(
∂f
∂θ
)2
+ 4 sinϕ
∂f
∂θ
∂f
∂ϕ
+ 4 sinϕ
(
∂f
∂ϕ
)2)
dθdϕ∫
Ωθ,ϕ
(sinϕ)f2 dθdϕ
,
with f =
√
sinϕ cos θ.
Let us check now that this equality holds.
Precisely, we have:∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ =
∫
(0,pi)×(0,pi)
sin2 ϕ cos2 θ dθdϕ =
∫ pi
0
∫ pi
0
sin2 ϕ cos2 θ dθdϕ
=
∫ pi
0
sin2 ϕ dϕ
∫ pi
0
cos2 θ dθ,
44
i.e.
∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ =
∫ pi
0
sin2 ϕ dϕ
∫ pi
0
cos2 θ dθ,
which implies, since, in general,
cos2 τ =
1 + cos(2τ)
2
,
sin2 τ =
1− cos(2τ)
2
,(130)
∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ =
∫ pi
0
(
1− cos(2ϕ)
2
)
dϕ
∫ pi
0
(
1 + cos(2θ)
2
)
dθ
=
(
π
2
−
[
sin(2ϕ)
4
]ϕ=pi
ϕ=0
)(
π
2
+
[
sin(2θ)
4
]θ=pi
θ=0
)
=
π
2
π
2
=
π2
4
,
that is
(131)
∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ =
π2
4
.
In parallel, we also have
∫
(0,pi)×(0,pi)
(
1
sinϕ
(
∂
∂θ
(
√
sinϕ cos θ)
)2
+ 4 sinϕ
∂
∂θ
(
√
sinϕ cos θ)
∂
∂ϕ
(
√
sinϕ cos θ) dθdϕ
+
∫
(0,pi)×(0,pi)
4 sinϕ
(
∂
∂ϕ
(
√
sinϕ cos θ)
)2)
dθdϕ =
∫
(0,pi)×(0,pi)
(
1
sinϕ
sinϕ sin2 θ
+ 4 sinϕ(−
√
sinϕ cos θ)(
cosϕ
2
√
sinϕ
cos θ) + 4 sinϕ
(
cosϕ
2
√
sinϕ
cos θ
)2)
dθdϕ
=
∫
(0,pi)×(0,pi)
(
sin2 θ − 2 sinϕ cosϕ cos2 θ + cos2 ϕ cos2 θ
)
dθdϕ
=
∫
(0,pi)×(0,pi)
(
sin2 θ − sin(2ϕ) cos2 θ + cos2 ϕ cos2 θ
)
dθdϕ =
∫
(0,pi)×(0,pi)
sin2 θ dθdϕ
−
∫
(0,pi)×(0,pi)
sin(2ϕ) cos2 θ dθdϕ+
∫
(0,pi)×(0,pi)
cos2 ϕ cos2 θ dθdϕ,
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and thus, from (130),∫
(0,pi)×(0,pi)
(
1
sinϕ
(
∂
∂θ
(
√
sinϕ cos θ)
)2
+ 4 sinϕ
∂
∂θ
(
√
sinϕ cos θ)
∂
∂ϕ
(
√
sinϕ cos θ) dθdϕ
+
∫
(0,pi)×(0,pi)
4 sinϕ
(
∂
∂ϕ
(
√
sinϕ cos θ)
)2)
dθdϕ =
∫ pi
0
∫ pi
0
sin2 θ dθdϕ−
∫ pi
0
∫ pi
0
sin(2ϕ) cos2 θ dθdϕ
+
∫ pi
0
∫ pi
0
cos2 ϕ cos2 θ dθdϕ = π
∫ pi
0
sin2 θ dθ −
∫ pi
0
sin(2ϕ) dϕ
∫ pi
0
cos2 θ dθ +
∫ pi
0
cos2 ϕ dϕ
∫ pi
0
cos2 θ dθ,
= π
∫ pi
0
(
1− cos(2θ)
2
)
dθ −
[
−cos(2ϕ)
2
]ϕ=pi
ϕ=0
∫ pi
0
(
1 + cos(2θ)
2
)
dθ
+
∫ pi
0
(
1 + cos(2ϕ)
2
)
dϕ
∫ pi
0
(
1 + cos(2θ)
2
)
dθ = π
(
π
2
−
[
sin(2θ)
4
]θ=pi
θ=0
)
+
(
π
2
+
[
sin(2ϕ)
4
]ϕ=pi
ϕ=0
)(
π
2
+
[
sin(2θ)
4
]θ=pi
θ=0
)
=
π2
2
+
π2
4
=
3
4
π2,
namely ∫
(0,pi)×(0,pi)
(
1
sinϕ
(
∂
∂θ
(
√
sinϕ cos θ)
)2
+ 4 sinϕ
∂
∂θ
(
√
sinϕ cos θ)
∂
∂ϕ
(
√
sinϕ cos θ) dθdϕ
+
∫
(0,pi)×(0,pi)
4 sinϕ
(
∂
∂ϕ
(
√
sinϕ cos θ)
)2)
dθdϕ =
3
4
π2.(132)
As a consequence, putting together (131) and (132), we get∫
(0,pi)×(0,pi)
(
1
sinϕ
(
∂
∂θ
(
√
sinϕ cos θ)
)2
+ 4 sinϕ
∂
∂θ
(
√
sinϕ cos θ)
∂
∂ϕ
(
√
sinϕ cos θ) dθdϕ∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ
+
∫
(0,pi)×(0,pi)
4 sinϕ
(
∂
∂ϕ
(
√
sinϕ cos θ)
)2)
dθdϕ∫
(0,pi)×(0,pi)
(sinϕ)(
√
sinϕ cos θ)2 dθdϕ
= 3.
11. Straightforward computation of the two basic cases
We want to state and prove two further lemmas.
Lemma 11.1. If u = x+, then ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
= 2.
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Proof. First of all, we note that
∇H1x+ ≡ χ{x>0}(1, 0),
hence
(133)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)∩{x>0}
1
|ξ|2
H1
dξ
.
Let us calculate now ∫
BH
1
1 (0)∩{x>0}
1
|ξ|2
H1
dξ.
To this end, we apply the change of variables in spherical coordinates, that is, denoting ξ = (x, y, t),
(134) T (ρ, ϕ, θ) :=


x = ρ
√
sinϕ cos θ
y = ρ
√
sinϕ sin θ
t = ρ2 cosϕ,
and we get, since |detJT | = ρ3 and
(135) x = ρ
√
sinϕ cos θ > 0⇐⇒−π
2
< θ <
π
2
,
(136)
∫
BH
1
1 (0)∩{x>0}
1
|ξ|2
H1
dξ =
∫ pi
0
∫ pi
2
−pi
2
∫ 1
0
ρ3
ρ2
dρdϕdθ = π2
[
ρ2
2
]ρ=1
ρ=0
=
π2
2
.
Regarding ∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
dσH1(ξ),
instead, we recall first that, because ρ = 1 on ∂BH
1
1 (0),
(137) dσH1(ξ) =
|∇H1ρ|
|∇ρ| dσ(ξ) =
√
x2 + y2
|∇ρ| dσ(ξ),
hence we achieve∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
dσH1(ξ) =
∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
√
x2 + y2
|∇ρ| dσ(ξ)
=
∫
∂BH
1
1 (0)∩{x>0}
1
|∇ρ| dσ(ξ),
namely
(138)
∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
dσH1(ξ) =
∫
∂BH
1
1 (0)∩{x>0}
1
|∇ρ| dσ(ξ).
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At this point, we consider the following parametrization of ∂BH
1
1 (0) :
(139) K(θ, ϕ) :=


x =
√
sinϕ cos θ
y =
√
sinϕ sin θ
t = cosϕ.
Then, we obtain
dσ(ξ) =
∣∣∣∣∂K∂θ ∧ ∂K∂ϕ
∣∣∣∣ dθ dϕ,
which yields
(140)
∫
∂BH
1
1 (0)∩{x>0}
1
|∇ρ| dσ(ξ) =
∫ pi
0
∫ pi
2
−pi
2
1
|∇ρ|
∣∣∣∣∂K∂θ ∧ ∂K∂ϕ
∣∣∣∣ dθ dϕ,
using (135).
Specifically, we have
|∇ρ| |∂BH11 (0) =
∣∣∣∇(((x2 + y2)2 + t2)1/4)∣∣∣
=
∣∣∣∣14((x2 + y2)2 + t2)−3/4(2(x2 + y2)2x, 2(x2 + y2)2y, 2t)
∣∣∣∣
=
1
2
ρ−3
√
4x2(x2 + y2)2 + 4y2(x2 + y2)2 + t2 =
1
2
√
4(x2 + y2)3 + t2 =
1
2
√
4 sin3 ϕ+ cos2 ϕ,
that is
(141) |∇ρ| |∂BH11 (0) =
1
2
√
4 sin3 ϕ+ cos2 ϕ.
On the other hand, in view of (139),
∣∣∣∣∂K∂θ ∧ ∂K∂ϕ
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣
det


~i ~j ~k
−√sinϕ sin θ √sinϕ cos θ 0
cosϕ cos θ
2
√
sinϕ
cosϕ sin θ
2
√
sinϕ
− sinϕ


∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣(− sin3/2(ϕ) cos θ,− sin3/2(ϕ) sin θ,−cosϕ
2
)∣∣∣ =
√
sin3 ϕ+
cos2 ϕ
4
=
1
2
√
4 sin3 ϕ+ cos2 ϕ,
which implies, according to (141),
(142)
∣∣∣∂K∂θ ∧ ∂K∂ϕ ∣∣∣
|∇ρ| = 1 on ∂B
H
1
1 (0).
Consequently, by virtue of (142), we have∫ pi
0
∫ pi
2
−pi
2
1
|∇ρ|
∣∣∣∣∂K∂θ ∧ ∂K∂ϕ
∣∣∣∣ dθ dϕ =
∫ pi
0
∫ pi
2
−pi
2
dθ dϕ = π2,
48
hence, from (138) and (140), we get
(143)
∫
∂BH
1
1 (0)∩{x>0}
1√
x2 + y2
dσH1(ξ) = π
2.
Putting together (136) and (143), we finally achieve, by (133),∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
π2
π2
2
= 2,
i.e. ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
= 2.

Lemma 11.2. If u = t+, then ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
= 4.
Proof. We point out first that in this case we have
∇H1t+ ≡ 2(y,−x)χ{t>0}.
Therefore ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)∩{t>0}
4(x2 + y2)√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)∩{t>0}
4
√
x2 + y2 dσH1(ξ)∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ
,
that is
(144)
∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
∫
∂BH
1
1 (0)∩{t>0}
4
√
x2 + y2 dσH1(ξ)∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ
.
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Now, let us compute ∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ.
Using the change of variables in spherical coordinates (134) and noting that
(145) t = ρ2 cosϕ > 0⇐⇒ 0 < ϕ < π
2
,
we then achieve ∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ =
∫ pi
−pi
∫ pi
2
0
∫ 1
0
4ρ2 sinϕ
ρ2
ρ3 dρdϕdθ
= 8π
∫ pi
2
0
sinϕ dϕ
∫ 1
0
ρ3 dρ = 8π
[
− cosϕ
]ϕ=pi
2
ϕ=0
[
ρ4
4
]ρ=1
ρ=0
=
8π
4
= 2π,
which gives
(146)
∫
BH
1
1 (0)∩{t>0}
4(x2 + y2)
|ξ|2
H1
dξ = 2π.
In parallel, in view of (137), (142) and (145), we also get∫
∂BH
1
1 (0)∩{t>0}
4
√
x2 + y2 dσH1(ξ) =
∫
∂BH
1
1 (0)∩{t>0}
4(x2 + y2)
1
|∇ρ| dσ(ξ)
4
∫ pi
−pi
∫ pi
2
0
sinϕ dϕdθ = 8π
[
− cosϕ
]ϕ=pi
2
ϕ=0
= 8π,
i.e.
(147)
∫
∂BH
1
1 (0)∩{t>0}
4
√
x2 + y2 dσH1(ξ) = 8π.
As a consequence, from (144), (146) and (147), we finally have∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
=
8π
2π
= 4,
which yields ∫
∂BH
1
1 (0)
|∇H1u|2√
x2 + y2
dσH1(ξ)∫
BH
1
1 (0)
|∇H1u|2
|ξ|2
H1
dξ
= 4.

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12. Evaluation of the first eigenvalue for symmetric caps
We observe, at this point, that a symmetric cap with respect to the t−axis may be described by only
using the variable ϕ in the change of variables T see (134). Therefore, the following results hold.
Lemma 12.1. If u = x+, then
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
= 2.
If u = t+, then ∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
= 8.
As a consequence it results in both cases
λ(∂BH
1
1 (0) ∩ {u > 0}) ≤ 2.
Proof. We start from u = x+. In particular, we want to compute
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
,
with u = x+. Using the parametrization in spherical coordinates of the boundary of unitary Koranyi
ball in (139), u = x+ reads
(148) u = (
√
sinϕ cos θ)+.
As a consequence, from (148), we get
(149) u > 0⇐⇒ −π
2
< θ <
π
2
.
At this point, we want to express
∣∣∇ϕ
H1
u
∣∣2 according to (148). Let us recall first that if v = ραf(θ, ϕ),
we have
(150) ∇H1v = αρα−1∇H1ρ+ ρα
(
∂f
∂θ
∇H1θ +
∂f
∂ϕ
∇H1ϕ
)
.
Moreover, we know by (51) that
∇ϕ
H1
v = 〈∇H1v, eϕ〉eϕ,
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where eϕ =
∇
H1ϕ
|∇H1ϕ| , thus, in view of (150), we achieve
∇ϕ
H1
v = 〈∇H1v, eϕ〉eϕ = 〈αρα−1∇H1ρ+ ρα
(
∂f
∂θ
∇H1θ +
∂f
∂ϕ
∇H1ϕ
)
,
∇H1ϕ
|∇H1ϕ|
〉eϕ
=
ρα
|∇H1ϕ|
(
∂f
∂θ
〈∇H1θ,∇H1ϕ〉+
∂f
∂ϕ
|∇H1ϕ|2
)
eϕ =
ρα+2
2
√
x2 + y2
(
∂f
∂θ
2(x2 + y2)
ρ4
+
∂f
∂ϕ
4(x2 + y2)
ρ4
)
eϕ = ρ
α−2√x2 + y2(∂f
∂θ
+ 2
∂f
∂ϕ
)
eϕ,
namely
∇ϕ
H1
v = ρα−2
√
x2 + y2
(
∂f
∂θ
+ 2
∂f
∂ϕ
)
eϕ,
which implies
(151)
∣∣∇ϕ
H1
v
∣∣2 = ρ2(α−2)(x2 + y2)(∂f
∂θ
+ 2
∂f
∂ϕ
)2
.
Let us note that, in the previous computation, we have used the facts that, from Lemma 5.3 and
Lemma 5.2,
∇H1ϕ · ∇H1ρ = 0, ∇H1ϕ · ∇H1θ =
2(x2 + y2)
ρ4
, |∇H1ϕ|2 =
4(x2 + y2)
ρ4
.
Now, in particular, on ∂BH
1
1 (0) (151) reads, by virtue of (139),
(152)
∣∣∇ϕ
H1
v
∣∣2 |∂BH11 (0) = sinϕ
(
∂f
∂θ
+ 2
∂f
∂ϕ
)2
.
In addition, we can choose f =
√
sinϕ cos θ, so that with u =
√
sinϕ cos θ, we obtain
∣∣∇ϕ
H1
u
∣∣2 |∂BH11 (0) = sinϕ
(
−
√
sinϕ sin θ + 2
cosϕ cos θ
2
√
sinϕ
)2
= sinϕ
(
sinϕ sin2 θ +
cos2 ϕ cos2 θ
sinϕ
− 2 cosϕ cos θ sin θ
)
= sin2 ϕ sin2 θ + cos2 ϕ cos2 θ − 2 cosϕ sinϕ cos θ sin θ
= (sinϕ sin θ − cosϕ cos θ)2 = cos2(θ + ϕ),
that is
(153)
∣∣∇ϕ
H1
u
∣∣2 |∂BH11 (0) = cos2(θ + ϕ).
Let us recall, at this point, that
(154) dσH1(ξ) =
|∇H1ρ|
|∇ρ| dσ(ξ) =
√
sinϕ dθ dϕ,
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therefore, using (139), (148), (149) and (153), we get
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
=
∫ pi
0
∫ pi
2
−pi
2
cos2(θ + ϕ)√
sinϕ
√
sinϕ dθ dϕ
∫ pi
0
∫ pi
2
−pi
2
sinϕ cos2 θ
√
sinϕ
√
sinϕ dθ dϕ
=
∫ pi
0
∫ pi
2
−pi
2
cos2(θ + ϕ) dθ dϕ
∫ pi
0
sin2 ϕ dϕ
∫ pi
2
−pi
2
cos2 θ dθ
,
i.e.
(155)
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
=
∫ pi
0
∫ pi
2
−pi
2
cos2(θ + ϕ) dθ dϕ
∫ pi
0
sin2 ϕ dϕ
∫ pi
2
−pi
2
cos2 θ dθ
.
Let us compute now the numerator and the denominator of the right term in (155) separately. In
both cases, we use the duplication formulas recalled in (130).
As regards the numerator, in particular, we have∫ pi
0
∫ pi
2
−pi
2
cos2(θ + ϕ) dθ dϕ =
∫ pi
0
∫ pi
2
−pi
2
(
1 + cos(2(θ + ϕ))
2
)
dθ dϕ
=
1
2
∫ pi
0
[
θ +
sin(2(θ + ϕ))
2
]θ=pi
2
θ=−pi
2
dϕ =
1
2
∫ pi
0
π dϕ =
π2
2
,
which gives
(156)
∫ pi
0
∫ pi
2
−pi
2
cos2(θ + ϕ) dθ dϕ =
π2
2
.
Concerning the denominator, instead, it holds∫ pi
0
sin2 ϕ dϕ
∫ pi
2
−pi
2
cos2 θ dθ =
∫ pi
0
(
1− cos(2ϕ)
2
)
dϕ
∫ pi
2
−pi
2
(
1 + cos(2θ)
2
)
dθ
=
1
4
[
ϕ− sin(2ϕ)
2
]ϕ=pi
ϕ=0
[
θ +
sin(2θ)
2
]θ=pi
2
θ=−pi
2
=
π2
4
,
namely
(157)
∫ pi
0
sin2 ϕ dϕ
∫ pi
2
−pi
2
cos2 θ dθ =
π2
4
.
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Consequently, from (156), (157) and (155), we finally obtain∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
=
π2
2
π2
4
= 2,
which yields
(158)
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
= 2.
In case u = t+, instead, in view of (139), we achieve u+ = (cosϕ)+, which entails
(159) u > 0⇐⇒ 0 < ϕ < π
2
.
Then, keeping in mind (152), (154) and (159), we get
∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
=
∫ pi
2
0
(∫ 2pi
0
4 sinϕ
(
∂f
∂ϕ
)2
dθ
)
dϕ
∫ pi
2
0
(∫ 2pi
0
cos2 ϕ
√
sinϕ
√
sinϕ dθ
)
dϕ
=
8π
∫ pi
2
0
sinϕ sin2 ϕdϕ
2π
∫ pi
2
0
cos2 ϕ sinϕdϕ
=
8π
∫ pi
2
0
sinϕ(1 − cos2 ϕ)dϕ
2π
[−13 cos3 ϕ]ϕ=pi2ϕ=0 =
8π
[− cosϕ+ 13 cos3 ϕ]ϕ=pi2ϕ=0
2
3π
= 8,
that is ∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
= 8.

Corollary 12.2. If β = 8 and u = at+ − bt−, for a2 + b2 6= 0, then J ′8,H1(r) = 0. Moreover, for every
β > 8, Jβ,H1 is not monotone so that, if a monotonicity formula exists, then β ≤ 8.
If β = 4 and u = (ax+ by)+ − (ax+ by)−, for a2 + b2 6= 0, then J ′4,H1(r) = 0. Furthermore, for every
β > 4, Jβ,H1 is not monotone so that, if a monotonicity formula exists, then β ≤ 4.
If the minimum λϕ were realized by a function like u = (ax+ by)
+ − (ax+ by)−, or the minimum of
the function h, see (106), is greater or equal than 16, then, in order to obtain a monotonicity formula,
we have to require that β = 4.
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Proof. The first two statements immediately follow by Lemma 11.1, Lemma 11.2 and formula (14).
The last statement is a consequence of Lemma 4.2, Lemma 9.1 and Lemma 9.2. 
13. Particular cases
Lemma 13.1. If
(160) u = αt+ − βt−, α, β ∈ R, α, β > 0,
then ∫
BH
1
R (0)
|∇H1u+|2
|ξ|2
H1
dξ
∫
BH
1
R (0)
|∇H1u−|2
|ξ|2
H1
dξ = 4π2α2β2R8.
Proof. Let us begin pointing out that, from (160), we have
u+ = αt+,
u− = βt−,
which implies
∇H1u+ =
(
Xu+, Y u+
)
=
{
(2yα,−2xα) t > 0
0 t < 0
=
{
2α(y,−x) t > 0
0 t < 0,
∇H1u− =
(
Xu−, Y u−
)
=
{
(2yβ,−2xβ) t < 0
0 t > 0
=
{
2β(y,−x) t < 0
0 t > 0,
that is
∇H1u+ =
{
2α(y,−x) t > 0
0 t < 0,
∇H1u− =
{
2β(y,−x) t < 0
0 t > 0.
(161)
Consequently, in view of (161), we get
∣∣∇H1u+∣∣2 =
{
4α2
(
x2 + y2
)
t > 0
0 t < 0,
∣∣∇H1u−∣∣2 =
{
4β2(x2 + y2) t < 0
0 t > 0,
which yields ∫
BH
1
R (0)
|∇H1u+|2
|ξ|2
H1
dξ
∫
BH
1
R (0)
|∇H1u−|2
|ξ|2
H1
dξ = 16α2β2
∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ
×
∫
BH
1
R (0)∩{t<0}
x2 + y2
|ξ|2
H1
dξ.(162)
In particular, since
(163) |ξ|
H1
= ((x2 + y2)2 + t2)1/4,
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we have that the function
x2 + y2
|ξ|2
H1
is symmetric with respect to {t = 0} and thus
∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ =
∫
BH
1
R (0)∩{t<0}
x2 + y2
|ξ|2
H1
dξ.
This fact, together with (162), gives
(164)
∫
BH
1
R (0)
|∇H1u+|2
|ξ|2
H1
dξ
∫
BH
1
R (0)
|∇H1u−|2
|ξ|2
H1
dξ = 16α2β2
(∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ
)2
.
Let us analyze, at this point, ∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ.
Specifically, we use the change of variables (134). In particular, by virtue of this and (163), we obtain
x2 + y2 = (ρ
√
sinϕ cos θ)2 + (ρ
√
sinϕ sin θ)2 = ρ2 sinϕ cos2 θ + ρ2 sinϕ sin2 θ = ρ2 sinϕ,
and |ξ|2
H1
= ρ2, namely
x2 + y2 = ρ2 sinϕ
|ξ|2
H1
= ρ2.
(165)
In addition, using (134) and (165), we also achieve, because ρ > 0,
BH
1
R (0) ∩ {t > 0} = {0 < ρ < R} ∩
{
ρ2 cosϕ > 0
}
= {0 < ρ < R} ∩ {cosϕ > 0}
= {0 < ρ < R} ∩
{
0 < ϕ <
π
2
}
= (0, R)× (0, 2π) ×
(
0,
π
2
)
,
which entails
(166) BH
1
R (0) ∩ {t > 0} = (0, R)× (0, 2π) ×
(
0,
π
2
)
.
At this point, we compute the Jacobian matrix of (134). Specifically, we rewrite (134) as
ξ = (x, y, t) = T (ρ, θ, ϕ) = (ρ
√
sinϕ cos θ, ρ
√
sinϕ sin θ, ρ2 cosϕ),
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and we get, denoting JT the Jacobian matrix of T (ρ, θ, ϕ),
JT =


∂
∂ρ
(
ρ
√
sinϕ cos θ
) ∂
∂θ
(
ρ
√
sinϕ cos θ
) ∂
∂ϕ
(
ρ
√
sinϕ cos θ
)
∂
∂ρ
(
ρ
√
sinϕ sin θ
) ∂
∂θ
(
ρ
√
sinϕ sin θ
) ∂
∂ϕ
(
ρ
√
sinϕ sin θ
)
∂
∂ρ
(
ρ2 cosϕ
) ∂
∂θ
(
ρ2 cosϕ
) ∂
∂ϕ
(
ρ2 cosϕ
)


=


√
sinϕ cos θ −ρ√sinϕ sin θ cosϕ
2
√
sinϕ
ρ cos θ
√
sinϕ sin θ ρ
√
sinϕ cos θ
cosϕ
2
√
sinϕ
ρ sin θ
2ρ cosϕ 0 −ρ2 sinϕ


,
in other words
(167) JT =


√
sinϕ cos θ −ρ√sinϕ sin θ cosϕ
2
√
sinϕ
ρ cos θ
√
sinϕ sin θ ρ
√
sinϕ cos θ
cosϕ
2
√
sinϕ
ρ sin θ
2ρ cosϕ 0 −ρ2 sinϕ


.
We now compute |det JT | . Precisely, we obtain, in view of (167),
|det JT | =
∣∣−ρ3 cos2 ϕ cos2 θ − ρ3 sin2 ϕ sin2 θ − ρ3 cos2 ϕ sin2 θ − ρ3 sin2 ϕ cos2 θ∣∣
= | − ρ3 cos2 ϕ− ρ3 sin2 ϕ| = | − ρ3| = ρ3,
which gives
(168) |detJT | = ρ3.
Therefore, using (165), (166) and (168), we achieve∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ =
∫
(0,R)×(0,2pi)×(0,pi2 )
ρ2 sinϕ
ρ2
ρ3 dρdθ dϕ =
∫ R
0
∫ 2pi
0
∫ pi
2
0
ρ3 sinϕ dρdθ dϕ
= 2π
∫ R
0
ρ3 dρ
∫ pi
2
0
sinϕ dϕ = 2π
[
ρ4
4
]ρ=R
ρ=0
[
− cosϕ
]ϕ=pi
2
ϕ=0
= 2π
R4
4
=
πR4
2
,
which yields
(169)
∫
BH
1
R (0)∩{t>0}
x2 + y2
|ξ|2
H1
dξ =
πR4
2
.
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At this point, by virtue of (169), we finally get, from (164),∫
BH
1
R (0)
|∇H1u+|2
|ξ|2
H1
dξ
∫
BH
1
R (0)
|∇H1u−|2
|ξ|2
H1
dξ = 16α2β2
(
πR4
2
)2
= 16α2β2
π2R8
4
= 4π2α2β2R8,
that is ∫
BH
1
R (0)
|∇H1u+|2
|ξ|2
H1
dξ
∫
BH
1
R (0)
|∇H1u−|2
|ξ|2
H1
dξ = 4π2α2β2R8.

14. Domains depending on ϕ and θ
Lemma 14.1. Let u be one of the two functions of the Theorem 1.1. Then∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
=
∫
Ωθ,ϕ
sin(ϕ)
(
∂f
∂θ
+ 2
∂f
∂ϕ
)2
dθdϕ∫
Ωθ,ϕ
sin(ϕ)f2dθdϕ
,
where T (Ωθ,ϕ) = ∂B
H
1
1 (0) ∩ {u > 0} and u = ραf(θ, ϕ). In particular, if u = x, it results∫
∂BH
1
1 (0)∩{u>0}
∣∣∇ϕ
H1
u
∣∣2√
x2 + y2
dσH1(ξ)∫
∂BH
1
1 (0)∩{u>0}
u2
√
x2 + y2 dσH1(ξ)
= 2.
Proof. The proof immediately follows from (152), the fact that
√
x2 + y2 = sinϕ using (134) and
Lemma 12.1. 
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