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Abstract  In this paper the resource-constrained flow shop (RCF) problem is addressed. A number of realistic 
extensions are incorporated, including non-serial precedence requirements, mixed flow shop situations, and the 
distribution of the human workforce among a number of pre-determined groups. The RCF is then solved by 
meta-heuristics, primarily of the evolutionary type. An extensive numerical investigation, including a case study 
of a particular industrial situation, details the implementation and execution of the heuristics, and the efficiency 
of the proposed algorithms.  
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1     Introduction 
 
The classical permutation flow shop problem considers how best to sequence a set of N different jobs through M 
machines, where each job must be processed on each machine, and in the same order (sequence), and where each 
job has the same routing through the machines. Because of its complexity, this well-known scheduling problem 
has had much attention by researchers both past and present. For examples see Burdett and Kozan (2000), 
Cambell et al (1970), Koulamas (1998), Murata et al (1996), Nawaz et al (1983), Ogbu and Smith (1990), 
Osman and Potts  (1989), Reeves (1995), Sikora R.,(1996), Taillard (1990), (1993), and Widmer and Hertz  
(1989). In reality however, classical flow shop problems rarely exist, see Dudek et al (1992). A possible reason 
for this is that the amount of processing required by an operation is generally dependent upon the level of 
resources allocated, which is seldom fixed as assumed. Not only are these resources not fixed in practice they are 
also usually heavily constrained.  
     Problems like this often occur in assembly processes such as mixed-model assembly lines, in which a number 
of model variants are intermixed and processed (manually) on the assembly line. Sequencing and scheduling 
problems arise in production as the result of insufficient human resources in quantity or experience to operate 
each work station at all times, and or the strategy to improve production efficiency by shifting workers in various 
numbers and to various locations. To complicate matters, the human workforce is distributed among a number of 
pre-determined groups (G) which have been allocated a number of stations which the workers of the group may 
only operate. Within these groups, and throughout the production period, workers must be assigned in such a 
way as to ensure that all operations overseen by the group are completed. Given these extra complications, the 
aim is therefore to find the sequence and human resource allocation that allows the operations to be scheduled in 
such a manner as to allow the makespan to be minimised while also satisfying all precedence and resource 
constraints. This more realistic problem is the one that is addressed in this paper and consists of the following 
three aspects, finding the sequence, finding the resource allocation, and finding the schedule (i.e. beginning and 
completion times of operations).  
     This type of resource constrained flow shop (RCF) has not been addressed frequently and only fairly recently 
by Daniels and Mazzola (1994) who showed that the sequencing and scheduling problems concerned with the 
RCF is NP hard in the strong sense. They also developed iterative heuristic techniques for the intermediate 
storage flow shop with renewable resources in their paper. The proposed techniques in this paper however differ 
from Daniels and Mazzola’s and these differences will be discussed in more detail in later sections. For the 
alternative situation in which processing times are linear decreasing functions of the continuously divisible non-
renewable resources, Janiak and Portman (1998) have also developed genetic algorithm.  
    The format of the paper in the following sections is as follows. Firstly a review of problem properties 
including models and operations scheduling information is covered. Secondly in section 3, heuristic solution 
techniques such as Evolutionary Algorithms and Simulated Annealing are developed, while the details of the 
numerical investigation with accompanying results are then given in section 4. Lastly the outcomes of the 
research are summarised in section 5. 
 
 
2     Properties 
 
The mathematical model for this problem (including extensions) can be found in Burdett and Kozan (2001). 
Because of the structure of the flow shop, it is more efficient however, to solve this problem by meta-heuristics 
rather than by exact techniques or by previous iterative techniques. Evolutionary and Simulated Annealing 
approaches have been developed in particular and are discussed in the next section. An alternative Tabu search 
(TS) approach may also have been implemented however this was outside the scope of this paper and is left as a 
source of further research.  
     The recurrence equations for scheduling (that are also used to determine the schedule makespan) within any 
resource constrained non-serial mixed flow shop (with convergent precedence constraints) are given by 
equations (1)-(7). These equations are particularly important as they are used in the heuristics (developed in the 
next section) to evaluate the objective function. The variables , , , ,
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While any processing time function could be used, in this paper we use the same function (except for differences 
in notation) as used in Daniels and Mazzola (1994) which is as follows. The parameter 0,1  is a value that 
defines the effect of assigning added workers to perform an operation, and is greatest when 1. It should be 
noted that for practical reasons all values are rounded up to the nearest integer value if not integer already. Note 
that ( )s k  is the job in the kth position of the sequence, ,j kW  is the resource level (i.e. human resources) of ,j kO , 
and 
single
( ),s k jP  is the processing time for job s(k) on machine j when resource levels are one. 
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The objective of the resource constrained flow shop is the minimisation of the makespan. The occurrence of 
resource deficiencies are penalised (by ) and then added to the objective function as follows. In these equations 
,t gH is the total workers required at time t for group g, ,j gX is a binary variable defining whether machine j is 
overseen by group g, and 
gw is the number of workers assigned to group g.   
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As an alternative, a penalty that is proportional to the length of the conflict and proportional to the level of 
deficiency (i.e. 
,t g gH w ) may also be incurred for each resource conflict.              
 
 
3     Heuristics 
 
The complete solution of this problem poses a number of unique difficulties. Unlike other optimisation problems 
that are solved by heuristics, this problem consists of three sets of variables (i.e. sequence, schedule, resource 
allocation) that simultaneously affect the objective function. The delay variable ( ) in particular directly affects 
feasibility and hence has considerable effect on the size of the objective function value. The delay also directly 
affects the length of the makespan, for any operations on the critical path (i.e. list of operations whose processing 
times when added equals the makespan) that are delayed ensure that the makespan is also increased by this 
amount. On the other hand, the number of workers assigned effects how long each operation takes, and hence 
also significantly affects the size of the makespan. An operation on the critical path that is assigned more 
workers takes less time and may allow the makespan to be decreased by reducing that critical path or another. 
 
3.1     Generation of an initial solution 
 
The generation of a good initial solution is particularly important when it is used as the starting point for a 
heuristic solution technique. While reducing the effort required by the heuristic to obtain a near optimal solution, 
a good initial solution can also allow large and otherwise unsolvable problem instances to be more efficiently 
solved.  
 
3.1.1     Scheduling and Resource Allocation  
 
In the scheduling problem (i.e. assuming a valid sequence already exists) the variables are the amount of delay 
( ) and the number of assigned workers (W ). The simplest way to generate this scheduling solution is 
randomly. While the number of workers assigned to each operation can be easily generated from between the 
maximum and minimum levels given, the range of time that an operation can be delayed is not. Hence any 
randomly generated delay variables may be far from optimal. Therefore two alternative solution generation 
techniques are proposed. 
     In the first approach, an efficient way of generating an initial solution is to schedule operations iteratively (i.e. 
one at a time) from time zero until no more operations can be scheduled. The procedure is also suitable for 
scheduling given any number of groups. By scheduling operations in this manner, a list of operations currently in 
progress and a list of schedulable operations can be maintained. At each time, the current resource requirements 
are updated, as are the schedulable operations and work in progress sets, beginning, completion, and departure 
times. An operation from the schedulable set is only scheduled at a given time if the resource requirements do 
not exceed the available resources and departure from the previous machine has occurred. The number of 
workers assigned to an operation is chosen randomly between the number currently available and the maximum 
limit. If this value is greater than the minimum requirements, the operation is scheduled with these resources. If 
the number of available workers is zero, or the minimum requirements are not met, then the operation is delayed 
to at least the minimum completion of all in progress operations. At the new period of time, all completed 
operations, which have NIS have their destination times calculated. For the IS case the departure is the same as 
the completion time. 
     The second approach (see Appendix) is based upon resolving existing conflicts in the schedule and is likewise 
called RECITS. This algorithm requires that the operation delay and the number of workers have been 
previously defined. Where they have not been previously defined the variables are set as 0
,j k
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 where 
max
( ),s k jW  is the maximum quantity of resource that can be used to perform the operation on 
machine j for the job s(k) in the kth position of the sequence. When this algorithm is applied to a given schedule, 
the first resource conflict is determined at each stage and resolved by reducing the number of resource assigned 
or by delaying an operation(s) to a later time. The algorithm continues iteratively in the same manner until there 
are no more conflicts in the schedule. It should be noted that resolving a particular conflict might also cause 
other conflicts elsewhere in the schedule. That is why conflicts are resolved chronologically. 
     An operation can be chosen in a number of ways. When considering which operation(s) to delay or reduce 
resources to, we note that if we delay the operation with the smallest processing time (SPT), or with the least 
work remaining (LWR), then logically it is more likely that jobs with larger amounts of work will be performed 
without delays. Also if we reduce the resources to an operation with less remaining work, and assign those 
resources to an operation with more remaining work, logically the makespan is also more likely to be minimised. 
Hence, an operation is therefore chosen from the conflict set randomly or by the two rules of thumb just 
mentioned.   
3.1.2     Sequencing  
 
This section addresses the sequencing aspect of the RCF problem. If the sequence relating to an existing 
schedule is modified, then the schedule becomes obsolete due to a number of resulting infeasibilities. The first 
infeasibility, in particular, is caused by the violation of the upper and lower bounds on the resource levels for an 
operation. Secondly, as a result of changing the number of allocated resources to an operation, processing time 
values are also changed, which in turn causes a whole new set of resource deficiencies (conflicts) to arise. 
Operations that are to be delayed to ensure a resource deficiency does not occur, may or may not still need to be 
delayed after the sequence and processing times have been changed. Therefore any existing delay values will 
more than likely become meaningless. 
     There are two strategies that can be applied here. The first strategy corrects the existing resource allocation 
and schedule by correcting resource level violations and then resource deficiencies. The second strategy instead 
generates a totally new schedule from scratch. This is accomplished by firstly setting the delay values to zero and 
the worker numbers to maximum levels for each operation and then applying the RECITS procedure. The 
solution that results after the application of the first strategy however will be fairly poor with respect to the 
second strategy and hence is the second strategy is the method of choice. 
     To generate an initial sequence, a modified NEH procedure (Nawaz et al 1983) is used. The NEH algorithm is 
a constructive heuristic that is regarded to be one of the most efficient algorithms for solving the classical 
permutation flow shop problem with makespan objective. The attributes that distinguish this algorithm from 
others, include its simplicity, unrivalled computation time, and consistent near optimal solution quality. For these 
reason this algorithm may be suitable for the resource constrained flow shop scenario as well with some 
modification.  
     The NEH algorithm has as its foundation the assumption that jobs with higher total processing time should 
have a higher priority in the sequence or when sequencing. The first stage of the algorithm requires that all jobs 
be sorted in descending order with respect to total processing time. In the second stage, the first job in the list is 
picked and inserted in each of the possible positions of the partial sequence. A comparison of the makespans for 
each possible insertion is performed, and the one with the minimum is chosen as the new partial sequence. This 
procedure continues until all jobs have been inserted and the sequence is full. The total number of insertions and 
partial makespan evaluations is 
( 1)
1
2
N N
of which N are full makespan evaluations. When dealing with 
multiple or non-unique jobs the NEH algorithm can be modified by inserting copies of jobs into the sorted list.  
The algorithm can than proceed without change as before. 
     For the resource constrained flow shop situation however, a number of difficulties arise with the application 
of the NEH algorithm. The first and foremost difficulty occurs as a result of not having a resource allocation. 
Hence, the processing times which are based upon this allocation are undetermined. It should be noted that 
without processing times, the NEH procedure could not be used, because no partial sequence can be evaluated 
for a makepsan value without job processing times. Secondly, a priority list can not be determined (for the 
insertion of jobs into the partial sequences) since this list is usually based upon the total job processing times. 
These problems however can be resolved by defining a temporary resource allocation so that tentative processing 
time values for each job can be obtained. The definition of this resource allocation however drastically affects 
the resulting solution that NEH can achieve. 
     In Daniels and Mazzola (1994) in particular, the strategy taken was to firstly assign each operation its 
minimum resource level. Since the total number of resources equals the number of machines, this case is 
essentially unconstrained and is therefore equivalent to the standard flow shop situation. In this research however 
this is not true since the total number of workers may be less than the number of machines. Consequently 
another strategy is therefore taken as a result. The strategy here is to assign maximum resource levels to each 
operation instead. It should be noted that the optimal situation occurs when the maximum resources are allocated 
and the partial sequences are unconstrained. Sequences however can be evaluated as either constrained or 
unconstrained throughout the NEH procedure. From experimentation it appears that the best sequence can be 
obtained if the partial sequences at each step are evaluated as unconstrained with respect to resource availability 
constraints. Any resource conflicts in the sequence caused by the resource allocations may be resolved at the 
completion of the NEH procedure as a last resort. Hence since the schedule is evaluated as being unconstrained 
the standard NEH algorithm and simplification can be used (Taillard (1990), (1993)). 
     As an alternative it may have been possible to resolve conflicts within each partial sequence at each stage of 
the NEH procedure. However since the RECITS procedure operates randomly, the new resource allocation 
would have to be stored for comparison purposes. After experimentation this idea was found to be quite good. 
The resource allocation and schedule for the resulting sequence in particular was of very high quality (i.e. close 
to the perceived optimal). The sequence obtained however was not as good as that obtained by the first approach. 
In the first approach however extra work is required to improve the schedule and resource allocation. 
 
3.2     Evolutionary Search Algorithm (ESA) 
 
To solve the scheduling and resource allocation aspect (of the RCF), a differential evolutionary algorithm 
(DEALG) approach has been proposed because the decision variables are not discrete but integer (or real) 
valued. A particular benefit of using genetic or evolutionary based algorithms is that biased random sampling 
technique can to be used. The aim of biased random sampling is to apply a schedule generation scheme a number 
of times in a probabilistic way so that the components of an optimal solution may be included amongst these 
schedules. If these schedules are used as the initial population the DEALG may be able to reach the optimal 
solution more quickly and efficiently than otherwise. In the next section, the crossover and mutation approach 
used in DEALG is addressed. 
 
3.2.1     Crossover and Mutation 
 
In this problem a population member has two particular features, the delay and number of resources assigned to 
an operation, which together describes a particular solution. Because of the nature of the problem, the most 
suitable crossing or recombination mechanism available is to simply assign parameter values randomly from 
both parent solutions (Price and Storn (1997)). Recombination in this manner allows each dimension to be 
searched more thoroughly and efficiently. It is also quite similar to the approach taken by conventional search 
methods. The parameter values however are only really redistributed throughout the population by this type of 
recombination. The aspect of the recombination process that allows the parameter values to be modified is 
mutation. Since parameters are integer valued, addition can be used as a form of mutation in conjunction with 
recombination. This additional aspect allows parameter values to be increased or decreased and is implemented 
in particular using vector differentials. For the remainder of this paper we will call this differential evolutionary 
crossover and mutation approach (operator) DECOP.  
     The amount of addition in particular is calculated by gathering information from the current population in the 
form of a weighted vector differential. This vector differential represents an efficient path in which the 
population should be directed in each dimension. Unlike other genetic or evolutionary algorithms, each member 
used in the breeding process is not crossed or recombined with another population member, but rather with an 
individual created solely from characteristics of the current generation. The weighted vector differential is this 
individual and is used to perturb each population member so that a new population member is created with 
characteristics of the current generation. For each population member X the vector differential X used in the 
crossover is generated as in equation (10) (where 0,1.2F is a chosen parameter) firstly choosing three non-
identical population members, namely a, b, and c .  
 
,
, , , ,
X a F b c j k
j k j k j k j k
          (10)
                 
Because the variables in this problem are integer and constrained, the elements of the vector differential must 
also be modified so that they are positive and integer, and for the resource allocation variable, the values must 
also be within certain limits. This expression is also replaced (for obvious reasons) with the following when 
, ,
b c
j k j k
 and the parameters refer to the delay of an operation.  
 
, , ,1,1j k j k j kX a rand X          (11)
          
It should be noted that a new solution is accepted after DECOP is applied if the new objective function is strictly 
superior to the old value. The crossover parameter which is used to choose whether a parameter is altered is also 
defined randomly at each calling of the DECOP procedure.  
 
 
3.2.2     Local Improvement of Solution 
  
Due to the complexity of this problem, a number of local improvement operators (LIO) can be incorporated to 
improve performance (i.e. convergence), solution quality and population diversity.  The main idea behind our 
local improvement heuristic is to increase the resources allocated to or decrease the delay associated with an 
operation so that the operation completion time is reduced. Consequently succeeding operations can therefore be 
performed at an earlier time and reductions in the makespan may be possible as a result. Each step of the 
algorithm evaluates the effect of a small change made to the current selected operation. If the change leads to an 
improvement, the change is made permanent. In this way the neighbourhood of a solution is exhaustively 
searched. Note that the RECITS procedure must be called after each change to ensure a feasible solution.  
     An alternative local improvement operator that determines the best resource allocation level for a given 
operation consists of evaluating the schedule makespan that results for each possible level of resource. The 
resource level that is best is chosen, and the RECITS procedure is then called to tidy up.  
 
3.2.3     Reproductive Plan  
 
The usual control structure and content of an evolutionary or genetic algorithm is used in our ESA apart from an 
additional re-initialisation aspect. In particular our population is created and evolved at each generation until 
some generation or re-initialisation limit is exceeded. The population may be re-initialised at predetermined 
intervals or at the end of a generation if the average population member is equal to the best population member. 
When the population is re-initialised all but the best population member is replaced. A new population member 
may be generated in the same way as the original population was generated. An alternative method is to apply a 
local search operator like LIO to each population member and to make a change regardless of whether an 
improvement has been made. This allows the ESA to exhaustively investigate the neighbourhood of the 
converged solution to see if a better solution or path can be reached. Note that the re-initialisation of the 
population is extremely important for the search to continue effectively when an exhaustive crossing is 
performed. This is because of the extremely rapid convergence of the population to solutions of the same quality 
or the convergence to a particular solution. Re-initialisation for this problem however is costly in terms of 
computation time because new solutions are infeasible and require significant effort by the RECITS procedure to 
make feasible. Otherwise re-initialisation has no major (significant) drawbacks. Besides, once the population has 
converged there is no other choice but to re-initialise and try again. 
     The main power of our approach however is in the evolution of the population by our evolve procedures 
which applies DECOP and the LIO to every population member (see Appendix). A second alternative evolution 
strategy incorporates an exhaustive crossing (EC) of all population members and was shown to be extremely 
effective by Burdett and Kozan (2000). Given P population members, a total of 1P P  crossovers are 
performed at each generation, i.e. each population member is crossed with every other. Since the DECOP 
procedure creates an individual for the breeding process (instead of using existing members), the exhaustive 
crossover strategy implies that each population member is crossed with P-1 mutated individuals out of the 
1 2 3P P P  possible alternatives. By applying this strategy more of the population information is used 
and convergence towards a better solution can be obtained. When the DECOP is also incorporated the exhaustive 
crossover stage is especially effective in finding the best search directions. A periodic exhaustive crossover 
(PEC) scheme also refers to the periodic application of EC. 
     The sequencing aspect may also be included in this ESA as an extension so that the complete RCF problem is 
solved simultaneously. Firstly however, for an evolutionary approach, one needs a way in which to generate new 
sequences from parent solutions. For the classical flow shop, Burdett and Kozan (2000) defined a sequence 
recombination operator (SRO) that was especially efficient. This operator takes two sequences and rebuilds a 
new sequence by choosing jobs from each parent successively such that the partial sequence makespan is 
minimised at each step. For this problem, for the purposes of evaluating the makespan, it is assumed that 
resource allocations levels are maximal. The partial sequence makespan evaluated at each step is also evaluated 
as being unconstrained with respect to resource constraints. At the completion of the procedure, the RECITS 
procedure is applied so that any conflicts may be resolved. 
      However since the sequence is discrete, a separate sequence crossover or improvement stage is necessary. 
Because of this, two strategies may be taken when defining an efficient population evolution procedure. The first 
strategy contains two separate improvement stages. The first stage is the sequence improvement aspect and this 
comes first because whenever a sequence is changed, so too must the resource allocation and schedule. After the 
application of the SRO a new schedule and resource allocation are created from scratch (i.e. not from either 
parent). The new schedule and resource allocation is then passed to the schedule improvement (or second) stage 
as they are far from optimal after the first stage. This improvement stage is the same as described above where 
the DECOP and LIO are applied. It should be noted that in the first strategy, the schedule improvement stage 
crosses the resource allocation and schedule for two totally different sequences. A good solution occurring from 
such an approach seems unlikely, so a combined improvement strategy may be more efficient. We therefore 
propose a second strategy, which contains a single combined improvement stage. In this approach, two solutions 
are chosen for reproduction. A sequence is firstly generated by the SRO from the two parent sequences for the 
unconstrained case. The rest of the solution is then created from the original parents using DECOP and the LIO. 
Lastly the new solution is evaluated and accepted if an improvement has occurred (i.e. solution better than 
parents). 
 
3.3     Simulated Annealing (SA) 
 
Many evolutionary or genetic based heuristic algorithms have been found to be unable to efficiently escape from, 
or improve locally optimal solutions. For this reason, SA, whose ability to do just this, may also be used to solve 
this problem as a stand alone technique, or incorporated as an aspect of an evolutionary algorithm.  
     SA requires only a single solution in which to operate upon as opposed to a population of solutions required 
by the ESA. This solution is generated in exactly the same way as for the ESA as previously discussed. The SA 
algorithm moves from one solution to another if an improvement is made or if the level of non-improvement is 
small with respect to the metropolis function and the annealing temperature. Since there are two particular 
variables, the manner in which SA generates a new solution from the existing solution is performed in two steps 
using a similar LIO procedure as used by the ESA. The choice of accepting or rejecting a solution is however left 
to the SA algorithm. For solving the complete problem, a third improvement stage is added for the sequence. The 
sequence improvement stage is performed firstly by performing a randomly chosen reversion within the 
sequence. The resource allocation and schedule for the new sequence is initialised as the optimal case and 
accepted if the unconstrained makespan is superior to the current solution. Once the sequence has been accepted, 
the allocation and schedule are modified by RECITS so that all conflicts have been resolved. 
 
 
4     Numerical Investigation 
 
4.1     Test Problems 
 
4.1.1     Random Data 
 
So that a reasonable comparison could be made of the proposed heuristic solution technique’s performance, a 
wide range of different problem sizes with different parameters was solved. While this research addresses any 
type of non-serial mixed flow shop, for simplicity these test problems are all serial with no intermediate storage 
between machines. The total number of test problems solved was 75 and included problem instances with 5, 10, 
15, 20, 25, and 30 jobs and machines. The total number of operations however was forced to be between 25 and 
300 however. 
      The data required for each test problem was artificially generated in all cases. In particular the maximum 
processing times were randomly generated from values between 0 and 100 (minutes), and the maximum number 
of resources per operation was generated randomly from the values 1-10. The minimum resource requirement 
per operation was also assumed to be one. For each problem instance the number of groups was randomly 
chosen from between 1 and the number of machines. The machines and resources assigned to each group were 
also randomly generated. Of the 75 test problems, 50 were created based upon the following 5 specific problem 
sizes, (5,5), (5,10), (10,5), (5,15), and (15,5) so that the total number of operations was 25, 50 or 75. For each of 
these, 10 instances were created and a value of  was defined from the following, 0.2, 0.4, 0.6, 0.8, and 1, so 
that each one occurred twice. These values were assigned to see whether any differences in solution quality and 
computation time would occur, since this parameter has a great effect on the viability of assigning extra 
resources. The remaining 15 problems were larger instances that were solved for just this reason. The value of 
 was defined as 1 for each of these. Throughout this part of the numerical investigation each problem was 
solved on a 300 Mhz pentium PC and by each heuristic only once. For the evolutionary algorithms the 
population size was set as 20 and the search was terminated after 10 re-initialisations or after 200 generations. 
For the SA approach the initial starting temperature was set as 1 and each temperature step included 2ML sub 
steps, and was terminated after 200-250 temperature steps depending on the size of the problem. 
 
4.1.2     Real Data 
 
In this industrial application, there are 91 workers, 5 groups and 59 machines with non-serial convergent 
precedence requirements. The number of items to be assembled per week is usually between 10 and 20. Hence 
the total number of resource constrained operations to be scheduled is between 590-1180. The machine 
precedence network (MPN) for the assembly line is shown graphically in Figure 1. The number of workers in 
each of the 5 groups was 12, 25, 22, 16, and 16 respectively. The number of jobs to be sequenced and scheduled 
was 15 and the minimum number of resources required for each operation was 1 and the maximum allowed was 
5. Hence the total number of resource constrained operations was 885. The value of the parameter
,j k
has been 
chosen to be constant for all operations as 0.7 . This particular value was chosen from a reasonable 
knowledge of the particular industry situation and the fact that 0.7 gives a reasonable reduction in processing 
time. The solution of this industrial problem was performed on an 850 Mhz Pentium PC. 
 
 
Figure 1.  Machine precedence network for industry problem 
 
 
4.2     The Simplified Problems 
 
Due to the size of the industry problem, several simplified versions were solved. The term simplifying here 
refers to the reduction in the number of operations that must be incorporated. This can be accomplished by 
reducing the number of machines and or reducing the number of jobs to be sequenced. The simplified problems 
are still sufficiently large as to be of interest, particularly with respect to CPU time. The results obtained for the 
simplified problems can also still be used in practice. The only requirement is that the rest of the solution is 
determined in some other manner. By simplifying the original problem in this way, much of the original data 
becomes invalid (in terms of dimension) and needs to be modified as a result. The primary modification is the 
removal of certain machines from the MPN and the subsequent renumbering of the remaining machines in 
ascending order 
     After solving a simplified problem the rest of the non-serial process may be re-integrated and solved by using 
the simplified problem results (USPR) as input. This means that the resources assigned to and the amount of 
delay for some operations are already determined. The other operations can be assigned their maximum or 
minimum resources and zero delay. The previous solution techniques can then be applied as previously 
described. The only modification required for this approach is to equate the simplified problem machine 
numbers to the full sized problem numbering. It should be noted however that in practice it may be more 
efficient to temporarily nullify the processing times of all machines not chosen to be in the reduced problem so 
that no renumbering or converting is required. 
     The first sub problem (SP1) reduces the number of machines to 26 and reduces the number of resource 
constrained operations from 885 to 390. This simplification was chosen because of the importance of these 26 
machines within this assembly process and because they perform the majority of the processing.  The second 
simplification (SP2) reduces the problem to 40 machines by ignoring those machines that are non critical. That 
is, machines that do not affect the length of the makespan. The result of this simplification is 600 resource 
constrained operations instead of 885.   
 
4.2.1     Problem Decomposition and Solution Upgrading Approach 
 
In the preceding sections two simplified sub problem instances with 26 and 40 machines respectively were 
defined. Each sub problem can be upgraded and used as the basis for solving the full 59 machine problem. It 
therefore becomes apparent that a combined simplification and upgrading approach (i.e. a decomposition 
heuristic) as shown in Figure 2 below can be proposed.  
 
 
 
Figure 2. Proposed decomposition heuristic approach 
 
At each stage a more complex problem is essentially solved, however a good proportion of the solution has 
already been previously obtained. The only requirement for the algorithm is a way in which to choose sub 
problems. At this stage our methodology has been used to choose sub problems consisting of machines that lie 
along at least one chosen critical path. The term critical path refers to the path from a machine with zero 
predecessors to a machine with zero successors. In particular, in each of the three problems (i.e. with 26, 40 and 
59 machines) the path through the first and last machines has been included. Many other simplifications are 
possible however their investigation is outside the scope of this paper and is left as a source of continuing 
research. 
 
4.4     Results  
 
The numerical results in Table 1 show the makespan values that were obtained when the modified NEH 
algorithm was firstly applied to obtain a good sequence and then the resource allocation and operation delay 
solved by the heuristic approaches. The relative error is given for the two evolutionary algorithms with respect to 
the solution obtained by SA. From Table 1, it is clear that the evolutionary approaches were superior for the 
majority of the test cases with the ESA with exhaustive crossover being best of the two. With regard to 
computation time, SA and the standard ESA are comparable. The second ESA while able to reach superior 
solutions is however considerably slower. Because of this, for the larger problem instances (results shown in 
Table 2) the ESA was modified so that an exhaustive crossover was performed only every 10 generations as a 
compromise between speed and quality. We refer to this approach as the ESA with periodic exhaustive crossover 
(PEC).  
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     From the results presented in Table 2 the ESA with PEC has been able to obtain good solutions at much 
reduced CPU time than before, and with particular respect to the SA approach. In general, the solution quality 
obtained by the ESA was also superior to that of SA for the majority of cases. It should be noted however that 
SA was still able to obtain superior solutions for a considerable number of problem instances of varying size. 
Therefore, with respect to problem size neither technique appears to have been overwhelmingly superior for any 
general conclusion to be reached. Larger improvements in solution quality would more than likely have occurred 
were the ESA with exhaustive crossover to have been applied instead.  
     In Table 3, the results of the heuristic algorithms for the complete RCF problem are displayed. That is where 
the modified NEH procedure is not used to obtain a sequence, and the whole problem is solved simultaneously. 
Note that the two ESA approaches also use the PEC aspect for these test problems. In Table 3, two different 
relative error values are defined so that a comparison can be made between the different techniques. In particular 
the RE 1 column refers to the relative error with respect to those values displayed in Table 1. For the two ESA 
approaches however the RE 1 values are calculated with respect to the best ESA values obtained in Table 1. The 
RE 2 column is the relative error with respect to the SA results of this table only.  
     In Table 3, the 1-stage ESA with PEC has proved to be totally superior in solution quality and has minimum 
CPU time for the majority of cases. The SA approach however was not able to reach solutions as good and 
required much greater computation time. When comparing the solutions of Table 3 with those obtained in Table 
1 however it can be seen that the ESA results were considerably inferior for the majority of cases. This however 
may be explained by the fact that the exhaustive crossover approach was applied for the results in Table 1 and 
not in Table 3. However it does seem that it is more efficient to keep one sequence, the NEH generated one, and 
to solve for the resource allocation and delays separately. For this reason, the larger problem instances were not 
resolved with the complete heuristic approaches. On the other hand, the SA solution values in Table 3 were 
generally equal to those of the SA in Table 1 for the majority of cases. 
     Due to the size of the industry problem, we only applied the ESA strategy. We however incorporated and 
explored our proposed decomposition and upgrading approach for the previously defined sub problems. The 
results that were obtained are shown in Table 4.  
     It should be noted that replacement of the worst member (RoWM) and re-initialisation of the population 
(RIoP) when the average population solution equals the best population solution have been abbreviated. In all the 
test problems, the CPU time was limited to what was regarded as a reasonable period of time. Allowing the ESA 
to continue would have inevitably resulted in even better solutions but the extra time required was not deemed 
worthwhile for the amount of improvement that could be obtained over the current solution. 
     For the full sized problem, when we initially applied the modified NEH algorithm with the maximum number 
of resource assigned to each operation and no operation delays, the resulting makespan was 4371 minutes (72.85 
hours) with the sequence 3,8,13,14,15,5, 4, 7,10, 2,12,11,9, 6,1S . This is the optimal unconstrained 
solution, which is infeasible with respect to the resource requirement constraints. When the minimum number of 
resources is assigned to each operation, and there are no delays, the makespan for this sequence is 9888 minutes 
(164.8 hrs). Therefore, the optimal solution is within 4317 and 9888 minutes. For the full sized problem, it took 
approximately 60 minutes to initially generate and resolve conflicts non-optimally for 20 population members. 
Hence, on average it takes 3 minutes to resolve conflicts from each solution for a problem of this size (i.e. 885 
operations). 
     In terms of the makespan, the best results, that is, with respect to the closeness to the optimal unconstrained 
solution were obtained for the simplified problems. When these solutions are upgraded and used to solve the 
larger sized problems, the resulting makespan values are not as close. It is not known whether these solutions are 
near optimal (for the resource constrained case) or whether they can be improved further so that the solution is 
closer to that obtained for the reduced problems.  It may be that the solutions of the reduced problems while 
close to the optimal unconstrained case are in actual effect far from the optimal solution for the resource-
constrained case.  
Table 1. Results for the smaller problem instances with NEH generated sequence   
SIZE 
(M, N) 
 
SA Standard ESA  ESA with EC 
CPU 
(min) 
CMAX 
CPU 
(min) 
CMAX 
RE 
(%) 
CPU 
(min) 
CMAX 
RE 
(%) 
(5,5) 
25 opns 
0.2 0.3 445 0.25 426 -4.2697 0.4 426 -4.2697 
0.4 0.23333 372 0.31667 369 -0.8065 0.85 369 -0.8065 
0.6 0.01667 661 0.2 527 -20.272 0.08333 527 -20.272 
0.8 0 183 0.18333 183 0 0.16667 183 0 
1 0 180 0.23333 180 0 0.2 180 0 
0.2 0.03333 456 0.3 457 0.2193 0.21667 457 0.2193 
0.4 0.1 345 0.3 347 0.57971 0.68333 347 0.57971 
0.6 0.3 309 0.18333 309 0 0.76667 305 -1.2945 
0.8 0.06667 243 0.25 230 -5.3498 0.43333 230 -5.3498 
1 0 182 0.2 182 0 0.16667 182 0 
Average  0.105  0.24167  -2.9899 0.39667  -3.1194 
(5,10) 
50 opns 
0.2 4.3 1353 2.76667 1539 13.7472 11.2833 1169 -13.599 
0.4 1 680 0.58333 680 0 1.51667 680 0 
0.6 1.76667 548 2.26667 702 28.1022 3.95 511 -6.7518 
0.8 1.1 670 0.98333 675 0.74627 5.28333 675 0.74627 
1 0.76667 735 1.45 816 11.0204 10.4 768 4.4898 
0.2 4.85 2800 0 2943 5.10714 0.2 3012 7.57143 
0.4 2.05 657 1.28333 709 7.91476 3.53333 653 -0.6088 
0.6 2.46667 855 3.53333 1035 21.0526 6.7 690 -19.298 
0.8 1.48333 883 3.46667 917 3.85051 7.38333 707 -19.932 
1 0.83333 350 1 363 3.71429 6.65 345 -1.4286 
Average  2.06167  1.73333  9.52554 5.69  -4.8811 
(10,5) 
50 opns 
0.2 1.6 740 1.13333 780 5.40541 5.6 717 -3.1081 
0.4 0.98333 642 1.13333 643 0.15576 1.03333 642 0 
0.6 1.2 502 0.63333 441 -12.151 1.28333 440 -12.351 
0.8 1.06667 781 2.43333 727 -6.9142 5.83333 667 -14.597 
1 0.86667 597 0.75 589 -1.34 1.05 581 -2.6801 
0.2 3.73333 2383 7.23333 1957 -17.877 13.5333 1041 -56.316 
0.4 3 1045 3.3 820 -21.531 6.3 676 -35.311 
0.6 0.61667 505 0.7 505 0 0.36667 505 0 
0.8 1.1 492 0.75 492 0 4.65 492 0 
1 1.11667 375 1.03333 375 0 1.08333 372 -0.8 
Average  1.52833  1.91  -5.4252 4.07333  -12.516 
(5,15) 
75 opns 
0.2 8.5 2351 3.61667 2856 21.4802 49.55 2745 16.7588 
0.4 2.55 1017 1.58333 943 -7.2763 5.15 943 -7.2763 
0.6 2.53333 964 1.53333 919 -4.668 7.65 919 -4.668 
0.8 5.95072 767 0.5 895 16.6884 44.7167 865 12.7771 
1 4.1 512 0.5 586 14.4531 16.05 562 9.76563 
0.2 7.95 2284 6.55 2499 9.41331 22.0833 1844 -19.264 
0.4 4.1 1036 2.15 1080 4.2471 14.3 1078 4.05405 
0.6 4.25128 860 3.01667 866 0.69767 17.2333 826 -3.9535 
0.8 7.2117 1039 0.2 1257 20.9817 51.8333 1252 20.5005 
1 0.58333 482 1.18333 482 0 4.33333 482 0 
Average  4.77304  2.08333  7.60172 23.29  2.86938 
(15,5) 
75 opns 
0.2 8.60338 2474 0.2 2170 -12.288 575.417 1491 -39.733 
0.4 5.94455 1278 7.8 1151 -9.9374 29.4833 1038 -18.779 
0.6 11.6401 1749 9.23333 1959 12.0069 61.7 1733 -0.9148 
0.8 3.5 695 2.11667 695 0 16.0833 695 0 
1 11.55 647 0.2 685 5.87326 42.3167 612 -5.4096 
0.2 4.52267 1335 3.46667 1107 -17.079 16.4 1016 -23.895 
0.4 2.58333 846 1.05 845 -0.1182 3.58333 845 -0.1182 
0.6 2.76667 731 1.26667 728 -0.4104 11.7 724 -0.9576 
0.8 3.25702 637 3.15 637 0 20.8667 637 0 
1 2.53333 648 2.03333 648 0 7.15 648 0 
Average  5.6901  3.05167  -2.1952 78.47  -8.9808 
 
Table 2. Results for the larger problem instances with NEH generated sequence 
SIZE 
(M, N) 
Opn  
SA ESA  with PEC 
CPU 
(min) 
Cmax 
CPU 
(min) 
Cmax 
RE 
(%) 
(5,20) 100 1 10.8583 724 2 789 8.9779 
(10,10) 100 1 6.84217 473 7.73312 480 1.47992 
(20,5) 100 1 4.31187 623 2.94338 619 -0.6421 
Average   7.33744  4.2255  3.27192 
(5,25) 125 1 22.3348 1661 18.642 1535 -7.5858 
(25,5) 125 1 22.1808 910 19.8628 768 -15.604 
Average   25.9266  21.3652  -9.9591 
(5,30) 150 1 26.094 1060 25.273 1121 5.75472 
(10,15) 150 1 33.8673 1204 2 1311 8.88704 
(15,10) 150 1 10.6305 837 7.27647 837 0 
(30,5) 150 1 15.5607 784 6.85418 781 -0.3827 
Average   15.0146  4.03266  2.1261 
(10,20) 200 1 336.31 3424 2.5 2405 -29.761 
(20,10) 200 1 142.819 1355 106.07 1124 -17.048 
Average   247.072  56.3013  -22.341 
(15,15) 225 1 158.264 1207 134.996 2087 72.908 
(10,25) 250 1 141.747 2914 3.2 1495 -48.696 
(25,10) 250 1 159.607 1212 82.4737 1184 -2.3102 
Average   150.677  42.8368  -25.503 
(10,30) 300 1 369 16507 5 8236 -50.106 
Table 3. Results for the smaller problem instances by the complete heuristic algorithm 
SIZE 
(M, N) 
 
SA 1 Stage ESA 2 Stage ESA 
CPU 
(min) 
Cmax 
RE 1 
(%) 
CPU 
(min) 
Cmax 
RE 1 
(%) 
RE 2 
(%) 
CPU 
(min) 
Cmax 
RE 1 
(%) 
RE 2 
(%) 
(5,5) 
25 opns 
0.2 4.283 471 5.843 0.434 426 0 -9.554 1.708 426 0 -9.554 
0.4 1.95 428 15.05 0.556 369 0 -13.79 2.784 378 2.439 -11.68 
0.6 2.4 524 -20.73 0.251 527 0 0.573 0.264 518 -1.708 -1.145 
0.8 2.6 183 0 2.368 156 -14.75 -14.75 1.992 165 -9.836 -9.836 
1 0.317 171 -5 1.006 162 -10 -5.263 0.98 178 -1.111 4.094 
0.2 5.05 432 -5.263 0.295 440 -3.72 1.852 1.614 457 0 5.787 
0.4 7.567 349 1.159 0.375 320 -7.781 -8.309 1.414 321 -7.493 -8.023 
0.6 3.8 344 11.33 0.502 309 1.311 -10.17 1.76 322 5.574 -6.395 
0.8 2.133 229 -5.761 0.379 217 -5.652 -5.24 1.422 224 -2.609 -2.183 
1 0.467 174 -4.396 1.675 161 -11.54 -7.471 2.962 155 -14.84 -10.92 
Avg  3.057  -0.776 0.784  -5.213 -7.213 1.69  -2.958 -4.986 
(5,10) 
50 opns 
0.2 42.5 1759 30.01 14.89 1280 9.495 -27.23 36.22 1371 17.28 -22.06 
0.4 49.73 748 10 3.497 707 3.971 -5.481 10.51 794 16.76 6.15 
0.6 21.77 712 29.93 5.075 553 8.219 -22.33 15.8 702 37.38 -1.404 
0.8 80.47 732 9.254 8.514 728 7.852 -0.546 17.69 742 9.926 1.366 
1 114.3 763 3.81 0.5 842 9.635 10.35 15.38 774 0.781 1.442 
0.2 211.5 2682 -4.214 271.8 2962 0.646 10.44 148.9 2734 -7.102 1.939 
0.4 48.82 902 37.29 3.635 696 6.585 -22.84 9.489 760 16.39 -15.74 
0.6 116 892 4.327 8.898 784 13.62 -12.11 23.9 833 20.72 -6.614 
0.8 26.55 871 -1.359 0.5 948 34.09 8.84 24.04 875 23.76 0.459 
1 2.25 379 8.286 4.882 379 9.855 0 10.13 388 12.46 2.375 
Avg  71.38  12.73 32.22  10.4 -6.09 31.2  14.84 -3.209 
(10,5) 
50 opns 
0.2 64.35 876 18.38 3.279 698 -2.65 -20.32 13.44 702 -2.092 -19.86 
0.4 54.75 719 11.99 4.16 673 4.829 -6.398 11.6 664 3.427 -7.65 
0.6 38.5 512 1.992 3.867 450 2.273 -12.11 9.594 458 4.091 -10.55 
0.8 97.87 696 -10.88 12.5 725 8.696 4.167 20.87 737 10.49 5.891 
1 14.5 568 -4.858 5.504 531 -8.606 -6.514 11.91 558 -3.959 -1.761 
0.2 209.4 1689 -29.12 10.89 1133 8.838 -32.92 69.38 1299 24.78 -23.09 
0.4 44.23 991 -5.167 7.583 704 4.142 -28.96 35.16 800 18.34 -19.27 
0.6 50.08 513 1.584 9.429 476 -5.743 -7.212 12.51 498 -1.386 -2.924 
0.8 52.43 468 -4.878 4.35 505 2.642 7.906 9.356 495 0.61 5.769 
1 51.53 361 -3.733 7.227 383 2.957 6.094 12.27 364 -2.151 0.831 
Avg  67.77  -2.469 6.879  1.738 -9.627 20.61  5.216 -7.262 
(5,15) 
75 opns 
0.2 589.6 2621 11.48 67.35 2763 0.656 5.418 96.04 2534 -7.687 -3.319 
0.4 27.92 1178 15.83 8.151 1043 10.6 -11.46 27.11 1110 17.71 -5.772 
0.6 152.2 1066 10.58 11.8 990 7.726 -7.129 25.75 1029 11.97 -3.471 
0.8 196.4 849 -4.499 0.5 883 2.081 4.005 49.24 881 1.85 3.769 
1 198 564 10.16 0.5 612 8.897 8.511 44.03 557 -0.89 -1.241 
0.2 42.47 2358 3.24 27.97 2276 23.43 -3.478 86.74 2137 15.89 -9.372 
0.4 251.4 1236 19.31 8.105 1025 -4.917 -17.07 38.61 1139 5.659 -7.848 
0.6 56.78 954 10.93 0.5 1102 33.41 15.51 22.14 994 20.34 4.193 
0.8 91.03 1173 12.9 0.5 1274 1.757 8.61 128.8 1250 -0.16 6.564 
1 188.3 468 -2.905 22.12 415 -13.9 -11.32 36.92 491 1.867 4.915 
Avg  179.4  8.702 14.75  6.975 -0.841 55.54  6.655 -1.158 
(15,5) 
75 opns 
0.2 433.1 2094 -15.36 63.16 1606 7.713 -23.3 246.9 1991 33.53 -4.919 
0.4 320.7 1221 -4.46 69.49 1054 1.541 -13.68 83.26 1224 17.92 0.246 
0.6 211.1 1727 -1.258 62.87 1860 7.328 7.701 97.34 1714 -1.096 -0.753 
0.8 76.27 678 -2.446 13.9 676 -2.734 -0.295 32.57 669 -3.741 -1.327 
1 142.8 642 -0.773 25.5 735 20.1 14.49 68.69 631 3.105 -1.713 
0.2 118.3 1135 -14.98 11.68 1040 2.362 -8.37 25.69 1082 6.496 -4.67 
0.4 71.7 865 2.246 21.19 856 1.302 -1.04 14.46 877 3.787 1.387 
0.6 8.517 829 13.41 12.84 728 0.552 -12.18 27.38 747 3.177 -9.891 
0.8 163.9 597 -6.279 12.83 658 3.297 10.22 17.8 649 1.884 8.71 
1 136.8 614 -5.247 10.11 604 -6.79 -1.629 25.44 598 -7.716 -2.606 
Avg  168.3  -3.515 30.36  3.467 -2.809 63.95  5.735 -1.554 
 
Table  4. Results of ESA for industry problem. 
# Problem Algorithm Details 
Running Time 
(minutes) 
Time to Solution 
(minutes) 
Cmax 
(minutes) 
1 
SP1 
 
PEC 
No Re-initialisation 
70 (1.17 hrs) 0 4658 (77.63 hrs) 
2 SP1 
PEC (500 gen), RoWM every 10 
generations 
219 (3.65 hrs) 218 (3.63 hrs) 4461 (74.35 hrs) 
3 SP1 EC (500 gens), RIoP 892 (14.87 hrs) 874.57 (14.57 hrs) 4477 (74.6 hrs) 
4 SP2 
PEC  (1000 gen), RoWM every 10 
generations 
556.3 (9.3 hrs) 33363.4 (9.27 hrs) 4474 (74.56 hrs) 
5 SP2 
EC (400 gen), RoWM every 20 
generations 
1428.2 (23.8 hrs) 1409.2 (23.5 hrs) 4448 (74.13 hrs) 
6 SP2 
PEC  (1000 gen), upgrade from 
SP1(2), RoWM every 10 generations 
244.4 (4.07 hrs) 
Total time: 
463.4 (7.72 hrs) 
244.12 (4.068 hrs) 
 
4425 (73.75 hrs) 
7 Complete 
PEC (460 gen), RoWM every 20 
generations 
2906.8 (48.4 hrs) 2899.3 (48.3 hrs) 5362 (89.4 hrs) 
8 Complete 
EC (105 gen), RoWM every 20 
generations 
5527.6 (92.13 hrs) 5397.65 (90 hrs) 5172 (86.2 hrs) 
9 Complete 
PEC (570 gen), upgrade from SP1(2) 
RoWM every 20 generations 
2903.67 ( 48.4 hrs) 
Total time: 3122.67  
(52.05 hrs) 
2860.4 (47.67 hrs) 4999 (83.3 hrs) 
10 Complete 
EC (869 gen), upgrade  SP2(5) 
RoWM every 10 generations 
3992.25 (66.54 hrs) 
Total time: 5420.45 
(90.34 hrs) 
3989.9 (66.5 hrs) 4968 (82.8 hrs) 
11 Complete 
PEC, upgrade SP2(6) 
RoWM every 20 generations 
2563.6 (42.73 hrs) 
Total time: 3027 
(50.45 hrs) 
2563.6 (42.73 hrs) 5245 (87.4 hrs) 
 
While the results of the simplified problems may not be especially useful for determining information about the 
full sized problem, they do signify the CPU time required and the solution quality for problems of their 
respective size.  
     For the full sized problem, the CPU time required to reach a reasonable solution becomes quite prohibitive 
when solved from scratch. Upgrading a previous solution to a simplified problem has large benefits and makes 
the full size problem that much easier and quicker to solve. The specific benefits of upgrading (for this type of 
problem) is firstly a reduction in time required by the RECITS procedure which allows substantial reductions in 
overall CPU time required for the same number of generations or steps. This is because the majority of the 
solution is already feasible and only small sections of the schedule need to be resolved of conflicts. Secondly 
upgrading allows the search space to be drastically reduced so that a reduced makespan can be achieved as can 
be seen from the results. In the case of the full sized problem, the best solution was obtained after the solution 
was upgraded twice. That is after two separate simplified problems had been solved and then used as the basis 
for starting solutions for the full problem. 
     As a generalisation, it may be inferred that the more upgrading that is done the better the solution that can be 
obtained. However, this is yet to be verified. It is also not known how a problem should be simplified (split) so 
that the maximum benefit can be obtained through upgrading, nor is it known what minimum sized problem 
should firstly be solved.  These questions are left as source of further research. 
     It should be noted that upgrading did not always result in a better solution being obtained as was shown in 11. 
While upgrading 2 to 6 resulted in the best 40 machine solution, upgrading to the full problem and resolving 
however did not result in the best 59 machine problem result. This may be an isolated event as it only occurred 
once and should be further investigated before any generalisations can be made. 
 
 
5 Conclusions 
 
In this paper, the strongly NP-hard resource-constrained permutation flow shop problem with a number of 
additional (realistic) extensions incorporated was addressed. Meta-heuristic solution techniques were developed 
to solve this problem due to the problems inherent complexity. These included Evolutionary and Simulated 
Annealing algorithms. Three sets of decision variables simultaneously affect the solution in this problem and 
hence the heuristic’s developed uniquely addressed this aspect. From our extensive numerical investigation 
however, it was found that the complete problem is best solved in two parts. That is, it is most efficient to keep 
the modified NEH generated sequence and to apply the most CPU to determining the rest of the solution (i.e. 
schedule and resource allocation). However, it is still possible (particularly on smaller problems) to obtain very 
good solutions by solving the whole problem simultaneously with the proposed algorithms.  
     From an extensive numerical investigation (in which a number of small and large problems were solved) the 
evolutionary algorithm (with differential operator, exhaustive crossover, and population re-initialisation) was 
found to be superior in terms of solution quality. This came however at the expense of extra CPU time, however 
exceptions did occur in which the CPU time was the same or fractionally less than other techniques. The 
standard evolutionary algorithm performed very well in comparison with much reduced CPU time to that of the 
ESA with exhaustive crossing strategy. In general however, the ESA with periodic exhaustive crossover gives 
the best trade off between the two as it decreases CPU time while maintaining solution quality.  
     SA with a low starting temperature was by far the quickest technique in reaching near optimal solutions for 
most problem instances and could be anywhere from 2 to 10 times quicker than the evolutionary approaches. It 
was found however that SA could give quite inferior solutions on occasion given a low starting temperature. A 
higher starting temperature could allow SA to reach improved solutions however the CPU time increased 
considerably so that no improvement or even deteriorations in CPU time over the evolutionary approaches 
occurred.  In general it was found that CPU time and solution quality varied considerably with individual 
problem instances and that no clear conclusion can be made for a given problem size. However, computation 
times do increase considerably for problems with greater than 200 operations. For larger problems it is suggested 
that smaller problem instances be solved firstly and then used as the basis to solve the larger full sized problem 
or sub-problem. Large benefits were obtained by doing this as was shown by the numerical investigation. Based 
upon this idea a general iterative technique that sequentially solves larger and larger sub problem instances was 
also proposed. An efficient and effective method for choosing sub problems or for simplifying a problem 
however has not been fully investigated and is a source of continuing research.  
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Appendix 
 
Procedure: RECITS 
Input: A possibly infeasible schedule, i.e. allocation of workersW , sequence of jobs S, operation delays . 
Output: A guaranteed feasible schedule 
Begin 
Initialise completion times and conflict set: 0 ,
,
C j k
j k
; 0 k
k
; 
Evaluate objective function using recurrence equations, i.e. Makespan= Schedule , , ,S C W ; 
deficiency=FindFirstConflict , , , _ ,C W conflict time duration ; 
Note that j
k
implies that 
,j kO is in conflict, i.e. is in the conflict set. 
 while conflicts exist in schedule (i.e. 0deficiency ) do begin  
Choose an operation from the conflict set, i.e. Choose , , , ,option j k W ;   
  if  min rand 0,1 0.5
, ( ),
W deficiency W
j k s k j
and  then 
   
, ,
W W deficiency
j k j k
;  
 else _
, , ,
duration conflict time E
j k j k j k
 
Makespan = Schedule , , ,S C W ; 
deficiency=FindFirstConflict , , , _ ,C W conflict time duration ; 
end 
End 
 
Procedure: Evolve 
Input: Generation number gen, crossover probability pcross, parameter F. 
Begin 
Strategy 1 (i.e. where sequence is fixed): EvolveSchedule , ,gen pcross F  
 Strategy 2: EvolveSequence , ,gen pcross F ; EvolveSchedule , ,gen pcross F ;  
 else Strategy 3:  EvolveAll , ,gen pcross F ; 
End  
 
Procedure: EvolveSequence 
Input: Generation number gen, crossover probability pcross, parameter F. 
Begin 
 for (p=1,..,population_size) do begin   
  do rand_int 1,q population_size ;  while q p ; 
Apply sequence recombination operator, i.e. , ,p q SSRO ; 
  Build new schedule from scratch: , 0j k ; 
max
, ( ),j k s k jW W  kj, ; 
  , ,score S WRECITS ; 
if ( cost of population member score p ) then replace member p  with new solution 
, ,S W , i.e. , ,p p pS S W W ;    
 end 
End 
 
Procedure: EvolveSchedule 
Input: Crossover probability pcross and sequence S.  
Begin 
 for (p=1,..,population_size) do begin   
Apply differential crossover procedure, i.e. DECOP , , ,p pcross W ; 
Evaluate objective function using recurrence equations, i.e. score= Schedule , ,S W ; 
 Apply LIO , ,score W ;  
if ( cost of population member score p ) then replace member p  with new solution ,W , 
i.e. ,p pW W ;  
end  
End 
 
Procedure: EvolveAll 
Input: Generation number gen, crossover probability pcross, parameter F. 
Begin 
for (p=1,..,population_size) do begin   
  do rand_int 1,q population_size ;  while q p ; 
Apply sequence recombination operator , ,p q SSRO ; 
  Apply DECOP , , , ,p pcross S W ; 
    score=OBJF , ,S W ;  
 Apply LIO 1, , ,score W ;   
if ( cost of population member score p ) then replace member p  with new solution 
, ,S W , i.e. , ,p p pS S W W ;  
end 
End 
 
Procedure: LIO  
Input: Allocation of workersW , operation delays . 
Output: New solution  
Begin 
rand_int 1,j M ; rand_int 1,k N ;   
if rand 0,1 0.5  then 
min max
, ( ), ( ),rand_int ,j k s k j s k jW W W ; 
 else , ,max 1,0j k j k ; 
 , ,S WRECITS ; 
End 
