With the abundance of biological data, computational prediction of gene regulatory networks (GRNs) from gene expression data has become more feasible. Although incorporating other prior knowledge (PK), along with gene expression data, greatly improves prediction accuracy, the overall accuracy is still low. PK in GRN inference can be categorized into noisy and curated. In noisy PK, relations between genes do not necessarily correspond to regulatory relations and are thus considered inaccurate by inference algorithms such as: transcription factor binding, and protein-protein interactions. On the other hand, curated PK is experimentally verified regulatory interactions in pathway databases. An issue in real data is that gene expression can poorly support the curated PK and thus most existing prediction algorithms can not use these curated PK. Although several algorithms were proposed to incorporate noisy PK, none address curated PK with poor gene expression support. We present PEAK, a system to integrate both curated as well as noisy PK in GRN inference, especially with poor gene expression support. We introduce a novel method for GRN inference, CurInf, to effectively integrate curated PK, even when the gene expression data poorly supports the PK. PEAK also utilizes the previously proposed method Modified Elastic Net (MEN) to incorporate noisy PK, and we call it NoisInf. In our experiment, CurInf significantly incorporates curated PK which was regarded as noise by previous methods. Using 100% curated PK, CurInf improves the AUPR accuracy score over NoisInf by 27.3% in synthetic data, 86.5% in E. coli data, and 31.1% in S. cerevisiae data. Moreover, even when the noise in PK is 10 times more than true PK, PEAK performs better than inference without any PK. Better integration of curated PK helps biologists benefit from verified experimental data to predict more reliable GRN.
Introduction
One of the goals of systems biology is to understand gene regulatory networks (GRNs) and how they respond to perturbations. The problem of GRN inference is to predict the structure of the network using experimental data. Most existing GRN inference methods use gene expression data because of its wide availability; the public database GEO has more than 1.6 million gene expression samples (Barrett et al., 2013) . However, prediction of a GRN from gene expression data remains a challenging problem. In recent years, high-throughput technologies facilitated the availability of different types of biological data, such as gene expression profiles, protein level quantification, ChIP-Chip, and ChIP-seq. With the abundance of these biological data, computational prediction of GRNs has become more feasible.
Many methods have been proposed to reconstruct a GRN from gene expression data. Each method proposes a model for a GRN and then fits the available experimental data to find the parameters that define the structure of the network. Popular GRN approaches include information theory , Bayesian networks (Zou and Conzen, 2005) , differential equations (Bonneau et al., 2006) , regression (Haury et al., 2012) , Boolean networks (Hickman and Hodgman, 2009) , and Gaussian graphical models (Tan et al., 2011) . Reviews on GRN inference methods can be found in (De Smet and Marchal, 2010; Omony, 2014; Penfold and Wild, 2011; Wang and Huang, 2014) , and a recent list of methods in each network modeling approach is available in (Liu, 2015) .
Despite all efforts with dozens of methods for reverse engineering GRNs from gene expression data alone, the precision is still low, according to the DREAM consortium (Marbach et al., 2012) . Several methods have been recently proposed to incorporate other prior biological information in the prediction of GRNs from gene expression data. Including prior information about the topology of the network was shown to be a promising strategy in several studies (Greenfield et al., 2013; Werhli and Husmeier, 2007; Studham et al., 2014; Lo et al., 2012) . Different kinds of biological data are used as prior knowledge (PK) for GRN inference, including TF binding, Gene Ontology (GO) annotation, functional association, protein-protein interactions (PPIs), and public databases of experimentally verified pathways. Studham et al., 2014 used functional association as PK to infer a GRN. Although functional association is undirected and does not necessarily imply a regulatory relation, using functional association resulted in a slightly improved accuracy in simulated and yeast data. Chen et al., 2014 used natural language processing on literature publications to generate a prior network for GRN prediction. Then they used a genetic algorithm to predict the GRN using gene expression and the constructed prior network. Multiple sources of PK were integrated with Bayesian networks to infer GRNs in (Werhli and Husmeier, 2007; Isci et al., 2014) . PK was also used to improve GRN prediction in Gaussian graphical models (Tan et al., 2011) . Greenfield et al., 2013 developed a method to incorporate PK about the structure of the network in GRN inference that is robust to false priors.
We categorize the PK about the structure of a GRN into two types: curated and noisy. Curated PK is experimentally verified regulatory relations, which are available in curated pathway databases and in the literature. On the other hand, noisy or inaccurate PK is any other biological data supporting a possible relation between a pair of genes; however, it does not necessarily imply a regulatory relation. Examples of noisy PK to GRN inference include TF binding, functional association, PPIs, and GO annotations. Note that the notation of noisy PK does not refer to noise in measurements, but rather to the fact that PK data such as PPIs does not correspond precisely to a regulatory network. Several methods have been proposed to specifically address the incorporation of such noisy PK, such as (Greenfield et al., 2013) .
In some curated PK, even though gene A is known to regulate gene B, their gene expression data may not show a clear causality and thus cannot be incorporated by inference algorithms. This problem is a poor gene expression support for the PK. One of the reasons for such poor support is that gene expression data measures the levels of mRNA transcripts as an estimate of the protein levels. This is not always accurate, especially in time series data, since the half life of mRNAs can differ from the half life of their proteins. Also, some regulatory relations may be hidden by others due to the complexity of regulatory mechanisms such as post-transcriptional regulation including small RNAs. Other reasons include noise in the gene expression data and experimental design that does not capture all regulatory relations.
To our knowledge, no method has been proposed to integrate curated PK from validated biological experiments, especially when the PK is not well supported by the gene expression data.
In this work, we developed a system, PEAK, for integrating both noisy and curated PK in GRN inference even with a poor gene expression support, which has not been addressed before. Curated or reliable PK can come from experimentally verified pathways whereas noisy PK can be any other supporting information about the network structure such as PPI and TF binding. PEAK is based on the well-established algorithm Inferelator (Bonneau et al., 2006) and extends the previously proposed method MEN (Greenfield et al., 2013) , designed for a robust integration of noisy PK, to be able to incorporate both curated and noisy PK. We propose the novel GRN inference method, CurInf, for curated PK, and we use NoisInf for noisy PK.
The GRN is modeled via ordinary differential equations (ODEs), and the machine learning method elastic net is used for model selection as in (Greenfield et al., 2013) . The prediction algorithm has two phases: coarse-grained and fine-grained. In the coarse-grained phase, mixed context likelihood of relatedness (mixed-CLR) is used to predict potential regulators for each gene . In the fine-grained phase, two modified versions of the elastic net (Friedman et al., 2010) are used to refine the predictions and to integrate curated and noisy PK. This paper makes the following contributions.
• We distinguish between two different categories of PK that can be used in GRN inference: curated and noisy.
• We developed a method CurInf to effectively integrate curated PK (experimentally verified regulatory relations).
• We are the first to present a GRN inference method to address the issue of poor gene expression support for the curated PK. In the literature, no method was proposed to integrate such curated PK.
• We implemented a system that is able to incorporate both noisy and curated PK in the same model, handling each type differently.
Our experiments show that our GRN inference method CurInf significantly utilizes curated PK to improve the accuracy compared to previous work, even when PK is not supported by the gene expression data. In addition, we show that such poor gene expression support is prominent in real non-synthetic data. For curated PK, CurInf consistently outperforms NoisInf for any percentage of curated PK used. For example, compared to NoisInf using 100% curated PK, CurInf has a 27.3% improvement in accuracy for synthetic data, an 86.5% improvement for E. coli data, and a 31.1% improvement for S. cerevisiae data. Moreover, even when the noise in PK is 10 times more than true PK, PEAK performs better than inference without any PK.
Methods

Problem Formulation
The problem of computationally inferring a gene regulatory network from gene expression data can be defined as follows. Given N genes with their mRNA expression level measurements for a number of experiments R, it is desired to predict the regulatory relation between each pair of genes. Regulatory genes (source nodes) are usually called transcription factors (TF) that affect the expression level of their target genes. A regulatory relation between two genes can be an activation or an inhibition.
We use the same formulation proposed by (Bonneau et al., 2006) and subsequently followed in (Greenfield et al., , 2013 Madar et al., 2010) .
T be the observed gene expression levels of N genes in R experiments, where
. Gene expression data can come from two types of experiments: time series and steady state. In time series, a perturbation is introduced to the system, and then mRNA expression levels of the genes are measured at consecutive time intervals. For steady state, some perturbation is introduced, but the measurement is done when the system reaches a stable state. The input to the prediction algorithm can be K time series measurements and M steady state measurements, where
The regulatory relations among genes are modeled as a system of linear ordinary differential equations (ODEs). In the ODE model, the change of the expression level for gene x i is a linear sum of the expression levels of its TFs (Bonneau et al., 2006) . Let P i be the set of potential regulators (TFs) of gene x i (which may include up to all N genes). Let α i be the first-order degradation rate of x i , where
ln(2) , and t 1/2 is the half-life of the mRNA of the gene. The ODE of gene x i can be written as
The β i,p 's are unknown coefficients. The sign of β i,p of a TF x p shows whether it is an activator (positive) or inhibitor (negative) of gene x i . If β i,p is zero, this means that gene x p is not a regulator of gene x i . For time series observations. A differential equation can be discretized using finite difference approximation of derivatives. Applying this approximation to equation (1) and rearranging the ODE, we obtain
where τ i = 1 αi , and x i (t k ) and x i (t k+1 ) are expression level measurements of gene x i at times t k and t k+1 respectively. Here the TFs x p (t k ) are time-lagged with respect to the target gene x i (t k+1 ) by one time point. The left hand side of equation (2) is considered the response variable of gene x i , which is renamed as a new variable y i . Rewriting equation (2) using the response variable y i , we obtain
For steady state observations. The measurements are taken when the system is in a stable state, i.e., dx i /dt = 0. This means that the cause and the effect appears in the same measurement e l without time lag. Using dx i /dt = 0 in equation (1), and using the response variable y i , where y i (e l ) = x i (e l ), we obtain
The final model equation for each response gene y i can be written by combining times-series (Equation (3)) and steady state (Equation (4)). The complete regulatory network can be inferred by solving the ODE for each gene and finding its corresponding β i,p 's.
GRN Inference Algorithm
There are two sets of unknown parameters in the final model Equations (3) and (4): the set of potential regulators P i and the coefficients β i,p 's for each gene y i . As in Greenfield et al., 2013) , mixed-CLR is used as a coarse-grain prediction to find the potential sets of TFs P i for each response gene y i . Next, in a fine-grain step, the regression model is solved to find the β i,p 's using the Inferelator algorithm, which uses elastic net (Bonneau et al., 2006) . We integrate PK into the model using either NoisInf for a noisy prior or CurInf for a reliable PK in the fine-grain step. PEAK inference system is highlighted in Figure 1 .
Coarse-grain Prediction Using Mixed-CLR
The purpose of this step is to find a subset of potential regulators P i for each response gene y i . Instead of considering all N genes as potential regulators in the regression model for gene y i , only a small subset is included. Using a constant number of TFs per gene reduces the complexity of the regression model and improves prediction. This filtering is done using mixed-CLR (context likelihood estimator) proposed in . To find the set P i , first mutual information (MI) is calculated to measure the dependence between every pair of genes. Second, mixed-CLR is used as a background correction method to find the significance of the calculated MI between the TF and its target gene. Finally, for each target gene, the TFs with the highest mixed-CLR scores are chosen as the set of likely regulators P i , which will be considered in the finegrain prediction. The cut-off for the top regulators is a parameter, and it was chosen to be 30 TFs per gene as in (Greenfield et al., 2013) . The cut-off is a tuning parameter that can be chosen according to the biological relevance of the data, i.e., an estimated upper bound on the number of TFs that are expected to regulate each gene.
Fine-grain Prediction Using Elastic Net
After choosing a set P i of potential regulators for each gene using mixed-CLR, the next step is to solve the ODE regression model to find the unknown coefficients. We use elastic net to find the final set of predicted regulators for each gene as in (Greenfield et al., 2013) . Elastic net is used to solve the regression model for each gene by performing variable selection. The magnitude of the coefficient, |β i,p |, is considered the confidence of the regulatory relation between genes y i and x p .
For each gene y i , it is required to solve the following linear regression model to find the unknown β i,p 's
where r spans all available expression data, including time series and steady state observations. Ordinary least squares (OLS) is a popular method to estimate these β i,p 's from training data. In general, this is obtained by minimizing the prediction error, which is the sum of squares of the residuals between the predicted value (from Equation (5)) and the actual observed value y i (r). This can be written as an objective function to minimize:
The estimated β i,p 's using the OLS method has the limitation of producing a non-sparse solution. In the case of GRN inference, we would like to select a subset of the TFs that regulate the target gene, and expect most of the other β i,p 's to be zeros, i.e., we want to select a sparse model. Several methods, called regularization methods, exist to find a sparse model, such as lasso, ridge, and elastic net (Zou and Hastie, 2005) . Elastic net was shown to be more suitable than other regularization methods when a correlation exists between predictors. In a biological context, correlation between the expression levels of TFs is common, and thus elastic net is preferred in solving gene regulation models (Zou and Hastie, 2005) . Elastic net adds a constraint (or a penalty) C(β i ) to the objective function in equation (6) to limit the number of variables included in the equation by forcing their sum to be less than a certain value. The elastic net penalty is a combination of L 1 -norm and L 2 -norm penalties. The elastic net objective function is given by
where E(β i ) is the error term, C(β i ) is the penalty term, and α is the weight of the penalty term. The error term is given by Equation (6), and the penalty term of the elastic net is given by
where λ is a balancing parameter between the L 1 -norm and L 2 -norm penalties. The elastic net parameters α and λ are usually estimated using cross validation.
Adding PK
We differentiate between two types of PK: curated and noisy. Regulatory relations from experimentally verified pathways is considered curated or reliable PK. Noisy or unreliable resources can be derived from PPI networks, physical binding, interactions mapped from homologous genes, or hypothesized relations. We propose a GRN inference method that we call CurInf for reliable PK, and we use the method Modified Elastic Net (MEN), proposed in (Greenfield et al., 2013) , to incorporate noisy PK.
NoisInf for Noisy PK
Greenfield et al., 2013 proposed MEN, a robust method for adding noisy PK to GRN prediction. MEN scales the elastic net penalty to integrate PK about the topology of the GRN based on adaptive elastic net (Zou and Zhang, 2009) . In NoisInf, the penalty term in Equation (8) is modified by using different degrees of shrinkage on the coefficients β i,p for different predictors. This is done by multiplying the L 1 term by small values, denoted θ i,p , to prevent shrinkage on the parameter β i,p if the corresponding TF x p is known to be a true regulator of the target gene y i . Adding PK in this way tolerates noise and accepts prior information only if it is supported by the gene expression data.
We follow the MEN's main approach (Greenfield et al., 2013) for integrating noisy PK. Each response gene y i has a PK vector Θ i , where θ i,p equals 1 if no PK exists between gene y i and TF x p and < 1 if PK exists (i.e., there is a lower constraint on its corresponding coefficient). The weight θ i,p can be varied according to the amount of confidence in the prior information. The objective function Equation (7) in the case of noisy prior using NoisInf is
CurInf for Reliable PK
NoisInf adds PK by reducing the penalty term of predictors that are thought to be true TFs of the gene. NoisInf cannot predict a regulatory relation if it is not supported by the gene expression data, since it will be considered noise. In some cases, curated PK can be unsupported by the gene expression data. For example, if the expression data is noisy or the experimental design did not capture a clear causality relation between the gene and the TF, then the TF will not be predicted as a regulator for that gene even with no penalty term in the objective function Equation (9).
We propose a method to add reliable PK, even if it is not supported by the gene expression data. CurInf adds the PK to the main error term E(β i ) of the objective function Equation (7) rather than in the penalty term C(β i ). The features of the design matrix of response gene y i is scaled using the PK vector Θ i , where θ i,p equals 1 if no PK exists between gene y i and TF x p and < 1 if PK exists. The motivation is that, in regularized linear models, features that have orders of magnitude higher variance can dominate the objective function. Thus, scaling the features causes known TFs to have a relatively higher variance that will favor their selection when solving the model. The objective function Equation (7) after CurInf becomes
(10) The term θ −1 i,p x p (r) means dividing all the expression levels of predictor x p by the PK term θ i,p that corresponds to its relation with gene y i . For example, if x p is known to be a TF for y i , then θ i,p will have a small value. This results in up-scaling the term θ −1 i,p x p (r). If no PK exists, θ i,p equals 1, and its expression values x p (r) are not scaled. We choose to divide by small values θ i,p instead of multiplying by larger ones to be consistent with the NoisInf notation described earlier.
Coordinate descent (Friedman et al., 2010) is used for an efficient iterative implementation of elastic net, which is proposed in (Zou and Hastie, 2005) . Cross validation is used to find regularization of the parameters α and λ since they are difficult to choose. CurInf and NoisInf are sensitive to the choice of these parameters, which greatly affects the prediction accuracy. We propose a heuristic to bound the search range of the regularization parameters.
Bounded Cross-validation for Choosing Model Parameters
CurInf: Since CurInf integrates PK using the error term E(β i ) not the penalty term C(β i ) in Equation (7), less weight should be given to the penalty term. The penalty term weight α is chosen using cross-validation. We provide a bounded search range for the cross-validation consisting of small numbers (from 0.001 to 0.1) for all data sets. NoisInf: On the other hand, NoisInf uses the penalty term C(β i ) to incorporate PK; thus it needs more weight for the penalty term to emphasize PK. In this case, NoisInf needs a range of higher values for α in the crossvalidation.
Experimental results show that this strategy is successful in increasing the chance of PK integration into the selected model, which results in a higher accuracy. Also, based on test results, the balancing parameter between L 1 -norm and L 2 -norm, λ, has minimal effect compared to α. Thus λ is chosen to be 0.5, giving equal weight to the L 1 -norm and the L 2 -norm.
Results
Data Sets
For testing and analysis of the GRN inference using PK, we used three data sets from the DREAM5 benchmark (Marbach et al., 2012) , summarized in Table 1 . The chosen benchmark has gold standard GRNs (TF-target interactions) available for each data set in order to validate predicted networks. Although predicted interactions not in the gold standard are considered false positives, many can be true interactions, since the gold standard is stringent and incomplete. Each data set consists of gene expression data for N genes in R experiments. Each experiment can have a description whether it is time series or steady state, time (if applicable), and experiment repetition information. A list of candidate TFs is provided in the benchmark for each data set.
The first data set is a synthetic network generated by the DREAM5 organizers. The second data set comes from the prokaryotic model organism Escherichia coli which has a well studied GRN. The raw expression data was downloaded from the GEO database. The gold standard GRN was extracted from the curated database RegulonDB version 7 (Gama- Castro et al., 2016) . We use a subset of the The ability of NoisInf and CurInf inference methods to incorporate curated PK. Different percentages of the gold standard edges are used as PK to the inference algorithm, and the resulting networks are evaluated. The dotted lines represent the accuracy without using any PK E. coli genes in which each gene has at least one interaction in the gold standard. The third data set comes from the eukaryotic model organism Saccharomyces cerevisiae. Normalization of the microarray data was done using robust multichip averaging (Bolstad et al., 2003) . We use area under precision-recall curve (AUPR) as the measure of performance as adapted in (Greenfield et al., 2013; Marbach et al., 2012) . AUPR is more suitable than the receiver operating characteristic (AUROC) in applications where the number of positive and negative samples is unbalanced. In GRNs, the network is expected to be sparse, i.e., non-edges are significantly higher than existing edges.
Better Integration of Curated PK
We compared the ability of CurInf and NoisInf to incorporate curated PK to the inference algorithm. Incremental percentages of the gold standard edges are added to NoisInf and CurInf as curated PK, then the AUPR is calculated for the reconstructed GRNs. Figure 2 shows the accuracy measure AUPR for NoisInf and CurInf on the three data sets. In both methods, the accuracy increases as the PK percentage increases, which is significantly higher than any method without PK tested in the DREAM benchmark (see Supplementary Figure 1) .
CurInf is superior to NoisInf in the integration of curated PK resulting in higher accuracy GRN, as shown in Figure2. The difference is more prominent in the E. coli and S. cerevisiae data compared to the synthetic data. When adding 100% of the gold standard as curated PK, CurInf was able to improve the AUPR score over NoisInf by 27.3% in synthetic data, 86.5% in E. coli data, and 31.1% in S. cerevisiae data.
Tolerance to Noisy PK
PEAK uses NoisInf scaling to integrate PK when it is believed to be noisy. We tested adding noisy PK to CurInf and NoisInf, and as expected, NoisInf is more robust and thus more suitable to use with noisy PK. In Figure 3 , we added different ratios of true to false PK. True PK are 50% of the gold standard, while false PK are randomly generated edges between genes and TFs that do not exist in the gold standard. Even with 10 times more noisy than accurate PK, NoisInf performs better than inference without any PK.
Gene Expression Support for the Gold Standard
Here we investigate the signal present in each data set and how it is related to the ability to reconstruct the GRN and to integrate PK. The core model used in CurInf and NoisInf assumes some degree of correlation between the mRNA levels of a TF and a gene for an interaction to be predicted. For time-series expression data, the model uses time lagged relations, meaning that the mRNA level of a gene at time t should be related to the mRNA level of the TF at time t − 1. For steady state experiments, the system is assumed to reach equilibrium and thus the TF-target relation is considered without time lag. We calculated the TF-target correlations for the gold standard interactions of each data set as well as the correlation of the unknown interactions. The resulting histograms are shown in Figure 4 . For the in silico data, the distribution of the gold standard edges shows a clear distinction from the unknown edges with more values greater than 0.5 and less than −0.5, making it easier for most infer- Figure 3: Tolerance to noisy PK. Different true:false PK ratios are used as input to NoisInf and CurInf, and then the accuracy AUPR is evaluated. As expected, NoisInf is more robust to noise than CurInf.
ence algorithms to predict. For the real data sets from E. coli and S. cerevisiae, the gene expression data does not show clear support for all the gold standard, which made those two data sets difficult for the 35 inference methods evaluated with this benchmark (Marbach et al., 2012) . As shown in Figure 2 , CurInf was able to integrate curated PK more than NoisInf in those two data sets that do not have strong support for the gold standard GRN.
Effect of Prior Weight Parameter
We investigated the effect of the prior weight parameter on the accuracy of the predicted GRN. Different values of the weight parameter θ i (in Equations (9) and (10)) were tested in both NoisInf and CurInf (see Supplementary  Figure 2 ). For simplicity, we use the same value of θ i for all genes in each experiment. All the gold standard was used as PK. A prior weight of 1 means no weight is given to the PK, while smaller values increase the PK effect. We found that a prior weight of 0.01 or less was enough to produce the best accuracy in our test data. A similar effect was found in (Greenfield et al., 2013) when testing the MEN method, where they had a slight peak at a prior weight of 0.01.
Using Bounded Cross-validation
We tested our proposed heuristic to provide a bounded search space for the weight of the penalty term. Both CurInf and NoisInf uses cross-validation (CV) to find the penalty term weight parameter α in the elastic net, Equations (9) and (10), when incorporating PK. Supplementary Figure 3 shows the accuracy using bounded CV versus unrestricted CV for both CurInf and NoisInf. Applying bounded CV improved the accuracy for CurInf when the PK is not well supported by the gene expression data as in the E. coli and S. cerevisiae data sets.
Discussion and Conclusion
In this work, we developed PEAK, a system to integrate both noisy and curated structure PK in the same GRN inference model based on the Inferelator algorithm (Bonneau et al., 2006) . Curated or reliable PK comes from experimentally verified pathways, whereas noisy PK can be any supporting information about the network structure that does not necessarily imply regulatory relations, such as PPI. To our knowledge, the integration of curated PK has not been addressed by any previous method, especially when the PK is not well supported by the gene expression data. We have shown that such poor PK support exists in real data compared to synthetic data. We present a novel method in GRN inference, CurInf, to integrate curated PK from experimentally validated TF-target interactions. For noisy PK, we use a similar approach to the robust method MEN (Greenfield et al., 2013) , which we call NoisInf. Both CurInf and NoisInf add PK to the model but in different ways that account for the confidence given to the PK. For each data set, we plot two distributions to compare: (i) unknown edges: the correlation between the expression level of all genes and TFs, and (ii) true edges: the correlation between TF-target pairs present in the gold standard GRN. The two distributions in the in silico data have a clear distinction with more correlations greater than 0.5 and less than −0.5 for the gold standard. For the real data sets from E. coli and S. cerevisiae the gene expression data does not show clear support for all the gold standard which made those two data sets difficult to predict their GRN. CurInf was able to achieve higher accuracy in those real data sets than NoisInf.
Our testing on synthetic data as well as real data from E. coli and S. cerevisiae shows that adding PK significantly improved the accuracy of the predicted GRN. Moreover, CurInf is superior to NoisInf in the integration of curated PK, even if the PK is not well supported by the gene expression data. The improvement is more pronounced in the E. coli and S. cerevisiae data compared to the synthetic data, since our method is designed to address gene expression data that may poorly support the PK. The difference in accuracy between synthetic and real data can be due to the expected complexity of the latter, and that the synthetic expression data was generated with a known network while the regulatory networks of the E. coli and the S. cerevisiae are still not complete. It is possible that true TF-target interactions exist among the predicted interactions that are considered false positives, which reduces the AUPR score.
Adding PK enabled PEAK to discover new validated interactions that are not in the gold standard. Since the gold standard for the E. coli benchmark was created in 2010 from RegulonDB version 7, new interaction have been added to the database. We validated CurInf predictions that are considered false positives according to the gold standard using the most recent RegulonDB version 9. We were able to validate 128 of the computationally inferred interactions, including 17 with strong experimental evidence. For example, in the E. coli predicted GRN using 100% of the gold standard as PK, CurInf predicted Lrp as a TF for cadA, which is not in the gold standard. We validated this regulatory relation, and it was recently published that Lrp is a regulator of cadA (Ruiz et al., 2011) .
Similarly, CurInf predicted MarA to be a TF for ybjC, which was validated by Martin and Rosner, 2011. Thus, better integration of PK improves the accuracy and enables the inference algorithm to predict new potential regulatory relations. High ranked predicted interactions, especially with a consensus of multiple computational methods, can be potential subjects for biologists to test and validate experimentally.
