Abstract. Singular means here that the parabolic equation is neither in normal form nor can it be reduced to such a form. For this class of problems we generalizes the results proved in [4] introducing first-order terms.
be a linear second-order differential operator such that a i,j , a i and a 0 are real-valued functions satisfying a i,j ∈ C(Ω), D xj a i,j , a i , D xi a i , a 0 ∈ L ∞ (Ω), i, j = 1, . . . , n, {a i,j (x)} is a positive definite symmetric matrix for each x ∈ Ω, (1.2) for which there exists a positive constant c 0 such that n i,j=1 a i,j (x)ξ i ξ j ≥ c 0 |ξ| 2 , for all x ∈ Ω, ξ = (ξ 1 , . . . , ξ n ) ∈ R n . (1.3)
As is well-known, there is a large literature concerning analytic semigroups generated by realizations of −L in L p (Ω), p ∈ (1, +∞), when −L is endowed with different boundary conditions characterizing the domain of the realization (cf., e.g. the monographs [6, 8, 10] ). Singular means here that m is a non-negative function in L ∞ (Ω), which may vanish, while u 0 and f are given functions.
If L denotes the operator with domain in L p (Ω) realized by (−L, B) where B is the linear operator corresponding to Dirichlet boundary conditions and M is the multiplication operator by m in L p (Ω), it is shown in [5] that the resolvent estimate
holds for any λ in the region Σ = {z ∈ C : Re z ≥ −c(1 + |λ|)} for some β ∈ (0, 1) and c > 0. The previous assumption allows to develop a maximal regularity in time theory for the solution corresponding to f ∈ C θ ([0, T ]; L p (Ω)) (cf. [5, Theorem 3.26] ). The basic point, however, is that the regularity decreases with respect to the non-singular case, in the sense that in the first case we can show that u ∈ C θ+β−1 ([0, T ]; D(L)), with β ∈ (0, 1), while in the latter case we have β = 1 and u ∈ C θ ([0, T ]; D(L)). In the paper [4] , making use of a result by Okazawa [9] , we have improved the results in [5] , where the operator −L is symmetric and B corresponds to Dirichlet boundary conditions. In [4] we also showed that the index β can be improved to a larger one, if m is ρ-regular, i.e.
for some ρ ∈ (0, 1). The fact to have at our disposal a higher regularity for solutions plays an essential role, e.g., in recovering unknown kernels in degenerate linear integrodifferential equations.
The aim of this paper is two-fold. From one hand we want to deal with nonsymmetric operators L and, from the other one, we intend to handle Robin boundary conditions, too (cf. e.g., [1, pp. 206-207] ). This will be the most delicate aspect in the development of the present paper.
Concerning this aspect we note that L 2 -theory for degenerate integrodifferential equations of parabolic type, with Robin boundary conditions and time-dependent multiplication operator M (t) = m(t, ·), was developed quite recently in [3] . Such equations with Dirichlet and Neumann boundary conditions were dealt with in the space L 2 (Ω) in [2] , where a treatment in L p (Ω), p ∈ (1, +∞), is also given for Dirichlet boundary conditions.
Finally, we will mention that inverse problems for non-autonomous degenerate integrodifferential equations with Dirichlet boundary conditions are treated in [7] .
2. Dirichlet and Robin problems in L p (Ω), p ∈ (1, +∞). In this section we make the following assumptions and suppose that all the listed functions are realvalued:
in case of the Dirichlet boundary condition, and by
4) in case of the Robin boundary condition, where also the following assumption is needed:
We note that, when b = 0, the Robin boundary condition simplifies to the Neumann one.
Finally, we observe that assumptions (2.1) and (2.1), (2.2), (2.5) guarantee that operator L admits a continuous inverse L −1 under both Dirichlet and Robin boundary conditions, respectively. Let
be the principal part of L. Consider now the identity
Observe now that
where
Integrating by parts, we easily obtain
where η = 0 or η = 1 according as the Dirichlet or the Robin boundary conditions hold and
Then from the proof of a remarkable result by Okazawa [9] , we deduce the inequalities:
Taking the limit as δ → 0+, from (2.9)-(2.12) we deduce the following inequalities, where χ E denotes the characteristic function of the set E:
Let now u ∈ W 1,p (Ω), p ∈ (1, +∞] and ε ≥ 0. Noting that
we get
Re
Hence we observe that, according to our assumptions (cf. (2.2) and (2.5)), the following inequalities hold for all u ∈ D(L):
Then, using (2.13), we deduce, for any ε ∈ R + and c 2 = 
Let ε > 0 be so small that
Then (2.18) is rewritten as
Im
Consider now the spectral problem
Taking the real and imaginary parts of the scalar product of both sides in (2.20) with u|u| p−2 , we get
From (2.22) we deduce the inequalities
Multiply then both sides in (2.23) by a positive constant k and add the obtained inequality to equation (2.22) . From (2.19) we get (Re λ + k|Im λ|)
Choose now k = k 1 (p) so small as to satisfy
Therefore, (2.24) and (2.25) imply
for all x ∈ Ω. Introduce now the sector
Then, for any λ ∈ Σ 1 , from (2.16) and (2.26) we deduce the estimates
Consequently,
Then, recalling that Re (Lu, u|u| p−2 ) is non-negative (cf. (2.16)) and observing that
, we obtain (|λ| + 1) 
We can now summarize the results proved in this section in Theorem 2.1.
Theorem 2.1. Let L and M be the linear operators defined by (1.7) and (1.8), the coefficients a i,j , a i , a 0 , i, j = 1, . . . , n, enjoying properties (1.2), (1.3), (2.1), (2.2), (2.5) and m being a non-negative function in L ∞ (Ω). Then the spectral equation λM u + Lu = f , with f ∈ L p (Ω), admits, for any λ ∈ Σ 1 = {µ ∈ C : Re µ + k 1 (p)|Im µ|/2 + k 1 (p)c 4 /(2 m ∞ ) ≥ 0} and p ∈ (1, +∞), a unique solution u ∈ D(L) satisfying the estimates
3. The case when m is ρ-regular and p ∈ [2, +∞). In this section we will assume that the multiplier m is more regular, i.e. it satisfies
We will show that our β can be chosen larger than 1/p. We recall that the previous estimate (2.32) hold for any p ∈ (1, +∞). First of all we state here Lemma 3.1 in [4] concerning the computation of the gradient of the function u|u| p−2 when p ∈ [2, +∞).
) and the following formulae hold a.e. in Ω:
Remark 1. From formula (3.3) we easily deduce the identity
We need also the following generalization of Lemma 3.2 in [4] .
Lemma 3.2. Let (b i,j ) i,j=1,...,n be a matrix of functions in C 1 (Ω; R) and let (b i ) i=1,...,n a vector in C(Ω; R) such that
for all x ∈ Ω, for all ξ ∈ R n , (3.6)
for all x ∈ Ω, i = 0, . . . , n, (3.7)
where µ ∈ C(Ω) is a non-negative function and c 8 , c 9 , c 10 , c 11 are four positive constants. Then for any p ∈ [2, +∞), the linear operator c 13 :
Proof. First we deal with the case p ∈ (2, +∞). For any ε > 0 define a i,j,ε = b i,j + εδ i,j , i, j = 1, . . . , n, and set K ε = −ε∆ + K. Since the matrix (a i,j,ε ) i,j=1,...,n is uniformly positive definite, from Lemma 3.1 and an integration by parts we easily deduce the identity
Set now
and observe that Then from Lemma 3.1 in [9] we easily deduce
Taking the limit as ε → 0+ in (3.14) and (3.16), we easily deduce the inequalities
18) (3.17) being a consequence of the definition of I 1 (u, 0) and (3.6). Then, taking the limit as ε → 0+ in (3.11), we get
To prove relations (3.9) and (3.10) we observe that Re (Ku, u|u| p−2 ) = Re I 1 (u, 0) + I 2 (u), (3.20) and thus (3.9) follows. Further we need the estimates
Since I 2 (u) ≥ 0, according to assumptions (3.7) and (3.8), from (3.21) we deduce
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Assume p ∈ (2, +∞) and choose now ε > 0 so small that
This implies estimate (3.10). Finally, note that relations (3.9) and (3.10), with p = 2, easily follow from the identity
and our assumptions on the coefficients. In this case, since Im (Ku, u) = 0, we can choose, e.g., c 12 = 1 and c 13 = c 11 . Indeed, since
we obtain
To apply the previous result to our case we shall use also the following identity
We now set
and we assume that the following inequalities hold for all x ∈ Ω and all x ∈ ∂Ω, respectively:
Then all conditions (3.5)-(3.10) are satisfied.
Remark 2. Condition (3.29) is surely satisfied if we assume
Let now u be a solution to equation (2.20) . Taking the scalar product of both sides in (2.6) with m p−1 u|u| p−2 and using (3.25), we easily get the equalities
Taking the real and imaginary parts in (3.32) and using (3.10), we easily deduce the inequalities
Multiply now by a (fixed) positive constant k 2 (p) ∈ (0, c
12 ) the first and last sides in (3.34) and add to the first and last sides in (3.33). We get the estimate
where we have made use of the elementary inequality
We now estimate the last term in (3.35) with the aid of (1.9). Using twice Hölder's inequality, we get 
