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ABSTRACT
Yang Yang, Ph.D. The University of Memphis, APR 2020. A Seismologic Study
of the Northern Mississippi Embayment. Major Professor: Dr. Charles A. Langston.
Part 1: Crustal structure in the New Madrid Seismic Zone (NMSZ) is investigated
through a detailed study of explosion data obtained from the Embayment Seismic
Excitation Experiment. The data show a distinct anisotropy in distance attenuation for
both P and S waves in the range from 0 to 200km distance. Waves that propagate
northward from the 1,134kg Marked Tree, Arkansas, explosion attenuate quickly with
distance until a range of about 100km from the source where high-amplitude, high-phase
velocity critical reflections from the boundary between the middle crust and “rift pillow”
structure produce high amplitude waves. Propagation southward from the 2,268kg
Mooring, Tennessee blast shows less distance attenuation compared to northward
propagation. Reflections from the middle crust-lower crust boundary occur but do not
significantly increase in amplitude with distance and travel with slower apparent phase
velocity than observed for the northward propagation data set. A smooth velocity model
is developed using a stabilized Weichert-Herglotz travel time inversion using first arrival
travel times. Then an inversion using the travel time of both direct and middle crustal
reflected waves is developed to obtain a 2D inhomogeneous-layered isotropic crustal
model. The result reveals that there is a significant southwest dip to the top of the middle
crust interface in the vicinity of the NMSZ, consistent with previously inferred changes in
the thickness of the “rift pillow” model. This 2D feature characterizes the local wave
propagation along the Reelfoot Rift and demonstrates the need for an improvement of the
current Central United States velocity model.
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Part 2: Obtaining reliable empirical Green’s functions (EGFs) from ambient noise
by seismic interferometry requires homogenously distributed noise sources. However, it
is difficult to attain this condition since ambient noise data usually contains highly
correlated signals from earthquakes or other transient sources from human activities.
Removing these transient signals is one of the most essential steps in the whole data
processing flow to obtain EGFs. We propose to use a denoising method based on the
continuous wavelet transform to achieve this goal. The noise level is estimated in the
wavelet domain for each scale by determing the 99% confidence level of the empirical
probability density function of the noise wavelet coefficients. The correlated signals are
then removed by an efficient soft thresholding method. The same denoising algorithm is
also applied to remove the noise in the final stacked cross-correlogram. A complete data
processing workflow is provided with the overall data processing procedure divided into
four stages: (1) single station data preparation, (2) removal of earthquakes and other
transient signals in the seismic record, (3) spectrum whitening, cross-correlation and
temporal stacking, and (4) remove the noise in the stacked cross-correlogram to deliver
the final EGF. The whole process is automated to make it accessible for large datasets.
Synthetic data constructed with a recorded earthquake and recorded ambient noise is used
to test the denoising method. We then apply the new processing workflow to data
recorded by the USArray Transportable Array stations near the New Madrid Seismic
Zone where many seismic events and transient signals are observed. We compare the
EGFs calculated from our workflow with commonly used time domain normalization
method and our results show improved signal-to-noise ratios. The new workflow can
deliever reliable EGFs for further studies.
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Part 3: We incorporate seismic ambient noise data recorded by different
temporary and permanent broadband stations around the northern Mississippi
Embayment from 1990 to 2018 to develop a crustal shear wave velocity (Vs) model for
this area with full waveform ambient noise tomography. Empirical Green’s functions at
periods between 8 and 40s for all the possible pairs of stations are extracted by using a
new seismic ambient noise data processing flow based on the continuous wavelet
transform. Synthetic waveforms are then calculated through a heterogeneous Earth model
using a GPU-enabled collocated finite-difference code. The cross-correlation time shifts
between the synthetic waveforms and the extracted empirical Green’s functions are used
to construct the velocity updated kernel by using the adjoint method. Starting from the
Central United States Velocity Model, the shear wave velocity model is then iteratively
updated with the Vs kernel calculated in each iteration. Checkerboard tests show that
perturbations in the top 30km of the crust are well recovered but amplitude recovery
ability gradually decreases for deeper structure. We find that velocity lows characterize
the Reelfoot Rift Graben and Rough Creek Graben separated by a high velocity crust.
High velocity anomalies are observed under the Ozark Uplift and Paducah Gravity
Lineament. A low velocity area previously interpreted as the Missouri Batholith is
observed between them. A massive high velocity body in the southeast Mississippi
Embayment is observed and is explained by the faulting as well as partly mafic intrusion.
The Ouachita-Appalachian Thrust Front is clearly observed with a thinner crustal layer
underneath. The “rift pillow” is well observed in the final tomography model along the
Reelfoot Rift in the lower crust. The final inverted velocity model is consistent with local
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geological features and can be used for other seismological studies such as earthquake
source determination and earthquake hazard assessment.
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PREFACE
This dissertation, A Seismologic Study of the Northern Mississippi Embayment,
includes three papers:
The first paper, “Crustal Structure and Local Wave Propagation in the New
Madrid Seismic Zone Inferred from Embayment Seismic Excitation Experiment Data,”
authored by Yang Yang and Charles A. Langston, is under revision and will be
resubmitted to the Bulletin of the Seismological Society of America for the further review.
The second paper, “Processing Seismic Ambient Noise Data with the Continuous
Wavelet Transform to Obtain Reliable Empirical Green’s Functions,” authored by Yang
Yang, Chunyu Liu and Charles A. Langston, was submitted to the Geophysical Journal
International and is currently under review.
The third paper, “Full Waveform Ambient Noise Tomography for the Northern
Mississippi Embayment,” authored by Yang Yang and Charles A. Langston, is in
preparation and will be submitted to the Journal of Geophysical Research.
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2.1. (a) Map of the area showing earthquakes (gray circles) occurring from 2011
to 2015 near the NMSZ, stations recording the ESEE (black triangles)
and the example earthquakes that we use in the discussion section
(squares). Locations of the two ESEE blasts and epicenter of the
earthquake used in this study are remarked using star symbols with
annotation. Major tectonic structures such as Mississippi Embayment
and Reelfoot Rift are denoted. Basic fault geometry and offsets are
indicated using heavy lines. RF: Reelfoot Fault; CG/AF: Cottonwood
Grove/ Axial Fault. The big rectangular indicates the area for the 3D
simulation. (b) Two cross sections show crustal structure based on
seismic and gravity data (Mooney et al., 1983) and gravity data (Stuart et
al., 1997). Notice the heterogeneous “rift pillow” structure under the
Reelfoot Rift. The location of the two profiles A-A1 and B-B1 are
plotted with thin lines in (a). A-A1 is also our modeling 2D profile. The
dashed line shows the studied profile in Catchings (1999).
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2.2. Original data for station FLPT from blast 1 (top) and its denoised results
(below) using a hybrid seismic denoising method incorporating higherorder statistics and improved wavelet block thresholding as described in
(Mousavi and Langston, 2016). The epicentral distance for this station is
154km. A time window around the first arrival indicated with the box is
zoomed in and plotted at the upper right of each seismogram. The signalto-noise ratio is effectively improved after denoising and the first arrival
can be picked more accurately.
10
2.3. Pseudo record sections showing vertical and radial components of motion
with distance for (a) blast 1 near Marked Tree, Arkansas and (b) blast 2
near Mooring, Tennessee. The pseudo record section is the time vs.
epicentral distance plot where all the stations are considered to be on the
same profile. Amplitudes are normalized for each trace. Black lines
show the approximate arrival time for different waves. The surface wave
with 1.8km/s apparent velocity is generally the largest phase on the
seismogram and consists of multiply refracted and reflected P waves
within the thick Mississippi embayment sediments. Large P and S waves
appear near 100km distance for blast 1. The surface wave is less
prominent for blast 2 and P waves appear to be more homogeneous than
blast 1 P waves since they have no large amplitude fluctuations with
distance. S waves in blast 2 are less distinct but show up as emergent
arrivals on the radial components.
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11

2.4. Distance attenuation of (a) short-period vertical P waves and (b) shortperiod radial S waves for the data shown in Figure 2.2. The amplitude is
picked by removing the mean and forming the envelope function of the
waveform. The maximum amplitude within a 5 second time window is
picked for each seismogram and log10 amplitude plotted as a function of
log10 distance. Low order polynomials are fit to the data to obtain
curves shown in the figure. Note the dramatic rise in amplitude in both P
and S waves for blast 1 near 100 km range. Blast 2 distance decay
appears to be monotonically decreasing with distance.

12

2.5. Close up of vertical component data from (a) blast 1 and (b) blast 2. The
data are selected in a more limited azimuthal box (shown at the bottom)
to form the profile. Black lines show the approximate arrival time for the
direct and reflected waves. Note that these data were reduced using a
reducing velocity of 8.2 km/s for blast 1 and 6.5 km/s for blast 2, which
is the apparent velocity near 140km distance for each blast. Amplitude of
the large secondary arrival suggests a middle crust reflection that has
gone critical with distance. The arrow shows a distance of 140 km from
each source where the arrival has an apparent velocity of 8.2 km/s and
6.5km/s respectively. The S wave data (not shown) shows similar
behavior with a speedy 4.5 km/s and 3.6 km/s apparent velocity,
respectively. These large apparent velocities for blast 1 normally would
be associated with interaction with the mantle. However, mantle
crossover distance is at about 200 km for the refraction models
appropriate for the embayment. Timing suggests that this presumed
reflection is from a middle crust interface. The apparent velocity must be
explained by appealing to a dipping interface.

14

2.6. (a) Catchings (1999) model and the inverted 1D model based on a
stabilized Wiechert-Herglotz (W-H) method (Wiechert and Karl, 1902).
(b) Theoretical travel time curves for P waves for the Catchings’ model
in the study region. The circles are travel times picked from all blast 1
and blast 2 data. Also shown is the travel time for the turning wave in a
model constructed using the stabilized W-H technique and the observed
data. Note that the observed times are 0.5 to 1 sec faster relative to the
times of the Catchings’ model.
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2.7. Final inverted model and the comparison between synthetic and observed
travel times for (a) blast 1 and (b) blast 2. Top figure shows the record
section with circles showing the picked direct wave and mid-crust
reflected wave arrival time. Solid lines are the calculated direct wave and
reflected wave travel times from the final inverted model, which is
shown in the figure below. Corresponding ray paths are also plotted in
the final model. The numbers are the P wave velocities right below or
above interfaces in km/s. The model parameters used in the inversion are
marked.

20

2.8. Initial model sensitivity kernel 𝑮 for (a) direct wave and (b) middle crustlower crust interface reflected wave of blast 2. The kernel is plotted for
different parameters and different stations. The abscissa is the epicentral
distance for each station. The ordinate is the sensitivity kernel or the
derivative of travel time with respect to each model parameter. Each
kernel point is the travel time derivative of one parameter at one station.
For example, the kernel point shown in the circle in (a) stands for the
travel time derivative of the model parameter v1 at the station with
epicentral distance 80km. Different colors and markers are used to plot
for different model parameters. The marker and its corresponding model
parameter are shown in the legend. The meaning of each parameter is
marked in Figure 2.7.
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2.9. (a) L2-norm length of the model update ∆𝒎 in each iteration and (b) the
L2-norm misfit between the data and synthetic for each iteration. The
misfit at iteration 0 is the misfit from the initial model.
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2.10. The comparison between the picked and synthetic wave amplitude data for
(a) vertical P waves and (b) radial S waves for both blasts. The observed
amplitudes are picked in a way described in the caption of Figure 2.4.
Amplitude data are constrained in a more limit azimuthal box (Figure
2.5) thus we have fewer data points compared with Figure 2.4. Near
source stations are discarded to avoid the amplitude influence due to the
two-borehole setup for blast 2. The synthetic amplitudes are calculated
by the package SEIS (Červený et al., 2002). Synthetic amplitudes are
scaled to give the minimum misfit between the synthetic and observed
data while using the constraint that the amplitudes of the blast 2 is twice
the amplitude of the blast 1. The S-wave velocity model is constructed
by using a Vp/Vs ratio of 3 in the sediment and 1.73 for the deeper
model.
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2.11. Record section for the Feb 23, 2013 M3.7 earthquake. The earthquake
epicenter and the stations used are shown in Figure 2.1. The focal depth
of this earthquake is 14km. Predicted direct P waves and reflected P
waves from the middle crust-lower crust interface are shown with the
black lines. The arrows indicate possible reflected phases. Data are
filtered between 0.1 to 10Hz.
25
2.12. Synthetic test showing the influence of focal mechanism and focal depth
on the identification of reflected phase. (a) The simple velocity model
used for computing synthetic seismograms. Synthetic seismograms are
shown in (b) for an explosion source at the earth’s surface, (c) an
earthquake source at the earth’s surface and (d) an earthquake source at
15km depth. Theoretical arrival time for the P wave, S wave and the
reflected P wave from the middle crustal interface (Prefl) are shown
using the dashed line. S waves are seen in the explosion simulation and
noticing the increasing of the reflected wave amplitude and reversal of
polarity after critical distance (indicated by the arrow near the distance
axis).
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2.13. P wave velocity profile AA’ from the Central United States Velocity
Model (Ramírez‐Guzmán et al., 2012). The profile AA’ is shown in
Figure 2.1. The middle crustal interface is shown and only has a
structural relief of about 2km. The locations of the two blasts are also
shown with star symbols. The velocities right above and below each
interface are indicated on the right.
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2.14. Simulation results using the CUSVM for (a) blast 1 and (b) blast 2. The
top figure is the record section for all the stations and the bottom figure
is a shorter time period record section with corresponding reducing
velocity shown on the bottom. The circles are the picked first arrival
from the explosion data. The simulation is up to 0.5 Hz. Notice that the
surface wave is observed while the S wave and reflected wave from
middle crust-lower crust interface is not generated in this simulation.
29
2.15. Polar plot showing the expected radiation pattern amplitude for the
double-borehole explosion of blast 2 for a 5 Hz P wave with a horizontal
phase velocity 300m/s. The approximate azimuth of the profile (AA1) is
shown with the arrow.
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3.1 The comparison of threshold level estimation methods based on normal
distribution and empirical probability density function (PDF). The data
used for this plot is indicated in Fig. 3. The threshold value is estimated
with different data length of 500s, 1000s and 1500s. Thick dashed lines
show the estimated PDF based on normal distribution and the
corresponding vertical dashed line indicates the determined threshold
level. The black line is the empirical PDF with 1500s data length. For
simplicity, the empirical PDFs of 1000s and 500s are not plotted. The
vertical solid lines plot the calculated threshold level by determining the
99% confidence value of the empirical PDF. Both methods give similar
results and the estimated noise levels based on ECDF method from
different data length show less variation.
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3.2. The distribution of the seismic stations used in this study (filled triangles).
Continuously seismic recordings during July 2012 from a subset of the
USArray Transportable Array stations in and around the northern
Mississippi embayment are our benchmark test dataset. Major geological
features include the Reelfoot Graben (RG), Rough Creek Graben (RCG)
and Missouri batholith (between two dashed lines). The boundary of the
Mississippi embayment is shown by the red lines. The locations of the
three large earthquakes that occurred in 1811 and 1812 are shown as the
red stars (Johnston & Schwieg, 1996). Several specific stations used as
examples in the rest of this article are annotated.

50

3.3. Designaling synthetic test based on recorded ambient noise and earthquake
data. (a) 3000s ambient noise data from station U41A. (b) The July 25,
2012, teleseismic earthquake recorded by station U41A. The data are
denoised with the CWT soft thresholding denoising algorithm and a 1Hz
low-pass filter is applied after denoising. Data before the first arrival and
after 1400 seconds are tapered. (c) Synthetic data constructed by
summing ambient noise data in (a) and seismic event data in (b). (d) The
modulus of the complex CWT scalogram of synthetic data in (c). The
dashed line indicates the data used in (a). (e) Synthetic data after
designaling shown in the time domain. (f) Synthetic data after
designaling shown in the CWT domain. (g) The comparison of seismic
data before designaling (solid line) and after designaling (dashed line)
with the data in the time window 1. (h) Same as (g) but for time the
window 2. The vertical red lines delineate the two 500s time windows.
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3.4. The comparison of the Fourier amplitude spectrum between the original
noise data, the noise data added with earthquake data and the CWT
designaled data and the TDN designaled data. The TDN mehod will
change both the amplitude and frequency contents significantly.
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3.5. Vertical component seismograms of station V44A recorded during the first
five-days of July 2012 (black) and the designaled result (red). Each row
shows one-day of seismic data. There are many earthquakes and
transient signals recorded by the station. These signals are successfully
removed after designaling.
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3.6. EGF calculation between station V44A and S38A. (a) A segment of seismic
record for station S38A on July 28, 2012, with the black line indicating
the original data and the red line showing the designaled results. A
teleseismic event is seen within this time period and is removed after
designaling. (b) Same as (a) but for station V44A. (c) One-day crosscorrelation between station S38A and station V44A for date July 28,
2012, calculated using TDN (black) and the designaled data (red). (d)
One-month stacked cross-correlogram obtained from TDN (black) and
our processing flow before the final denoising step (red). (e) One-month
stacked cross-correlogram obtained from TDN and our processing after
the final denoising step (red). Absolute amplitude is plotted in (c). The
amplitude is normalized in (d) and (e).
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3.7. Application of soft threshold denoising on the final stacked crosscorrelogram for stations W42A and W46A. (a) Original stacked crosscorrelogram. (b) Stacked cross-correlogram with a 0.3Hz low-pass
filtered applied. (c) Stacked cross-correlogram after soft thresholding
denoising.
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3.8. EGFs record section acquired from TDN (black) and our processing flow
(red) for station V44A. SNR for the results from TDN is shown on the
right side and for our method on the left side. The SNR is calculated
using the ratio between the maximum amplitude from the time window 200s to 200s and maximum amplitude of the remaining part. A bandpass
filter between 0.01s and 0.15s is applied to all data. The amplitude is the
stacked absolute amplitude without normalization.
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3.9. (a) Comparison of group velocity dispersion curves from station V44A to
station S38A from an EGF using TDN (blue) and CWT processing flow
(red) (b)The group velocity dispersion curve difference calculated from
EGFs between using TND and our processing flow for all station pairs in
Figure 3.8. Error bars of dispersion curve in (a) is estimated from the
deviation of group velocity computed at the peak and 97.5% of peak
amplitude. Larger velocity difference can be observed with period higher
than 15s, but the differences are in acceptable ranges indicated by error
bars.
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4.1. Major geological features of our study area including the northern
Mississippi Embayment and surroundings. Index map shows the location
of the smaller scale map and the domain set up for inversion. 277
stations used to extract empirical Green’s functions are plotted with red
triangles. Earthquakes occurring since 2013 are plotted with gray circles.
Thick black line: boundary of the Mississippi Embayment; thin black
lines: Reelfoot Rift; thick gray line: Alabama-Oklahoma transform fault;
thin gray line: Ouachita-Appalachian Thrust Front; dashed lines:
Missouri Batholith. NMSZ: New Madrid Seismic Zone; AR, Arkansas;
MO, Missouri; IL, Illinois; AL, Alabama; MS, Mississippi; KY,
Kentucky; TN, Tennessee.
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4.2. A sample input record section showing the initial synthetic (red) and the
empirical Green’s function convolved with the source time function used
in synthetic calculation (blue). The source time function in this example
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are used to construct the adjoint source.
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4.3. Vs checkerboard test results. This figure shows the estimated horizontal
resolution within the model domain through a checkerboard test with
alternating slow (-5%) and fast (+5%) checkers at different depths. (a)
Initial checkerboard across the whole depth domain. Recovered
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4.5. Bouguer gravity anomaly map in our study region and different Vs cross
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4.6. The cross-correlation travel time misfit from the model before each
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4.7. Three-dimensional rendering of the 3.6km/s Vs interface of the FWI model
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plotted in (c) and (d). The boundary of the NME is plotted. Earthquakes
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4.8. Same as Figure 4.7 but for 3.8km/s contour.
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4.9. Comparison with the initial model (left) and the final inverted model (right)
for different cross sections.
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Chapter 1 Introduction
This dissertation presents three studies developing and using various geophysical
techniques to better understand the velocity structure of the Northern Mississippi
Embayment (NME). The NME is the youngest of a series of intracontinental basins
within the central U.S. and encompasses one of the most studied intraplate seismic zone,
the New Madrid Seismic Zone (NMSZ). However, structure of the crust and upper
mantle for this region is not well defined. In this study, I am trying to construct a
complete velocity model for this area. The final crustal model will help to better
understand the tectonic processes acting in this area while allowing more accurate
estimates of earthquake source parameters and related earthquake hazards.
The Mississippi embayment is a broad, south-southwest-plunging shallow trough
filled with poorly consolidated Late Cretaceous and Tertiary shallow marine and fluvial
sediments (Buschbach and Schwalb, 1984). The Reelfoot rift lies beneath the
northwestern portion of the NME, a southwest-trending graben approximately 70km wide
and 320km long. The NMSZ, which is within the Reelfoot Rift, is an area with high
seismic activity and is one of the most studied intraplate seismic zones. Many studies
tried to determine the crustal structure in the NME. Refraction experiments (e.g. Mooney
et al., 1983; Catchings, 1999) and reflection experiments (Nelson and Zhang, 1991) were
conducted to investigate large-scale crustal structure. Early tomography studies of this
region by Chiu et al. (1992) tried to obtain a new shallow crustal velocity model of the
NME. These models are generally very simple and consist of a few homogeneous layers
with constant velocities; this is unrealistic to predict the wavefield from local and
regional earthquakes (Langston, 1994). However, plane layered models are normally
1

used as starting models for regional tomography. Tomography studies include Vlahovic
et al. (2000; 2001), Zhang et al. (2009), Powell et al. (2010) and Dunn et al. (2013). A
characteristic of tomography is that more data and newer sophisticated inversion methods
lead to a higher spatial resolution for the tomographic image. Resolution of these models
is concentrated around the NMSZ because of the ray path converge is only dense near
there. Large area models, like models from ambient noise studies (Liang and Langston,
2008) and surface wave tomography (Van Der Lee and Frederiksen, 2005) have much
coarser resolution. The Central U.S. Velocity model (CUSVM) (Ramírez‐Guzmán et al.,
2012) summarizes and synthesizes previous results into a combined model.
Improvements are needed to obtain a finer scale crustal model for the NME, which is
essential for standard seismological operations like determining accurate earthquake
locations and focal mechanisms, ground motion and earthquake hazard assessment and
understanding the dynamic tectonic processes of the region.
Recent advances in parallel computing technology and numerical methods have
made large-scale 3D numerical simulations of seismic wave fields much more affordable,
opening up the possibility of “full 3D tomography” (F3DT). Several successful
applications of F3DT have been made for local and regional areas using recorded
earthquake data (e.g. Chen et al., 2007; Fichtner et al., 2010; Tape et al., 2010) and
ambient noise data (e.g. Gao and Shen 2004; Emry et al. 2018), which provides a better
resolution than traditional travel time tomography. In this study, we will use F3DT and
ambient noise data to invert a three-dimensional velocity model for the NME. Ambient
noise data provides a large dataset with good ray coverage, compared to coverage of
poorly distributed local earthquakes over the region.

2

In Chapter 2, we reexamine Embayment Seismic Excitation Experiment data,
which includes data from two explosions within the Reelfoot Rift. We will construct a 2D
heterogenous velocity model that explains the different apparent velocities of the
reflected wave for the two blasts. A steep middle crust-lower crust interface is found to
explain this discrepancy. Three-dimensional simulation with the CUSVM model does not
provide such reflected phases with different apparent velocities, indicating the need to
improve the CUSVM model.
In Chapter 3, we develop a new ambient noise data processing flow to deliver
more reliable empirical Green’s functions. We use the continuous wavelet transform to
remove earthquakes and other transient signals within the original seismic record.
Notably, we use a similar algorithm to denoise the final stacked cross-correlograms. The
final empirical Green’s functions from our processing flow are shown to have five to ten
times higher signal-to-noise ratios compared to results from a current popular ambient
noise processing flow (Benson et al., 2007).
In Chapter 4, we use the new data processing flow developed in Chapter 3 to
process the ambient noise data recorded around the NME to extract high signal-to-noise
ratio empirical Green’s functions. The empirical Green’s functions are then used to
construct a three-dimensional shear wave velocity model by inverting the entire
waveforms. Starting with the CUSVM, the shear wave velocity model is iteratively
updated. The final inverted model provides synthetic data that display fewer misfits and
is also consistent with major local geological features.
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Chapter 2 Crustal Structure and Local Wave Propagation in the New Madrid
Seismic Zone Inferred from Embayment Seismic Excitation Experiment Data
Introduction
A good crustal model is essential for standard seismological studies such as
determining accurate earthquake locations and focal mechanisms as well as
understanding the propagation factors that are important in controlling seismic wave
amplitudes. Considerable work has been done in the northern part of the Mississippi
Embayment, which embodies the New Madrid Seismic Zone (NMSZ), with seismic
refraction (e.g., Mooney et al., 1983; Catchings, 1999), seismic reflection (Nelson and
Zhang, 1991) and seismic tomography study (Chiu et al., 1992) to investigate large-scale
crustal structure. These models have been very useful seismological benchmarks for
travel time calculations and to infer the geological and tectonic history of the area.
However, it is difficult to use these simple crustal models to study local wave
propagation and accurately predict the wave field from earthquakes in the NMSZ
(Langston, 1994). Some refraction models (e.g. Chiu et al., 1992), for example, only
consist of a few homogeneous layers with constant velocities that actually produce more
complicated waveforms than are observed from earthquakes because distinct, simple
layer interfaces produce large reflections and multiples. In the case of understanding
seismic waves from regional NMSZ events recorded at the CCM (Cathedral Caves,
Missouri) station, velocity gradients in the middle and lower crust were needed to
produce the observed simple waveforms. This was taken to an extreme, in a modeling
sense, in a regional wave study of a large earthquake observed by the Tanzania Broad
Band Experiment in 1994 (Langston et al., 2002). In that study, the timing and amplitude
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of a myriad of S wave phases seen in broadband regional waveforms out to distances of
800km could be accurately modeled with a simple crust consisting of a single velocity
gradient and a Moho discontinuity. The simplicity of the crustal model was remarkable
and showed that the detailed amplitude behavior of regional waveforms could be deeply
understood using insight from ray theory and the wave theory of head waves, critical
reflections, and turning waves.
Things are more intricate in the NMSZ because a thick, near-surface sedimentary
layer and complicated structures within the Reelfoot Rift make waveform modeling with
just a simple layered gradient model impossible. A more accurate 3D model, which can
be acquired by regional earthquake travel time tomography, is needed. Major seismic
tomography studies in the NMSZ include Vlahovic et al. (2000; 2001), Powell et al.
(2010), Dunn et al. (2013) and Nyamwandha et al. (2016). A characteristic of recent
tomography studies is that higher quality data with newer and more sophisticated
inversion methods lead to better spatial resolution for the tomographic image. But still,
the results are highly dependent on the starting model, and resolution is only adequate in
the top 10km of the NMSZ because of the density of ray path coverage. Also, regional
travel time tomography only reveals smooth velocity anomalies, by construction, making
it difficult to infer distinct velocity contrasts or interfaces. The Central U.S. Velocity
model (CUSVM) (Ramírez‐Guzmán et al., 2012) summarizes and synthesizes previous
results into a combined model. However, as we will discuss later in this study, the 3D
CUSVM still needs refinement to explain local wave propagation within the NMSZ.
Improvements are needed at finer scale to explain high frequency observations, which
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will improve ground motion simulation for earthquake hazards assessment and
understanding dynamic tectonic processes of the region.
The purpose of this study is to produce a vertically and horizontally
inhomogeneous 2D crustal velocity model along the Reelfoot Rift that faithfully
reproduces the arrival times and amplitudes of observed major phases for the Embayment
Seismic Excitation Experiment (ESEE) explosion dataset and to explain an enigmatic
observation seen in the data. The explosion data can be studied in detail more easily since
the data are from an accurately timed, controlled source and show simpler waveforms
than earthquake data. The resulting model can help us better understand local NMSZ
wave propagation and provide a good benchmark for the 3D crustal model.
Geological Setting
The study region of this project is in the northern Mississippi Embayment (NME)
(Figure 2.1). The Mississippi Embayment (ME) is a broad, south-southwest-plunging
shallow trough filled with poorly consolidated Late Cretaceous and Tertiary shallow
marine and fluvial sediments (Buschbach and Schwalb, 1984). Extensional features
developed during the breakup of supercontinent Rodinia in Early Cambrian time lie
below the ME (e.g., Thomas, 2006; Hao et al., 2015). The Reelfoot Rift lies beneath the
northwestern portion of the ME, a southwest-trending graben approximately 70km wide
and 320km long. The ancient intraplate rift zone was principally active during latest
Precambrian and/or early Paleozoic time and possibly formed along a pre-existing shear
zone (McKeown, 1982). The Reelfoot Rift is the most recognizable feature within the
ME in gravity and magnetic data, and the entire embayment is underlain by rifted crust
(Johnson et al., 1994; Cox and Van Arsdale, 1997; Cox et al., 2001). The NMSZ, which
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is broadly associated with the Reelfoot Rift, is an area with high seismic activity and one
of the most studied intraplate seismic zones in the world (Van Arsdale et al., 2007). The
NMSZ is a complex active fault system in which three significant (Mw > 7) earthquakes
occurred in the winter of 1811–1812 (Nuttli, 1973; Johnston, 1996; Hough et al., 2000;
Van Arsdale and Cupples, 2013). Paleoseismic evidence indicates a repeat time of about
500 years for events of similar magnitude (Tuttle et al., 2002; Van Arsdale et al., 2012).
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Figure 2.1. (a) Map of the area showing earthquakes (gray circles) occurring from 2011
to 2015 near the NMSZ, stations recording the ESEE (black triangles) and the example
earthquakes that we use in the discussion section (green squares). Locations of the two
ESEE blasts and epicenter of the earthquake used in this study are remarked using star
symbols with annotation. Major tectonic structures such as Mississippi Embayment and
Reelfoot Rift are denoted. Basic fault geometry and offsets are indicated using heavy
lines. RF: Reelfoot Fault; CG/AF: Cottonwood Grove/ Axial Fault. The big rectangular
indicates the area for the 3D simulation. (b) Two cross sections show crustal structure
based on seismic and gravity data (Mooney et al., 1983) and gravity data (Stuart et al.,
1997). Notice the heterogeneous “rift pillow” structure under the Reelfoot Rift. The
location of the two profiles A-A1 and B-B1 are plotted with thin lines in (a). A-A1 is also
our modeling 2D profile. The dashed line shows the profile in Catchings (1999).
Geological and geophysical data indicate an episode of Cretaceous magmatic
activity in the Reelfoot Rift (Zoback et al., 1980; Hildenbrand, 1985). Initial phases of
rifting included lithospheric extension and magmatic intrusion at the base of the crust.
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Subsequent cooling may have resulted in the formation of an anomalous crustal layer that
isostatically sagged into the mantle (Hildenbrand et al., 1982). As a result, NMSZ crustal
structure is anomalous with respect to the surrounding region (Figure 2.1). Aeromagnetic
data provide evidence for the existence of large mafic intrusions at the boundaries of the
failed rift (Hildenbrand, 1985), and seismic refraction and gravity studies reveal an
anomalously dense “rift pillow” (or “rift cushion”) with high velocities and high density
at the base of the crust beneath the rift (Mooney et al., 1983;). Based on gravity data and
the Mooney model, Stuart et al. (1997) propose a geological model for the ME crust .
Directly under the NMSZ, the “rift pillow” is thickened with respect to more distant
locations, and its top surface has an upward bulge. The boundary between upper and
lower crust is relatively flat (Mooney et al., 1983; Hildenbrand, 1985). A stress
concentration due to the “rift pillow” was proposed as a possible reason to explain
increased seismicity in the NMSZ (Grana and Richardson, 1996). In summary, the
complex tectonic evolution of the NME was affected by rift formation possibly from a
pre-existing shear zone since late Precambrian time, graben development in Cambrian
time, reactivation in Permian and Cretaceous times and subsequent formation of the
present embayment and fault zones associated with rift structures.
Data
ESEE data
The data used in this study are taken from the Embayment Seismic Excitation
Experiment (ESEE) (Langston, 2002). The ESEE was a collaborative experiment
between the Center for Earthquake Research and Information (CERI) and the US
Geological Survey (USGS) and consisted of local and regional recordings of two large
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explosions conducted in October 2002. The first explosion (blast 1) was detonated on the
night of October 29 near Mark Tree, Arkansas, in a single borehole filled with 1,134 kg
(2,500 lbs.) of ammonium nitrate. The second explosion (blast 2) was detonated the
following night near Tiptonville, Tennessee, in a two-borehole setup with 2,268 kg
(5,000 lbs.) of ammonium nitrate. Each explosion was recorded by stations of the
Cooperative New Madrid Seismic Network (CNMSN), an array of temporary strong
motion sensors near the explosions, and temporary broadband stations situated
throughout the embayment. Location of both blasts and the recording stations are shown
in Figure 2.1.
One of the advantages of using explosion data to study local wave propagation is
that the source parameters are well controlled, particularly origin time and location. The
purpose of the experiment was to generate high-amplitude, long-duration surface waves
in order to estimate unconsolidated sediment anelastic attenuation. Results concerning
anelastic attenuation are given in Langston et al. (2005), where a lower bound for
sediment Qs of 100 was determined, which is more than 3 times greater than previous
estimates. Significant strong ground motions near each explosion are described in
Langston et al. (2006). The explosion data are a rich source of P and S body waves that
can be studied to infer 2D crustal structure within the seismic zone.
Data processing
Data from broadband stations were corrected to the CNMSN short-period
instrument response since the bulk of the network data come from short-period stations.
Converting from a broadband to a short-period response is much more stable than the
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Figure 2.2. Original data for station FLPT from blast 1 (top) and its denoised results
(below) using a hybrid seismic denoising method incorporating higher-order statistics and
improved wavelet block thresholding as described in (Mousavi and Langston, 2016). The
epicentral distance for this station is 154km. A time window around the first arrival
indicated with the box is zoomed in and plotted at the upper right of each seismogram.
The signal-to-noise ratio is effectively improved after denoising and the first arrival can
be picked more accurately.
other way around. The short-period system only has a dynamic range of 12 bits and is
peaked near 1 Hz. Its response is too narrow, and the signal-to-noise ratio is too high to
attempt to recreate broadband waveforms through correction with the theoretical
instrument response function (Langston, 2003a). All data were rotated to the great circle
azimuth to form radial and transverse ground motions for each source in an attempt to
observe the S waves. A hybrid seismic denoising method using higher-order
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Figure 2.3. Pseudo record sections showing vertical and radial components of motion
with distance for (a) blast 1 near Marked Tree, Arkansas and (b) blast 2 near Mooring,
Tennessee. The pseudo record section is the time vs. epicentral distance plot where all the
stations are considered to be on the same profile. Amplitudes are normalized for each
trace. Black lines show the approximate arrival time for different waves. The surface
wave with 1.8km/s apparent velocity is generally the largest phase on the seismogram
and consists of multiply refracted and reflected P waves within the thick Mississippi
embayment sediments. Large P and S waves appear near 100km distance for blast 1. The
surface wave is less prominent for blast 2 and P waves appear to be more homogeneous
than blast 1 P waves since they have no large amplitude fluctuations with distance. S
waves in blast 2 are less distinct but show up as emergent arrivals on the radial
components.
statistics and improved wavelet block thresholding (Mousavi and Langston, 2016) was
then applied to the data (Figure 2.2). This method effectively removed background noise
while preserving the arrival time and polarity of the arrivals. The data are effectively
bandpass filtered between 0.5 and 10 Hz.
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Results
Record sections
At first glance the ESEE data reveal large amplitude S waves. An explosion
source is theoretically axisymmetric and primarily a source of P waves. S waves and
surface waves are produced because of P-S coupling at layer boundaries and the free
surface. The S waves were well excited in this explosion experiment and were generated
directly by the source or from near-source wave conversion. S waves in blast 2 are less
distinct but show more clearly on the radial components. Compared to the P waves, S
waves are more difficult to pick and are also affected by the P wave coda. So, in this
study, we are mainly focused on studying the P waves.
(a)

(b)
4

4

Blast 1 Data
Blast 1 Fit
Blast 2 Data
Blast 2 Fit

3.5

3

log10(amplitude)

log10(amplitude)

3
2.5
2

2.5
2

1.5

1.5

1

1

0.5

Blast 1 Data
Blast 1 Fit
Blast 2 Data
Blast 2 Fit

3.5

1

1.5

log10(distance) (km)

2

0.5

2.5

1

1.5

log10(distance) (km)

2

2.5

Figure 2.4. Distance attenuation of (a) short-period vertical P waves and (b) short-period
radial S waves for the data shown in Figure 2.2. The amplitude is picked by removing the
mean and forming the envelope function of the waveform. The maximum amplitude
within a 5 second time window is picked for each seismogram and log10 amplitude
plotted as a function of log10 distance. Low order polynomials are fit to the data to obtain
curves shown in the figure. Note the dramatic rise in amplitude in both P and S waves for
blast 1 near 100 km range. Blast 2 distance decay appears to be monotonically decreasing
with distance.
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The unconsolidated sedimentary layer within the Mississippi Embayment has a
variation of 0.6 to 0.8km in thickness (Mostafanejad and Langston, 2016). A large
amplitude, lower frequency surface wave propagating in this layer is observed in the data
(Figure 2.3). The surface wave consists of multiply refracted and reflected P waves
within the ME sediments. The apparent velocity of 1.85 km/s for this wave is a measure
of the average P wave velocity in the sediment. For blast 1, the surface wave is generally
the largest phase on the seismogram, while for the blast 2, the surface wave is less
prominent. This may suggest heterogeneity in sediment structure for the thick ME
sediments.
Pseudo record sections constructed from both blasts (Figure 2.3) show substantial
differences for waves that propagate northward (from blast 1) compared to those that
propagate southward (from blast 2). Distance decay (Figure 2.4) of both P and S waves
between blasts show distinct differences that are hard, at first, to understand; ray paths
through the structure should follow some kind of reciprocity. P and S waves from blast 1
decay quickly from the source to a distance of 100km and then have a dramatic rise in
amplitude between 100 and 150km. Blast 2 waves generally decay monotonically with
distance with the P waves decaying at a much lower rate than those from blast 1. It is
interesting to note that the near-source amplitude for blast 1 appears to be larger than for
blast 2; even though blast 1 was half as large as blast 2. No source correction for source
size was attempted. Nevertheless, if such a correction was applied, blast 2 data should be
reduced by 0.3 units in log10 amplitude since blast 2 was nominally twice as large as
blast 1. However, there should be an effect of the two-borehole setup for blast 2. The
double source will destroy the axisymmetric source assumption and has a frequency-
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dependent radiation pattern which makes the amplitude of blast 2 not just a simple twice
relationship comparing to the amplitude of blast 1 (Langston et al., 2009). A
mathematical description to explain this phenomenon will be given in the discussion
section below.

Figure 2.5. Close up of vertical component data from (a) blast 1 and (b) blast 2. The data
are selected in a more limited azimuthal box (shown at the bottom) to form the profile.
Black lines show the approximate arrival time for the direct and reflected waves. Note
that these data were reduced using a reducing velocity of 8.2 km/s for blast 1 and 6.5
km/s for blast 2, which is the apparent velocity near 140km distance for each blast.
Amplitude of the large secondary arrival suggests a middle crust reflection that has gone
critical with distance. The arrow shows a distance of 140 km from each source where the
arrival has an apparent velocity of 8.2 km/s and 6.5km/s respectively. The S wave data
(not shown) shows similar behavior with speeds of 4.5 km/s and 3.6 km/s apparent
velocity, respectively. The large apparent velocities for blast 1 normally would be
associated with an interaction with the mantle. However, mantle crossover distance is at
about 200 km for the refraction models appropriate for the embayment. Timing suggests
that this presumed reflection is from a middle crust interface. The apparent velocity must
be explained by appealing to a dipping interface.
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The observations show that the distance decay of seismic waves is anisotropic
depending on direction of propagation from the source. Considerable effort was expended
in trying to reconcile these observations by looking at details of the wave propagation
seen in the data, particularly examining wave apparent velocities (Figure 2.5). An
immediate observation was that near 100km distance, blast 1 P waves had apparent
velocities of 8.2km/s and higher but that blast 2 waves had apparent velocities of only
about 6.5km/s. Velocities of 8.2km/s suggest mantle velocities, yet the nominal travel
time curve for the area based on past refraction experiments show velocities of 6.47.4km/s (Catchings, 1999), indicative of propagation in the upper crust and in the
proposed “rift pillow” in the middle to lower crust.
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Figure 2.6. (a) Catchings (1999) model and the inverted 1D model based on a stabilized
Wiechert-Herglotz (W-H) method (Wiechert and Karl, 1902). (b) Theoretical travel time
curves for P waves for the Catchings’ model in the study region. The circles are travel
times picked from all blast 1 and blast 2 data. Also shown is the travel time for the
turning wave in a model constructed using the stabilized W-H technique and the observed
data. Note that the observed times are 0.5 to 1 sec faster relative to the times of the
Catchings’ model.
To summarize the observations, high amplitude P and S waves are observed at
about 140km distance from each source. Apparent velocity for the P wave traveling in
northerly azimuths is 8.2 km/s at 140km and, if interpreted as a post-critical reflection,
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amplitudes appear to get large at about 100km suggesting the occurrence of critical angle
at that distance. P waves traveling south only attain apparent velocities of 6.5 km/s at 140
km with an interpretation of critical angle occurring at 80 km determined from the
increase trend in amplitude.
1D velocity model constructed from first arrivals
P wave travel times for all blast 1 and blast 2 data were picked to develop a 1D
velocity model. Unlike the middle crust-lower crust reflection, which shows quite
different patterns for these two blasts, the direct waves display quite similar arrival times.
A smooth velocity model is constructed using this travel time data based on a stabilized
Wiechert-Herglotz (W-H) method (Wiechert and Karl, 1902). The final model is shown
in Figure 2.6 and the comparison between the theoretical travel times computed from this
model and the observed travel times is also shown. Theoretical travel time curves for P
waves in the Catchings (1999) model are 0.5 to 1 second slower than the observed data
primarily due to the relatively low velocity sediments from sedimentary rift fill in the
upper 4 km in the Reelfoot Rift. The thickness of the sedimentary layer is thinner at the
boundary of the Reelfoot Rift and is not uniform or laterally continuous. There are
several differences between our model and the Catching’s model. First, our profile is
along the center of the Reelfoot Rift while Catching’s profile (Figure 2.1) crosses the
whole Reelfoot Rift diagonally. Second, our resolution is greatest at the middle to lower
crust with no resolution for the reflectivity of the shallow structure. Catching’s model
comes from much denser data and also includes gravity analysis and thus has a more
complementary study for the whole crust. The travel time data do not require low
velocities in our W-H model. This “smooth” 1D velocity model shows a better fit with
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the first arrival explosion data set and even performs well when used on earthquake data
in the discussion section. Although this model cannot be used to study more detailed
wave propagation properties because it is too simple to produce different waves, it is
useful for rough earthquake location or focal mechanism determination, in which only the
first arrival is required.
Inhomogeneous 2D layered model
The apparent velocity difference for reflected waves from the two blasts is
consistent with a dipping middle crust-lower crust interface where the middle crust
thickens to the southwest by approximately 10 km over the profile at the expense of the
lower crust. Ray tracing in such a model shows that travel times for the direct waves are
nearly identical for southerly and northerly propagating P and S waves but that the
apparent velocities for the reflected waves are significantly different. Reflected waves
from the dipping section of the interface are reflected up at a smaller surface incidence
angle consistent with the observation of high apparent velocities. Furthermore, these
reflections are post-critical and will be high-amplitude. Reflected waves propagating
southward encounter the dipping interface from the opposite direction so that reflections
tend to flatten out, decreasing the apparent velocity. Even so, critical angles are reached
at shorter distances because of the flattening of the ray path and reflections will tend to be
high amplitude for greater distances. Experiment shows that the dip of this interface
needs to reach approximately 8 degrees to produce such a discrepancy, which is quite a
large dip.
The travel times of the first arrival direct P wave and the second arrival reflected
wave from the middle crust-lower crust interface are used to get a quantitative 2D image.
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A ray-theory based synthetic seismogram package, SEIS, is used to perform the ray
tracing and amplitude calculation (Červený et al., 2002). The ray tracing method used in
this package is based on zero-order ray-theory amplitudes of high frequency seismic body
waves propagating in inhomogeneous isotropic-layered 2-D structures. Detail of the
theory can be found in Červený et al. (1977). Since the shallow-depth and upper crustal
structure of the NME is highly three-dimensional, we only use the data in a limited
azimuthal box (Figure 2.5) and concentrated on profile AA1 shown in Figure 2.1 in our
2D inversion.
The initial model is constructed by modifying the Catchings model for the crust in
the vicinity of blasts 1 and 2. As we have seen, the P wave traveltimes calculated from
Catchings model are 0.5 to 1 second slower than the data. To reconcile this difference, we
eliminate the low velocity layer above the upper crust. On the one hand, the thickness of
this layer in the Catchings model varies in the Reelfoot Rift, from 0 to 5km. An earlier
study by Hildenbrand et al. (1977) preferred a thin low velocity layer at the center of the
Reelfoot Rift. They found high densities, which suggest high velocities, at shallow depth
near the center of the rift relative to the edges of the rift. On the other hand, travel time of
P waves and the reflected P waves from the middle crust-lower crust interface have little
resolution for the shallow structure and we are more interested in the middle crust-lower
crust interface. After modifying the Catchings’ model, our results show a much better fit
for the first arrivals. Because the Catchings model is constructed using only first arrivals,
when including the travel times of the reflected waves from the middle crust-lower crust
interface, Catchings and our results show some discrepancies. In blast 1 data, for stations
close to the source, the calculated reflected wave from the middle crust arrives earlier
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than in the data while for further distances it arrives later. As we discussed before, a
southwest-dipping interface can reconcile this apparent misfit. An intuitive solution based
on synthetic travel times is that the middle crust is thicker near the source but thinner
away from the source. Blast 2 data can be explained in the same way. By adjusting the
shape of the middle crust-lower crust interface accordingly, the calculated secondary
arrival agrees with the data but there are also some changes for the first arrival travel
time. To find a better quantitative model to describe the data, we develop an inversion
algorithm to invert for both first arrival and reflected arrival travel times based on a
layered model with a curved middle crust-lower crust interface.
The modified Catchings model is used as an initial model in the inversion. In our
model parameterization, velocity above and below each interface can be changed. The
velocity inside each layer is linearly interpolated. The shape of the middle crust interface
is parameterized using several nodes and the interface is interpolated to make sure that
the first and second derivatives are continuous at each node. Six nodes are good enough
to represent the shape of the middle crustal interface based on stability and resolution
tests. The velocity above and below the interface of the upper crust and the middle crust
are constrained to be the same. Because we did not observe clear reflections from the
upper crust-middle crust interface and the fact that our region of interest and highest
resolution is much deeper than that, this constraint is reasonable. The depth of this
interface is set as another variable. The locations of the other interfaces and the velocity
in the near surface sediments are fixed. In summary, we have a total of ten model
parameters, the velocity at the top of
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Figure 2.7. Final model and the comparison between synthetic and observed travel times
for (a) blast 1 and (b) blast 2. Top figure shows the record section with circles showing
the observed direct and mid-crust reflected arrival times. Solid lines are the calculated
direct and reflected travel times from the final model, which is shown in the lower part of
the figure. Corresponding ray paths are also plotted in the final model. The numbers are
the P wave velocities right below or above interfaces in km/s. The model parameters used
in the inversion are marked.
the upper crust (𝑣& ), at the upper crust-middle crust interface (𝑣' ), at the bottom of
middle crust (𝑣( ), the depth of the upper crustal lower (or bottom) interface (l) and the
location of the six nodes (𝑝& − 𝑝+ ) to describe the shape of middle crustal interface
(Figure 2.7). The velocity immediately below the middle crust-lower crust interface is
also fixed because it has little influence on the direct wave and reflected wave travel time.
However, the critical distance of the middle crust-lower crust interface reflected wave
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could be used to constrain this velocity after a model above the interface is acquired and
we will use this method to determine the velocity.
This inversion problem is not linear. A gradient-based iterative method is used to
linearize the problem. The gradient is computed using central differences that has second
order accuracy and can be obtained by calculating two forward modeling for each set of
model parameters. In each iteration, given the initial model 𝒎𝟎 , we can first compute the
synthetic travel time 𝒅𝟎 based on 𝒎𝟎 . Then we compute the derivative of data for each
model parameters to construct the 𝑮 matrix. Based on Taylor’s expansion, we have
𝒅 − 𝒅. = 𝑭(𝒎) − 𝑭(𝒎. ) = 𝛁𝑭|𝒎5 ∙ (𝒎 − 𝒎. ) + 𝒐((𝒎 − 𝒎. )𝟐 ),

(2.1)

where 𝒐 stands for the second and higher order terms, 𝒅 is the data, 𝒎 is the model that
we want to recover and 𝑭 is the forward modeling operator. If we ignore the second and
higher order terms, then
∆𝒅 ≈ 𝑮∆𝒎,

(2.2)

∆𝒅 = 𝒅 − 𝒅. ,

(2.3)

∆𝒎 = 𝒎 − 𝒎. ,

(2.4)

𝑭(𝒎. + ∆𝒎) − 𝑭(𝒎. − ∆𝒎)
.
𝟐∆𝒎

(2.5)

where

and
𝑮 = 𝜵𝑭|𝒎5 ≈

Figure 2.8 shows the sensitivity kernel 𝑮 of each model parameter for blast 2. For
the direct wave, the traveltime is mainly sensitive to the velocity at each interface. That’s
the reason why we can use the direct wave traveltime data for both blasts to invert for a
1D velocity model even if the 2D structure is complex. The shape of the middle crust
interface has little influence on the direct wave travel time data. For the reflected wave,
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the travel time is not only sensitive to the velocity at the interface, but also has some
resolution on the shape of the interface, especially for the middle three nodes. From the
sensitively kernel, we can conclude that the middle crust interface reflection is needed in
order to better model the interface geometry.
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Figure 2.8. Initial model sensitivity kernel 𝑮 for (a) direct wave and (b) middle crustlower crust interface reflected wave of blast 2. The kernel is plotted for different
parameters and different stations. The abscissa is the epicentral distance for each station.
The ordinate is the sensitivity kernel or the derivative of travel time with respect to each
model parameter. Each kernel point is the travel time derivative of one parameter at one
station. For example, the kernel point shown in the circle in (a) stands for the travel time
derivative of the model parameter v1 at the station with epicentral distance 80km.
Different colors and markers are used to plot for different model parameters. The marker
and its corresponding model parameter are shown in the legend. The meaning of each
parameter is marked in Figure 2.7.
Because we have more data values than model parameters, this problem is overdetermined and can be solved by using the least-squares method. The least-squares
solution is
∆𝒎 = (𝑮𝑻 𝑮)D𝟏 𝑮𝑻 ∆𝒅.

(2.6)

This process is done iteratively and after each iteration we can get an updated model by
equation (2.4). If the initial model is close to the true model, the inversion converges to
the true model after several iterations. With the modified Catchings model as the starting
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model, after an iteration, the synthetic travel time is already close to the data and after
three iterations, the results converge with the misfit between the data and the synthetic
staying at a very low level (Figure 2.9). Although there are still some model updates after
three iterations, the misfit stays almost the same. This is an over-determined inversion
problem so the data cannot be fit perfectly. However, based on inversion runs with
synthetic data and the similar behavior of the real data with the algorithm, the inversion is
stable and converges to a minimum in the model space.
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Figure 2.9. (a) L2-norm length of the model update ∆𝒎 in each iteration and (b) the L2norm misfit between the data and synthetic for each iteration. The misfit at iteration 0 is
the misfit from the initial model.
After inversion, we obtain a model that faithfully reproduces the observed arrival
times of the direct and reflected waves. Because wave amplitude may be influenced by
many other factors and the data show much more scatter in amplitude compared to travel
times, we do not consider amplitude in our inversion. However, after we obtained the
final model, we also calculated and compared the amplitude between the synthetic and
real data (Figure 2.10). The observed amplitude data looks very scattered and may be
influenced by a variable shallow sedimentary velocity structure. The synthetic

23

(a)

(b)
4

2.8
Blast 1 Data
Blast 1 Synthetic
Blast 2 Data
Blast 2 Synthetic

2.6

Blast 1 Data
Blast 1 Synthetic
Blast 2 Data
Blast 2 Synthetic

3.5

(Amplitude)

3

10

2.2

2

lo g

log10(Amplitude)

2.4

2.5

1.8
2
1.6

1.4
1.2

1.3

1.4

1.5

1.6

1.7
1.8
1.9
log10(Distance) (km)

2

2.1

1.5
1.2

2.2

(a)

1.3

1.4

1.5

1.6

1.7
1.8
1.9
lo g 10 (Distance) (km)

2

2.1

2.2

(b)

Figure 2.10. The comparison between the picked and synthetic wave amplitude data for
(a) vertical P waves and (b) radial S waves for both blasts. The observed amplitudes are
picked in a way described in the caption of Figure 2.4. Amplitude data are constrained in
a more limit azimuthal box (Figure 2.5) thus we have fewer data points compared with
Figure 2.4. Near source stations are discarded to avoid the amplitude influence due to the
two-borehole setup for blast 2. The synthetic amplitudes are calculated by the package
SEIS (Červený et al., 2002). Synthetic amplitudes are scaled to give the minimum misfit
between the synthetic and observed data while using the constraint that the amplitudes of
the blast 2 is twice the amplitude of the blast 1. The S-wave velocity model is constructed
by using a Vp/Vs ratio of 3 in the sediment and 1.73 for the deeper model.
amplitude variations are much smoother with distance and basically show the same
pattern as the observed amplitudes. By adjusting the velocity below the middle crust
interface to 7.3km/s, the amplitude of the reflection phase reaches a local maximum at
around 120km distance for blast 1 as seen in the data. This is set as our final model and it
is plotted in Figure 2.7. The observed amplitude data for blast 2 generally decays
monotonically with distance. But when we look at the synthetic data, it actually reaches a
local maximum after critical reflection at around 80km, which is closer than the local
maximum distance of blast 1.
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Discussion
Validation using earthquake data
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Figure 2.11. Record section for the Feb 23, 2013 M3.7 earthquake. The earthquake
epicenter and the stations used are shown in Figure 2.1. The focal depth of this
earthquake is 14km. Predicted direct P waves and reflected P waves from the middle
crust-lower crust interface are shown with the black lines. The arrows indicate possible
reflected phases. Data are filtered between 0.1 to 10Hz.
Our previous analysis and results are all based on the explosion dataset. To test
whether our model is also good for earthquake data, we choose an earthquake that
happened in our study region and form a record section near the A-A1 profile of Figure
2.1. Earthquake data come from the Transportable Array (TA) and Cooperative New
Madrid Seismic Network (CNMSN) array (Figure 2.1). At first glance the earthquake
record section does not show very clear secondary arrivals. The theoretical travel time of
P waves and middle crustal interface reflection waves computed from our final model are
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also plotted on the record section (Figure 2.11). The direct P wave travel times are well
fit. Near the predicted travel time for the reflected wave, we do see a distinct arrival at
some stations. Whether these phases come from the middle crustal interface reflection
needs more study. But this model is helpful in predicting the first arrival time and also
helps identify other possible phases.
The middle crustal interface reflection is clear in the explosion dataset. However,
when we look at earthquake data near our study area, the reflection is hardly observable.
The station distribution is much sparser compared with stations that recorded the
explosion data, which makes it more difficult to identify a coherent signal. Also, our
study region is along the Cottonwood Grove/Axial Fault (CG/AF), which is a right lateral
strike slip fault. For most of the earthquakes occurring here, the profile is in the same
direction of one of the nodal planes so the P wave amplitude can be very small. In
addition, the earthquake source is not located at the surface so that the arrival time of the
reflected phase is closer to the arrival time of the direct wave before critical distance.
Waveforms are also affected by the complex reverberations generated by the thick
sedimentary layers. After critical distance, the reflection could be better observed because
of its relatively large amplitude but at these distances it’s difficult to use relative travel
time to estimate the shape of middle crustal interface because the large offset reduces
sensitivity for the position of the reflection interface.
To see the effects of focal mechanism and focal depth on identifying the
reflection phases, we compute synthetic seismograms using a simple three-layer model,
including the sedimentary layer, upper crust and lower crust. Frequency-wavenumber
integration method (Zhu and Rivera, 2002) is used to calculate synthetic seismograms.
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Three synthetic seismograms are calculated for an explosion source on the earth surface,
earthquake source on the earth surface and earthquake source at 15km depth (Figure
2.12). A vertical strike slip focal mechanism is used and the locations of the stations are

Figure 2.12. Synthetic test showing the influence of focal mechanism and focal depth on
the identification of reflected phase. (a) The simple velocity model used for computing
synthetic seismograms. Synthetic seismograms are shown in (b) for an explosion source
at the earth’s surface, (c) an earthquake source at the earth’s surface and (d) an
earthquake source at 15km depth. Theoretical arrival time for the P wave, S wave and the
reflected P wave from the middle crustal interface (Prefl) are shown using the dashed
line. S waves are seen in the explosion simulation and noticing the increasing of the
reflected wave amplitude and reversal of polarity after critical distance (indicated by the
arrow near the distance axis).
along one of the nodal planes to simulate the situation in our study. Compared to the
explosion source, the earthquake source synthetics have a much smaller P wave
amplitude because the stations are on one of the nodal planes. As the source goes deeper,
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the reflected wave arrives earlier and is closer to the direct wave. Both effects make it
difficult to identify the reflection wave. However, the S wave is at the maximum
radiation pattern at this azimuth so the earthquake data of this profile may be good to
study the S wave velocity structure.
Simulation using the CUSVM
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Figure 2.13. P wave velocity profile A-A1 from the Central United States Velocity Model
(Ramírez‐Guzmán et al., 2012). The profile A-A1 is shown in Figure 2.1. The middle
crustal interface is shown and only has a structural relief of about 2km. The locations of
the two blasts are also shown with star symbols. The velocities right above and below
each interface are indicated on the right.
The ESEE data are also used to validate the Central U.S. Velocity Model
(CUSVM) (Ramírez‐Guzmán et al., 2012). To this end, we use the forward simulation
parallel code Hercules (Tu et al., 2006; Taborda et al., 2010), along with the CUSVM as
the input model. Hercules has been successfully used in various types of earthquake

28

Figure 2.14. Simulation results using the CUSVM for (a) blast 1 and (b) blast 2. The top
figure is the record section for all the stations and the bottom figure is a shorter time
period record section with corresponding reducing velocity shown on the bottom. The
circles are the picked first arrival from the explosion data. The simulation is up to 0.5 Hz.
Notice that the surface wave is observed while the S wave and reflected wave from
middle crust-lower crust interface is not generated in this simulation.
ground motion simulations (e.g., Bielak et al., 2010; Taborda et al., 2016), including
simulations for the NMSZ region (e.g., Ramirez-Guzman et al., 2015). The code
implements an octree-based, finite-element approach to solve wave propagation problems
in highly heterogeneous media, using an explicit time-stepping scheme. It represents
earthquake sources kinematically and introduces the effects of intrinsic attenuation using
a frequency-independent approach (Bielak et al., 2011). The 2D profile AA’ in CUSVM
does not very significantly show topography changes for the middle crustal interface and
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only has about 2km variation (Figure 2.13). From the simulation results, the first arrival
time is well predicted but we do not observe clear secondary arrivals (Figure 2.14). As
we discussed before, the CUSVM summarizes and synthesizes previous studies into a
combined model. These studies mainly use the first arrival so when using them to predict
the whole wave field, they may miss a number of wave propagation effects. This suggests
that to better study local wave propagation, an study of the whole wave field is needed
rather than a model based only on the first arrival.
Radiation pattern for two simultaneous borehole explosions
Although blast 2 was twice the size of blast 1, it is surprising to see that the P
wave amplitude of the blast 2 is smaller than blast 1 for the near source stations. Since
blast 2 was nominally twice as large as blast 1, the blast 2 data should be 0.3 units in
log10 amplitude larger than the blast 1 data. The S wave amplitudes of both blasts
basically show the same relationship. The anomaly in the P wave amplitude suggests that
there is a significant source radiation pattern effect for blast 2. The horizontal radiation
pattern due to the interference of two axisymmetric sources can be estimated with a
simple calculation. Assuming equal sized borehole sources, the displacement, 𝑢(𝑡), for a
particular seismic wave is given by
𝑢(𝑡) = 𝑠& (𝑡 − 𝑝𝑟& ) + 𝑠' (𝑡 − 𝑝𝑟' ),

(2.7)

where 𝑡 is the time from the beginning of the blast, 𝑠L is the excited wave due to each
source, 𝑟L is the distance from the source point to a receiver and 𝑝 is the wave horizontal
slowness (inverse horizontal phase velocity) of the seismic wave under consideration.
Note, that we are assuming that the Green’s function does not appreciably change for the
particular wave from each source if the sources are close together relative to the receiver
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Figure 2.15. Polar plot showing the expected radiation pattern amplitude for the doubleborehole explosion of blast 2 for a 5 Hz P wave with a horizontal phase velocity 300m/s.
The approximate azimuth of the profile (AA1) is shown with the arrow.
position. Fourier transforming equation (2.7) and factoring out the phase of the reference
borehole (borehole number 1) gives
𝑢M(𝜔) = 𝑠̂ (𝜔)𝑒 DLQRST U1 + 𝑒 DLQR(SV DST ) W,

(2.8)

𝜔 is angular frequency, and then the source radiation pattern is defined as
𝑅(𝜃, 𝜔, 𝑝) = 1 + 𝑒 DLQR(SV DST ) .

(2.9)

The borehole explosions were 25m apart with the northern borehole (#2) being 25
degrees azimuth from borehole #1. Also, assuming the far-field approximation where
there is no change in the Green’s function for stations far from the source and rays are
parallel from borehole #1 and borehole #2, the differential distance is given by
𝑟' − 𝑟& = Δ𝑟 = −0.025 cos(𝜃 − 25° ) ,

(2.10)

where 𝜃 is azimuth from north. Assuming a very low P wave velocity in the material
between boreholes of 300m/s and a wave frequency of 5 Hz gives a radiation pattern
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shown in the Figure 2.15. The red arrow gives the approximate azimuth for the profiles.
The radiation pattern shows that the strength of the source could be as low as 25% of the
maximum. This would give the observed factor of two seen in the data between the
Marked Tree and Mooring explosions.
The “rift pillow” model
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Figure 2.16. Map of Bouguer gravity anomalies (Bonvalot et al., 2012), the outline of the
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rift pillow thickness contours compiled from various source by Hildenbrand (1985). The
the arrow points to an ellipse indicating the location of the dipping interface inferred from
the explosion data. It occurs in the area where the rift pillow is inferred to thin
dramatically.
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The “rift pillow” model explains the general behavior of the amplitude, time, and
apparent velocity from the two blasts and also for earthquake data. It is remarkable that
there are such big differences in the wave propagation simply by reversing the azimuth of
the wave propagation. These results imply that it may be misleading to use models of
plane-layered structure to explain the waveform data, particularly if sparse data sets are
only available. Although the data yield well-determined systematics in distance
attenuation for P and S wavetrains, a detailed analysis of geometrical spreading effects,
anelasticity and wave propagation mechanism require use of 2D and 3D wave
propagation codes to decipher the signals. The usual heuristic explanations of a simple
attenuating P and S wave with distance is inadequate to the task since there is clearly
more than one phase involved in the wave propagation as a function of distance.
Amplitude will depend on details of the velocity structure since a variety of direct,
turning and reflected waves are involved, all interacting with heterogeneous structure.
Finally, it is interesting to note that the dipping structure discovered in the explosion data
is reasonably consistent with large inferred changes in the thickness of the “rift pillow”
compiled by Hildenbrand (1985) (Figure 2.16). The explosion data recorded by the
permanent network show that it is possible to infer structure through a careful analysis of
the waveforms. These data also suggest that controlled experiments may offer the best
chance of learning about the first order effects of heterogeneous velocity structure on
distance attenuation of seismic waves.
Conclusion
We have used data from two blast sources associated with the Embayment
Seismic Excitation Experiment to study local wave propagation and to invert for a 2D
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inhomogeneous crustal velocity model near the New Madrid Seismic Zone along the
Reelfoot Rift. Record sections show interesting travel time and amplitude features which
are initially hard to understand when only considering a homogeneous layered model
since amplitude data for the two blasts display quite different patterns. Waves traveling
north compared to waves traveling south show very different apparent velocities at
extended offsets that suggest reflection from a southwest dipping middle crust-lower
crustal interface. The travel time of both direct and reflected waves are used to model the
depth and shape of the interface with an iterative least-squares inversion algorithm. The
final inversion model not only reproduces the travel time data but also generates very
similar amplitude patterns as observed. The result reveals that there is a significant
southwest dip to the top of the middle crust-lower crustal interface in the vicinity of the
NMSZ. The middle crust in the south is more than 12km thicker than in the north. Our
inversion result is consistent with previously inferred changes in the thickness of the “rift
pillow” model. This study corroborates the existence of such anomalous crustal feature in
the NMSZ. We observed clear reflected phases in the explosion data. However, it was
quite difficult to find similar phases in natural earthquake data in the same study area.
Direct and reflected wave travel time tomography has very little resolution for deeper
crustal structure although it was successful in constraining the geometry of the middle
crust. This study also suggests that controlled experiments may offer the best way to
learn about the first order effects of heterogeneous velocity structure on the distance
attenuation of seismic waves.
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Data and Resources
Seismograms used in this study were collected from Embayment Seismic
Excitation Experiment and from Transportable Array and Cooperative New Madrid
Seismic Network Array. The explosion and earthquake waveform data are available from
IRIS (http://www.iris.edu, last accessed on June 2018). The frequency–wavenumber
synthetic code is downloaded from http://www.eas.slu.edu/People/LZhu/home.html (last
accessed on January 2019).
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Chapter 3 Processing Seismic Ambient Noise Data with the Continuous Wavelet
Transform to Obtain Reliable Empirical Green’s Functions
Introduction
Cross-correlations of diffuse wave fields, such as from ambient noise or scattered
coda waves, can be used to estimate the medium Green’s function termed the empirical
Green’s function (EGF) between a pair of stations (e.g. Shapiro et al. 2005; Sabra et al.
2005; Wapenaar & Fokkema 2006). This method has been widely applied to data
collected in different regions over the past 15 years to extract surface waves (Ritzwoller
et al. 2002; Liang & Langston 2008; Nishida et al. 2009; Shapiro et al. 2005; Nakata et
al. 2019) and body waves (Nakata et al. 2015; Lin et al. 2013; Lin & Tsai 2013). Densely
deployed networks have provided an opportunity for high-resolution surface wave
tomography (e.g. Yao et al. 2006; Lin et al. 2008; Bensen et al. 2008) and full waveform
inversion (e.g. Gao & Shen 2014; Emry et al. 2018). In spite of these applications, there
have been fewer efforts (Seydoux et al. 2017; Gallot et al. 2012; Moreau et al. 2017) to
develop improved ambient noise data processing procedures in order to acquire more
reliable and higher signal-to-noise ratio (SNR) EGFs. Bensen et al. (2007) summarized
and compared different procedures on the use of seismic records to obtain surface wave
dispersion measurements and their suggestions are still the main procedures that are
generally used today to process ambient noise data.
Ground motion produced by earthquakes and other sources, such as nonstationary noise sources near a station or weather storm signals, will be recorded on the
seismogram and are often considered as “useful signals” that contain important
information about the seismic source and underground structure. However, in ambient
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noise tomography, these non-uniformly distributed signals destroy the diffuse wave field
assumption and influence the accuracy of velocity tomography (Tsai 2009; Weaver et al.
2009; Yao & Van Der Hilst 2009; Curtis & Halliday 2010). These non-stationary signals
are sources of “noise” for correlation processing. One of the most important steps in
correlation processing is to remove these unwanted signals to restore the assumption of a
diffuse wavefield by energy equipartitioning. Large amplitude signals at zero-delay time
in the cross-correlation are also minimized since these signals may obscure the surface
wave arrivals within the microseisms. In Bensen et al. (2007), this step is called “timedomain normalization” or “temporal normalization”. This process balances the amplitude
of ambient noise relative to the amplitude of unwanted signals. Here, signal and noise are
related to what is being studied and depend on whether removing signal or noise is useful
for a particular purpose. To avoid confusion, based on the common way of naming
ambient noise, we call the removal of earthquakes and other non-stationary noise source
signals as designaling although the mathematics of doing so is the same as denoising.
Bensen et al. (2007) summarized different methods for identifying and removing
earthquakes and other contaminants from the original recordings. These include 1-bit
normalization, running absolute mean normalization and water level normalization that
all suppress the contaminating signals. However, amplitude information is not fully
retained in the cross-correlation because of the inherent amplitude down-weighting
process in these methods. Amplitude is of fundamental importance for body wave
anelastic attenuation estimation (Lin et al. 2011; Prieto et al. 2011) and basement
resonance estimation based on the horizontal to vertical amplitude ratio (H/V ratio) of
surface waves (Langston et al. 2009). Bensen et al. (2007) also suggested using running
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absolute mean normalization as the best practice to process the ambient noise data. In the
rest of this paper, we will call this method “time domain normalization” and it will be
used as the benchmark method for comparison.
Removing transient signals while not touching the ambient noise itself is a crucial
requirement for successful ambient noise data processing. We propose a method based on
the Continuous Wavelet Transform (CWT) for dealing with this problem. The CWT has
been widely used to for seismic analysis and denoising purposes (Pazos et al. 2003; Chik
et al. 2009; To et al. 2009; Ansari et al. 2010; Beenamol et al. 2012; Mousavi & Langston
2016; Mousavi et al. 2016). Compared with other denoising methods, using the CWT to
achieve denoising has many natural translation-invariant and time-frequency properties
such as reducing pseudo-Gibbs artifacts in the denoised signal (Elad & Aharon, 2006). In
ambient noise data, the noise record usually dominates the time series with earthquakes
or other transient signals contaminating only a small portion of the whole record. The
statistical properties of the ambient noise can be estimated based on a segment of the
noise record and time-frequency CWT analysis allows us to navigate the rest of data and
remove the unwanted signals. The CWT provides one of the best choices for ambient
noise designaling. Unlike its normal purpose for removing noise, we use this method in a
reverse manner to take the signal out and keep the background ambient noise.
The motivation of this paper is to introduce a designaling procedure based on the
CWT and apply it to ambient noise data processing. We also use essentially the same
method to remove noise in the final stacked cross-correlograms. Details of the
designaling and denoising methods will be given and then explored using a synthetic data
example. Next, we use our new ambient noise processing flow to process data collected
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from EarthScope’s USArray Transportable Array within the northern Mississippi
embayment. The New Madrid Seismic Zone (NMSZ) lies inside of the Mississippi
embayment and is the most active intraplate natural earthquake source zone in North
America (Hildenbrand, 1985; Cox et al., 2001; Tuttle et al., 2002; Thomas, 2006; Van
Arsdale et al., 2007; Powell et al., 2010; Dunn et al., 2013; Van Arsdale and Cupples,
2013; Nyamwandha et al., 2016; Liu et al. 2018a; Yang & Langston, 2019). The
abundance of seismic events and other transient signals in the NMSZ is used to test the
efficiency and robustness of our method for computing EGFs for ambient noise
tomography. We then compare the resulting EGFs and their dispersion curves obtained
from our method and Bensen’s method.
CWT Denoising and Designaling
The CWT (Daubechies 1992) creates time-frequency representations of
continuous and discrete time series. This mathematical transformation decomposes a
signal into self-similar, complex wavelets of differing time scales as a function of time.
The power spectrum of component scales provides a time-frequency representation of the
original signal where “frequency” is proportional to inverse scale. From this point of
view, it provides better time resolution compared to the short time Fourier transform
(Tary et al. 2014). Assuming we have a time series 𝑠(𝑡), for a given mother wavelet
𝜓(𝑡), the CWT of time series 𝑠(𝑡) at scale 𝑎 (𝑎 > 0) and time shift 𝜏 can be expressed as
(Daubechies 1992)
ij

𝑊𝑠(𝑎, 𝜏) = g

𝑠(𝑡)𝑎D&/' 𝜓 ∗ l

Dj

𝑡−𝜏
m 𝑑𝑡,
𝑎

(3.1)

where the ∗ indicates the complex conjugate and 𝑊𝑠(𝑎, 𝜏) is the wavelet coefficient
representation of the signal 𝑠(𝑡) at scale 𝑎 and time shift 𝜏. The Fourier transform of the
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mother wavelet 𝜓(𝑡) should satisfy the admissibility condition (Daubechies 1992; Farge
1992)
ij

0 < 𝐶q = g

'
|𝜔|D& r𝜓s(𝜔)r 𝑑𝜔 < ∞,

(3.2)

Dj

in which 𝜓s(𝜔) is the Fourier transform of the mother wavelet 𝜓(𝑡) and 𝐶q is called the
wavelet admissibility constant. Such a wavelet is called an admissible wavelet. An
admissible wavelet also implies that 𝜓s(0) = 0 so that the integration over time must be
zero (Daubechies 1992). To recover the original signal from the CWT representations,
the inverse CWT can be expressed as
1 j ij 1
𝑡 − 𝜏 𝑑𝑎𝑑𝜏
𝑠(𝑡) =
g g
𝑊𝑠(𝑎, 𝜏) 𝜓 l
m ' .
𝐶q . Dj √𝑎
𝑎
𝑎

(3.3)

The CWT of a discrete time series can be expressed in the similar way by
replacing integration with summation (Torrence & Compo 1998) and different fast
algorithms have been developed to make it computationally affordable (Rioul &
Duhamel 1992). In another mathematical view of equation (3.1), the CWT can be
considered as a cross-correlation of the target time series 𝑠(𝑡) with different wavelets that
are stretched or compressed and shifted versions of the selected mother wavelet 𝜓(𝑡).
Because of this cross-correlation property, the CWT can be calculated using the fast
Fourier transform (FFT) (Daubechies 1992). The CWT scalogram 𝑊𝑠(𝑎, 𝜏) for the time
series 𝑠(𝑡) is the time-frequency decomposition of the original signal, with scale, 𝑎, being
analogous to wave period (inverse frequency) and 𝜏 representing time lag.
Designaling and denoising via soft thresholding
Langston & Mousavi (2019) discussed an efficient method based on the CWT to
denoise or designal a time series using the statistical estimation of the noise. In this study,
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they implement the soft thresholding method in the ambient noise data processing flow.
The size of datasets used for ambient noise tomography is usually very large. Thus,
processing ambient noise data requires an algorithm that is not time-consuming and
works efficiently. Soft thresholding (Weaver et al., 1991) can remove noise efficiently
compared to computationally intensive block thresholding algorithms on the wavelet
scale-time plane (Mousavi & Langston, 2016).
In order to apply CWT soft thresholding denoising, the original time series 𝑠(𝑡) is
first transformed into the CWT time-frequency domain to get the CWT scalogram
𝑊𝑠(𝑎, 𝜏). The noise level 𝛽(𝑎) for a specific scale is estimated and the CWT coefficients
for this scale are modified by the non-linear soft thresholding given by
w 𝑠(𝑎, 𝜏) = x𝑠𝑖𝑔𝑛[𝑊𝑠(𝑎, 𝜏)](‖𝑊𝑠(𝑎, 𝜏)‖ − 𝛽(𝑎)) 𝑖𝑓 ‖𝑊𝑠(𝑎, 𝜏)‖ ≥ 𝛽(a),
𝑊
0
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.4)

where
𝑠𝑖𝑔𝑛[𝑊𝑠(𝑎, 𝜏)] =

𝑊𝑠(𝑎, 𝜏)
,
‖𝑊𝑠(𝑎, 𝜏)‖

(3.5)

w 𝑠(𝑎, 𝜏) is the CWT scalogram after denoising for scale 𝑎 and ‖∙‖ stands for the
𝑊
modulus of the complex spectrum in the CWT domain. The threshold function 𝛽(𝑎) is
scale-dependent and is determined based on the statistics of the absolute value of the
noise for each scale 𝑎. If a wavelet coefficient in the CWT scalogram is less than 𝛽(𝑎), it
is considered noise and is removed by setting it to zero. Otherwise, the coefficient
contains both noise and signal, and the predefined noise is subtracted from the original
spectrum. This criterion is applied to data at each scale in the CWT scalogram.
Ambient noise dominates the ground motion at most seismic stations since
earthquakes and other signals only make up a small proportion of the whole record. The
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noise level 𝛽(𝑎) can be estimated with a predetermined time segment that contains only
ambient noise. Many signal processing procedures start from an assumption of Gaussian
noise. In this case the threshold function can be computed using the mean and standard
deviation of the CWT scalogram for power at scale 𝑎 within the selected time segment:
𝛽(𝑎) = 𝑚𝑒𝑎𝑛(‖𝑊𝑠(𝑎, 𝜏)‖) + 𝑁𝑠𝑡𝑑(‖𝑊𝑠(𝑎, 𝜏)‖),

(3.6)

ˆ'
1
𝑚𝑒𝑎𝑛(‖𝑊𝑠(𝑎, 𝜏)‖) =
g ‖𝑊𝑠(𝑎, 𝜏)‖ 𝑑𝜏,
𝑇' − 𝑇& ˆ&

(3.7)

where

𝑠𝑡𝑑(‖𝑊𝑠(𝑎, 𝜏)‖) = [

ˆ'
&
(3.8)
1
g (‖𝑊𝑠(𝑎, 𝜏)‖ − 𝑚𝑒𝑎𝑛(‖𝑊𝑠(𝑎, 𝜏)‖))' 𝑑𝜏]' ,
𝑇' − 𝑇& ˆ&

and 𝑁 is a parameter that controls the threshold noise level. The time limits 𝑇& and 𝑇'
represent the start and end time of the selected time segment.
There are different criteria for choosing the threshold coefficient, 𝑁, in equation
(6). Choosing 𝑁 = 3 will yield the signal at the 99.7% confidence level (Starck et al.,
2010) if the CWT coefficients of the noise follow a normal distribution but,
unfortunately, the assumption that the CWT coefficients follow a Gaussian distribution is
rarely seen in seismic noise data (Langston & Mousavi, 2019). The distribution for real
ambient noise is usually unpredictable. However, we can estimate a data-driven noise
level by taking the approach of empirically estimating the cumulative distribution of
noise and then calculating the 99% confidence value for the distribution. To calculate the
empirical cumulative distribution function (ECDF), we order the N sampled noise values
and then assign a probability jump of 1/N when a value is attained, starting with the
smallest value. Thus, the threshold function becomes:
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𝛽(𝑎) = ECDF D& (𝑃 = 0.99),

(3.9)

where ECDF-1 is the inverse of the cumulative distribution function or the quantile
function.

Figure 3.1. The comparison of threshold level estimation methods based on normal
distribution and empirical probability density function (PDF). The data used for this plot
is indicated in Figure 3.3. The threshold value is estimated with different data length of
500s, 1000s and 1500s. Thick dashed lines show the estimated PDF based on normal
distribution and the corresponding vertical dashed line indicates the determined threshold
level. The black line is the empirical PDF with 1500s data length. For simplicity, the
empirical PDFs of 1000s and 500s are not plotted. The vertical solid lines plot the
calculated threshold level by determining the 99% confidence value of the empirical
PDF. Both methods give similar results and the estimated noise levels based on ECDF
method from different data length show less variation.
In Figure 3.1, we compare the threshold functions assuming Gaussian statistics in
equation (3.6) and non-Gaussian statistics in equation (3.9) with different lengths of data.
The distribution of the empirical probability distribution function of the real noise is quite
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different compared to a Gaussian distribution. Although the estimated threshold for both
methods give similar results, an assumption of Gaussian noise gives higher variability. It
suggests that the ECDF method would lead to a more stable estimate of the threshold and
thus we use the ECDF method to estimate the noise level in our processing.
Designaling reverses the denoising process. This procedure is applied in our
ambient noise processing to remove earthquakes and other transient signals. For the soft
thresholding case, signal is removed by using
( )
)‖
w 𝑠(𝑎, 𝜏) = Ž𝑠𝑖𝑔𝑛[𝑊𝑠 𝑎, 𝜏 ]𝛽(a) 𝑖𝑓 ‖𝑊𝑠(𝑎, 𝜏 ≥ 𝛽(𝑎).
𝑊
𝑊𝑠(𝑎, 𝜏)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.10)

At each scale, if the CWT scalogram is less than the estimated noise level, we consider it
as the noise and keep the original coefficients. Otherwise, we consider it as the signal and
remove it by setting the coefficient to the noise level.
Using the soft thresholding method to remove noise or signal based on the ECDF
is straightforward and efficient. After applying equation (3.4) for denoising or equation
(3.10) for designaling, we get a new CWT scalogram for the denoised or designaled data
for the next processing step by doing the inverse CWT from equation (3.3).
Data and Data Processing Flow
Data preprocessing
We use data from 55 broadband seismic stations of EarthScope’s USArray
Transportable Array (TA) recorded during July 2012, within and around the northern
Mississippi embayment (Figure 3.2) to demonstrate our ambient noise data processing
flow. Velocity models for this area are developed using full waveform tomography of the
EGFs extracted from all temporary and permanent stations. The crustal and upper mantle

49

structures underneath the northern Mississippi embayment are investigated. These models
will be the subject of future reports.
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Figure 3.2. The distribution of the seismic stations used in this study (filled triangles).
Continuously seismic recordings during July 2012 from a subset of the USArray
Transportable Array stations in and around the northern Mississippi embayment are our
benchmark test dataset. Major geological features include the Reelfoot Graben (RG),
Rough Creek Graben (RCG) and Missouri batholith (between two dashed lines). The
boundary of the Mississippi embayment is shown by the red lines. The locations of the
three large earthquakes that occurred in 1811 and 1812 are shown as the red stars
(Johnston & Schwieg, 1996). Several specific stations used as examples in the rest of this
article are annotated.
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In order to compare the robustness of our method, we compare cross-correlations
and dispersion curves with those computed based on time domain normalization (TDN).
The “MSNoise” software (Lecocq et al., 2014) is a python package that is used to
implement the TDN method.
We first download daily vertical component waveform data for each station
through the IRIS (www.iris.edu) FDSN web service and work with the seismograms in
SAC format by removing the instrument response, removing the mean and trend,
applying a bandpass filter from 0.02Hz to 1Hz and downsampling the sampling rate from
40Hz to 5Hz. The reason why we choose the passband 0.02-1Hz is that previous studies
(e.g. Liang et al., 2008; Langston et al., 2009; Liu et al., 2018a; Liu et al. 2019; Yang &
Langston, 2019) observed prominent surface wave arrivals in this frequency band.
Downsampling the sampling rate to 5 Hz not only reduces the storage but also reduces
the computation time of the cross-correlations. Small events are usually in higher
frequency bands and are filtered out during the downsampling.
CWT ambient noise data processing flow
The temporal normalization step is replaced by the designaling method described
above. After single station data preparation, the CWT designaling method is applied on
each day of data, followed by spectral whitening to provide spectrum-balancing. A 5%
taper is applied at the beginning and end of each data segment to avoid artifacts during
cross-correlation. Each pair of stations is then cross-correlated and all one-day crosscorrelograms for the month are stacked to increase the SNR.
We need to find a segment of the data that only contains noise in order to estimate
the noise statistics for each day. This is realized by the following simple algorithm. We
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first divide the time series into 48 half hour segments for each day’s data. The maximum
absolute value in each segment is determined and the segment with the minimum
absolute value is chosen to estimate noise statistics. There is no guarantee that
earthquakes or other signals will not appear within the selected segment, but this method
provides a fast and accurate way to find the estimate. The time duration for each segment
could be shorter when teleseismic events occur more frequently but each segment still
needs to be long enough to make a robust estimate. The test in Figure 3.1 shows that the
noise levels can be estimated accurately with data time series as short as 500 seconds.
Besides removing the signal, soft thresholding can also be used to remove the
remaining noise in the final stacked EGFs to increase the SNR (equation 3.4). This step is
applied to deliver the final EGFs.
Our new ambient noise data processing flow can be summarized into the
following steps:
Step 1: Pre-processing: prepare waveform data for each station individually,
which includes cutting the data into intervals of one-day, removing the instrument
response, removing the mean and trend, applying a bandpass filter and resampling the
data to a 5Hz sampling rate.
Step 2: Designal: for each one-day time series for a station, apply the CWT soft
thresholding designaling method to remove earthquakes and other transients.
Step 3: Spectral whitening, cross-correlation and stack: applying spectral
whitening for each one-day time series for a station to provide broader-band, spectrumbalanced data. Calculate the cross-correlation for each possible day and station pair.
Stack the desired number of day-correlations for each station.
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Step 4: Applying the CWT soft thresholding denoising method to remove
remaining noise in each of the stacked cross-correlograms.
After step 4, we get the final EGFs for a pair of stations, which can then be used
to measure group and phase velocity (Liu et al., 2018a) or to do full waveform
tomography (Yang & Langston, 2019) to determine earth structure. The amplitude of
EGFs could be changed with the spectrum whitening process in step 3. One may skip this
step to better retain the amplitude information.
Results
We first apply the designaling algorithm to synthetic seismic data constructed
from real data. The entire designaling procedure can be better examined and compared
with the known noise input signal. Next, the processing flow will be applied to our subset
of the TA array data and compared with results from using TDN.
In our implementation of the CWT, we use the Morlet wavelet as the mother
wavelet 𝜓(𝑡) in equation (3.1) and (3.3) with 16 voices per octave. The designaling
method is not sensitive to the number of the decomposition levels and smaller scale
numbers will speed up processing (Mousavi and Langston, 2016). Using 16 voices per
octave in the processing is large enough for resolution while retaining efficiency.
Choosing the right mother wavelet is also a difficult task. Different target problems
require different optimal wavelets. We tried a number of different mother wavelets and
by comparing the RMS error between the input noise and the final designaled results
from the synthetic test, we achieve the least misfit using the Morlet wavelet. Therefore,
we will use the Morlet wavelet in our data processing.
Synthetic Data
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Figure 3.3. Designaling synthetic test based on recorded ambient noise and earthquake
data. (a) 3000s ambient noise data from station U41A. (b) The July 25, 2012, teleseismic
earthquake recorded by station U41A. The data are denoised with the CWT soft
thresholding denoising algorithm and a 1Hz low-pass filter is applied after denoising.
Data before the first arrival and after 1400 seconds are tapered. (c) Synthetic data
constructed by summing ambient noise data in (a) and seismic event data in (b). (d) The
modulus of the complex CWT scalogram of synthetic data in (c). The dashed line
indicates the data used in (a). (e) Synthetic data after designaling shown in the time
domain. (f) Synthetic data after designaling shown in the CWT domain. (g) The
comparison of seismic data before designaling (solid line) and after designaling (dashed
line) with the data in the time window 1. (h) Same as (g) but for time the window 2. The
vertical red lines delineate the two 500s time windows.
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To best simulate real data, we construct a synthetic time series by using two
segments of recorded seismograms at station U41A. One segment contains 3,000 seconds
of ambient noise data. The other seismogram segment has the same length but contains a
teleseismic event. The ambient noise segment is chosen making sure that there is no
earthquake or other obvious transient signal in the selected time period by looking at the
seismogram in the time domain and its scalogram in the CWT domain. A teleseismic
event on July 25, 2012, was recorded by the station and is used as the earthquake input.
The soft thresholding denoising algorithm is first applied on the earthquake segment to
remove any ambient noise contained in the seismogram. Then, both the ambient noise
segment and the denoised earthquake segment are filtered with a 1Hz low-pass filter. The
earthquake segment is then tapered before the first arrival time and at 1400 seconds to
make sure there is no noise or signal before or after. The ambient noise segment and the
teleseismic event segment are then summed to produce the final synthetic data (Figure
3.3).
The CWT scalogram of the synthetic data is calculated and shown in Figure
3.3(d). The earthquake and ambient noise are clearly distinguished and are indicated in
the spectrum. The CWT scalogram for ambient noise only falls into a specific range of
scales and displays a very stable amplitude pattern with time. These scales correspond to
the main frequency band of the ambient noise. The earthquake contains signals over a
wider range of scales corresponding to higher scale or lower frequency waves with much
larger amplitude than the noise. The CWT scalogram for the earthquake also changes
with time and the pattern looks irregular. The overlapping scale band between the
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earthquake data and the ambient noise data makes it impossible to separate them by just
using a bandpass filter.
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Figure 3.4. The comparison of the Fourier amplitude spectrum between the original noise
data, the noise data added with earthquake data and the CWT designaled data and the
TDN designaled data. The TDN mehod will change both the amplitude and frequency
contents significantly.
After 1500 seconds, the seismogram is pure ambient noise and we use this
segment to calculate the ECDF of the ambient noise and estimate the noise level for each
scale. After obtaining the statistical properties of the ambient noise, we decide whether
the CWT scalogram is kept the same or modified by using the criterion in equation
(3.10). The CWT scalogram after soft thresholding and the final designaled seismogram
are shown in Figures 3.3e and 3.3f. The designaling algorithm removes most of the
56

earthquake signal and the noise superficially looks the same before and after designaling.
The time series after designaling looks more like the original ambient noise since it has a
balanced amplitude throughout. A comparison of particular time windows before and
after designaling is also shown in Figures 3.3g and 3.3h. Noise is not modified by this
algorithm and appears qualitatively the same before and after designaling. The CWT
scalogram of the designaled time series is like a clipped version of the original spectrum
which suggests that there are still some small effects of the teleseism in the time series.
The Fourier amplitude spectra of the input noise, the input synthetic data, the CWT
designaled results, and the TDN designaled results are compared in Figure 3.4. The CWT
designaled time series has a slightly larger amplitude spectrum than the original spectrum
of the input noise due to some remaining signal. But overall, the CWT designaled results
show much better performance than TDN designaled results in terms of keeping
amplitude information.
Real Data
All data recorded by the selected TA stations during July 2012 are used as input
data to test the new processing flow. We use the station V44A (Figure 3.2) which is
located within the NMSZ as an example. There are plenty of earthquakes and transient
signals appearing in the original recording (Figure 3.5), which makes this station perfect
for testing the new processing flow. For comparison, we also process the same data with
the TDN method as a benchmark. To make the results comparable, the same data
preprocessing and spectral whitening steps are applied for both processing flows.
Station V44A and S38A are used to show the details of each processing step
(Figure 3.6). A teleseismic event is obviously present in these particular data. Ambient
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noise is barely seen and is buried beneath the earthquake signals. Earthquake signals are
efficiently removed after soft threshold designaling and we get an amplitude-stable time
series. Both stations show similar results and no obvious earthquakes or transient signals

Amplitude

are seen in the data after designaling.

Time (hour)

Figure 3.5. Vertical component seismograms of station V44A recorded during the first
five-days of July 2012 (black) and the designaled result (red). Each row shows one-day
of seismic data. There are many earthquakes and transient signals recorded by the station.
These signals are successfully removed after designaling.
The designaled data are then correlated. The cross-correlogram from the soft
thresholding designaled data has higher SNR compared with the one from TDN. The
Rayleigh wave at positive time lags is not clearly seen in the result using TDN. The
running absolute mean normalization method will only balance the amplitude of the
original data to match the amplitude of the ambient noise. However, the spectrum is
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Figure 3.6. EGF calculation between station V44A and S38A. (a) A segment of seismic
record for station S38A on July 28, 2012, with the black line indicating the original data
and the red line showing the designaled results. A teleseismic event is seen within this
time period and is removed after designaling. (b) Same as (a) but for station V44A. (c)
One-day cross-correlation between station S38A and station V44A for date July 28, 2012,
calculated using TDN (black) and the designaled data (red). (d) One-month stacked
cross-correlogram obtained from TDN (black) and our processing flow before the final
denoising step (red). (e) One-month stacked cross-correlogram obtained from TDN and
our processing after the final denoising step (red). Absolute amplitude is plotted in (c).
The amplitude is normalized in (d) and (e).
dominated by the truncation of peaks and troughs of the high amplitude signal in the time
domain that non-linearly increases its high frequency parts. Truncating the CWT is less
severe because individual wavelets are intrinsically smooth and are smoothed yet again
during the inverse transform integration. The data of the two stations for other days are
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processed in the same way and the final one-month stacked cross-correlogram calculated
from our processing flow also shows higher SNR (Figure 3.6d). The designaling method
removes earthquakes and other transient signals in a physical meaningful way and it does
not touch any ambient noise data. TDN achieves temporal normalization but modifies the
ambient noise while using a relatively harsh way to balance the amplitude of the whole
time series. We suggest that CWT designaling preserves more of the noise characteristics
within the event time window.

Figure 3.7. Application of soft threshold denoising on the final stacked cross-correlogram
for stations W42A and W46A. (a) Original stacked cross-correlogram. (b) Stacked crosscorrelogram with a 0.3Hz low-pass filtered applied. (c) Stacked cross-correlogram after
soft thresholding denoising.
Noise is still clearly seen in the stacked EGF outside of the surface wave arrivals.
This remaining noise includes random noise in the sense of not being related to any
seismic signal and other noise such as body wave arrivals around zero lag time and the
coda signal from scattered surface wave arrivals. To better observe crustal surface wave
arrivals, we apply soft threshold denoising on the stacked EGF to eliminate scattered
surface wave arrivals (Figure 3.6e). The threshold in this step is estimated with the same
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ECDF approach as used in step 2 by using the signal portion that is far after the surface
wave arrival. Arrivals of surface waves can be clearly identified from record sections.
This process removes much of the scattered wave arrivals within the final stacked crosscorrelogram and give us an even higher SNR result.
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Figure 3.8. EGFs record section acquired from TDN (black) and our processing flow
(red) for station V44A. SNR for the results from TDN is shown on the right side and for
our method on the left side. The SNR is calculated using the ratio between the maximum
amplitude from the time window -200s to 200s and maximum amplitude of the remaining
part. A bandpass filter between 0.01s and 0.15s is applied to all data. The amplitude is the
stacked absolute amplitude without normalization.
A more dramatic example is shown in Figure 3.7. One-month correlation results
are stacked for stations W42A and W46A to get the EGF. Fourier filtering and the soft
threshold denoising method are applied to improve the SNR of the stacked EGF. The
noise frequency range overlaps the EGF signal frequency range. After low-pass filtering,
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noise is still obvious in the EGF and the SNR does not increase significantly. However,
with the soft threshold denoising method, the noise is removed and the denoised EGF has
a very high SNR, which improves later processing steps for group and phase velocity
determination.

Figure 3.9. (a) Comparison of group velocity dispersion curves from station V44A to
station S38A from an EGF using TDN (blue) and CWT processing flow (red) (b)The
group velocity dispersion curve difference calculated from EGFs between using TND and
our processing flow for all station pairs in Figure 3.8. Errorbars of dispersion curve in (a)
is estimated from the deviation of group velocity computed at the peak and 97.5% of
peak amplitude. Larger velocity difference can be observed with period higher than 15s,
but the differences are in acceptable ranges indicated by errorbars.
Figure 3.8 shows a record section of final EGFs for master station V44A from our
processing flow and TDN. Both processing flows give clear EGFs. Rayleigh waves are
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observed on both sides of cross-correlations. To better compare the two processing flows
quantitatively, we compute the SNR by using the ratio of maximum amplitude between 200s and 200s and the maximum amplitude for the rest of data. Our new processing flow
gives five to ten times higher SNR over using TDN. Rayleigh waves are clearly observed
on both positive and negative time lags with smaller amplitude noise in between.
The next step after acquiring the final EGFs is to calculate phase or group
velocities between each station pair. Although this is not the primary purpose of this
paper, it is useful to examine the differences in results obtained using the two data
processing schemes. Readers may refer to other studies and reports (e.g. Yao et al., 2006;
Bensen et al., 2007) for more details of dispersion calculation. Here, we show a
comparison of the group velocities determined from EGFs between the two processing
flows for station V44A and all other stations (Figure 3.9). The group velocity dispersion
curve is calculated using frequency-time analysis (Dziewonski et al., 1969). Although
group velocities have significant overlap between the two methods, they clearly have
different trends for periods greater than 15s. Dispersion curve errors are estimated from
the maximum group velocity deviation computed at peak and 97.5% of peak amplitude.
Velocity differences are in the range of maximum error. It is likely that these changes in
the dispersion curves will give rise to differences in the resulting velocity models.
Discussion
When deciding which processing flow to use for a specific dataset, we should
consider how many earthquakes and other transient signals are contained in the data. In
the interest of computational efficiency, if there are few transient events then using CWT
designaling may be not be warranted since it could waste valuable computer cycles.
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However, long-duration, broad band experiments virtually guarantee that many
teleseisms will be recorded and will contaminate ambient noise fields.
The new processing flow will deliver reliable and high SNR EGFs, which will be
very helpful in further processing steps, such as in studying attenuation or extracting
body waves from ambient noise seismic interferometry. However, some drawbacks of
our processing flow still need to be considered. The main concern is its relatively high
computational cost. The CWT is the most time-consuming part, which requires many
forward and inverse Fourier transforms. When processing large datasets such as years of
ambient noise recorded from large networks, the computational time to designal is
significant. Based on our processing experience, it will take about half a minute to
designal one-day of data for one station on a Macbook Pro laptop. One possible solution
is to use a graphic processor unit (GPU) to calculate the wavelet transform and remove
the signals when processing large amounts of data, which will speed up the processing
significantly. It takes about 8 seconds to designal one-day of data for 55 stations on a
NVDIA V100 GPU. Another possibility is to check the data first and only apply soft
threshold designaling if signals are observed in the data. In this study, we only processed
one-month of data at 55 stations and the time for the processing was acceptable.
Another assumption for this method is that the ambient noise time series should
be stable in that its statistical properties should not change significantly in each one-day
data segment. If such changes are observed in the data, the largest noise level should be
used in the designaling process to avoid accidentally removing too much ambient noise.
Ambient noise tomography has been widely used over the last 15 years and it is
likely that it will be continuously developed into the future. Use of these CWT
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denoising/designaling techniques is a way to improve computation of reliable EGFs from
seismic interferometry to obtain better structure images.
Conclusions
We propose a new ambient noise data processing flow to compute reliable EGFs.
The denoising and designaling algorithm is based on the CWT with soft thresholding and
is essential to this flow. The whole processing flow is automated without any manual
interference. The new processing flow is suitable for data containing regional and
teleseismic events or other transient signals. The whole processing flow is divided into
four steps: (1) single station data preparation, (2) remove earthquakes and other transient
signals in the seismic record, (3) spectrum whitening, cross-correlation and temporal
stacking, (4) remove the noise in stacked cross-correlogram to deliver the final EGFs.
The final EGFs can be used to extract phase or group velocity or to invert for velocity
structure by full waveform tomography.
The principal step during data preparation is to acquire pure ambient noise that is
free of earthquake and other transient signals (instrument irregularities and non-stationary
noise sources near to stations, etc.). We adopt a method based on the CWT to remove
these unwanted signals. The intrinsic time-frequency property of the CWT makes it
possible to isolate noise and signal efficiently. A segment of pure ambient noise is
usually obtainable and can be used to estimate the statistical property of the noise in the
CWT domain. The estimated noise statistical properties are then used as a guide to detect
whether the data point at different time and scales in the CWT domain is noise or not. A
soft thresholding method is used to remove the signal if the data exceeds the noise level.
We constructed synthetic data based on recorded noise and an earthquake to successfully
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test the method. Use on more extensive data shows excellent signal removal. Other
denoising algorithms based on the CWT such as block thresholding (Mousavi et al.,
2016) could also be used to remove earthquakes and other signals in the time series but
they also require much more computational cost. Our method is efficient for large
datasets.
The denoising method can also be used to remove the noise in the final EGFs to
further increase the SNR. We use the same algorithm as in the designaling step but in a
reverse manner to significantly increase the SNR in the final EGF. This denoising method
performs better than bandpass filters since a Fourier filter has no time resolution.
We applied our processing flow to one-month of data from EarthScope TA
stations near the NMSZ. Many earthquakes and other transient signals were recorded by
the stations which make this dataset an appropriate test dataset for the algorithm. We
obtain better EGFs with higher SNR than results using TDN. Except for removing
earthquake and other transient signals that obscure the ambient noise data, and noise
removal for the final stacked empirical Green’s function, our processing flow is basically
the same as previously proposed (Bensen et al., 2007). In regions where few earthquakes
occur, there should not be many differences in the resulting EGFs between these two
processing flows. However, the stacked EGF denoising step is recommended for both
methods because it has relatively low computational cost but dramatically increases the
SNR.
Data and Resources
Seismogram data used in this study are collected from IRIS (http://www.iris.edu,
last accessed on January 2019). A MATLAB GUI code to process simple dataset and
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visualize the results from the CWT denoising and designaling method used in this study
can be accessed at http://www.ceri.memphis.edu/people/clangstn/software.html (last
accessed on August 2019). A CPU/GPU code to process large ambient noise datasets can
be downloaded from https://github.com/SwiftHickory/bc_denoise.git (last accessed on
August 2019).
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Chapter 4 Full Waveform Ambient Noise Tomography for the Northern Mississippi
Embayment
Introduction
Ambient noise interferometry has been widely applied using seismic data
collected in diverse regions over the past 15 years to extract surface waves and body
waves (Shapiro et al., 2004; Sabra et al., 2005; Shapiro et al., 2005). Densely deployed
networks have provided an opportunity for applying high-resolution surface wave
tomography for imaging the crust and upper-most mantle at local, regional and global
scales (e.g. Yao et al. 2006; Lin et al. 2008; Benson et al. 2008). The basic assumption
for ambient noise interferometry is that the cross-correlation of diffuse wavefields, such
as ambient noise or scattered coda waves, can be used to estimate the medium Green’s
function, which is termed the empirical Green’s function (EGF), between a pair of
stations (e.g. Shapiro et al., 2005; Sabra et al., 2005; Wapenaar & Fokkema, 2006).
Ambient noise interferometry provides a great number of virtual seismic sources defined
by station locations and not limited by the distribution of natural or active sources.
In this study, we use all available broadband recordings of ambient noise to
extract the EGFs within and around the northern Mississippi embayment (NME) area
(Figure 4.1). The NME is chosen because of its importance as the locus of North
America’s most active, natural intraplate seismic zone, the New Madrid seismic zone
(NMSZ). Refining the 3D regional seismic model is necessary for understanding the
mechanical state of stress that underlies earthquake occurrence there (Levandowski et al.,
2018). We apply a newly developed data processing flow to obtain higher signal-to-noise
ratio (SNR) EGFs using continuous wavelet transform methods, which are then used as
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data in a full waveform inversion tomography scheme to get a large-scale, highresolution velocity model for the crust and upper-most mantle underneath the NME. We
apply the adjoint method for full waveform tomography to match the filtered EGFs rather
than estimating and interpreting the dispersion of the EGF surface waves, assuring that
possible scattering effects by the 3D structure are incorporated into constraining the
model. The resulting 3D crust and upper mantle model shows many interesting
correlations with geological and tectonic structures associated with the NMSZ.
Geological and Geophysical Background
The Mississippi embayment (ME) (Figure 4.1) is a broad, south-southwestplunging shallow trough filled with poorly consolidated late Cretaceous and Tertiary
shallow marine sediments and a thin layer of Pliocene and Quaternary fluvial sediments
(Murray, 1961; Buschbach & Schwalb, 1984; Hildenbrand & Hendricks, 1995). The
Reelfoot Rift, a southwest-trending graben approximately 70km wide and 320km long,
lies beneath the northwestern portion of the ME. It is the most recognizable feature in
gravity and magnetic data within the ME, and the entire embayment may be underlain by
rifted crust (Johnson et al., 1994; Cox & Van Arsdale, 1997; Cox et al., 2001). The
Reelfoot Rift was developed in Early Cambrian time during the breakup of
supercontinent Rodinia (e.g., Thomas, 2006) and possibly formed along a pre-existing
shear zone (McKeown, 1982). There are no dated intrusions that can be associated with
the initial rifting (Hildenbrand & Hendricks, 1995) but rifting may have resulted in
magmatic underplating of the lower crust (Braile et al., 1986; Nelson & Zhang, 1991;
Catchings, 1999; Pratt et al., 2013). The Rift was reactivated in a compressional setting
during the Paleozoic Appalachian-Ouachita orogeny. Intrusions of probable Permian age

73

are present in the Rift axis (Hildenbrand, 1985), along structural features located to the
north of the rift (Zartmen, 1977; Hildenbrand, 1985), and in central Arkansas (Zartman &
Howard, 1987). A major thermal event in mid-Cretaceous time (~100 Ma), attributed to
the passage of the North American plate over the Bermuda hot spot, resulted in the
intrusion of a suite of ultramafic and alkalic rocks in the southern ME (Figure 4.1) (Cox
& Van Arsdale, 1997). Related intrusions have been drilled along the northern Reelfoot
Rift axis and the presence of multiple ultramafic and alkalic intrusions along the axis and
bounding faults of the northern Reelfoot Rift have been inferred by potential field
anomalies (Hildenbrand et al., 1982; Hildenbrand & Hendricks, 1985). The NME is
underlain by the Mesoproterozoic (1.50-1.34 Ga) Granite-Rhyolite Province. The origin
of the Granite-Rhyolite Province is enigmatic but may have formed in a broad, back-arc
extensional setting along a long-lived transpressive margin (e.g. Bickford et al., 2015).
The New Madrid seismic zone (NMSZ), one of the most studied intraplate
seismic zones in the world and still an area with high seismic activity today, is broadly
associated with the Reelfoot Rift (Braile et al., 1982; Liu & Zoback, 1997; Newman et
al., 1999; Van Arsdale et al., 2007). The ancient intraplate rift zone was principally active
during latest Precambrian and early Cambrian time. Complex active faulting resulted in
three significant (Mw > 7) earthquakes occurring during the winter of 1811–1812 (Nuttli,
1973; Johnston, 1996; Bakun & Hopper, 2004; Mueller et al., 2004; Van Arsdale &
Cupples, 2013). Paleoseismic evidence indicates a repeat time of about 500 years for
events of similar magnitude (Tuttle et al., 2002). Page and Hough (2014) showed that
NMSZ seismic activity cannot be attributed to an aftershock sequence associated with the
1811-1812 earthquakes and that the activity results from ongoing strain accrual. Thus,
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imaging the structure underneath the NME is important to understanding the regional
tectonics, helping to accurately determine earthquake source parameters, understanding
local wave propagation characteristics, and better assessing seismic hazard.
Different geophysical techniques have been applied to study the sediment and
underlying lithospheric velocity structure for the NME. Studies have been performed
over the whole or part of the NME with seismic refraction (e.g., Mooney et al., 1983;
Catchings, 1999), seismic reflection (Nelson & Zhang, 1991) and earthquake tomography
(Chiu et al., 1992) to investigate the large-scale crustal structure in this area. These
models have been very useful seismological benchmarks for travel time calculations and
provide information to infer the geological and tectonic history of the area. By using
higher quality and larger quantities of seismic data along with more sophisticated
tomographic methods, more accurate and higher spatial resolution Earth models have
been obtained. Vlahovic et al. (2000) developed a three-dimensional P wave velocity
model down to 11km for the NMSZ using nonlinear travel time tomography and
discovered low velocity anomalies associated with shallow seismicity at the fault
intersection of the northwest and northeast arms. With the same method, Vlahovic &
Powell (2001) investigated S wave velocity and Vp/Vs ratios at the same place and found
high Vp/Vs ratios along the axis and edges of the Reelfoot rift, which were interpreted as
mafic intrusions. Zhang et al. (2009) studied the NMSZ using teleseismic and local P
wave joint travel time inversion and revealed a northeast-southwest trending low-velocity
anomaly in the lower crust and upper mantle. Powell et al. (2010) determined a detailed P
and S wave velocity model and relocated local seismicity for a major portion of the
NMSZ with simultaneous inversion of P and S wave velocity arrival times. They found a
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low Vp/Vs ratio that corresponded to the seismicity at the intersection of the Cottonwood
Grove-Blytheville Axial fault and Reelfoot fault. Dunn et al. (2013) determined P and S
velocity models with double difference tomography and found a high Vp/Vs ratio
associated with mafic plutons and a low Vp/Vs ratio southeast of the Axial fault. These
tomography studies are concentrated around the NMSZ and the resolution is mostly
focused on the top 10km of the crust. Langston and Horton (2014) and Mostafanejad &
Langston (2016, 2017) developed three-dimensional seismic velocity models for the
unconsolidated sediments which show the thickness and the average velocity increasing
from the margin to the center. Liu et al. (2017) proposed that high-density mafic
intrusions characterize the top 30km crust of the NME with constraints from receiver
function and gravity data. Basu and Powell (2019) investigated Pn velocity structure
below the NME and found a region of anomalously fast uppermost mantle velocity below
the portion of the Reelfoot Rift in western Tennessee. Surface wave studies (e.g, Liang &
Langston, 2008; Pollitz & Mooney, 2014; Chen et al., 2016) were also applied around the
NME but these studies targeted a much larger area and deeper structures. Deeper
structures were also investigated by Nyamwandha et al. (2016). These authors developed
upper mantle P and S wave velocity models for the NME with local and teleseismic
earthquake data. High velocity anomalies were found at depths of 80-160km and a
pronounced low velocity zone was detected extending from depths of 250 to 100 km.
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Figure 4.1. Major geological features of our study area including the northern Mississippi
Embayment and surroundings. Index map shows the location of the smaller scale map
and the domain set up for inversion. 277 stations used to extract empirical Green’s
functions are plotted with red triangles. Earthquakes occurring since 2013 are plotted
with gray circles. Thick black line: boundary of the Mississippi Embayment; thin black
lines: Reelfoot Rift; thick gray line: Alabama-Oklahoma transform fault; thin gray line:
Ouachita-Appalachian Thrust Front; dashed lines: Missouri Batholith. NMSZ: New
Madrid Seismic Zone; AR, Arkansas; MO, Missouri; IL, Illinois; AL, Alabama; MS,
Mississippi; KY, Kentucky; TN, Tennessee.
All of the tomography studies have provided large scale velocity models for the
NME or models at some particular location within the NME that has interesting
geological features. However, the middle to lower crustal velocity structure is poorly
resolved. On the one hand, teleseismic tomography studies lack sensitivity to shallow
crustal structure because of high incident angles for the incoming waves near the surface.
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On the other hand, local earthquake tomography only has good resolution for the upper
crust within the NMSZ because most of earthquake epicenters are located within the
NMSZ and the focal depths are concentrated in the upper to middle crust. Other surface
wave tomography studies focused on long period surface waves with large station
spacing leading to low horizontal and shallow crustal structure resolution. Thus, there is a
need for improving resolution of the crustal model within the NME to help our
understanding of the tectonic history and mechanical stress state of the area.
Data and Methods
The long period, ambient noise full waveform tomography method has recently
been developed and applied to modeling Earth structure at regional and global scales
(Gao & Shen, 2012, 2014, 2015; Shen & Zhang, 2012; Covellone et al., 2015; Savage et
al., 2017; Emry et al., 2019). These workflows are all based on the scattering integral
method (Chen et al., 2007). In this study, we use a new ambient noise data processing
flow based on the continuous wavelet transform (CWT) to remove a) transient events
before correlation and b) noise in the final stacked correlograms to extract EGFs (Yang et
al., 2019). The adjoint method (Tromp et al., 2005) is then employed for the full
waveform inversion. Compared with the scattering integral method, the adjoint wavefield
method has the advantage of utilizing lower data storage and low I/O cost. Lower storage
will save disk memory in the case of many sources and receivers and the low I/O cost is
ideal for Graphics Processor Unit (GPU) acceleration. Details of the adjoint method are
outlined in Tromp et al. (2005); here we only include a brief introduction and point out
the significant parts used in our implementation.
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Ambient Noise Data
We collected all the available broadband recordings of ambient noise around and
in the NME for stations covering latitudes from 33° N to 38° N and longitudes from
−94° W to −86° W. There have been 376 stations installed within our study area from
1990 to 2018 including existing stations of the New Madrid Cooperative Seismic
Network, EarthScope Transportable Array, and the Ozarks-Illinois-Indiana-Kentucky
(OIINK) and the Northern Embayment Lihtosphere Experiment (NELE) EarthScope
FlexArray experiments. Criteria for using particular stations in the analysis included
station density, consideration of the distribution of uniform ray paths, and a minimum of
one-month installation period. Data were obtained for 277 stations with a total 14,916
pairs of vertical-vertical cross-correlations from many permanent and temporary
networks (network codes: 3E, 6E, 7F, AG, IU, KY, N4, NM, TA, XO, Y8, YZ, ZL and
ZN). The distribution of all the selected stations is shown in Figure 4.1.
Vertical component waveform data were obtained for each station through the
Incorporated Research Institutions for Seismology Data Management Center (IRIS,
www.iris.edu) FDSN web service. Preprocessing involved removing the instrument
response, removing the mean and trend, applying a zero-phase Butterworth bandpass
filter from 0.02Hz to 1Hz and downsampling the sampling rate from 40Hz to 5Hz. We
chose the frequency band (0.02-1Hz) to observe prominent surface wave arrivals as in
previous studies (e.g. Liang et al., 2008; Langston et al., 2009). Downsampling to 5 Hz
not only reduces the data storage requirements but also reduces the computation time of
cross-correlations. The data for each station was time synchronized, cut into one-day
length records, and tapered using a 5% taper on each end before cross-correlation.
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EGF Extraction
We applied a new ambient noise data processing flow (Yang et al., 2019) to
extract high signal-to-noise ratio (SNR) EGFs. The new flow is based on a
denoising/designaling algorithm that is applied to the CWT of each data trace. The CWT
is a powerful time-frequency analysis tool. By calculating the CWT spectrum of the
original time domain signal, we can estimate the statistical properties of the ambient
noise by examining a pre-determined ambient noise time series segment and then
removing earthquakes and other transient signals based on the estimated noise level. All
earthquakes and other transients are automatically detected and removed in the CWT
domain. The designaled data are then transformed back into the time domain. The
designaled data can better support the diffuse wavefield assumption inherent in ambient
noise interferometry better. Thus, it provides an improved input for the cross-correlation
step.
After we obtain the final stacked cross-correlogram through stacking of an entire
month of day-correlations, we then apply the CWT denoising algorithm again to remove
random noise in the stacked cross-correlogram to obtain the final EGFs. Based on our
test, our CWT processing flow has over 5 to 10 times better SNR compared to the results
from the current most popular method (Benson et al., 2007). We apply the processing
flow to calculate the EGFs between all the possible pairs of stations and the EGFs with
SNR larger than 20 and epicentral distance larger than 50km are brought into the next
inversion step. Our inversion dataset incorporates 244 virtual sources which return at
least one station that satisfies the requirements, with a total of 8330 traces. The negative
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time lag portion of each EGF is reversed and summed with the positive time lag portion
to reduce the effect of inhomogeneity in the distribution of sources in the noise field.
Waveform Simulation
We select all the station pairs containing a particular station to yield a source
gather using the station as the source point. Synthetic waveforms are computed from each
virtual source for a three-dimensional heterogeneous Earth model. We use a collocatedgrid finite difference method (Zhang et al., 2012) to create the synthetic waveforms but
with a low-storage implementation of the time-advancing Runge-Kutta method (Calvo et
al., 2012). This Runge-Kutta scheme allows us to alternately update the two copies of the
model parameters instead of storing all intermediate steps, a significant savings in
memory usage. A Kaiser-windowed sinc interpolation (Hicks, 2012) is used to
approximate the source singularity and to perform interpolation if the receiver field point
is not located on the finite difference grid. A 10-layer-thick complex-frequency-shifted
perfectly matched layer around the boundaries except for the top surface is used to absorb
the outgoing wave in order to suppress artificial reflections (Zhang and Shen, 2010). The
code is benchmarked by using the analytic solution of a half space homogenous model
and results from SW4 elastic waveform modeling code (Petersson and Sjögreen, 2017).
The Central United States Velocity Model (CUSVM) is taken as our inversion
starting model to calculate the initial synthetic waveforms (Ramírez‐Guzmán et al.,
2012). The CUSVM is a three-dimensional seismic velocity model that encompasses
parts of the 7 states in the central U.S. and two particular seismic zones of interest - the
NMSZ and Wabash Valley seismic zone. The CUSVM represents a compilation of
decades of crustal research consisting of seismic, aeromagnetic, and gravity profiles;
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geologic mapping; geophysical and geological borehole logs; and inversions of the
regional seismic properties. Our study region is within the coverage of the CUSVM and
we generate our initial velocity model by querying the P wave and S wave velocity with a
0.02° spacing horizontally and 2km spacing vertically to 100km in depth. For each
simulation, we transform the spherical coordinate system into a Cartesian system by
using the azimuthal equidistant projection (Snyder, 1987) with the virtual source as the
projection center. We also use the southwest boundary point (32.5° N, −94.5° W) as the
origin point of the simulation domain. The domain has 2km spacing in both horizontal
and vertical directions. This gives 448 grid points in the north-south direction, 320 grid
points in the west-east direction and 64 grid points in the vertical direction. Using the
number of grid points as a multiple of 32 in each direction maximizes the efficiency of
the GPU. The P wave and S wave velocity is interpolated from the initial queried velocity
model by bilinear interpolation and we use an empirical relationship between density and
elastic wave speed (equation (1) in Brocher, 2005b) to calculate the density. A single
downward force with a Ricker wavelet source time function is initialized at each virtual
source and propagated through the 3-D velocity model to calculate synthetic waveforms.
Choosing a suitable grid size for a specific maximum simulation frequency is
important to ensure accuracy while keeping an acceptable computational time. Sparse
grids will cause large dispersion error while dense grids will be costly in unnecessary
computations and memory usage. A good empirical relationship for grid size is using at
least 8 points per wavelength for body waves and 12 points per wavelength for surface
waves (Zhang et al., 2012). For a grid spacing of 2km in all directions, Rayleigh
waveforms with periods as low as 8s are accurate (e.g. Gao and Shen, 2012; Emry et al.,
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2019). We accelerated computations by using GPU and CUDA platforms, a software
layer that gives direct access to the GPU’s virtual instruction set and parallel computation
elements (Luebke, 2008). A GPU is suitable for sequential memory access and grid
structured problems such as our finite difference wave simulation. We utilized the highperformance computer system enabled with GPU nodes located at the University of
Memphis to compute all the synthetics for full waveform inversion. Based on tests,
simulation with a single GPU node (NVidia Tesla V100) produced a 150 times increase
in speed compared to a single CPU (Intel Skylake Gold 6148), which provided a much
faster pace in solving the inversion.
Full waveform inversion
We use the adjoint method (Tromp et al., 2005) that incorporates the crosscorrelation time-shift misfit as our target objective function to update the velocity model.
For each iteration, we first calculate the synthetic seismogram at each virtual source with
the Ricker wavelet as the source time function. Then, the EGFs are convolved with the
same source time function to obtain the data for comparison (convolved EGFs). The
convolved EGFs are correlated with the corresponding synthetic seismogram to get the
time shifted misfit (Figure 4.2). Only those source-station pairs with an initial maximum
cross-correlation coefficient of 0.9 or higher are used in the inversion. With this
constraint, 6430 station pairs of waveform data are used in the inversion. The forward
synthetic seismograms are scaled by the time shifted misfit and time reversed to construct
the adjoint sources, which are backward propagated to get the adjoint wavefield. The
adjoint wavefield and the forward wavefield are then cross-correlated to calculate the
updated model kernel.
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Figure 4.2. A sample input record section showing the initial synthetic (red) and the
empirical Green’s function convolved with the source time function used in synthetic
calculation (blue). The source time function in this example is the Ricker wavelet with a
central period of 30s and with a 40s-time shift. The cross-correlation time shifts between
the synthetic and the data are used to construct the adjoint source.
We only invert for the shear wave velocity and use the same Vp/Vs ratio
constraint as used in the initial CUSVM model because the Rayleigh wave has poor
sensitivity for P wave velocity in the deep structure (Emry et al., 2019). The shear wave
velocity model is updated in each iteration by the shear wave velocity kernel and
conjugate gradient method (Tromp et al., 2005). We gradually increase the frequency
contained in the convolved EGFs in each iteration by using different central frequency
Ricker wavelets for the source time function. The central frequency of the Ricker wavelet
is initially 30s, increased to 20s and finally to 10s and an 8s low-pass filter is applied
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prior to use. For each frequency source wavelet, we run 5 iterations giving a total of 15
iterations for the entire inversion. By using this inversion strategy, we are able to recover
the velocity model from long to shorter wavelength avoiding local minima in the data fit.
Each iteration took about one hour of GPU time on the high performance cluster.
We used the same grid size for different frequencies even if the grid was denser than was
actually needed for wavelength resolution. Using the same grid size avoided additional
interpolation when combining results for different frequencies.
Checkerboard Test
Full waveform tomography has the benefit of higher resolution over travel time
tomography. However, the high computational demand and many possible local minima
also make it less efficient for many problems. Generally speaking, the frequency content
of waveforms and the spatial interval of the station distribution determines the resolution
of a tomography problem (Fichtner, 2010). The resolution of full waveform tomography
is comparable to wavelength. An uneven spatial distribution of ray paths may distort the
velocity recovery at some places in the model. So, resolution tests are needed to reveal
whether the inversion can recover the given perturbation correctly. For full waveform
tomography, the resolution test would require the same amount of inversion time for each
individual inversion. To avoid this high computation cost, a single iteration inversion is
usually used to demonstrate the recovery ability of an inversion setup (Emry et al., 2019).
However, with the high computational power of GPUs, we are able to do a more
complete resolution test because of its acceptable running time.
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Figure 4.3. Vs checkerboard test results. This figure shows the estimated horizontal
resolution within the model domain through a checkerboard test with alternating slow (5%) and fast (+5%) checkers at different depths. (a) Initial checkerboard across the whole
depth domain. Recovered perturbations are plotted for depths at (b) 5km, (c) 15km, (d)
25km, (e) 35km, (f) 45km. Each checker is a 50km x 50km square with a sine function in
both latitude and longitude directions. (b) through (f) show the amount of anomaly
recovered after a whole round of inversion that will be applied on real data. The figures
show that lateral resolution and anomaly amplitude are recovered well through the whole
crust and also with some ability to recover structure at uppermost mantle.
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Figure 4.4. Final isotropic Vs depth slices shown as absolute velocity (km/s) at (a) 5km,
(b) 10km, (c) 15km and (d) 20km. The seismicity since 2013 is plotted as red circles.
Each plot shows the seismicity within 2km depth of the layer. Each slice has its own
color bar which is shown on the right of each figure. The color bar scale is selected as the
minimum and maximum Vs value at that depth and is rounded to 0.5km/s. Important
velocity anomalies in the tomography model are indicated with bold letters. Some
correspond to different geological features: Reelfoot Rift Graben (A), Rough Creek
Graben (B), Paducah Gravity Lineament (C), Ouachita-Appalachian Thrust Front (D),
Ozark Uplift (E), Missouri Batholith (G), Illinois Basin (H) and Black Warrior Basin (I).
In (a), black lines indicate cross-sectional lines corresponding to Figure 4.5.
We constructed a 50km x 50km checkerboard for our resolution test. The 50km x
50km high perturbations (5% Vs higher than the initial model) and low perturbations (5%
Vs lower than the initial model) are interchanged along the horizontal plane and extend
over the whole depth range of the modeling domain. We run this checkerboard test with
the same source-receiver distribution as used for the real data. In Figure 4.3, we show the
recovered model perturbation at different depths along with the initial checkerboard
perturbation. The results suggest that some distortions exist at the boundaries of the
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inversion domain, probably because of the sparse ray coverage there. The checkerboard
also indicates that we are able to recover the model for the crust, while the recovered
amplitudes of the anomalies in the uppermost mantle are diminished. Notable smearing is
observed near the boundaries of the simulation domain.
Results
We apply our full waveform inversion strategy using the extracted EGF data. The
final inverted shear wave velocity model is plotted at different depth slices in Figure 4.4.
Several vertical cross sections through the final model are plotted in Figure 4.5. Full
waveform tomography may have the problems of cycle skipping and the non-linear
inversion could lead to local minima. It’s important to quality control (QC) the final
inverted model. There is no cycle skipping problem in our inversion because we are
studying very long period, simple-waveform surface waves and the time shift is also very
small compared with the studied period. The sample record section (Figure 4.2) also
shows that the synthetics and data waveforms are very similar. Using the travel time
cross-correlation misfit can linearize the inversion (Tromp et al., 2005) for small initial
perturbation. We also gradually increased the frequency band in the inversion, which
helps to avoid local minima. Resolution testing is another way to QC the recovery ability
of the inversion. Another indicator is to plot the misfit after each iteration (Figure 4.6).
The misfit decreases after each inversion iteration while the misfit increases when we
increase the frequency content used in the inversion.
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Figure 4.5. Bouguer gravity anomaly map in our study region and different Vs cross
sections of the final tomography model. The locations of the cross sections are shown in
Figure 4.4a and also in the Bouguer anomaly map. Distance and depth are both shown in
kilometers. The cross sections are shown with the same color bar scale and contoured for
Vs value with 3.2, 3.6, 3.8, 4.0 and 4.4km/s. Important geological features and the
intersections of the cross sections are indicated in the velocity cross sections. Blue circles
show the high velocity extends west of the eastern Reelfoot Rift boundary. Red circle
shows the consistent feature found in Chapter 2.
Interpretation
The Reelfoot Rift is one of the most important features within the NME. It shows
up in an obvious way as a low velocity feature within the model (anomaly A, Figure 4.4).
Dart and Swolfs (1998) suggests that the Reelfoot Rift is made up of two sedimentary
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basins each about 8km deep. In cross sections S1-S1’ and S3-S3’ (Figure 4.5), we
observe both velocity lows extending from shallow depths into the deeper crust (around
10km). Our velocity model shows a continuous velocity low along the whole rift.
However, there is a suggestion in the longitudinal cross section along the Reelfoot Rift,
S2-S2’, that two separate low-velocity basins may be present; the northern part of
Reelfoot rift has distinctly lower velocity and extends somewhat deeper than the southern
part. Our tomography result is consistent with the interpretation of Dart and Swolfs
(1998) but with a slightly deeper northern basin. This could be related to vertical
smearing in the inversion. Low velocity is also observed under the Rough Creek Graben
northeast of the Reelfoot Rift (anomaly B, Figure 4.4). The Rough Creek Graben and the
northern part of the Reelfoot Rift are clearly separated by high velocity crust, as can be
seen in cross section S2-S2’. The Rough Creek Graben low velocity zone does not extend
as deep as the low velocity region in the Reelfoot Rift. These observations are consistent
with Dart and Swolfs (1998).

Figure 4.6. The cross-correlation travel time misfit from the model before each iteration.
The misfit at iteration 0 is the original misfit. Three vertical lines indicate the start
iteration for 30s, 20s and 10s from left to right respectively.
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The Reelfoot Rift is surrounded by high velocity crust (anomalies C, E and F in
Figure 4.4). Some of the high velocity anomalies could be from mafic intrusions. Liu et
al. (2017) proposed that a mafic intrusion is in the middle crust of the NME from gravity
interpretations. Our results show that the mafic intrusion could even be shallower in some
locations. The high velocity body E corresponds to the Ozark Uplift, a 150,000 km2
intracratonic highland region west of the Reelfoot Rift (Van Schmus, 1992). The high
velocity bodies north of the NME correspond to the Ozark Dome, the Bloomfield Pluton
and the Paducah Gravity Lineament (PGL) (Hildenbrand and Hendricks, 1995). The
shear wave velocity for these anomalies reaches 3.8km/s, which is also consistent with
local earthquake tomography (Dunn et al., 2013). Although interpreting Vs values to
determine rock type is non-unique, tables of the velocity for various rock types provided
by Christensen (1989) indicate that the 3.8 km/s velocity can be explained as intrusive
diorite or diabase. Between the PGL and the Rough Creek Graben, the Illinois Basin (H)
is associated with low velocity like the Reelfoot Rift but the low velocity is mainly
observed in the top 5km. High crustal velocity is present in between the Reelfoot Rift and
the Illinois Basin in all depth slices. Depth slices for all depths show extensive, high
velocity crust (F) east of the Reelfoot Rift and north of the Ouachita-Appalachian thrust
front. In Figure 4.5, we also plot Bouguer gravity anomalies for this area (Bonvalot et al.,
2012). High velocity anomaly (F) is associated with high Bouguer anomalies.
An interesting observation is that the pattern of high velocity to the west of the
Reelfoot Rift at 5 km depth is changed somewhat at depths of 10 and 15 km but then
reappears at a depth of 20 km (Figure 4.4). Possibly, a thermal event altered the velocity
structure in the upper middle crust, producing the more subdued high velocity pattern at
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theses depths. Another important observation is the presence of low velocity in the
northwest corner of the depth slice at 20 km. This change in velocity could be related to
the presence of distinctly different basement terranes. This is suggested by the location of
the Nd line (Figure 4.4d, Bickford et al., 2015), marking an isotopic boundary between
granite and rhyolite derived from “older” cratonic origin to the northwest from similar
rocks of more juvenile origin to the southeast.

Figure 4.7. Three-dimensional rendering of the 3.6km/s Vs interface of the FWI model
(a) and the initial model (b). Different views of the FWI model are also plotted in (c) and
(d). The boundary of the NME is plotted. Earthquakes occurring since 2013 are plotted
with the red balls.
A large change in velocity versus depth is observed at the Ouachita-Appalachian
front in cross section S2-S2’. This abrupt step is better shown by the 3.6km/s contour in
Figure 4.7. The step corresponds to the location of a set of basement faults along the
Ouachita thrust front that dip steeply to the southwest and drop Precambrian basement to
a depth of ~10 km (Thomas, 1988). The 3D rendering of the 3.8 km/s velocity surface
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shows a mushroom-like shape that rises above the lower crust (Figure 4.8). This feature
corresponds to a pronounced gravity anomaly in northern Alabama (Figure 4.5) and is
most likely an igneous intrusion.

Figure 4.8. Same as Figure 4.7 but for 3.8km/s contour.
In the northern part of profile S1-S1’ and westernmost S6-S6’ (Figure 4.5), we
observe somewhat high velocity for the top 5km of the crust with velocity inversions
below. From a joint inversion of gravity and magnetic data, Hildenbrand and Hendricks
(1995) suggested that the region northwest and under part of the Reelfoot rift consists of
a 11km thick batholith in the upper crust named the Missouri batholith. Our tomography
model is consistent with this interpretation. The depth slice at 10 km (Figure 4.4) shows
about a 70km wide low velocity zone (anomaly G) in the upper crust corresponding to
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the southeastern portion of the Missouri Batholith. Low velocities extend to the
northeastern part of the Reelfoot Rift. Gravity forward modelling (Hildenbrand and
Hendricks, 1995) suggests that the granitic batholith was emplaced near the boundary of
mafic intrusions that were as deep as 15km. The sharp boundary between the buried
batholith and adjacent igneous intrusions under the PGL in the inverted model (Figure
4.4a) clearly shows this and is consistent with the potential field modeling.
Changes to the starting velocity model deeper than 30km are very small.
Consequently, we will not interpret this part of the model in much detail. The “rift
pillow” is observed in most of the cross sections (e.g. S1-S1’ and S3-S3’) (Figure 4.5).
The “rift pillow” (or “rift cushion”) is thought to be a high-velocity and high-density
intrusion in the lowermost crust beneath the rift and has been revealed by seismic
refraction and gravity studies (e.g. Mooney et al., 1983; Stuart et al., 1997). The top
surface of the “rift pillow” has an upward bulge and the cross sections in Figure 4.5 show
the bulge shape quite dramatically for the sections that cross the rift zone. In crosssection S2-S2’ which is longitudinal along the Reelfoot Rift, we can see that the
thickness of the rift pillow has less variation in this direction but there is a sudden change
near the NMSZ (Figure 4.5, S2, red circle). This is compatible with the local wave
propagation study with the Embayment Seismic Excitation Experiment data (Yang and
Langston, 2019); this change will produce quite different apparent velocities for the
reflected wave propagating towards the north compared to the wave propagating
southward.
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Figure 4.9. Comparison with the initial model (left) and the final inverted model (right)
for different cross sections. The contours for Vs value with 3.2, 3.6, 3.8, 4.0 and 4.4km/s
are shown for both models.
Discussion
The seismicity of this area is plotted in Figure 4.4 and in Figure 4.7. The NMSZ
seismicity is within the Reelfoot Rift low-velocity zone. Seismicity also clusters to the
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northwest of the Reelfoot Rift in low velocity extension (G) and the velocity contrast near
the Ouachita-Appalachian front. This observation supports a model of faulting defining
these major changes in crustal structure. which leads to the conjecture that the high
velocity to the north was already in place in Permian time. This would be an argument
against a late Cretaceous thermal event emplacing most of the high velocity crust
associated with anomalies E, C, and F. Possibly, the crust was converted to high
density/high velocity just before the Ouachita-Appalachian orogeny in Permian time but
it is more likely to have occurred during or before Reelfoot rifting in the earliest
Cambrian. Some high velocity crust could have been emplaced subsequent to initial
rifting by mafic intrusions.
Our study shows, for the first time, the presence of pervasive high-velocity crust
beneath western Tennessee, northern Mississippi, and northwestern Alabama (Figures
4.4, 5, 7 and 8). NMSZ seismicity occurs at the northwestern boundary of this high
velocity crust. Indeed, deeper seismicity along the Blytheville-Axial fault seen in Figure
4.4c seems to occur at the change between high and low velocities. Could it be that the
so-called rift pillow is simply the deeper expression of this major change in crustal
structure from northwest to southeast across the NMSZ? We see that the rift pillow is
more naturally associated with structure east of the rift in western Tennessee. Our
tomography has good sensitivity to structure in the midcrust and, as Figures 4.5 and 4.8
demonstrate, high velocity, midcrustal rocks upwell beneath western Tennessee causing
anomaly F. Resolution limits our ability to determine if the deeper rift pillow is
accurately placed in the structure or not, considering that it is mostly defined by the
CEUS starting model (Figure 4.9). However, our tomographic results strongly suggest

96

that there is a major change in crustal structure at the Mississippi River throughout the
crust. As supporting evidence, anomalously high velocity in the uppermost mantle is also
located to the east of the Reelfoot and Blytheville-Axial faults (Basu and Powell, 2019).
The presence of a change in crustal structure along the Blytheville-Axial fault
provides a reason why Reelfoot rifting occurred where it did in late Precambrian-early
Cambrian time. The rift pillow and associated high velocity crust of western Tennessee
was generated from some Precambrian thermal event, possibly associated with formation
of the Granite-Rhyolite province. The contrast in velocity caused a contrast in midcrustal to upper crustal strength which allowed partial failure during the Precambrian
rifting event producing the upper crustal Reelfoot rift. Thus, in this scenario, the rift
pillow is a much older feature that controlled crustal strength, is associated with structure
east of the rift, and was not associated with magmatism at the time of Reelfoot rift
initiation.
This interpretation also provides a reason for why the NMSZ seismicity does not
obviously follow any fault structure defining the boundaries of the Reelfoot rift but
occurs in the rift center with significant faulting perpendicular to rift fault trends. The
reason is simply because seismicity is associated with midcrust and deeper structure
producing a fundamental change in crustal strength; present day faulting in the NMSZ is
not directly related to the formation of the Reelfoot rift.
Summary
In this study, we use ambient noise recorded by 277 broadband stations around
the ME to extract high SNR EGFs with a new data processing flow. The extracted EGFs
are then used to invert for a 3D shear velocity model with full waveform tomography for
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this area. The final tomography model delineates the boundaries of several major
geologic features. High Vs is observed in most of the NME, particular southeast of the
Reelfoot Rift. Low velocity characterizes the Reelfoot Rift, Rough Creek Graben,
Missouri Batholith, and the Black Warrior basin. High velocity anomalies are associated
with the PGL, Bloomfield pluton and the Ozark Uplift. A high velocity intrusion
corresponds to a pronounced high Bouguer gravity anomaly in the northwest portion of
Alabama. The Reelfoot Rift and the Rough Creek Graben are separated by a possible
intrusion. The boundary of the Ouachita-Appalachian thrust front is observed as well as
the “rift pillow” mafic intrusion in the lower crust along the Reelfoot Rift.
Data and Resources
Seismogram data used in this study were collected from Northern Embayment
Lithospheric Experiment, Transportable Array and Cooperative New Madrid Seismic
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2019). A GPU enabled ambient noise data processing code be accessed at
https://github.com/SwiftHickory/bc_denoise.git (last accessed on August 2019).
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Chapter 5 Conclusion
In this dissertation, by using ESEE explosion dataset and ambient noise data, we
refine the crustal velocity model for the NME.
We first point out that the explosion data could not be explained by just 1D model
or the current 3-D CUSVM velocity model. To construct a better 3-D wave velocity
model for the NME, we next develop a new ambient noise data processing flow based on
the CWT. We then apply the new flow to ambient noise data in the NME region to
extract high SNR EGFs. We then use full waveform inversion on the extracted EGFs to
construct a 3D shear velocity model. The final model is consistent with local geological
features and can be used for high-resolution earthquake source parameters determination
and earthquake hazard assessment. It can also be used as a starting model in future
higher-resolution tomography.
In chapter 2, we used data from two blast sources of the Embayment Seismic
Excitation Experiment to study local wave propagation and to invert for a 2D
inhomogeneous crustal velocity model near the New Madrid Seismic Zone along the
Reelfoot Rift. Record sections show interesting travel time and amplitude features which
are initially hard to interpret when considering only a homogeneous layered model since
amplitude data for the two blasts display quite different patterns. Waves traveling
northward from the southern blast and waves traveling southward from the northern blast
show very different apparent velocities at extended offsets that suggest reflection from a
southwest dipping middle crust-lower crustal interface. The travel times of both direct
and reflected waves are used to model the depth and shape of the interface with an
iterative least-squares inversion algorithm. The final model not only reproduces the travel
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time data but also generates very similar amplitude patterns those observed. The result
reveals that there is a significant southwest dip to the top of the middle crust-lower
crustal interface in the vicinity of the NMSZ. The middle crust in the south is more than
12km thicker than in the north. Our inversion result is consistent with previously inferred
changes in the thickness of the “rift pillow” model. This study corroborates the existence
of such anomalous crustal feature in the NMSZ. We observed clear reflected phases in
the explosion data. However, it was difficult to unequivocally find similar phases in
natural earthquake data in the same study area. Direct and reflected wave travel time
tomography has very little resolution for deeper crustal structure, although it was
successful in constraining the geometry of the middle crust. This study also suggests that
controlled experiments may offer the best way to learn about the first order effects of
heterogeneous velocity structure on the distance attenuation of seismic waves.
In chapter 3, we propose a new ambient noise data processing flow to compute
reliable EGFs. A denoising and designaling algorithm based on the CWT and soft
thresholding, developed here, is essential in this flow, which is automated without any
manual interference. The new processing flow is suitable for use with data containing
significant contamination by regional and teleseismic events or transient signals. The
complete processing flow is divided into four steps: (1) single station data preparation,
(2) removal of earthquakes and other transient signals in the seismic record using CWT,
(3) spectral whitening, cross-correlation and temporal stacking, (4) removal of the noise
in stacked cross-correlogram using CWT to deliver the final EGFs. The final EGFs can
be used to extract phase or group velocity or invert for velocity structure by full
waveform tomography in next processing step. The principal step during the data
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preparation is to acquire pure ambient noise that is earthquake and other transient signal
(instrument irregularities and non-stationary noise sources near to stations, etc.) free. We
adopt the method based on the CWT to remove these unwanted signals. The same
algorithm can also be used to remove the noise in the final EGFs to further increase the
SNR. We have applied our processing flow on one-month of data from TA stations near
the NMSZ. Many earthquakes and transient signals were recorded by the stations making
an optimal dataset to test our new algorithm. We obtained better SNR EGFs compared to
the results from the common processing flow (Benson, 2007), which is very helpful for
further processing, such as the study of attenuation or extraction of body waves using
ambient noise seismic interferometry.
In chapter 4, we use ambient noise data recorded by stations within and around
the NME to extract high SNR EGFs with the new data processing flow based on the
CWT described in chapter 3. The extracted EGFs are then used to invert for a 3-D shear
velocity model by full waveform tomography for the NME region. The final tomography
model delineates several boundaries of the major geologically features. High Vs is
observed in most areas of the NME which can be explained by faulting as well as mafic
intrusion. Low velocity features characterize the Reelfoot Rift, Rough Creek Graben,
Missouri Batholith, and Black Warrior basin while the PGL, Ozark Uplift and a high
velocity intrusion body southeast of the Reelfoot Rift highlight significant high velocity
anomalies in the upper crust. The Reelfoot Rift and the Rough Creek Graben are
separated by a possible intrusion. The boundary of the Ouachita-Appalachian thrust front
is dramatically observed and a “rift pillow” mafic intrusion in the lower crust is imaged
along the Reelfoot Rift. The crustal model shows that a high velocity lower and mid
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crust is a pervasive feature east of the NMSZ and is hypothesized to have been in place
before Cambrian rifting. In this model, the “rift pillow” thought to be associated with the
formation of the Reelfoot rift is reinterpreted as a preCambrian structure probably
associated with the formation of the Granite-Rhyolite province.

109

Chapter 6 References
Ansari, A., Noorzad, A., Zafarani, H. & Vahidifard, H., 2010. Correction of highly noisy
strong motion records using a modified wavelet denoising method, Soil Dynam.
Earthq. Eng., 30, 1168–1181.
Arsdale, R. V., and Cupples W. (2013), Late Pliocene and Quaternary deformation of the
Reelfoot rift, Geosphere, 9(6), 1819-1831.
Bakun, W. H., and Hopper, M. G. (2004), Magnitudes and locations of the 1811-1812
New Madrid, Missouri, and the 1886 Charleston, South Carolina,
earthquakes, Bulletin of the Seismological Society of America, 94(1), 64-75.
Beenamol, M., Prabavathy, S. & Mohanalin J., 2012. Wavelet based seismic signal denoising using Shannon and Tsallis entropy, Comput. Math. Appl., 64, 3580–3593.
Bensen, G. D., Ritzwoller, M. H., and Shapiro, N. M. (2008), Broadband ambient noise
surface wave tomography across the United States, Journal of Geophysical
Research: Solid Earth, 113(B5).
Bensen, G. D., Ritzwoller, M. H., Barmin, M. P., Levshin, A. L., Lin, F., Moschetti, M.
P., ... & Yang, Y., 2007. Processing seismic ambient noise data to obtain reliable
broadband surface wave dispersion measurements, Geophys. J. Int., 169(3), 12391260.
Bickford, M. E., Van Schmus, W. R., Karlstrom, K. E., Mueller, P. A., & Kamenov, G.
D. (2015), Mesoproterozoic-trans-Laurentian magmatism: A synthesis of
continent-wide age distributions, new SIMS U–Pb ages, zircon saturation
temperatures, and Hf and Nd isotopic compositions. Precambrian Research, 265,
286-312.
Bielak, J., H. Karaoglu, and R. Taborda (2011), Memory-efficient displacement-based
internal friction for wave propagation simulation, Geophysics 76, no. 6, T131T145.
Bielak, J., R. W. Graves, K. B. Olsen, R. Taborda, L. Ramírez-Guzmán, S. M. Day, G. P.
Ely, D. Roten, T. H. Jordan, and P. J. Maechling (2010), The ShakeOut
earthquake scenario: Verification of three simulation sets, Geophys. J. Int. 180,
no. 1, 375-404.
Bonvalot, S., Balmino, G., Briais, A., M. Kuhn, Peyrefitte, A., Vales N., Biancale, R.,
Gabalda, G., Reinquin, F., and Sarrailh, M. (2012). World Gravity Map.
Commission for the Geological Map of the World. Eds. BGI-CGMW-CNES-IRD,
Paris.

110

Braile, L. W., Keller, G. R., Hinze, W. J., and Lidiak, E. G. (1982), An ancient rift
complex and its relation to contemporary seismicity in the New Madrid seismic
zone, Tectonics, 1(2), 225-237.
Brocher, T. M. (2005b), Empirical relations between elastic wave speeds and density in
the Earth’s crust, Bull. Seismol. Soc. Am. 95(6), 2081-2092.
Buschbach, T. C., and Schwalb, H. R. (1984), Sedimentary geology of the New Madrid
seismic zone, In Proceedings of the Symposium on the New Madrid Seismic
Zone, US Geological Survey Open-File Report (Vol. 84, No. 770, pp. 64-96).
Calvo, M., Franco, J. M., Montijano, J. I., and Rández, L. (2012), On some new low
storage implementations of time advancing Runge–Kutta methods, Journal of
Computational and Applied Mathematics, 236(15), 3665-3675.
Catchings, R. (1999), Regional Vp, Vs, Vp/Vs, and Poisson's ratios across earthquake
source zones from Memphis, Tennessee, to St. Louis, Missouri, Bull. Seismol.
Soc. Am. 89, no. 6, 1591-1605.
Cervený, V., and I. Pšencık Ray-theory amplitudes and synthetic seismograms in 2-D
inhomogeneous isotropic layered structures. Program packages SEIS.
Červený, V., I. A. Molotkov, I. A. Molotkov, and I. Pšenčík (1977), Ray method in
seismology, Univerzita Karlova.
Chen, C., Gilbert, H., Andronicos, C., Hamburger, M. W., Larson, T., Marshak, S.,
Pavlis, G. L., and Yang, X. (2016), Shear velocity structure beneath the central
United States: Implications for the origin of the Illinois Basin and intraplate
seismicity, Geochemistry, Geophysics, Geosystems,17(3), 1020-1041.
Chen, P., Jordan, T. H., and Zhao, L. (2007), Full three-dimensional tomography: a
comparison between the scattering-integral and adjoint-wavefield
methods, Geophysical Journal International, 170(1), 175-181.
Chik, Z., Islam, T., Rosyidi, S. A., Sanusi, H., Taha, M. R. & Mustafa, M. M., 2009.
Comparing the performance of Fourier decomposition and wavelet decomposition
for seismic signal analysis, Eur. J. Scientif. Res., 32, 314–328.
Chiu, J., A. Johnston, and Y. Yang (1992), Imaging the active faults of the central New
Madrid seismic zone using PANDA array data, Seismol. Res. Lett. 63, no. 3, 375393.
Christensen, N. I. (1989), Pore pressure, seismic velocities, and crustal structure, Mem.
Geol. Soc. Am., 172, 783–798.
Covellone, B. M., Savage, B., and Shen, Y. (2015), Seismic wave speed structure of the
Ontong Java Plateau, Earth and Planetary Science Letters, 420, 140-150,
https://doi.org/10.1016/j.epsl.2015.03.033.
111

Cox, R. T., and R. B. Van Arsdale (1997), Hotspot origin of the Mississippi embayment
and its possible impact on contemporary seismicity, Eng. Geol. 46, no. 3, 201216.
Cox, R. T., and R. B. Van Arsdale (2002), The Mississippi Embayment, North America:
a first order continental structure generated by the Cretaceous superplume mantle
event, J. Geodyn. 34, no. 2, 163-176.
Cox, R. T., R. B. Van Arsdale, and J. B. Harris (2001), Identification of possible
Quaternary deformation in the northeastern Mississippi Embayment using
quantitative geomorphic analysis of drainage-basin asymmetry, Geol. Soc. Am.
Bull. 113, no. 5, 615-624.
Dart, R. L., and Swolfs, H. S. (1998), Contour mapping of relic structures in the
Precambrian basement of the Reelfoot rift, North American
midcontinent. Tectonics, 17(2), 235-249.
Daubechies, I., 1992. Ten Lectures on Wavelets, Vol. 61, SIAM, Philadelphia,
Pennsylvania, 357 pp., doi: 10.1137/1.9781611970104.
Dunn, M., DeShon, H. R., and Powell, C. A. (2013), Imaging the New Madrid seismic
zone using double‐difference tomography, Journal of Geophysical Research:
Solid Earth, 118(10), 5404-5416.
Dziewonski, A.M., Bloch, S. & Landisman, M., 1969. A technique for the analysis of
transient seismic signals, Bull. Seism. Soc. Am., 59, 427– 444.
Elad, M., & Aharon, M., 2006. Image denoising via sparse and redundant representations
over learned dictionaries, IEEE Trans. Image Process., 15, 3736–3745.
Emry, E. L., Shen, Y., Nyblade, A. A., Flinders, A., and Bao, X. (2019), Upper mantle
Earth structure in Africa from full-wave ambient noise tomography,
Geochemistry, Geophysics, Geosystems, 20, 120-147. https://doi.org/10.1029/
2018GC007804.
Farge, M., 1992. Wavelet transforms and their applications to turbulence, Annu. Rev.
Fluid Mech., 24, 395–458, doi: 10.1146/annurev.fl.24.010192.002143.
Fichtner, A. (2010). Full seismic waveform modelling and inversion. Springer Science &
Business Media.
Gao, H., & Shen, Y., 2014. Upper mantle structure of the Cascades from full-wave
ambient noise tomography: Evidence for 3D mantle upwelling in the backarc, Earth and Planetary Science Letters, 390, 222-233.

112

Gao, H., and Shen, Y. (2012), Validation of shear-wave velocity models of the Pacific
Northwest, Bulletin of the Seismological Society of America, 102(6), 2611-2621,
https://doi.org/10.1785/0120110336.
Gao, H., and Shen, Y. (2014), Upper mantle structure of the Cascades from full-wave
ambient noise tomography: Evidence for 3D mantle upwelling in the back-arc,
Earth and Planetary Science Letters, 390, 222-233,
https://doi.org/10.1016/j.epsl.2014.01.012.
Gao, H., and Shen, Y. (2015), Validation of recent shear wave velocity models in the
United States with full-wave simulation, Journal of Geophysical Research: Solid
Earth, 120, 534-358, https://doi.org/10.1002/2014JB011369.
Guinness, E. A., Arvidson, R. E., Strebeck, J. W., Schulz, K. J., Davies, G. F., and Leff,
C. E. (1982), Identification of a Precambrian rift through Missouri by digital
image processing of geophysical and geological data, Journal of Geophysical
Research: Solid Earth, 87(B10), 8529-8545.
Hao, Y., K. McIntosh, and M. B. Magnani (2015), Long‐lived deformation in the
southern Mississippi Embayment revealed by high‐resolution seismic reflection
and sub‐bottom profiler data, Tectonics 34, no. 3, 555-570.
Hicks, G. J. (2002), Arbitrary source and receiver positioning in finite-difference
schemes using Kaiser windowed sinc functions, Geophysics, 67(1), 156-165.
Hildenbrand, T. G. (1985), Rift structure of the northern Mississippi embayment from the
analysis of gravity and magnetic data, J. Geophys. Res. B Solid Earth Planets 90,
no. B14, 12607-12622.
Hildenbrand, T. G., and Hendricks, J. D. (1995), Geophysical setting of the Reelfoot rift
and relations between rift structures and the New Madrid seismic zone, No. 1538E. 1995.
Hildenbrand, T. G., Griscom, A., Van Schmus, W. R., and Stuart, W. D. (1996),
Quantitative investigations of the Missouri gravity low: A possible expression of
a large, Late Precambrian batholith intersecting the New Madrid seismic
zone, Journal of Geophysical Research: Solid Earth, 101(B10), 21921-21942.
Hildenbrand, T. G., M. F. Kane, and W. Stauder (1977). Magnetic and gravity anomalies
in the northern Mississippi embayment and their spatial relation to seismicity,
U.S. Geol. Surv. Misc. Field. Studies Map, MF-914, scale 1:1,000,000.
Hildenbrand, T., M. Kane, and J. Hendricks (1982), Magnetic basement in the upper
Mississippi Embayment region: a preliminary report, US Department of the
Interior, Geological Survey.

113

Hough, S. E., J. G. Armbruster, L. Seeber, and J. F. Hough (2000), On the modified
Mercalli intensities and magnitudes of the 1811–1812 New Madrid earthquakes,
J. Geophys. Res. B Solid Earth Planets 105, no. B10, 23839-23864.
Johnson, P. R., I. Zietz, and W. A. Thomas (1994), Possible Neoproterozoic-early
Paleozoic grabens in Mississippi, Alabama, and Tennessee, Geology 22, no. 1,
11-14.
Johnston, A. (1996), Seismic moment assessment of stable continental earthquakes, Part
3: 1811-1812 New Madrid, 1886 Charleston, and 1755 Lisbon, Geophys. J. Int.
126, 314-344.
Johnston, A. C., and Schweig, E. S. (1996), The enigma of the New Madrid earthquakes
of 1811-1812, Annual Review of Earth and Planetary Sciences, 24(1), 339-384.
Langston, C. (2002), ESEE: embayment seismic excitation experiment, Seism. Res. Lett
73, 268.
Langston, C. A. (1994), An integrated study of crustal structure and regional wave
propagation for southeastern Missouri, Bull. Seismol. Soc. Am. 84, no. 1, 105118.
Langston, C. A. (2003), Local earthquake wave propagation through Mississippi
embayment sediments, part I: Body-wave phases and local site responses, Bull.
Seismol. Soc. Am. 93, no. 6, 2664-2684.
Langston, C. A. & Mousavi, S. M., 2019. Separating signal from noise and from other
signal using non-linear thresholding and scale-time windowing of continuous
wavelet transform, manuscript submitted for publication.
Langston, C. A., A. A. Nyblade, and T. J. Owens (2002), Regional wave propagation in
Tanzania, east Africa, J. Geophys. Res. B Solid Earth Planets 107, no. B1.
Langston, C. A., and Horton, S. P. (2014), Three‐dimensional seismic‐velocity model for
the unconsolidated Mississippi embayment sediments from H/V ambient noise
measurements, Bulletin of the Seismological Society of America, 104(5), 23492358.
Langston, C. A., Chiu, S. C. C., Lawrence, Z., Bodin, P., & Horton, S., 2009. Array
observations of microseismic noise and the nature of H/V in the Mississippi
embayment, Bulletin of the Seismological Society of America, 99(5), 2893-2911.
Langston, C. A., P. Bodin, C. Powell, M. Withers, S. Horton, and W. Mooney (2005),
Bulk sediment QP and QS in the Mississippi embayment, central United States,
Bull. Seismol. Soc. Am. 95, no. 6, 2162-2179.

114

Langston, C. A., P. Bodin, C. Powell, M. Withers, S. Horton, and W. Mooney (2006),
Explosion source strong ground motions in the Mississippi embayment, Bull.
Seismol. Soc. Am. 96, no. 3, 1038-1054.
Langston, C. A., W. Lee, C. Lin, and C. Liu (2009), Seismic-wave strain, rotation, and
gradiometry for the 4 March 2008 TAIGER explosions, Bull. Seismol. Soc. Am.
99, no. 2B, 1287-1301.
Lecocq, T., Caudron, C. & Brenguier, F., 2014. MSNoise, a python package for
monitoring seismic velocity changes using ambient seismic noise, Seismological
Research Letters, 85(3), 715-726.
Levandowski, W., Herrmann, R. B., Briggs, R., Boyd, O., and Gold, R. (2018), An
updated stress map of the continental United States reveals heterogeneous
intraplate stress, Nature Geoscience, 11(6), 433.
Liang, C., & LangstonC. A, 2008. Ambient seismic noise tomography and structure of
eastern North America. J. Geophys. Res., 113(B3).
Lin, F. C., Moschetti, M. P. & Ritzwoller, M. H., 2008. Surface wave tomography of the
western United States from ambient seismic noise: Rayleigh and Love wave
phase velocity maps, Geophys. J. Int., 173(1), 281-298.
Liu, C., Langston, C. A. & Powell C. A., 2019. Crustal and uppermost mantle shear wave
velocity and radial anisotropy beneath the Missisippi embayment from ambient
noise tomography, manuscript submitted for publication.
Liu, L., and Zoback, M. D. (1997), Lithospheric strength and intraplate seismicity in the
New Madrid seismic zone, Tectonics, 16(4), 585-595.
Liu, L., Gao, S. S., Liu, K. H., and Mickus, K. (2017), Receiver function and gravity
constraints on crustal structure and vertical movements of the upper Mississippi
embayment and Ozark uplift, Journal of Geophysical Research: Solid Earth,
122(6), 4572-4583.
Luebke, D. (2008), CUDA: Scalable parallel programming for high-performance
scientific computing, In 2008 5th IEEE international symposium on biomedical
imaging: from nano to macro, pp. 836-838. IEEE.
McKeown, F. A. (1982), Overview and discussion, US Department of the Interior,
Geological Survey.
Mooney, W., M. Andrews, A. Ginzburg, D. Peters, and R. Hamilton (1983), Crustal
structure of the northern Mississippi embayment and a comparison with other
continental rift zones, Tectonophysics 94, no. 1, 327-348.

115

Mostafanejad, A. and C. A. Langston (1026), Velocity structure of the northern
Mississippi Embayment sediments, Part I: Teleseismic P-wave spectral ratios
analysis, Bull. Seismol. Soc. Am. 107, no. 1, 97-105.
Mostafanejad, A., and Langston, C. A. (2017), Velocity structure of the northern
Mississippi Embayment sediments, Part II: Inversion of teleseismic P‐wave
transfer functions, Bulletin of the Seismological Society of America, 107(1), 106116.
Mousavi, S. M., and C. A. Langston (2016), Hybrid Seismic Denoising Using Higher‐
Order Statistics and Improved Wavelet Block Thresholding, Bull. Seismol. Soc.
Am. 106, no. 4, 1380-1393.
Mousavi, S. M., Langston, C. A. & Horton, S. P., 2016. Automatic micro-seismic
denoising and onset detection using the synchrosqueezed-con- tinuous wavelet
transform, Geophysics, 81(4), 1–15, doi: 10.1190/ GEO2015-0598.1.
Mueller, K., Susan, E. H., and Bilham, R. (2004), Analysing the 1811-1812 New Madrid
earthquakes with recent instrumentally recorded aftershocks, Nature, 429(6989),
284.
Murray, G. E. (1961). Geology of the Atlantic and Gulf coastal province of North
America, Harper.
Nelson, K., and J. Zhang (1991), A COCORP deep reflection profile across the buried
Reelfoot rift, south-central United States, Tectonophysics 197, no. 2-4, 271-293.
Newman, A., Stein, S., Weber, J., Engeln, J., Mao, A., and Dixon, T. (1999), Slow
deformation and lower seismic hazard at the New Madrid seismic
zone, Science, 284(5414), 619-621.
Nuttli, O. W. (1973), The Mississippi Valley earthquakes of 1811 and 1812: Intesities,
ground motion and magnitudes, Bull. Seismol. Soc. Am. 63, no. 1, 227-248.
Nyamwandha, C. A., C. A. Powell, and C. A. Langston (2016), A joint local and
teleseismic tomography study of the Mississippi Embayment and New Madrid
Seismic Zone, J. Geophys. Res. B Solid Earth Planets 121, no. 5, 3570-3585.
Nyamwandha, C. A., Powell, C. A. & Langston, C. A., 2016. A joint local and
teleseismic tomography study of the Mississippi Embayment and New Madrid
Seismic Zone, J. Geophys. Res. B Solid Earth Planets, 121(5), 3570-3585.
Page, M. T., and Hough, S. E. (2014), The New Madrid seismic zone: Not dead
yet. Science, 343(6172), 762-764.

116

Pazos, A., Gonzalez, M. J. & Alguacil, G., 2003. Non-linear filter using the wavelet
transform applied to seismological records, J. Seismol., 7, 413–429.
Petersson, N.A. and B. Sjögreen (2017). SW4 v2.0. Computational Infrastructure of
Geodynamics, Davis, CA. DOI: 10.5281/zenodo.1045297.
Pollitz, F. F., and Mooney, W. D, Seismic structure of the Central US crust and shallow
upper mantle: Uniqueness of the Reelfoot Rift, Earth and Planetary Science
Letters, 402, 157-166.
Powell, C. A., M. M. Withers, H. R. DeShon, and M. M. Dunn (2010), Intrusions and
anomalous Vp/Vs ratios associated with the New Madrid seismic zone, J.
Geophys. Res. B Solid Earth Planets 115, no. B8.
Ramírez‐Guzmán, L., Boyd, O. S., Hartzell, S., and Williams, R. A. (2012), Seismic
velocity model of the central United States (version 1): Description and
simulation of the 18 April 2008 Mt. Carmel, Illinois, earthquake, Bulletin of the
Seismological Society of America, 102(6), 2622-2645.
Ramirez‐Guzman, L., R. W. Graves, K. B. Olsen, O. S. Boyd, C. Cramer, S. Hartzell, S.
Ni, P. Somerville, R. A. Williams, and J. Zhong (2015), Ground‐motion
simulations of 1811–1812 New Madrid earthquakes, central United States, Bull.
Seismol. Soc. Am. 105, no. 4, 1961-1988.
Rioul, O. & Duhamel, P., 1992. Fast algorithms for discrete and continuous wavelet
transforms, IEEE transactions on information theory, 38(2), 569-586.
Sabra, K. G., Gerstoft, P., Roux, P., Kuperman, W. A. & Fehler, M. C., 2005. Extracting
time‐domain Green's function estimates from ambient seismic noise, Geophysical
Research Letters, 32(3).
Savage, B., Covellone, B. M., and Shen, Y. (2017), Wave speed structure of the eastern
North American margin, Earth and Planetary Science Letters, 459, 394-405.
https://doi.org/10.1016/j.epsl.2016.11.028.
Shapiro, N. M., and Campillo, M. (2004), Emergence of broadband Rayleigh waves from
correlations of the ambient seismic noise, Geophysical Research Letters, 31(7).
Shapiro, N. M., Campillo, M., Stehly, L. & Ritzwoller, M. H., 2005. High-resolution
surface-wave tomography from ambient seismic noise, Science, 307(5715), 16151618.
Shen, Y. and Zhang, W. (2012), Full-wave tomography of the eastern hemisphere,
Proceedings of the 2012 Monitoring Research Review: Ground-based Nuclear
Explosion Monitoring Technologies, 121-129.

117

Snyder, J. P. (1987), Map projections--A working manual. Vol. 1395. US Government
Printing Office.
Starck, J. L., Murtagh, F. & Fadili, J. M., 2010. Sparse Image and Signal Processing.
New York: Cambridge University Press.
Stuart, W. D., T. G. Hildenbrand, and R. W. Simpson (1997), Stressing of the New
Madrid seismic zone by a lower crust detachment fault, J. Geophys. Res. B Solid
Earth Planets 102, no. B12, 27623-27633.
Taborda, R., J. López, H. Karaoglu, J. Urbanic, and J. Bielak (2010), Speeding up finite
element wave propagation for large-scale earthquake simulations, Parallel Data
Laboratory Tech. Rept. CMUPDL-10 109.
Taborda, R., S. Azizzadeh-Roodpish, N. Khoshnevis, and K. Cheng (2016), Evaluation of
the southern California seismic velocity models through simulation of recorded
events, Geophys. J. Int. 205, no. 3, 1342-1364.
Tary, J. B., Herrea, R. H., Han, J. & Baan, M. V. D., 2014. Spectral estimation—What is
new? What is next? Rev. Geophys., 52(4), 723–749, doi:
10.1002/2014RG000461.
Thomas, W. A., 2006, Tectonic inheritance at a continental margin, GSA today, 16(2), 411.
To, C. A., Moore, J. R. & Glaser, S. D., 2009. Wavelet denoising techniques with
applications to experimental geophysical data, Signal Process., 89, 144–160, doi:
10.1016/j.sigpro.2008.07.023.
Torrence, C. & Compo, G. P., 1998. "A practical guide to wavelet analysis." Bulletin of
the American Meteorological Society, 79(1), 61-78.
Tromp, J., Tape, C., and Liu, Q. (2005), Seismic tomography, adjoint methods, time
reversal and banana-doughnut kernels, Geophysical Journal International, 160(1),
195-216.
Tu, T., H. Yu, L. Ramirez-Guzman, J. Bielak, O. Ghattas, K.-L. Ma, and D. R. O'hallaron
(2006), From mesh generation to scientific visualization: An end-to-end approach
to parallel supercomputing, paper presented at Proceedings of the 2006
ACM/IEEE conference on Supercomputing, ACM.
Tuttle, M. P., E. S. Schweig, J. D. Sims, R. H. Lafferty, L. W. Wolf, and M. L. Haynes
(2002), The earthquake potential of the New Madrid seismic zone, Bull. Seismol.
Soc. Am. 92, no. 6, 2080-2089.

118

Van Arsdale, R. & Cupples, W., 2013. Late Pliocene and Quaternary deformation of the
Reelfoot rift, Geosphere, 9(6), 1819-1831.
Van Arsdale, R. B., H. R. DeShon, and M. P. Tuttle (2012), New Madrid Seismic Zone
field trip guide, Field Guides 29, 123-136.
Van Arsdale, R., Bresnahan, R., McCallister, N. & Waldron, B., 2007. Upland Complex
of the central Mississippi River valley: Its origin, denudation, and possible role in
reactivation of the New Madrid seismic zone, Geological Society of America
Special Papers, 425, 177-192.
Van Arsdale, R., R. Bresnahan, N. McCallister, and B. Waldron (2007), Upland Complex
of the central Mississippi River valley: Its origin, denudation, and possible role in
reactivation of the New Madrid seismic zone, Geological Society of America
Special Papers 425, 177-192.
Van Schmus, W. R. (1992), Tectonic setting of the midcontinent rift system,
Tectonophysics, 213, 1-15, doi:10.1016/0040-1951(92)90247-4.
Vlahovic, G., and C. A. Powell (2001), Three‐dimensional S wave velocity structure and
Vp/Vs ratios in the New Madrid Seismic Zone, J. Geophys. Res. B Solid Earth
Planet 106, no. B7, 13501-13513.
Vlahovic, G., C. A. Powell, and J. M. Chiu (2000), Three‐dimensional P wave velocity
structure in the New Madrid seismic zone, J. Geophys. Res. B Solid Earth Planet
105, no. B4, 7999-8011.
Wapenaar, K. & Fokkema, J., 2006. Green’s function representations for seismic
interferometry, Geophysics, 71(4), SI33-SI46.
Weaver, J. B., Yansun, X., Healy, D. M. & Cromwell, L. D., 1991. Filtering noise from
images with wavelet transforms, Matnetic Resonance in Medicine, 21, 288-295.
Wessel, P., W. H. Smith, R. Scharroo, J. Luis, and F. Wobbe (2013), Generic mapping
tools: Improved version released, Eos, Transactions American Geophysical Union
94, no. 45, 409-410.
Wiechert, E., and K. Zoeppritz. "Über erdbebenwellen." Nachrichten von der
Gesellschaft der Wissenschaften zu Göttingen, Mathematisch-Physikalische
Klasse 1907 (1907): 415-549.
Yang, Y. & Langston, C. A., 2019. Full waveform ambient noise tomography for the
northern Mississippi embayment, unpublished manuscript.

119

Yang, Y., and Langston C. A (2019), Crustal Structure and local wave propagation in the
New Madrid seismic zone inferred from Embayment Seismic Excitation
Experiment data, manuscript submitted for publication.
Yang, Y., C. Liu, and C. A. Langston (2019), Processing seismic ambient noise data with
the continuous wavelet transform to obtain reliable empirical green’s functions,
manuscript submitted for publication.
Yao, H., van Der Hilst, R. D. & De Hoop, M. V., 2006. Surface-wave array tomography
in SE Tibet from ambient seismic noise and two-station analysis—I. Phase
velocity maps, Geophys. J. Int., 166(2), 732-744.
Yao, H., van Der Hilst, R. D., and De Hoop, M. V. (2006), Surface-wave array
tomography in SE Tibet from ambient seismic noise and two-station analysis—I.
Phase velocity maps, Geophysical Journal International, 166(2), 732-744.
Zhang, Q., Sandvol, E., and Liu, M. (2009), Lithospheric velocity structure of the New
Madrid Seismic Zone: A joint teleseismic and local P tomographic
study, Geophysical Research Letters, 36(11).
Zhang, W., and Shen, Y. (2010), Unsplit complex frequency-shifted PML
implementation using auxiliary differential equations for seismic wave
modeling, Geophysics, 75(4), T141-T154.
Zhang, W., Shen, Y., and Zhao, L. (2012), Three-dimensional anisotropic seismic wave
modelling in spherical coordinates by a collocated-grid finite-difference method,
Geophysical Journal International, 188(3), 1359-1381,
https://doi.org/10.1111/j.1365-246X.2011.05331.x.
Zhang, W., Zhang, Z., and Chen, X. (2012), Three-dimensional elastic wave numerical
modelling in the presence of surface topography by a collocated-grid finitedifference method on curvilinear grids, Geophysical Journal International, 190(1),
358-378.
Zhu, L., and L. A. Rivera (2002), A note on the dynamic and static displacements from a
point source in multilayered media, Geophys. J. Int. 148, no. 3, 619-627.
Zoback, M. L., and M. D. Zoback (1989), Tectonic stress field of the continental United
States, Mem. Geol. Soc. Am. 172, 523-540.

120

