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Thema der Arbeit ist die numerische Simulation von elektromagnetischen Feldern fu¨r
einen Teil des Freie-Elektronen-Lasers FLASH am DESY in Hamburg. Im ersten Bunch-
kompressor des Linearbeschleunigers durchlaufen die durch Dipolmagnete abgelenkten
Elektronenpakete eine U-fo¨rmige Metallkammer, wobei Synchrotronstrahlung entsteht.
Das Spektrum der aus der Kammer abgestrahlten elektromagnetischen Wellen wird in
der Praxis verwendet, um Ru¨ckschlu¨sse auf die Ladungsverteilung der Elektronenpakete
zu ziehen.
Ziel der Arbeit ist es, die abgestrahlten Felder und das Spektrum u¨ber einen weiten Wel-
lenla¨ngenbereich auf numerischem Wege mittels diskretisierender und optischer Methoden
zu berechnen. Schwerpunkt bildet hierbei die systematische Untersuchung der Anwend-
barkeit der Methode der ﬁniten Integration (FIT) und der geometrischen Beugungstheorie
(UTD), welche fu¨r solche Probleme bisher noch nicht untersucht wurde. Damit ist es erst-
mals mo¨glich, den Einﬂuss der seitlichen Kammerwa¨nde auf das Strahlungsspektrum zu
untersuchen, was die Hauptmotivation fu¨r die Arbeit darstellte. Generelle Herausforde-
rungen bei der Simulation sind der sehr weite Wellenla¨ngenbereich u¨ber drei Dekaden, die
im Vergleich zur Kammergro¨ße kleinen Wellenla¨ngen, die komplizierte Kammerstruktur
und die sehr speziellen Eigenschaften von Synchrotronstrahlungsquellen.
Zentrales Ergebnis der Arbeit ist, dass keine der vorgestellten Methoden fu¨r sich in der
Lage ist das Spektrum u¨ber den gesamten Wellenla¨ngenbereich zu berechnen. Erst durch
Kombination der verschiedenen Verfahren ergibt sich das gewu¨nschte Ergebnis. Besta¨tigt
werden die Simulationsergebnisse durch eine gute U¨bereinstimmung mit bei DESY durch-
gefu¨hrten Messungen. Weiterhin wurden im Laufe der Arbeit Probleme bei den Messungen






In diesem Kapitel wird zuna¨chst ein kurzer U¨berblick u¨ber den Freie-Elektronen-Laser
FLASH gegeben. Der erste Bunchkompressor des Beschleunigers bildet die Grundlage die-
ser Arbeit und wird anschließend vorgestellt. Nachdem die grundlegenden praktischen Fra-
gestellungen und der Lo¨sungsansatz in Form von numerischen Feldsimulationen erla¨utert
wurden, wird das Thema fu¨r diese Arbeit weiter eingegrenzt und formuliert. Die beson-
deren Aspekte diese Arbeit werden genannt und zu anderen Arbeiten abgegrenzt.
Im Folgenden wird davon ausgegangen, dass der Leser u¨ber fundierte Kenntnisse der elek-
tromagnetischen Feldtheorie und numerischen Feldsimulation, insbesondere der Methode
der ﬁniten Integration (FIT) verfu¨gt. Grundlegende Kenntnisse u¨ber die Physik und Tech-
nik von Teilchenbeschleunigern werden ebenso angenommen. Konventionen, Schreibweisen
und ein Symbolverzeichnis beﬁnden sich im Anhang.
1.1 Der Freie-Elektronen-Laser FLASH
Der Freie-Elektronen-Laser FLASH [35] am Deutschen Elektronen Synchrotron (DESY)
in Hamburg [12] ist ein Linearbeschleuniger fu¨r Elektronen mit dem Ziel, Laserimpulse
von besonders hoher Intensita¨t, kurzer Zeitdauer und kurzer Wellenla¨nge zu erzeugen. Die
Wellenla¨ngen bewegen sich dabei vom extremen Ultraviolett bis hin zur weichen Ro¨ntgen-
strahlung. Die Zeitdauer der Pulse liegt im Bereich von Femtosekunden. Durch Laserpulse
mit diesen Eigenschaften ergeben sich neue experimentelle Mo¨glichkeiten in Bereichen wie
Festko¨rper- und Oberﬂa¨chenphysik, Plasmaforschung oder Molekularbiologie.
Urspru¨nglich wurde der Beschleuniger als Pilotanlage fu¨r den europa¨ischen Ro¨ntgenlaser
XFEL konzipiert, der noch ku¨rzere Wellenla¨ngen liefern soll. Mittlerweile wurde FLASH
jedoch ausgebaut und steht als eigensta¨ndiger Laser fu¨r die Nutzung zur Verfu¨gung. Vor
der aktuellen Bezeichnung FLASH ist der Beschleuniger in der Literatur unter dem Namen
VUV-FEL zu ﬁnden.
Eine schematische U¨bersicht von FLASH ist in Abbildung 1.1 zu sehen. Die Elektronen-
quelle beﬁndet sich auf der linken Seite und erzeugt Teilchenpakete (Bunch), die dann
in mehreren Schritten auf eine Endenergie von 1000 MeV beschleunigt werden und da-
bei zwei Bunchkompressoren (BC) durchlaufen. Der eigentliche Laserpuls wird in der
Undulator-Struktur aus den Teilchenpaketen erzeugt.
Damit der Lasereﬀekt eintritt, sind Strahlstro¨me von mehreren 1000 A erforderlich. Diese
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Abbildung 1.1: Schematische U¨bersicht des Freie-Elektronen-Lasers FLASH am DESY in
Hamburg. (Quelle: www.desy.de)
ko¨nnen im Allgemeinen nur erreicht werden, indem der Bunch longitudinal sehr stark
zusammengedru¨ckt wird. Dies ist die Aufgabe der beiden Bunchkompressoren, die somit
einen zentralen Bestandteil des Beschleunigers darstellen.
Der Strahlstrom ha¨ngt dabei direkt mit der longitudinalen Ladungsverteilung der Teil-
chenpakete zusammen, welche somit eine wesentliche Rolle bei dem Betrieb des Beschleu-
nigers spielt. Dementsprechend gibt es viele Bestrebungen, die longitudinale Ladungsver-
teilung wa¨hrend des Betriebs an mehreren Stellen des Beschleunigers zu bestimmen, wozu
eine Vielzahl von Verfahren zur Verfu¨gung steht [9, 19, 25]. Ein mo¨gliches Verfahren, die
Strahldiagnostik auf Basis koha¨renter Synchrotronstrahlung (CSR) am ersten Bunchkom-
pressor, wird im na¨chsten Kapitel genauer betrachtet und bildet die Grundlage fu¨r diese
Arbeit.
1.2 CSR-Strahldiagnostik am ersten Bunchkompres-
sor
Grundlegende Idee und Aufbau
Im oberen Teil von Abbildung 1.2 ist der grundlegende Aufbau des ersten Bunchkompres-
sors dargestellt. Dieser besteht aus einer Schikane von vier Dipolmagneten, welche den
von links kommenden Bunch auf den skizzierten U-fo¨rmigen Pfad umlenken. Die erste
Beschleunigungsstrecke vor dem Bunchkompressor ist dabei so eingestellt, dass die Teil-
chen vorne im Bunch eine etwas niedrigere Energie haben als die Teilchen am Ende des
Bunchs. Da sich der Bunch jedoch mit nahezu Lichtgeschwindigkeit bewegt, fu¨hrt dies
nicht direkt dazu, dass der Bunch komprimiert wird. Durch die Umlenkmagnete des Bun-
chkompressors laufen die Teilchen mit einer ho¨heren Energie jedoch eine ku¨rzere Strecke,
da diese nicht so stark abgelenkt werden, wodurch schließlich die Kompression des Bunchs
erreicht wird.
Bei dem Flug durch die Bunchkompressorschikane werden die Teilchen des Bunchs ab-
gelenkt und strahlen dadurch elektromagnetische Wellen ab [39]. Die sich so ergebende
Strahlung wird als Synchrotronstrahlung (SR) [50] bezeichnet. Das Spektrum der ab-
gestrahlten Wellen ha¨ngt dabei von der Ladungsverteilung des abgelenkten Bunchs ab.
Dieser Zusammenhang zwischen Strahlungsspektrum und Ladungsverteilung bildet die
Basis einer Methode zur Strahldiagnose. Wenn das Spektrum der Synchrotronstrahlung
bekannt ist, ko¨nnen hieraus Ru¨ckschlu¨sse auf die Ladungsverteilung im Bunch gezogen
werden [20].
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Abbildung 1.2: U¨bersicht u¨ber das CSR-Strahldiagnostik-Prinzip am ersten Bunchkom-
pressor.
Im unteren Teil von Abbildung 1.2 ist das Prinzip der Diagnosemethode dargestellt. Die
im Bunchkompressor erzeugte Synchrotronstrahlung wird u¨ber mehrere Spiegel durch
eine optische Strecke zu einem Interferometer geleitet, wo das Spektrum im Bereich von
10mm bis 10µm bestimmt wird. Hieraus wird u¨ber komplizierte Algorithmen versucht,
die longitudinale Ladungsverteilung des Teilchenpakets zu rekonstruieren.
In Abbildung 1.3 sind einige Fotos des praktischen Aufbaus zu sehen. Im oberen Foto ist
ein Teil des Bunchkompressors zu sehen, wenn man auf den Ausgang des vierten Dipol-
magneten blickt. Die Strahlung verla¨sst die Vakuum-Kammer durch ein Quarzfenster am
Flansch, wird u¨ber den ersten Parabolspiegel fokussiert und nach oben u¨ber die optische
Strecke geleitet, die im mittleren Bild zu sehen ist. Hierdurch gelangt die Strahlung zum
Martin-Puplett Interferometer im unteren Bild, wo das Spektrum der Strahlung bestimmt
wird.
Der Abschnitt zwischen dem dritten und vierten Dipolmagneten des Bunchkompressors
ist in Abbildung 1.4 genauer dargestellt. Die Kammer besteht dabei oben und unten
aus zwei Metallplatten im Abstand von 8mm und metallischen seitlichen Wa¨nden. Die
Synchrotronstrahlung verla¨sst die Kammer unten rechts im Bild durch das Quarzfenster,
welches auch im oberen Foto von Abbildung 1.3 zu sehen ist.
Zusammenhang zwischen der Bunchform und dem Spektrum der Synchro-
tronstrahlung
Die verwendete Beziehung zwischen der Bunchform und dem Spektrum der Synchrotron-
strahlung basiert auf folgendem Modell. Es wird ein Bunch, bestehend aus N Punktla-
dungen angenommen, welche alle die gleiche Energie bzw. Geschwindigkeit besitzen und
sich zeitlich versetzt auf dem gleichen Pfad bewegen. D.h., dass nur ein eindimensionaler
Bunch betrachtet wird, der keine transversale Ausdehnung besitzt und dessen longitudi-
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Abbildung 1.3: Einige Bilder zum Messaufbau fu¨r die Strahldiagnostik am ersten Bunch-
kompressor. Im ersten Bild ist die Stelle zu sehen, an der die Synchrotronstrahlung die
Vakuumkammer verla¨sst. Im mittleren Bild ist die optische Strecke zu sehen, u¨ber welche
die Strahlung zum Interferometer geleitet wird, das im unteren Bild zu sehen ist. Hier
wird das Spektrum der Strahlung bestimmt.












Abbildung 1.4: Draufsicht auf einen Teil der Vakuumkammer am ersten Bunchkompressor,
bestehend aus zwei Dipolmagneten, den seitlichen Kammerwa¨nden und dem Kammeraus-
gang. Oben und unten ist die Kammer durch zwei Metallwa¨nde im Abstand von 8mm
begrenzt.
nale Ladungsverteilung sich nicht a¨ndert.
Die zeitliche bzw. ra¨umliche, longitudinale Verteilung der Punktladungen wird als zufa¨llig
angenommen und durch ein stochastisches Modell [22] beschrieben. Der zeitliche Versatz
des Teilchens i gegenu¨ber einem Referenzteilchen sei mit der Zufallsvariablen ti bezeich-
net. Die Zufallsvariablen ti und tj zweier verschiedener Teilchen werden als stochastisch
unabha¨ngig angenommen. Damit gilt fu¨r alle Teilchen die gleiche Wahrscheinlichkeitsdich-
tefunktion f(t). Aus ihr la¨sst sich berechnen, mit welcher Wahrscheinlichkeit das Teilchen
i einen zeitlichen Versatz zwischen T1 und T2 gegenu¨ber dem Referenzteilchen hat










wird als Formfaktor F (ω) des Teilchenpakets bezeichnet.
Weiterhin sei das elektrische und magnetische Feld im Frequenzbereich, welches durch
eine einzelne Referenz-Punktladung erzeugt wird, mit E1(r, ω) und H1(r, ω) bezeichnet.
Die komplexen Feldgro¨ßen sind dabei als Fouriertransformation der reellen Felder zu ver-
stehen. Das von N Teilchen erzeugte Feld ergibt sich durch U¨berlagerung der Einzelfelder
und beschreibt das Gesamtfeld, welches den Detektor erreicht und gemessen wird.
Hierbei handelt es sich aber noch um eine Zufallsvariable. Zum Vergleich mit in der
Praxis gemessenen Gro¨ßen sind jedoch Erwartungswerte, gekennzeichnet durch < . >,
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welcher die den Detektor erreichende Strahlungsleistungsdichte beschreibt, ergibt sich fu¨r





N + N(N − 1)|F (ω)|2) . (1.1)
Dabei bezeichnet Sc,1 den Poyntingvektor des Referenzteilchens.
Bevor im na¨chsten Abschnitt kurz auf deren Interpretation eingegangen wird, sei hier
zuna¨chst die Bedeutung der spektralen Leistungsdichte des komplexen Poyntingvektors
wiederholt. Fu¨r die Gesamtenergie der elektromagnetischen Strahlung, die u¨ber alle Zeit
integriert durch ein inﬁnitesimales Fla¨chenelement stro¨mt, gilt die Beziehung [39, S. 102f]∫ ∞
−∞


















geschrieben, beschreibt somit die Energie, die pro Frequenzintervall (Kreisfrequenz) durch
die Einheitsﬂa¨che mit der Fla¨chennormalen nˆ stro¨mt [(J/m2)/Hz].
CSR-Diagnostik
Gleichung (1.1) bildet die Basis fu¨r die in der Praxis [9, 15] verwendete Methode zur Re-
konstruktion der Bunchform. Aus dem gemessenen Strahlungsspektrum wird damit zuerst
der Formfaktor bestimmt, aus dem sich schließlich durch inverse Fourier-Transformation
die Bunchform ergibt. Wie aus der Gleichung ersichtlich, ist dazu auch die Kenntnis des
Referenzspektrums no¨tig, welches durch ein einzelnes Elektron erzeugt wird.
Eine wichtige Aussage der Gleichung (1.1) ist, dass bei hohen Frequenzen, wo |F (ω)| ≈ 0
gilt, die N Teilchen unabha¨ngig voneinander Energie abstrahlen und die Gesamtenergie
N mal so groß ist wie die eines einzelnen Teilchens. Wird die Wellenla¨nge jedoch gro¨ßer
und erreicht die Dimension des Teilchenpakets, so strahlen die einzelnen Punktladungen
nicht mehr einzeln, sondern koha¨rent und die abgestrahlte Energie wa¨chst quadratisch
in N . Da die Bunchform durch den Formfaktor F (ω) nur auf den koha¨renten Teil der
Strahlung Einﬂuss hat und auch nur dieser zur Strahldiagnostik genutzt werden kann,
spricht man von koha¨renter Strahldiagnose (CRD).
Ein wichtiger Vorteil dieses Diagnoseverfahrens ist, dass zur Analyse die Synchrotron-
strahlung genutzt wird, die sowieso im Beschleuniger ungewollt erzeugt wird. Der Bunch
wird dabei nicht zusa¨tzlich beeinﬂusst oder gar vernichtet, wie es bei anderen Diagnose-
verfahren der Fall ist. Ein weiterer Vorteil des Verfahrens ist, dass es auf einem einfachen
Prinzip beruht und im Frequenzbereich arbeitet. Komplizierte Aufbauten, wie sie bei-
spielsweise bei Diagnoseverfahren benutzt werden und versuchen den bis zu 50 fs kurzen
Bunch direkt im Zeitbereich aufzulo¨sen, werden hier nicht beno¨tigt.
Den Vorteilen stehen jedoch auch einige Schwierigkeiten des Verfahrens gegenu¨ber. So be-
steht z.B. das dem Verfahren anhaftende systematische Problem, dass aus Gleichung (1.1)
nur der Betrag des Formfaktors bestimmt werden kann. Fu¨r die Ru¨cktransformation zur
Bunchform fehlen die Phaseninformationen. In der Praxis benutzt man hier weitere ma-
thematische Modelle und Verfahren, um diese Probleme zu beheben.
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1.3 Generelle Problemstellung und Simulations-
ansatz
Generelle Problemstellung
Bei der Anwendung der im vorherigen Abschnitt beschriebenen Methode der CSR-Bunch-
diagnostik stellen sich noch eine Reihe weiterer praktischer Fragen. So ist von Interesse,
inwieweit die getroﬀenen Annahmen oder Vereinfachungen in der Praxis zutreﬀend sind.
So ist beispielsweise unberu¨cksichtigt, dass der reale Bunch beim Flug durch den Bunch-
kompressor seine Form a¨ndert und eine nicht verschwindende, transversale Ausdehnung
besitzt.
Eine weiteres Problem der CSR-Diagnostik in der Praxis stellt die genaue Kenntnis des
Referenzspektrums Sc,1 eines einzelnen Elektrons dar. Wa¨hrend dieses fu¨r einfache An-
ordnungen im Vakuum noch analytisch berechnet werden kann, wird es in der Realita¨t
durch viele Faktoren zwischen der Stelle der Erzeugung der Synchrotronstrahlung in der
Bunchkompressorkammer, u¨ber die optische Strecke bis hin zum Detektor im Interfero-
meter beeinﬂusst. So etwa durch den realen Verlauf der Dipolmagnetfelder, die seitlichen
Kammerwa¨nde, das Transmissionsverhalten des Quarzglases, die Fokussiereigenschaften
des ersten Parabolspiegels oder die Lichtsammeltrichter vor den Detektoren, um nur einige
Beispiele zu nennen.
Wa¨hrend einige Eﬀekte durch Messung charakterisierbar sind und andere durch einfa-
che mathematische Modelle beschrieben werden ko¨nnen, gibt es auch Eﬀekte, die sich
einer einfachen Beschreibung entziehen. So kann beispielsweise der Einﬂuss der seitlichen
Kammerwa¨nde auf das Strahlungsspektrum durch Messungen praktisch nicht untersucht
werden, da die Kammer integraler Bestandteil des Beschleunigers ist und nicht entfernt,
einfach modiﬁziert oder getrennt betrachtet werden kann. Auch einfache mathematische
Modelle sind fu¨r die komplizierte Wandstruktur nicht bekannt. In diesen Fa¨llen werden
weitere Methoden zur Untersuchung beno¨tigt.
Simulationsansatz
Ein Ansatz zur Lo¨sung der genannten Problematik stellen numerische Feldsimulationen
dar. Hier kann die Realita¨t durch bestimmte mathematische Verfahren genauer modelliert
werden, als dies durch einfache analytische Modelle mo¨glich ist. Zudem lassen sich die Pa-
rameter der Simulation sehr viel einfacher modiﬁzieren und einzelne Eﬀekte herausgreifen,
als dies in Messungen erreicht werden kann.
Die numerischen Verfahren, welche dabei zur Berechnung elektromagnetischer Felder zur
Verfu¨gung stehen, lassen sich im Rahmen dieser Arbeit prinzipiell in diskretisierende und
asymptotische Verfahren einteilen [42, S. 428]. Prominente Vertreter der diskretisieren-
den Verfahren sind beispielsweise die Methode der ﬁniten Integration (FIT), Finite Dif-
ferenzen Verfahren (FD), Finite Elemente Methoden (FEM) oder Randelementmethoden
(BEM). Wa¨hrend die ersten drei Vertreter gewo¨hnlich den gesamten dreidimensionalen
Raum diskretisieren, beschra¨nkt sich die BEM auf eine Diskretisierung der Oberﬂa¨che
von Objekten und erreicht dadurch eine Reduktion der Zahl der Unbekannten, wobei das
zu lo¨sende Gleichungssystem dabei jedoch einen komplizierteren Aufbau besitzt.
Asymptotische Methoden hingegen diskretisieren nicht den Raum, sondern beschreiben
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die Felder durch ihr Verhalten bei sehr kurzen Wellenla¨ngen. Hier breiten sich die elek-
tromagnetischen Wellen lokal wie ebene Wellen aus und ko¨nnen durch Lichtstrahlen be-
schrieben werden. Die Berechnung der Felder la¨sst sich dadurch auf die Ausbreitung,
Reﬂexion und Beugung von Strahlen zuru¨ckfu¨hren (Raytracing). Bei asymptotischen Me-
thoden handelt es sich um Na¨herungsmethoden, die umso genauer werden, je ho¨her die
Frequenz wird. Bei einer festen Frequenz ist die Genauigkeit der Methoden jedoch festge-
legt und la¨sst sich nicht, wie bei den diskretisierenden Verfahren etwa durch feinere Gitter,
erho¨hen. Im Weiteren wird hauptsa¨chlich die Uniform Theory of Diﬀraction (UTD) als
asymptotisches Verfahren genutzt.
Herausforderungen des Simulationsansatzes
Das vorliegende Problem der Berechnung der in der Vakuumkammer erzeugten elektro-
magnetischen Felder und deren Ausbreitung zum Detektor stellt fu¨r die vorgestellten
Methoden eine Herausforderung dar. Dies ist nicht zuletzt bedingt durch den breiten ab-
zudeckenden Frequenzbereich von 30GHz bis 30THz bzw. den Wellenla¨ngenbereich von
10mm bis 10µm.
Schon an der unteren Grenze bei 10mm Wellenla¨nge ergibt eine einfache Abscha¨tzung,
dass beispielsweise fu¨r die etwa 2m×0, 6m×8mm große Struktur aus Abbildung 1.4 bei
ra¨umlich diskretisierenden Verfahren bei einer Auﬂo¨sung von 10 Linien pro Wellenla¨nge
etwa 10 Millionen Unbekannte erforderlich sind. Ist dies mit heute zur Verfu¨gung stehen-
den Computern nur mit gro¨ßerem Aufwand rechenbar, so ist eine Rechnung bei 10µm
Wellenla¨nge ga¨nzlich ausgeschlossen. Ein weiteres bekanntes Problem der meisten ra¨um-
lich diskretisierenden Verfahren stellen die Dispersionsfehler dar, welche bei elektrisch
großen Problemen die Lo¨sung als sehr schwierig gestalten.
Die Sta¨rke der asymptotischen Verfahren, welche keine Diskretisierung des Simulations-
volumens beno¨tigen, liegt hingegen bei den sehr kurzen Wellenla¨ngen, fu¨r welche sie ent-
wickelt wurden. Allerdings stellt sich hier die Frage, ob diese auch bei den recht langen
Wellenla¨ngen von 10mm fu¨r das vorliegende Problem noch ausreichend genaue Ergeb-
nisse liefern. Zudem ist denkbar, dass fu¨r die vorliegende, fast vollsta¨ndig geschlossene
Kammerstruktur sehr viele Reﬂexionen berechnet werden mu¨ssen, was die Anwendung
von asymptotischen Verfahren numerisch sehr aufwa¨ndig machen ko¨nnte.
Weiterhin handelt es sich bei dem vorliegenden, sehr speziellen Problem aus der Beschleu-
nigerphysik nicht um ein Standardproblem fu¨r existierende kommerzielle Softwarepakete.
Es ist daher unklar, ob diese fu¨r das vorliegende Problem anwendbar oder ob spezielle
Implementierung der Verfahren notwendig sind.
1.4 Thematische Eingrenzung und zentrale
Fragestellung der vorliegenden Arbeit
Die sehr umfangreichen Fragestellungen aus dem vorherigen Kapitel ko¨nnen nicht alle
im Rahmen der vorliegenden Arbeit behandelt werden. Daher werden diese hier weiter
eingeschra¨nkt und genauer formuliert. Dabei werden folgende Einschra¨nkungen und Ver-
einfachungen vorgenommen, die, sofern nicht anders angegeben, im weiteren Verlauf der
Arbeit gelten:
1.5. Einordnung der Arbeit 9
• Es wird nur die Geometrie des ersten Bunchkompressors von FLASH betrachtet.
Bunchkompressoren anderer Beschleuniger oder andere Abmessungen werden nicht
betrachtet.
• Es wird nur die in der ersten Bunchkompressorkammer erzeugte Synchrotronstrah-
lung und deren Ausbreitung bis zum ersten Parabolspiegel betrachtet. Untersucht
werden soll dabei prima¨r der Einﬂuss der seitlichen Kammerwa¨nde.
• Bei der Untersuchung der numerischen Verfahren zur Berechnung der Synchrotron-
strahlung im Bunchkompressor liegt der Schwerpunkt auf FIT und UTD.
• Es wird nur die Synchrotronstrahlung einer Punktladung, d.h. das Referenzspek-
trum betrachtet. Der Einﬂuss der transversalen Bunchverteilung wird nur am Ran-
de behandelt. Ga¨nzlich unberu¨cksichtigt bleiben Eﬀekte, welche durch A¨nderung
der Bunchform im Kompressor oder die gegenseitige Beeinﬂussung der Teilchen im
Bunch entstehen.
• Der Pfad der Punktladung wird als gegeben angenommen und der Energieverlust
des Teilchens durch die abgestrahlten Felder wird vernachla¨ssigt.
• Die Metallwa¨nde der Vakuumkammer werden als ideal elektrisch leitend angenom-
men, d.h. als Perfect Electric Conductor (PEC).
Die zentralen Fragen, welche durch diese Arbeit beantwortet werden sollen, lauten wie
folgt:
• Welchen Einﬂuss haben die seitlichen Bunchkompressorwa¨nde aus Abbildung 1.4
auf das Spektrum der erzeugten Synchrotronstrahlung zwischen 10mm und 10µm?
• Bis zu welcher Frequenz kann das Problem mittels FIT simuliert werden und welche
Probleme treten dabei auf?
• Ist die UTD fu¨r das Kammerproblem anwendbar und wo liegen eventuelle Probleme?
Der Schwerpunkt liegt hierbei auf Punkt zwei und drei.
1.5 Einordnung der Arbeit
Auf dem Gebiet der Beschleunigerentwicklung und Beschleunigerphysik werden die ver-
schiedensten numerischen Verfahren eingesetzt. So gibt es auch diverse Verfahren, um
Synchrotronstrahlung in Beschleunigern zu berechnen. Diese Verfahren behandeln jedoch
meistens nur die im Freiraum [34,37,41,45] oder in Parallelplattenstrukturen [6,13,26,30]
erzeugte Strahlung. Es gibt zwar auch Vero¨ﬀentlichungen, welche diverse allgemeinere
Anordnungen betrachten [1, 32], dem Autor ist jedoch keine wissenschaftliche Arbeit be-
kannt, die das vorliegende oder ein a¨hnliches Problem behandelt, den Einﬂuss der seit-
lichen Wa¨nde der Bunchkompressorstruktur auf das Synchrotronstrahlungsspektrum zu
bestimmen. Insbesondere die Idee, optische Methoden, wie die UTD, fu¨r diesen Zweck
einzusetzen, ist hierbei neu.
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Auch FIT ﬁndet in vielen Bereichen der Beschleunigerphysik Anwendung, so beispiels-
weise beim Design von Strahlkanonen [38, 40], Beschleunigerkavita¨ten [36], Ablenkma-
gneten [27], bei der Wakefeldberechnung [4, 44] und vielen anderen Komponenten eines
Beschleunigers [4]. Die Anwendung und Untersuchung von FIT zur Berechnung von Syn-




Ziel dieses Kapitels ist es, die im Rahmen der vorliegenden Arbeit verwendeten und un-
tersuchten numerischen Verfahren und Lo¨sungsansa¨tze sowie deren Implementierung zu
beschreiben. Die Ergebnisse der Untersuchungen und Details zu den Eigenschaften und
Anwendbarkeit der Verfahren sind dagegen in Kapitel 3 zu ﬁnden.
2.1 Berechnung von Synchrotronstrahlung im Frei-
raum
Ausgangspunkt der Betrachtungen bildet die Berechnung der abgestrahlten elektroma-
gnetischen Felder einer Punktladung im Freiraum. Dies ist der einfachste betrachtbare
Fall und bildet die Grundlage fu¨r die optischen Methoden.
2.1.1 Pfad-Integraldarstellungen
Modelliert wird das vorliegende Problem durch eine Punktladung Q, welche sich auf
dem gegebenen Pfad rq(t) bewegt. Gesucht sind die davon erzeugten elektrischen und
magnetischen Felder E(r, ω), H(r, ω) in Abha¨ngigkeit vom Ort r und der Kreisfrequenz
ω. Die Bezeichnung der Ortsvektoren ist in Abbildung 2.1 graphisch dargestellt. Hier
und im Weiteren sind die komplexen Feldgro¨ßen als Fouriertransformation der reellen
Feldgro¨ßen zu verstehen. Sie beschreiben die Felder pro Frequenzintervall und besitzen
daher die zusa¨tzliche Einheit 1/Hz. Die Einheit des elektrischen Feldes E(r, ω) lautet
beispielsweise V/(m · Hz). Im Gegensatz dazu repra¨sentieren die komplexen Feldgro¨ßen
bei einer zeitharmonischen Rechnung komplexe Amplitudenwerte und besitzen die gleiche
Einheit wie die Gro¨ßen im Zeitbereich. Die Maxwellgleichungen haben in beiden Fa¨llen
die gleiche Form.
Bei dem vorliegenden Abstrahlungsproblem einer Punktladung handelt es sich um ein
klassisches Problem der elektromagnetischen Feldtheorie [24, 39], dessen Lo¨sung in Form
von Integralen entlang des Quellpfades geschrieben werden kann. Dabei la¨sst sich die
Lo¨sung auf verschiedene Weisen formulieren. In diesem Kapitel sollen die in der vorliegen-
den Arbeit verwendeten Formulierungen kurz dargestellt werden. Um den Zusammenhang
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Abbildung 2.1: Quellpfad der bewegten Punktladung Q, Beobachtungspunkt P und Be-
zeichnung der Ortsvektoren.
der verschiedenen Formulierungen deutlich zu machen, wird auch deren mathematische
Herleitung kurz skizziert.
Lie´nard-Wichert-Formulierung
Ausgangspunkt bildet die Potentialformulierung der erzeugten Felder einer beliebigen
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4π|r− r ′| dV (r
′)
E(r, ω) = − gradΦ− jω A
B(r, ω) = rot A.
Hierbei sind (r, ω) und J(r, ω) die spektrale Ladungs- und Stromquellenverteilung und
k = ω/c die Wellenzahl. Fu¨r den betrachteten Fall einer bewegten Punktladung ergibt








































β × E ′ dt, (2.2)
wobei c = 1/
√
μ die Lichtgeschwindigkeit, β = v/c = ˙rq/c den normierten Geschwindig-
keitsvektor, Z =
√
μ/ den Freiraumwellenwiderstand und R = r−rq(t) den Vektor vom
Quellpunkt zum Beobachtungspunkt bezeichnen. Gro¨ßen ohne Vektorpfeil bezeichnen im
Weiteren den Betrag R = |R|, wa¨hrend Gro¨ßen mit Dach Einheitsvektoren Rˆ = R/R
kennzeichnen.
Bei der Lo¨sung handelt es sich, wie bereits angedeutet, um ein Integral entlang des
Quellpfades der bewegten Punktladung. Im Folgenden wird diese Darstellung der Felder
Lie´nard-Wichert-Formulierung genannt, da sie sich direkt aus den Lie´nard-Wichert
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Potentialen [39] ergibt. Diese Formulierung wird beispielsweise im Programm Synchrotron
Radiation Workshop [10] verwendet oder dient als Grundlage in [17].
Beschleunigungs-Geschwindigkeits-Term-Formulierung
Werden die 1/R-Terme in Gleichung (2.1) und (2.2) mit κ/κ, wobei κ = 1 − β · Rˆ gilt,





























Rˆ× [Rˆ× [(Rˆ − β)× ˙β]]
κ2cR
+











Rˆ× E ′ dt. (2.6)
Hierbei fa¨llt auf, dass der erste Term im Integranden, welcher mit 1/R abnimmt, von
der Beschleunigung ˙β abha¨ngt. Er wird daher Beschleunigungsterm genannt. Der Term
mit 1/R2 ha¨ngt dagegen nur von der Geschwindigkeit β ab und wird daher als Ge-
schwindigkeitsterm bezeichnet. Die gesamte Integraldarstellung wird im Folgenden mit
Beschleunigungs-Geschwindigkeits-Term-Formulierung (BGTF) bezeichnet. An-
wendung ﬁndet diese beispielsweise in [8, 41].
Dipol-Integral-Formulierung
Durch eine andere Umformung von Gleichung (2.1), bei welcher der Rˆ/R- und Rˆ/R2-Term










































v × Rˆe−jω(t+Rc ) dt. (2.8)
Die Gleichung fu¨r das magnetische Feld ist hierbei im Vergleich zu Gleichung (2.1) un-
vera¨ndert geblieben. Bei genauer Betrachtung la¨sst sich erkennen, dass die Terme im Inte-
granden das Feld eines inﬁnitesimalen Dipols beschreiben. Das Gesamtfeld ergibt sich also
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aus einer Integration u¨ber Dipol-Felder und wird daher im weiteren als Dipol-Integral-
Formulierung (DIF) bezeichnet. Im Bereich der Synchrotronstrahlungsberechnung ist
dem Autor bisher keine Anwendung bekannt. Die Formulierung weist jedoch in Hinblick
auf die asymptotischen Methoden einige interessante Eigenschaften auf, welche spa¨ter
genauer betrachtet werden.
Randterme
Bei den partiellen Integrationen wurden die auftretenden Randterme [. . . ]∞−∞ als ver-
nachla¨ssigbar angenommen, was im Allgemeinen auch gerechtfertigt ist. Wird jedoch bei
der numerischen Auswertung nur ein endlicher Teilpfad zwischen t1 und t2 betrachtet
oder von einer Formulierung auf die andere u¨bergegangen, so sind die Terme in manchen
Fa¨llen wichtig.
Als einziger Fall soll hier jedoch nur der U¨bergang von der BGTF zur DIF betrachtet
werden. Wie in Abbildung 2.2 dargestellt, soll das Feld generell mit dem BGTF-Ansatz
berechnet werden, zwischen t1 und t2 aber mit dem DIF-Ansatz. Zur Herleitung werden
die Integrale (2.1) und (2.2) dazu in drei Teile aufgeteilt
∞∫
−∞










und die BGTF durch partielle Integration unter Beru¨cksichtigung der Randterme in die
DIF-Formulierungen umgewandelt. Nach la¨ngerer Rechnung ergibt sich




























EBGTF(t1, t2) bezeichnet dabei das BGTF-Integral (2.3) von t1 bis t2 und EDIF(t1, t2) das
DIF-Integral (2.7). Entsprechendes gilt fu¨r das magnetische Feld.
Vernachla¨ssigt man den 1/R2-Term in Gleichung (2.9), so repra¨sentieren die Korrektur-
felder [. . . ]t2t1 an t1 und t2 das Fernfeld, welches abgestrahlt wird, wenn eine Punktladung
instantan abgebremst oder beschleunigt wird [8]. Das gleiche Ergebnis ergibt sich auch fu¨r
Punktladungen, die in endlicher Zeit T beschleunigt werden, allerdings nur fu¨r niedrige


















erzeugen, werden im Weiteren dieser Arbeit daher als Bremsstrahlungsquellen (BS) be-
zeichnet.
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Abbildung 2.2: Zur Herleitung der Korrekturterme fu¨r den U¨bergang der Beschleunigungs-
Geschwindigkeits-Term-Formulierung (BGTF) zur Dipol-Integral-Formulierung (DIF).
Abbildung 2.3: Zerlegung des Quellpfades in stu¨ckweise lineare Teilstu¨cke. Die Geschwin-
digkeit der Punktladung auf jedem Teilstu¨ck wird als konstant angenommen.
2.1.2 Diskretisierung der Pfad-Integraldarstellungen
(IDP, BSV)
Die Integrale aus dem vorherigen Abschnitt lassen sich analytisch nur fu¨r wenige Fa¨lle
direkt berechnen. Fu¨r allgemeine Quellpfade mu¨ssen diese numerisch berechnet werden,
wobei dies auf viele verschiedene Arten erfolgen kann. In diesem Kapitel werden zwei in
dieser Arbeit verwendete Ansa¨tze vorgestellt.
Zur Herleitung dieser beiden Ansa¨tze wird der kontinuierliche Quellpfad, wie in Abbil-
dung 2.3 dargestellt, in stu¨ckweise lineare Teilpfade i aufgeteilt, welche von den Punkten
ri und ri+1 begrenzt sind. ri ist dabei der Punkt, an dem sich die Punktladung zum Zeit-
punkt ti beﬁndet. In jedem Teilintervall i wird angenommen, dass die Geschwindigkeit vi
der Punktladung konstant ist. Der Mittelpunkt der Intervalle wird mit r˜i bezeichnet.
Als Voru¨berlegung sei ein beliebiges Teilintervall i der zeitlichen La¨nge Δti betrachtet,
welches entsprechend Abbildung 2.4 im Ursprung des Koordinatensystems entlang der
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Abbildung 2.4: Ein Teilintervall des Quellpfades mit angepasstem Koordinatensystem.
am Beobachtungspunkt P . Fu¨r die Lage der Punktladung zum Zeitpunkt t gilt die einfache
Beziehung
z = vi(t− t˜i)
und unter der weiteren Annahme von einem weit entfernten Beobachter, d.h. R˜ i  viΔti,ergibt sich fu¨r dessen Abstand R(t) zum Quellpunkt
R(t) ≈ R˜ i − z(zˆ · Rˆ˜ i) = R˜ i − vi(t− t˜i)(zˆ · Rˆ˜ i) = R˜ i − (t− t˜i)(vi · Rˆ˜ i).



































wobei die Abku¨rzung κ˜i = 1− βi · Rˆ˜ i eingefu¨hrt wurde.
IDP-Ansatz
Nach dieser Voru¨berlegung ergibt sich der erste verwendete Ansatz zu Diskretisierung der
Integraldarstellungen aus der Dipol-Integral-Formulierung (2.7) und (2.8) durch Auftei-
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Als weitere Na¨herung wird angenommen, dass sich der linke Teil des Integranden nur















































Ein Ausdruck fu¨r das elektrische Feld la¨sst sich entsprechend ableiten. Der Beitrag jedes
Intervalls i la¨sst sich dabei auch durch eine virtuelle Punktquelle am Ort r˜i modellieren. Daes sich hierbei quasi um ein Integral u¨ber inﬁnitesimale Dipol-Quellen handelt, werden die
sich ergebenden Punktquellen im Weiteren als integrierte Dipol Quellen (IDP) bezeichnet.


















































mit R˜ i = r − r˜i und κ˜i = 1− Rˆ˜ i · βi.
Werden die Intervalle sehr klein gewa¨hlt (Δti → 0), so gehen die IDP-Quellen in Di-
polquellen (DP) u¨ber und ko¨nnen bei genu¨gend feiner Diskretisierung anstatt der IDP-
Quellen verwendet werden. Weiterhin sei an dieser Stelle erwa¨hnt, dass die hier vorgestell-
ten IDP-Quellen den traveling-wave elements aus [39, Kap. 8] sehr a¨hnlich sind, welche
zur Berechnung von du¨nnen Draht-Antennen verwendet werden.
Bei der Darstellung der Felder mittels IDP-Quellen handelt es sich noch um eine unend-
liche Zahl von Intervallen. In der Praxis kann jedoch nur eine endliche Anzahl berechnet
werden. Der Pfad wird daher in der Praxis am Anfang ta und Ende te abgeschnitten. Bei
diesem U¨bergang von einem unendlichen zu einem endlichem Pfad ist jedoch Vorsicht ge-
boten. Denn ein mittels der Dipol-Integral-Formulierung berechneter endlicher Pfad von
ta bis te entspricht einer Punktladung, welche bei ta instantan beschleunigt wird, sich dann
auf dem vorgegebenen Pfad bewegt und schließlich am Ende bei te abrupt abgebremst
wird. Bei dem Beschleunigen und Abbremsen entsteht Strahlung, welche nicht erwu¨nscht
ist, da man eigentlich eine Ladung betrachten will, welche mit konstanter Geschwindigkeit
geradlinig ankommt und wegﬂiegt.
Da jede IDP-Quelle Fernfelder abstrahlt, ist es schwer zu begru¨nden, wieso man die Reihe
an den Enden einfach abbrechen kann. Betrachtet man dagegen die Situation aus der
Sichtweise wie in Abbildung 2.2, ergibt sich eine bessere Begru¨ndung. Hier wird außerhalb
des Intervalls t1 . . . t2 auf die BGTF-Formulierung u¨bergegangen. Da es sich hierbei um
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Abbildung 2.5: Graphische Darstellung der IDP-Diskretisierung. Der IDP-Ansatz ersetzt
den Quellpfad durch eine Reihe von IDP-Quellen an den Geradenmittelpunkten und BS-
Korrekturquellen an den Pfad-Enden.
gerade Pfadteile handelt, ist die Beschleunigung null und es bleibt nur der Beitrag des
1/R2-Terms u¨brig. Da hierbei keine Fernfelder abgestrahlt werden, kann angenommen
werden, dass dieser Teil ab einer bestimmten Entfernung keinen nennenswerten Beitrag
mehr zu den Feldern liefert. D.h., bei entsprechend gewa¨hltem ta und te kann der BGTF-
Anteil weggelassen werden und u¨brig bleibt ein endlicher Dipol-Integral-Pfad, jetzt aber
mit den BS-Korrekturfeldern aus Gleichung (2.9) und (2.10). Was bei der diskretisierten
IDP-Formulierung noch fehlt, sind also die BS-Quellen am Anfang und Ende des endlichen
Pfadstu¨cks. Zusammengefasst ergibt sich die diskrete Quellenanordnung in Abbildung 2.5.
BSV-Ansatz
Der zweite in dieser Arbeit verwendete Diskretisierungsansatz geht von der Bremsstrahl-
ungs-Geschwindigkeits-Term-Formulierung (2.3) und (2.5) aus. Auch hier wird der Pfad
entsprechend Abbildung 2.3 in stu¨ckweise lineare Anteile zerlegt. Da an den sich er-
gebenden Knickstellen die Beschleunigung ˙β jedoch unendlich groß wird, muss bei der
Anwendung der Integralformulierung sorgsam vorgegangen werden.
Ein Weg, diese Problematik zu umgehen, besteht darin, den Pfad in der Umgebung eines
Knicks bei ti, wie in Abbildung 2.6 dargestellt, aufzuteilen und anschließend den Fall ε→ 0
zu betrachten. Da die Beschleunigung in die Dipol-Integral-Formulierung nicht eingeht,
ergeben sich bei dem Grenzu¨bergang ε→ 0 keine Probleme und der Integralbeitrag geht
gegen 0. U¨brig bleiben lediglich die Beitra¨ge der Randterme. Die Berechnung ist dabei
a¨quivalent zu dem Problem in Abbildung 2.2 und den Gleichungen (2.9) und (2.10). Es
ergibt sich



























Kurz vor und hinter dem Knick unterscheiden sich lediglich β und κ. Der 1/R2 Randterm
fa¨llt somit weg und es ergeben sich etwas umgeschrieben fu¨r die Randterme am Knick ti
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Rˆi × (Rˆi × βi)
cRiκi



















Die Bezeichnung 2BS fu¨r die Randterme wurde gewa¨hlt, da diese sich aus zwei BS-Quellen
nach Gleichung (2.11) und (2.12) zusammensetzen lassen. Anschaulich entsteht diese
Doppel-Bremsstrahlungsquelle dadurch, dass an einem Knick die Punktladung abrupt
abgebremst wird und danach sofort in eine andere Richtung wieder abrupt beschleunigt
wird.
Bei den noch verbleibenden BGTF-Anteilen auf den Geradenstu¨cken ist die Beschleuni-





















Durch ein a¨hnliches Vorgehen wie bei der Herleitung des IDP-Ansatzes, d.h. der Integrand
ohne den Exponentialterm wird als langsam vera¨nderlich vor das Integral gezogen und





























Die sich so ergebenden Felder EV,i, HV,i lassen sich wieder Punktquellen an den Kan-
tenmittelpunkten zuordnen und werden hier in Anlehnung an ”velocity-term” V-Quellen
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Abbildung 2.7: Graphische Darstellung der BSV-Diskretisierung. Ausgehend vom BGTF-
Ansatz wird der Beschleunigungsterm durch doppelte BS-Quellen (2BS) an den Knicken
und der Geschwindigkeitsterm durch V-Quellen an den Geradenmittelpunkten repra¨sen-
tiert.




Rˆ˜ i × EV,i. Diese Beziehung gilt jedoch nur in eine Richtung, d.h.EV,i = Z HV,i × Rˆ˜ i.
Aus der Zusammenfassung der Doppel-BS-Quellen und der V-Quellen ergibt sich der BSV-
Ansatz, wie in Abbildung 2.7 dargestellt. Das Abschneiden der Geradenstu¨cke am Anfang
und Ende gestaltet sich hierbei einfacher, da die Doppel-BS-Quellen sich fu¨r gerade Stu¨cke
gegenseitig kompensieren und somit nur die V-Quellen einen Beitrag leisten. Diese werden
am Anfang und Ende ab einer bestimmten Entfernung als vernachla¨ssigbar angenommen
und die Quellen einfach abgeschnitten.
Lie´nard-Wichert-Ansatz
Der Vollsta¨ndigkeit halber sollte an dieser Stelle erwa¨hnt werden, dass es als dritte Al-
ternative auch mo¨glich ist, die Lie´nard-Wichert-Formulierung (2.1) und (2.2) zu diskre-
tisieren. Dieser Ansatz wird etwa in [10,17] verwendet, wurde in der vorliegenden Arbeit
jedoch nicht systematisch untersucht und deshalb hier auch nicht dargestellt. Die Gru¨nde
hierfu¨r sind zum einen, dass dieser Ansatz fu¨r die spa¨tere UTD-Formulierung auf Grund
der radialen Feldkomponenten keine geeignete Quellenformulierung darstellt und der BSV-
Ansatz fu¨r die durchgefu¨hrten Betrachtungen ohne Kantenbeugung (z.B. im Freiraum)
zufriedenstellende Ergebnisse lieferte.
2.2 Berechnung von Synchrotronstrahlung in der Pa-
rallelplattenstruktur
Im vorherigen Kapitel wurden verschiedene Ansa¨tze vorgestellt, wie sich die von einer
Punktladung abgestrahlten Felder im Freiraum berechnen lassen. Die vorliegende Struktur
aus Abbildung 1.4 ist unter anderem oben und unten durch zwei Metallplatten begrenzt,
die als ideal elektrisch leitend angenommen werden. Ausgehend von den Ergebnissen des
vorherigen Kapitels, werden in diesem Kapitel zwei Methoden vorgestellt, die Felder ei-
ner bewegten Punktladung in einer unendlich ausgedehnten Parallelplattenanordnung zu
berechnen.
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Abbildung 2.8: Spiegelungsprinzip. Die Metallplatten lassen sich theoretisch durch eine
unendliche Anzahl von Spiegelladungen (mv → ∞) im Freiraum ersetzen. In der Praxis
wird jedoch nur eine endliche Zahl von 2mv Spiegelladungen betrachtet.
2.2.1 Spiegelungsprinzip
Der erste der beiden Ansa¨tze basiert auf dem Spiegelungsprinzip. Durch Spiegelungen der
Quellen an den Metallwa¨nden werden die Felder zwischen den beiden Metallebenen a¨qui-
valent durch eine Anordnung unendlich vieler Spiegelquellen im Freiraum beschrieben, wie
in Abbildung 2.8 dargestellt. Das Vorzeichen der Punktladung wechselt dabei kontinuier-
lich. In der Praxis bricht man die Reihe in Abha¨ngigkeit der geforderten Genauigkeit nach
mv Spiegelladungen ab und betrachtet nur eine endliche Anzahl von Spiegelladungen.
2.2.2 Ansa¨tze mit TE/TM-Modenzerlegung (DPT, PW)
Neben dem Spiegelungsprinzip, bei dem die Gesamtfelder durch U¨berlagerung der Felder
der Spiegelquellen dargestellt werden, ko¨nnen die Felder in der Parallelplattenanordnung
auch durch eine U¨berlagerung von TE- und TM-Moden beschrieben werden. Dies ist im
Freiraum a¨quivalent zur Zerlegung der Felder in ebene Wellen oder im Hohlleiter in die
Hohlleitermoden. Dazu muss bestimmt werden, wie stark die Quellen die einzelnen Moden
anregen. In der vorliegenden Arbeit wurde dieses Verfahren nur in zwei einfachen Formen
angewendet.
DPT-Ansatz
Der erste Ansatz, im weiteren Verlauf DPT genannt, geht vom IDP-Ansatz aus, bei wel-
chem der Quellpfad durch eine Anzahl von IDP-Quellen modelliert wurde. Fu¨r jede ein-
zelne IDP-Quelle werden die in der Parallelplattenleitung abgestrahlten Felder E durch
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Abbildung 2.9: Prinzip des DPT-Ansatzes. Die Felder einer einzelnen Quelle werden durch
U¨berlagerung von Zylinderwellen dargestellt (links). Die Felder des gesamten Pfades er-
geben sich durch U¨berlagerung der Einzelquellen (rechts).
Der Ursprung der Zylinderwellen wird dabei an den Ort der IDP-Quelle gelegt. Das Ge-
samtfeld ergibt sich aus der U¨berlagerung aller Zylinderwellen sa¨mtlicher Dipole, wie in
Abbildung 2.9 schematisch dargestellt.
Die Moden-Koeﬃzienten αn werden numerisch bestimmt, indem die Felder einer einzel-
nen Dipol-Quelle zuerst im Abstand 0 mit Hilfe des Spiegelungsprinzips berechnet und
anschließend mittels FFT in ihre Fourier-Anteile zerlegt werden. Aus diesen lassen sich
dann die Moden-Koeﬃzienten αn bestimmen.
Da der DPT-Ansatz im Rahmen dieser Arbeit nur zur Validierung verwendet wird, erfolgt
hier keine Darstellung weiterer Details.
PW-Ansatz
Der zweite verwendete Ansatz, PW-Ansatz genannt, beschreibt die abgestrahlten Felder
auch mittels TE- und TM-Moden, allerdings in kartesischen Koordinaten. Die Moden
ko¨nnen dabei auch als eine U¨berlagerung von einer in +z und einer in −z Richtung lau-
fenden ebenen Welle betrachtet werden (so wie sich Rechteckhohlleitermoden durch eine
U¨berlagerung von vier ebenen Wellen beschreiben lassen). Das im Folgenden vorgestellte
Verfahren ist daher a¨quivalent zu der Darstellung in [39, S. 177ﬀ.]. Dort wird der Fall
betrachtet, dass sich alle Quellen im Halbraum z < 0 beﬁnden und die gesuchten Felder
im Halbraum z > 0 dann durch eine U¨berlagerung ebener Wellen beschrieben werden.
Das Wichtige ist dabei, dass sich die Koeﬃzienten der ebenen Wellen durch die Fourier-
Transformation der Felder in der Ebene z = 0 ergeben.
Fu¨r den vorliegenden Fall der Parallelplattenstruktur, mit dem S-fo¨rmigen Teilchenpfad
als Quelle, werden die Felder, wie in Abbildung 2.10 dargestellt, im Halbraum y > y0 durch
TE/TM-Moden beschrieben. Die Quellenverteilung beﬁndet sich im Halbraum y < y0.
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Abbildung 2.10: Prinzip des PW-Ansatzes. Die Felder fu¨r y > y0 werden durch U¨berlage-
rung von TE- und TM-Moden dargestellt.





















−jk· (−j sin(kzz) cos(α0)ˆ− cos(kzz) sin(α0)zˆ) . (2.23)
Dabei wurden die Abku¨rzungen k = kxxˆ + kyyˆ,  = xxˆ + yyˆ, ϕˆ = zˆ × ˆ, cos(α0) = kz/k
und sin(α0) = k/k verwendet. Die Wellenzahl kz = mπ/h nimmt in Abha¨ngigkeit von
dem Modenindex m und dem Plattenabstand h nur diskrete Werte an. kx und ky nehmen







Zur Bestimmung der Modenkoeﬃzienten EˆTEm und Hˆ
TM
m wurde fu¨r die Praxis ein a¨hnliches
Vorgehen gewa¨hlt, wie bei dem DPT-Ansatz. Zuerst werden die Felder in der Ebene y = y0
fu¨r einen gegebenen Quellpfad mittels des BSV-Ansatzes berechnet und anschließend die
Koeﬃzienten mit Hilfe der FFT bestimmt. Da die Felder numerisch nur fu¨r endlich viele
Punkte berechnet werden ko¨nnen, muss zum einen die Auﬂo¨sung der Berechnungspunkte
in x- und z-Richtung festgelegt werden. Des Weiteren ko¨nnen die Felder auch nur in einem
endlichen Intervall x1 ≤ x ≤ x2 berechnet werden. Dieses sollte ausreichend groß gewa¨hlt
werden, so dass Randeﬀekte vernachla¨ssigbar klein sind.
Im zweiten Schritt werden die diskret berechneten Felder in x-Richtung um einen Bereich
der Breite d0 (d.h. d0 − x1 ≤ x ≤ x1 und x2 ≤ x ≤ x2 + d0) um Nullfelder erweitert. Dies
erfolgt, um Probleme aufgrund der Periodizita¨t der FFT zu vermeiden. Die Spru¨nge der
Felder an den Stellen x = x1 und x = x2 werden als na¨chstes gegla¨ttet, indem die Felder
von x1 ≤ x ≤ x1 + df und x2 − df ≤ x ≤ x2 mittels einer cos2-Funktion multipliziert
werden. Diese beiden Schritte sind schematisch in Abbildung 2.11 dargestellt
Als letzter Schritt erfolgt die Berechnung der zweidimensionalen Fourier-Transformation
mittels FFT und die Berechnung der Modenkoeﬃzienten. Durch die endliche Breite des
Entwicklungsbereichs bei y = y0 nimmt jetzt auch kx diskrete Werte an. Als weitere
Vereinfachung werden die Moden unterhalb der Grenzfrequenz als vernachla¨ssigbar an-
genommen und in der weiteren Berechnung nur die Moden betrachtet, welche auch aus-
breitungsfa¨hig sind, d.h. fu¨r die k reell ist. Motiviert ist diese Annahme dadurch, dass
Moden unterhalb der Grenzfrequenz mit wachsender Entfernung von der Entwicklungs-
ebene schnell abklingen. Eine Modenkonversion in z-Richtung kann dabei an Kanten nicht
auftreten.
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Abbildung 2.11: Die berechneten Felder in der Ebene y = y0 des PW-Ansates werden
links und rechts mittels einer cos2-Funktion u¨ber einen Bereich von df gegla¨ttet und um
Nullfeldwerte der Breite d0 erweitert.
Abbildung 2.12: Beispiele fu¨r die Beschreibung von spha¨rischen, zylindrischen und ebenen
Wellen durch Strahlen.
2.3 Asymptotische Methoden
Wie bereits erla¨utert, basiert der Name der asymptotischen Methoden darauf, dass diese
ein Na¨herungsverfahren zur Berechnung elektromagnetischer Felder darstellen, welches
umso genauer wird, je ho¨her die Frequenz ist. Da hohe Frequenzen vornehmlich in der
Optik auftreten, werden sie auch optische Methoden genannt.
2.3.1 Geometrische Optik (GO)
Ein prominenter Vertreter der asymptotischen Verfahren ist die geometrische Optik (GO)
[2, 5, 28, 42]. Grundlage der GO ist, dass sich elektromagnetische Felder fu¨r sehr kurze
Wellenla¨ngen lokal wie ebene Wellen verhalten und geradlinig ausbreiten. Die geradlinige
Ausbreitung wird dabei durch Strahlen beschrieben.
In Abbildung 2.12 sind drei typische Fa¨lle dargestellt. Zum einen sind dies spha¨rische
Wellen, welche bei Punktquellen, wie etwa dem IDP- oder BSV-Ansatz, entstehen. Bei
dem DPT-Ansatz ergeben sich dagegen zylindrische Wellen und der PW-Ansatz la¨sst
sich, wie angedeutet, durch ebene Wellen erkla¨ren. In allen Fa¨llen lassen sich die sich
ausbreitenden Fernfelder durch Strahlen beschreiben.
Wa¨hrend die Feldsta¨rke bei der Punktquelle allerdings mit zunehmendem Abstand ge-
ringer wird, ist diese bei der ebenen Welle beispielsweise konstant. Zudem strahlen die
Quellen, wie etwa beim Dipol, nicht notwendigerweise in jede Richtung gleich stark ab.
Zur Unterscheidung der Strahlen und zur Beschreibung der Felder sind daher noch weitere
Informationen no¨tig. Als allgemeiner Fall wird dabei ein astigmatischer Strahl [2, 5, 28]
wie in Abbildung 2.13 betrachtet.
Wie sich die Amplitude der Felder entlang des Strahls verha¨lt, wird durch die Kru¨mmung
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Abbildung 2.13: Astigmatischer Strahl zur Charakterisierung des Amplitudenverhaltens.
der Wellenfronten beschrieben. Diese wird durch die beiden Haupt-Kru¨mmungsradien 1
und 2 charakterisiert, wobei die Mittelpunkte hierbei nicht zusammenfallen mu¨ssen. Die




(1 + s)(2 + s)
e−jks. (2.24)
Der Abstand s, die Feldsta¨rke E(0) und die beiden Kru¨mmungsradien sind dabei wie in
der Abbildung 2.13 auf einen Referenzpunkt entlang des Strahls bezogen. Jeder Strahl
ist somit neben seiner Ausbreitungsrichtung durch seine Referenzfeldsta¨rke und seine
beiden Kru¨mmungsradien entlang der Hauptrichtungen beschrieben. Die Beispiele aus
Abbildung 2.12 ergeben sich dann als Spezialfa¨lle dieses allgemeinen Falls.
Reﬂexionen der Wellen an Objekten werden entsprechend durch Reﬂexionen der Strahlen
an den Oberﬂa¨chen beschrieben. Die Hauptaufgabe der GO ist es nun, die Ausbreitung
der Strahlen von der Quelle zum jeweiligen Observationspunkt in einer gegebenen An-
ordnung zu verfolgen (Raytracing). Bei komplizierteren Strukturen mit vielen Reﬂexions-
ﬂa¨chen oder nahezu geschlossenen Strukturen, wie der vorliegenden Kammer, kann diese
Suche sehr aufwa¨ndig werden und in einer sehr großen Zahl von mo¨glichen Ausbreitungs-
pfaden resultieren. Bei mehreren Quell- und Observationspunkten kommt hinzu, dass die
Strahlverfolgung fu¨r jede Kombination von Quell- und Observationspunkt erfolgen muss.
Bei der Anwendung der asymptotischen Methoden werden an die Quellen eine Reihe von
Anforderungen gestellt, bzw. Annahmen getroﬀen, so dass diese sich auch durch Strahlen
beschreiben lassen. Die zentrale Voraussetzung ist hierbei, dass es sich bei den Feldern
um Fernfelder handelt. Nahfeldterme, wie etwa bei den V-Quellen des BSV-Ansatzes, wel-
che mit 1/R2 abklingen, lassen sich nicht durch Wellen bzw. Strahlen darstellen. Ebenso
wird angenommen, dass die Wellen nur transversale Feldkomponenten besitzen. So ko¨nnen
durch Strahlen keine Feldkomponenten in Ausbreitungsrichtung beschrieben werden. Die-
se treten beispielsweise bei der Diskretisierung des Lie´nard-Wiechert-Ansatzes auf.
Falls durch die GO Reﬂexionen an planaren Fla¨chen berechnet werden (was fu¨r die vor-
liegende Anordnung zutriﬀt) und diese durch das Spiegelungsprinzip beschrieben wer-
den, lassen sich die genannten Forderungen jedoch abschwa¨chen. Dies ist mo¨glich, da
die Reﬂexionen hier durch Spiegelquellen beschrieben werden. Bei allgemeinen gekru¨mm-
ten Oberﬂa¨chen oder der spa¨ter behandelten Kantenbeugung mu¨ssen die beschriebenen
Bedingungen jedoch erfu¨llt sein.
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Abbildung 2.14: a) Beispiel der geometrischen Optik (GO) fu¨r eine Quelle nahe einer Kan-
te. In den Schattenbereich ko¨nnen keine Strahlen vordringen. b) In der Uniform Theory
of Diﬀraction (UTD) werden Beugungseﬀekte an der Kante durch Zylinderwellen bzw.
Strahlen beschrieben, welche von der Kante ausgehen. c) Fu¨r das Gesamtfeld der Quelle
Q an einem Ort P mu¨ssen im Allgemeinen alle direkten, reﬂektierten und gebrochenen
Strahlen aufsummiert werden.
Je nachdem welche der Diskretisierungen als Quellen fu¨r die GO verwendet wird, wird
das Verfahren im Weiteren als IDP-GO (IDP-Quellen) oder BSV-GO (2BS- und evtl. V-
Quellen) bezeichnet. BSV-GO und IDP-GO fu¨r eine Anordnung ohne Wa¨nde entspricht
dabei genau dem beschriebenen BSV- und IDP-Ansatz im Freiraum.
2.3.2 Beugungstheorie (UTD)
Treﬀen die GO-Strahlen auf eine Kante, wie in Abbildung 2.14a dargestellt, so ko¨nnen
diese nicht den Bereich hinter der Kante erreichen. Es ergibt sich ein Schattenbereich,
in dem die elektromagnetischen Felder Null sind. An der Schattengrenze ensteht so ein
unphysikalischer Sprung und Beugungseﬀekte, wie sie in der Realita¨t auftreten, ko¨nnen
mittels der GO nicht beschrieben werden.
Die GO kann jedoch erweitert werden, um Beugungseﬀekte zu beru¨cksichtigen. Bei genau-
er Untersuchung ergibt sich, dass sich die gebrochenen Felder in der Schattenregion wie
Zylinderwellen ausbreiten, die von der Beugungskante ausgehen. Dies entspricht Strahlen,
die sich in Abbildung 2.14b von der Kante in alle Richtungen ausbreiten. Diese Betrach-
tungsweise gilt natu¨rlich wieder nur im asymptotischen Grenzfall hoher Frequenzen und
bei genu¨gend großem Abstand von der Kante. Sollen also die in Abbildung 2.14c von der
Quelle Q am Ort P erzeugten Felder berechnet werden, so mu¨ssen im Allgemeinen sowohl
die direkten und reﬂektierten Strahlen als auch die gebeugten beru¨cksichtigt werden. Die-
se Erweiterung der GO wird fu¨r gewo¨hnlich als Geometric Theory of Diﬀraction (GTD)
bezeichnet, wobei es hier aber auch Abweichungen gibt.
Obwohl mit der GTD jetzt auch die gebeugten Felder im Schattenbereich berechnet wer-
den ko¨nnen, gibt es an der Schattengrenze immer noch einen Sprung in den Feldsta¨rken.
Dies liegt daran, dass es sich bei den direkten Strahlen, die gerade noch die Kante pas-
sieren ko¨nnen, beispielsweise um ebene Wellen handelt, welche eine konstante Amplitude
besitzen, die gebrochenen Zylinderwellen jedoch mit 1/
√
R abklingen. In diesem U¨ber-
gangsbereich liefert die GTD keine korrekten Felder. Dies kann wiederum durch eine Er-
weiterung der GTD behoben werden, indem die gebrochenen Zylinderwellen im Bereich
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der Schattengrenzen durch Korrekturterme so angepasst werden, dass das sich ergebende
Gesamtfeld aus direkten, reﬂektierten und gebrochenen Feldern stetig verla¨uft. Diese Er-
weiterung nennt sich Uniform Theory of Diﬀraction (UTD) und wird in der vorliegenden
Arbeit verwendet.
Die Mechanismen der Reﬂexion und Beugung sind natu¨rlich in beliebiger Reihenfolge
kombinierbar, z.B. Reﬂexion an Oberﬂa¨che 1, Reﬂexion an Oberﬂa¨che 2, Beugung an
Kante 1 und wieder Reﬂexion an Oberﬂa¨che 1, kurz R1R2D1R1. Tritt Beugung zweimal
auf, z.B. RRDRDR, so spricht man von Doppelbeugung und so weiter. Da die mo¨glichen
Kombinationen jedoch exponentiell anwachsen, beschra¨nkt man sich in der Praxis meist
auf Doppelbeugung.
Die Anzahl der Reﬂexionen und Beugungen einer Interaktionskette wird nachfolgend als
Spiegelordnung bezeichnet. Die Kombination RRDR hat beispielsweise die Spiegelord-
nung vier. Handelt es sich bei den Interaktionen nur um Reﬂexionen, so wird die Spiegel-
ordnung zur weiteren Unterscheidung als R-Spiegelordnung bezeichnet. Die Bezeichnung
D-Spiegelordnung und DD-Spiegelordnung wird fu¨r Interaktionsketten verwendet, wel-
che eine bzw. zwei Kantenbeugungen beinhalten. So hat das obige Beispiel genauer die
D-Spiegelordnung vier.
Was hier geschildert wurde, ist nur die grobe Idee der UTD. Die genaue Formulierung
sowie die Berechnung der Strahlparameter, wie Kru¨mmungsradien und Referenzfeldsta¨r-
ke, ist recht aufwa¨ndig und wird daher hier nicht wiedergegeben. Details ﬁnden sich
beispielsweise in [2, 28].
Wie bei der GO wird die verwendete Quellenformulierung durch Kombination der Abku¨r-
zungen bezeichnet. So bedeutet PW-UTD beispielsweise UTD mit TE- und TM- Wellen
als Quellen und IDP-UTD die UTD Formulierung mit IDP-Quellen.
2.3.3 Kommerzielle Implementierung (FEKO)
Bei der vorliegenden Arbeit wurde zum einen eine kommerzielle Implementierung der UTD
verwendet, welche in dem Programmpaket FEKO [14] enthalten ist. An geometrischen
Objekten fu¨r die UTD stehen hier polygonal berandete, planare Fla¨chen und Zylinder zur
Verfu¨gung. Zur Anregung ko¨nnen Dipolquellen, ebene Wellen oder AR-Quellen benutzt
werden. Bei den AR-Quellen handelt es sich um punktfo¨rmige Quellen, bei denen die
Fernfeldcharakteristik der abgestrahlten Felder u¨ber einer Kugeloberﬂa¨che, an diskreten
Punkten abgetastet, angegeben werden kann. AR-Quellen ko¨nnen z.B. benutzt werden,
um IDP- oder BS-Quellen einzugeben.
Bei FEKO stehen neben der Geometrischen Optik, d.h. direkte Ausbreitung und Reﬂexio-
nen, einfache Kantenbeugung und Doppelbeugung zur Verfu¨gung. Die Komplexita¨t bei
Mehrfachspiegelungen und Beugungen wird durch die maximale Anzahl an Strahlinterak-
tionen angegeben. Ein Wert von 3 bedeutet beispielsweise bis zu drei Interaktionen, wie
R, RRR, RD, RDR, DRD und so weiter.
Die vorliegende Kammerstruktur kann zum einen komplett mit den seitlichen, oberen und
unteren Wa¨nden eingegeben werden. Alternativ kann aber auch die Spiegelungsmethode
angewendet werden, was zu einem Modell mit sehr hohen Wa¨nden und den gespiegelten
Quellen fu¨hrt und unter anderem den Vorteil bietet, dass die horizontalen und vertikalen
Spiegelungszahlen unabha¨ngig voneinander gewa¨hlt werden ko¨nnen. Abweichend ko¨nnen
natu¨rlich auch die Beobachtungspunkte gespiegelt und durch ein zusa¨tzliches Postproces-
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Abbildung 2.15: Spiegelungsprinzip durch Spiegelung der Observationspunkte.
sing zuru¨ckgespiegelt werden, wie dies in Abbildung 2.15 dargestellt ist. Diese Variante
besitzt den Vorteil, dass der Aufwand fu¨r die Quelleneingabe erheblich reduziert wird.
2.3.4 Eigene Implementierung (SRUTD)
Aufgrund diverser Einschra¨nkungen der kommerziellen UTD-Implementierung wurde zu-
sa¨tzlich eine eigene Software, im weiteren SRUTD genannt, entwickelt und vorwiegend
verwendet. Die wichtigsten Gru¨nde hierfu¨r waren die ho¨here Flexibilita¨t und die besse-
re Anpassbarkeit an die vorliegende Problemstellung. So ko¨nnen in SRUTD etwa ohne
gro¨ßeren Aufwand diverse Quellenformulierungen getestet oder bei der GO Nahfeldterme
beru¨cksichtigt werden. Auch sind keine Genauigkeitsprobleme durch die Diskretisierung
der Abstrahlcharakteristik der Quellen vorhanden und unno¨tige Reﬂexionen, wie an den
oberen und unteren Ra¨ndern der endlichen Seitenwa¨nde in FEKO, ko¨nnen weggelassen
werden. Weiterhin ko¨nnen die Reﬂexionsﬂa¨chen und Kanten getrennt voneinander ein-
gegeben und die Reﬂexions- und Beugungsreihenfolge gezielt gesteuert werden. Auch ist
SRUTD auf die hier vorliegende Quasi-2D-Struktur optimiert und rechenintensive Ope-
rationen sind eﬀektiv parallelisiert.
Optimierung auf die hier vorliegende Struktur bedeutet, dass nur der spezielle Fall von
planaren Oberﬂa¨chen betrachtet wird, welche senkrecht auf der z-Ebene stehen, d.h.,
es werden nur die seitlichen Wa¨nde der Kammer betrachtet. In z-Richtung werden die
Wa¨nde als unendlich ausgedehnt angenommen. Dies ist, wie bereits beschrieben, konsi-
stent mit dem Ergebnis der Spiegelungen in z-Richtung, aber auch mit dem Modell der
TE/TM-Zerlegung und spiegelt die Tatsache wider, dass durch die spezielle Parallelplat-
tenanordnung mit den senkrechten Seitenwa¨nden Reﬂexionen in z-Richtung getrennt von
den Reﬂexionen in der xy-Ebene behandelt werden ko¨nnen.
Dies bietet zum einen den Vorteil, dass es sich bei der Strahlverfolgung nur um ein 2D-
Problem handelt, da sich die Strahlen in z-Richtung problemlos linear ausbreiten ko¨nnen
und es Reﬂexionen und Beugungen nur in der xy-Ebene gibt. Desweiteren kann durch
die Beschra¨nkung auf planare Oberﬂa¨chen zur Berechnung der horizontal reﬂektierten
Strahlen das Spiegelungsprinzip verwendet werden, wie es in Abbildung 2.16 an einem
einfachen Beispiel dargestellt ist. Die urspru¨ngliche Anordnung wird dabei so durch eine
Anordnung mit gespiegelter Quelle ersetzt, dass sich die Ausbreitung von der Quelle zum
Observationspunkt durch einen einfachen geraden Strahl ergibt. Natu¨rlich muss jetzt noch
u¨berpru¨ft werden, ob die Ausbreitung zwischen den beiden Punkten u¨berhaupt mo¨glich
ist. Dazu muss dieser zum einen durch die (auch gespiegelten) Spiegelwa¨nde (hier 1 und 3)
gehen und darf dabei nicht von anderen Wa¨nden, hier Hinderniswa¨nde genannt, verdeckt
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Abbildung 2.16: Beispiel zur Berechnung von horizontalen Reﬂexionen durch Spiegelung
in der geometrischen Optik. Es wird der Strahl von der Quelle Q zum Observationspunkt
P betrachtet, welcher an Wand 1 und 3 reﬂektiert wird. Auf der rechten Seite beﬁndet
sich die Ersatzanordnung aus gespiegelter Quelle Q′′, den Spiegelwa¨nden 1′′ und 3′ und
den Hinderniswa¨nden 2, 2′ und 2′′.
Abbildung 2.17: Beispiel fu¨r eine Spiegelanordnung mit Kantenbeugung fu¨r die Kombi-
nation DRRDR.
werden. Bei der Aufstellung der Ersatzanordnung sind noch einige Details zu beachten.
So muss etwa darauf geachtet werden, dass die zwischen zwei Spiegelwa¨nden liegenden
Hinderniswa¨nde nicht auch in andere Teile der Spiegelanordnung hineinragen. Gleiches
gilt auch fu¨r Objekte, welche hinter den Spiegelwa¨nden liegen. Daneben mu¨ssen noch
einige andere Sonderfa¨lle beachtet werden.
Ein a¨hnliches Vorgehen ﬁndet auch bei der Berechnung der Kantenbeugung Anwendung
und ist beispielhaft in Abbildung 2.17 dargestellt. Es ergibt sich eine Anordnung, welche
zusa¨tzlich auch die gespiegelten Beugungskanten entha¨lt. Die Strahlen mu¨ssen dann von
der Quelle zu den einzelnen Kanten und dann zum Beobachtungspunkt verlaufen. Dabei
mu¨ssen sie zwischendurch die geforderten Spiegelwa¨nde durchlaufen und du¨rfen nicht
durch die Hinderniswa¨nde blockiert werden.
In der SRUTD-Implementierung wurde besonderer Wert auf eine eﬃziente Berechnung
der Spiegelanordnungen gelegt. So werden beispielsweise die zwischen zwei Spiegelwa¨nden
in Frage kommenden Hinderniswa¨nde schon im Preprocessing bestimmt und auf die
maximal erforderliche Gro¨ße beschnitten. Weiterhin werden diverse geometrische Ver-
fahren verwendet, um fu¨r jede Spiegelanordnung fru¨hzeitig zu erkennen, welche Quell-
Observationspunkte-Kombinationen ausgeschlossen werden ko¨nnen und welche Spiegel-
kombinationen u¨berhaupt keine Ausbreitung erlauben.
Die eigentliche Berechnung der UTD-Strahlparameter fu¨r die Kantenbeugung basiert bei
SRUTD auf der Darstellung der UTD in [28], wobei einzelne Funktionen aus [2] ver-
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wendet wurden. Nur bei der Berechnung der Fresnel-Transfer-Function wurde aufgrund
ungenu¨gender Genauigkeit nicht das Na¨herungsverfahren aus [2] verwendet, sondern ein
Fortran-Code von [51], um die Fresnel-Integrale direkt zu berechnen. Die Implementierung
erfolgte in Matlab, wobei die rechenintensive Berechnung der Felder in Fortran geschrie-
ben und an Matlab angebunden wurde. Die Fortran-Programme konnten dabei mittels
OpenMP eﬀektiv parallelisiert werden.
Auf eine genauere Beschreibung der verwendeten Implementierung wird hier bewusst
verzichtet. Zum einen wu¨rde dies u¨ber den Rahmen der vorliegende Arbeit hinausgehen,
zum anderen ist es nicht Ziel der Arbeit, einen mo¨glichst optimierten UTD-Code zu
erstellen bzw. vorzustellen, sondern zu untersuchen, inwieweit die UTD fu¨r das vorliegende
Problem der SR-Berechnung in der Vakuumkammer verwendet werden kann.
2.4 Zweiteilung der Simulation
Bis jetzt wurde noch nicht behandelt, welche Auswirkungen der Kammerausgang aus Ab-
bildung 1.3 und 1.4 auf das vorgestellte Verfahren hat. Durch den Kammerausgang han-
delt es sich nicht mehr um eine unendlich ausgedehnte Parallelplattenstruktur, wie bisher
angenommen, so dass die Quasi-2D-Modellierung inklusive Spiegelungen in z-Richtung
streng genommen nicht mehr anwendbar ist.
Dieses Problem wird dadurch umgangen, indem die Simulation in zwei Teile aufgeteilt
wird, zum einen in das innere Problem der Kammer und zum anderen in das a¨ußere
Problem mit dem Kammerausgang und der Struktur dahinter. Die Aufteilung erfolgt,
wie in Abbildung 2.18 dargestellt, kurz vor dem Kammerausgang, wo die Struktur als
Rechteckhohlleiter angesehen werden kann.
Fu¨r das innere Problem wird der Kammerausgang entfernt und durch einen unendlich
langen, bzw. fu¨r die UTD-Rechnungen sehr langen endlichen, Hohlleiter ersetzt. A¨hnlich
wird bei dem a¨ußeren Problem vorgegangen, wobei hier die Kammer entfernt wird und
durch einen unendlich langen Hohlleiter in der anderen Richtung ersetzt wird. Dabei
werden die weiteren Objekte aus Abbildung 1.3 wie der Dipolmagnet oder das Strahlrohr
vernachla¨ssigt, so dass es sich streng genommen nur um eine Na¨herung handelt. Die
Kopplung dieser beiden Teilprobleme kann an der gezeigten Stelle durch Hinzufu¨gen von
A¨quivalenzstro¨men oder Zerlegung der Felder in Hohlleitermoden erfolgen.
Bei der Kopplung mittels Hohlleitermoden muss fu¨r das innere Problem dafu¨r zum einen
eine Rechnung durchgefu¨hrt werden, bei welcher mit der bewegten Punktladung ange-
regt und bestimmt wird, welche Moden in dem Hohlleiter angeregt werden. Desweiteren
mu¨ssen die S-Parameter berechnet werden, indem die Struktur mit jedem einlaufenden
Mode im Hohlleiter angeregt wird und die Modenkoeﬃzienten der auslaufenden Moden
bestimmt werden. Fu¨r das a¨ußere Problem mu¨ssen die S-Parameter und Felder berechnet
werden, welche durch Anregung mit den einfallenden Hohlleitermoden erzeugt werden.
Die beiden Teilsimulationen werden nun gekoppelt, indem die aus dem inneren Problem
herauslaufenden Modenkoeﬃzienten gleich den in das a¨ußere Problem hineinlaufenden
Koeﬃzienten und umgekehrt gesetzt werden, und so das Gesamtsystem gelo¨st.
In der vorliegenden Arbeit wird jedoch die Annahme getroﬀen, dass die Moden, welche
durch Reﬂexion am Hohlleiterausgang in die Kammer zuru¨cklaufen, vernachla¨ssigbar sind.
Fu¨r das innere Problem wird mit der Punktladung angeregt und die Felder bzw. Moden
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Abbildung 2.18: Aufteilung der Simulation in ein inneres und ein a¨ußeres Problem. Das
eigentliche Kammermodell mit Kammerausgang wird ersetzt durch ein inneres Modell
der Kammer mit unendlich langem Hohlleiter und ein a¨ußeren Modell mit dem Kammer-
ausgang und Quarzfenster und der weiteren Struktur. Die Kopplung der beiden Modelle
kann z.B. u¨ber A¨quivalenzstro¨me oder Hohlleitermoden erfolgen.
in der Kopplungsebene bestimmt, welche in den unendlich langen Hohlleiter hineinlaufen
und nicht reﬂektiert werden. Diese Felder bzw. Moden werden dann als Anregung fu¨r das
a¨ußere Problem verwendet, wobei nur die abgestrahlten Felder von Interesse sind. Durch
dieses Vorgehen kann das innere Problem unabha¨ngig von dem a¨ußeren betrachtet werden,
was die Rechnung sehr vereinfacht. Zudem ist durch den unendlich langen Hohlleiter
wieder die unendlich lange Parallelplattenleitung hergestellt.
Alternativ zu der hier vorgestellten Zweiteilung der Simulation ko¨nnte die Kammer natu¨r-
lich auch mit einem 3D-UTD-Modell simuliert und die Kantenbeugung am Kammeraus-
gang direkt mit beru¨cksichtigt werden. Dies wu¨rde das verwendete Verfahren jedoch viel
komplizierter machen und die Vorteile des vorgestellten Verfahrens gingen verloren. Zu-
dem wa¨re in FEKO dann keine Trennung der vertikalen und horizontalen Spiegelungen
mehr mo¨glich, was diverse Nachteile mit sich bringt, wie spa¨ter deutlich wird. Deswei-
teren wu¨rde auch die Berechnung der Felder direkt am Hohlleiterausgang mittels UTD
Probleme bereiten, da in der Na¨he der Kanten die UTD-Abstandsbedingungen verletzt
wu¨rden. Daher wurde diese Alternative in der vorliegenden Arbeit nicht weiter verfolgt.
2.5 Fourier-Optik
Fu¨r den Vergleich der Simulationen mit durchgefu¨hrten Messungen außerhalb der Kam-
mer und die Bewertung der Simulationsergebnisse wurde auch die Abstrahlung der elek-
tromagnetischen Felder von dem Kammerfenster berechnet. Dazu wurden hauptsa¨chlich
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Abbildung 2.19: Vereinfachtes Modell fu¨r den Hohlleiterausgang, bestehend aus einem
abgeschnittenen idealen Rechteckhohlleiter mit unendlich großem, ideal leitenden Metall-
ﬂansch.
Fourier-optische Methoden [7, 18] eingesetzt. Dabei handelt es sich um optische Berech-
nungsmethoden, welche auf der Fourier-Transformation beruhen und eﬃzient mittels FFT
implementiert werden ko¨nnen.
Bei der Berechnung der abgestrahlten Felder wird das in Abbildung 2.19 dargestellte
sehr einfache Modell des Kammerausgangs verwendet. Dieses besteht aus einem abge-
schnittenen Rechteckhohlleiter, welcher durch eine unendliche Metallwand mit Apertur
in den Freiraum abstrahlt. Dabei wird unter anderem der Einﬂuss des Quarzfensters
vernachla¨ssigt, was die Berechnungen sehr vereinfacht. Die Vereinfachung wird von der
Annahme motiviert, dass das Quarzfenster hauptsa¨chlich die Amplitude der austreten-
den Strahlung beeinﬂusst und weniger die Intensita¨tsverteilung bei einer festen Frequenz,
welche in dieser Arbeit von Interesse ist. Der Einﬂuss auf die Amplitude wurde schon in
anderen Arbeiten [15] tiefergehend untersucht.
Die beiden im Folgenden vorgestellten Methoden basieren auf der Annahme, dass die
elektromagnetischen Felder in einer Ebene (hier die Austrittsebene aus dem Hohlleiter)
bekannt sind und daraus das restliche Feld in einem Halbraum bestimmt wird [18]. Fu¨r
das Feld in der Austrittsebene aus Abbildung 2.19 wird angenommen, dass dieses in der
Apertur des Hohlleiters in etwa gleich den einfallenden Hohlleitermoden bzw. Feldern und
außerhalb (d.h. auf der Metallwand) vernachla¨ssigbar ist, also zu Null angenommen wird.
Dies ist eine fu¨r optische Probleme gela¨uﬁge Annahme [39, Kap. 3.4] und entspricht der
Kirchhoﬀschen Randbedingung bei Apertur-Streuproblemen [18, S. 44].
Die vorgestellten Verfahren basieren wie viele optische Methoden auf der skalaren Wel-
lengleichung [5, 18]. Diese ergibt sich aus den allgemeinen vektoriellen Wellengleichungen
fu¨r homogene, quellenfreie Gebiete
Δ E − k2 E = 0, Δ H − k2 H = 0
durch komponentenweise Betrachtung. So gilt beispielsweise fu¨r die x-Komponente des
elektrischen Feldes
ΔEx − k2Ex = 0.
Entsprechendes gilt fu¨r die anderen Komponenten und das magnetische Feld. Allgemein
geschrieben, gilt fu¨r jede Komponente U also die skalare Wellengleichung
ΔU − k2U = 0. (2.25)
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Die Koordinatenangaben x, y, z beziehen sich hier und auch im Weiteren auf das in Abbil-
dung 2.19 eingezeichnete und auf die Austrittsebene bezogene Koordinatensystem x′, y′, z′,
wobei der Ursprung sich in der Mitte des Hohlleiterquerschnitts beﬁndet. Zur Lo¨sung der
skalaren Wellengleichung werden im Folgenden die Angular Spectrum Propagation und
die Fresnel Propagation vorgestellt.
2.5.1 Angular Spectrum Propagation
Bei der Angular Spectrum Propagation (ASP) [7, 18] wird a¨hnlich vorgegangen wie bei
dem PW-Ansatz. Das Feld U(x, 0, z) wird zuerst in der Referenzebene y = 0 in ebene
Wellen zerlegt
F (kx, ky) =
∫∫
U(x, 0, z)ej(kxx+kzz) dx dz,
dann die Phasenfaktoren e−jkyy0 mit ky =
√
k20 − k2x − k2z fu¨r die Ausbreitung bis zur
Ebene y = y0 bestimmt und anschließend alle ebenen Wellen wieder u¨berlagert





−jkyy0e−j(kxx+kzz) dkx dkz. (2.26)
Die gleiche Beziehung ergibt sich alternativ auch aus einer allgemeineren vektoriellen Dar-
stellung der abgestrahlten Felder [39, S. 211] durch Betrachtung einzelner Komponenten.
Bei der eigentlichen numerischen Berechnung wird nur ein endlicher Ausschnitt der Ebene
betrachtet und die Funktion U auf einem a¨quidistanten Gitter diskretisiert. Die beiden
Fourier-Transformationen lassen sich dadurch eﬃzient mittels der FFT ausfu¨hren.
2.5.2 Fresnel Propagation
Ein anderes Verfahren, hier Fresnel Propagation (FP) genannt, ergibt sich aus dem
Huygens-Prinzip, bei dem Wellen aus einer U¨berlagerung von Punktquellen dargestellt
werden. In der Optik wird dieses Verfahren [18, S. 66] durch






cos(ϑ) dx′ dz′ (2.27)
beschrieben, wobei lediglich angenommen wurde, dass die Beziehung R  λ gilt (im
Unterschied zur Referenz wird hier ejωt-Zeitabha¨ngigkeit angenommen). Dabei ist R =√
(x− x′)2 + y2 + (z − z′)2 und cos(ϑ) = y/R. Als weitere Na¨herung wird nun angenom-
men, dass y hinreichend groß ist, so dass im Argument der Exponentialfunktion
R =
√
















und im Integranden R ≈ y gilt. Hiermit ergibt sich aus Gleichung (2.27) die gesuchte
Beziehung














(xx′+zz′) dx′ dz′. (2.28)
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Das Besondere an diesem Ergebnis ist, dass das Integral die Form einer Fourier-Transfor-
mation besitzt und mittels FFT sehr eﬃzient berechnet werden kann. In der numeri-
schen Umsetzung wird wieder nur ein endlicher Bereich betrachtet. Durch die einfache
Anwendung der FFT ergibt sich fu¨r die Quell- und Zielebene eine unterschiedliche Dis-
kretisierung. Alternativ la¨sst sich das hier vorgestellte Verfahren fu¨r die tangentialen
Feldkomponenten auch aus der vektoriellen Darstellung [39, S.268] ableiten.
2.6 Methode der Finiten Integration
Bei der Methode der Finiten Integration (FIT) handelt es sich um ein diskretisieren-
des Verfahren zur Berechnung allgemeiner elektromagnetischer Felder, welches von Wei-
land [46–48] 1977 vorgestellt und am Institut fu¨r Theorie Elektromagnetischer Felder der
TU Darmstadt weiterentwickelt wurde und dort einen zentralen Stellenwert einnimmt. Die
Methode basiert auf der Diskretisierung der Maxwellschen Gleichungen in Integralform auf
einem dual-orthogonalen Gitter. Als Folge ergeben sich die sogenannten Gitter-Maxwell-
Gleichungen, welche von der Struktur her den kontinuierlichen Gleichungen entsprechen.
Dies fu¨hrt dazu, dass sich viele Eigenschaften aus dem Kontinuierlichen auf das Dis-
krete u¨bertragen, was viele Vorteile mit sich bringt und einen Erfolgsgrund der Methode
darstellt. Die sich bei der Diskretisierung ergebenden Gleichungssysteme haben die Eigen-
schaft, dass die zugeho¨rigen Matrizen alle du¨nn besetzt sind, was zu einer sehr eﬃzienten
Implementierung fu¨hrt. Dadurch, dass bei der Methode allgemeine Materialverteilungen
diskretisiert werden, lassen sich auch komplizierte Strukturen einfach berechnen, wodurch
sich eine sehr universell einsetzbare Methode ergibt. Auf eine detaillierte Beschreibung der
Methode wird hier aus Platzgru¨nden verzichtet. Diese ﬁndet sich beispielsweise in [46–49]
oder in den vielen Dissertationen des Instituts fu¨r Theorie Elektromagnetischer Felder.
Die im Folgenden verwendete Notation orientiert sich dabei hauptsa¨chlich an [49]. Die
Gitter-Maxwell-Gleichungen lauten hierbei fu¨r den Frequenzbereich










b = 0 (2.31)
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2.6.1 Kommerzielle Implementierung (MWS)
FIT ist in kommerzieller Implementierung von der Firma Computer Simulation Tech-
nology (CST) [11] verfu¨gbar. In der vorliegenden Arbeit wurde dabei das Modul CST
Microwave Studio (MWS) der Studio Suite 2006B fu¨r diverse Untersuchungen verwendet.
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Die verfu¨gbaren Optionen des Programmpaketes werden an dieser Stelle jedoch nicht wei-
ter beschrieben. Hierzu sei auf die Homepage des Herstellers [11] oder die Dokumentation
verwiesen.
2.6.2 Eigene Implementierung fu¨r Parallelplattenstrukturen
(2D-kz-FIT)
Neben der kommerziellen Implementierung wurde auch eine speziell fu¨r das vorliegende
Problem zugeschnittene FIT-Implementierung erstellt. Da die Implementierung auf ei-
ner Zerlegung des Kammerproblems in mehrere 2D-Probleme mit unterschiedlichem kz
beruht, wird diese im Folgenden als 2D-kz-FIT bezeichnet.
Ein Vorteil der 2D-Formulierung ist die geringere Zahl an Unbekannten. So sollte es
mo¨glich sein, die Kammerstruktur fu¨r ho¨here Frequenzen berechnen zu ko¨nnen als bei
einem vollen 3D-Modell. Die Formulierung und Implementierung beschra¨nkt sich dabei auf
den Frequenzbereich, da sich hier eine einfachere Formulierung ergibt als im Zeitbereich,
bei dem zusa¨tzlich die Zeit diskretisiert werden muss.
Im Folgenden wird das Simulationsverfahren vorgestellt, wie es nach intensiven Untersu-
chungen letztendlich zur Simulation der Kammer verwendet wurde. Auf die Motivation
zur Wahl einiger der dargestellten und gewa¨hlten Ansa¨tze wird in diesem Kapitel be-
wusst nicht eingegangen. Diese wird sich spa¨ter durch die Darstellungen der Ergebnisse
in Kapitel 3.4.3 ergeben.
Fourierzerlegung in z-Richtung
Ausgangspunkt fu¨r die Formulierung ist die Beobachtung, dass in der Kammerstruktur fu¨r
große Wellenla¨ngen nur wenige Moden in z-Richtung ausbreitungsfa¨hig sind. So entstand
die Idee, die Felder F ∈ { E, H, . . .} in z-Richtung in harmonische Komponenten zu
zerlegen












F˜(x, y,m) = ph
h∫
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1 fu¨r m = 0
2 fu¨r m > 0
(2.37)
und die Felder fu¨r jede Komponente bzw. Mode F˜ separat zu berechnen. Aufgrund vonSymmetrieu¨berlegungen ergeben sich fu¨r die Parallelplattenstruktur die Abha¨ngigkei-
ten Ex, Ey, Hz, Jx, Jy ∝ sin(kzz) und Ez, Hx, Hy, Jz ∝ cos(kzz). Wird die Fourierzerle-
gung (2.36) in die Maxwellgleichungen eingesetzt, ergibt sich fu¨r die erste Maxwellglei-
chung in Diﬀerentialform beispielsweise fu¨r jede Fourierkomponente
∂
∂ y
E˜ z(x, y,m)− kzE˜ y(x, y,m) = −jωμH˜ x(x, y,m)
kzE˜x(x, y,m)− ∂∂ x E˜ z(x, y,m) = −jωμH˜ y(x, y,m)
∂
∂ x
E˜ y(x, y,m)− ∂∂ y E˜x(x, y,m) = −jωμH˜ z(x, y,m).
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Hierbei handelt es sich jetzt nur noch um ein 2D-Problem fu¨r jeden Mode m. Nun wird
in der xy-Ebene ein zweidimensionales prima¨res und duales Gitter eingefu¨hrt und die 2D-
kz-Maxwellgleichungen in Integralform entsprechend FIT diskretisiert. Hieraus ergeben


















Im Unterschied zur 3D-FIT-Formulierung wurden die Ableitungsmatrizen Pz durch eine
Multiplikation mit kz ersetzt und die Integrale der Feldgro¨ßen in z-Richtung fallen weg. So
entstehen die aus FIT-Sicht etwas ungewo¨hnlichen Gro¨ßen e˜z, b˜x, b˜y usw. Bei der Aufstel-lung der Materialmatrizen mu¨ssen entsprechend die Diagonalmatrizen der Gittergro¨ßen
angepasst werden, indem Δz = 1, Ax = Δy, Ay = Δx, etc. gesetzt wird.
Trotz der Unterschiede zu den 3D-Gitter-Maxwell-Gleichungen werden der Einfachheit
halber die 2D-kz-FIT-Gitter-Maxwell-Gleichungen und die Materialbeziehungen im Wei-
teren in der u¨blichen FIT-Notation (2.29) bis (2.35) mit zusa¨tzlichem ·˜ geschrieben. Die
angesprochenen Modiﬁkationen sind dabei immer im Hinterkopf zu behalten.
Gleichungssystem
Zur Berechnung der Felder bei gegebener Stromanregung wird, wie u¨blich, die Curl-Curl-
Gleichung verwendet. Diese lautet




= jωMε˜ −1j˜ −Mε˜ −1C˜˜Mμ˜−1 m˜︸ ︷︷ ︸
b
, (2.40)
wobei fu¨r den spa¨teren Wellenleiterrand zu Gleichung (2.29) noch magnetische Stro¨me

m˜hinzugefu¨gt wurden
C˜e˜ = −jωb˜ + m˜ .
Zur Verbesserung der Kondition und Reduzierung des Speicheraufwandes bei bestimmten
Lo¨sern wurde die Systemmatrix A weiterhin symmetrisiert
Mε˜ 12AMε˜ 12︸ ︷︷ ︸
A′
Mε˜ − 12x︸ ︷︷ ︸
x′
= Mε˜ 12 b︸ ︷︷ ︸
b′
. (2.41)
Die Systemmatrix A′ ist somit im Allgemeinen komplex und strukturell symmetrisch, aber
nicht hermitisch.
Simulationsmodell
Das fu¨r die Kammer verwendete grundlegende Simulationsmodell ist in Abbildung 2.20
dargestellt. Zur Modellierung der seitlich oﬀenen Struktur wird eine Perfectly Matched
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Abbildung 2.20: 2D-kz-FIT-Grundmodell fu¨r die Vakuumkammer des Bunchkompressors.
Die seitlichen Kammerwa¨nde sind der U¨bersichtlichkeit halber weggelassen, werden in der
Simulation aber als PEC-Objekte beru¨cksichtigt.
Layer [21,43] (PML) Randbedingung verwendet. Die Anregung ergibt im Frequenzbereich
den eingezeichneten Linien-Quellstrom, dessen Berechnung im na¨chsten Abschnitt be-
schrieben wird. Da dieser am Rand des Rechengebiets nicht einfach abgeschnitten werden
kann, wurde am linken und rechten Rand, wie eingezeichnet, eine Teilchen-Wellenleiter-
randbedingung implementiert. Diese wird, so wie weitere Details zum Simulationsvorge-
hen, anschließend genauer beschrieben.
Strominterpolation
Zur Lo¨sung des Gleichungssystems (2.40) muss der Anregungsstrom

j˜ bekannt sein. Bei
einer gegebenen undiskretisierten Stromverteilung J(r, t) sind zu dessen Bestimmung drei
Schritte erforderlich:
1. zeitliche Fourier-Transformation
2. ra¨umliche Fourier-Zerlegung in z-Richtung
3. Integration u¨ber die dualen Gitterﬂa¨chen bzw. Kanten (2D-Gitter).
Da diese Berechnungen fu¨r eine allgemeine Stromverteilung J(r, t) sehr kompliziert ist, be-
schra¨nkt sich die vorliegende Arbeit, motiviert durch die vorliegende Problemstellung, auf
den in Abbildung 2.21 dargestellten Fall einer durch das Rechengebiet bewegten Punkt-
ladung Q. Dabei wird die Annahme getroﬀen, dass fu¨r die Flugbahn der Punktladung
z = konst. = zQ gilt. Dies hat zur Folge, dass die Stromkomponente in z-Richtung ver-
schwindet und nur noch die Stro¨me in x- und y-Richtung verbleiben.
Zur Berechnung der Gitterstro¨me

j˜x und j˜y fu¨r jede Gitterzelle muss bestimmt werden,wann die Punktladung die Grenze zwischen zwei Zellen passiert und um welche Zellen es
sich handelt. Fu¨r den Strombeitrag bei Durchtritt durch eine Zellwand in positive x- oder
y-Koordinatenrichtung ergibt sich die einfache Beziehung

j˜x,y = Qph sin(kzzQ)e−jωtQ , (2.42)
wobei tQ den Zeitpunkt des Durchtritts angibt.
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Abbildung 2.21: Berechnung der 2D-Gitterstro¨me fu¨r den Fall einer durch das Gitter
bewegten Punktladung.
Abbildung 2.22: 1D transversale Ladungsverteilung mit cos2 (raised cosine - RC) Vertei-
lung, welche durch eine hohe Zahl von Punktladungen angena¨hert wird.
Eine allgemeinere Ladungsverteilung als eine Punktladung kann dadurch repra¨sentiert
werden, indem diese durch eine hohe Anzahl von Punktladungen angena¨hert wird. Im wei-
teren Verlauf der Arbeit wurde die in Abbildung 2.22 dargestellte 1D-Ladungsverteilung
in y-Richtung mit nRC Punktladungen und der Breite dRC verwendet. Die Verteilungs-



















mit der Gesamtladung Q.
Teilchen-Wellenleiterrand
Der Teilchen-Wellenleiterrand soll modellieren, dass die Stromanregung, d.h. die ﬂiegen-
de Punktladung, am Rand des Rechengebietes unendlich lange fortgesetzt ist. D.h. die
Punktladung kommt mit konstanter Geschwindigkeit aus dem Unendlichen auf gerader
Flugbahn angeﬂogen, durchla¨uft die S-Kurve des Simulationsmodells und ﬂiegt unendlich
lange bei konstanter Geschwindigkeit geradlinig zwischen den Parallelplatten weiter.
Die Umsetzung in dem Simulationsmodell erfolgt mit Hilfe des A¨quivalenzprinzips und
der Streufeldformulierung. Der unendlich lange Strompfad wird am Rand, wie in Abbil-





m ersetzt. Dazu ist es erforderlich, dass das Teilchen in diesen Ebenen
eine konstante Geschwindigkeit besitzt und die Gitterschrittweite Δx bei dem diskreten
Modell konstant ist. Die A¨quivalenzstro¨me sollen eine in x-Richtung unendlich ausge-
dehnte konstante Struktur mit gerade ﬂiegendem Teilchen repra¨sentieren. Aufgrund der
Translationssymmetrie und der Anregung werden in einer solchen Struktur alle Feld-
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gro¨ßen die Abha¨ngigkeit e−jkxx besitzen. Dadurch la¨sst sich die Berechnung der A¨quiva-
lenzstro¨me auf ein 1D-Problem (in y-Richtung) reduzieren. Die Gro¨ßen kx, Δx und die
Gitter- und Materialverteilung in y-Richtung werden dabei aus dem 2D-Modell an den
Wellenleiterrand-Ebenen bestimmt. Nach Bestimmung der elektrischen und magnetischen
Felder des 1D-Curl-Curl-Problems ergeben sich aus den tangentialen Feldkomponenten
schließlich die A¨quivalenzstro¨me, welche in der entsprechenden Wellenleiterrand-Ebene in
das 2D-kz-FIT-Modell eingefu¨gt werden.
Dispersionskorrektur
Fu¨r FIT ist bekannt, dass sich der numerische Fehler unter anderem darin a¨ußert, dass

























D.h. die Ausbreitungskonstanten k der Wellen im Diskreten unterscheiden sich von denen
im kontinuierlichen Fall, wobei sich zusa¨tzlich eine Abha¨ngigkeit von der Frequenz und
Ausbreitungsrichtung ergibt. Dieser Eﬀekt wird daher im Allgemeinen als Gitterdispersion
bezeichnet.
Wird im 2D-kz-FIT-Modell eine Welle angenommen, welche sich mit dem Winkel α in
Bezug zur x-Achse bewegt
kx =
√
k2 − k2z cosα
ky =
√




so la¨sst sich bei gegebenen α, Δx, Δy, ω, c0, m und h aus der Dispersionsbeziehung (2.44)




der diskreten Wellen berechnen. Dabei ergibt sich die schwarze Kurve in Abbildung 2.23.
D.h. die diskrete Wellengeschwindigkeit ist von der Ausbreitungsrichtung abha¨ngig und
stets kleiner als die kontinuierliche Lichtgeschwindigkeit c0.
Wie sich spa¨ter zeigen wird, bereitet dieser Unterschied zwischen diskreter und kontinuier-
licher Wellengeschwindigkeit fu¨r den vorliegenden Fall der Bunchkompressor-Anordnung
bei den Simulationen Probleme. Eine einfache Mo¨glichkeit, die Situation zumindest fu¨r
eine Ausbreitungsrichtung zu verbessern, besteht darin, die Materialkonstanten leicht zu
modiﬁzieren. Ziel ist es zu erreichen, dass die diskrete Wellengeschwindigkeit im Gitter
fu¨r Wellen, die sich in α = 18◦ Richtung ausbreiten, gleich der kontinuierlichen Vakuum-
Lichtgeschwindigkeit c0 ist. Der Winkel α = 18
◦ ist dabei, wie in Abbildung 2.20 darge-
stellt, die Flugrichtung des Bunches zwischen den beiden Kurvenstu¨cken. Da fu¨r diesen
Fall alle Gro¨ßen auf der linken Seite von Gleichung (2.44) und ω gegeben sind, muss zur
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Abbildung 2.23: Ra¨umliche Gitterdispersionskurven fu¨r die Standard 2D-kz-FIT-For-
mulierung und die 18◦ Dispersionskorrektur. Aufgetragen ist die diskrete Wellengeschwin-
digkeit normiert auf die kontinuierliche in Abha¨ngigkeit von der Ausbreitungsrichtung in
der xy-Ebene. (λ = 10mm, 10 Linien pro Wellenla¨nge, Mode m = 1)


































angepasst werden. Damit ergibt sich die graue Kurve in Abbildung 2.23. Fu¨r Ausbreitung
der Wellen in 18◦-Richtung ist so die diskrete Wellengeschwindigkeit gleich der kontinu-
ierlichen.
Gleichungssystemlo¨ser
Zur Lo¨sung des du¨nn besetzten, komplexen Gleichungssystems (2.41) stehen prinzipiell
direkte und iterative Verfahren zur Verfu¨gung [29]. Im Rahmen dieser Arbeit wurde als
iteratives Verfahren GMRES evaluiert, wie es von der PETSc-Bibliothek [3] zur Verfu¨gung
gestellt wird. Als direkter Lo¨ser fu¨r schwach besetzte Gleichungssysteme wurde PARDI-
SO [33] getestet, wie er als Teil der Math Kernal Library von Intel verfu¨gbar [23] ist.
Implementierung
Der Hauptteil der Implementierung von 2D-kz-FIT erfolgte in Matlab. Zur Gittergene-
rierung und Materialdiskretisierung wurde MWS verwendet und die Ergebnisse anschlie-
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ßend nach Matlab importiert. Die Strominterpolation wurde aus Geschwindigkeitsgru¨nden
nach Fortran ausgelagert und mittels OpenMP parallelisiert. Die Gleichungssystemlo¨ser
wurden u¨ber externe C-Programme (PETSc) oder Fortran-Programme (PARDISO) an-
gesprochen. Der Simulationsablauf gliedert sich dabei grob in folgende Teilschritte:
1. Setzen der Simulationsparameter
2. Gitter- und Materialerzeugung
3. Import der Materialverteilung und FIT-Matrizen nach Matlab und Konvertierung
nach 2D
4. Einarbeiten der PML-Randbedingung in die Materialmatrizen
5. Fu¨r jeden ausbreitungsfa¨higen Mode wird ausgefu¨hrt:
(a) 18◦ Dispersionskorrektur
(b) kz in FIT-Matrizen einbauen
(c) Quellstromberechnung und Diskretisierung
(d) Wellenleiterrand-Berechnung
(e) Erstellen der Systemmatrix und Lo¨sung
6. Postprocessing
2.7 Randelementmethode
Neben FIT wurde als zweites diskretisierendes Verfahren die Randelementmethode [2,31,
42] (BEM) untersucht. Der Vorteil dieses Verfahrens liegt darin begru¨ndet, dass nicht das
gesamte Rechenvolumen diskretisiert werden muss, sondern nur die Oberﬂa¨che der Struk-
tur. Nachteilig an dem Verfahren ist, dass dadurch vollbesetzte Matrizen entstehen, was
zu erho¨htem Speicheraufwand und Rechenzeit fu¨hrt. Als Ausweg steht jedoch die Mul-
tilevel Fast Multiple Multipole (MLFMM) zur Verfu¨gung, welche den Speicheraufwand
erheblich reduziert. Dadurch besteht die Hoﬀnung, BEM auch fu¨r die hier vorliegende
Kammerstruktur einsetzen zu ko¨nnen.
Verwendet wurde dabei die sehr eﬃziente und umfangreiche kommerzielle 3D-Implemen-
tierung, welche durch FEKO [14] zur Verfu¨gung gestellt wird. Zur Modellierung des
Strompfades stehen die gleichen Quellen zur Verfu¨gung wie bei der UTD-Implementie-
rung. Neben anderen interessanten Optionen steht auch die Mo¨glichkeit zur Verfu¨gung,
nicht die Greensche Funktion des Freiraums zu verwenden, sondern diejenige fu¨r geschich-
tete Strukturen mit Metallebenen. Hiermit sollte es mo¨glich sein, die Kammer ohne die
sehr großﬂa¨chigen oberen und unteren Kammerwa¨nde zu modellieren und viele Unbekann-
te zu sparen. Allerdings steht fu¨r diesen Fall keine MLFMM zur Verfu¨gung. Weitere Infor-
mationen zu den Mo¨glichkeiten von FEKO sind der Dokumentation zu entnehmen [14].
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Kapitel 3
Ergebnisse
Nach Vorstellung der verwendeten Verfahren im vorherigen Kapitel wird in diesem Ka-
pitel nun dargestellt, welche Eigenschaften die Verfahren bei der Anwendung auf das
Kammerproblem haben. Anschließend wird mit deren Hilfe der Einﬂuss der seitlichen
Kammerwa¨nde auf das abgestrahlte Spektrum untersucht und die Simulationsergebnisse
mit Messungen verglichen.
3.1 Verwendete Simulationsmodelle der Bunchkom-
pressorkammer
Im weiteren Verlauf werden bei den Untersuchungen verschiedene Modelle der Bunch-
kompressorkammer verwendet. Die wichtigsten werden im Folgenden kurz vorgestellt.
In Abbildung 3.1 ist die allgemein verwendete Geometrie der Kammer angegeben. Hierbei
handelt es sich um ein Modell mit planaren Wa¨nden und geraden Schnittkanten. In der
Abbildung sind die Koordinaten der Kanten in der xy-Ebene angegeben. Der Ursprung
beﬁndet sich zwischen der Kante p1 und p21. Die x- und y-Richtung des Koordinaten-
systems zeigt historisch bedingt in die entgegengesetzte Richtung. Fu¨r die vorliegende
Arbeit wurde die Konvention von DESY benutzt, dass der Strahl in den Zeichnungen
immer von links nach rechts la¨uft. Die Koordinaten aus der Abbildung wurden aus einer
technischen Zeichnung abgelesen, welche zur Verfu¨gung stand. Die einzige Vereinfachung,
welche dabei gemacht wurde, ist, dass die Kanten p2, p3, p9, p10, p17 und p18 eigentlich mit
einem Radius von etwa 8mm abgerundet sind. Die Kammerwa¨nde in vertikaler Richtung
beﬁnden sich bei z = 4mm und z = −4mm.
Als Quelle der Felder wird der komplette, in Abbildung 3.2 dargestellte, S-fo¨rmige Pfad
der bewegten Punktladung verwendet. Diese besteht aus Geraden und Kreisbo¨gen, geht
wie dargestellt durch den Ursprung und erfa¨hrt in den Magnetfeldbereichen 0,1m < x <
0,6m und 1,1m < x < 1,6m eine Ablenkung von α. Die Magnetfeldkanten sind hierbei
als abrupt angenommen und der Designwert von α betra¨gt 18◦. Die Flugrichtung der
Punktladung ist, wie schon beschrieben, von links nach rechts. Die La¨nge des ersten und
letzten Geradenstu¨cks bei den Simulationen wird im Folgenden mit la und le bezeichnet.
Fu¨r die Energie und Ladung der Punktladung wurde im Folgenden immer
E = 130MeV
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p1 = (0; 17)
p2 = (100; 17)
p3 = (100; 51,389)
p4 = (−22,541; 91,205)
p5 = (−4; 148,268)
p6 = (400; 17)















Abbildung 3.1: Allgemeines Kammermodell, welches bei den Simulationen verwendet wur-
de. Die Koordinatenangaben sind in mm. Der Ursprung beﬁndet sich zwischen p1 und p21.
Die Kammerho¨he betra¨gt 8mm mit den Wa¨nden bei z = ±4mm.
Q = −1 nC
gewa¨hlt.
Aus der in Abbildung 3.1 dargestellten Grundgeometrie ergibt sich direkt das UTD-Modell
”
alle Wa¨nde“ fu¨r die optischen Methoden in Abbildung 3.3. Lediglich die Wa¨nde am Kam-
merausgang wurden verla¨ngert, wie in Kapitel 2.4 beschrieben. Die gestrichelten Wa¨nde
sind hierbei so groß gewa¨hlt, dass sich kein Einﬂuss mehr auf die Felder am Kammeraus-
gang ergibt (z.B. 10m). Mit Kreisen sind weiterhin diejenigen Kanten gekennzeichnet, bei
welchen Kantenbeugungseﬀekte beru¨cksichtigt wurden. Aus Komplexita¨tsgru¨nden wur-
den nicht alle Kanten ausgewa¨hlt. Da hauptsa¨chlich die Felder am Kammerausgang von
Interesse sind, wurden die Observationspunkte dort durch graue Punkte angedeutet.
Neben diesem sehr umfangreichen Modell der Kammer wurde zu Untersuchung des Wand-
einﬂusses und fu¨r schnellere Berechnungen auch das in Abbildung 3.4 dargestellte stark
vereinfachte Modell der Vakuumkammer verwendet, welches lediglich aus den fu¨nf Wa¨n-




Ein noch einfacheres Modell, welches nur aus einer einzelnen Kante besteht, ist in Ab-
bildung 3.5 zu sehen. Dieses wurde fu¨r bestimmte Tests verwendet und wird als Modell
”
eine Kante“ bezeichnet.
Ganz ohne die seitlichen Wa¨nde, aber mit oberer und unterer Kammerwand, ergibt sich
das Modell
”
keine seitlichen Wa¨nde“ aus Abbildung 3.6. Bei der Simulation werden auch
hier zuerst die Felder an der Position des Kammerausgangs berechnet und diese anschlie-
ßend fu¨r die Fourier-Optik-Berechnung vor der Kammer verwendet. Da hierbei keine Fel-
der seitlich des Kammerausgangs verwendet werden, ist in der Abbildung symbolisch
eine Apertur eingezeichnet. Diese virtuellen Wa¨nde werden jedoch beim Raytracing nicht
beachtet.
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Abbildung 3.2: Der Strahlpfad besteht aus Geradenstu¨cken und Kreisbo¨gen, wie in der
Zeichnung angegeben. Die x-Koordinaten der U¨bergansstellen (Magnetfeldkanten) sind in
mm angegeben. Mit Angabe von α, der Startla¨nge la, der Endla¨nge le und der Bedingung,

















Abbildung 3.3: UTD Kammer Modell
”
alle Wa¨nde“. Kantenbeugung wird an den mit
einem Kreis markierten Kanten beru¨cksichtigt. Die gestrichelten Linien geben an, dass
die Wa¨nde hier sehr lang (z.B. 10m) fortgesetzt werden. Die grauen Punkte zwischen p4






Abbildung 3.4: UTD Kammer Modell
”
Endwa¨nde“. In diesem vereinfachten Modell der
Kammer wurden nur die fu¨nf Wa¨nde in der Na¨he des Kammerausgangs beru¨cksichtigt.
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p3 p4
Abbildung 3.5: UTD Kammer Modell
”
eine Kante“. Ein sehr vereinfachtes Modell fu¨r die
Kante bei p2 zur Untersuchung der UTD-Genauigkeit.
p4
p5
Abbildung 3.6: UTD Kammer Modell
”
keine seitlichen Wa¨nde“ ohne die seitlichen Kam-
merwa¨nde, aber mit den oberen und unteren Wa¨nden. Der Kammerausgang besteht hier-






Abbildung 3.7: Modiﬁkation des Kammerausgangs fu¨r das FIT-Simulationsmodell, be-
dingt durch die PML-Randbedingung.
Das Modell ohne seitliche, obere und untere Kammerwa¨nde, d.h. nur der Quellpfad im
Vakuum wird im Weiteren als Modell
”
Freiraum“ bezeichnet.
Fu¨r die Berechnung der Kammer in 2D-kz-FIT werden im Prinzip die gleichen Modelle wie
bei der GO und UTD verwendet. Lediglich am Kammerausgang wird die in Abbildung 3.7
gezeigte modiﬁzierte Geometrie verwendet. Dies ist erforderlich, damit die Materialgren-
zen senkrecht auf dem PML-Rand stehen. Fu¨r die Felder direkt am Kammerausgang,
welche fu¨r die weiteren Berechnungen verwendet werden, wird angenommen, dass diese
dadurch nicht stark vera¨ndert werden.
3.2 Betrachtete Gro¨ßen und Bewertungskriterien
Im weiteren Verlauf des Kapitels wird unter anderem untersucht, wie bestimmte Para-
meter der Verfahren gewa¨hlt werden mu¨ssen. Auch werden unterschiedliche Verfahren
miteinander verglichen. Um diese Bewertungen bzw. Vergleiche durchzufu¨hren, gibt es
prinzipiell sehr viele verschiedene Mo¨glichkeiten an beobachtbaren Gro¨ßen.
Da fu¨r den beschriebenen Anwendungsfall hauptsa¨chlich die aus der Kammer abgestrahl-
ten Felder bzw. deren Spektrum von Interesse ist, beschra¨nkt sich die Bewertung bzw.
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Optimierung der Verfahren im Folgenden prima¨r auf die Felder in der 60mm × 8mm
großen O¨ﬀnung des Kammerausgangs (siehe auch Abbildung 1.3), wie in Abbildung 3.3
durch graue Punkte angedeutet. Aus den Feldern am Kammerausgang kann dann das
Spektrum ermittelt oder die abgestrahlten Felder mittels Fourier-Optik bestimmt wer-
den.
Da fu¨r die Anwendung hauptsa¨chlich die Intensita¨t der abgestrahlten Felder von Interesse
ist, wird am Kammerausgang vorwiegend der Realteil des zur Austrittsebene normalen
Poyntingvektors betrachtet
Sy = Re {Sc(x′, z′, y′) · yˆ′}. (3.1)
Dabei wurde das Koordinatensystem aus Abbildung 2.19 verwendet. Die spa¨ter gezeigten
zweidimensionalen Graphiken stellen demnach die Intensita¨tsverteilung mit Blickrichtung





Neben der Intensita¨tsverteilung am Kammerausgang wird im Weiteren, motiviert durch
die bei DESY durchgefu¨hrten Messungen, auch die Intensita¨t der abgestrahlten Felder in
einem Abstand von 220mm vor dem Kammerfenster betrachtet
Sy,p = Sy(x
′, z′, 220mm).
Die Position y′ = 220mm entspricht der Mitte des parabolischen Spiegels aus Abbil-
dung 1.3 oben. Die Felder werden auch hier in der x′z′-Ebene betrachtet und nicht auf
der Oberﬂa¨che des Spiegels, da die Fourier-optischen Methoden die Felder nur in einer
Ebene eﬀektiv berechnen ko¨nnen.
Bei den spa¨teren Konvergenzuntersuchungen oder der Untersuchung des Einﬂusses der
seitlichen Kammerwa¨nde ist es einfacher, nur skalare Gro¨ßen zu betrachten. Hierzu wird
das Spektrum Wf verwendet, welches sich aus Integration von Sy u¨ber die 60mm× 8mm





Die Einheit von Wf ist J/Hz. Die Multiplikation mit 4 ergibt sich aus Gleichung (1.2) und
bewirkt, dass Wf direkt die Energie pro Frequenzintervall angibt, welche durch das Fenster
stro¨mt (die Felder werden im Spektralbereich betrachtet und nicht als zeitharmonische
Felder).
Wird das Spektrum als Funktion der Wellenla¨nge Wλ(λ) betrachtet, so macht es Sinn,
dieses als Energie pro Wellenla¨ngenintervall J/m anzugeben. Die Umrechnung aus Wf





Im Weiteren wird anstatt Wf der Einfachheit halber oftmals W geschrieben. Zudem wird
in Einzelfa¨llen auch die Gro¨ße Wf u¨ber der Wellenla¨nge betrachtet, obwohl dies auf den
ersten Blick als nicht sinnvoll erscheint. In diesen Fa¨llen sind allerdings durch die etwas
andere Skalierung als Wλ bestimmte Eﬀekte besser sichtbar.
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Abbildung 3.8: Deﬁnition von W und Wp. W beschreibt die Energie pro Hertz, welche aus
dem Kammerausgang austritt und Wp diejenige, welche den parabolischen Spiegel erreicht
(siehe dazu auch Abbildung 1.3 oben). Da bei den Fourier-optischen Methoden nur das
Feld in einer Ebene berechnet werden kann, wird Wp in der Mitte des Parabolspiegels
berechnet. Weiterhin erfolgt die Integration zur Bestimmung von Wp der Einfachheit
halber u¨ber das umschriebene Rechteck anstatt u¨ber die kreisfo¨rmige Spiegelﬂa¨che.
Neben dem Spektrum W am Kammerausgang wird auch das Spektrum Wp betrachtet,
welches den parabolischen Spiegel erreicht. Dieser Wert wird allerdings nur na¨herungs-
weise berechnet, indem Sy bei y
′ = 220mm u¨ber eine 100mm × 100mm Rechteckﬂa¨che
um den Umriss des Parabolspiegels integriert wird. Die Deﬁnition von W und Wp ist in
Abbildung 3.8 noch einmal graphisch dargestellt.
Bei der Bewertung und Untersuchung der vorgestellten Verfahren und der Untersuchung
des Wandeinﬂusses werden zum einen die Intensita¨tsverteilungen am Kammerfenster und
Parabolspiegel verglichen und zum anderen die W - und Wp-Werte. Der Vergleich der
Intensita¨tsverteilung erfolgt dabei qualitativ.
3.3 Anwendbarkeit und Verwendung der kommerzi-
ellen Softwarepakete
In diesem Kapitel soll kurz dargestellt werden, inwieweit die kommerziellen Softwarepa-
kete MWS und FEKO fu¨r die vorliegende Aufgabenstellung genutzt werden ko¨nnen, wie
sie im Rahmen der vorliegenden Arbeit genutzt wurden oder wo es Probleme gibt.
3.3.1 MWS
Eine Fragestellung der Arbeit war, ob MWS zur Berechnung der Felder in der Vakuum-
kammer genutzt werden kann. Eine U¨berschlagsrechnung zeigt, dass bei einer Auﬂo¨sung
von 10 Linien pro Wellenla¨nge (LPW) und einer Wellenla¨nge von 10mm sich bei den
Abmessungen des Modells von etwa 1,7m× 0,6m× 8mm rund 8 Millionen Unbekannte
ergeben. Prinzipiell wa¨re das 3D Modell im Zeitbereich fu¨r diese Wellenla¨nge auf entspre-
chenden Computern, also in FIT rechenbar. Praktisch konnte diese Rechnung in MWS
jedoch nicht durchgefu¨hrt werden, da zum einen keine passende Anregung vorhanden ist,
mit welcher der bewegte Bunch einfach eingegeben werden kann und zum anderen keine
passenden Teilchen-Wellenleiter-Randbedingungen implementiert sind, um eine korrekte
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Randmodellierung zu erhalten. Zudem erscheint es aufgrund der fu¨r FIT bekannten Dis-
persionsprobleme fraglich, ob eine Rechnung der kompletten 3D-Struktur u¨berhaupt eine
brauchbare Lo¨sung ergeben ha¨tte.
In MWS rechenbar war dagegen das Modell
”
Endwa¨nde“, wobei als Anregung nicht direkt
der S-Pfad aus Abbildung 3.2 verwendet wurde, sondern eine Rechnung basierend auf dem
A¨quivalenzprinzip, a¨hnlich Abbildung 2.10. Die A¨quivalenzquellen u¨ber die gesamte Breite
des Simulationsgebietes wurden dabei durch eine elektrische Stromverteilung modelliert,
welche u¨ber RSD-Dateien vorgegeben und eingelesen wurde. Nach a¨hnlicher Dispersi-
onskorrektur wie bei der 2D-kz-FIT-Rechnung in Kapitel 2.6.2 ergaben sich akzeptable
Ergebnisse. Aufgrund der Anregung ist damit jedoch nur das Modell
”
Endwa¨nde“ rechen-
bar und kein Modell mit allen Wa¨nden. Zudem liefert die 2D-kz-FIT-Implementierung
a¨hnliche Ergebnisse und ist weitaus ﬂexibler und einfacher anzuwenden. Daher wird im
Rahmen dieser Arbeit auf eine detailliertere Darstellung der Methode und der Ergebnisse
verzichtet. In der vorliegenden Arbeit wurde MWS hauptsa¨chlich fu¨r die Gittererzeugung
fu¨r 2D-kz-FIT und die Untersuchungen zur Hohlleiterabstrahlung verwendet.
3.3.2 FEKO
BEM-Rechnung
Eine der Ideen, die Felder in der Vakuumkammer berechnen zu ko¨nnen, bestand in der
Anwendung der Randelementemethode (BEM). Der Vorteil ist hierbei, dass nur die Ober-
ﬂa¨che der Kammer und nicht das gesamte Kammervolumen diskretisiert werden muss.
Um die Anwendbarkeit zu testen, wurde in der Anfangsphase der Arbeit die Ha¨lfte des
3D-Kammermodells aus Abbildung 3.3 in FEKO eingegeben und eine Rechnung mittels
BEM und MLFMM versucht. Die Wa¨nde wurden dabei als PEC-Fla¨chen eingegeben und
der Pfad mittels Dipol-Quellen und BS-Korrekturquellen an den Pfadenden modelliert.
Eine Rechnung bei 10mm Wellenla¨nge (oberes Ende des betrachteten Wellenla¨ngenbe-
reichs) ergab hierbei ein Modell mit etwa 300.000 Dreiecken. Bei der Berechnung der
Feldlo¨sung zeigte sich jedoch u¨berraschenderweise keine Konvergenz. Zudem betrug der
Speicherbedarf bei der Lo¨sung schon ca. 9GB.
Ein weiterer Simulationsansatz in FEKO basierte auf der Verwendung einer angepass-
ten Greens-Funktion fu¨r die vorliegende Parallelplattenstruktur. Diese kann in FEKO
mit Hilfe der GF-card eingegeben werden und bietet den Vorteil, dass die großen oberen
und unteren Kammerwa¨nde nicht mehr diskretisiert werden mu¨ssen. Testrechnungen bei
10mm Wellenla¨nge zeigten jedoch, dass sich fu¨r gro¨ßere Strukturen unerwartete Fehler
ergaben. Auf Nachfrage beim Support wurde besta¨tigt, dass die Implementierung der
Parallelplatten-Greens-Funktion im vorliegenden Fall fu¨r Absta¨nde gro¨ßer als 10 Wel-
lenla¨ngen nicht korrekt funktioniert.
Eine weitere Mo¨glichkeit zur Berechnung der Kammer wa¨re, wie bei 2D-kz-FIT, eine
Fourier-Zerlegung in z-Richtung vorzunehmen, was auf ein 2D-BEM-Modell fu¨hren wu¨rde.
In FEKO ist allerdings keine 2D-BEM-Implementierung vorhanden.
Aus den oben genannten Gru¨nden wurde im Rahmen dieser Arbeit eine weitere Unter-
suchung der Berechnungsmo¨glichkeiten der Kammer mit der BEM-Implementierung von
FEKO nicht weiter verfolgt.
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UTD-Rechnung
Als eine weitere Berechnungsmethode stellt FEKO eine UTD-Implementierung bereit.
Das in Kapitel 2.3.3 beschriebene Verfahren la¨sst sich dabei mit Hilfe der FEKO-UTD-
Implementierung prinzipiell auf das Kammerproblem anwenden. Der Quellpfad wird hier-
bei u¨ber AR-Quellen mit IDP-Fernfeldcharakteristik oder Dipol-Quellen modelliert.
Die FEKO-UTD wurde in dieser Form zu Beginn der Arbeit fu¨r verschiedene Untersuchun-
gen verwendet. Im Laufe der Untersuchungen erwiesen sich jedoch diverse Einschra¨nkun-
gen der Implementierung als hinderlich, so dass letztendlich auf die eigene Implementie-
rung, wie in Kapitel 2.3.4 vorgestellt, umgestiegen wurde. Einige der Einschra¨nkungen
sind dabei:
• Die Diskretisierung der IDP-Quellenfelder und der Import nach FEKO mittels AR-
Quellen ist generell aufwa¨ndig und umsta¨ndlich. Bei ungenu¨gend feiner Diskreti-
sierung ergeben sich Fehler in den Lo¨sungen, so dass die IDP-Charakteristik sehr
fein aufgelo¨st werden muss. In der damals verfu¨gbaren Version von FEKO musste
die diskretisierte Fernfeldcharakteristik zudem fu¨r jede AR-Quelle separat eingege-
ben werden, obwohl diese bei a¨quidistanter Diskretisierung fu¨r alle Quellen gleich
war. Dies fu¨hrte zu sehr großen Eingabedateien und zu einem hohen Speicherauf-
wand bei der Berechnung. Weiterhin besitzt die IDP-Charakteristik, wie im na¨chsten
Kapitel dargestellt, fu¨r kurze Wellenla¨ngen einen immer komplizierteren Verlauf,
was eine immer feinere Auﬂo¨sung erfordert. Mit FEKO waren somit keine UTD-
Berechnungen fu¨r Wellenla¨ngen kleiner als etwa 1mm mo¨glich.
• Mit den AR-Quellen lassen sich keine Quellen mit Nahfeldern eingeben. Dies ist zum
einen fu¨r den BSV-Ansatz notwendig, zum anderen aber auch fu¨r die Untersuchung
anderer Ansa¨tze, welche in der vorliegenden Arbeit allerdings nicht weiter behandelt
werden.
• Spezielle Formulierungen und Ansa¨tze in Verbindung mit der Berechnung der Kan-
tenstreuung konnten mit FEKO nicht untersucht werden, da kein Zugriﬀ auf die
intern verwendeten Algorithmen bestand.
• Die Berechnung der Kantenbeugung in FEKO ist nicht sehr ﬂexibel steuerbar. So ist
es etwa nicht mo¨glich, bestimmte unwichtige Kanten von der sehr rechenintensiven
Kantenbeugungs-Berechnung auszuschließen. Dies betriﬀt z.B. in Abbildung 2.15
die oberen und unteren Kanten der sehr hohen Seitenwa¨nde oder die sehr weit
entfernten Kanten der verla¨ngerten Seitenwa¨nde (z.B. unendlich langer Hohlleiter
aus Abbildung 2.18).
Zusammenfassend la¨sst sich feststellen, dass einfache Berechnungen der Kammer mit der
FEKO-UTD zwar mo¨glich sind, fu¨r eine Vielzahl der Untersuchungen die eigene SRUTD-
Implementierung aber sehr viel ﬂexibler und zudem speziell auf das Kammerproblem
optimiert ist. Da sich alle Berechnungen, welche mit FEKO mo¨glich sind, auch mit SRUTD
durchfu¨hren lassen, wird an dieser Stelle nicht weiter auf die Kammer-Berechnungen mit
FEKO eingegangen. Innerhalb der vorliegenden Arbeit wird die UTD-Berechnung von
FEKO an spa¨terer Stelle nur zur Veriﬁkation der SRUTD-Implementierung verwendet.
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3.4 Grundlegende Eigenschaften und Konvergenzun-
tersuchungen der Verfahren
In diesem Abschnitt werden die grundlegenden Eigenschaften und verwendeten Parameter
der Verfahren GO/UTD, 2D-kz-FIT und der Fourier-Optik dargestellt. Der Vergleich
der Methoden und deren Anwendung auf die Untersuchung des Einﬂusses der seitlichen
Kammerwa¨nde erfolgt in Kapitel 3.5 und 3.8.
3.4.1 GO/UTD mit BSV- und IDP-Ansatz
Eigenschaften der Elementarquellen
Um die Anwendbarkeit und Eigenschaften der vorgestellten Quellendiskretisierungen zu
verstehen, ist es nu¨tzlich, die Eigenschaften der Elementarquellen zu betrachten. Fu¨r den
BSV- und IDP-Ansatz sind dies die BS-, V-, und IDP-Elementarquellen.
In Abbildung 3.9 ist dazu die Fernfeldcharakteristik einer einzelnen BS-Quelle darge-
stellt. Bei dem in der Arbeit ausschließlich verwendeten Gamma-Faktor von γ = 255
ergeben sich zwei ausgepra¨gte, schmale Maxima in Vorwa¨rtsrichtung bei ϑ = ±0,22◦.
Betrachtet man die BS-Quelle als eigensta¨ndige Feldquelle, so sind die sich fu¨r nahe Dis-
tanzen ergebenden Felder unphysikalisch, da diese in ϑ-Richtung sta¨rker variieren als es
die Wellenla¨nge zulassen wu¨rde. Verwendet man eine solche Quelle beispielsweise bei einer
BEM-Simulation, bei der eine BS-Quelle direkt auf eine PEC-Wand strahlt, so stellt man
fest, dass bei unzureichender Entfernung der Wa¨nde von der Quelle (z.B. nur 100mm
bei 10mm Wellenla¨nge) die gesamten Felder durch diese hindurchgehen, weil die Quel-
lenfelder mit 10 Linien pro Wellenla¨nge nicht aufgelo¨st werden ko¨nnen. Aber auch bei
den UTD-Rechnungen ergeben sich dadurch Probleme, da die Annahmen, dass es sich bei
den Quellen um wirkliche Fernfelder handelt und die Wellen sich lokal wie ebene Wellen
verhalten, verletzt sind.
Die Ursache fu¨r diese Probleme liegt darin, dass es sich bei den BS-Quellen nur um einen
Teil der Feldquellen handelt, welche fu¨r sich alleine im Grunde gar nicht auftreten ko¨nnen.
Das Gesamtfeld setzt sich na¨mlich aus allen BS-Quellen des gesamten Flugpfades der
Punktladung zusammen und besteht daru¨ber hinaus auch noch aus den V-Quellen. Fu¨r
eine BEM-Rechnung muss daher sichergestellt werden, dass die V-Quellen beru¨cksichtigt
werden, was in FEKO jedoch aufgrund des 1/R-Verhaltens nicht mo¨glich ist. Auch bei
der UTD-Rechnung sind die V-Quellen nicht zu vernachla¨ssigen, konnten jedoch bei der
Kantenbeugung ebenso, aufgrund des 1/R-Verhaltens, nicht beru¨cksichtigt werden. Der
BSV-Ansatz ist bei der UTD also nicht anwendbar. Bei der GO-Rechnung (ohne Kan-
tenbeugung, nur Reﬂexionen) mittels Spiegelungsmethode ist die Anwendung dagegen
mo¨glich. Trotz der Probleme der BS-Quellen ist es bei der IDP-UTD Formulierung aber
mo¨glich, die BS-Quellen als Korrekturquellen erfolgreich zu verwenden, solange diese nicht
direkt auf eine Kante zeigen. In den Richtungen mit ϑ 1◦ ergibt sich na¨mlich ein recht
glatter Verlauf der Fernfeldcharakteristik, welcher keine Probleme bei der Kantenbeugung
hervorruft.
Fu¨r die Abstrahlcharakteristik der IDP-Quellen als weitere Elementarquellen ergibt sich
das in Abbildung 3.10 dargestellte Verhalten. Fu¨r sehr kurze Quellen zeigt sich, wie er-
wartet, das typische Dipol-Abstrahlverhalten. Bei la¨ngeren Quellen stellt sich dagegen
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Abbildung 3.9: Normierte Abstrahlcharakteristik Eϑ der BS-Quellen, aufgetragen fu¨r ver-
schiedene Energien. Die Charakteristik ist dabei in Abha¨ngigkeit von ϑ aufgetragen, wobei
diese von der ϕ-Richtung unabha¨ngig ist. Die Vorwa¨rtsrichtung der BS-Quellen zeigt da-
bei nach rechts. In der vorliegenden Arbeit wurde nur γ = 255 verwendet. Da die Maxima
der Abstrahlcharakteristik jedoch bei ϑ = ±0,22◦ liegen und daher in der Polardarstellung
nicht sichtbar sind, wurde das Verhalten auch fu¨r geringere Energien dargestellt.
immer mehr eine Abstrahlung in Vorwa¨rtsrichtung ein, wobei die Fernfeldcharakteristik
immer mehr Maxima aufweist. Diese machen die Eingabe der Charakteristik in FEKO
fu¨r kleine Wellenla¨ngen sehr aufwa¨ndig.
Zwischen dem IDP- und BSV-Ansatz besteht aufgrund des Zusammenhangs der BGTF
und DIF durch partielle Integration eine interessante Verbindung. Betrachtet man von
einem diskretisierten Pfad nur ein einzelnes Geradensegment und vergleicht das davon
erzeugte Feld, so ergibt sich das Ergebnis aus Abbildung 3.11. Das Feld, welches von einer
IDP-Quelle erzeugt wird, entspricht in erster Na¨herung dem Feld einer Kombination von
2 BS-Quellen und einer V-Quelle.
Nahfeldeinfluss
Weiterhin ist der Abbildung 3.11 zu entnehmen, dass beim BSV-Ansatz die V-Quellen
nicht vernachla¨ssigt werden du¨rfen. Wird nur das Feld der zwei BS-Quellen betrachtet,
zeigt sich in Vorwa¨rtsrichtung ein deutliches Maximum. Bei Hinzunahme der V-Quellen
verschwindet dieses und die Abstrahlcharakteristik stimmt mit derjenigen der IDP-Quelle
gut u¨berein. Werden beim IDP-Ansatz die Nahterme vernachla¨ssigt zeigt sich dagegen kein
signiﬁkanter Unterschied (nicht dargestellt). Es ergibt sich also bei der Betrachtung eines
einzelnen Pfadsegments die interessante Beobachtung, dass die mit 1/R abklingenden
Nahfeldterme beim BSV-Ansatz (V-Quellen) nicht vernachla¨ssigt werden du¨rfen, bei dem
IDP-Ansatz hingegen schon. Ein Teil der Nahfelder des BSV-Ansatzes ist somit in den
Fernfeldern des IDP-Ansatzes schon enthalten. Dies liegt daran, dass durch die partielle
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Abbildung 3.10: Normierte Abstrahlcharakteristik Eϑ der IDP-Quellen, aufgetragen fu¨r
verschiedene Quellenla¨ngen. Die IDP-Quelle bzw. das zugeho¨rige Pfadsegment zeigt hier-
bei nach rechts.
Abbildung 3.11: Vergleich von Eϑ im Abstand von 1m der BSV-Diskretisierung und der
IDP-Diskretisierung eines geraden Pfadsegments der La¨nge 1mm bei λ = 10mm.
”
2 BS“
bezeichnet das u¨berlagerte Feld der beiden BS-Quellen am Rand des Segments und
”
2 BS
+ V“ das Feld der beiden BS-Quellen und der V-Quelle. Bis auf das deutliche schmale
Maximum der Kurve
”
2 BS“ in Vorwa¨rtsrichtung liegen alle Kurven dicht beieinander.
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Abbildung 3.12: Nahfeldeinﬂuss beim IDP- und BSV-Ansatz. Dargestellt ist die Intensita¨t
Sy am Kammerfenster fu¨r das Modell ”
keine seitlichen Wa¨nde“ bei 10mm und 1mm
Wellenla¨nge.
Integration bei der Herleitung der beiden Ansa¨tze die 1/R und 1/R2-Terme miteinander
vermischt werden. Streng genommen kann das Feld daher nicht eindeutig in Nahfeld- und
Fernfeld-Terme aufgespalten werden. Dieses Problem wird auch in [17] beschrieben.
Die vorherige Betrachtung beru¨cksichtigte nur eine Quelle. Betrachtet man den ganzen
Pfad im Modell
”
keine seitlichen Wa¨nde“, so ergibt sich das Ergebnis aus Abbildung 3.12.
Bei 10mm Wellenla¨nge zeigt sich bei dem IDP-Ansatz wie erwartet nur ein kleiner Unter-
schied von etwa 4% in W mit und ohne Nahfeldterme, wohingegen sich beim BSV-Ansatz
ohne Nahfeld-Quelle V große Unterschiede zeigen. Bei ku¨rzeren Wellenla¨ngen hingegen
nimmt der Einﬂuss der Nahfeldterme auch bei dem BSV-Ansatz stark ab. Aufgrund des
geringen Einﬂusses der Nahfelder beim IDP-Ansatz wurden diese im Weiteren generell
vernachla¨ssigt, beim BSV-Ansatz dagegen generell beru¨cksichtigt, sofern nicht anders an-
gegeben.
Einfluss der BS-Korrekturquellen
Der Einﬂuss der BS-Korrekturquellen an den Enden des Quellpfades beim IDP-Ansatz auf
die Intensita¨tsverteilung am Kammerfenster ist in Abbildung 3.13 dargestellt. Dabei zeigt
sich deutlich der Einﬂuss der BS-Korrekturquellen bei langen Wellenla¨ngen. Bei ku¨rzeren
Wellenla¨ngen nimmt dieser hingegen ab.
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Die Anwendung der BSV- und IDP-Ansa¨tze zur Berechnung der Felder am Kammeraus-
gang mittels GO oder UTD ha¨ngt von diversen Parametern ab, deren Wert es festzulegen
gilt. Hierbei handelt es sich um:
• Quellpfadauﬂo¨sung
• Auﬂo¨sung der Observationspunkte (Monitorauﬂo¨sung) in x′- und z′-Richtung
• La¨nge der Pfadenden la und le
• Anzahl der vertikalen Spiegelungen mv
• Wahl der horizontalen R-, D- und DD-Spiegelordnungen
Bei der Wahl der Parameter bestand einerseits die Bestrebung, diese so zu wa¨hlen, dass
die Rechenzeiten mo¨glichst klein sind, andererseits aber auch die notwendige Genauigkeit
in den Ergebnissen erreicht wird.
Bei der Untersuchung der Parameter wurde dabei so vorgegangen, dass jeweils nur ein
Parameter variiert wurde und die Auswirkungen auf das Spektrum W und Wp sowie die
Intensita¨tsverteilung Sy am Kammerfenster und der Spiegelposition beobachtet wurden.
Beispielsweise wurden bei der Untersuchung der Zahl der beno¨tigten vertikalen Spiegelun-
gen bei 10mm Wellenla¨nge Rechnungen mit 0 bis 1000 Spiegelungen durchgefu¨hrt, bis sich
das Ergebnis nicht mehr signiﬁkant a¨nderte. Der genaueste W-Wert der Parameterunter-
suchung, bei dem Beispiel also 1000 Spiegelungen, wurde dann als Referenz angenommen.
Nun wurde die Anzahl der Spiegelungen bestimmt, bei der sich in W eine Abweichung
von etwa 1% zum Referenzwert einstellte, in dem vorliegenden Beispiel 270, und diese als
Spiegelungsanzahl bei 10mm Wellenla¨nge verwendet. Zusa¨tzlich wurden auch die Abwei-
chungen in der Intensita¨tsverteilung zur Referenzverteilung qualitativ beurteilt. Falls sich
zu große Abweichungen ergaben, wurde die Spiegelungszahl gegebenenfalls etwas erho¨ht.
Es sei an dieser Stelle betont, dass, wenn im Weiteren von Konvergenz der W -Werte ge-
sprochen wird, es sich um relative Konvergenz handelt. Da es sich bei den optischen Me-
thoden um asymptotische Verfahren handelt, ist es mo¨glich, dass diese ungenaue Ergebnis-
se liefern, obwohl die Ergebnisse innerhalb der Parameteruntersuchungen, z.B. genu¨gend
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vertikale Spiegelungen, konvergiert waren. Weiterhin ist unter einer Genauigkeit von 1%
nicht die absolute Genauigkeit gemeint, sondern bezogen auf den Referenzwert bei z.B.
1000 Spiegelungen.
Bei den so durchgefu¨hrten Untersuchungen ergaben sich in der Praxis einige Schwierig-
keiten:
• Die Parameter ha¨ngen teilweise sehr stark von der Frequenz ab. Die Untersuchun-
gen mussten daher fu¨r verschiedene Wellenla¨ngen im Bereich von 10mm bis 10µm
durchgefu¨hrt werden.
• Teilweise sind die Parameter voneinander abha¨ngig. So sind z.B. bei gro¨ßerer Ent-
fernung der Quellen von den Observationspunkten mehr vertikale Spiegelungen er-
forderlich als bei geringerer Entfernung. Die Untersuchungen der vertikalen Spiege-
lungen und die La¨nge der Pfadenden sind somit z.B. voneinander abha¨ngig.
• Die Untersuchungen bei sehr feiner Diskretisierung oder hohen Spiegelungszahlen
ist zeitlich sehr aufwa¨ndig. Die Untersuchung der horizontalen Spiegelungen am
Modell
”
Endwa¨nde“ konnte daher beispielsweise nur bis etwa 30 horizontale Spie-
gelungen mit vertretbarem Aufwand durchgefu¨hrt werden. Ebenso betriﬀt dies die
Untersuchungen am Modell
”
alle Wa¨nde“. Auch hier konnten die Untersuchungen
aufgrund der vielen Wa¨nde und der damit verbundenen Raytracing-Komplexita¨t
nur eingeschra¨nkt durchgefu¨hrt werden.
• Bestimmte Parameter ha¨ngen vom verwendeten Modell ab. So ist etwa die Anzahl
der beno¨tigten horizontalen Spiegelungen bei dem Modell
”




• Teilweise war nicht die erhoﬀte Konvergenz der W -Werte bei Parameterverfeinerung
zu beobachten. Bei der Untersuchung der horizontalen Spiegelungen bei 10mm Wel-
lenla¨nge schwankten die W -Werte von 15 bis 30 Spiegelungen beispielsweise um 10%.
In diesem Fall wurde der niedrigste Parameterwert gewa¨hlt, so dass das Ergebnis in
diesem 10%-Intervall lag.
• Die Ergebnisse der Parameteruntersuchungen ha¨ngen in bestimmten Fa¨llen davon
ab, ob W oder Wp betrachtet wird. Ergibt sich bei der Untersuchung der horizon-
talen Spiegelungen bei
”
allen Wa¨nden“ etwa keine Konvergenz, so kann diese aber
teilweise bei Wp beobachtet werden. In diesem Fall werden die Ergebnisse fu¨r W
und Wp getrennt angegeben.
Im Folgenden werden die Ergebnisse der Parameteruntersuchungen angegeben, wie sie
bis auf vereinzelte Ausnahmen bei den weiteren Untersuchungen verwendet wurden. Die
Angaben basieren dabei auf der Zielsetzung, dass W und Wp auf etwa 1% an den Refe-
renzwert heranreichen sollen. In den Fa¨llen, wo dies nicht erreicht werden kann, wird dies
explizit angegeben.
Fu¨r Parameter, welche stark von der Wellenla¨nge abha¨ngen, sind die Werte fu¨r verschie-
dene Wellenla¨ngen angegeben. Zwischenwerte werden mittels Interpolation aus diesen
berechnet. Weiterhin wurde bei den meisten Parametern nicht zwischen dem IDP- und
BSV-Ansatz unterschieden, da diese durch den oben beschriebenen Zusammenhang etwa
die gleichen Ergebnisse liefern. Ausnahmen werden auch hier an der entsprechenden Stelle
genannt.
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Quellenauflo¨sung Die Untersuchung der Quellenauﬂo¨sung ergab, dass diese im Allge-
meinen mit 2mm relativ unabha¨ngig von der Frequenz gewa¨hlt werden kann. Lediglich
bei dem IDP-Ansatz und langen Wellenla¨ngen kann es in manchen Fa¨llen notwendig
sein, die Auﬂo¨sung auf 1mm zu erho¨hen. In den meisten Untersuchungen wurde der Ein-
fachheit halber jedoch auch hier 2mm verwendet. Wie sich spa¨ter zeigen wird, ist diese
Einschra¨nkung fu¨r den IDP-Ansatz von keiner großen Bedeutung.
Bei den Untersuchungen zeigte sich auch, dass der BSV-Ansatz eine etwas gro¨bere Diskre-
tisierung erlaubt als der IDP-Ansatz, bzw. bei gleicher Diskretisierung bessere Ergebnisse
liefert. Fu¨r Berechnungen ohne seitliche Wa¨nde wurde daher generell der BSV-Ansatz
verwendet.
Monitorauflo¨sung Die Monitorauﬂo¨sung nx×nz gibt an, wie viele Observationspunkte
in dem 60mm× 8mm großen Kammerausgang in x′ und z′-Richtung zu wa¨hlen sind. Als
Ergebnis der Untersuchungen von W und Wp am Kammermodell ”
Endwa¨nde“ werden im
Weiteren die Werte aus Tabelle 3.1 verwendet.
λ 10mm 5mm 1mm 100µm 10µm
nx × nz 60 x 8 60 x 8 120 x 16 240 x 32 240 x 32 (W , Wp)
2400 x 160 (Sy)
Tabelle 3.1: Monitorauﬂo¨sung fu¨r das Kammermodell
”
Endwa¨nde“ oder einfachere Kam-
mermodelle.
Da sich die Wellen am Kammerausgang fast senkrecht zu der Austrittsebene ausbreiten,
sind bis etwa 100µm Wellenla¨nge nur wenige Monitorpunkte notwendig um die transver-
sale Feldverteilung genu¨gend fein aufzulo¨sen. Probleme ergeben sich dagegen bei der sehr
kleinen Wellenla¨nge von 10µm. Fu¨r die korrekte Darstellung der Intensita¨tsverteilung
am Kammerausgang ist hier eine sehr viel ho¨here Auﬂo¨sung erforderlich. Anschaulich ist
dies in Abbildung 3.14 zu sehen. Fu¨r die Berechnung der Werte W und Wp ist aber, wie
angegeben, eine sehr viel geringere Monitorauﬂo¨sung ausreichend.
Obwohl die Untersuchung fu¨r das Modell
”
Endwa¨nde“ durchgefu¨hrt wurde, lassen sich
die Ergebnisse auch fu¨r die Modelle mit weniger Wa¨nden u¨bertragen, da hier durch die
fehlenden Reﬂexionen weniger quer aus dem Fenster laufende Wellen auftreten und die
Situation somit generell besser ist.
Fu¨r das Kammermodell
”
alle Wa¨nde“ wurden der Einfachheit halber, wie in Tabelle 3.2
angegeben, die gleichen Auﬂo¨sungswerte fu¨r die W und Wp-Berechnungen verwendet,
obwohl sich hier fu¨r Wp bei kurzen Wellenla¨ngen eine etwas schlechtere Genauigkeit ergibt.
Bei den W -Werten bleibt die Genauigkeit jedoch erhalten.
λ 10mm 5mm 1mm 100µm 10µm
nx × nz verwendet 60 x 8 60 x 8 120 x 16 240 x 32 240 x 32
Genauigkeit W , Wp 1%, 1% 1%, 1% 1%, 1% 1%, 5% 1%, 10%
nx × nz fu¨r Sy 1200 x 32 5600 x 32
Tabelle 3.2: Monitorauﬂo¨sung und Genauigkeit fu¨r das Kammermodell
”
alle Wa¨nde“.
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Abbildung 3.14: Intensita¨tsverteilung im Kammerfenster bei 100µm und 10µm fu¨r das
Modell
”
Endwa¨nde“ mit dem BSV-GO Ansatz.
Ursache fu¨r die schlechteren Wp-Werte ist, dass durch die vielen Wa¨nde des Kammer-
modells auch sehr schra¨g aus dem Kammerfenster laufende Wellen entstehen. Wa¨hrend
diese fu¨r die W -Berechnung am Kammerfenster noch fein genug aufgelo¨st werden, reicht
die Auﬂo¨sung fu¨r die Fresnel-Propagation und anschließende Wp-Berechnung jedoch nicht
mehr aus. Hierfu¨r muss Sy ausreichend aufgelo¨st werden, wofu¨r die in der letzten Zeile
der Tabelle angegebenen Werte erforderlich sind. Hierbei ist jedoch zu beachten, dass
die Angaben sich auf Rechnungen mit den weiter unten genannten horizontalen Spiege-
lungszahlen beziehen. Werden diese ho¨her gewa¨hlt, so entstehen noch schra¨ger aus der
Kammer laufende Wellen und die erforderliche Monitorauﬂo¨sung fu¨r kurze Wellenla¨ngen
erho¨ht sich stark.
Pfadenden Bei der Untersuchung der La¨nge der Pfadenden la und le aus Abbildung 3.2
ergaben sich die Ergebnisse in Tabelle 3.3. La¨ngere Pfadenden sind nur bei sehr langen
Wellenla¨ngen notwendig. Der le-Wert bei 1,4mm Wellenla¨nge betra¨gt minimal 0,2m, da
dieser bei den Untersuchungen anders deﬁniert war. Daher wurden keine kleineren Werte
untersucht. Es ist aber anzunehmen, dass dieser Wert fu¨r kleine Wellenla¨ngen weiter
reduziert werden kann.
λ 10mm ≤ 1,4mm
la 0,3m 0m
le 1,1m 0,2m
Tabelle 3.3: La¨nge der Quellpfadenden.
Vertikale Spiegelungen Bei der Parameteruntersuchung zur beno¨tigten Anzahl an
vertikalen Spiegelungen mv ergab sich ein stark von der Wellenla¨nge abha¨ngiges Ergeb-
nis, wie es in Abbildung 3.4 dargestellt ist. Bei langen Wellenla¨ngen ist eine sehr hohe
Anzahl von vertikalen Spiegelungen notwendig, wohingegen bei kurzen Wellenla¨ngen we-
nige Spiegelungen ausreichend sind. Im Laufe dieser und anderer Untersuchungen wurde
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daru¨ber hinausgehend festgestellt, dass die Zahl der beno¨tigten vertikalen Spiegelungen
auch von dem Abstand der Observationspunkte von den Quellen abha¨ngt. Die angegebe-
nen Werte sind dabei gu¨ltig, wenn die anderen Diskretisierungsparameter wie angegeben
gewa¨hlt werden.
λ 10mm 5mm 1,4mm 350µm 155µm 10µm
mv 280 90 20 9 6 2
Tabelle 3.4: Anzahl der vertikalen Spiegelungen.
Wahl der horizontalen R-, D- und DD-Spiegelordnungen Bei der Berechnung der
horizontalen Spiegelungen wurde fu¨r die maximale R- und D-Spiegelordnung der gleiche
Wert mh verwendet. Dies entspricht der Vorgehensweise von FEKO. Bei einer maximalen
Spiegelungsanzahl von beispielsweise mh = 4 sind so maximal 4 Spiegelungen oder 3
Spiegelungen und 1 Kantenbeugung mo¨glich.
Bei den Spiegelkombinationen mit zwei Kantenbeugungen wurde nach einer anfa¨nglichen
Untersuchung bei mh ≥ 2 nur noch die Kombination D6D3, d.h. erst Kantenbeugung an
Kante 6, dann Kantenbeugung an Kante 3, beru¨cksichtigt. Diese Einschra¨nkung wurde
aus zwei Gru¨nden vorgenommen. Zum einen zeigte sich, dass diese Kombination den do-
minanten Beitrag liefert. Zum anderen steigt der Berechnungsaufwand und die Anzahl
der mo¨glichen Kombinationen bei Doppelbeugung so stark an, dass diese praktisch nicht
mehr beru¨cksichtigt werden ko¨nnen. Aus dem gleichen Grund wurden auch keine Spiege-
lanordnungen mit mehr als zwei Beugungen beru¨cksichtigt. Zudem ist zu erwarten, dass
der Beitrag solcher Kombinationen sehr stark abnimmt, da es sich bei den gebrochenen
Wellen um relativ schnell abklingende Zylinderwellen handelt.
Bei der Untersuchung der beno¨tigten horizontalen Spiegelungen mh ergaben sich die kom-
pliziertesten Ergebnisse. Diese ha¨ngen sowohl von der Wellenla¨nge, dem verwendeten Mo-
dell als auch dem Diskretisierungsansatz ab. Fu¨r das Modell
”
Endwa¨nde“ in Verbindung
mit dem IDP-Ansatz ergibt sich das Ergebnis in Tabelle 3.5. Fu¨r lange Wellenla¨ngen
konnte dabei in den Feldern am Kammerausgang, bei bis zu 30 Spiegelungen, keine Kon-
vergenz beobachtet werden. Die W -Werte schwankten hier um etwa 10%. Erst ab etwa
1mm Wellenla¨nge ergaben sich zuverla¨ssig konvergierte W -Werte. Interessanterweise war
dagegen bei Wp schon ab etwa 2mm Wellenla¨nge die Genauigkeit von 1% erreichbar.
λ 10mm 5mm 2mm 1mm 350µm 10µm
mh 14 8 4 2 1 1
Genauigkeit W,Wp 10%, 10% 10%, 10% 10%, 1% 1%, 1% 1%, 1% 1%, 1%




Bei Verwendung des BSV-Ansatzes fu¨r das Modell
”
Endwa¨nde“ ergeben sich unterschied-
liche Werte. Im Gegensatz zum IDP-Ansatz sind hier viel weniger Spiegelungen erforder-
lich, um die gewu¨nschte Konvergenz der W und Wp-Werte auf 1% zu erreichen, wie es
aus Tabelle 3.6 ersichtlich ist.
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λ 10mm 5mm 2mm 10µm
mh 3 2 1 1






alle Wa¨nde“ stellen sich die Untersuchungen noch komplizierter dar.
Bei der Untersuchung des IDP-Ansatzes bei 2mm Wellenla¨nge ergab sich das Problem,
dass durch die sehr vielen Spiegelkombinationen und die aufwa¨ndige Berechnung der
Kantenbeugung die Rechnung sehr lange dauerte. Bei nur 6 horizontalen Spiegelungen
ergab sich z.B. eine Rechenzeit von 2 Tagen bei Verwendung von 4 Prozessoren (Intel
Xeon 3,72GHz). Bei den Ergebnissen war zudem keine Konvergenz der Felder und W -
Werte erkennbar. Aus den genannten Gru¨nden wurde gefolgert, dass der IDP-Ansatz zur
Berechnung des Modells
”
alle Wa¨nde“ nicht erfolgreich angewendet werden kann und auf
eine weitere Untersuchung verzichtet.
Die Parameteruntersuchung mit dem BSV-Ansatz ist dahingehend einfacher, da die zeit-
aufwa¨ndige Berechnung der Kantenbeugung entfa¨llt. Ansonsten zeigten sich aber auch
hier generell Konvergenzprobleme. Zudem besteht die schon bei der Monitorauﬂo¨sung
diskutierte Problematik, dass bei ho¨herer horizontaler Spiegelungszahl auch die beno¨tig-
te Monitorauﬂo¨sung stark anwa¨chst. Als Ergebnis der Untersuchungen wurden fu¨r den
BSV-Ansatz bei dem Modell
”
alle Wa¨nde“ als Kompromiss zwischen Rechenaufwand und
Genauigkeit die in Tabelle 3.7 angegebenen Spiegelungszahlen verwendet.
λ 10mm 5mm 2mm 100µm 10µm
mh 5 3 2 2 2
Genauigkeit W,Wp 30%, 10% 30%, 10% 15%, 1% 15%, 1% 20%, 1%
Tabelle 3.7: Anzahl der verwendeten horizontalen Spiegelungen und Genauigkeit fu¨r das
Modell
”
alle Wa¨nde“ bei Verwendung des BSV-Ansatzes.
Bei den ku¨rzeren Wellenla¨ngen fa¨llt dabei auf, dass hier die geringe Zahl von zwei hori-
zontalen Spiegelungen ausreicht, um die Wp-Werte auf 1% genau zu erhalten, wohingegen
die W -Werte noch nicht auskonvergiert sind. Ursache dafu¨r ist, dass die Wellen mit einer
ho¨heren Spiegelungsordnung so schra¨g aus dem Kammerfenster laufen, dass diese den
parabolischen Spiegel nicht erreichen ko¨nnen.
Bei den 100µm und 10µm Parameteruntersuchungen wurde die Monitorauﬂo¨sung im Ge-
gensatz zu den Angaben in Tabelle 3.1 auf 1200×32 bzw. 5600×80 erho¨ht. Die Angaben
der Genauigkeit beruhen dabei auf diesen Auﬂo¨sungen. Fu¨r die nachfolgenden Untersu-
chungen wurden dann aber wieder die in der Tabelle 3.1 angegebenen Monitorauﬂo¨sungen
verwendet. Die Genauigkeit der Ergebnisse ist in diesem Fall von der Genauigkeit der Mo-
nitorauﬂo¨sung dominiert.
BSV-Tangentialkantenproblem
Da beim BSV-Ansatz bei Verwendung der UTD keine Kantenbeugungsterme beru¨ck-
sichtigt werden ko¨nnen, kommt es notgedrungen bei den Feldern am Kammerfenster
zu Spru¨ngen und anderen unphysikalischen Eﬀekten. Ein solcher Eﬀekt, im Weiteren
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Abbildung 3.15: Ursache fu¨r das BSV-Tangentialkantenproblem. Dieses tritt auf, wenn die
Observationspunkte nahe der Tangente vom Quellpfad an eine Kammerkante liegen. In
dieser speziellen Konstellation ergibt sich beim BSV-Ansatz eine sehr hohe unphysikalische
Spitze in der Strahlungsintensita¨t |S| bei x = xs.
als BSV-Tangentialkantenproblem bezeichnet, wirkt sich bei den Simulationen fu¨r Wel-
lenla¨ngen gro¨ßer als 1mm als besonders sto¨rend aus.
Die Konstellation, in welcher dieser Eﬀekt auftritt, ist in Abbildung 3.15 skizziert. In dieser
speziellen Anordnung sehen die Observationspunkte fu¨r x = xs +  nur einen sehr kleinen,
tangentialen Teil des Quellpfades. Durch die Eigenschaften des BSV-Ansatzes strahlt
dieser kleine Pfadausschnitt aus 2BS-Quellen in Vorwa¨rtsrichtung eine sehr viel sta¨rkere
Leistung ab als der komplette Quellpfad. Fu¨r gro¨ßer werdende x na¨hert sich der sichtbare
Ausschnitt des Pfades immer mehr dem kompletten Pfad an und die Strahlungsintensita¨t
geht schnell zuru¨ck. Bei x = xs ergibt sich so eine sehr schmale Strahlungsspitze, deren
Intensita¨t bis zu tausend mal ho¨her sein kann als die der korrekten Felder.
Um Probleme durch diese unphysikalischen Spitzen zu umgehen, werden die Felder in
den betroﬀenen Bereichen am Kammerfenster bei den BSV-Simulationen oberhalb von
λ = 1mm ausgeblendet und durch interpolierte Werte ersetzt. Die Bereiche und die dabei
beteiligten Kanten sind in Tabelle 3.8 angegeben.




−26,4 < x′ < −26,2 Kante p3




−26,65 < x′ < −26,5 Kante p6
6,55 < x′ < 6,8 Kante p19
12,85 < x′ < 13,05 Kante p6
Tabelle 3.8: Interpolierte Kammerfensterbereiche beim BSV-Tangentialkantenproblem.
Simulationsaufwand
In Tabelle 3.9 sind typische Simulationszeiten fu¨r die verschiedenen Ansa¨tze angegeben.
Die Gro¨ßen tR, tD, tDD bezeichnen die Zeit fu¨r die Berechnung der Beitra¨ge der reinen
Spiegelungen, Spiegelungen mit einer Kantenbeugung und Spiegelungen mit Doppelbeu-
gung, wobei bei letzteren, wie oben beschrieben, nur eine Kombination beru¨cksichtigt ist.
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Diese Zeiten beinhalten sowohl die Zeit zur Berechnung der Spiegelanordnung in Matlab
als auch die Zeit zur Berechnung der Feldwerte in Fortran. Die Gro¨ße tMir. gibt den Anteil
an, welcher davon zur Berechnung der Spiegelanordnungen in Matlab beno¨tigt wird, al-
lerdings fu¨r R, D und DD zusammen. Hierbei wird deutlich, dass der gro¨ßte Aufwand auf
die Berechnung der Feldwerte fa¨llt und nicht auf die Berechnung der Spiegelanordnungen
wie vielleicht zu erwarten. Dies liegt daran, dass fu¨r die Feldwerte viele transzenden-
te Funktionen ausgewertet werden mu¨ssen, was sich besonders bei der Berechnung der
Kantenbeugung bemerkbar macht. Die Zeit zur Berechnung der Fresnel-Propagation ist
schließlich mit tFP angegeben.




tR 222 s 43 s 107 s 45 s
tD 13 h 20min 16min 6min
tDD 83min 12min - -
davon tMir. 120 s 5 s 8 s 8 s








tR 30min 189 s 530 s 266 s
davon tMir. 208 s 41 s 84 s 83 s
Tabelle 3.9: Typische Simulationszeiten auf einem modernen PC (Intel Xeon 3.06 GHz)





keine seitlichen Wa¨nde“ sind a¨hnlich wie bei der IDP-
UTD Rechnung.
Die Berechnung der Feldwerte in Fortran, welche mittels OpenMP parallelisiert ist, ska-
liert sehr gut mit der Anzahl der verwendeten Prozessoren, wie in Tabelle 3.10 fu¨r eine
IDP-GO-Rechnung am Modell
”
keine seitlichen Wa¨nde“ zu sehen ist. Lediglich der Wert
bei 3 Prozessoren ist unerwarteter Weise etwas schlechter. Die Berechnung der Spiegelan-
ordnungen in Matlab ist hingegen nicht parallelisiert. Dass der Wert fu¨r einen Prozessor
von dem in Tabelle 3.9 abweicht liegt daran, dass fu¨r diese Untersuchung ein anderer PC
(Intel Xeon 3,72 GHz) verwendet wurde.
nCPU 1 2 3 4
tR 143 s 72 s 54 s 36 s
Faktor 1,00 1,99 2,65 3,97




In Tabelle 3.11 sind schließlich einige Werte zum Spiegelungsaufwand angegeben. Die ma-
ximale Anzahl an horizontalen Spiegelungen ist mit mh und die damit maximal mo¨gliche
Zahl an Spiegelkombinationen mit Nm angegeben. Durch den optimierten Suchalgorith-
mus ko¨nnen viele Kombinationen im Voraus ausgeschlossen werden, so dass nur Na Kom-
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binationen u¨brig bleiben, welche genauer untersucht werden mu¨ssen. Die Gro¨ße Nc gibt
schließlich die Anzahl der Spiegelkombinationen an, welche wirklich einen Beitrag leisten.




mh 14 2 1
Nm 7 · 109 31 6
Na 65 10 6




mh 5 2 2
Nm 2 · 106 343 343
Na 1500 97 97
Nc 128 21 21
Tabelle 3.11: Spiegelungsaufwand und Eﬀektivita¨t des verwendeten Spiegelungsalgorith-
mus (ohne Beru¨cksichtigung von Kantenbeugung).
3.4.2 GO/UTD mit PW- und DPT-Ansatz
PW-Ansatz
Bei der Untersuchung der Eigenschaften und Diskretisierungsparameter des PW-Ansatzes
ergaben sich generell weniger Probleme als beim IDP und BSV-Ansatz. Der gro¨ßte Nach-
teil des Verfahrens ist jedoch, dass hiermit nicht das Modell
”
alle Wa¨nde“, sondern nur das
Modell
”
Endwa¨nde“ (oder einfacher) berechnet werden kann, da alle betrachteten Wa¨nde
hinter der Entwicklungsebene y = y0 liegen mu¨ssen. Als Ergebnis der Parameteruntersu-
chungen wurden bei den weiteren Simulationen die nachfolgend aufgelisteten Einstellun-
gen verwendet. Die Untersuchungen wurden dabei nur in dem Wellenla¨ngenbereich von
10mm bis 1mm durchgefu¨hrt. Die Bezeichnungen beziehen sich auf die Abbildungen 2.10
und 2.11 bzw. entsprechen denen aus dem vorherigen Kapitel.
• Aperturfeldberechnung
– y-Koordinate der Entwicklungsebene: y0 = 16mm
– Breite des Aperturbereichs: x1 = −100mm, x2 = 1m
– Auﬂo¨sung der Observationspunkte: 5 Linien pro Wellenla¨nge
– Berechnungsmethode: BSV-Ansatz, Modell
”
keine seitlichen Wa¨nde“
– vertikale Spiegelungen: wie bei IDP/BSV
– Endla¨ngen des Quellpfades: la = 1m, le = 0,7m
– Quellenauﬂo¨sung: 1mm
• Modenberechnung
– Breite des U¨bergangsbereichs: df = 10λ
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Abbildung 3.16: Durch die Periodizita¨t der Felder beim PW-Ansatz muss der Entwick-
lungsbereich durch das Auftreten von sehr ﬂach gegen die x-Achse verlaufenden Wellen
sehr breit gewa¨hlt werden, damit diese Wellen die Ergebnisse am Kammerausgang nicht
verfa¨lschen.
– Breite des Nullbereichs: d0 = 5m
• UTD-Berechnung
– Monitorauﬂo¨sung: wie bei IDP, BSV
– Anzahl horizontale Spiegelungen: mh = 2
Zur Modenberechnung muss das Aperturfeld u¨ber einen recht breiten Bereich von 1,1m
berechnet werden, wobei aber eine Auﬂo¨sung von 5 Linien pro Wellenla¨nge ausreichend ist.
Bei der Modenentwicklung der Aperturfelder und der anschließenden UTD-Berechnung
zeigte sich das Problem der Periodizita¨t der PW-Felder. Durch die Verwendung der FFT
bei der Modenberechnung ergeben sich bei Anwendung des PW-Ansatzes oberhalb y = y0
in x-Richtung periodisch fortgesetzte Felder. Dies bringt Probleme, da in dem vorlie-
genden Beispiel Wellen entstehen, welche unter einem sehr ﬂachen Winkel zur x-Achse
verlaufen. Ist der Entwicklungsbereich zu klein, so ko¨nnen diese ﬂach verlaufenden Wel-
len, welche normalerweise an dem Kammerausgang vorbeilaufen wu¨rden, diesen dennoch
erreichen und zu falschen Ergebnissen fu¨hren, wie dies in Abbildung 3.16 dargestellt ist.
Aus diesem Grund musste bei der Modenentwicklung der Nullbereich auf den recht großen
Wert von d0 = 5m festgelegt werden. Bei der eigentlichen UTD-Berechnung am Modell
”
Endwa¨nde“ zeigte sich, dass im Gegensatz zur IDP-Modellierung schon 2 horizontale
Spiegelungen ausreichen, um die Felder am Kammerausgang gut zu beschreiben. Fu¨r die
W -Berechnungen gelten ansonsten die gleichen Ergebnisse wie bei der Untersuchung des
IDP und BSV-Ansatzes.
Am Anfang dieses Kapitels wurde erwa¨hnt, dass die Parameteruntersuchungen nur bis zu
einer Wellenla¨nge von 1mm durchgefu¨hrt wurden. Der Grund dafu¨r ist, dass die PW-UTD
mit kleiner werdender Wellenla¨nge immer aufwa¨ndiger wird. Denn zum einen muss das
Aperturfeld immer feiner aufgelo¨st werden, was zu immer la¨ngeren Berechnungen fu¨hrt,
zum anderen ergeben sich durch die ho¨here Auﬂo¨sung aber auch mehr Moden, welche
bei der UTD-Berechnung beru¨cksichtigt werden mu¨ssen. Aus diesem Grund wurde die
PW-UTD nur bis zu einer Wellenla¨nge von 1mm untersucht und verwendet.
Bei Betrachtung der Rechenzeiten in Tabelle 3.12, mit den oben angegebenen Parametern,
wird deutlich, dass der zeitliche Aufwand beim PW-Ansatz durch die Berechnung der
Aperturfelder dominiert ist. Der Aufwand der Mode-Entwicklung tEntw. ist, wie erwartet,
zu vernachla¨ssigen und die Zeit fu¨r die eigentliche UTD-Berechnung tUTD ist deutlich
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kleiner als die Zeit zur Berechnung der Aperturfelder tAp.. Gut zu sehen ist auch der
Anstieg der Rechenzeit bei kleineren Wellenla¨ngen. Die angegebenen Zeiten gelten dabei
fu¨r die Nutzung einer einzelnen CPU. Bei mehreren CPUs skaliert tAp. und tUTD sehr gut





Tabelle 3.12: Zeitaufwand zur Berechnung der Aperturfelder tAp., zur Mode-Entwicklung
tEntw. und UTD-Berechnung tUTD beim PW-Ansatz.
DPT-Ansatz
Kernpunkt des DPT-Ansatzes bildet wie beim PW-Ansatz die Zerlegung der Quellen in
Moden, wobei es sich hier um Zylindermoden handelt. Bei der Entwicklung wurde, wie
beschrieben, das Feld einer einzelnen IDP- und BS-Quelle im Abstand 0 berechnet und
mittels FFT die Modenkoeﬃzienten bestimmt. Bei der Moden-Zerlegung wurde dabei zum
einen mit einer Fernfeldna¨herung der Zylindermoden gearbeitet. Dies hat den Vorteil,
dass die FFT nur noch in z-Richtung durchgefu¨hrt werden muss, da im Fernfeld die
Hankelfunktionen Hn() nicht mehr von der Ordnung n abha¨ngen (bzw. nur die Phase
von n abha¨ngt). Die Modenkoeﬃzienten sind in diesem Fall von ϕ abha¨ngig. Der zweite
Ansatz arbeitet mit der korrekten Darstellung mittels Hankelfunktionen und beno¨tigt
sowohl eine Moden-Zerlegung in z- als auch in ϕ-Richtung.
Bei der Untersuchung des Verfahrens ergaben sich dabei unerwartet Schwierigkeiten.
Hauptproblem ist, dass die Ergebnisse der Berechnung sehr anfa¨llig gegenu¨ber Fehlern bei
der numerischen Bestimmung der Moden-Koeﬃzienten sind. Bei der Mode-Entwicklung
unter Verwendung der Fernfeldna¨herung muss der Entwicklungsabstand 0 zur Quelle so
groß gewa¨hlt werden, dass Nahfeldeﬀekte abgeklungen sind. Bei gro¨ßerem Abstand steigt
aber die beno¨tigte Zahl an vertikalen Spiegelungen sehr stark an und liegt bei der Verwen-
dung einzelner Quellen auch viel ho¨her als bei der IDP- und BSV-Untersuchung fu¨r den
ganzen Pfad. Aber auch die Entwicklung mittels Hankelfunktionen war sehr empﬁndlich
und bei den BS-Quellen ga¨nzlich unmo¨glich, da diese in Vorwa¨rtsrichtung ein sehr schma-
les Maximum aufweisen. Neben diesen Problemen bei der Mode-Entwicklung gab es auch
unerwartete Fehler durch die endlichen Pfadenden trotz Einsatz von BS-Korrekturquellen.
Fu¨r eine Wellenla¨nge von 10mm ergaben sich mit 0 = 2m, 2000 vertikalen Spiegelun-
gen, Fernfeldna¨herung und einer Auﬂo¨sung der Entwicklungspunkte von Nϕ = 360 und
Nz = 10 fu¨r das vorliegende Kammerproblem akzeptable Ergebnisse. Die Untersuchun-
gen fu¨r andere Wellenla¨ngen wurden jedoch auf Grund der geschilderten Probleme nicht
weitergefu¨hrt.
Bei der Anwendung des DPT-Ansatzes bei 10mm Wellenla¨nge zeigte sich eine sehr deut-
liche Reduktion der Rechenzeit, da nur noch u¨ber eine relativ kleine Zahl von Moden
summiert werden muss. Von daher wa¨re die Anwendung des DPT-Ansatzes fu¨r lange
Wellenla¨ngen sehr interessant, wenn die Mode-Entwicklung robuster gestaltet werden
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Abbildung 3.17: (links) Anzahl der ausbreitungsfa¨higen Moden in Abha¨ngigkeit von der
Wellenla¨nge fu¨r einen Plattenabstand von 8mm. (rechts) Beitrag der einzelnen Moden zu
Wf fu¨r das Modell ”
alle Wa¨nde“ bei Rechnung mit 2D-kz-FIT.
ko¨nnte, wie z.B. durch die Verwendung analytischer Beziehungen zur Berechnung der
Mode-Koeﬃzienten.
3.4.3 2D-kz-FIT
In diesem Kapitel wird behandelt, welche Parameter bei den Kammer-Rechnungen mit
2D-kz-FIT verwendet wurden und warum bestimmte Ansa¨tze, wie z.B. die Dispersions-
korrektur, zur Berechnung notwendig sind.
Mode-Zerlegung
Wie beschrieben, basiert 2D-kz-FIT auf einer Mode-Zerlegung in z-Richtung. Bei den
durchgefu¨hrten Berechnungen wurden dabei a¨hnlich wie beim PW- oder DPT-Ansatz
nur die ausbreitungsfa¨higen Moden betrachtet. Die Anzahl der ausbreitungsfa¨higen Mo-
den in Abha¨ngigkeit von der Wellenla¨nge ist in Abbildung 3.17 links dargestellt. Dabei ist
zu sehen, dass zu ku¨rzeren Wellenla¨ngen hin die Anzahl stark zunimmt, was den Simula-
tionsaufwand somit stark erho¨ht. Im Laufe der Untersuchungen wurde jedoch festgestellt,
dass die ho¨heren Moden bis zu einer Wellenla¨nge von mindestens 2,5mm vernachla¨ssigt
werden ko¨nnen. Dies ist aus Abbildung 3.17 rechts ersichtlich, wo der Beitrag der einzelnen
Moden zum Energiespektrum am Kammerausgang Wf dargestellt ist.
Strominterpolation
Bei der Berechnung der Anregungsstro¨me fu¨r die 2D-kz-FIT-Rechnung wurde, wie bei
den meisten anderen Kammerberechnungen, nur der Fall einer Anregung bei z = 0,
d.h. in der Kammermitte, betrachtet. Fu¨r die RC-Ladungsverteilung wurde die Breite
dRC = 1λ gewa¨hlt und mit 10
6 a¨quidistant verteilten Punktladungen mit variabler Ladung
angena¨hert. Die Ladungsverteilung wurde auf 1 nC Gesamtladung normiert.
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Abbildung 3.18: Vergleich einer 2D-kz-FIT-Rechnung mit Punktladung (oben) und RC-
Ladungsproﬁl (unten). Dargestellt ist das elektrische Feld |Re (E˜ z(x, y, 1))| in logarithmi-schem Maßstab in der xy-Ebene. (Modell
”
keine seitlichen Wa¨nde“, λ = 10mm, 10 lpw,
dRC = 1λ)
Der Grund dafu¨r, dass bei den 2D-kz-FIT-Rechnungen eine RC-Ladungsverteilung an-
statt der eigentlich gewu¨nschten Punktladung verwendet wurde, ist Abbildung 3.18 zu
entnehmen. Wa¨hrend auf dem unteren Bild die erwarteten Synchrotronstrahlungsmuster
in Form von Kantenstrahlung zu sehen sind, ergibt sich im oberen Bild eine vollkom-
men falsches Ergebnis. Ursache hierfu¨r ist, dass der Quellpfad der Punktladung in dem
verwendeten Gitter nur ungenu¨gend aufgelo¨st wird, wie dies rechts in der Graﬁk sche-
matisch dargestellt ist. Die sich fu¨r den eingezeichneten S-Pfad ergebenden Gitterstro¨me
sind als dicke Pfeile eingezeichnet. Die gleichen Stro¨me wu¨rden sich auch ergeben, wenn
die Punktladung auf dem zweiten dargestellten zickzackfo¨rmigen Pfad ﬂiegen wu¨rde. Fu¨r
einen solchen Quellpfad ist es dann nicht verwunderlich, dass sich das in der Simulation
berechnete Bild ergibt.
Die RC-fo¨rmige Ladungsverteilung entspricht dagegen im Frequenzbereich einem Quell-
strom vom 1λ Durchmesser, welcher von dem FIT-Gitter ohne Probleme aufgelo¨st werden
kann. Nachteilig ist hierbei nur, dass es sich streng genommen nicht mehr um das abge-
strahlte Feld einer Punktladung handelt, welches eigentlich gesucht ist. Bei genaueren
Untersuchungen wurde aber festgestellt, dass sich die Intensita¨tsverteilung Sy bei nicht
allzu großen Werten dRC relativ wenig a¨ndert, wie in Abbildung 3.19 fu¨r zwei Fa¨lle gezeigt
ist. Lediglich der W -Wert, bzw. die Amplitude von Sy a¨ndert sich geringfu¨gig. Die Wahl
von dRC = 1λ stellt dabei einen guten Kompromiss zwischen den beiden Forderungen, der
Auﬂo¨sbarkeit und Na¨he zur Punktladung, dar. Obwohl in der Abbildung nur das Modell
”
keine seitlichen Wa¨nde“ fu¨r λ = 10mm dargestellt ist, gilt entsprechendes auch fu¨r die
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Abbildung 3.19: Abha¨ngigkeit der Intensita¨tsverteilung Sy von der transversalen Ladungs-
verteilung des RC-Proﬁls. Links ist eine Rechnung mit dem Standardwert von dRC = 1λ
dargestellt und rechts eine Rechnung mit dRC = λ/2. Um beide Quellenverteilungen fein
genug aufzulo¨sen, wurden die Berechnungen mit 20 Linien pro Wellenla¨nge durchgefu¨hrt.
(Modell
”
keine seitliche Wa¨nde“, λ = 10mm)
Abbildung 3.20: Unterschied der W -Werte fu¨r einen transversal RC-fo¨rmigen Ladungs-
verlauf mit dRC = 1λ (WRC), wie er in den 2D-kz-FIT-Rechnungen verwendet wurde und
fu¨r Rechnung mit einer Punktladung (WP). (BSV-GO Ansatz, Modell ”
keine seitliche
Wa¨nde“, nRC = 10)
anderen Modelle oder Wellenla¨ngen.
Da sich durch die RC-Ladungsverteilung die Intensita¨tsverteilung nicht a¨ndert, lassen sich
die 2D-kz-FIT-Rechnungen mit dem RC-Proﬁl und die SRUTD-Rechnungen mit Punkt-
ladung trotz der verschiedenen Quellenformen dennoch vergleichen. Beim Vergleich der
Amplituden bzw. W-Werte mu¨ssen lediglich die 2D-kz-FIT-Ergebnisse umgerechnet wer-
den. Dazu wurde eine SRUTD-Rechnung mittels BSV-GO-Ansatz fu¨r das Modell
”
keine
seitlichen Wa¨nde“ durchgefu¨hrt und die W -Ergebnisse fu¨r eine Rechnung mit Punktla-
dung WP und eine Rechnung mit RC-Verteilung WRC miteinander verglichen. Bei der
RC-Rechnung wurde das Ladungsproﬁl dabei a¨hnlich wie bei den 2D-kz-FIT-Rechnungen
mit einer Reihe von Punktladungen angena¨hert, wobei hier allerdings nur 10 verwendet
wurden. Das Ergebnis der Untersuchung ist in Abbildung 3.20 dargestellt. Der Korrek-
turfaktor fRC-P ist dabei relativ unabha¨ngig von der Wellenla¨nge. Der Einfachheit halber
wird im Weiteren daher mit dem Faktor fRC-P = 1,12 gerechnet.
In Abbildung 3.21 ist schließlich dargestellt, warum eine hohe Zahl von 106 Punktladungen
zur Approximation der RC-Verteilung verwendet wird. Denn wie die Abbildung zeigt,
sind selbst 100 Punktladungen pro Gitterzelle immer noch nicht ausreichend, um die
unerwu¨nschten Gitterauﬂo¨sungseﬀekte zu unterdru¨cken.
Dispersionskorrektur
Um den Einﬂuss der 18◦-Dispersionskorrektur auf die 2D-kz-FIT-Rechnungen der Bun-
chkompressorkammer zu verdeutlichen, sind in Abbildung 3.22 die Ergebnisse der Rech-
nungen fu¨r das Kammermodell
”
keine seitlichen Wa¨nde“ bei 10mm Wellenla¨nge und
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Abbildung 3.21: Abha¨ngigkeit der 2D-kz-FIT-Rechnungen von der Anzahl der Punktla-
dungen nRC bei der Strominterpolation des RC-Ladungsverlaufs auf das FIT-Gitter. Links
ist eine Rechnung mit 106 Punktladungen zu sehen und rechts eine mit 103 Punktladun-
gen. (Modell
”
keine seitliche Wa¨nde“, λ = 10mm, 10lpw)
Abbildung 3.22: Einﬂuss der Dispersionskorrektur fu¨r 2D-kz-FIT am Modell
”
keine seit-
lichen Wa¨nde“ bei 10mm Wellenla¨nge. (Oben) 2D-kz-FIT-Rechnung (10 Linien pro Wel-
lenla¨nge) ohne Dispersionskorrektur. (Mitte) 2D-kz-FIT-Rechnung mit Dispersionskorrek-
tur. (Unten) Referenzlo¨sung mittels BSV-Ansatz (RC-Ladungsverteilung mit nRC = 10).
10 Linien pro Wellenla¨nge Gitterauﬂo¨sung dargestellt. Als Referenzlo¨sung wurde eine
SRUTD-Rechnung mit BSV-Ansatz und einer RC-Ladungsverteilung wie bei der 2D-kz-
FIT-Rechnung verwendet, allerdings mit nur 10 Punktladungen. Es ist deutlich zu sehen,
dass die 2D-kz-FIT-Rechnung ohne Dispersionskorrektur ungeeignete Ergebnisse liefert,
wohingegen sich mit Dispersionskorrektur eine sehr gute U¨bereinstimmung mit der Refe-
renzlo¨sung zeigt.
Teilchen-Wellenleiterrand
Um die Notwendigkeit des Teilchen-Wellenleiterrands deutlich zu machen, ist in Abbil-
dung 3.23 eine Rechnung ohne diesen dargestellt, d.h. der Quellpfad beginnt und endet im
Simulationsgebiet. Es ist deutlich zu sehen, dass sich im Vergleich zur Rechnung in Abbil-
dung 3.18 (unten) ein sehr unterschiedliches Ergebnis ergibt. Der Hauptteil der Strahlung
geht dabei von den Pfadenden aus. Dies ist auch versta¨ndlich, da dieses Pfad-Modell ein
am Anfang instantan beschleunigtes und am Ende abrupt abgebremstes Teilchen model-
liert. Dies ist a¨quivalent zu IDP-UTD-Rechnungen ohne BS-Korrekturquellen.
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Abbildung 3.23: 2D-kz-FIT-Rechnung ohne Teilchen-Wellenleiterrand mit abgeschnitte-
nem Quellpfad. (Modell
”
keine seitlichen Wa¨nde“, λ = 10mm, 10 lpw)
Konvergenz
Die Ergebnisse der Konvergenzuntersuchungen der Intensita¨tsverteilung am Kammerfen-
ster und am Parabolspiegel fu¨r das Modell
”
alle Wa¨nde“ und die Wellenla¨ngen 10mm und
5mm ist Abbildung 3.24 und 3.25 dargestellt. Aus den Ergebnissen wird deutlich, dass
trotz Dispersionskorrektur fu¨r auskonvergierte und genaue Ergebnisse eine sehr feine Dis-
kretisierung von 40 Linien pro Wellenla¨nge oder mehr notwendig ist. Grund hierfu¨r du¨rfte
sein, dass die Dispersionskorrektur den Dispersionsfehler nur in 18◦-Richtung korrigiert,
in der Kammerstruktur sich allerdings auch ein Großteil der Wellen in andere Richtungen
ausbreitet. Fu¨r diese Erkla¨rung spricht auch, dass sich bei dem Modell
”
keine seitlichen
Wa¨nde“ eine bessere Konvergenz der Intensita¨tsverteilung am Kammerausgang zeigte.
Wird jedoch akzeptiert, dass die Intensita¨tsverteilung am parabolischen Spiegel nur als
grober Richtwert angesehen werden kann und die Genauigkeit der W -Werte beschra¨nkt
ist, so ko¨nnen die Kammerberechnungen auch mit einer Auﬂo¨sung von 10 Linien pro
Wellenla¨nge durchgefu¨hrt werden, wie dies auch im Folgenden getan wurde. Aus den
Untersuchungen la¨sst sich fu¨r die W -Werte eine Genauigkeit von etwa 20% abscha¨tzen. Die
Ergebnisse zeigen auch, dass fu¨r ku¨rzere Wellenla¨ngen als 5mm die Genauigkeit evtl. auch
schlechter sein kann. Untersuchungen hierzu konnten aufgrund der Speicherbegrenzung
jedoch nicht durchgefu¨hrt werden.
Gleichungssystemlo¨ser
Bei dem betrachteten Curl-Curl-Gleichungssystem (2.40) handelt es sich um ein großes,
du¨nn besetztes Gleichungssystem, welches gelo¨st werden muss. Im Laufe der Untersu-
chungen der 2D-kz-FIT-Rechnungen wurde daher zuerst versucht, das iterative GMRES-
Verfahren zu dessen Lo¨sung einzusetzen. In der Praxis zeigte sich dabei besonders fu¨r die
gro¨ßeren Modelle eine sehr schlechte Konvergenz. Andere Verfahren wie BiCG oder BiCG-
stab wurden auch untersucht, zeigten aber keine besseren Eigenschaften. Ursache dafu¨r
ist die allgemein bekannte sehr schlechte Konditionszahl von großen CurlCurl-Problemen.
Die Konditionszahl hat dabei einen direkten Einﬂuss auf die Anzahl der beno¨tigten Ite-
rationsschritte. Um die Konditionszahlen zu verbessern, werden daher in der Praxis Vor-
konditionierer eingesetzt. So wurde auch fu¨r das vorliegende Problem eine Reihe von in
PETSC bereitgestellten Vorkonditionierern getestet (Jacobi, SOR, ILU). Obwohl in ei-
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Abbildung 3.24: Konvergenz der 2D-kz-FIT-Rechnungen fu¨r λ = 10mm (links) und
λ = 5mm (rechts). Von oben nach unten wurde die Gitterauﬂo¨sung von 10 bis 40 Li-
nien pro Wellenla¨nge (lpw) erho¨ht. Bei der Wellenla¨nge λ = 5mm war aufgrund von
Speicherproblemen keine 40lpw-Rechnung mo¨glich. (Modell
”
alle Wa¨nde“)
nigen Fa¨llen eine leichte Reduzierung der beno¨tigten Iterationen zu sehen war, wurde
dieser Vorteil durch den erho¨hten Rechenaufwand wieder aufgehoben, so dass sich ohne
Vorkonditionierer die schnellste Lo¨sung ergab.
Als zweiter Ansatz wurde der direkte Lo¨ser fu¨r du¨nnbesetzte Matrizen PARDISO getestet.
Bei den Untersuchungen ergab sich eine wesentlich schnellere Berechnung als bei dem
iterativen Lo¨ser. Als Nachteil steht dem allerdings ein gro¨ßerer Speicherbedarf entgegen.
Die Unterschiede der beiden Ansa¨tze lassen sich anhand einer Beispielrechnung am besten
zeigen. Als ein großes Testbeispiel wurde das Modell
”
keine seitlichen Wa¨nde“ verwendet,
bei einer Wellenla¨nge von λ = 10mm und einer Auﬂo¨sung von 20 lpw. Das sich ergebende
Gleichungssystem besaß 11 Millionen Freiheitsgrade. Fu¨r den iterativen Lo¨ser wurde eine
relative Genauigkeit von 10−6 eingestellt, welche sich in den Untersuchungen als notwendig
herausgestellt hatte. Das Ergebnis des Vergleichs ist in Tabelle 3.13 angegeben.
iterativ direkt
Speicher 9 GB 23 GB
Zeit 20 h (1 CPU) 25 min (1 CPU)
10 min (4 CPU)
Fill-in Faktor 1 ≈ 20
Tabelle 3.13: Vergleich des iterativen und direkten Lo¨sers.
Beim Speicherbedarf liegt der iterative Lo¨ser um den Faktor 2.5 vor dem direkten Lo¨ser.
Dabei ist jedoch zu beachten, dass bei dem verfu¨gbaren iterativen Lo¨ser nicht die struk-
turelle Symmetrie der Systemmatrix ausgenutzt werden konnte, wohingegen bei dem di-
rekten Lo¨ser dadurch eine Halbierung des beno¨tigten Speichers erreicht werden konnte.
Bei der beno¨tigten Rechenzeit zeigt sich in der um den Faktor 50 schnelleren Lo¨sung klar
der Vorteil des direkten Lo¨sers. Bei der von PARDISO unterstu¨tzten parallelen Rechnung
unter Verwendung von 4 Prozessoren ergibt sich sogar eine um den Faktor 120 schnellere
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Abbildung 3.25: Konvergenz der 2D-kz-FIT-Rechnungen fu¨r λ = 10mm (links) und λ =
5mm (rechts) an der Position des Parabolspiegels. (Modell
”
alle Wa¨nde“)
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Berechnung. Aufgrund der sehr viel schnelleren Berechnung wurde fu¨r die 2D-kz-FIT-
Rechnungen der direkte Lo¨ser verwendet und der etwas ho¨here Speicheraufwand in Kauf
genommen.
Speicherbedarf und Simulationszeiten
In Tabelle 3.14 sind fu¨r das Kammermodell
”
keine seitlichen Wa¨nde“ und
”
alle Wa¨nde“ ty-
pische Simulationszeiten und der Speicherbedarf fu¨r eine Rechnung bei 10mm Wellenla¨nge
gezeigt. Die Abku¨rzung DOF steht fu¨r die Anzahl der Freiheitsgrade. Die Simulationszeit
t ist fu¨r eine Rechnung mit 4 Prozessoren und einen Mode angegeben. Bei ku¨rzeren Wel-
lenla¨ngen, wo mehrere Moden ausbreitungsfa¨hig sind, ist die Simulationszeit proportional
zur Anzahl der Moden. Die Gesamtrechenzeit skaliert mit der Anzahl der Prozessoren
allerdings nicht ideal, da die Parallelisierung nur bei der Berechnung des Quellenstroms
und dem Gleichungssystemlo¨ser verwendet wurde, wobei dieser selbst nicht ideal skaliert.
Weiterhin ist in der Tabelle der maximal beno¨tigte gesamte Speicherbedarf Mt (Matlab
und PARDISO) und der davon auf den Lo¨ser PARDISO entfallende Teil MP angegeben.
Mod. keine seitlichen Wa¨nde alle Wa¨nde
lpw 10 20 25 10 20 40 50
DOF [Mio] 2,9 11,7 18,3 0,7 2,7 10,7 16,7
t [min] 6 23 39 4 12 50 99
Mt (MP ) [GB] 7 (5,5) 31 (25) 48 (40) 2 (1) 7 (4) 34 (20) 48 (33)
Tabelle 3.14: Speicherbedarf und typische Simulationszeiten fu¨r 2D-kz-FIT.
Die kleinste Wellenla¨nge, fu¨r welche die Felder in der Kammerstruktur mit Hilfe von 2D-
kz-FIT berechnet werden ko¨nnen, ist prima¨r begrenzt durch den zur Verfu¨gung stehenden
Speicher, welcher 64GB betrug. Diese Grenze konnte allerdings bei den Simulationen
nicht ganz ausgenutzt werden, da PARDISO fu¨r besonders große Systeme noch Fehler
aufwies. Bei einer Auﬂo¨sung von 10 Linien pro Wellenla¨nge betrug die minimal rechenbare
Wellenla¨nge fu¨r das Modell
”
keine seitlichen Wa¨nde“ λmin = 5mm und fu¨r das Modell
”
alle Wa¨nde“ λmin = 2mm. Dabei handelt es sich nur um einen sehr kleinen Teil des
geforderten Wellenla¨ngenbereichs von 10mm bis 10µm.
3.4.4 Fourier-Optik
Zur Berechnung der Felder vor dem Kammerausgang stehen als Fourier-optische Metho-
den, wie vorgestellt, die Angular Spectrum Propagation (ASP) und Fresnel Propagation
(FP) zur Verfu¨gung. Beide Methoden wurden fu¨r die Anwendung auf das vorliegende
Problem untersucht.
Die ASP bietet den Vorteil, dass außer der Annahme des Aperturfeldes und Berechnung
mittels FFT keine weiteren Na¨herungen gemacht werden, wohingegen die FP zusa¨tz-
lich nur fu¨r hinreichend große Absta¨nde vom Kammerausgang verwendet werden kann.
Nachteilig an der ASP ist dagegen, dass zwei FFT-Berechnungen no¨tig sind, bei der FP
hingegen nur eine. Dadurch leidet die ASP unter dem Problem der Periodizita¨t in trans-
versaler Richtung. Wellen, die z.B. durch den linken Rand herauslaufen, erscheinen wieder
auf der rechten Seite. Daher muss bei der ASP die Gro¨ße des Apertur-Quellbereiches in
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manchen Fa¨llen sehr groß gewa¨hlt werden. Dadurch, dass bei der FP die Felder durch
nur eine FFT berechnet werden, ergibt sich hier nicht das Problem der Periodizita¨t. Die
Gro¨ße des Quellbereichs hat dabei lediglich Einﬂuss auf die Auﬂo¨sung der berechneten
Feldwerte in der Zielebene.
Aus den genannten Gru¨nden wurde fu¨r die Berechnung der Felder an der vom Kammer-
ausgang 220mm entfernten Parabolspiegelposition im Weiteren nur die FP verwendet.
Die ASP wurde im Laufe der Arbeit nur zum Berechnen von Feldern sehr nahe am Kam-
merausgang verwendet und um die Anwendbarkeit der FP-Na¨herung zu u¨berpru¨fen. Die
wa¨hlbaren Parameter der FP-Rechnung sind der Abstand der Zielebene von der Quel-
lebene y′0, die Auﬂo¨sung der Feldwerte in der Quellebene Δx
′,Δz′ und die Gro¨ße der
Quellﬂa¨che Dx′ ×Dz′. An der Spiegelposition gilt dabei y′0 = 220mm und die Auﬂo¨sun-
gen Δx′ und Δy′ sind durch die Auﬂo¨sung der Monitorpunkte bei den UTD-, GO- und
2D-kz-FIT-Berechnungen vorgegeben. Die Gro¨ße der Quellﬂa¨che wurde standardma¨ßig
auf Dx′ = Dz′ = 0,2m gesetzt. Die Feldwerte außerhalb des Kammerausgangs werden,
wie beschrieben, zu Null gesetzt. Bezeichnen Δxˇ′ und Dxˇ′ die Auﬂo¨sung und Gro¨ße des








Ein Vergleich der mit ASP und FP an der Spiegelposition berechneten Felder ergab, dass
unterhalb von 2mm Wellenla¨nge die Intensita¨tsverteilungen sehr gut u¨bereinstimmen und
die Wp-Werte eine Abweichung unter 1% besitzen. Bei la¨ngeren Wellenla¨ngen hingegen
zeigten sich die Grenzen der bei der FP verwendeten Na¨herungen. Besonders bei den
von der y′-Achse weiter entfernten Feldern zeigten sich gro¨ßere Unterschiede in der Inten-
sita¨tsverteilung. Werden die Felder hingegen nur in dem 100mm×100mm großen Bereich
des Parabolspiegels betrachtet, so ergibt sich eine gute U¨bereinstimmung. Lediglich die
Wp-Werte zeigen hier etwas gro¨ßere Abweichungen von etwa 10%. Dieser Wert kann dabei
auf etwa 5% verbessert werden, wenn die Dx′ und Dy′-Werte gro¨ßer gewa¨hlt werden, da
sich bei den Standardwerten eine sehr grobe Auﬂo¨sung der Feldwerte am Parabolspiegel
ergibt. Der Einfachheit halber wurde aber bei den meisten folgenden Untersuchungen die
Standardeinstellung verwendet und die geringe Genauigkeitseinbuße in Kauf genommen.
3.5 Vergleich der verschiedenen Simulationsverfah-
ren
Nachdem die grundlegenden Eigenschaften der verwendeten numerischen Verfahren vor-
gestellt wurden, werden in diesem Kapitel die Verfahren untereinander verglichen. Dies







seitlichen Wa¨nde“. Hauptziel ist, die Verfahren gegenseitig zu veriﬁzieren und mo¨gliche
Gu¨ltigkeitsbereiche zu ermitteln. Dazu wird hauptsa¨chlich das Spektrum W und Wp u¨ber
den gesamten Frequenzbereich betrachtet. Daru¨ber hinausgehend werden fu¨r einige Fa¨lle
auch die Intensita¨tsverteilungen am Kammerausgang Sy und am parabolischen Spiegel
Sy,p gezeigt.
Die W -Ergebnisse der 2D-kz-FIT-Rechnungen sind alle mit dem Korrekturfaktor fRC-P
multipliziert. Aufgrund der erwa¨hnten Speicherbeschra¨nkungen sind die 2D-kz-FIT-Er-
gebnisse nur bis zu einer Wellenla¨nge von 5mm fu¨r die Modelle
”
keine seitlichen Wa¨nde“
