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CONVERGENCE RATES OF THE DPG METHOD WITH
REDUCED TEST SPACE DEGREE
TIMAEUS BOUMA, JAY GOPALAKRISHNAN, AND AMMAR HARB
Abstract. This paper presents a duality theorem of the Aubin-Nitsche type for discontinuous
Petrov Galerkin (DPG) methods. This explains the numerically observed higher convergence
rates in weaker norms. Considering the specific example of the mild-weak (or primal) DPG
method for the Laplace equation, two further results are obtained. First, the DPG method
continues to be solvable even when the test space degree is reduced, provided it is odd. Second, a
non-conforming method of analysis is developed to explain the numerically observed convergence
rates for a test space of reduced degree.
1. Introduction
The purpose of this note is to provide a theoretical explanation for some numerically observed
convergence rates of the discontinuous Petrov-Galerkin (DPG) method. While some aspects of
the theory that follows are general, we will use the Laplace equation throughout as the example
to illustrate the main points. There are two DPG methods for the Laplace’s equation. One is
based on an ultra-weak formulation [6] (where constitutive and conservation equations are both
integrated by parts) while the other is based on the so-called mild-weak, or primal formulation,
developed in [2, 7] (where only the conservation equation is integrated by parts). The example
which motivates our study is the latter.
The method will be precisely introduced later. But to outline this study, consider applying the
method on a two-dimensional domain Ω meshed by a geometrically conforming finite element
mesh of triangles of mesh size h. The method produces an approximation uh to the solution u
of the Laplace’s equation in the interior of the mesh elements, as well as an approximation to
the flux q on the element interfaces. The first is a polynomial of degree at most ku on each mesh
element and the second is a polynomial of degree at most kq on each mesh edge. The method
uses test functions v that are polynomials of degree at most kv on each mesh element. It is the
interplay between the convergence rates and the degrees ku, kq, kv that we intend to study.
We identify three cases for study. Let k ě 1 be an integer. The cases are as shown:
ku kq kv
Case 1: k k ´ 1 k ` 1,
Case 2: k ´ 1 k ´ 1 k,
Case 3: k k ´ 1 k.
The first case is the standard DPG setting for which error estimates in the energy norm are
proven in [7]. The other two cases are motivated by a desire to reduce the test space degree and
have not been analyzed previously.
Key words and phrases. least-squares, discontinuous Petrov Galerkin, DPG method, Strang lemma, Aubin-
Nitsche, duality argument.
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What is the practical importance of reduced order test spaces? We give a three-part answer:
First, consider the left hand side matrix of the linear system arising from the DPG method.
Its assembly requires computation of the Gram matrix of the test space. Even though this
matrix is block diagonal, it is of some practical interest to reduce the block size, especially when
operating near the limit of memory bandwidth in multi-core architectures. Second, consider the
right hand side computation. In cases where load terms are expensive to evaluate, reduction
of test space degree brings significant computational savings. Finally, the third and the most
compelling reason that prompted us to investigate this issue, is that there are practical limits
on the degree of polynomials one can use in most finite element software. We prefer to hit this
practical limiting degree with the trial space, rather than with the test space, because it is the
approximation properties of the trial space that determines the final solution quality.
Our numerical experience with a few examples with smooth solutions, one of which is fully
reported in Section 4, is summarized in Table 1. We observed that Case 2 is not always stable:
It yielded singular stiffness matrices for some even k. However, when k is odd, it converged,
albeit at one order less than the standard DPG case displayed in the first row. Keeping k odd
and moving to Case 3, we find that the original DPG convergence rates can be recovered, in
spite of using a smaller kv. Finally, we observed that the convergence rate in L
2pΩq, in all cases,
is one order higher than in H1pΩq. These observations motivate our ensuing theoretical studies.
Table 1. Summary of numerically observed convergence rates
h-convergence rates of uh
in H1pΩq in L2pΩq
Case 1 k k ` 1
Case 2 (k odd) k ´ 1 k
Case 3 (k odd) k k ` 1
We explain the higher convergence rate in L2pΩq by developing a duality argument for DPG
methods. The duality theory is general and can be applied beyond the Laplace example. We also
give a complete theoretical explanation for the even-odd behavior, including a negative result by
counterexample for even k, and a proof of a positive result for odd k. In explaining Case 3, we
highlight a connection between the DPG method and a weakly conforming method, and show
how to use a nonconforming-type analysis, using the second Strang lemma, in the DPG context.
In the next section, we gather a number of abstract results applicable to any DPG method in
a general framework consisting of a trial space of interior and interface variables. In Section 3,
we introduce the DPG method for the Dirichlet problem and in distinct subsections, provide
explanations for the convergence rates in the above-mentioned three cases. Finally in Section 4,
we present details of numerical experiments and discuss the practical importance of lower test
order test spaces.
2. General results
Suppose X0, Xˆ , and Y are Hilbert spaces over C. Solutions are sought in the “trial space”
X “ X0 ˆ Xˆ and have an “interior” component in X0 and an “interface” component in Xˆ .
Suppose there are continuous sesquilinear forms bˆp¨, ¨q : Xˆ ˆ Y Ñ C and b0p¨, ¨q : X0 ˆ Y Ñ C,
and let bp¨, ¨q : X ˆ Y Ñ C be set by
bp pw, wˆq, y q “ b0pw, yq ` bˆpwˆ, yq,
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for all pw, wˆq P X and y P Y . Let Y ˚ denote the space of continuous conjugate-linear functionals
on Y . Given any ℓ P Y ˚ we are interested in approximating an x ” px0, xˆq P X satisfying
bpx, yq “ ℓpyq @y P Y. (1)
Let Xh,0 Ď X0 and Xˆh Ď Xˆ be finite-dimensional subspaces and let Xh “ Xh,0 ˆ Xˆh. Let Y r
denote a finite-dimensional subspace of Y and let T r : X Ñ Y r be defined by pT rw, yqY “ bpw, yq
for all y P Y r. Here and throughout p¨, ¨qY denotes the inner product in Y . The DPG method
for (1) computes xh ” pxh,0, xˆhq in Xh satisfying
bpxh, yq “ ℓpyq, @y P Y rh “ T rpXhq. (2)
A fundamental quasioptimality result for DPG methods is stated in Theorem 2.3 below. It holds
under these assumptions.
Assumption 2.1. Suppose tz P X : bpz, yq “ 0, @y P Y u “ t0u and suppose there exist
C1, C2 ą 0 such that
C1}y}Y ď sup
0‰zPX
|bpz, yq|
}z}X ď C2}y}Y @y P Y. (3)
Assumption 2.2. There is a linear operator Π : Y Ñ Y r and a CΠ ą 0 such that for all wh P Xh
and all v P Y ,
bpwh, v ´Πvq “ 0, and }Πv}Y ď CΠ}v}Y .
Theorem 2.3 (see [11]). Suppose Assumptions 2.1 and 2.2 hold. Then the DPG method (2) is
uniquely solvable for xh and
}x´ xh}X ď C2CΠ
C1
inf
zhPXh
}x´ zh}X
where x is the unique exact solution of (1).
Another well-known result, motivated by [5], is an equivalence of the DPG method with a
mixed Bubnov-Galerkin formulation. To state it, we first define the error representation function:
let εr be the unique element of Y r satisfying
pεr, yqY “ ℓpyq ´ bpxh, yq,@y P Y r. (4)
Theorem 2.4. The following are equivalent statements:
i) xh P Xh solves the DPG method (2).
ii) xh P Xh and εr P Y r solve the mixed formulation
pεr, yqY ` bpxh, yq “ ℓpyq @y P Y r, (5a)
bpzh, εrq “ 0 @zh P Xh. (5b)
Its simple proof is omitted (see e.g. [9]).
Remark 2.5. The norm of εr is bounded by the error: Choosing y “ εr in (4), we obtain
}εr}2Y “ pεr, εrqY “ ℓpεrq ´ bpxh, εrq “ bpx´ xh, εrq.
Hence, by Assumption 2.1,
}εr}Y ď C2}x´ xh}X . (6)
This theme is further developed in [3], where }εr}Y is established to be both a reliable and an
efficient error estimator.
4 BOUMA, GOPALAKRISHNAN, AND HARB
2.1. Weakly conforming test space. Let
Y r0 “ ty P Y r : bˆpwˆh, yq “ 0, @wˆh P Xˆhu (7)
and let T r0 : X0 Ñ Y r0 be defined by pT r0w, yqY “ b0pw, yq for all y P Y r0 . In the examples we have
in mind, Y r is a discontinuous Galerkin (DG) space, and Y r0 is a subspace with weak interelement
continuity constraints, i.e., a weakly conforming space. In such cases, the application of the
operator T r0 requires a global inversion. We then compare these two DPG methods:
Find pxh,0, xˆhq P Xh : bp pxh,0, xˆhq, y q “ ℓpyq @y P Y rh ” T rpXhq. (8a)
Find xh,0 P Xh,0 : b0pxh,0, yq “ ℓpyq @y P Y rh,0 ” T r0 pXh,0q. (8b)
The first is the same as (2), the standard DPG method. We view (8a) as a “hybridized” form
of the second method (8b), and the next theorem shows in what sense they are equivalent. The
method (8b) is not the preferred for implementation due to the expense of applying T r0 , but we
will use it later for error analysis.
Theorem 2.6. The test spaces satisfy Y rh,0 Ă Y rh . Hence, if pxh,0, xˆhq P Xh solves (8a), then
xh,0 solves (8b).
Proof. Let Y rK be the Y -orthogonal complement of Y
r
h in Y
r. Then we have the orthogonal
decomposition
Y r “ Y rh ` Y rK. (9)
Let y0 P Y rh,0. Apply (9) to decompose y0 “ yh ` yK, with yh P Y rh and yK P Y rK.
First, we claim that yK P Y r0 . This is because
bˆpwˆh, yKq “ pT rp0, wˆhq, yKqY “ 0 @wˆh P Xˆh.
The last identity followed from the orthogonality of yK to T
rpXhq.
Next, we claim that yK “ 0. It suffices to prove that py0, yKqY “ 0 since py0, yKqY “ }yK}2Y .
Since y0 P Y rh,0, there is a wh P Xh,0 such that y0 “ T r0wh. Then,
py0, yKqY “ pT r0wh, yKqY “ b0pwh, yKq as yK P Y r0
“ pT rpwh, 0q, yKqY “ 0 as T rpXhq K yK.
Finally, since yK “ 0, we have y0 “ yh ` 0 P Y rh . Thus Y rh,0 Ă Y rh . The second statement of the
theorem is now obvious by choosing y P Y rh,0 in (8a). 
2.2. Injectivity. Let Bh : Xh Ñ pY rq˚ be the operator generated by the form bp¨, ¨q, i.e.,
pBhwhqpyq “ bpwh, yq, @wh P Xh, y P Y r.
Similarly, let Bˆh : Xˆh Ñ pY rq˚ be defined by
pBˆhzˆhqpyq “ bˆpzˆh, yq, @zˆh P Xˆh, y P Y r. (10)
The injectivity of Bh yields the unique solvability of the DPG method.
Assumption 2.7. Suppose
a) Xh,0 Ď Y r,
b) bˆpzˆh, z0q “ 0 for all zˆh P Xˆh and z0 P Xh,0, and
c) any z0 P Xh,0 satisfying b0pz0, z0q “ 0 must be zero.
Theorem 2.8. If Bh is injective, then Bˆh is injective, and the DPG method (2) is uniquely
solvable. Conversely, if Bˆh is injective, then Bh is injective, provided Assumption 2.7 holds.
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Proof. Suppose Bh is injective. The injectivity of Bˆh is obvious from Bˆhwˆh “ Bhp0, wˆhq. We
also claim that T r is injective: Indeed, if wh P Xh satisfies T rwh “ 0, then 0 “ pT rwh, yqY “
bpwh, yq “ pBhwhqpyq for all y P Y r, so wh “ 0. The injectivity of T r implies that dimpY rh q “
dimpXhq, so the DPG method (2) yields a square system. Moreover, since (2) is the same as
pT rxh, T rwhqY “ ℓpT rwhq @wh P Xh,
the injectivity of T r also implies that there is a unique solution xh in Xh.
Now suppose Bˆh is injective. To prove that Bh is injective, consider a pw0, wˆq P Xh satisfying
Bhpw0, wˆq “ 0. Then
0 “ pBhpw0, wˆqqpw0q by Assumption 2.7(a)
“ b ppw0, wˆq, w0q “ b0pw0, w0q ` bˆpwˆ, w0q
“ b0pw0, w0q, by Assumption 2.7(b).
Therefore, by Assumption 2.7(c), w0 “ 0. It only remains to show that wˆ “ 0. But pBˆhwˆqpyq “
bˆpwˆ, yq “ bp p0, wˆq, yq “ pBhpw0, wˆqqpyq “ 0 for all y P Y r. Hence the injectivity of Bˆh implies
wˆ “ 0. 
2.3. Duality argument for DPG. By virtue of Theorem 2.4, we may rewrite the DPG
method (2) as follows: Find xh,0 P X0,h, xˆh P Xˆh, and εr P Y r solving
b0pw, εrq “ 0 @w P X0,h, (11a)
bˆpwˆ, εrq “ 0 @wˆ P Xˆh, (11b)
b0pxh,0, yq` bˆpxˆh, yq` pεr, yqY “ ℓpyq, @y P Y r. (11c)
Defining
apz, zˆ, v|w, wˆ, yq “ b0pw, vq ` bˆpwˆ, vq ` b0pz, yq ` bˆpzˆ, yq ` pv, yqY ,
the mixed system (11) can then be rewritten as
apxh,0, xˆh, εr|w, wˆ, yq “ ℓpyq, @w P X0,h, wˆ P Xˆh, y P Y r,
where the complex conjugate on the first two terms make the form a sesquilinear. Now, observe
that with ε “ 0, the exact solution px0, xˆ, εq P X0 ˆ Xˆ ˆ Y satisfies the same equation for all
w P X0, wˆ P Xˆ, y P Y . Hence, we have a ‘Galerkin orthogonality’ relation
apx0 ´ xh,0, xˆ´ xˆh, ε´ εr|w, wˆ, yq “ 0, (12)
for all w P X0,h, wˆ P Xˆh, y P Y r. Note also that
|apz, zˆ, v|w, wˆ, yq| ď C2}pz, zˆq}X}y}Y ` C2}pw, wˆq}X}v}Y ` }v}Y }y}Y
ď `C22}pz, zˆq}2X ` 2}v}2Y ˘1{2 `C22}pw, wˆq}2X ` 2}y}2Y ˘1{2
ď }a} }pz, zˆ, vq}
X0ˆXˆˆY
}pw, wˆ, yq}
X0ˆXˆˆY
where }a} is a constant not larger than maxpC22 , 2q. Under the following assumption, we can
extend the Aubin-Nitsche technique [15] to DPG methods, as seen in the next theorem.
Assumption 2.9. Suppose L and Z are Hilbert spaces such that the embeddings Z Ď X0ˆXˆˆY
and X0 Ď L are continuous. Assume that there is a C3phq ą 0 such that for any g P L, there is
a Upgq P Z satisfying
apw, wˆ, y|Upgqq “ pw, gqL (13)
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for all pw, wˆ, yq P X0 ˆ Xˆ ˆ Y and
inf
WPX0,hˆXˆhˆY r
}Upgq ´W }
X0ˆXˆˆY
ď C3phq}g}L. (14)
Theorem 2.10. Suppose Assumption 2.9 holds. Then,
}x´ xh,0}L ď C3phq}a}}px, xˆ, εq ´ pxh,0, xˆh, εrq}X0ˆXˆˆY .
Proof. Setting g “ w “ x´ xh,0, wˆ “ xˆ´ xˆh, and y “ ε´ εr in (13),
}x´ xh,0}2L “ apx´ xh,0, xˆ´ xˆh, ε´ εr|Upx´ xh,0qq
“ apx´ xh,0, xˆ´ xˆh, ε´ εr|Upx´ xh,0q ´W q, by (12),
ď }a}}px´ xh,0, xˆ´ xˆh, ε´ εrq}X0ˆXˆˆY }Upx´ xh,0q ´W }X0ˆXˆˆY
for any W P X0,h ˆ Xˆh ˆ Y r. Hence (14) completes the proof. 
Remark 2.11. Let A : X0 ˆ Xˆ ˆ Y Ñ pX0 ˆ Xˆ ˆ Y q˚ be the operator generated by ap¨, ¨q, i.e.,
pApz, zˆ, vqqpw, wˆ, yq “ apz, zˆ, v|w, wˆ, yq for all pz, zˆ, vq, pw, wˆ, yq P X0ˆ Xˆ ˆY. If Assumption 2.1
holds, then A is a bijection. (This follows from the Babusˇka-Brezzi theory [1], applied to the
mixed system (5): the “inf-sup condition” follows from (3), and the “coercivity in the kernel
condition” is trivial.) Hence, the dual operator of A is also a bijection whereby we conclude
that (13) has a unique solution Upgq.
Remark 2.12. All results of this section hold for spaces over the real field R – one only needs
to replace C by R, sesquilinear by bilinear, and conjugate-linear by linear to obtain the cor-
responding statements for real valued function spaces. The DPG method for the Helmholtz
equation [10] provides an example where sesquilinear forms over C are used. For simplicity, in
the remaining sections we will restrict ourselves to real-valued functions.
3. Application to the Laplace equation
Suppose Ω is a bounded open polygon in R2 with Lipschitz boundary, meshed by Ωh, a geo-
metrically conforming shape regular finite element mesh of triangles. Let h “ maxKPΩh diamK.
Let BΩh denote the collection of all element boundaries BK for all elements K in Ωh. We now
study the DPG approximation to the Dirichlet problem
´∆u “ f on Ω, (15a)
u “ 0 on BΩ. (15b)
All functions are real-valued in this section.
Omitting a detailed derivation of the method, which can be found in [2, 7], we simply specify
how the method can be obtained by setting these within the general framework of section 2:
X0 “ H10 pΩq, Xˆ “ H´1{2pBΩhq,
Y “ H1pΩhq, where
H1pΩhq “ tv : v|K P H1pKq, @K P Ωhu,
H´1{2pBΩhq “ tη P
ź
K
H´1{2pBKq : D r P Hpdiv, Ωq such that
η|BK “ r ¨ n|BK , @K P Ωhu,
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where n denotes the unit outward normals on the boundary of mesh elements. The space
H´1{2pBΩhq is normed, as in [16], by
}rˆn}H´1{2pBΩhq “ inf
 }r}Hpdiv,Ωq : r P Hpdiv, Ωq such that rˆn|BK “ r ¨ n|BK @K P Ωh(. (16)
The “broken” Sobolev space H1pΩhq is normed by
}v}2H1pΩhq “ pv, vqΩh ` pgrad v, grad vqΩh . (17)
Throughout the rest of the paper, the derivatives are always calculated element by element, and
pr, sqΩh “
ÿ
KPΩh
pr, sqK , xℓ, wyBΩh “
ÿ
KPΩh
xℓ, wy1{2,BK ,
where p¨, ¨qK denotes the L2pKq-inner product and xℓ, ¨y1{2,BK denotes the action of a functional
ℓ in H´1{2pBKq. The bilinear and linear forms of the weak formulation are set by
b0pw, yq “ pgradw, grad yqΩh , bˆprˆn, yq “ ´xrˆn, yyBΩh , ℓpyq “ pf, yqΩ .
Assumption 2.1 was verified for this formulation in [7]. We will denote the exact solution of the
resulting weak formulation (1) by pu, qˆnq P X. Note that qˆn|BK “ Bnu|BK for all K P Ωh.
To complete the specification of the method, it only remains to set the discrete spaces. Let
PkpDq denote the set of polynomials of degree at most k on the domain D (with the under-
standing that the set is trivial when k ă 0). Let PkpΩhq “ tv : v|K P PkpKq for all K P Ωhu
and let PkpBΩhq denote the set of functions v on BΩh having the property v|E P PkpEq for all
edges of BK and for all K P Ωh. Then, recalling the three cases mentioned in section 1, we set,
for any integer k ě 1,
Case 1 Case 2 Case 3
Xh,0 “ PkpΩhq XX0 Xh,0 “ Pk´1pΩhq XX0 Xh,0 “ PkpΩhq XX0,
Xˆh “ Pk´1pBΩhq X Xˆ Xˆh “ Pk´1pBΩhq X Xˆ Xˆh “ Pk´1pBΩhq X Xˆ,
Y r “ Pk`1pΩhq Y r “ PkpΩhq Y r “ PkpΩhq.
The discrete solution in each of these cases is denoted by puh, qˆn,hq P Xh. We now proceed to
study these cases and explain the observations in Table 1.
3.1. Case 1: Application of the duality argument. For Case 1, Assumption 2.2 was verified
in [7]. This then led to [7, Theorem 4.1], which states that
}u´ uh}H1pΩq ` }qˆn ´ qˆn,h}H´1{2pBΩhq ď C infpwh,rˆn,hqPXh
`}u´ wh}H1pΩq ` }qˆn ´ rˆn,h}H´1{2pBΩhq
˘
.
Here and henceforth, C denotes a generic constant independent of the size of the triangles in Ωh
(but dependent on mesh shape regularity), whose value at different occurrences may vary. As
explained in previous papers (see e.g., [6]), applications of the Bramble-Hilbert Lemma in the
Lagrange and Raviart-Thomas spaces show that
inf
whPPlpΩhqXX0
}u´wh}H1pΩq ď Chl|u|Hl`1pΩq, @l ě 0, (18a)
inf
rˆn,hPPm´1pBΩhqXXˆ
}qˆn ´ rˆn,h}H´1{2pBΩhq ď Chm
`|u|Hm`1pΩq ` |f |HmpΩq˘ , @m ě 1. (18b)
Therefore,
}u´ uh}H1pΩq ` }qˆn ´ qˆn,h}H´1{2pBΩhq ď Chk
´
|u|Hk`1pΩq ` |f |HkpΩq
¯
. (19)
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Hence the Ophkq convergence of }u´uh}H1pΩq (first entry of Table 1) is completely explained. To
explain theOphk`1q convergence of }u´uh}L2pΩq, we apply the duality argument of Theorem 2.10.
Its hypothesis is verified in the next proof.
Theorem 3.1. Suppose Ω is convex. Then, for Case 1,
}u´ uh}L2pΩq ď Chk`1
´
|u|Hk`1pΩq ` |f |HkpΩq
¯
.
Proof. Set
Z1 “ H2pΩq XX0, L “ L2pΩq,
Z2 “ H2pΩq X Y, Z “ Z1 ˆ Xˆ ˆ Z2.
To verify Assumption 2.9, let g P L. By Remark 2.11, there is a unique Upgq ” pz, zˆn, dq P
X0 ˆ Xˆ ˆ Y solving (13). Writing out (13) in component form,
pd, yqY `pgrad z, grad yqΩh ´ xzˆn, yyBΩh “ 0, @y P Y, (20a)
pgrad d, gradwqΩh “ pg,wqΩh @w P X0, (20b)
xwˆn, dyBΩh “ 0 @wˆn P Xˆ. (20c)
We need to understand the regularity of solutions of (20). Considering the d component first,
we claim that (20c) implies d P H10 pΩq: Indeed the distributional gradient grad d acting on a
test function φ P DpΩq2 satisfies pgrad dqpφq “ ´pd,div φqΩh “ pgrad d, φqΩh ´ xd, φ ¨ nyBΩh and
the last term vanishes by (20c), so the distributional gradient is in L2pΩq2. It is also easy to
see that the trace of d vanishes on BΩ. Then, (20b) implies that ´∆d “ g. Next, consider z P
H10 pΩq. Equation (20a) with y P H10 pΩq yields pgrad z, grad yq “ ´pd, yqΩh´pgrad d, grad yqΩh “
´pd, yqΩh ` p∆d, yqΩh which implies ∆z “ d ` g. Finally, using the equations for z and d in
(20a) and integrating by parts, we find xzˆn, yyBΩh “ xn ¨ gradpd` zq, yyBΩh . Summarizing, the
classical form of (20) is
´∆d “ g, on Ω, (21a)
d “ 0, on BΩ, (21b)
∆z “ d` g, on Ω, (21c)
z “ 0, on BΩ, (21d)
zˆn “ n ¨ gradpd` zq, on BK, @K P Ωh. (21e)
Thus, by full regularity of the Dirichlet problem on a convex domain [12], d and z are in
H2pΩq, and moreover,
}d}Z2 ď C}g}L,
}z}Z1 ď C p}d}L ` }g}Lq ď C}g}L,
}zˆn}Xˆ ď } gradpd` zq}Hpdiv,Ωq
“ } gradpd` zq}L ` }∆pd` zq}L
“ } gradpd` zq}L ` }d}L by (21),
ď C}g}L.
Hence
}pz, zˆ, dq}Z ď C}g}L. (22)
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To complete the verification of Assumption 2.9, we now only need to bound some approxima-
tion errors. By the Bramble-Hilbert lemma,
inf
WPX0,hˆXˆhˆY r
}Upgq ´W }2
X0ˆXˆˆY
“ inf
whPPkpΩhqXX0
}z ´ wh}2H1pΩq ` inf
vhPPk`1pBΩhq
}d´ vh}2H1pΩhq ` inf
wˆhPPk´1pBΩhqXXˆ
}zˆn ´ wˆh}2Xˆ
(23)
ď Ch2
´
|d|2H2pΩq ` |z|2H2pΩq
¯
` inf
rhPRk´1
} gradpd` zq ´ rh}2Hpdiv,Ωq
where Rk´1 is the Raviart-Thomas subspace [16] of Hpdiv, Ωq consisting of all vector functions
which when restricted to an element takes the form xp1 ` p2 for some p1 P Pk´1pKq and some
p2 P Pk´1pKq2. Let ΠhRT denote the Raviart-Thomas projection into Rk´1. By its well-known
commutativity property with the L2-projection Πhk´1 onto Pk´1pΩhq, we have
inf
rhPRk´1
} gradpd` zq ´ rh}Hpdiv,Ωq ď }pI ´ΠhRTq gradpd` zq}Hpdiv,Ωq
ď }pI ´Πh
RT
q gradpd` zq}L ` }pI ´Πhk´1q∆pd` zq}L
ď }pI ´Πh
RT
q∇pd` zq}L ` }pI ´Πhk´1qd}L, by (21),
ď Ch|d` z|H2pΩq `Ch|d|H1pΩq,
where we used the Bramble-Hilbert lemma again in the final step. Hence using the regularity
estimate (22),
inf
WPX0,hˆXˆhˆY r
}Upgq ´W }
X0ˆXˆˆY
ď Ch}g}L,
thus verifying Assumption 2.9. Now, applying Theorem 2.10,
}u´ uh}L2pΩq ď Ch
´
}u´ uh}H1pΩq ` }qˆn ´ qˆn,h}H´1{2pBΩhq ` }ε´ εr}H1pΩhq
¯
where ε “ 0 and εr is as in (4). This implies, by virtue of (6) in Remark 2.5,
}u´ uh}L2pΩq ď Ch
´
}u´ uh}H1pΩq ` }qˆn ´ qˆn,h}H´1{2pBΩhq
¯
so the proof is finished using (19). 
3.2. Case 2: Explaining the even-odd separation. This case was not studied in previous
works. We must first check if the DPG system is solvable for this case. For this, Theorem 2.8
is useful. Clearly, Assumption 2.7 holds – in fact, it holds for all the three cases: items (a) and
(b) are obvious, while (c) follows by the Poincare´ inequality. Hence, applying Theorem 2.8, we
conclude that the DPG method in Case 2 is uniquely solvable if and only if Bˆh is injective.
Example 3.2. We begin with a negative result showing that Bˆh is not injective when k “ 2. On a
mesh consisting of a single element in the xy-plane, namely the unit triangle with vertices a0 “
p0, 0q, a1 “ p1, 0q and a2 “ p0, 1q, we choose a basis for Xˆh: Letting ei denote the edge opposite
to ai and 1ei denote the indicator function of ei, the basis is p1e2 , x|e2 , 1e1 , y|e1 , 1e0{
?
2, x|e0{
?
2q.
For the trial space Y r, we choose the polynomial basis (1, x, y, x2, xy, y2). The stiffness matrix
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of the operator Bˆh with respect to these bases is¨
˚˚˚
˚˚˚
˚˝
1 1{2 1 1{2 1 1{2
1{2 1{3 0 0 1{2 1{3
0 0 1{2 1{3 1{2 1{6
1{3 1{4 0 0 1{3 1{4
0 0 0 0 1{6 1{12
0 0 1{3 1{4 1{3 1{12
˛
‹‹‹‹‹‹‹‚
,
whose determinant is zero. Hence, by theorem Theorem 2.8 the DPG method is not uniquely
solvable in this example.
This example is closely related to a well-known result [8] that there is a nonzero quadratic
function that is zero on the two Gauss-Legendre points (required for an exact integration of
a third order polynomial) on each edge of a triangle. Clearly, such a quadratic function is
orthogonal to all functions that are linear on each edge of the triangle.
We now show that for odd k, the situation is better.
Lemma 3.3. Let K be a triangle and k ě 1 be an odd integer. Any w in PkpKq satisfyingż
E
w q ds “ 0 @ q P Pk´1pEq, @ edges E Ă BK, (24a)ż
K
w r dx “ 0 @ r P Pk´3pKq, if k ě 3, (24b)
must vanish on K.
Proof. Equation (24a) implies that w|E must be a scaled Legendre polynomial of degree exactly
k on E. Since k is odd, this implies that the values of w at the endpoints of each edge must
have opposite signs. This is impossible unless w vanishes on BK. But if w|BK “ 0, then w ” 0 if
k “ 1. If k ě 3, then w “ λ1λ2λ3sk´3, for some sk´3 P Pk´3pKq where λi is the ith barycentric
coordinate. Then (24b) implies w ” 0 on K. 
Theorem 3.4. In Case 2, for odd k ě 3, these statements hold:
i) The DPG method is uniquely solvable.
ii) The solution puh, qˆn,hq of the DPG method satisfies
}u´ uh}H1pΩq ` }qˆn ´ qˆn,h}H´1{2pBΩhq ď Chk´1
´
|u|HkpΩq ` |f |Hk´1pΩq
¯
. (25)
iii) If Ω is convex, then
}u´ uh}L2pΩq ď Chk
´
|u|HkpΩq ` |f |Hk´1pΩq
¯
. (26)
Proof. By Theorem 2.3, if we verify Assumption 2.2, then the DPG method is uniquely solvable.
To do so, we first claim that there exists a CΠ ą 0 and a unique Πv P PkpKq for any
v P H1pKq, such thatż
E
pv ´Πvqq ds “ 0 @ q P Pk´1pEq, @ edges E Ă BK, (27a)ż
K
pv ´Πvqr dx “ 0 @ r P Pk´3pKq (27b)
}Πv}H1pKq ď CΠ}v}H1pKq @ v P H1pKq. (27c)
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It is easy to see that (27a)–(27b) forms a square system for Π, so existence of Πv follows from
uniqueness. But uniqueness is already proved by Lemma 3.3. The estimate (27c) follows from
a simple scaling argument.
The energy error estimate (25) now follows from Theorem 2.3 and (18). The L2 error esti-
mate (26) follows from Theorem 2.10: The required verification of Assumption 2.9 proceeds as
in the proof of Theorem 3.1 – the only difference is in the degrees of approximation spaces in the
first two infimums in (23), a difference that is inconsequential for the rest of the arguments. 
Theorem 3.4 explains all entries in the second row of Table 1. The convergence rate in (25)
is suboptimal and limited by the low degree of uh. This motivates the next case.
3.3. Case 3: A nonconforming analysis. The only difference between Case 2 and Case 3
is that the degree of uh is increased by one. We analyze Case 3 using a technique of analysis
different from the previous subsection, appealing to Theorem 2.6 and the second Strang lemma
(see e.g. [4]) in the analyses of nonconforming methods.
Theorem 3.5. In Case 3, for odd k ě 1, these statements hold:
i) Bˆh is injective and the DPG method is uniquely solvable.
ii) The uh-component of the solution satisfies
}u´ uh}H1pΩq ď Chk
´
|u|Hk`1pΩq ` |f |HkpΩq
¯
. (28)
iii) If Ω is convex, then
}u´ uh}L2pΩq ď Chk`1
´
|u|Hk`1pΩq ` |f |HkpΩq
¯
. (29)
Proof. First, observe that if k ě 3, then by the unisolvency of the DPG method in Case 2,
namely Theorem 3.4(i), its Bh is injective, which implies by Theorem 2.8 that Bˆh of Case 2 is
injective. But since the flux (Xˆh) and test spaces (Y
r) of Case 3 are identical to that of Case 2,
both cases have the same Bˆh. Hence Bˆh of Case 3 is injective and consequently by Theorem 2.8,
Bh of Case 3 is injective. Thus we have proved the first statement of the theorem for k ě 3. For
k “ 1, if pBˆhrˆn,hqpwq “ ´xrˆn,h, wyBΩh “ 0 for all w P Y r, thenż
BK
w rˆn,h ds “ 0, @w P PkpKq.
The matrix of this system (for rˆn,h) is the transpose of the matrix of (24) (for w), which is
invertible by Lemma 3.3. Hence rˆn,h “ 0, i.e., Bˆh is injective when k “ 1.
Next we prove (28). Recall that Y r0 is defined in (7) and Y
r
h,0 in (8b). By Theorem 2.6,
uh P Xh,0 satisfies (8b), i.e.,
b0puh, yq “ pf, yqΩ , @y P Y rh,0. (30)
We proceed by viewing this as a nonconforming Petrov-Galerkin discretization of
b0pu, yq “ pf, yqΩ , @y P H10 pΩq
and bounding the consistency error in an argument akin to the second Strang lemma. Let Cp
denote the constant, derived from Poincare´ inequality, such that }w}H1pΩq ď Cp} gradw}L2pΩq
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for all w P H10 pΩq. Then, for any wh P Xh,0
}uh ´ wh}H1pΩq ď Cp sup
0‰zhPXh,0
pgradpuh ´ whq, grad zhqΩ
} grad zh}L2pΩq
ď C2p sup
0‰zhPXh,0
b0puh ´ wh, zhq
}zh}H1pΩq
ď C2p sup
0‰yPY r
0
b0puh ´ wh, yq
}y}Y “ C
2
p}T r0 puh ´ whq}Y “ C2p sup
0‰yPY r
h,0
b0puh ´ wh, yq
}y}Y
“ C2p sup
0‰yPY r
h,0
b0puh ´ u, yq ` b0pu´ wh, yq
}y}Y
“ C2p sup
0‰yPY r
h,0
pf, yqΩ ´ b0pu, yq ` b0pu´ wh, yq
}y}Y , (31)
where we have used (30). Since bppu, qˆnq, yq “ pf, yqΩ for all y P Y , the term representing the
consistency error in (31) can be written as pf, yqΩ ´ b0pu, yq “ bˆpqˆn, yq. By the definition of Y r0
(see (7)), we also have bˆpqˆn, yq “ bˆpqˆn ´ rˆn,h, yq for any rˆn,h P Xˆh and y P Y r0 . Therefore,
}uh´wh}H1pΩq ď C2p sup
0‰yPY r
h,0
bppu´ wh, qˆn ´ rˆn,hq, yq
}y}Y ď C
2
pC2C
`}qˆn ´ rˆn,h}Xˆ ` }u´ wh}H1pΩq˘ .
Since rˆn,h and qˆn are element-by-element traces of an rh in Rk´1 and q “ gradu, respectively,
}rˆn,h ´ qˆn}Xˆ ď }rh ´ gradu}Hpdiv,Ωq,
so
}uh ´ wh}H1pΩq ď C
ˆ
inf
rhPRk´1
}rh ´ gradu}Hpdiv,Ωq ` }u´ wh}H1pΩq
˙
.
Finally, by the triangle inequality,
}u´ uh}H1pΩq ď }u´ wh}H1pΩq ` }uh ´ wh}H1pΩq
ď C
´
}u´ wh}H1pΩq ` hkp|u|Hk`1pΩq ` |f |HkpΩqq
¯
for any wh P Xh,0. Choosing wh to be an appropriate interpolant, the proof of (28) is finished.
The final estimate (29) is proved by verifying Assumption 2.9 (along the lines of the proof of
Theorem 3.1) and applying Theorem 2.10. 
The final row of Table 1 is now completely explained by Theorem 3.5.
4. Numerical Results
In this section, we report results from a numerical experiment. The presented DPG method for
the Laplace equation was used to solve the Dirichlet problem with Ω set to the unit square. The
function f was chosen so that the exact solution is u “ sinpπxqsinpπyq. We construct an nˆ n
uniform mesh by dividing Ω into n2 congruent squares and further subdividing each square
into two triangles by connecting the diagonal of positive slope. Its mesh size is h “ ?2{n.
The method is applied on a sequence of such meshes with geometrically increasing n. The
implementation of the method is done using FEniCS [13, 14]. Computed discretization errors
in Cases 1, 2, and 3 are reported.
A baseline is provided by Case 1, reported in Table 2. The last column reports the rate of con-
vergence in L2pΩq, approximately calculated using two successive rows by log2p}u´uh}L2pΩq{}u´
uh{2}L2pΩqq. The H1pΩq-convergence rate is computed similarly. We observe from the table that
the L2pΩq-rate is one order higher than the H1pΩq-rate, as expected from Theorem 3.1.
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Table 2. Case 1: pku, kq, kvq “ pk, k ´ 1, k ` 1q
n }u´ uh}H1pΩq rate }u´ uh}L2pΩq rate
k “ 1
2 1.53E+00 0.86 2.61E-01 1.65
4 8.43E-01 0.96 8.33E-02 1.90
8 4.32E-01 0.99 2.23E-02 1.97
16 2.18E-01 1.00 5.67E-03 1.99
32 1.09E-01 1.00 1.42E-03 2.00
64 5.45E-02 3.57E-04
k “ 2
2 4.67E-01 1.85 3.24E-02 2.91
4 1.29E-01 1.95 4.31E-03 2.98
8 3.34E-02 1.99 5.47E-04 2.99
16 8.42E-03 2.00 6.87E-05 3.00
32 2.11E-03 2.00 8.60E-06 3.00
64 5.28E-04 1.08E-06
k “ 3
2 1.01E-01 2.94 5.52E-03 4.04
4 1.32E-02 3.00 3.36E-04 4.07
8 1.65E-03 3.01 2.00E-05 4.04
16 2.06E-04 3.00 1.22E-06 4.02
32 2.57E-05 7.50E-08
Table 3. Case 2: pku, kq, kvq “ pk ´ 1, k ´ 1, kq
n }u´ uh}H1pΩq rate }u´ uh}L2pΩq rate
k “ 3
2 4.67E-01 1.85 3.24E-02 2.91
4 1.29E-01 1.95 4.31E-03 2.98
8 3.34E-02 1.99 5.47E-04 2.99
16 8.42E-03 2.00 6.87E-05 3.00
32 2.11E-03 2.00 8.60E-06 3.00
64 5.28E-04 1.08E-06
k “ 5
2 1.70E-02 3.92 7.24E-04 4.90
4 1.13E-03 3.98 2.43E-05 4.97
8 7.14E-05 4.00 7.76E-07 4.99
16 4.48E-06 4.00 2.44E-08 5.00
32 2.80E-07 7.64E-10
Next, we consider Case 2, reported in Table 4. The table is computed similarly to Case 1,
however only odd k are considered since the problem in Case 2 is not well posed for even k
– see Example 3.2. We observe that the H1pΩq-convergence is Ophk´1q, confirming the first
theoretical estimate of Theorem 3.4. The rate of convergence is increased by one in the next
column in accordance with the second estimate of Theorem 3.4.
Results from Case 3 are reported in Table 4. We observe that the H1pΩq-convergence rate is
k`1, the same as in Case 1, even though the test space is of a lesser degree. These observations
illustrate and confirm the theoretical results of Theorem 3.5.
Other possibilities exist besides the three cases investigated, so, as a caveat, we present
observations of suboptimal convergence in the case pku, kq, kvq “ p3, 0, 3q. The DPG method is
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Table 4. Case 3: pku, kq, kvq “ pk, k ´ 1, kq
n }u´ uh}H1pΩq rate }u´ uh}L2pΩq rate
k “ 1
2 1.59E+00 0.87 3.08E-01 1.38
4 8.71E-01 0.99 1.18E-01 1.82
8 4.37E-01 1.00 3.34E-02 1.95
16 2.18E-01 1.00 8.63E-03 1.99
32 1.09E-01 1.00 2.18E-03 2.00
64 5.45E-02 5.45E-04
k “ 3
2 1.01E-01 2.94 5.38E-03 3.93
4 1.32E-02 3.00 3.53E-04 4.02
8 1.66E-03 3.01 2.18E-05 4.02
16 2.06E-04 3.00 1.34E-06 4.01
32 2.57E-05 3.00 8.32E-08 4.00
64 3.21E-06 5.19E-09
k “ 5
2 2.45E-03 4.94 8.82E-05 5.89
4 7.94E-05 5.00 1.49E-06 5.98
8 2.49E-06 5.00 2.36E-08 6.00
16 7.77E-08 5.00 3.69E-10 6.01
32 2.42E-09 5.71E-12
Table 5. Poor H1pΩq and L2pΩq convergence for the case pku, kq, kvq “ pk, k ´ 3, kq
n }u´ uh}H1pΩq rate }u´ uh}L2pΩq rate
k “ 3
2 1.02E-01 2.85 6.68E-03 2.50
4 1.42E-02 2.70 1.18E-03 1.99
8 2.18E-03 2.38 3.14E-04 1.96
16 4.21E-04 2.13 8.06E-05 1.99
32 9.59E-05 2.03E-05
uniquely solvable in this case: This would follow from Theorem 2.8 once we prove that Bˆh is
injective. If Bˆhzˆn “ 0, then by definition (10), bˆpzˆn, vq “ 0 for all v P P3pΩhq, so in particular,
zˆn P P0pBΩhq : bˆpzˆn, vq “ 0, @ v P P2pΩhq.
This implies, by the already known unisolvency of Case 1 with k “ 1, i.e., pku, kq, kvq “ p1, 0, 2q,
and Theorem 2.8, that zˆn “ 0. Therefore, the method is well-defined for the pku, kq, kvq “
p3, 0, 3q case. Yet, the theory we presented does not guarantee optimal convergence rates in this
case. The numerical results reported in Table 5 show that the practically observed convergence
rates in H1pΩq and L2pΩq are indeed suboptimal in this case. In fact, we observe second order
convergence in L2pΩq as in case 1 with k “ 1. An error analysis that proceeds exactly like the
error analysis of case 3 will predict this suboptimal rate (the rate being limited by the order kq
of Xˆh). However, the practically observed H
1pΩq rates are higher than what the same analysis
would predict.
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