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1. INTRODUCTION 
A planar ternary ring or PTR is defined here to be a ternary ring of Marshall 
Hall Jr. [2] but not necessarily with a unity or a zero. (See Section 2.) A PTR 
is associated with a projective plane in a natural way. If we have a PTR with 
a ternary product (xyz) = V, a system with a new ternary product {abc} = d 
where a, b, c, d is some nonidentity permutation of the letters x, y, z, and v 
is called a parastrophe of the given PTR (cf. Sade [S]). We are interested in 
those parastrophes of a PTR which are themselves planar ternary rings. 
These parastrophes are called the dual, the inverse, and the dual inverse. 
If a PTR has ternary product (xyx) = V, then the parastrophe given by 
{YXU} = x is called the dual. Although the dual of a Hall ternary ring is not 
in general a Hall ternary ring, the dual of a PTR is always a PTR. A PTR and 
its dual are always associated with dual projective planes. 
If a PTR has ternary product (xyx) = u), then the parastrophe given by 
(yxz) = v is called the inverse. In general, the inverse of a PTR is not a PTR. 
In case the PTR is a Cartesian group, the inverse is most closely related to 
the opposite Cartesian group defined by Pickert [6]. 
The dual is considered in Section 3 and the inverse in Section 4. The 
principal open question is whether the projective planes associated with a 
PTR and its inverse PTR, when it exists, are always dual. 
2. THE PARASTROPHES OF A PTR 
A ternary ring R = (S, 0) is a set S, containing at least two elements, 
together with a ternary operation () on S such that for all a, b, c in S: 
I. (abc) = x has a unique solution x in S, 
II. (abx) = c has a unique solution x in S. 
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A planar ternary ring or PTR is a ternary ring such that for all a, b, c, din S: 
III. (xab) = (xcd), a # c, has a unique solution x in S, 
IV. (axy) = b 
(my) = d’ 
a f c, has a unique solution x, y in S. 
A PTR is a Hall ternary ring or HTR if there exist unique elements 0, called 
the zero, and 1, called the unity, in S such that for all a, b in S: 
V. (aOb) = (Oab) = b = (b10) = (IbO). 
A PTR is said to he invertible if for all a, b, c, d in S: 
VI. (axb) = (cxd), a f c, has a unique solution x in S, 
VII. (xay) = b 
(xcy) = d’ 
a f c, has a unique solution x, y in S. 
(The Roman numerals will be used throughout for the indicated axioms.) 
In a HTR, (S, 0) with zero 0 and unity 1, we define addition a + b = (alb) 
and multiplication a * b = (ab0). (We shall always write ab for a * b.) Then 
(S, +) is a loop with identity 0, and the nonzero elements of S form a loop 
with identity 1 under multiplication. A HTR is said to be linear if 
(abc) = ab + c. 
Let R = (S,()) be a ternary ring. (S,{}), the dual of R, is defined by 
y = (xm{mxy}) or, equivalently, y = {xm(mxy)}. (S, iI), the inverse of R, is 
defined by 1 xmb 1 = (mxb). (S,[ I), the dual inoerse of R, is defined by 
y = (xm[xmy]) or, equivalently, y = [xm(xmy)]. If, in a statement, 
y = (xmb) is replaced by b = {mxy}, y = 1 mxb I, or b = [xmy], then the 
result is called, respectively, the dual, inverse, or dual inverse statement. 
The dual, inverse, and dual inverse of a ternary ring are unique, well- 
defined ternary rings, since I and II are dual to each other while each of 
I and II is the inverse of itself. The dual inverse is the dual of the inverse and 
also the inverse of the dual. 
THEOREM 1. The dual of a PTR is a PTR. The inverse of a PTR is a 
PTR if and only if it is invertible. A PTR is invertible sf and only sf its dual is 
invertible. If the inaerse of a HTR is a PTR, then the inwerse is a HTR. 
Proof. III and IV are dual to each other. III and VI are the inverse of 
each other. IV and VII are the inverse of each other. VI and VII are dual of 
each other. The inverse of V is V. 
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If R = (S,()) is a ternary ring, then (S,{}) is called an isotope of R if there 
exist permutations (Y, p, (T, and 7 on S such that {xmb} 01 = (xp, ma, by) for 
all x, m, b in S. If the four permutations are equal, the ternary rings are 
isomorphic. 
THEOREM 2. An isotope of a PTR is a PTR. The inverse of an isotope of an 
invertible PTR is a PTR. An isotope of an invertible PTR is an invertible PTR. 
Proof. Immediate. 
Let R = (S,()) be a ternary ring. Let CO be an element not in S. Then W, 
the plane induced by R, is the geometry of points P, lines L, and incidence X 
where: P is the union of the three sets {(x, y) ( x, y E S}, {(z) 1 z E S}, and 
{(co)}; L is the union of the three sets {[zc, y] 1 x, y E S}, {[z] 1 z E S}, and 
{[co]}; and X is given (informally) by: 
[oo] through exactly (co), (m) for all m in S, 
[c] through exactly (co), (c, y) for ally in S, 
[m, b] through exactly (m), (x, y) iffy = (xmb). 
Then R is a PTR if and only if 71 is a projective plane. I, II, and III imply that 
two lines have exactly one point in common which, in turn, implies I and III. 
I, II, and IV imply that two points have exactly one line in common which, in 
turn, implies II and IV. That S has two distinct elements is necessary and 
sufficient for the existence of four points with no three incident with one line 
(cf. 191). 
The order of a ternary ring is the cardinality of its set of elements. If two 
ternary rings have the same order, we shall always assume, without loss of 
generality, that they have the same set of elements. A ternary ring (S,{}) is 
said to be parastrophic to the ternary ring (S,()) if y’, x’, m’, b’ is some 
permutation of the four letters y, x, m, and b where (S,{}) is defined by 
y’ = {x’ m’ b’} if and only if y = (xmb). 
THEOREM 3. If two nonisomorphic PTR are parastrophic, then each is the 
dual, the inverse, or the dual inverse of the other. 
Proof. Let (S, (1) be a ternary ring parastrophic to the PTR R = (S, 0). 
In the projective plane induced by R, for a given y in S the points (xi , y) 
and (x2 , y) with x1 f x2 lie on some line [m, b]. Soy = (x,mb) = (x2mb). 
Also, for a given b, lines [mm, , b] and [m, , b] with m, f mz lie on some point 
(x, y). So y = (xm,b) = (xm,b). Thus in the ternary product y = (xmb), 
x is not uniquely determined by y, m, and b, while m is not uniquely deter- 
mined by y, .Y, and b. Since (S, (}) satisfies I and II, we must have that neither 
y’ nor b’ is either x or m. Hence we have only four possibilities for the ternary 
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product of (S, {}), namely y = {xmb}, y = {mbx}, b = {xmy}, or b = {mxy} 
where y = (xmb). The theorem follows. 
When we say (S, +, *) is a linear HTR, we shall mean that (S, 0) is a 
linear HTR where (abc) = ab + c. 
A Cartesian group is a linear HTR whose additive loop is a group. A right 
(left) quasifield or Veblen-Wedderbum system is a Cartesian group satisfying 
the right (left) distributive law. The additive group of a right or left quasifield 
is necessarily Abelian [7]. If multiplication is associative in a right (left) 
quasifield, the system is called a right (left) near-eld. 
In [4] a linear HTR satisfying both distributive laws is called a planar 
division nearing or PDNR. A PDNR with associative addition is called a 
division ring. Thus a division ring can also be defined as a quasigroup satis- 
fying both distributive laws. An associative division ring is frequently called 
a skew$eld, and a skewfield with commutative multiplication is a jield. 
3. THE DUAL 
That a PTR and its dual induce dual projective planes is obvious from the 
“natural duality,” namely: (co) f-) [co], (x) f-t [xl, (x, y) t) [x, y]. For defini- 
tions of geometric concepts not given in this paper, see either Chapter 20 
of Hall [3] or Pickert [7]. 
It is well known that one can associate a HTR with a projective plane in 
more than one general way. From our definition of the plane induced by a 
PTR, it is seen that we have in mind Hall’s method of assigning coordinates 
to the points and lines of a given projective plane (e.g. [3]). Thus the HTR is 
given by point with coordinates (x, y) is on the line with coordinates [m, 61 if 
and only if y = (xmb). Geometrically dualizing Hall’s method of assigning 
coordinates, we have that employed by Hughes (e.g. [4]). But Hughes defines 
his ternary relation by point with coordinates (x, y) on line with coordinates 
[m, b] if and only if b = (mxy). In Hughes’ coordinatization V holds. Thus 
the axioms for the resulting (Hall) ternary rings are the same. It follows that 
given a HTR the projective plane defined by the Hall coordinatization 
(i.e., our induced plane) and that defined by the Hughes coordinatization are 
dual planes. Also in Hughes’ notation the line through (1,O) and (0,m) has 
slope m, i.e., passes through (m). In Euclidean geometry this line has slope 
-m. Hence we might expect “- 1” to play a conspicuous role in the study of 
the dual of a HTR. 
THEOREM 4. The dual of HTR (S, (>) is a HTR if and only if 
(exx) = 0 = (xex) 
for a21 x in S, where (8, (>) has zero 0, unity 1, and (ell) = 0. 
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Proof. The dual of a PTR with zero 0 is a PTR with zero 0. If (S, (}) is 
the dual of (S, 0) and has unity e, then {xeO} = x = (exO} or, equivalently, 
(exx) = 0 = (xex). 
Let us look at the last theorem from a geometric point of view. (exx) = 0 
is equivalent to (e, 0) on [x, x]. Triangle (0, 0), (1, l), (1, x) and triangle 
(e, 0), (0, l), (0, x) are perspective from point (0). (exx) = 0 if and only if 
these two triangles are also perspective from line [cc]. (xex) = 0 is equivalent 
to (x, 0) on [e, x]. Triangle (e, 0), (e, e), (0, e) and triangle (x, 0), (x, x), (0, x) 
are perspective from point (0,O). Th en, assuming (eee) = 0, we have that 
(xex) = 0 if and only if these two triangles are also perspective from line 
[co]. It follows that a sufficient condition for the dual of a given HTR to be 
a HTR is that the plane induced by the given HTR have (in affine language) 
the translation sending (0,O) to (e, 0) and all possible dilations with center 
(0, 0). 
THEOREM 5. A HTR (S, (>) is isotopic to a HTR wjzose dual is also a HTR 
if and only if there exist an element z and nonzero elements g and h in S such 
that for all x in S 
(ep, xu, x) = z = (xp, ea, x) 
where p and u are the permutations on S dejined by x = (xp, h, z) and 
y = (g, yu, x) and e is dejked by (ep, h, (ghz)) = z. 
Proof. Let (S, 0) be a PTR with zero 0. Let x be an arbitrary element of 
S. Let g and h be arbitrary nonzero elements of S. Define permutations 
p and o on S by (xp, h, a) = x and (g, ya, .a) = y. Define (S, {>) 
by {abc} = (ap, bu, c). Then (S,(j) is a HTR with zero 0 and unityf = (ghx). 
Further, any HTR isotopic to (S, 0) is isomorphic to a HTR constructed 
this way ([5], Theorem 19). 
Define e by {eff } = z. Then, by Theorem 4, (S, {}) is a HTR if and only if 
{exx} = x = {xex} which is, in turn, equivalent to 
(ep, xu, x) = z: = (xp, eu, x). 
Let (S, 0) be a HTR with zero 0, unity 1, and dual (S, 0). Although the 
dual of a HTR is not in general a HTR, it is a PTR with zero and, hence, is 
isotopic to a HTR ([9], [5]). To exhibit such a HTR, define permutations p 
and u on S by (1, xp, x) = 0 and (xu, 1, x) = 0. Then let (S, I]) be the 
isotope of (S, {}) defined by ) abc 1 = {ap, ba, c} or, equivalently, 
(bu, ap, 1 abc [) = c. (S, 11) is the required HTR with zero 0 and unity e 
where ep = eu = 1. (S, 11) is referred to in the literature as “the HTR dual 
to the HTR(S, ()).” If (S, 0) = (S, +, *) is linear, then (S, 11) = (S, 0, 0) 
is linear, x = y’ + (y @ x), and (x 0 y)’ = y’x’ for all x and y where 
x’ + x = 0 defines x’ for all x [I]. (See [7], Section 1.6, p. 40, letting ui = 1.) 
42 MARTIN 
THEOREM 6. Let R == (S, +, a) be a linear HTR. If T, the dual of R, is 
a HTR, then T = (S, 0, 0) is linear, x = ey + (y @ x), and xy = e(y 0 x), 
where e is the unity of T. 
Proof. Let R = (S, 0) = (S, +, *) be a linear HTR with zero 0 and 
unity 1. Suppose (S, {}), the dual of R, is a HTR with unity e. Given x, m, 
andbinS,definetandybymx=etandb=mx+y.Thenb=mx+y= 
et + y and mx + t = et + t = (ett) = 0. So b = (mxy) = (ety) and 
(mxt) = 0. Hence y = {xmb} = {teb} = t @ b and t = {xmO} = 
x 0 m. Then {xmb} = ((xmO} eb} = (x 0 m) @ b, and (S, {}) is linear. 
We have y = x 0 m @ b if and only if b = mx + y. Setting m equal to e 
and substituting, we have b = ex + (x @ b) for all x and b. If, on the other 
hand, we set b equal to 0 and substitute, we have mx + (x 0 m) = 0 for all 
x and m. This completes the proof, but we also note that dually we have 
x=(lOy)@(y+x)andxOy=lO(yx). 
A linear HTR has dual HTR if and only if ex + x = 0 = xe + x for 
all x where e + 1 = 0. The dual of a linear HTR need not be a HTR. Even 
if there is as much structure as a Veblen-Wedderburn system, the dual may 
not be a HTR. The system U on p. 274 of [2] provides such an example. 
Here - 1 is not “well behaved” in that although (-x) y = -xy it is not true 
that x(-y) = -xy for all x and y. 
THEOREM 7. Let R = (S, +, *) be a linear HTR with zero 0 and unity 1. 
Let e + 1 = 0. Suppose T, the dual of R, is a HTR. Then: 
(i) If R has associatiwe addition, then T has associative addition. 
(ii) If R has Abelian addition and b = ea + (a + b) for all a and b in S, 
then T has Abelian addition. 
(iii) If R is commutative, then T is commutative. 
(iv) If R is associative, then T is associative. 
(v) If R is right (left) alternative and (ea) b = a(eb) = e(ab) for all a and 
b in S, then T is left (right) alternative. 
(vi) If R is right (left) distributive, then T is left (rkht) distributive. 
Proof. Under the hypothesis, T = (S, +, a) is a linear HTR with unity 
e, ex + x = 0, and ex = xe. The equations of Theorem 6 will be used 
repeatedly to prove the statements of this theorem. 
(i) If R has associative addition, then (S, +) is a group. So ex = -x. 
Then x = ey + (y @ x) implies y @ x = y + x. 
(ii) x = ey + (y @ x) and x = ey + (y + x) imply y @ x = y + x. 
(iii) Result follows immediately from xy = e(y 0 x). 
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(iv) e[e[x 0 (y 0 x)1] = e[(y 0 x) 21 = [e(y 0 x)1 x = (xy) z = 
x(yz) = x[e(z 0 y)] = (xe)(e)(z C# y) = (ex)(z 0 y) = e[x(z 0 y)] = 
e[e[(x 0 y) 0 xl]. 
(v) Let x = y (y = z) in the proof of (iv). 
(vi) Recall ex = xe for all x. Suppose R satisfies the right distributive 
law: (u + 6) c = UC + bc. Then e(ab) = (eu) b, since e(ab) + (ab) = 0 = 
(eu + a) b = (eu) b + ub. Let s = x 0 (y @ a) and t = (x 0 y) @ (x 0 z). 
Then: e[(yx) + s] = e(yx) + es = (ey) x + (y @ z) x == [ey + (y @ a)] x = 
zx = e(x 0 z) = e[e(x 0 y) + [(x 0 y) @ (x 0 z)]] = e[yx + t]. Hence 
s = t. The other half of the proof is completely similar. 
COROLLARY 1. The duul of a Cuvtesiun group is a HTR if and only if 
(-1) x = -x = x(-l). If the dual is a HTR, then it is a Cartesiangroup. 
Proof. Theorem 4 with e = -1 and (i) of Theorem 7. 
COROLLARY 2. The dual of a right quusiJield is a HTR if and only if 
.x( - I) = -x. The duul of a left quusifekd is a HTR ifund only if (- 1) x = -x. 
If the dual of a r@ht (left) quasifield zs a HTR, then the duuZ is a left (right) 
quusi$eld. 
Proof. In a right quasifield, (-1) x = - x; in a left quasifield, x(-l) = -x. 
The corollary follows from Corollary 1 and (vi) of Theorem 7. 
COROLLARY 3. The dual of a right (left) neur$eld is a left (right) nearfield. 
Proof. Corollary 2 and (iv) of Theorem 7. 
COROLLARY 4. The duuZ of a PDNR is a PDNR. If a PDNR is commuta- 
tive, right (left) alternative, OY associative, then its dual is commutative, left 
(right) alternative, OY associative, respectively. 
Proof. Let R = (S, +, .) be a PDNR with zero 0, unity 1, and e + 1 = 0. 
The distributive laws give us the rules ex + x = 0 = xe + x and 
(ex) y = e(xy) = x(ey). Hence the dual of a PDNR is a PDNR by Theorem 4 
and (vi) of Theorem 7. The remainder of the corollary follows from (iii), (v), 
and (iv) of Theorem 7. 
COROLLARY 5. The dual qf a division ring, skewfield, OY field is, respectively, 
a division ring, skewfield, OY Jield. 
Proof. Corollary 4 and (i) of Theorem 7. 
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4. THE INVERSE 
The NTR given on p. 293 of [7] gives an example of a HTR which is not 
invertible. Recall that a PTR is invertible if and only if VI and VII hold. 
THEOREM 8. A linear HTR with commutative multiplication is invertible. 
Proof. In such a HTR VI is equivalent to III, and VII is equivalent to IV. 
THEOREM 9. Let R = (S, +, a) be a linear HTR. Suppose T, the inverse 
ternary ring of R, is a PTR. The-n T = (S, 0, 0) is a linear HTR, 
x@y=x+y,andxOy=yx. 
Proof. Let R = (S, 0) = (S, f, *) be a linear HTR with zero 0, unity 
1, and inverse ternary ring T = (S, {}). W e h ave already noted that if T is a 
PTR, then T = (S, 0, 0) is a HTR since V is the inverse of itself. Now 
m @ 6 = {mlb} = (Imb) = m + b and x 0 m = {xmO} = (mx0) = mx. 
Thus, {xmb} = (mxb) = mx f b = (x 0 m) @ b. 
Immediately we have the following two corollaries. 
COROLLARY 1. Let R be a PDNR whose inverse, T, is a PTR. Then T is a 
PDNR. If R is also commutative, right (left) alternative, OY associative, the T is, 
respectively, commutative, left (right) alternative, or associative. 
COROLLARY 2. If a Cartesian group is invertible, its inverse is a Cartesian 
group. The inverse of a Cartesian group with commutative multiplication is a 
Cartesian group with commutative multiplication. 
For a Cartesian group, III and IV now read 
(C) III. -xa + xb = c, a f b, has a unique solution x, 
(C) IV. ax - xb = c, a f b, has a unique solution x. 
Thus, a Cartesian group is invertible if and only if, 
(C) VI. -ax + bx = c, a + b, has a unique solution x, 
(C) VII. xa - xb = c, a f b, has a unique solution x. 
THEOREM 10. If (-x) y = -xy = x(-y) for all x and y in a Cartesian 
group R, then the inverse of R is a PTR and, hence, is a Cartesian group. 
Proof. Under the hypothesis, each of the equations -ax + bx = 
(-a) x - (-b) x = c and xa - xb = -x(-u) + x(-b) = c has a unique 
solution x for a f b. Thus, R is invertible, and the inverse of R is a Cartesian 
group. 
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Note that under the hypothesis of Theorem 10, the dual of R is also a 
Cartesian group by Corollary 1 of Theorem 7. In this case, if R = (S, +, *), 
then T = (S, +, 0) is the inverse of R and P = (8, $, *) is the dual of R 
where 
ab = b 0 a = -(b * u). 
THEOREM 11. If R is an invertible Cartesian group such that either a(-b) = -ab 
fog all a, b in R or (-a) b = -ab for all a, b in R, then the projective plane 
induced by the inverse of R is dual to the plane induced by R. 
Proof. Let R = (S, +, a) be an invertible Cartesian group with inverse 
T = (S, +, 0). Assume a (--6) = --ab. Then y = xm + b is equivalent 
to b = -xm + y = x(-m) + y = (-m) 0 x + y. Hence, the following 
mapping is a correlation from the plane induced by R to the plane induced 
by T. 
(a) - [al r~1-c~) 
(4 - [-ml [cl - (4 
CT Y) - Lx, Yl [m, 61 - C-m, 6) 
The proof under the assumption (-a) b = --ab is completely similar. 
Let R = (8, +, *) be a Cartesian group. Pickert [7] defines the opposite 
of R (“entgegengesetz Strukture”) to be the structure (8, 0, 0) defined by 
a @ b = b + a and a 0 b = ba. Since each of III and IV implies the other 
in the opposite structure, the opposite of a Cartesian group is a Cartesian 
group. It also follows that (x, -y) H [x, y] defines a duality between the 
projective planes induced by R and its opposite, since (x, -y) on [m, -b] in 
the plane induced by R if and only if b = y $ xm = (m 0 x) @ y which is 
equivalent to (m, 6) on [x, y] in the plane induced by the opposite of R. 
Note that if we let R = (S, +, a) be a Cartesian group and (8, 0, 0) be 
the opposite Cartesian group, then, if R is invertible, it follows that (S, +, 0) 
is the inverse of R and (S, 0, *) is the inverse opposite (or opposite inverse) 
of R. 
THEOREM 12. The inverse of a Cartesian group with Abelian addition 
is a Cartesian group with Abelian addition. The projective planes induced by a 
Cartesian group with Abelian addition and its inverse are dual. 
Proof. The theorem follows immediately from the remarks above, since 
the inverse and the opposite coincide in this case. 
COROLLARY. The inverse of a right (left) quasi$eld is a left (right) quas$eld. 
The inverse of a right (left) near$eld is a left (right) nearfield. The inverse of a 
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division ring, right (left) alternative division ring, skewfield, or jield is, respec- 
tively, a division ring, left (right) alternative division ring, skewfield, or jield. 
Proof. Follows from Theorem 9 and Theorem 12. 
Although several questions based on our results can be formulated, the 
principal open question is, “Are the projective planes induced by an inver- 
tible PTR and its inverse always dual ?” 
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