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Resumen
El artículo aborda el uso de técnicas de visión artiﬁ-
cial como herramienta didáctica para el aprendizaje
de la lengua de signos para sordos. En particular,
se propone una solución para el reconocimiento
del alfabeto dactilológico con una cámara 2D. Con
este ﬁn, se presenta un conjunto características
visuales que permiten la clasiﬁcación de los signos
obtenidos mediante un árbol de decisión. Este
sistema de reconocimiento se ha integrado en una
herramienta interactiva de aprendizaje que permite
el dictado mediante gestos a la vez que puntúa, a
modo de juego, la correcta realización de los signos.
El artículo presenta resultados experimentales
preliminares tanto del reconocimiento de signos
como de su aplicación educativa.
Palabras clave: Visión por computador, reco-
nocimiento de formas, descripción de imágenes,
dactilología, educación.
1. Introducción
El reconocimiento de gestos constituye un problema
de interés para aplicaciones como realidad virtual y
aumentada [16], interacción con sistemas robóticos
[7, 8, 10, 12] o interfases humanos para aplicacio-
nes informáticas [9, 11]. Asimismo, el reconocimien-
to del lenguaje de signos o dactilógico para sordos
(véase la Figura 1) ha sido objeto de desarrollos
orientados a la traducción y el aprendizaje [1, 6].
Para el reconocimiento de gestos de la mano, el uso
de guantes sensorizados permite la captura realista
de posturas [3], si bien la visión artiﬁcial puede ser
adecuada para facilitar una interfase más natural al
usuario [5]. El uso del Modelo Oculto de Markov ha
servido para identiﬁcar el movimiento del lenguaje
de signos a partir de imágenes sin necesidad de obte-
ner información detallada de la posición de los dedos
de la mano [13, 18]. Otras soluciones se han basado
en métodos como las redes neuronales o las redes
dinámicas bayesianas [1]. También se ha propuesto
la identiﬁcación de signos mediante la descomposi-
ción de formas, lo cual se puede conseguir con o sin
modelos de referencia [2].
Respecto al tipo de cámaras, tanto las de profundi-
dad (RGBD) como las de tiempo de vuelo (ToF) y
estereoscópicas generan información tridimensional
(3D) que resulta valiosa para el reconocimiento de
gestos [14]. Especialmente relevante es el caso del
sensor Kinect debido a su bajo coste y a la dispo-
nibilidad de drivers que facilitan su aplicación en
tiempo real [15, 17]. No obstante, las cámaras mo-
noculares presentan la ventaja de estar incluidas de
serie en ordenadores personales, dispositivos móvi-
les y televisores con funciones smart.
 
Figura 1: Signos estáticos del alfabeto dactilológico
español.
Las herramientas para el aprendizaje del lenguaje
de signos resultan útiles para sordos, su entorno fa-
miliar y otras personas interesadas en el estudio de
esta forma de comunicación. En muchos casos, estas
herramientas consisten en traductores entre el len-
guaje escrito y una representación gráﬁca del len-
guaje de signos [4]. Se han desarrollado herramien-
tas educativas consistentes en juegos en tiempo real
para la traducción de frases basadas en la posición
de las manos [17] o multimodales empleando una
combinación de movimientos de manos y cabeza [1].
También se ha contemplado el uso de robots huma-
noides como tutores [19], si bien esta solución es
especíﬁca para niños con sordera y requiere una in-
fraestructura más costosa.
En este artículo se propone una herramienta inter-
activa para el aprendizaje del alfabeto dactilológico.
Esta aplicación se fundamenta en un sistema de re-
conocimiento basado en una cámara 2D para el que
se ha deﬁnido un conjunto características visuales
que permiten la clasiﬁcación mediante un árbol de
decisión. Así, la aplicación proporciona al usuario
realimentación tanto en la realización de signos in-
dividuales como en la formación de frases.
El resto del artículo se organiza de la siguiente for-
ma. La Sección 2 presenta los descriptores visuales y
el método de reconocimiento propuesto. En la Sec-
ción 3 se describe la herramienta para el aprendizaje
del alfabeto dactilológico. La Sección 4 ofrece resul-
tados experimentales. Las conclusiones se presentan
en la Sección 5.
2. Reconocimiento de Signos
Esta sección describe el procedimiento propuesto
para el reconocimiento de signos dactilológicos me-
diante una cámara 2D. Este procedimiento consta
de tres fases principales: i) adquisición y mejora de
la imagen, donde se supone que aparece la mano su-
ﬁcientemente iluminada y distinguible del fondo; ii)
obtención de características; y iii) reconocimiento
mediante un árbol de decisión. Puesto que la pri-
mera fase se reﬁere a técnicas habituales en visión
por computador, los epígrafes siguientes detallan las
dos últimas fases.
El conjunto de signos que la aplicación es capaz de
reconocer se muestran en la Figura 1, no habién-
dose considerado aquellos signos que requieren de
movimiento para su identiﬁcación.
2.1. Características para el
Reconocimiento Dactilológico
La postura de la mano en el alfabeto dactilológico
incluye signos con diferencias sutiles en su aparien-
cia, como por ejemplo los signos F y T [6]. Así, la
deﬁnición de un conjunto suﬁciente de característi-
cas no resulta trivial. En este trabajo se propone un
conjunto de siete características que se han obteni-
do empíricamente a partir de muestras de imágenes
capturadas de distintos individuos. Estas caracte-
rísticas se describen a continuación:
Orientación (vertical u horizontal). Se trata
de un descriptor binario en el que el número
de píxeles predominante en las dos posibles
direcciones del vector gradiente binarizado
determina la orientación principal de la mano.
La Figura 2 ilustra las discontinuidades en
ambos ejes para un signo en el que domina
la orientación horizontal. Existen posturas
que son independientes de esta caracteristica,
puesto que la imagen correspondiente no posee
una orientación dominante (por ejemplo, las
letras S y O).
Grupos de dedos. El objetivo no es diferenciar
los cinco dedos de la mano, sino el número de
agrupaciones separadas de los mismos. Este da-
to se obtiene como el número de regiones co-
nectadas separadas de la región central la cual
se obtiene aplicando un operador de apertura
morfológica. Dicho operador emplea un elemen-
to estructura circular de diámetro aproximado
al tamaño de los dedos en la imagen, con el
objetivo de eliminarlos, siendo por tanto la di-
ferencia entre la imagen binaria original y el re-
sultado de la apertura la que contiene los gru-
pos de dedos. La Figura 3 corresponde a un
ejemplo con cuatro grupos de dedos.
Discontinuidades en la región central. Estas
discontinuidades están presentes en mayor
número en signos con dedos ﬂexionados sobre
la palma. Este descriptor, obtenido aplicando
Figura 2: Discontinuidades en los ejes horizontal (iz-
quierda) y vertical (derecha) para la letra B.
Figura 3: Ilustración de obtención de grupos de de-
dos para una imagen del signo F.
Figura 4: Discontinuidades de las regiones centrales
de las letras U y V
Figura 5: Contorno y esqueletos de las letras O y S,
donde se han señalado los puntos ﬁnales.
un umbral, se aplica únicamente a la región
central y permite distinguir entre una vista
dorsal y una vista palmar de la mano. Así, por
ejemplo, es posible diferenciar las letras U y
V gracias a las discontinuidades presentes en
esta última (véase la Figura 4).
Presencia de huecos. La identiﬁcación de huecos
en la región conectada correspondiente a la
mano permite identiﬁcar las letras O, S, y T.
Número de puntos ﬁnales del esqueleto. El
esqueleto se obtiene mediante adelgazamiento
morfológico. Los puntos ﬁnales del mismo
representan las puntas de los dedos extendidos
así como la muñeca (véase la Figura 5).
Diferencia convexa. El número de regiones co-
nectadas de la diferencia convexa permite iden-
tiﬁcar concavidades en la postura de la mano.
Previamente a la obtención de este descriptor
Figura 6: Ilustración de regiones cóncavas del signo
S junto con la imagen de partida.
se han eliminado los huecos presentes en la re-
gión original. En la Figura 6 se muestra el re-
sultado de esta operación para el signo S, junto
con la imagen de partida antes de la elimina-
ción del hueco.
Excentricidad. Es una medida que determina el
grado de desviación de una sección cónica con
respecto a una circunferencia, y permite deter-
minar la agrupación de los dedos en torno a la
palma de la mano. Su valor está comprendido
entre 0 y 1, donde una excentricidad proxima a
uno se corresponde con el puño cerrado, como
ocurre con las letra A y E.
2.2. Árbol de decisión
Las siete características seleccionadas para la ima-
gen de la mano permiten realizar el reconocimiento
de la postura de la misma mediante un árbol de de-
cisión, donde cada hoja representa uno de los signos
del alfabeto. De esta manera, el reconocimiento se
realiza sin comparar la imagen con un modelo de
referencia.
El árbol completo posee un total de 22 hojas co-
rrespondientes a la totalidad de signos estáticos del
alfabeto dactilológico español (ver Figura 1) mas un
gesto para representar el espacio en blanco consis-
tente en la mano abierta con los cinco dedos sepa-
rados. Por motivos de espacio, la Figura 7 ofrece
una versión reducida del árbol de decisión para un
alfabeto compuesto únicamente por las vocales. En
este árbol se han incluido las siete características lo
cual permite identiﬁcar las posturas que no se co-
rresponden con ninguna de las cinco vocales. Tam-
bién se puede apreciar cómo algunos signos pueden
ser independientes de ciertas características, como
la orientación en el caso de la letra O.
Figura 7: Ejemplo de árbol de decisión simpliﬁcado: Reconocimiento de las vocales.
3. Aplicación para la ayuda al
aprendizaje del alfabeto de signos
Esta aplicación se ha desarrollado íntegramente en
MatLab y hace uso de la toolbox para el procesa-
miento de imágenes y de su interfaz de usuario para
el desarrollo de herramientas gráﬁcas (GUIDE). La
aplicación ofrece dos funcionalidades: un juego para
el aprendizaje (Figura 8) y un traductor de signos
dactilológicos a caracteres (Figura 9).
Figura 8: Interfaz gráﬁca de la herramienta de
aprendizaje
Figura 9: Interfaz gráﬁca de la herramienta de tra-
ducción
3.1. Juego: Aprendizaje del Alfabeto
Se presentan dos formas de aprendizaje: una pri-
mera más básica en la que se muestra, a modo de
ayuda, una imagen del signo que se debe formar, y
un segundo modo en el que solo se especiﬁca la le-
tra. Estas dos fases facilitan que el usuario aprenda
de forma gradual como se forman cada uno de los
caracteres dactilológicos.
Ambas formas de aprendizaje incluyen 3 pasos: en
el primero se solicita al usuario que forme una deter-
minada letra del alfabeto dactilológico (seleccionada
al azar); en el segundo, se realiza la captura de la
imagen en tiempo real; y ﬁnalmente, se premia o
penaliza el gesto realizado.
En la Figura 8 se muestra el interfaz de usuario de
esta aplicación, en la que se pueden apreciar dos
ventanas que contienen imágenes. En el modo bá-
sico la segunda ventana se emplea para mostrar la
imagen al signo a formar ya gesticulado, mientras
que la primera ventana muestra la imagen captada
por la cámara. En el segundo modo de funciona-
miento solo se muestra la imagen que esta siendo
capturada.
3.2. Traductor de signos
El traductor de signos es una herramienta adicional
que sirve para avanzar en el aprendizaje, permitien-
do al usuario escribir frases completas empleando
el alfabeto dactilológico. Esta herramienta va mos-
trando los signos reconocidos en secuencia, si bien
no se realiza ningún análisis sintáctico de la escri-
tura realizada.
La Figura 9 muestra la interfaz de usuario de es-
te traductor, donde se aprecia el reconocimiento de
todos los signos representados en la Figura 1.
4. Resultados Experimentales
Esta sección presenta resultados preliminares del
sistema propuesto. Con este ﬁn, se analiza el ren-
dimiento del método desarrollado para el reconoci-
miento de signos y se valora la aplicación de apren-
dizaje.
4.1. Condiciones experimentales
Para la captura de imágenes se ha empleado una
cámara industrial USB 2 uEye con un sensor CMOS
a la que se le ha dotado de una lente con distancia
focal y apertura variables. Se trata de una cámara
pequeña, compacta y robusta, con un interfaz de
usb que hace que su conexión sea simple.
Como parte adicional del equipo de adquisición se
ha incorporado un sistema de iluminación frontal,
consistente en dos anillos de diodos led. Los objeti-
vos de este sistema de iluminación son el de reducir
la presencia de sombras y el hacer al sistema robus-
to frente a variaciones de luz. La Figura 10 muestra
el conjunto cámara/lente/iluminación.
Figura 10: Disposición de la cámara y sistema de
iluminación
4.2. Reconocimiento de signos
Los resultados preliminares del algoritmo de clasiﬁ-
cación han alcanzando una tasa de aciertos (clasiﬁ-
caciones correctas) superior al 80% sobre un total
de 620 imágenes. Esta tasa de aciertos incluye como
tales la no clasiﬁcación de signos que no se corres-
ponden con ninguno de los presentados en la Figu-
ra 1. Los signos que han tenido una tasa de acierto
menor han sido la V y la C, que dependen de la
detección de discontinuidades en la zona central de
la mano, siendo esta muy sensible a las condiciones
de iluminación.
De forma adicional se han realizado pruebas con di-
versas cámaras comerciales de inferiores prestacio-
nes y costes, habiéndose obtenido resultado simila-
res bajo las mismas condiciones de iluminación.
4.3. Aprendizaje del alfabeto
El uso del aprendizaje visual propuesto para alfabe-
to dactilológico ha permitido que personas sin nin-
gún conocimiento previo del lenguaje de signos fue-
sen capaces de realizar de forma correcta la gestua-
lización de los diversos caracteres. El tiempo em-
pleado en aprender cada signo en particular estu-
vo directamente relacionado con la complejidad del
mismo, así pues, para la correcta realización de las
letras A, por ejemplo, fue necesaria una única prue-
ba, habiéndose revelado como las complicadas de
aprender las letras F y T.
5. Conclusiones y trabajos futuros
Este trabajo se ha orientado a la aplicación de téc-
nicas de visión artiﬁcial como herramienta didáctica
para el aprendizaje de la lengua de signos para sor-
dos. En particular, se ha propuesto una solución pa-
ra el reconocimiento del alfabeto dactilológico con
una cámara 2D. Para ello, se ha deﬁnido un con-
junto de siete características visuales que permiten
la clasiﬁcación de los signos obtenidos mediante un
árbol de decisión sin necesidad de utilizar imáge-
nes de referencia. Este sistema de reconocimiento
se ha integrado en una herramienta interactiva de
aprendizaje que permite el dictado mediante gestos
a la vez que puntúa, a modo de juego, la correcta
realización de los signos.
La orientación de la mano y el número de grupo de
dedos han sido las características primordiales para
una primera clasiﬁcación. Dentro de esta diferen-
ciación ha sido necesaria la incorporación de cinco
descriptores más para poder llevar a cabo con éxito
la clasiﬁcación de signos de similar apariencia. Con
esta solución se logra reconocer la totalidad de los
signos estáticos del alfabeto dactilológico español,
incluyendo aquellos que presentan diferencias suti-
les entre ellos, como es el caso de la F y la T.
Como trabajo futuro se considera ampliar el sistema
para incluir la clasiﬁcación de las letras que se gesti-
culan con movimiento. Además, se pretende mejorar
la aplicación para hacerla más robusta frente a con-
diciones no controladas de iluminación y posibles
variaciones del fondo de la imagen, y el desarrollo
de una versión para dispositivos móviles.
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