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Abstract
The emerging fields of genetic engineering, synthetic biology, DNA computing, DNA nanotechnology, and molec-
ular programming herald the birth of a new information technology that acquires information by directly sensing
molecules within a chemical environment, stores information in molecules such as DNA, RNA, and proteins, pro-
cesses that information by means of chemical and biochemical transformations, and uses that information to direct
the manipulation of matter at the nanometer scale. To scale up beyond current proof-of-principle demonstrations, new
methods for managing the complexity of designed molecular systems will need to be developed. Here we focus on
the challenge of verifying the correctness of molecular implementations of abstract chemical reaction networks, where
operation in a well-mixed “soup” of molecules is stochastic, asynchronous, concurrent, and often involves multiple
intermediate steps in the implementation, parallel pathways, and side reactions. This problem relates to the verifica-
tion of Petri nets, but existing approaches are not sufficient for providing a single guarantee covering an infinite set
of possible initial states (molecule counts) and an infinite state space potentially explored by the system given any
initial state. We address these issues by formulating a new theory of pathway decomposition that provides an elegant
formal basis for comparing chemical reaction network implementations, and we present an algorithm that computes
this basis. Our theory naturally handles certain situations that commonly arise in molecular implementations, such as
what we call “delayed choice,” that are not easily accommodated by other approaches. We further show how pathway
decomposition can be combined with weak bisimulation to handle a wider class that includes most currently known
enzyme-free DNA implementation techniques. We anticipate that our notion of logical equivalence between chemical
reaction network implementations will be valuable for other molecular implementations such as biochemical enzyme
systems, and perhaps even more broadly in concurrency theory.
Keywords: chemical reaction networks; molecular computing; DNA computing; formal verification; molec-
ular programming; automated design
1 Introduction
A central problem in molecular computing and bioengineering is that of implementing algorithmic behavior
using chemical molecules. The ability to design chemical systems that can sense and react to the environ-
ment finds applications in many different fields, such as nanotechnology [8], medicine [13], and robotics
[18]. Unfortunately, the complexity of such engineered chemical systems often makes it challenging to
∗Preliminary versions of this manuscript appeared in the proceedings of VEMDP 2014 and are available on arXiv:1411.0782
[cs.CE].
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ensure that a designed system really behaves according to specification. Furthermore, since experimentally
synthesizing chemical systems can require considerable resources, mistakes are generally expensive, and it
would be useful to have a procedure by which one can theoretically verify the correctness of a design using
computer algorithms prior to synthesis. In this paper we propose a theory that can serve as a foundation for
such automated verification procedures.
Specifically, we focus our attention on the problem of verifying chemical reaction network (CRN) imple-
mentations. Informally, a CRN is a set of chemical reactions that specify the behavior of a given chemical
system in a well mixed solution. For example, the reaction equation A + B → C means that a reactant
molecule of type A and another of type B can be consumed in order to produce a product molecule of type
C. A reaction is applicable if all of its reactants are present in the solution in sufficient quantities. In case
both A + B → C and C → A + B are in the CRN, we may also use the shorthand notation A + B  C.
In general, the evolution of the system from some initial set of molecules is a stochastic, asynchronous,
and concurrent process. While abstract CRNs provide the most widely used formal language for describing
chemical systems, and have done so for over a century, only recently have abstract CRNs been used explic-
itly as a programming language in molecular programming and bioengineering. This is because CRNs are
often used to specify the target behavior for an engineered chemical system (see Figure 1). How can one
realize these “target” CRNs experimentally? Unfortunately, synthesizing chemicals to efficiently interact —
and only as prescribed — presents a significant, if not infeasible, engineering challenge. Fortunately, any
target CRN can be emulated by a (generally more complex) “implementation” CRN. For example, in the
field of DNA computing, implementing a given CRN using synthesized DNA strands is a well studied topic
that has resulted in a number of translation schemes [36, 5, 31].
In order to evaluate CRN implementations prior to their experimental demonstration, a mathematical
model describing the expected molecular interactions is necessary. For this purpose, software simulators
that embody the relevant physics and chemistry can be used. Beyond performing simulations – which by
themselves can’t provide absolute statements about the correctness of an implementation – it is often pos-
sible to describe the model of the molecular implementation as a CRN. That is, software called “reaction
enumerators” can, given a set of initial molecules, evaluate all possible configuration changes and interac-
tions, possibly generating new molecular species, and repeating until the full set of species and reactions
have been enumerated. In the case of DNA systems, there are multiple software packages available for
this task [24, 17]. More general biochemical implementations could be modeled using languages such as
BioNetGen [16] and Kappa [10].
Given a “target” CRN which specifies a desired algorithmic behavior and an “implementation” CRN
which purports to implement the target CRN, how can one check that the implementation CRN is indeed
correct? As we shall see, this question involves subtle issues that make it difficult to even define a notion
of correctness that can be universally agreed upon, despite the fact that in this paper we study a somewhat
simpler version of the problem in which chemical kinetics, i.e. rates of chemical reactions, is dropped from
consideration. However, we note that this restriction is not without its own advantages. For instance, when
basing a theory on chemical kinetics, it is of interest to accept approximate matches to the target behavioral
dynamics [38, 39], which may overlook certain logical flaws in the implementation that occur rarely. While
theories of kinetic equivalence are possible and can in principle provide guarantees about timing [7], they
can be difficult to apply to molecular engineering in practice. In contrast, a theory that ignores chemical
kinetics can be exact and therefore emphasize the logical aspect of the correctness question.
The main challenge in this verification problem lies in the fact that the implementation CRN is usually
much more complex than the target CRN. This is because each reaction in the target CRN, which is of
course a single step in principle, gets implemented as a sequence of steps which may involve “intermediate”
species that were not part of the original target CRN. For example, in DNA-based implementations, the im-
plementation CRN can easily involve an order of magnitude more reactions and species than the target CRN
(the size will depend upon the level of detail in the model of the implementation [24, 17, 33, 14]). Given
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that the intermediate species participating in implementations of different target reactions can potentially
interact with each other in spurious ways, it becomes very difficult to verify that such an implementation
CRN is indeed “correct.”
A + B → C + D
C + A→ C + C
CRN1
A
 i
i + B 
 j
i + j → C + k
k 
 D
C + A
 m + n
m + n→ C + C
CRN2
A
 i
i + B 
 j
j 
 C + k
k → D
C + A
 m + n
m + n→ C + C
CRN3
A→ i
i + B 
 j
j → C + k
k 
 D
C + A
 m + n
m + n→ C + C
CRN4
A
 i
i + B 
 j
j → C + k
k 
 D
C + A
 m + n
m + n→ C + C
CRN5
A + g1 
 i + g2
i + B 
 j + g3
g4 + j → C + k + w1
g5 + k 
 D + w2
C + A
 m + n
g6 + m + n→ C + C + w3
CRN6
Figure 1: An example of CRN implementation. CRN1 represents the “target” CRN, i.e., the behavior we
desire to implement, whereas CRN2-5 are potential “implementations” of this target CRN. In these CRNs,
the lowercase species are “intermediate” species of the implementations, while the uppercase species are
“formal” species. CRN6 illustrates the way in which “fuel” and “waste” species may appear in a typical
DNA-based system, with fuel species denoted by gi and waste species denoted by wi. Removing inert waste
species and ever-present fuel species from CRN6 yields CRN5.
It is not immediately obvious how to precisely define what makes an implementation correct or incorrect,
so it is helpful to informally examine a few examples. Figure 1 illustrates various different ways that a
proposed implementation can be “incorrect.” For instance, one can easily see that CRN2 is clearly not
a good implementation of CRN1, because it implements the reaction A + A + B → C + D in place
of A + B → C + D. CRN3 is incorrect in a more subtle way. While a cursory look may not reveal
any immediate problem with this implementation, one can check that CRN3 can get from the initial state1
{|A,A,B|} to a final state {|A,B,C|}, whereas there is no way to achieve this using reactions from CRN1.2
CRN4 is incorrect in yet another way. Starting from the initial state {|A,C|}, one can see that the system
will sometimes get “stuck” in the state {|i, C|}, unable to produce {|C,C|}, with i becoming an intermediate
species that is not really “intermediate.” Now, CRN5 seems to be free of any such issue, but with what
confidence can we declare that it is a correct implementation of CRN1, having seen the subtle ways that an
implementation can go wrong? A goal of this paper is to provide a mathematical definition of “correctness”
of CRN implementations which can be used to test them in practice.
In our further discussions, we will restrict our attention to implementation CRNs that satisfy the con-
dition that we call “tidiness.” Informally stated, tidy CRNs are implementation CRNs which do not get
“stuck” in the way that CRN4 got stuck above, i.e., they always can “clean up” intermediate species. This
1In this paper, we use the notation {| · |} to denote multisets.
2The pathway is (A→ i, i+B → j, j → C + k, C +A→ m+ n, m+ n→ C + C, C + k → j, j → i+B, i→ A).
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means that any intermediate species that are produced during the evolution of the system can eventually
turn back into species of the target CRN. Of course, the algorithm we present in this paper for testing our
definition of correctness will also be able to test whether the given implementation is tidy.
Finally, we briefly mention that many CRN implementations also involve what are called “fuel” and
“waste” species, in addition to the already mentioned intermediate species. Fuel species are helper species
that are assumed to be always present in the system at fixed concentration, whereas waste species are chem-
ically inert species that sometimes get produced as a byproduct of implemented pathways (see CRN6 of
Figure 1 or for a more detailed explanation Example #1 of Section 6). While our core theory addresses the
version of the problem in which there is no fuel or waste species, as we demonstrate in Section 5, it can
easily be extended to handle the general case with fuel and waste species, using existing tools.
2 Motivations for a new theory
To one who is experienced in formal verification, the problem seems to be closely related to various well-
studied notions such as reachability, (weak) trace equivalence, (weak) bisimulation, serializability, etc. In
this section, we briefly demonstrate why none of these traditional notions seems to give rise to a definition
which is entirely satisfactory for the problem at hand.
The first notion we consider is reachability between formal states [28, 27, 15]. We call the species
that appear in both the target and the implementation CRNs “formal,” to distinguish them from species that
appear only in the implementation CRN, which we call “intermediate.” Formal states are defined to be states
which do not contain any intermediate species. Since we are assuming that our implementation CRN is tidy,
it then makes sense to ask whether the target CRN and the implementation CRN have the same reachability
when we restrict our attention to formal states only — this is an important distinction from the traditional
Petri net reachability-equivalence problem. That is, given some formal state, what is the set of formal states
that can be reached from that state using reactions from one CRN, as opposed to the other CRN? Do the
target CRN and the implementation CRN give rise to exactly the same reachability for every formal initial
state? While it is obvious that any “correct” implementation must satisfy this condition, it is also easy to see
that this notion is not very strong. For example, consider the target CRN {A→ B, B → C, C → A} and
the implementation CRN {A → i, i → C, C → j, j → B, B → k, k → A}. The two CRNs are imple-
menting opposite behaviors in the sense that starting from one A molecule, the target CRN will visit formal
states in the clockwise order {|A|}, {|B|}, {|C|}, {|A|}, {|B|}, {|C|}, . . ., whereas the implementation CRN will
visit formal states in the counter-clockwise order {|A|}, {|C|}, {|B|}, {|A|}, {|C|}, {|B|}, . . .. Nonetheless, they
still give rise to the same reachability between purely formal states.
Trace equivalence [15, 21] is another notion of equivalence that is often found in formal verification
literature. To our knowledge, it has not been applied in the context of CRN equivalence. We interpret its
application in this context as follows. Weak trace equivalence requires that it should be possible to “label”
the reactions of the implementation CRN to be either a reaction of the target CRN or a “null” reaction.
This labeling must be such that for any formal initial state, any sequence of reactions that can take place
in the target CRN should also be able to take place in the implementation CRN and vice versa, up to the
interpretation specified by the given labeling. However, it turns out to be an inappropriate notion in our
setting. For example, consider the target CRN {A 
 B,B 
 C,C 
 A} and the implementation CRN
{A 
 i, B 
 i, C 
 i}. The dynamics of the implementation appear correct since each reaction of
the target CRN can be simulated in the implementation CRN in the obvious way by exactly two reactions:
the first reaction consumes the reactant and produces an intermediate species i while the second reaction
consumes i and produces the intended formal species. However, these CRNs are not (weak-)trace equivalent.
Consider that every reaction of the implementation CRN must be labeled by one of the six formal reactions
(since the implementation CRN also consists of six reactions) and none can be labeled as a “null” reaction.
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Since any initial reaction of the implementation CRN must begin in a formal state, and since there are only
three reactions that can occur from one of the three formal states, then any trace of the target CRN that begins
with one of the other three possible reactions cannot be simulated by the implementation CRN. Consider a
second example with target CRN {A 
 B,B → C,C → A} and implementation CRN {A 
 B,B →
j, j → C,C → A,C → ∅, ∅ 
 i} where the implementation reactions {j → C,C → ∅, ∅ → i, i → ∅}
are labeled as “null” and the other reactions are labeled in the obvious way that is consistent with formal
species names. The implementation CRN exemplifies a common shortcoming of trace equivalence: inability
to distinguish the two systems with respect to deadlock. In our example the implementation CRN can in
principle simulate all finite and infinite traces of the target CRN, but once the first “null” reaction C → ∅
occurs then only “null” reactions can follow. In essence, the implementation CRN can become “stuck”
whereas the target CRN cannot. While (weak-)trace equivalence cannot distinguish based on deadlock
conditions as in our second example, other equivalence notions such as bisimulation can.
Bisimulation [29, 4] is perhaps the most influential notion of equivalence in state transition systems such
as CRNs, Petri nets, or concurrent systems [19, 34, 11]. A notion of CRN equivalence based on the idea
of weak bisimulation is explored in detail in [12, 22], and indeed it proves to be much more useful than
the above two notions. For bisimulation equivalence of CRNs, each intermediate species is “interpreted” as
some combination of formal species, such that in any state of the implementation CRN, the set of possible
next non-trivial reactions is exactly the same as it would be in the formal CRN. (Here, a “trivial” reaction
is one where the interpretation of the reactants is identical to the interpretation of the products.) However,
one potential problem of this approach is that it demands a way of interpreting every intermediate species
in terms of formal species. Therefore, if we implement the target CRN {A → B, A → C, A → D}
as {A → i, i → B, i → C, A → j, j → D}, we cannot apply this bisimulation approach because
the intermediate i cannot be interpreted to be any of A, B, or C. Namely, calling it A would be a bad
interpretation because i can never turn into D. Calling it B would be bad because i can turn into C whereas
B should not be able to turn into C. For the same reason calling it C is not valid either.
Perhaps this example deserves closer attention. We name this type of phenomenon the “delayed choice”
phenomenon, to emphasize the point that when A becomes i, although it has committed to becoming either
B or C instead of D, it has delayed the choice of whether to become B or C until the final reaction takes
place. This is the same phenomenon occurring in the first example given when discussing (weak-)trace
equivalence. Neither (weak-)trace equivalence nor bisimulation can be applied in systems that exhibit “de-
layed choice”. There are two reasons that the phenomenon is interesting; firstly, there may be a sense in
which it is related to the efficiency of the implementation, because the use of delayed choice may allow
for a smaller number of intermediate species in implementing the same CRN. Secondly, this phenomenon
actually does arise in actual systems, as presented in [17].
We note an important distinction between the various notions of equivalence discussed here and those
found in the Petri net literature. Whereas two Petri nets are compared for (reachability/trace/bisimulation)-
equivalence for a particular initial state [21], we are concerned about the various notions of equivalence of
two CRNs for all initial states. This distinction may limit the applicability of common verification method-
ologies and software tools [20, 3], since the set of initial states is by necessity always infinite (and the set
of reachable states from a particular initial state may also be infinite). Finally, we note that [25] proposes
yet another notion of equivalence based on serializability from database and concurrency theory. The se-
rializability result works on a class of implementations that are “modular”. Formal reactions are encoded
by a set of implementation reactions and species. Roughly speaking, modular implementations ensure that
each formal reaction has a unique and correct encoding that does not “cross-talk” with the encodings of
other formal reactions. In general, this results in a one-to-one mapping between formal reactions and their
encodings. Implementation CRNs satisfying the formal modularity definitions of [25] will correctly emulate
their target CRN. However, this class of implementation CRNs precludes those that utilize “delayed choice”.
Interestingly, when restricted to “modular” implementations, the notion of serializability and our notion of
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pathway decomposition have a close correspondence.
Our approach (originally developed in [35]) differs from any of the above in that we ignore the target
CRN and pay attention only to the implementation CRN. Namely, we simply try to infer what CRN the
given implementation would look like in a hypothetical world where we cannot observe the intermediate
species. We call this notion “formal basis.” We show that not only is the formal basis unique for any valid
implementation, but it also has the convenient property that a CRN that does not have any intermediate
species has itself as its formal basis. This leads us to a simple definition of CRN equivalence; we can
declare two CRNs to be equivalent if and only if they have the same formal basis. Therefore, unlike trace
equivalence or weak bisimulation [12, 22], our definition is actually an equivalence relation and therefore
even allows for the comparison of an implementation with another implementation.
3 Theory
3.1 Overview
In previous sections we saw that a reaction which is a single step in the target CRN gets implemented as
a pathway of reactions which involves intermediate species whose net effect only changes the number of
“formal” species molecules. For instance, the pathway A → i, i + B → j, j → C + k, k → D involves
intermediate molecules i, j, and k but the net effect of this pathway is to consume A and B and produce C
and D. In this sense this pathway may be viewed as an implementation of A + B → C + D.
In contrast, we will not want to consider the pathway A → i, i → B,B → j, j → C to be an
implementation of A → C, even though its net effect is to consume A and produce C. Intuitively, the
reason is that this pathway, rather than being an indivisible unit, looks like a composition of smaller unit
pathways each implementing A→ B and B → C.
The core idea of our definition, which we call pathway decomposition, is to identify all the pathways
which act as indivisible units in the above sense. The set of these “indivisible units” is called the formal basis
of the given CRN. If we can show that all potential pathways in the CRN can be expressed as compositions
of these indivisible units, then that will give us ground to claim that this formal basis may be thought of as
the target CRN that the given CRN is implementing.
3.2 Basic definitions
The theory of pathway decomposition will be developed with respect to a chosen set F of species called
the formal species; all other species will be intermediate species. All the definitions and theorems below
should be implicitly taken to be with respect to the choice of F. As a convenient convention, we use upper
case and lower case letters to denote formal and intermediate chemical species, respectively.
Definition 1. A state is a multiset of species. If every species in a state S is a formal species, then S is
called a formal state. In this paper we will use + and − to denote multiset sum and multiset difference
respectively, e.g., S + T will denote the sum of two states S and T .
Definition 2. If S is a state, Formal(S) denotes the multiset we obtain by removing all the intermediate
species from S.
Definition 3. A reaction is a pair of multisets of species (R,P ) and it is trivial if R = P . Here, R is called
the set of reactants and P is called the set of products. We say that the reaction (R,P ) can occur in the
state S if R ⊆ S. If both R and P are formal states, then (R,P ) is called a formal reaction. If r = (R,P ),
we will sometimes use the notation r¯ to denote the reverse reaction (P,R).
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Definition 4. If (R,P ) is a reaction that can occur in the state S, we write S⊕(R,P ) to denote the resulting
state S −R + P . As an operator, ⊕ is left-associative.
Definition 5. A CRN is a (nonempty) set of nontrivial reactions. A CRN that contains only formal reactions
is called a formal CRN.
Definition 6. A pathway p of a CRN C is a (finite) sequence of reactions (r1, . . . , rk) with ri ∈ C for all i.
We say that a pathway can occur in the state S if all its reactions can occur in succession starting from S.
Note that given any pathway, we can find a unique minimal state from which the pathway can occur. We will
call such state the minimal initial state, or simply the initial state of the pathway. Correspondingly, the
final state of a pathway will denote the state S⊕ r1⊕ r2⊕ · · · ⊕ rk where S is the (minimal) initial state of
the pathway. If both the initial and final states of a pathway are formal, but not necessarily the intermediate
states, it is called a formal pathway. A pathway is called trivial if its initial state equals its final state. In
this paper, we will write p + q to denote the concatenation of two pathways p and q.
To absorb these definitions, we can briefly study some examples. Consider the chemical reaction 2A +
B → C. According to our definitions, this will be written ({|A,A,B|}, {|C|}). Here, {|A,A,B|} is called
the reactants and {|C|} is called the products, just as one would expect. Note that this reaction can occur
in the state {|A,A,A,B,B|} but cannot occur in the state {|A,B,C,C,C,C|} because the latter state does
not have all the required reactants. If the reaction takes place in the former state, then the resulting state
will be {|A,B,C|} and thus we can write {|A,A,A,B,B|} ⊕ ({|A,A,B|}, {|C|}) = {|A,B,C|}. In this
paper, although we formally define a reaction to be a pair of multisets, we will interchangeably use the
chemical notation whenever it is more convenient. For instance, we will often write 2A + B → C instead
of ({|A,A,B|}, {|C|}).
Note that we say that a pathway p = (r1, r2, . . . , rk) can occur in the state S if r1 can occur in S, r2 can
occur in S ⊕ r1, r3 can occur in S ⊕ r1 ⊕ r2, and so on. For example, consider the pathway that consists of
2A+B → C and B +C → A. This pathway cannot occur in the state {|A,A,B|} because even though the
first reaction can occur in that state, the resulting state after the first reaction, which is {|C|}, will not have
all the reactants required for the second reaction to occur. In contrast, it is easy to see that this pathway can
occur in the state {|A,A,B,B|}, which also happens to be its minimal initial state.
We also point out that we cannot directly express a reversible reaction in this formalism. Thus, a re-
versible reaction will be expressed using two independent reactions corresponding to each direction, e.g.,
A
 B will be expressed as two reactions: A→ B and B → A.
Before we proceed, we formally define the notion of tidiness which we informally introduced in Section 1.
Definition 7. Let p be a pathway with a formal initial state and T its final state. Then, a (possibly empty)
pathway p′ = (r1, . . . , rk) is said to be a closing pathway of p if p′ can occur in T and T ⊕ r1 ⊕ · · · ⊕ rk
is a formal state. A CRN is weakly tidy if every pathway with a formal initial state has a closing pathway.
As was informally explained before, this means that the given CRN is always capable of cleaning up all
the intermediate species. For example, the CRN {A → i, i + B → C} will not be weakly tidy because if
the system starts from the state {|A|}, it can transition to the state {|i|} and become “stuck” in a non-formal
state: there does not exist a reaction to convert the intermediate species i back into some formal species.
For a more subtle example, let us consider the CRN {A → i + B, i + B → B}, which is weakly
tidy according to the definition as stated above. In fact, it is easy to see that this implementation CRN will
never get stuck when it is operating by itself, starting with any formal initial state. However, this becomes
problematic when we begin to think about composing different CRNs. Namely, when intermediate species
require other formal species in order to get removed, the implementation CRN may not work correctly if
some other formal reactions are also operating in the system. For instance, if the above implementation runs
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in an environment that also contains the reaction B → C, then it is no longer true that the system is always
able to get back to a formal state.
This is not ideal because the ability to compose different CRNs, at least in the case where they do not
share any intermediate species, is essential for CRN implementations to be useful. To allow for this type
of composition, and more importantly to allow for the proofs of Theorems in Section 3.4.2 and to make the
algorithm defined in Section 4 tractable, we define a stronger notion of tidiness which is preserved under
such composition.
Definition 8. A closing pathway is strong if its reactions do not consume any formal species. A CRN is
strongly tidy if every pathway with a formal initial state has a strong closing pathway.
In the rest of the paper, unless indicated otherwise, we will simply say tidiness to mean strong tidiness.
Similarly, we will simply say closing pathway to mean strong closing pathway. For some examples of
different levels of tidiness, see Figure 2.
A→ i + j
i + j → B
strongly tidy
A→ i
i + B → C
not tidy
A→ i + D
D → E
E + i→ C
weakly tidy
Figure 2: Some examples of tidy and non-tidy CRNs
3.3 Pathway decomposition
Now we formally define the notion of pathway decomposition. Following our intuition from Section 3.1,
we first define what it means to implement a formal reaction.
Definition 9. Consider a pathway p = (r1, . . . , rk) and let Si = S⊕r1⊕· · ·⊕ri, so that S0, S1, . . . , Sk are
all the states that p goes through. Then, p is regular if there exists a turning point reaction rj = (R′, P ′)
such that Formal(Si) ⊆ S for all i < j, Formal(Si) ⊆ T for all i ≥ j, and Formal(Sj−1 −R′) = ∅.
Definition 10. We say that a pathway p = (r1, . . . , rk) implements a formal reaction (R,P ) if it is regular
and R and P are equal to the initial and final states of p, respectively.
While the first condition is self-evident, the second condition needs a careful explanation. It asserts that
there should be a point in the pathway prior to which we only see the formal species from the initial state
and after which we only see the formal species from the final state. The existence of such a “turning point”
allows us to interpret the pathway as an implementation of the formal reaction (R,P ) where in a sense the
real transition is occurring at that turning point. Importantly, this condition rules out such counterintuitive
implementations as (A→ i, i→ C+j, C+j → k, k → B) or (A→ i+B, i+B → j+A, j+A→ B) as
implementations of A→ B. Note that a formal pathway that consumes but does not produce formal species
prior to its turning point, and thereafter produces but does not consume formal species, is by this definition
regular, and this is the “typical case.” However our definition also allows additional flexibility; for example,
the reactants can fleetingly bind, as B does in the second and third reactions of (A → i, i + B → j, j →
B + i, i + B → C), whose turning point is unambiguously the last reaction. One may also wonder why
we need the condition Formal(Sj−1 − R′) = ∅. This is to prevent ambiguity that may arise in the case of
catalytic reactions. Consider the pathway (A→ i+A, i→ B). Without the above condition, both reactions
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in this pathway qualify as a turning point, but the second reaction being interpreted as the turning point is
counterintuitive because the product A gets produced before the turning point.
One problem of the above definition is that it interprets the pathway (A → i, A → i, i → B, i → B)
as implementing A+A→ B +B. As explained in Section 3.1, we would like to be able to identify such a
pathway as a composition of smaller units.
Definition 11. We say that a pathway p can be partitioned into two pathways p1 and p2 if p1 and p2 are
subsequences of p (which need not be contiguous, but must preserve order) and every reaction in p belongs
to exactly one of p1 and p2. Equivalently, we can say p is formed by interleaving p1 and p2.
Definition 12. A formal pathway p is decomposable if p can be partitioned into p1 and p2 that are each
formal pathways. A nonempty formal pathway that is not decomposable is called prime.
For example, consider the formal pathway p = (A → i, B → i, i → C, i → D, D → j, j → E).
This pathway is not prime because it can be decomposed into two formal pathways p1 = (A → i, i → C)
and p2 = (B → i, i→ D, D → j, j → E). Note that within each of the two subsequences, reactions must
appear in the same order as in the original pathway p. In this example, p1 is already a prime pathway after the
first decomposition, whereas p2 can be further decomposed into (B → i, i→ D) and (D → j, j → E). In
this manner, any nonempty formal pathway can eventually be decomposed into one or more prime pathways.
Note that such a decomposition may not be unique, e.g., p can also be decomposed into (A → i, i → D),
(B → i, i→ C), and (D → j, j → E).
Definition 13. The set of prime pathways in a given CRN is called the elementary basis of the CRN. The
formal basis is the set of (initial state,final state) pairs of the pathways in the elementary basis.
Note that the elementary basis and/or the formal basis can be either finite or infinite. The elementary
basis may contain trivial pathways, and the formal basis may contain trivial reactions.
Definition 14. A CRN is regular if every prime pathway implements some formal reaction (in particular, it
must have a well-defined turning point reaction as defined in Definition 9). Equivalently, a CRN is regular
if every prime pathway is regular.
Definition 15. Two tidy and regular CRNs are said to be pathway decomposition equivalent if their formal
bases are identical, up to addition or removal of trivial reactions.
For clarity, we remind the reader here that the definitions and theorems in this section are implicitly
taken to be with respect to the choice of F. In particular, this means that each choice of F gives rise to a
A
B
i
j
k
D
l E
m F A i
j
B
k E
B
C D
A i j i j B
C k D
{A + B → D + E, D → F} {A → B, C → D} {A → E, B + C → B + D}
Figure 3: Three examples of decomposable formal pathways and the formal bases of their corresponding
CRNs. The partition of reactions is marked by lines of different types and colors. In the right most example,
the decomposed pathway denoted by blue lines with circles (which shows up as A→ E in the formal basis)
is not regular, and therefore pathway decomposition equivalence does not apply.
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different pathway decomposition equivalence relation. For instance, CRNs {A→ i, i→ C} and {A→ C}
are clearly pathway decomposition equivalent with respect to the conventional choice of F, which contains
exactly those species named with upper case letters, but if e.g. we defined F′ = F ∪ {i}, these two CRNs
would not be pathway decomposition equivalent with respect to F′.
3.4 Theorems
3.4.1 Properties
It is almost immediate that pathway decomposition equivalence satisfies many nice properties, some of
which are expressed in the following theorems.
Theorem 3.1. For any fixed choice of F, pathway decomposition equivalence with respect to F is an equiv-
alence relation, i.e., it satisfies the reflexive, symmetric, and transitive properties.
Theorem 3.2. If C is a formal CRN, its formal basis is itself.
Corollary 3.3. If C1 and C2 are formal CRNs, they are pathway decomposition equivalent if and only if
C1 = C2, up to removal or addition of trivial reactions.
Theorem 3.4. Any formal pathway of C can be generated by interleaving one or more prime pathways of C.
It is perhaps worth noting here that the decomposition of a formal pathway may not always be unique.
For example, the pathway (A → i, B → i, i → C, i → D) can be decomposed in two different ways:
(A → i, i → C) and (B → i, i → D), and (A → i, i → D) and (B → i, i → C). Pathway
decomposition differs from other notions such as (weak) bisimulation or (weak) trace equivalence in that
it allows such degeneracy of interpretations. We note that such degeneracy, which is closely related to the
previously mentioned delayed choice phenomenon, may permit a more efficient implementation of a target
CRN in terms of the number of species or reactions used in the implementation CRN. For example, if we
wish to implement the formal CRN consisting of the twelve reactions A 
 B, A 
 C, A 
 D, B 
 C,
B 
 D and C 
 D, it may be more efficient to implement it as the following eight reactions: A 
 i,
B 
 i, C 
 i and D 
 i.
The following theorems illuminate the relationship between a tidy and regular CRN C and its formal
basis F and how to better understand this degeneracy of interpretations.
Definition 16. Let C be a tidy and regular CRN and F its formal basis. Suppose p = (r1, . . . , rk) is a
formal pathway in C (i.e. ri ∈ C for all i) and q = (s1, . . . , sl) is a formal pathway in F (i.e. si ∈ F for all
i). Then, we say p can be interpreted as q if
1. q can occur in the initial state S of p,
2. S ⊕ r1 ⊕ · · · ⊕ rk = S ⊕ s1 ⊕ · · · ⊕ sl, and
3. there is a decomposition of p such that if we replace a selected turning point reaction of each prime
pathway with the corresponding reaction of F and remove all other reactions, the result is q.
It is clear that the interpretation may not be unique, because there can be many different decompositions
of p as well as many different choices of the turning point reactions. For example, consider the pathway
p = (A→ i, B → j, i→ C, j → D), which has a unique decomposition into pathways (A→ i, i→ C)
and (B → j, j → D). In each of these constituent pathways, there are two ways to select a turning point
reaction. If we picked A→ i and j → D, the process in condition 3 would yield (A→ C, B → D) as the
interpretation of p. On the other hand, if we selected i → C and B → j as our turning point reactions, p
would end up being interpreted as (B → D, A→ C).
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One might also wonder why we do not simply require that p and q must have the same initial states. This
is because of a subtlety in the concept of the minimal initial state, which arises due to a potential parallelism
in the implementation. For instance, consider the pathway (A→ i, B → A, i→ B). This pathway, which
can be interpreted as two formal reactions A→ B and B → A occuring in parallel, has initial state {|A,B|}.
However, no such parallelism is allowed in the formal CRN and thus this pathway is forced to correspond
to either (A→ B, B → A) or (B → A, A→ B), neither of which has initial state {|A,B|}.
Theorem 3.5. Suppose C is a tidy and regular CRN and F is its formal basis.
1. For any formal pathway q in F , there exists a formal pathway p in C whose initial and final states are
equal to those of q, such that p can be interpreted as q.
2. Any formal pathway p in C can be interpreted as some pathway q in F .
Proof. 1. Replace each reaction in q with the corresponding prime pathway of C.
2. Fix a decomposition of p and pick a turning point for each prime pathway. Replace the turning points
with the corresponding formal basis reaction and remove all other reactions. We call the resulting
pathway q. Then it suffices to show that q can occur in the initial state S of p. We show this by a
hybrid argument.
Define pj to be the pathway obtained by replacing the first j turning points in p by the corresponding
formal basis elements and removing all other reactions that belong to those prime pathways. In partic-
ular, note that p0 = p and pl = q. We show that pj can occur in the initial state of pj−1 for all j > 0.
First, write pj−1 = (r1, . . . , rm) and pj = (ri1 , . . . , rik , sj , rik+1 , . . . , rin). Then it follows from the
definition of a turning point that Formal(S ⊕ ri1 ⊕ · · · ⊕ rix−1) ⊇ Formal(S ⊕ r1 ⊕ · · · ⊕ rix−1) for
every 1 ≤ x ≤ k. Therefore (ri1 , . . . , rik) can occur in S. (Note that we need not worry about the
intermediate species because (ri1 , . . . , rik) has a formal initial state.) Moreover, since the definition of
a turning point asserts that all the reactants must be consumed at the turning point, it also implies that
Formal(S ⊕ ri1 ⊕ · · · ⊕ rik) ⊇ Formal(S ⊕ r1⊕ · · · ⊕ rt−1−X +R) where rt = (X,Y ) denotes the
turning point that is being replaced by sj in this round and R denotes the reactants of sj . Therefore,
sj can occur in S ⊕ ri1 ⊕ · · · ⊕ rik . Finally, it again follows from the definition of a turning point that
Formal(S ⊕ ri1 ⊕ · · · ⊕ rik ⊕ sj ⊕ rik+1 ⊕ · · · ⊕ rix−1) ⊇ Formal(S ⊕ r1 ⊕ · · · ⊕ rix−1) for every
k + 1 ≤ x ≤ n. We conclude that (ri1 , . . . , rik , sj , rik+1 , . . . , rin) = p′j can occur in S.
It is interesting to observe that tidiness is not actually used in the proof of Theorem 3.5 above (nor in
that of Theorem 3.6 below), so that condition could be removed from the theorem statement. We retain the
tidiness condition to emphasize that this is when the theorem characterizes the behavior of the CRN; without
tidiness, a CRN could have many relevant behaviors that take place along pathways that never return to a
formal state, and these behaviors would not be represented in its formal basis.
In our final theorem we prove that pathway decomposition equivalence implies formal state reachability
equivalence. Note that the converse is not true because {A → B,B → C,C → A} is not pathway
decomposition equivalent to {A→ C,C → B,B → A}.
Theorem 3.6. If two tidy and regular CRNs C1 and C2 are pathway decomposition equivalent, they give rise
to the same reachability between formal states.
Proof. Suppose formal state T is reachable from formal state S in C1, i.e. there is a formal pathway p in
C1 whose initial state is S and final state is T . By Theorem 3.5, it can be interpreted as some pathway q
consisting of the reactions in the formal basis of C1. Since C1 and C2 have the same formal basis, by another
application of Theorem 3.5, there exists some formal pathway p′ in C2 that can be interpreted as q. That is,
the initial and final states of p′ are S and T respectively, which implies that T is reachable from S in C2 also.
By symmetry between C1 and C2, the theorem follows.
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3.4.2 Modular composition of CRNs
As we briefly mentioned in Section 3.2, it is very important for the usefulness of a CRN implementation
that it be able to be safely composed with other CRNs. For instance, consider the simplest experimental
setup of putting the molecules of the implementation CRN in the test tube and measuring the concentration
of each species over time. In practice, the concentration measurement of species A is typically carried out
by implementing a catalytic reaction that uses A to produce fluorescent material. Therefore even this simple
scenario already involves a composition of two CRNs, namely the implementation CRN itself and the CRN
consisting of the measurement reactions. It is evident that the ability to compose CRNs would become even
more essential in more advanced applications.
In this section, we prove theorems that show that pathway decomposition equivalence is preserved under
composition of CRNs, as long as those CRNs do not share any intermediate species.
Theorem 3.7. Let C and C′ be two CRNs that do not share any intermediate species. Then, C ∪ C′ is tidy if
and only if both C and C′ are tidy.
Proof. For the forward direction, by symmetry it suffices to show that C is tidy. We begin by proving the
following lemma.
Lemma 3.8. Let C and C′ be two CRNs that do not share any intermediate species. Let p be any formal
pathway in C ∪ C′. If we partition p into two pathways p1 and p2 such that p1 is a pathway of C and p2 is a
pathway of C′, then each of p1 and p2 is formal.
Proof. Since C and C′ do not share any intermediate species, it follows that all the intermediate species in
the initial state of p1 will also show up in the initial state of p and all the intermediate species in the final
state of p1 will also show up in the final state of p. Hence p1 must be formal. The case for p2 follows by
symmetry.
Now let p be any pathway in C with a formal initial state. Since p is also a pathway in C ∪ C′, it has a
closing pathway q in C ∪ C′. Since s = p+ q is a formal pathway, we can partition it into s1 and s2 as in the
above lemma. In particular, since all the reactions in p belong to C, we have s1 = p+ q1 and s2 = q2 where
q1 and q2 are a partition of q such that q1 is a pathway of C and q2 is a pathway of C′. Since s1 is formal by
the lemma, q1 is a closing pathway of p. Hence, C is tidy.
For the reverse direction, suppose p is a pathway of C ∪ C′ that has a formal initial state. Since C and
C′ do not share intermediate species, we can partition the intermediate species found in the final state of p
into two multisets A and A′, corresponding to the intermediate species used by C and C′ respectively. Now,
if we remove from p all the reactions that belong to C′ and call the resulting pathway q, then the multiset
of all the intermediate species found in the final state of q will be exactly A. This is because the removed
reactions, which belonged to C ′, cannot consume or produce any intermediate species used by C. Since C
is tidy, q has a closing pathway r. This time, remove from p all the reactions that belong to C and call the
resulting pathway q′. By a symmetric argument, q′ must have a closing pathway r′. Now observe that r+ r′
is a closing pathway for p.
Theorem 3.9. Let C and C′ be two CRNs that do not share any intermediate species. Then, C ∪ C′ is regular
if and only if both C and C′ are regular.
Proof. For the forward direction, simply observe that any prime pathway p of C is also a prime pathway of
C ∪ C′ and therefore must be regular. Hence, C is regular. By symmetry, C′ is also regular.
For the reverse direction, let p be a prime pathway in C ∪ C′. Partition p into two subsequences q and q′,
which contains all reactions of p which came from C and C′ respectively. Since the two CRNs do not share
any intermediate species, it is clear that q and q′ must both be formal. Since p was prime, it implies that one
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of q and q′ must be empty. Therefore, p is indeed a prime pathway in either C or C′, and since each was a
regular CRN, p must be regular.
Theorem 3.10. Let C and C′ be two tidy and regular CRNs that do not share any intermediate species, and
F and F ′ their formal bases respectively. Then the formal basis of C ∪ C′ is exactly F ∪ F ′.
Proof. Let p be a prime pathway in C ∪ C′. By the same argument as in the proof of Theorem 3.9, p is a
prime pathway of either C or C′. Therefore, the formal basis of C ∪ C′ is a subset of F ∪ F ′. The other
direction is trivial.
We note that the ability to compose CRNs has another interesting consequence. Frequently, molecular
implementations of CRNs involve intermediate species that are specific to a pathway implementing a partic-
ular reaction, such that intermediates that belong to pathways that implement different reactions do not react
with each other. This is a strong constraint on the architecture of the implementations that can facilitate their
verification. (For instance, it has been observed and used by Lakin et al. in [25].) We observe that in such
cases Theorem 3.10 provides an easier way to find the formal basis of the implementation CRN. Namely,
we can partition the CRN into disjoint subsets that do not share intermediate species with one another, find
the formal basis of each subset, and then take the union of the found formal bases. For example, if the im-
plementation CRN was {A→ i, i→ B, A→ j, j → C, j + C → k, k → D}, then it can be partitioned
into CRNs {A → i, i → B} and {A → j, j → C, j + C → k, k → D} such that they do not share
intermediate species with each other. It is straightforward to see that the formal bases of these two subsets
are {A → B} and {A → C, A + C → D} respectively, so the formal basis of the whole implementation
CRN must be {A → B, A → C, A + C → D}. Similarly, Theorems 3.7 and 3.9 ensure that we can
test for tidiness and regularity of the implementation CRN by testing tidiness and regularity of each of these
subsets.
4 Algorithm
In this section, we present a simple algorithm for finding the formal basis of a given CRN. The algorithm
can also test tidiness and regularity.
Our algorithm works by enumerating pathways that have formal initial states. The running time of our
algorithm depends on a quantity called maximum width, which can be thought of as the size of the largest
state that a prime pathway can ever generate. Unfortunately it is easy to see that this quantity is generally
unbounded; e.g., {A→ i, i→ i+ i, i→ ∅} has a finite formal basis {A→ ∅} but it can generate arbitrarily
large states.3 However, since such implementations are highly unlikely to arise in practice, in this paper we
focus on the bounded width case. We note that even in the bounded width case it is still nontrivial to come
up with an algorithm that finishes in finite time, because it is unclear at what width we can safely stop the
enumeration.
4.1 Exploiting bounded width
We begin by introducing a few more definitions and theorems.
Definition 17. A pathway that has a formal initial state is called semiformal.
Definition 18. A semiformal pathway p is decomposable if p can be partitioned into two nonempty subse-
quences (which need not be contiguous) that are each semiformal pathways.
It is obvious that this reduces to our previous definition of decomposability if p is a formal pathway.
3Clearly, there may also be cases where the formal basis itself is infinite, e.g. {A→ i, i→ i+ i, i→ B}.
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Definition 19. Let p = (r1, . . . , rk) be a pathway and let Si = S ⊕ r1 ⊕ · · · ⊕ ri where S is the initial state
of p. The width of p is defined to be maxi |Si|.
Definition 20. The branching factor of a CRN C is defined to be the following value.
max
(R,P )∈C
max{|R|, |P |}
We note that many implementations that arise in practice have small branching factors (e.g. [36, 5, 31]).
Theorem 4.1. Suppose that pathway p is obtained by interleaving pathways p1, . . . , pl. Let S be the initial
state of p and S1, . . . , Sl the initial states of p1, . . . , pl respectively. Then, S ⊆ S1 + S2 + · · ·+ Sl.
Theorem 4.2. If p is an undecomposable semiformal pathway of width w > 0, there exists an undecompos-
able semiformal pathway of width smaller than w but at least (w − b)/b, where b is the branching factor of
the CRN. (Note that if w is small, the lower bound (w − b)/b might be negative. In this case, it would sim-
ply mean that there exists an undecomposable semiformal pathway of width 0, which would be the empty
pathway.)
Proof. Since w > 0, p is nonempty. Let p−1 denote the pathway obtained by removing the last reaction
(R,P ) from p. Also, let S0, . . . , Sk be the states that p goes through, and S′0, . . . , S′k−1 the states that p−1
goes through. Si is potentially unequal to S′i because if the last reaction in p consumes some new formal
species, then the minimal initial state of p−1 might be smaller than that of p.
It is obvious that the minimal initial state of p−1 is smaller than the minimal initial state of p by at most
|R|, i.e., |S0| − |S′0| ≤ |R|. This means that for all 0 ≤ i ≤ k− 1, we have that |Si| − |S′i| ≤ |R|. Clearly, if
there exists some 0 ≤ i ≤ k − 1 such that |Si| = w, then |S′i| ≥ |Si| − |R| = w − |R| ≥ w − b, so p−1 has
width at least w−b. If there exists no such i, then we have that |Sk| = w. Clearly, |Sk−1| = |Sk|−|P |+ |R|
and it follows that
|Sk| − |P |+ |R| − |S′k−1| = |Sk−1| − |S′k−1| ≤ |R|.
This is equivalent to |Sk| − |S′k−1| ≤ |P |. Since |Sk| = w, we have that |S′k−1| ≥ w − |P | ≥ w − b. Thus,
p−1 achieves width at least w − b.
Then, we decompose p−1 until it is no longer decomposable. As a result, we will end up with l ≥ 1
undecomposable pathways p1, p2, . . . , pl which by interleaving can generate p−1. Also, they are all semi-
formal. First, we show that l is at most b. Assume towards a contradiction that l > b. Then, by the
pigeonhole principle, there exists i such that (R− Formal(R), P ) can occur in the sum of the final states of
p1, . . . , pi−1, pi+1, . . . , pl (since |R − Formal(R)| ≤ b and (R − Formal(R), P ) can occur in the sum
of the final states of p1, . . . , pl, the at most b reactants of (R − Formal(R), P ) are distributed among
l > b pathways and there exists at least one pi that does not provide a reactant and can be omitted).
Then, consider the decomposition (pi, p′i) of p−1 where p
′
i denotes the pathway we obtain by interleav-
ing p1, . . . , pi−1, pi+1, . . . , pl in the same order that those reactions occur in p−1. By Theorem 4.1, p′i is
semiformal. Since pj’s are all semiformal, this means that the intermediate species in the final state of p′i
will be exactly the same as those in the sum of the final states of p1, . . . , pi−1, pi+1, . . . , pl. That is, the
final state of p′i contains all the intermediate species that (R,P ) needs to occur, i.e., p
′
i with (R,P ) ap-
pended at the end should have a formal initial state. However, this means that p is decomposable which is a
contradiction. Hence, l ≤ b.
Now, note that if we have l pathways each with widthsw1, . . . , wl, any pathway obtained by interleaving
them can have width at most
∑l
i=1wi. Since p−1 had width at least w − b, we have that w − b ≤
∑l
i=1wi.
Then, if wi < (w − b)/b for all i, then
∑l
i=1wi < w − b, which is contradiction. Thus, we conclude that
at least one of p1, . . . , pl has width greater than or equal to (w − b)/b. It is also clear that its width cannot
exceed w. Thus, we have found a pathway p′ which
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1. has a smaller length than p, and
2. has width at least (w − b)/b and at most w.
If p′ has width exactly w, then we have failed to meet the requirements of the claim. However, since we have
decreased the length of the pathway by at least one, and the width of a zero-length pathway is always 0, we
can eventually get a smaller width thanw by repeating this argument. The first time that the width decreases,
we will have found a pathway p′ that satisfies the theorem statement, because in that case conditions (1) and
(2) must hold by the arguments above.
Corollary 4.3. Suppose w and wmax are integers such that (w + 1)b ≤ wmax. Then, if there is no unde-
composable semiformal pathway of width greater than w and less than or equal to wmax, then there exists no
undecomposable semiformal pathway of width greater than w.
Proof. Assume towards a contradiction that there exists an undecomposable semiformal pathway p of width
w′ > w. If w′ ≤ wmax, then it is an immediate contradiction. Thus, assume that w′ > wmax. By Theorem
4.2, we can find a smaller undecomposable semiformal pathway q of width v where (w′ − b)/b ≤ v < w′.
Since w′ > wmax, we have that v ≥ (w′ − b)/b > (wmax − b)/b ≥ ((w + 1)b − b)/b = w. If v ≤ wmax,
we have a contradiction. If v > wmax, then take q as our new p and repeat the above argument. Since v is
smaller than w′ by at least one, we will eventually reach a contradiction.
Thus, there exists no undecomposable semiformal pathway of width greater than w.
4.2 Overview
While Corollary 4.3 gives us a way to exploit the bounded width assumption, it is still unclear whether the
enumeration can be made finite, because the number of undecomposable semiformal pathways of bounded
width may still be infinite. For an easy example, if the CRN consists of {A → i, i → j, j → i, j → B},
we have infinitely many undecomposable semiformal pathways of width 1, because after the initial reaction
A→ i, the segment i→ j, j → i can be repeated arbitrarily many times without ever making the pathway
decomposable. In this section, we sketch at high level how this difficulty is resolved in our finite-time
algorithm.
The principal technique that lets us avoid infinite enumeration of pathways is memoization. To use
memoization, we first define what is called the signature of a pathway, which is a collection of information
about many important properties of the pathway, such as its initial and final states, decomposability, etc.
It turns out that the number of possible signatures of bounded width pathways is always finite, even if the
number of pathways themselves may be infinite. This means that the enumeration algorithm does not need
to duplicate pathways with the same signatures, provided the signatures alone give us sufficient information
for determining the formal basis and for testing tidiness and regularity of the CRN.
Therefore, the algorithm consists in enumerating all semiformal pathways of width up to (w + 1)b,
where w is the maximum width of the undecomposable semiformal pathways discovered so far, while ex-
cluding pathways that have the same signatures as previously discovered pathways. It is important to em-
phasize that no a priori knowledge of the width bound is assumed, and the algorithm is guaranteed to halt as
long as there exists some finite bound. While the existence of this algorithm shows that the problem of find-
ing the formal basis is decidable with the bounded width assumption, the worst-case time complexity seems
to be adverse as is usual for algorithms based on exhaustive search. It is an open question to understand
the computational complexity of this problem as well as to find an algorithm that has better practical perfor-
mance. Another important open question is whether the problem without the bounded width assumption is
decidable.
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4.3 Signature of a pathway
While Corollary 4.3 gives us a way to make use of the bounded width assumption, it is still unclear
whether the enumeration can be made finite, because the number of undecomposable semiformal pathways
of bounded width may still be infinite. To resolve this problem, we need to define a few more concepts.
Definition 21. Let p be a semiformal pathway. The decomposed final states (DFS) of p is defined as the
set of all unordered pairs (T1, T2) that can be obtained by decomposing p into two semiformal pathways and
taking their final states. Note that for an undecomposable pathway, the DFS is the empty set.
Definition 22. Let p = (r1, . . . , rk) be a semiformal pathway. Also, let Si = S ⊕ r1 ⊕ · · · ⊕ ri where
S is the initial state of p. The formal closure of p is defined as the unique minimal state S′ such that
Formal(Si) ⊆ S′ for all i.
Definition 23. The regular final states (RFS) of p is defined as the set of all minimal states T such that
there exists a potential turning point reaction rj = (R,P ) which satisfies Formal(Si) ⊆ S for all i < j,
Formal(Si) ⊆ T for all i ≥ j, and Formal(Sj−1 −R) = ∅.
Some explanation is in order. Although the RFS definition applies equally to semiformal pathways that
are or could be regular, and to semiformal pathways that are not and cannot be regular, the RFS provides
a notion of “what the final state would/could be if the pathway were regular”. As examples, first consider
the semiformal pathway (A → i, B + i → j, j → X + k). The second and third reactions are potential
turning points, and the RFS is {{|X|}}. One can easily check that if the pathway were to be completed in a
way that its final state does not contain X , the resulting pathway cannot be regular (e.g. were it to be closed
by X + k → Y , the pathway becomes irregular). Now consider (A → i, i → B + j, B + j → k). Only
the first two reactions are potential turning points, and the RFS is {{|B|}}. One can also check in this case
that the only way that this semiformal pathway can be completed as a regular pathway is for it to have B in
its final state. Finally consider (A→ i, i→ A + j, A + j → B), which is in fact a regular formal pathway
implementing A → B. Because every reaction is a potential turning point by our definition, the RFS is
{{|A,B|}, {|B|}}. One of these states is the actual final state, corresponding to the actual turning point, and
therefore we can see that this formal pathway is regular.
Definition 24. The signature of the pathway is defined to be the 6-tuple of the initial state, final state, width,
formal closure, DFS, and RFS.
Theorem 4.4. If m is any finite number, the set of signatures of all semiformal pathways of width up to m
is finite.
Proof. Clearly, there is only a finite number of possible initial states, final states, widths, formal closures,
and RFS. Also, since there is only a finite number of possible final states, there is only a finite number of
possibilities for DFS.
Theorem 4.5. Suppose p1 and p2 are two pathways with the same signature. Then, for any reaction r,
p1 + (r) and p2 + (r) also have the same signature.
Proof. Let p′1 = p1 + (r) and p′2 = p2 + (r). It is trivial that p′1 and p′2 have the same initial and final states,
formal closure, and width.
First, we show that p′1 and p′2 have the same DFS. Suppose (T1, T2) is in the DFS of p′1. That is, there
exists a decomposition (q′1, q′2) of p′1 where q′1 and q′2 have final states T1 and T2. The last reaction r is
either contained in q′1 or q′2. Without loss of generality, suppose the latter is the case. Then, if q1 = q′1 and
q2 + (r) = q2, then (q1, q2) should decompose p1, which is a prefix of p′1. Since p1 and p2 have the same
DFS, there should be a decomposition (s1, s2) of p2 that has the same final states as q1 and q2. Clearly,
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(s1, s2 + (r)) should be a decomposition of p′2 and thus (T1, T2) is also in the DFS of p′2. By symmetry, it
follows that p′1 and p′2 have the same DFS.
Now we argue that p′1 and p′2 should have the same RFS. Suppose T is contained in the RFS of p′1.
1. If the potential turning point for T in p′1 is the last reaction r, with r = (R,P ), then it must be the
case that T = Formal(P ). Because p2 has the same formal closure and final state as p1, which was
sufficient to ensure that r was a valid potential turning point in p′1, r will also be a valid potential
turning point in p′2. Consequently, T is also in the RFS of p′2.
2. Otherwise, the potential turning point reaction for T in p′1, call it t = (R,P ), also appears in p1. Since
the initial state of p1 must be a subset of the initial state of p′1, t is also a potential turning point for
p1. Since “midway through” the potential turning point reaction, all formal species must be gone, we
conclude that in fact p1 and p′1 have the same initial state. That is, R contains no formal species that
aren’t already in the final state of p1. Thus, all shared states after t are the same, and some subset T ′
of T must be contained in the RFS of p1. By assumption, T ′ is also in the RFS of p2, and p2 has the
same final state as p1. Since R contains no formal species that aren’t already in the final state of p2, the
initial states of p2 and p′2 are the same. Consequently, the potential turning point of p2 corresponding
to T ′ is also a potential turning point for p′2. This ensures that T is in the RFS for p′2.
Theorem 4.6. A nonempty pathway p is a prime pathway if and only if its signature satisfies the following
conditions:
1. The initial and final states are formal.
2. The DFS is the empty set.
4.4 Algorithm for enumerating signatures
It is now clear that we can find the formal basis by enumerating the signatures of all undecomposable
semiformal pathways. In this section we present a simple algorithm for achieving this.
function enumerate(p, w, ret)
if p is not semiformal or has width greater than w then return ret
sig = signature of p
if sig is in ret then return ret
add sig to ret
for every reaction rxn
ret = enumerate(p + [rxn], w, ret)
end for
return ret
end function
function main()
w_max = 0
b = branching factor of the given CRN
while true
signatures = enumerate([], w_max, {})
w = maximum width of an undecomposable pathway in signatures
if (w+1)*b <= w_max then break
w_max = (w+1)*b
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end while
return signatures
end function
The subroutine enumerate is a function that enumerates the signatures of all semiformal pathways of
width at most w. Note that it uses memoization to avoid duplicating pathways that have identical signatures,
as justified by Theorem 4.5. Because of this memoization, Theorem 4.4 ensures that this subroutine will
terminate in finite time.
The subroutine main repeatedly calls enumerate, increasing the width bound according to Corollary
4.3. It is obvious that main will terminate in finite time if and only if there exists a bound to the width of
an undecomposable semiformal pathway.
It is out of scope of this paper to attempt theoretical performance analysis of this algorithm or to study
the computational complexity of finding the formal basis. While there are obvious further optimizations
by which the performance of the above algorithm can be improved, we meet our goal of this paper in
demonstrating the existence of a finite time algorithm and leave further explorations as a future task.
4.5 Testing tidiness and regularity
Finally, we discuss how to use the enumerated signatures to test tidiness and regularity of the given CRN.
Theorem 4.7. A CRN is tidy if and only if every undecomposable semiformal pathway has a closing path-
way.
Proof. The forward direction is trivial. For the reverse direction, we show that if a CRN is not tidy, there
exists an undecomposable semiformal pathway that does not have a closing pathway.
By definition, there exists a semiformal pathway p that does not have a closing pathway. Consider a
minimal-length example of such a pathway. If p is undecomposable, then we are done. So suppose that p
is decomposable into two semiformal pathways p1 and p2. By the minimality of p, both pathways p1 and
p2 must have closing pathways. However, since the final state of p has the same intermediate species as the
sum of the final states of p1 and p2 (by Theorem 4.1 and the fact that p1 and p2 are semiformal), the two
closing pathways concatenated will be a closing pathway of p (because a closing pathway does not consume
any formal species). This contradicts that p does not have a closing pathway, and thus we conclude that the
case where p is decomposable is impossible.
Theorem 4.8. Let p be an undecomposable semiformal pathway that has a closing pathway. Then p also
has a closing pathway q such that p + q is undecomposable.
Proof. Let q be a minimal-length closing pathway for p. Note that p + q is a formal pathway. If p + q is
undecomposable, we are done. So suppose that p + q decomposes into two formal pathways p1 and p2,
which by definition must both be nonempty. Then it must be the case that one of p1 or p2 contains all the
reactions of p, because otherwise p must be decomposable as well. Without loss of generality, suppose p1
contains all the reactions of p. Then p2 consists only of reactions from q. This means that the reactions
of q that went into p1 constitute a shorter closing pathway q for p, contradicting the minimality of q. We
conclude that p + q must have been undecomposable.
To test tidiness, we attempt to find a closing pathway for each undecomposable semiformal pathway p
enumerated by the main algorithm. Theorem 4.7 ensures that it suffices to consider only these pathways.
We do this by enumerating the signatures of all semiformal pathways of the form p+q where q is a pathway
that does not consume a formal species, but only those of width up to wmax (wmax is the maximum width of
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the undecomposable semiformal pathways discovered by the main algorithm). Theorem 4.8 ensures that it
is safe to enforce this width bound.
The testing of regularity is trivial, using the following theorem.
Theorem 4.9. A prime pathway is regular if and only if its RFS contains its final state.
Proof. The potential turning point corresponding to the final state proves regularity. If the final state is
lacking in the RFS, then none of the potential turning points qualify as a turning point and the pathway is
not regular.
We emphasize that these methods work only because of the bounded width assumption we made on
undecomposable semiformal pathways. Without this assumption, it is unclear whether these problems still
remain decidable.
4.6 Optimization techniques
In this section, we discuss some optimization techniques that can be used to improve the performance of the
main enumeration algorithm. While we provide no theoretical analysis of these techniques, we report that
there are test instances on which these techniques speed up the algorithm by many orders of magnitude.
Definition 25. If S is a state, Intermediate(S) denotes the multiset that consists of exactly all the interme-
diate species in S.
Theorem 4.10. If p is an undecomposable semiformal pathway of CRN C with an initial state of sizem > 0,
there exists an undecomposable semiformal pathway of C with an initial state of size smaller than m but at
least min(R,P )∈C{(m− |Formal(R)|)/|Intermediate(R)|}.
Proof. Since m > 0, p is nonempty. Let p−1 denote the pathway obtained by removing the last reaction
(R,P ) from p. Let x be the number of formal species in R. Also, let S and S−1 denote the initial states of
p and p−1 respectively.
It is obvious that the initial state of p−1 is smaller than the initial state of p by at most x, i.e., |S−1| ≥
|S| − x. Then, we decompose p−1 until it is no longer decomposable. As a result, we will end up with l
undecomposable pathways p1, p2, . . . , pl which by interleaving can generate p−1. Also, they are all semi-
formal. First, we show that l is at most y, where y is the number of intermediate species in R (clearly,
x + y = |R|). Assume towards a contradiction that l > y. Then, by the pigeonhole principle, there exists
i such that (Intermediate(R), P ) can occur in the sum of the final states of p1, . . . , pi−1, pi+1, . . . , pl (as in
the proof of Theorem 4.2). Then, consider the decomposition (pi, p′i) of p−1 where p
′
i denotes the pathway
we obtain by interleaving p1, . . . , pi−1, pi+1, . . . , pl in the same order that those reactions occur in p−1. By
Theorem 4.1, p′i is semiformal. Since pj’s are all semiformal, this means that the intermediate species in the
final state of p′i will be exactly the same as those in the sum of the final state of p1, . . . , pi−1, pi+1, . . . , pl.
That is, the final state of p′i contains all the intermediate species that (Intermediate(R), P ) needs to occur,
i.e., p′i with (R,P ) appended at the end should have a formal initial state. However, this means that p is
decomposable which is a contradiction. Hence, l ≤ y.
Now, note that if we have l semiformal pathways whose initial states have size m1, . . . ,ml, any pathway
obtained by interleaving them can have an initial state of size at most
∑l
i=1mi. Since p−1 had an initial
state of size at least m − x and l ≤ y, we can conclude that at least one of p1, . . . , pl has an initial state of
size at least (m−x)/y. It is also clear that the size of its initial state cannot exceed m. Thus, we have found
a pathway p′ which
1. has a smaller length than p, and
2. has an initial state of size at least min(R,P )∈C{(m− |Formal(R)|)/|Intermediate(R)|} and at most m.
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If p′ has an initial state of size exactly m, then we have failed to meet the requirements of the claim.
However, since we have decreased the length of the pathway by at least one and the initial state of a zero-
length pathway is of size 0, we can eventually get an initial state of size smaller than m by repeating this
process. The first time that the size of the initial state decreases, we will have found a pathway p′ that satisfies
the theorem statement because in that case conditions (1) and (2) must hold by the arguments above.
The above theorem allows us to maintain a bound i max on the size of initial states during enumeration,
in a similar manner to how w max is maintained. Since our enumeration algorithm is essentially brute-force,
imposing this additional bound may significantly reduce the number of pathways that need to be enumerated.
Moreover, the proof of the above theorem immediately lets us optimize the constants in Theorem 4.2.
Theorem 4.11. If p is an undecomposable semiformal pathway of width w > 0, there exists an undecom-
posable semiformal pathway of width smaller than w but at least (w − b)/br, where
br = max
(R,P )∈C
{|Intermediate(R)|}.
Proof. Same as the proof of Theorem 4.2, except that we argue l ≤ br instead of l ≤ b, using the argument
from the proof of Theorem 4.10.
The following theorem helps us further eliminate a huge number of pathways from consideration.
Definition 26. Let p be a semiformal pathway. We say that p is strongly decomposable if p can be decom-
posed into two semiformal pathways p1 and p2 such that at least one of p1 and p2 is a formal pathway.
Theorem 4.12. Let p be a semiformal pathway. If it is strongly decomposable, any semiformal pathway
that contains p as a prefix is decomposable.
Proof. Suppose p is strongly decomposable into formal pathway p1 and semiformal pathway p2. We show
that for any p′, if p + p′ is semiformal, then it is decomposable into p1 and p2 + p′. It suffices to show that
p2+p
′ is semiformal. Assume towards a contradiction that the initial state of p2+p′ contains an intermediate
species. Since p2 is semiformal, it means that there is an intermediate species x contained in S − T , where
T is the final state of p2 and S is the initial state of p′. Let T ′ be the final state of p. Since p1 is formal,
Intermediate(T ′) = Intermediate(T ). Hence, x is also contained in S − T ′, which means that x appears in
the initial state of p+p′. This is a contradiction to our initial assumption that p+p′ was semiformal. Hence,
p2 + p
′ is semiformal and therefore p + p′ is decomposable.
Finally, we show that CRNs that possess a certain structure can be processed extremely quickly. Since
most published implementations do have this structure (e.g. [36, 5, 31]), this observation is very useful in
practice.
Definition 27. Let C be a CRN. We define the following two sets, which partition the set of intermediate
species of C according to whether they ever participate in a reaction as a reactant.
W (C) = {species x in C : x is not formal and x never appears as a reactant in reactions of C}
NW (C) = {species x in C : x is not formal and x /∈W (C)}
Moreover, for any state S, we will denote by SNW (C) the multiset containing exactly those species of S that
belong to NW (C).
Definition 28. A CRN C is said to have monomolecular substructure if for every reaction (R,P ) ∈ C,
both |RNW (C)| and |PNW (C)| are at most one.
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Theorem 4.13. Let C be a CRN that has monomolecular substructure and p = (r1, . . . , rk) any undecom-
posable semiformal pathway of C. Also, let S0 be the initial state of p and Si = S0 ⊕ r1 ⊕ · · · ⊕ ri all the
states that p goes through. Then, for any 0 ≤ i ≤ k, we have |SNW (C)i | ≤ 1.
Proof. We prove this by induction on k. If k = 1, the claim holds trivially. Now assume that the claim holds
for all pathways of length up to k−1. Let p−1 be the pathway obtained by removing the last reaction rk from
p. Note that rk consumes up to one intermediate species because the CRN has monomolecular substructure.
Moreover, rk must consume at least one intermediate species because otherwise p can be decomposed into
(r1, . . . , rk−1) and (rk). Therefore rk consumes exactly one intermediate species x, which by definition
must be in NW (C). By induction hypothesis, |SNW (C)i | ≤ 1 for all 0 ≤ i ≤ k − 1 (the initial state of p−1
and the initial state of p differ only by formal species) and in particular the final state of p−1 contains at
most one intermediate species that belongs to NW (C). This implies that this intermediate species must be
x, because otherwise p = p−1 + (rk) would not be semiformal. The last reaction rk consumes this x and
produces at most one intermediate species that belongs to NW (C), which means that |SNW (C)k | ≤ 1. The
theorem now follows by induction.
The above theorem implies that when we run our algorithm on a CRN with monomolecular substructure,
there is no need to enumerate semiformal pathways that ever go through a state that contains more than one
species from NW (C).
4.7 Testing pathway decomposition equivalence
In this section, we have presented an algorithm for enumerating the formal basis of a given CRN, which
is guaranteed to halt if there is a finite bound to the width of an undecomposable semiformal pathway.
Moreover, this algorithm can also be used to test whether the CRN is tidy and regular.
Hence, we are finally in a position to be able to verify the correctness of CRN implementations; namely,
using the above algorithm we can test whether the target CRN and the implementation CRN are pathway
decomposition equivalent. Since it immediately follows from definition that the target CRN is tidy and reg-
ular and that its formal basis is equal to itself, this verification amounts to checking that the implementation
CRN is tidy and regular and that its formal basis is equal to the target CRN up to addition or removal of
trivial reactions. All of these tasks can easily be achieved using our algorithm.
We note that because of Theorem 3.1 our theory applies also to the more general scenario of comparing
two arbitrary CRNs. In this case, one would need to enumerate the elementary and formal bases of both
CRNs, verify that both CRNs are tidy and regular, and finally check that their formal bases are identical up
to addition or removal of trivial reactions.
5 Handling the general case
In this section, we discuss some important issues that pertain to practical applications and hint at the possi-
bility of further theoretical investigations.
As we briefly mentioned earlier, many CRN implementations that arise in practice involve not only
formal and intermediate species but also what are called fuel and waste species. Fuel species are chemical
species that are assumed to be always present in the system at fixed concentration, as in a buffer. For
instance, DNA implementations [36, 5, 31] often employ fuel species that are present in the system in large
concentrations and have the ability to transform formal species into various other intermediates. This type
of “implementation” is also prevalent in biological systems, where the concentrations of energy-carrying
species such as ATP, synthetic precursors such as NTPs, and general-purpose enzymes such as ribosomes
and polymerases, are all maintained in roughly constant levels by the cellular metabolism.
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In CRN verification, the standard approach to fuel species is to preprocess implementation CRNs such
that all occurrences of fuel species are simply removed. For instance, if the CRN contained reactionA+g →
i + t where g and t are fuel species, the preprocessed CRN will only have A→ i. The justification for this
type of preprocessing is that since fuel species are always present in the system in large concentrations by
definition, consuming or producing a finite number of fuel species molecules do not have any effect on the
system. In particular, it can be shown that holding fuel species at constant concentration, versus simply
removing them from the reactions while appropriately adjusting the reaction rate constants, leads to exactly
the same mass-action ODE’s and continuous-time Markov chains.
On the other hand, implementations sometimes produce “waste” species as byproducts. Waste species
are supposed to be chemically inert and thus cannot have interaction with other formal or intermediate
species. However, in practice it is often difficult to implement a chemical species which is completely inert
and therefore they may interact with other species in trivial or nontrivial ways. Therefore the main challenge
is to ensure that these unwanted interactions do not give rise to a logically erroneous behavior. One way
to deal with this problem is to first verify that such waste species are indeed “effectively inert” and then
preprocess them in a similar manner to fuel species. To achieve this we need to answer two important
questions: first, how to satisfactorily define “effectively inert” and second, how such waste species may be
algorithmically identified.
Another related problem which must be solved before we can use pathway decomposition is that some
implementations may have multiple chemical species that are interpreted as the same formal species. (For
example, see DNA implementations [36, 5] with “history domains.” An example is given in Section 6.)
Since our mathematical framework implicitly assumes one-to-one correspondence between formal species
of the target CRN and formal species of the implementation CRN, it is not immediately clear how we can
apply our theory in such cases.
Interestingly, the weak bisimulation-based approach to CRN equivalence proposed in [12, 22] does
not seem to suffer from any of these problems, because it in fact does not make a particular distinction
between these different types of species except fuel species. Rather, it requires that there must be a way to
interpret each species that appears in the implementation CRN as one or more formal species. For instance,
if {A 
 i, B + i 
 j, j → C} is proposed as an implementation of A + B → C, the weak bisimulation
approach will interpret A and i as {|A|}, B as {|B|}, j as {|A,B|}, and C as {|C|}. Therefore the state
of the system at any moment will have an instantaneous interpretation as some formal state, which is not
provided by pathway decomposition. On the other hand, the weak bisimulation approach cannot handle
interesting phenomena that are allowed in the pathway decomposition approach, most notably the delayed
choice phenomenon explained in Section 2.
Our proposed solution to the problem of wastes and multiple formal labeling is a compositional hybrid
approach between weak bisimulation and pathway decomposition. Namely, we take the implementation
CRN from which only the fuel species have been preprocessed, and tag as “formal” species all the species
that have been labeled by the user as either an implementation of a target CRN species or a waste. All
other species are tagged as “intermediates”. Then we can apply the theory of pathway decomposition to
find its formal basis (with respect to the tagging, as opposed to the smaller set of species in the target
CRN). Note that waste species must be tagged as “formal” rather than “intermediate” because they will
typically accumulate, and thus tagging them as “intermediate” would result in a non-tidy CRN to which
pathway decomposition theory does not apply. Finally, we verify that the resulting formal basis of tagged
species is weak bisimulation equivalent to the target CRN under the natural interpretation, which interprets
implementations of each target CRN species as the target CRN species itself and wastes as “null.” If the
implementation is incorrect, or if some species was incorrectly tagged as “waste”, the weak bisimulation
test will fail. See Figure 4 for example.
On the other hand, we note that the weak bisimulation approach can sometimes handle interesting cases
which pathway decomposition cannot. For instance, the design proposed in [31] for reversible reactions
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A1 → i
i→ B1 + W
A2 → j
j → B2
W + j → B1
Implementation CRN
A1 → B1 + W
A2 → B2
A2 + W → B1
Formal basis
A→ B
Under weak bisimulation
Figure 4: The compositional hybrid approach for verifying an implementation of the formal CRN {A→ B}.
We first apply pathway decomposition, treating the upper case species as formal species and lower case
species as intermediate species. Then, we apply weak bisimulation using the natural interpretation which
interprets A1 and A2 as {|A|}, B1 and B2 as {|B|}, and W as ∅. Thus, in two steps, the implementation
CRN has been shown to be a correct implementation of {A→ B}.
implementsA+B 
 C+D as {A
 i, i+B 
 j, j 
 k+C, k 
 D}. Note that this implementation CRN
is not regular according to our theory because of the prime pathway A→ i, i+B → j, j → k+C, k+C →
j, j → i + B, i→ A. Interestingly, this type of design seems to directly oppose the foundational principles
of the pathway decomposition approach. One of the key ideas that inspired pathway decomposition is that
of “base touching,” namely the idea that even though the evolution of the system involves many intermediate
species, a pathway implementing a formal reaction must eventually produce all its formal products and thus
“touch the base.” This principle is conspicuously violated in the above pathway, because while the only
intuitive way to interpret it is as A + B → C + D and then C + D → A + B, the first part does not touch
the base by producing a D molecule. In contrast, the weak bisimulation approach naturally has no problem
handling this implementation: i is interpreted as {|A|}, j is interpreted as {|A,B|}, and k is interpreted as
{|D|}.
The fact that the two approaches are good for different types of instances motivates us to further gen-
eralize the compositional hybrid approach explained above. To define the generalized compositional hy-
brid approach, we begin by formally introducing the weak bisimulation approach of [12, 22]. As we have
seen above, the weak bisimulation approach requires an “interpretation map” m from species of the im-
plementation CRN to states of the target CRN. For instance, in the above example m was defined as
m(A) = m(i) = {|A|}, m(B) = {|B|}, m(j) = {|A,B|}, m(C) = {|C|}, and m(D) = m(k) = {|D|}.
Although the domain of m is technically species of the implementation CRN, there is an obvious sense in
which we can also apply it to states, reactions, or pathways. Thus when convenient we will abuse nota-
tion to mean m(S) =
∑
x∈Sm(x) for a state S, m(r) = (m(R),m(P )) for a reaction r = (R,P ), and
m(p) = (m(r1),m(r2), . . . ,m(rk)) for a pathway p = (r1, . . . , rk). Then, the following definition and
theorem are adapted from [12, 22] to fit our definitions of chemical reactions and pathways.
Definition 29. (Section 3.2 of [22]) A target CRN C1 and an implementation CRN C2 are weak bisimulation
equivalent under interpretation m if
1. for any state S in C1, there exists a state S′ in C2 such that m(S′) = S,
2. for any state S′ in C2 and S = m(S′),
(a) if r ∈ C1 can occur in S, then there exists a pathway p = (s1, . . . , sk) in C2 such that S ⊕ r =
m(S′ ⊕ s1 ⊕ · · · ⊕ sk) and m(p) is equal to (r) up to addition or removal of trivial reactions, and
(b) if r′ ∈ C2 can occur in S′, then m(r′) is either a reaction in C1 or a trivial reaction, and thus
m(S′ ⊕ r′) = S ⊕m(r′).
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Theorem 5.1. (An immediate corollary of Theorem 1 of [22]) If a target CRN C1 and an implementation
CRN C2 are weak bisimulation equivalent under interpretation m, then the following holds:
1. If S is a state in C1, p is a pathway in C1 that can occur in S, and S′ is a state in C2 such thatm(S′) = S,
then there exists a pathway p′ in C2 such that p′ can occur in S′ and m(p′) is equal to p up to addition
or removal of trivial reactions.
2. If S′ is a state in C2 and p′ is a pathway in C2 that can occur in S′, then there exists a pathway p in C1
such that p can occur in m(S′) and p is equal to m(p′) up to addition or removal of trivial reactions.
Similarly to Theorem 3.5, the above theorem establishes a kind of pathway equivalence between the
target CRN and the implementation CRN. Now, we can formally define the generalized compositional hybrid
approach as follows.
Definition 30. Suppose we are given a target CRN C1 and an implementation CRN C2. Let F and S denote
the species of C1 and C2 respectively. Let X ⊆ S be the set of species that have been labeled by the user as
implementations of target CRN species or wastes. In the compositional hybrid approach, we say C2 is a
correct implementation of C1 if there exists some X ⊆ V ⊆ S such that
1. C2 with respect to V as formal species is tidy and regular, and
2. the formal basis of C2 with respect to V as formal species is weak bisimulation equivalent to C1 under
some interpretation that respects the labels on X provided by the user.
The flexibility to vary V can be useful: for example, intermediates that are involved in “delayed choice”
pathways can be kept out of V so as to be handled by pathway decomposition, whereas intermediates in-
volved in the aforementioned reversible reaction pathways can be retained within V so as to be handled by
weak bisimulation.
Finally, we prove a theorem analogous to Theorems 3.5 and 5.1, in order to provide an intuitive jus-
tification for the adequacy of the above definition. We begin by extending the notion of interpretation of
pathways that we introduced in Section 3.4 to include the concept of interpretation map.
Definition 31. Suppose V denotes the set of species of C2 that are being tagged as formal species in the
compositional hybrid approach. Let m be an interpretation map from V to states of C1. We say a formal
pathway p = (r1, . . . , rk) in C2 can be interpreted as a pathway q = (s1, . . . , sl) in C1 under m if
1. q can occur in m(S), where S is the initial state of p,
2. m(S ⊕ r1 ⊕ · · · ⊕ rk) = m(S)⊕ s1 ⊕ · · · ⊕ sl, and
3. there is a decomposition of p such that if we replace the turning point reaction of each prime pathway
with the corresponding element of C1 (i.e. the corresponding formal basis reaction mapped through
m) and remove all other reactions, then the resulting pathway is equal to q up to addition or removal
of trivial reactions.
Then, the following theorem provides a sense in which two CRNs that are “equivalent” according to the
compositional hybrid approach indeed do have equivalent behaviors.
Theorem 5.2. Suppose an implementation CRN C2 is a correct implementation of the target CRN C1 ac-
cording to the compositional hybrid approach. Then, there exists a mapping m from V to states of C1 such
that the following two conditions hold.
1. Let q and S be a pathway and a state in C1 such that q can occur in S. Then, for any state S′ in C2 that
uses species from V such that m(S′) = S, there exists a formal pathway p in C2 that can occur in S′
and can be interpreted as q under m.
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2. Any formal pathway p in C2 can be interpreted as some pathway q in C1 under m.
Proof. Let m be the interpretation map provided by the weak bisimulation equivalence [12, 22], and I the
formal basis of C2 with respect to V as formal species.
1. By Theorem 5.1, we have a pathway p′ in I that can occur in S′ and m(p′) is equal to q up to addition
or removal of trivial reactions. Now replace each reaction in p′ by the prime pathway that implements
that reaction and call the resulting pathway p. Clearly, p can occur in S′. To show that p can be
interpreted as q under m, observe that the first condition of Definition 31 follows from the fact that q
can clearly occur inm(S′) and S′ is a superset of the initial state of p (because p can occur in S′). Since
p and p′ have the same initial and final states and m(p′) = q, we also satisfy the second condition. The
final condition trivially follows from the way p was constructed and the fact that m(p′) was equal to q
up to addition or removal of trivial reactions.
2. By Theorem 3.5, p can be interpreted as some pathway p′ in I. Let q be the pathway we obtain by
removing all the trivial reactions from m(p′). Now we show that p can be interpreted as q under m.
For the first condition of Definition 31, we use Theorem 5.1 to see that q can occur in m(S′) where S′
is the initial state of p′. Since p′ can occur in the initial state of p, this implies that q can also occur in
m(S) where S is the initial state of p. The second condition follows immediately from the way q was
constructed and the fact that p and p′ have the same net effect. The final condition follows from the
fact that p can be interpreted as p′ in I and that m(p′) = q up to removal of trivial reactions.
As we shall see in Section 6, the compositional hybrid approach allows for the verification of interesting
real-life systems that neither pathway decomposition nor bisimulation is able to handle individually. In fact,
the compositional hybrid approach seems to be the most general approach proposed thus far in terms of the
range of implementations that it can address, which, to our best knowledge, includes all currently known
enzyme-free DNA implementation techniques. At the same time, we remark that its definition as presented
in this paper does not seem to be completely satisfactory. To see why, consider the CRN {A→ i, i+B1 
j1, i + B2  j2, j1 → C, j2 → C} as an implementation of {A + B → C}. Intuitively, it seems that the
compositional hybrid approach should have no problem handling this example with V = {A,B1, B2, C}
and m(A) = {|A|}, m(B1) = m(B2) = {|B|}, m(C) = {|C|}. Surprisingly, it turns out that the prime
pathway A→ i, i + B1 → j1, j1 → i + B1, i + B2 → j2, j2 → C is not regular under this choice of V ,
because the productB1 is produced before the reactantB2 is consumed. Of course, the compositional hybrid
approach can still handle this implementation because we can always choose V = {A,B1, B2, C, i, j1, j2}
and delegate the whole verification to the bisimulation part. Nonetheless, it is troubling that the above
pathway is considered irregular because if indeed B1 and B2 both represent B, then there is a sense in
which this pathway should really be thought of as A→ i, i+B → j1, j1 → i+B, i+B → j2, j2 → C
and hence be considered regular.
Towards the resolution of the above issue, we may want to imagine a modified version of hybrid ap-
proach where pathway decomposition and bisimulation are not merely composed as in the above definition,
but combined in a more integrated manner. For example, we have considered a kind of “integrated” hybrid
approach in which regularity and the delimiting condition of weak bisimulation [12, 22] are tested only after
we apply the interpretationm to the prime pathways in the elementary basis. While empirical results suggest
that such modifications may successfully fix the issue described above, their theoretical implications are yet
to be understood.
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6 Case studies
In this section, we study five real-life examples from the field of DNA computing in order to demonstrate
how the theory developed in this paper can be applied in practice. The code that was used to test these exam-
ples is included as part of the Nuskell suite for compiling and verifying DNA implementations (previously
called BioCRN [35]). Nuskell interfaces the formal basis enumeration algorithm from Section 4 with other
software pieces to form the following pipeline for verifying CRN implementations. First, the given target
CRN is converted into a set of DNA molecules using the Nuskell compiler [35]. Second, all the reactions
that can occur between these DNA molecules are enumerated using Grun et al.’s domain-level DNA reac-
tion enumerator [17], from which the fuel species are pruned out as described in Section 5. The resulting
reactions constitute the implementation CRN. Finally, either pathway decomposition, weak bisimulation
[12, 22], or the compositional hybrid approach can be applied to the target CRN and the implementation
CRN to verify that the two are indeed equivalent.
The current version of Nuskell implements a special case of the compositional hybrid approach in which
V = X (see Definition 30). In other words, the Nuskell compiler provides the verifier with not only the target
and implementation CRNs, but also information on formal and waste labeling. For formal labeling, it uses
a pattern matching algorithm described in [35] to decide which species in the implementation CRN should
correspond to which formal species. For waste labeling, it currently uses the following criterion proposed
in [35]:
Definition 32. A species is a non-waste if it is formal or it is a reactant of a reaction that involves at least
one non-waste either as a reactant or a product. An intermediate species that is not a non-waste is a waste
species.
Given this information, our verifier first finds the formal basis of the implementation CRN with respect
to exactly those species labeled as formal or waste species by the Nuskell compiler, and then verifies that this
formal basis is weak bisimulation equivalent to the target CRN under the natural interpretation that accords
with the compiler’s labeling.
Example #1
For the first example, we will implement the target CRN {A→ X+Y +Z, A→ X+Y, A→ X, A→ B}
using the translation scheme proposed in [36]. Figure 5 shows how a unimolecular reaction (i.e. reaction
with exactly one reactant) gets implemented in this translation scheme.
To understand how this translation works, first note that the figure makes use of domain-level annotation
as opposed to sequence-level annotation: that is, the DNA strands in Figure 5 are specified by numbered
segments, or “domains,” instead of the actual nucleotide base sequences of A, G, C, and T. Here, the star is
used to indicate sequence complementarity, e.g. segments 1 and 1* are complementary to each other. Under
the assumption that domains otherwise have very little complementarity, this abstraction is very useful in
modeling complex DNA systems.
In this implementation, g and t are fuel species that are assumed to be present in large concentration.
Hence, when the molecule A is present in the solution, A and g may collide and bind to each other by the
1 and 1* domains that are complementary to each other. When this happens, since the adjacent domains 2
and 3 on A and 2* and 3* on the bottom strand of g are also complementary to each other, the hybridization
can continue to the right, by a process called branch migration, thus displacing the top strand of g and
producing two species on the right-hand side of the first reaction. The resulting molecule i can then react
with another fuel species t to produce the desired productsX and Y . Note that g and t can be easily modified
to implement reactions with different numbers of product molecules, e.g. A→ X or A→ X + Y + Z.
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Figure 5: The implementation of A→ X + Y according to the translation scheme from [36]. Dotted boxes
indicate fuel species. Note that in this translation scheme each formal species molecule will retain a “history
domain” specific to the gate from which it was produced.
Note also that this scheme makes use of “history domains” in implementing formal species, represented
by the question mark in the domain specification. For instance, in this example, any single-stranded molecule
that has an arbitrary domain followed by domains 1, 2, and 3 is considered to beA. This is necessary because
if the implementation consists of multiple modules like the one depicted in this figure,Amolecules produced
by different modules will have different history domains, each specific to the gate from which the molecule
was produced. However, all those different versions of A will then be able to participate in the same set
of downstream modules, because as can be seen in the figure, the history domains do not participate in the
reactions employed by those modules.
If we follow this translation scheme blindly, we would require exactly two fuel species for each uni-
molecular reaction in the target CRN. However, in the case of our target CRN {A → X + Y + Z, A →
X + Y, A → X, A → B}, there is an optimization technique we can use to reduce the number of fuel
species, exploiting the fact that the first three reactions in this target CRN are very similar to one another.
Namely, it turns out that in this case we can share one fuel species g among those three reactions, therefore
using only 6 fuel species to implement the four reactions in the target CRN rather than 2×4 = 8. In practice,
researchers who experiment with actual DNA systems generally want to employ such optimizations when-
ever possible, because they are often crucial to the cost and efficacy of the experiment. Figure 6 illustrates
how the optimized implementation works for this example.
In the next step, we preprocess the fuel and waste species to obtain a simpler CRN that involves only
formal and intermediate species. Although in principle waste species are handled using the compositional
hybrid approach, we will assume for the sake of presentation that in this example we can treat waste species
in the same way as fuel species. We note that this assumption is not far-fetched because in this example it
is rather obvious that the waste species do not participate in any reaction at all. After this preprocessing, the
resulting implementation CRN looks as follows:
A→ i
i→ X + Y + Z
i→ X + Y
i→ X
A→ j
j → B
Moreover, the optimized implementation no longer uses multiple history domains for a single formal species,
so the theory of pathway decomposition can be directly applied to this implementation.
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Figure 6: An optimized implementation of target CRN {A→ X+Y +Z, A→ X+Y, A→ X, A→ B}.
Before we proceed, we also remark that this example contains a notable instance of the delayed choice
phenomenon, and therefore cannot be verified by either weak bisimulation [12, 22] nor serializability [25].
Namely, the intermediate i has multiple fates {|X,Y, Z|}, {|X,Y |}, and {|X|}, and hence it is unclear what its
instantaneous interpretation should be. Indeed, we cannot interpret i to be any of {|X,Y, Z|}, {|X,Y |}, and
{|X|} because then the CRN would appear to contain reactions X+Y +Z → X+Y , X+Y → X+Y +Z,
and X → X + Y + Z, respectively. Neither can we interpret i to be A, because i cannot turn into B.
In contrast, pathway decomposition has no difficulty verifying this implementation CRN. Running the
algorithm for enumerating the basis, we find that its elementary basis is
{(A→ i, i→ X + Y + Z),
(A→ i, i→ X + Y ),
(A→ i, i→ X),
(A→ j, j → B)},
from which it is clear that the CRN is tidy and regular, and moreover its formal basis equals the target CRN
that we desired to implement. Hence, this implementation is pathway decomposition equivalent to the target
CRN.
Example #2
Our second example is a verification of the network condensation procedure proposed in [17]. The domain-
level reaction enumerator from [17] can produce the output using several different semantics. One is “de-
tailed” semantics, in which all internal configuration changes within DNA molecules are enumerated step
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by step, one domain change at a time. Another is “condensed” semantics, in which internal configuration
changes that occur within a single molecule are considered to be one step. For instance, we note that Figure
5 is an example of condensed semantics. If the first reaction in Figure 5 was enumerated using detailed
semantics instead, it would be enumerated as three reactions instead of one, where the first reaction would
be A binding to g by domain 1, the second reaction would be domain 2 on A hybridizing with domain 2* on
the bottom strand of g (i.e. domain 2* on the top strand of g would now be displaced), and the third reaction
would be domain 3 on A hybridizing with domain 3* on the bottom strand of g (i.e. the top strand is now
completely released). For practical purposes, it is often convenient to use condensed semantics, which pro-
duces many fewer species and reactions while still capturing the essential behavioral features of the given
system.
While [17] provides its own theoretical justification for the correctness of this condensation procedure,
it would be interesting to verify using pathway decomposition that the CRNs generated by the two different
semantics are indeed equivalent. For example, let us consider the DNA system in Figure 7, enumerated using
detailed and condensed semantics of Grun et al.’s enumerator [17]. This example was taken from Figure
4 of [17] and was slightly modified to highlight the delayed choice phenomenon inherent in the system.
Condensed semantics identifies species that differ only by a reversible change of internal configuration with
one another, resulting in “resting sets” of species variants that are easily interconvertible. In this example,
species G and i4 are grouped together and will be treated as one species G in the condensed CRN (and
similarly D and i7 as one species D). In general, this grouping gives rise to subtle issues that necessitate
the use of the compositional hybrid approach (see Example #4), but we will show that the system at hand
is simple enough that we can verify it using only pathway decomposition. To achieve this, we treat the
CRN generated by condensed semantics as a target CRN and the CRN generated by detailed semantics as
an implementation CRN.
First of all, observe that the weak bisimulation approach of [12, 22] is not sufficient to verify the cor-
rectness of this condensation. For example, the intermediate species i19 does not admit an appropriate
instantaneous interpretation. If it is interpreted to be {|A,B|}, the system would appear to contain the reac-
tion A + B → C + D. If it is interpreted to be {|C,D|}, the system would appear to contain the reaction
C+D → A+B. It cannot be interpreted as {|G,T |}, because it cannot react with an X molecule to produce
W .
In contrast, it is easily verified using our algorithm that the detailed CRN is tidy and regular and moreover
its formal basis is {D → D, G → G, G + T → A + B, G + T → C + D, T + X → W}, which is
equal to the condensed CRN up to addition or removal of trivial reactions. Therefore the condensation in
this example is correct according to pathway decomposition equivalence.
Example #3
As a third example, we consider the same translation scheme and optimization technique as in Example
#1, this time applied to a different target CRN {A + X → X + X + A, A + X → X + X, A + X →
X, A → A + X + X, A → A + X}. While this example is very similar in flavor to Example #1, we can
no longer directly verify it with pathway decomposition because now there can be multiple history domains
for a single formal species. As can be seen in Figure 8, there are four different implementation species that
correspond to the formal species X and two different implementation species that correspond to the formal
species A. Moreover, as can be seen in Figure 9, bisimulation still does not apply because of the delayed
choice of species j. Hence, in this case the compositional hybrid approach is necessary to establish the
equivalence between the target CRN and the implementation CRN.
To verify this implementation using the compositional hybrid approach, we first enumerate species and
reactions using [17], then preprocess the fuel species to obtain the implementation CRN of Figure 9, and
finally run our formal basis enumerator on it treating Ai’s, Xi’s, and Wi’s as formal species. It verifies that
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the implementation CRN is tidy and regular and returns the formal basis shown in Figure 9. While the formal
basis turns out to be very large because of the existence of multiple history domains, it is easily shown to be
weak bisimulation equivalent to the target CRN under the obvious interpretation m(Ai) = {|A|},m(Xi) =
{|X|},m(Wi) = ∅. Therefore the given target CRN and implementation CRN are equivalent according to
the compositional hybrid approach.
We remark that even though this implementation CRN contained 25 species and 19 reactions, the basis
enumeration algorithm took less than one second to finish on an off-the-shelf laptop computer. This per-
formance is perhaps surprising considering that the algorithm is based on brute-force enumeration, and it
suggests that despite the adverse worst-case time complexity, the algorithm may still be practical for many
instances that arise in practice. In fact, when we made full use of the optimization techniques outlined in
Sections 3.4.2 and 4.6, the algorithm terminated on almost all of our test instances in less than ten seconds.
The performance was particularly strong for implementations that had monomolecular substructure. For
example, the translation scheme from [36] applied on a target CRN consisting of 20 reactions produces an
implementation CRN consisting of 394 reactions and 387 species. However, since this implementation CRN
is modular and has monomolecular substructure, our verifying algorithm was able to successfully verify it
in mere 4 seconds. On the other hand, we report that the algorithm failed to terminate in an hour on some
instances that did not have monomolecular substructure.
Example #4
In our fourth example, we illustrate why pathway decomposition may not suffice for the verification of the
condensation procedure in [17] and how the compositional hybrid approach can be used to remedy this
problem. This example is almost identical to the system in Example #2, except that we remove species X
and W from the system and add a different species Y , which is merely the DNA strand consisting of a single
domain ‘a’.
Since there are many species in this system that have an unhybridized a* domain (e.g. G, i4, A, i7, and
D), molecule Y can react with those species to form various other species, thus giving rise to a reaction
network that is much more complex than in Figure 7. Most importantly, we note that molecule i7 can
also bind with Y to form a species which we shall call V . Since i7 is identified with D in condensed
semantics, this reaction will appear as D + Y → V in the condensed CRN. However, if we try to run
pathway decomposition on the detailed CRN treating as formal species only those species that appear in the
condensed CRN, we will find that the prime pathwayG+T → i13, i13→ i19, i19→ C+i7, i7+Y → V
is irregular and thus pathway decomposition does not apply to this system (see Figure 10). The problem
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A1 → i1
i1 → A1
A2 → i2
i2 → A2
i1 + X1 → j + W3
i1 + X2 → j + W4
i1 + X3 → j + W5
i1 + X4 → j + W6
i2 + X1 → j + W7
i2 + X2 → j + W8
i2 + X3 → j + W9
i2 + X4 → j + W10
j → X3 + W11
j → X3 + X4 + W12
j → A2 + X3 + X4 + W13
A1 → k + W1
A2 → k + W2
k → A1 + X1 + X2 + W14
k → A1 + X1 + W15
Implementation CRN
A→ A
A + X → X
A + X → X + X
A + X → A + X + X
A→ A + X + X
A→ A + X
After applying the interpretation
A1 → A1
A2 → A2
A1 + X1 → X3 + W11 + W3
A1 + X2 → X3 + W11 + W4
A1 + X3 → X3 + W11 + W5
A1 + X4 → X3 + W11 + W6
A2 + X1 → X3 + W11 + W7
A2 + X2 → X3 + W11 + W8
A2 + X3 → X3 + W11 + W9
A2 + X4 → X3 + W11 + W10
A1 + X1 → X3 + X4 + W12 + W3
A1 + X2 → X3 + X4 + W12 + W4
A1 + X3 → X3 + X4 + W12 + W5
A1 + X4 → X3 + X4 + W12 + W6
A2 + X1 → X3 + X4 + W12 + W7
A2 + X2 → X3 + X4 + W12 + W8
A2 + X3 → X3 + X4 + W12 + W9
A2 + X4 → X3 + X4 + W12 + W10
A1 + X1 → A2 + X3 + X4 + W13 + W3
A1 + X2 → A2 + X3 + X4 + W13 + W4
A1 + X3 → A2 + X3 + X4 + W13 + W5
A1 + X4 → A2 + X3 + X4 + W13 + W6
A2 + X1 → A2 + X3 + X4 + W13 + W7
A2 + X2 → A2 + X3 + X4 + W13 + W8
A2 + X3 → A2 + X3 + X4 + W13 + W9
A2 + X4 → A2 + X3 + X4 + W13 + W10
A1 → A1 + X1 + X2 + W14 + W1
A1 → A1 + X1 + W15 + W1
A2 → A1 + X1 + X2 + W14 + W2
A2 → A1 + X1 + W15 + W2
Formal basis
Figure 9: Applying the compositional hybrid approach to Example #3.
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Figure 10: Conceptual issues for pathways involving resting sets with multiple interconvertible species.
Species are illustrated as dots, while resting sets are indicated by circles encoding the interconvertible
species. Although unimolecular reactions between the species within a given resting set form a strongly
connected graph, for clarity they are not explicitly shown. (a) A graph of the resting sets and poten-
tial reaction pathways for the adjacent implementation CRN. Reaction pathways do not necessarily in-
volve formal species, but can instead utilize equivalent species from the same resting set. (b) A sub-
graph of the resting sets and reaction pathways for the CRN of Example #4 that illustrates the pathway
G + T → i13, i13→ i19, i19→ C + i7, i7 + Y → V .
here is that species i7 should have been considered a formal species because it is identified with D, even
though its name does not appear in the condensed CRN. Hence, in order to apply pathway decomposition
properly, we would need a way to inform the theory that i7 is also a copy of the species D.
We note that this problem is very similar to the problem of multiple history domains that we discussed
in Example #3. Just as A1 and A2 had both to be considered an implementation of A, in this example
we need to ensure that both D and i7 are considered an implementation of D. Thus, we can apply the
compositional hybrid approach to such systems by first running pathway decomposition on the detailed
CRN, treating as formal species all species from the condensed CRN and any other species that are identified
with those species within resting sets, and then verifying that the resulting formal basis is weak bisimulation
equivalent to the condensed CRN. In our example, this would correspond to treating species like i4 and i7
as formal species, and then using the interpretation m(G) = m(i4) = {|G|},m(D) = m(i7) = {|D|} in the
bisimulation step of the compositional hybrid approach. All of this information, i.e. which species should be
considered formal and what interpretation should be used, is provided to our verifier software by the reaction
enumerator of [17]. This way, the irregular pathway from the previous paragraph would no longer be prime,
because it can now be decomposed into G + T → i13, i13 → i19, i19 → C + i7 and i7 + Y → V . The
full result of a compositional hybrid approach verification of this example is shown in Figure 11, where we
can easily check that the formal basis of the detailed CRN is weak bisimulation equivalent to the condensed
CRN under the interpretation m.
Like Example #3, we note that this is an example of a DNA system that neither pathway decomposition
nor bisimulation can verify, but the compositional hybrid approach can.
33
i13 i14
i13 i19
i14→ A + B
i38 i40
i38 i46
i40→ B + Z
i46→ B + Z
i46→ C + V
i19→ A + B
i19→ C + i7
A + Y → Z
D  i7
D + Y → i41
i7 + Y → V
G i4
G + T → i13
G + Y → U
i4 + T → i14
i4 + Y → i42
T + U → i38
T + i42→ i40
U  i42
V  i41
Implementation CRN
m(A) = {|A|}, m(B) = {|B|},
m(C) = {|C|}, m(D) = m(i7) = {|D|},
m(G) = m(i4) = {|G|}, m(T ) = {|T |},
m(i42) = m(U) = {|U |}, m(Y ) = {|Y |},
m(i41) = m(V ) = {|V |}, m(Z) = {|Z|}
Bisimulation interpretation m
A + Y → Z
D → i7
D + Y → i41
i7→ D
i7 + Y → V
G→ i4
G + T → A + B
G + T → C + i7
G + Y → U
i4→ G
i4 + T → A + B
i4 + T → C + i7
i4 + Y → i42
T + U → B + Z
T + U → C + V
T + i42→ B + Z
T + i42→ C + V
U → i42
i42→ U
i41→ V
V → i41
Formal basis
A + Y → Z
D + Y → V
G + T → A + B
G + T → C + D
G + Y → U
T + U → B + Z
T + U → C + V
Condensed CRN
Figure 11: Applying the compositional hybrid approach to Example #4.
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Example #5
For the final example, we investigate the following CRN as an implementation of {A+B → C +D+E}:
A i + j
i + B  k + l
k → C
l m + n
m→ D
j + n→ E
Unlike the previous examples, this CRN was not constructed by a direct application of a published CRN
implementation scheme, although it was inspired by the reaction network given rise to by the “garbage
collection” module of [5]. Nonetheless, this system is very interesting because it distinguishes pathway
decomposition from bisimulation [12, 22] or serializability [25] without making use of the delayed choice
phenomenon. Therefore it suggests that delayed choice may in fact be just one example of many interesting
behaviors that are allowed by pathway decomposition but not by other approaches.
First, we observe that this implementation would be deemed “incorrect” by bisimulation or serial-
izability. To see this for bisimulation, we simply note that the interpretation of k must be C because
of reaction k → C. However, this would result in k + l → i + B being interpreted as some reac-
tion that consumes at least one C and produces at least one B, which means that this CRN cannot be
a correct implementation of {A + B → C + D + E} according to bisimulation. To see it for seri-
alizability, we note that, roughly translated into our language, serializability requires every prime path-
way in a module to have a well-defined turning point reaction and moreover visit the same set of states
prior to the turning point reaction. In this example, the turning point reaction of a prime pathway would
be defined as the first irreversible reaction that occurs in the pathway, e.g. reaction k → C in pathway
(A → i + j, i + B → k + l, k → C, l → m + n, m → D, j + n → E) and reaction j + n → E in
pathway (A → i + j, i + B → k + l, l → m + n, j + n → E, k → C, m → D).4 Noting that these
two pathways do not visit the same set of states prior to the respective turning point reactions, we conclude
that this implementation cannot be handled by serializability. However, we do remark that there could be a
relaxed version of serializability which can handle this example.
In contrast to the above two approaches, pathway decomposition does not have any difficulty with this
example. Not only does it allow prime pathways implementing the same reaction to have different choices
of turning point reactions, but it also allows them to go through different sets of states as long as each of
those prime pathways is regular. In fact, our basis enumeration algorithm easily finds the formal basis of the
given implementation CRN to be {A→ A, A+B → A+B, A+B → C +D +E}, proving that it is a
correct implementation of {A + B → C + D + E} according to pathway decomposition.
7 Conclusions
The development of pathway decomposition theory was motivated by a desire for a general notion of CRN
behavioral equivalence, up to ignoring rate constants and implementation intermediates. An overarching
challenge is that, despite the set of species and set of reactions both being finite, the set of possible initial
states may be infinite, the set of system states reachable from a given initial state may be infinite, and the set
of possible pathways from a given initial state may be infinite – yet we desire a guarantee that the available
4Lakin et al.’s definition of a turning point (which they call a “commit reaction”) is slightly different from our definition. For
detail, refer to [25].
35
behaviors within two CRNs are essentially identical, and we desire that this guarantee may be found (or
refuted) algorithmically in all cases. These factors eliminate many standard approaches – such as those that
only handle finite state spaces – from consideration. How well does the pathway decomposition approach
meet these goals?
The central concepts of pathway decomposition are quite general, allowing application of the theory
to a wide range of CRNs, but some important limitations are imposed. First, species must be divided into
formal species and intermediate species, and we are only concerned with “formal” pathways of reactions
that start with purely formal states and end in purely formal states. (I.e. our theory does not concern itself
with what may or may not happen when you start the CRN with intermediate species; they occur only in the
middle of formal pathways.) The basic idea is that any such formal pathway can be decomposed (perhaps
not uniquely) into interleaved sub-pathways until non-decomposable (“prime”) pathways are reached. The
set of all such prime pathways defines the formal basis for the CRN – the corresponding set of initial and
final states for the set of prime pathways – and two CRNs with the same formal basis are deemed equivalent.
The consequence is that the sets of formal pathways in the two CRNs can be put in correspondence with
each other by decomposing into prime pathways and replacing each prime pathway by its formal basis
reaction. In this sense, anything that one CRN can do, can also be done by the other. However, pathway
decomposition theory applies only to CRNs that are tidy (any state reached from a formal state can clean
up all intermediate species and return to a formal state) and regular (every prime pathway consists of a
consumptive phase followed by a productive phase, separated by a turning point reaction).
The choices implicit in the formulation of pathway decomposition allow for a general and elegant the-
ory. A primary feature is that other than regularity, there are no structural constraints on what goes on inside
the prime pathways. This provides the potential for intermediates within a pathway to perform a non-trivial
(deterministic or non-deterministic) computation. In particular, intermediates can be shared between prime
pathways, and intermediates may not “know” which pathway they are on – a phenomenon we call “delayed
choice”. This is substantially less restrictive than other related methods for CRN implementation verifica-
tion [12, 22, 25]. On the other hand, in the case that a CRN can be divided into two parts with distinct
intermediates, a modularity property holds such that the formal bases of the two parts can be considered
independently (as in a previous method [25]). This greatly facilitates algorithmic verification of CRN im-
plementations. Finally, because the formal basis of an implementation CRN is unique (up to choice of
which species are considered formal and which are intermediates), a given implementation CRN cannot be
considered a correct implementation of two distinct formal CRNs – a natural property that, again, does not
hold for some related methods [12, 22].
On the other hand, the elegance and generality of pathway decomposition theory come at a cost. Because
the core theory only addresses tidy CRNs, fuel and waste species must be removed by pre-processing outside
the core pathway decomposition theory. Because fuels are presumed to be held at constant concentrations,
they can be eliminated from the CRN representation with a change of rate constants and absolutely no effect
on the dynamics. However, implementation species considered “waste” are often not entirely inert, but
rather their interactions with the system are such that their presence or absence does not affect the possible
formal pathways – for example, they might interact only with other “waste” species. Further, because the
core theory requires a one-to-one correspondence between formal species and selected representative species
in the implementation, the core theory is insufficient for implementation schemes where a formal species
may be represented by molecules with variable regions, such as the “history domains” of Soloveichik et al
[36]. To accommodate these concerns, we developed a compositional hybrid theory, which allows pathway
decomposition to be first applied to the implementation CRN with all waste species and all representations
of formal species being designated as “formal”, after which bisimulation [12, 22] is applied to the resulting
formal basis to establish correctness with respect to the original formal CRN. For both the core theory and
the compositional hybrid theory, “correctness” of an implementation provides guarantees that every pathway
in the formal CRN can occur in the implementation and vice versa, under an appropriate interpretation of
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implementation pathways.
The compositional hybrid theory is conceptually sufficient for verifying – or finding errors in – CRNs
implemented according to most published translation schemes5. However, the algorithmic challenges of
finding the formal basis for pathway decomposition theory, and of finding the interpretation function for
bisimulation theory, are substantial: the verification of correctness pertains to all possible initial states of
the CRNs (which are infinite in number) and all possible pathways from these states (also infinite). To meet
this challenge, we developed the notion of “signatures” for partial pathways, proving that they are bounded
in number for implementations for which the prime pathways have bounded width, and thus proving that at
least in this case our algorithm is guaranteed to terminate, even if there are an infinite number of distinct
prime pathways. Although the worst-case complexity of our algorithm is unknown, in practice implemented
CRNs have a modularity property that is easily recognized and exploited, often allowing verification to
complete in a matter of seconds for systems of the scale that is currently experimentally feasible6. Although
verifying CRN bisimulation equivalence in the general case is PSPACE-complete [22], the bisimulation test
implemented for the compositional hybrid theory in Nuskell is a restricted case, and in practice this has not
proven to be the limiting step for difficult verification cases.
During the course of our investigations, we encountered a number of CRN implementations that intu-
itively seem correct, but which are not accepted by our theory, pointing to the need for a yet more gen-
eral notion of correctness. We give four examples here. The first was previously mentioned: our no-
tions of regularity and turning points, which appear necessary for correctly implementing irreversible re-
actions, preclude the use of physically reversible implementations of logically reversible reactions, such as
{A+B 
 i, i
 j, j 
 C+D}. Such implementations appear in [31] and can reduce energy consumption
and reduce implementation complexity exponentially [37, 9]. Interestingly, the serializability approach to
verification [25] shares this restriction, but the bisimulation approach [12, 22] easily accommodates physi-
cally reversible implementations. Technically speaking, the compositional hybrid theory, which generalizes
both pathway decomposition and bisimulation, can handle the above example, but it is only by “abusing” the
theory by setting all species to be “formal” for its pathway decomposition step. As a second example, one
might have a reaction implementation where a “waste” species is produced prior to the turning point, e.g.,
{A → i + W, i → A,B + i → C}. The compositional hybrid theory will not accept this implementation
because in the initial pathway decomposition step, where waste W is temporarily considered “formal”, the
prime pathway (A → i + W,B + i → C) is not a regular implementation of A + B → C + W because
W is produced prior to the arrival of B. Although this type of situation does not commonly arise in DNA
strand displacement systems, it could be ameliorated by simply eliminating waste species (as defined in
Definition 32) from the implementation CRN prior to verification. A more general solution would be to
propose an “integrated hybrid theory” where regularity is tested only after the bisimulation interpretation
has been applied; however, this complicates attempts to prove a theorem relating formal and implementation
pathways analogous to Theorem 5.2. The third example concerns situations where formal species interact in
non-meaningful ways, resulting in pathways that have no net effect. As an illustration, in the implementa-
tion {A
 i, i+B → C, i+D 
 j}, the pathway (A→ i, i+D → j, j → D+ i, i+B → C) is a prime
pathway taking A + B + D to D + C, but it is not regular. Pathways like (i + D → j, j → i + D), which
end where they begin and which never produce a net formal species that wasn’t previously consumed, could
be called futile loops; they would arise, for example, when the implementation model explicitly accounts
for fleeting binding between molecules that results in no transformation. In some published CRN-to-DNA
5We have applied pathway decomposition to translation schemes from [36, 5, 6, 31, 8, 25], verifying implementations using
many schemes, revealing errors and suggesting fixes for some schemes, identifying concerns such a potential leak pathways in
other schemes, and encountering limitations of the theory for still other cases. These investigations will be reported in more detail
elsewhere; some general observations are mentioned below.
6For example, a system of ten up-to-bimolecular reactions compiles, according to the translation scheme in [36], into a imple-
mentation with 185 species and 150 reactions and verifies in about ten seconds on a 2013 MacBook Pro.
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translation schemes, especially those that involve variable “history” domains and multiple reversible steps
prior to the turning point (e.g. [5], and [36] generalized to trimolecular reactions), the involvement of futile
loops can result in irregular prime pathways that interlink multiple history-distinct versions of the same sig-
nal, such as (A→ i, i+B1 → j1, j1 → B1 + i, i+B2 → j2, j2 → C). Interestingly, the integrated hybrid
theory could also address this particular problem, if it could be rigorously justified. Alternatively, it would
be desirable to allow decomposition by removing such futile loops (in which case the above pathway would
be considered to implement A + B → C, a sensible result) but unfortunately modifying our definitions to
allow this leads to additional complexities for the notion of a “signature”, and we have not been able to gen-
eralize our algorithm while retaining a proof that it is guaranteed to terminate. The fourth example highlights
a situation where our algorithm’s combinatorial explosion makes verification infeasible. Specifically, most
cases where verification is fast and scalable involve translation schemes that result in implementations that
are modular and have monomolecular substructure, as per Sections 3.4.2 and 4.6. However, the “garbage
collection” stages in the translation schemes of [5] do not have monomolecular substructure, and our algo-
rithms are capable of verifying only the simplest instances. Interestingly, if the garbage collection stages are
removed or key garbage collection species are held at constant concentrations as fuel, then monomolecular
substructure is restored and verification proceeds apace. In summary, there is room for a deeper understand-
ing of the notion of logical correctness for CRN implementations, and of the relative capabilities of different
existing theories, such as composition and modularity properties.
Even in their present form, existing theories and algorithms for establishing the correctness of CRN
implementations can play an important role in the development of rigorous compilers for molecular pro-
gramming. We envision that future compilers for molecular programming will conform to the standards
established in electrical and computer engineering: complexity is managed using an abstraction hierarchy
that allows a program specification in a high-level language (such as Verilog) to be translated through a
series of intermediate-level languages to a physically implementable low-level language (such as transistor-
level netlists). Furthermore, the language at each level of the hierarchy has well-defined semantics (the
mathematical model describing the behavior of the program) and most importantly, formal proofs can estab-
lish that the compiler’s transformation from a higher-level language to a lower-level language preserves the
essential behavioral invariants [26, 32]. For molecular programming with dynamic DNA nanotechnology,
formal CRNs could serve as a higher-level language, while domain-level DNA strand displacement models
could serve as a lower-level language – the semantics of which provide the implementation CRN. Note that
in contrast to traditional compilers that (ideally) may be proved to be correct for all source programs, our
pathway decomposition theory and algorithms are best suited for evaluating the correctness on a case-by-
case basis. While proving the general correctness of a CRN-to-DNA translation scheme would obviate the
need for time-consuming verification algorithms to be run, the advantages of case-by-case verification are
(1) when new translation schemes are proposed, they may immediately be used with confidence prior to
establishing what may be a difficult general-case proof; (2) when a new low-level semantics is considered
(e.g. either more or less detail in the molecular model), again there is no need to attempt a new proof for
the general case; (3) in cases where a translation scheme is in fact not correct in the general case, it may
still be used with confidence for CRNs that it does implement correctly; and (4) since it is highly desir-
able to make experimental systems as simple as possible, formal verification can be used to establish or
refute the correctness of arbitrary attempts to optimize and simplify the DNA-level design. These ideas have
been implemented in the verifying compiler, Nuskell, which has already been used to catch bugs in several
translation schemes [35].
Although the task of building an abstraction hierarchy for molecular programming with dynamic DNA
nanotechnology seems particularly tractable, in principle the same formalism could be used to establish the
correctness of other types of molecular and biochemical systems. For example, systems of protein enzymes
and nucleic acid substrates have been used to construct cell-free biochemical circuits [23, 30]; given a speci-
fication for the desired behavior as a formal CRN together with a CRN describing the actual implementation
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details, one could use pathway decomposition theory to examine its logical correctness. Similarly, pathway
decomposition could provide an alternative perspective on the validity of descriptions at multiple levels of
details for biological networks studied in systems biology, or as an evaluation of coarse-graining and model
reduction techniques [1]. However, there are several limitations to pathway decomposition theory for these
purposes. First, in many such cases rate constants are important, but pathway decomposition theory does
not consider them. Related, in many cases approximate implementations are sufficient – for example, if
non-conforming pathways occur very rarely in the discrete stochastic (Gillespie) dynamics for the CRN, or
if non-conforming pathways “average out” in the continuous deterministic (ordinary differential equation)
dynamics [38, 39, 7]. Finally, for some purposes the target behavior that the implementation aims to achieve
is not best described as a CRN, but rather by some other specification language such as temporal logic.
Many of these issues are explored in the literature on Petri nets [19]. However, a more fundamental concern
is that CRNs are not an efficient representation for describing combinatorial processes in biology, for which
more effective models have been developed [16, 10] and analyzed [2]. It is reasonable to presume that such
models could in the future provide a programming language for more sophisticated molecular machines.
Nonetheless, the notion of logical correctness of CRN implementations that is provided by pathway decom-
position theory has already proved its effectiveness for catching logical errors in CRN-to-DNA translation
schemes and appears to be particularly suitable for incorporation into automated verifying compilers for
molecular programming.
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