Abstract. Configurational Helmholtz free energy differences between n and n -1 LennardJones unary and binary clusters are calculated using the Bennett-Metropolis Monte Carlo technique. When plotted versus n -1/3 the slope of the energy differences yields an effective surface tension, ″. When plotted in a scaled form, the slopes for both the unary and binary clusters display the same excess entropy/k B per atom, τ, as well as the same ln(± liquid /± vapor ). Clusters as small as 5 atoms show bulk surface free energy properties.
INTRODUCTION
The present work focuses on free energy differences between neighboring sized clusters of atoms and on the scaling of these free energy differences with a universal temperature dependence, (T c /T -1). Previous work has addressed unary Argon clusters and water clusters. [1] [2] [3] [4] The intent here is to test the feasibility of applying the same scaling to binary clusters.
Theory
Previously, it has been shown that the difference in free energy between the n cluster and the n-1 cluster can be written as
where Q(n) is the unitless configurational integral for a cluster of n atoms and Q n (1) that for n monomers. In the context of the classical liquid drop model for nucleation,
where the A is related to the liquid surface tension. The I' 0 = ln(± liquid /± vapor ). As the ≤F c (n) can be evaluated through a Bennett-Metropolis Monte Carlo 6, 7 simulation of clusters of differing sizes, it is possible to estimate an effective surface tension for small n.
It has been proposed that A be rewritten in a scaled form
where T c is the critical temperature, and T is the cluster temperature. The τ= is the excess surface entropy/k B per atom. When -≤F c (n) is plotted versus n
, for n greater than or equal to about 5, a straight line is obtained, whose slope is -(2/3)A and whose intercept on the vertical axis is I' 0 . According to the proposed scaling rule, both the τ and the scaled I 0 = I' 0 (T c /T-1) -1 should be independent of the composition and temperature of the clusters, for binary as well as unary clusters.
Model And Calculations
A cluster consists of n atoms interacting via the Lennard-Jones (6-12) potential energy function and confined in a spherical volume. The volume is chosen to be 5n/± liquid , where ± liquid is the bulk liquid number density; this volume is chosen to minimize the effect of the confining surface on the free energy. 8 The cluster center of mass is fixed. Unary clusters of two species (Argon and Krypton) are simulated, as well as two varieties of binary clusters, having the ratio of Argon to Krypton atoms of 3:1 and of 1:1. The Lennard-Jones parameters used for the Argon-Argon interaction are ⁄/k = 119K and ″ = 3.4Å. For the Krypton-Krypton interaction the parameters are ⁄/k = 171K and ″ = 3.6Å. The usual combination rules are used to evaluate the parameters for the Argon-Krypton interaction, giving ⁄/k = 143K and ″ = 3.5Å. 9 For each unary cluster, the difference in free energy between a cluster of n atoms (ensemble B) and a cluster of n-1 atoms plus a monomer (ensemble A), ≤F c (n), is computed using the Bennett-Metropolis Monte Carlo technique. In the cases of the binary clusters, a "monomer" means a combination of one Krypton and k Argon atoms, while n = m(k+1) is the total number of atoms. Therefore, ≤F c (n) is the difference between the free energy of a cluster of n atoms and the free energy of a cluster of n-k-1 atoms. However, the atoms of a binary "monomer" are not required to remain together as a unit. Snap shots of a binary cluster in the two ensembles are shown in Figure 1 . The initial configuration of a cluster is chosen randomly, restricted only in that two atoms are not allowed to start too close to one another, and that all atoms lie within the constraining volume. Normally, the ≤F c (n) is averaged over 2n million Monte Carlo steps. The free energy differences are scaled; that is, divided by the quantity (T c /T -1). For the binary clusters, T c = (kT cAr +T cKr )/(k+1), where T cAr (T cKr ) is the critical temperature of Ar(Kr). Now, the Lennard-Jones critical temperature is about 1.3⁄/k B and that is used in this work rather than the experimental critical temperatures for Argon and Krypton. 
RESULTS
The results of the simulations are shown in Figure 2 . Although the clusters are at different temperatures and have different compositions, the plotted points for the Krypton, Argon, and binary clusters all fall on the same curve. For clusters of size n equal to 5 and above, the points lie along a straight line. It should be possible, therefore, to predict τ and I 0 for any unary or binary cluster of noble gas atoms without computing ≤F c (n) afresh for every species of unary cluster, or mole fraction of binary cluster. Least squares fits to a straight line were done for the linear portions of the six curves in Figure 2 . The intercepts and slopes (τ) obtained are shown in Table 1 . The average I 0 is 5.3 0.2 and the average τ is 2.3 0.2. A dependence of τ on the composition of the clusters is not evident in Table 1 . 
CONCLUSION
The scaling of free energy differences of neighboring sized clusters, ≤F c (n), has been demonstrated through Monte Carlo simulations of unary and binary LennardJones clusters of atoms. When scaled by a factor (T c /T-1), plots of -≤F c (n) vs. n -1/3 collapse to a single curve, which approaches a straight line for n > 5. The slope of that line yields an estimate for the excess surface free energy of the clusters, τ, while the ln(± liquid /± vapor ) can be estimated by extrapolation to n = . The motivation for this work has been to examine the scaling and mole fraction dependence of simple binary cluster free energy differences and the feasibility of estimating from them scaled model nucleation rates of binary noble gas clusters. 10, 11 
