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Abstract
We prove best-possible upper and lower bounds on the number of matchings in a tree in terms of the number of independent
sets and the number of 2-independent sets.
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1. Introduction
Let G= (V ,E) be a graph. A matching of G is a set of pairwise non-incident edges of G. For k1 a k-independent set I of
G is a set of vertices of G such that the distance between any two vertices in I is at least k + 1. LetM(G) and Ik(G) for k1
denote the set of all matchings and all k-independent sets of G, respectively. For convenience, we assume that ∅ ∈M(G) and
∅ ∈ Ik(G). Let match(G)= |M(G)| and indk(G)= |Ik(G)| for k1. For two disjoint subsets V ′, V ′′ ⊆ V and k1, let
Ik(G, V
′, V ′′)= {I ∈ Ik(G)|V ′ ⊆ I and V ′′ ∩ I = ∅}.
For paths Pn of order n3 there are the following obvious recursions (cf. [8]):
match(Pn)=match(Pn−1)+match(Pn−2)
and for nk + 2 and k1
indk(Pn)= indk(Pn−1)+ indk(Pn−(k+1)).
In view of match(P1)= 1, match(P2)= 2, ind1(P1)= 2 and ind1(P2)= 3, the sequences (match(Pn))n1 and (ind1(Pn))n1
are sequences of Fibonacci numbers that are shifted by 1. It is well-known that match(Pn) = ind1(Pn−1) ∼ 1√5
(√
5+1
2
)n+1
for n→∞. Similarly, ind2(Pn) ∼ c
(
1

)n
where c > 0 is some constant and  is the root of x3 + x − 1 of minimum modulus,
i.e.
√
5+1
2 >
1

∼= 1.466 . . . .
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The two parameters match(G) and ind1(G) are known in the chemical literature as the Hosoya index [7] and theMerriﬁeld–
Simmons index [10], respectively. They have both been proposed as a quantitative measure for some properties of (acyclic)
molecules. For further references the reader may consult e.g. [1–6,8,9,11].
Since the two indices have been conceived in order to capture similar characteristics of (tree-like) structures, it should be
possible to relate them to each other. This idea motivated our research and led us to the following simple observation.
Observation 1. If T is a tree, then 12 ind2(T )match(T ) ind1(T ).
Proof. Let r be an arbitrary vertex of T = (V ,E) and root T at r, i.e. direct each edge uv ∈ E from u to v if u is closer to r than
v. The directed edge is denoted by uv and the rooted tree by T .
For M ∈M(T ) let 1(M) = {v| uv is a directed edge of T and uv ∈ M} and for I ∈ I2(T ,∅, {r}) let 2(I ) = {uv| uv is a
directed edge of T and v ∈ I }. Clearly, 1 :M(T )→ I1(T ) and 2 : I2(T ,∅, {r})→M(T ) are two injections. This implies
match(T ) ind1(T ) and |I2(T ,∅, {r})|match(T ).
For I ∈ I2(T , {r},∅) let 3(I ) = I\{r}. Again 3 : I2(T , {r},∅) → I2(T ,∅, {r}) is an injection. This implies that
ind2(T )=|I2(T , {r},∅)|+ |I2(T ,∅, {r})|2|I2(T ,∅, {r})|. Hence 12 ind2(T ) |I2(T ,∅, {r})|match(T ) and the proof is
complete. 
Looking at small examples, it is easy to see that the bounds given in Observation 1 are certainly far from best-possible. In
fact, we will prove the following two theorems.
Theorem 1. If T is a tree of maximum degree , then +1+2 ind2(T )match(T ) with equality if and only if T is a star K1, of
order + 1.
Theorem 2. If T is a tree of maximum degree , then
match(T )
ind1(T )



2
3 , = 1,
5
8 , = 2,

2+1
( 32 )
+1 , 3.
Note that Theorem 2 is tight for P2, P4 and the tree that arises from the star K1, for 3 by subdividing each edge exactly
once.
The reader may wonder why we prove a lower bound on the fraction match(T )ind2(T ) (Theorem 1) and not on the fraction
match(T )
ind1(T ) .
The following example shows why. Let T1 =K1,2 and for i2 let Ti arise by joining a new vertex to the vertices of degree two
in two disjoint copies of Ti−1. Note that the tree Ti has maximum degree 3 for i2. Clearly, for i3 we have
match(Ti)= 2match(Ti−1)match(Ti−2)2 +match(Ti−1)2
and
ind1(Ti)= ind1(Ti−1)2 + ind1(Ti−2)4 ind1(Ti−1)2.
The ﬁrst recursion implies that match(Ti)match(Ti−1)2 and hence, again using the ﬁrst recursion, we have
match(Ti)3match(Ti−1)2. Note that match(T4)ind1(T4) =
467775
8143397 2
−4
. Now if match(Ti )ind1(Ti ) 2
−i for some i4, then match(Ti+1)ind1(Ti+1) 
3
(
match(Ti )
ind1(Ti )
)2
3 · 2−2i2−(i+1). Hence
lim
i→∞
match(Ti)
ind1(Ti)
= 0.
Similarly, we did not consider upper bounds on match(T )ind2(T ) as limn→∞
match(Pn)
ind2(Pn) =∞.
In the following two sections we prove our theorems.
2. Proof of Theorem 1
Lemma 1. LetT=(V ,E)bea tree and let1.Let|I2(T , {r},∅)| ind2(T ) for a vertex r ∈ V .Then −1 ind2(T )match(T )
with equality only if |I2(T , {r},∅)| = ind2(T ).
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Fig. 1.
Proof. The mapping 2 in the proof of Observation 1 implies that
match(T ) |I2(T ,∅, {r})| = ind2(T )− |I2(T , {r},∅)| − 1 ind2(T ).
This implies the desired result. 
Lemma 2. Let T = (V ,E) be a tree. For some k, l0 let {u0, v0} ∪ U˜ ∪ V˜ ⊆ V be such that |U˜ | = k, |V˜ | = l, u0v0 ∈ E,
U˜ ⊆ NT (u0) and V˜ ⊆ NT (v0) (see Fig. 1).
(i) If |I2(T , {u0},∅)| |I2(T , {w},∅)| for all w ∈ {v0} ∪ U˜ ∪ V˜ , then
max
{(
3+ k + l
k + 1
)
,
(
3+ l + k
l + 1
)}
|I2(T , {u0},∅)| ind2(T ).
(ii) If |I2(T , {u0},∅)| |I2(T , {w},∅)| for all w ∈ {v0} ∪ U˜ and l1, then
(3+ k)|I2(T , {u0},∅)|< ind2(T ).
(iii) If |I2(T , {u0},∅)| |I2(T , {w},∅)| for all w ∈ {v0} ∪ V˜ and k1, then
(3+ l)|I2(T , {u0},∅)|< ind2(T ).
Proof. Weonly prove (i), since the proofs of (ii) and (iii) will then be obvious. Let U˜={u1, u2, . . . , uk} and V˜ ={v1, v2, . . . , vl}.
The set I2(T ) can be written as the following disjoint union
I2(T )=I2(T , {u0},∅) ∪I2(T , {v0},∅) ∪I2(T ,∅, {u0, v0} ∪ U˜ ∪ V˜ )
∪
k⋃
i=1
I2(T , {ui},∅) ∪
l⋃
j=1
I2(T , {vj }, U˜ ).
We have
|I2(T , {u0},∅)| = |I2(T , {u0}, {v0} ∪ U˜ ∪ V˜ )| |I2(T ,∅, {u0, v0} ∪ U˜ ∪ V˜ )|.
For 1j l the set I2(T , {vj },∅) can be written as the following disjoint union:
I2(T , {vj },∅)=I2(T , {vj }, U˜ ) ∪
k⋃
i=1
I2(T , {ui, vj },∅).
For 1 ik and 1j l we have
|I2(T , {ui, vj },∅)| = |I2(T , {ui, vj }, U˜\{ui})| |I2(T , {vj }, U˜ )|,
where the last inequality follows by considering the injective mapping
i,j : I2(T , {ui, vj }, U˜\{ui})→ I2(T , {vj }, U˜ )
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deﬁned by i,j (I )= I\{ui}. Therefore, it follows—also using the assumption—that
|I2(T , {u0},∅)| |I2(T , {vj },∅)|
= |I2(T , {vj }, U˜ )| +
k∑
i=1
|I2(T , {ui, vj },∅)|
(k + 1)|I2(T , {vj }, U˜ )|.
Combining these estimates, we obtain
ind2(T )= |I2(T )|
(
1+ 1+ 1+ k + l
k + 1
)
|I2(T , {u0},∅)|.
Similarly, the following representation of I2(T ) as a disjoint union
I2(T )=I2(T , {u0},∅) ∪I2(T , {v0},∅) ∪I2(T ,∅, {u0, v0} ∪ U˜ ∪ V˜ )
∪
k⋃
i=1
I2(T , {ui}, V˜ ) ∪
l⋃
j=1
I2(T , {vj },∅)
implies
ind2(T )=|I2(T )|
(
1+ 1+ 1+ l + k
l + 1
)
|I2(T , {u0},∅)|
and the proof is complete. 
Proof of Theorem 1. The theorem is true for P1 and P2. Hence we assume that 2. Note that ind2(K1,) =  + 2 and
match(K1,)= + 1.
Let x be a vertex of maximum degree in T. LetNT (x)={y0, y1, . . . , y−1} be such that |I2(T , {y0},∅)| |I2(T , {yi},∅)|
for 1 i− 1. Note that if dT (y0)= 1, then |I2(T , {x},∅)| |I2(T , {y0},∅)|.
First, we assume that |I2(T , {x},∅)| |I2(T , {y0},∅)|. Let 0 i− 1 be such that dT (yi)=max{dT (y0), dT (y1), . . . ,
dT (y−1)}.We applyLemma2withu0=x, v0=yi , {v0}∪U˜=NT (x) and l=dT (yi)−1. If l=0, thenT is a starK1, and the result
follows from the remarks at the beginning of the proof. If l1, then Lemma 2(ii) implies (3+(−1))|I2(T , {x},∅)|< ind2(T ).
By Lemma 1, +1+2 ind2(T )<match(T ).
Next, we assume that |I2(T , {x},∅)|> |I2(T , {y0},∅)|. This implies that dT (y0)2.We apply Lemma 2(iii) with u0 = y0,
v0 = x, {u0} ∪ V˜ = NT (x) and k = dT (y0) − 11 which yields (3 + ( − 1))|I2(T , {y0},∅)|< ind2(T ). Again Lemma 1
implies +1+2 ind2(T )<match(T ) and the proof is complete. 
Under additional assumptions it is possible to derive numerous corollaries from Lemma 2 like the following.
Proposition 1. Let T = (V ,E) be a tree and let u ∈ V be such that |I2(T , {u},∅)| |I2(T , {w},∅)| for all w ∈ V . Let
v ∈ NT (u). Then −1 ind2(T )match(T ) for
=max
{(
2+ dT (u)+ dT (v)− 1
dT (u)
)
,
(
2+ dT (v)+ dT (u)− 1
dT (v)
)}
.
3. Proof of Theorem 2
We will prove Theorem 2 by an inductive argument on the order of the tree. Surprisingly, the base step (cf. Lemma 3) is far
more difﬁcult than the actual inductive step.
Lemma 3. For 1 and 0d1, d2, . . . , d− 1 let T = (V ,E) be the tree with vertex set
V = {x} ∪ {y1, y2, . . . , y} ∪
⋃
i=1
di  1
{zi,1, zi,2, . . . , zi,di }
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such that NT (x)= {y1, y2, . . . , y} and NT (zi,j )= {yi} for 1 i and 1jdi . Then
match(T )
ind1(T )



2
3 , = 1,
5
8 , = 2,

2 +1
(
3
2 )
+1 , 3.
Proof. Since the result is easily veriﬁed for 2, we assume that 3. Furthermore, we assume that T is a counterexample
such that
∑
i=1|di − 1| is minimum.
For 1k we have
match(T )=
∏
i=1
(di + 1)+
∑
i=1

 1
(di + 1)
∏
j=1
(dj + 1)


=
∏
i=1
(di + 1)

1+ ∑
j=1
1
(dj + 1)


=
∏
i=1
i =k
(di + 1)(dk + 1)

1+ 1(dk + 1) +
∑
j=1
j =k
1
(dj + 1)


and
ind1(T )=
∏
i=1
(2di + 1)+
∏
i=1
2di
=
∏
i=1
2di

1+ ∏
j=1
(
1+ 1
2dj
)
=
∏
i=1
i =k
2di 2dk

1+
(
1+ 1
2dk
) ∏
j=1
j =k
(
1+ 1
2dj
) .
We consider the following function for x0 and two constants c10 and c21
f (x)= (x + 1)[1+
1
x+1 + c1]
2x [1+ (1+ 12x )c2]
= (c1 + 1)x + (c1 + 2)
(c2 + 1)2x + c2 .
Let f˜ (x)=
(
1
2x [1+(1+ 12x )c2]
)2
> 0. For x2 we have
f ′(x)=−f˜ (x) [(c1 + 1)(c2 + 1)2x(x ln(2)− 1)+ (c1 + 1)c2(2x ln(2)− 1)+ (c1 + c2 + 2)2x ln(2)]< 0.
This implies that for non-negative integers x = 0, 1, 2, . . . the function f assumes its maximum value for x ∈ {0, 1, 2}. Hence,
the fraction match(T )ind1(T ) considered as a function of dk assumes its maximum value for dk ∈ {0, 1, 2}.
By the choice of T, we have that di ∈ {0, 1, 2} for 1 i. For i = 0, 1, 2 let i = |{1j|dj = i}|. We have
match(T )= 2132
[
1+ 0 + 12 +
2
3
]
and
ind1(T )= 21222
[
1+ 20
(
3
2
)1(5
4
)2]
.
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We assume that 21 and compare the values of match(T )ind1(T ) for the two triples (0, 1, 2) and (0, 1 + 1, 2 − 1). Since for
c3, c40 we have c31+c4 
4
3
c3+ 16
1+ 65 c4
, the choice of T implies that 2 = 0 and
match(T )= 21
[
1+ 0 + 12
]
and ind1(T )= 21
[
1+ 20
(
3
2
)1]
.
We consider the following function for x0:
g(x)= 1+ x +
−x
2
1+ 2x( 32 )−x
= 1+
x
2 + 2
1+ ( 32 )( 43 )x
.
Let g˜(x)=
(
1
1+2x( 32 )−x
)2
> 0. For 3 and x0 we have
g′(x)= 1
2
g˜(x)
[
1−
(
3
2
)(4
3
)x [
ln
(
4
3
)
(+ x + 2)− 1
]]
< 0.
By the choice of T, this yields 0 = 0, i.e. T arises from a star K1, by subdividing each edge once. The desired bound on
match(T )
ind1(T ) follows easily and the proof is complete. 
Proof of Theorem 2. We prove the result by induction over the order of the tree. The base step of the induction follows from
Lemma 3. In fact, Lemma 3 implies Theorem 2 for trees of diameter at most 4.
Hence we may assume that T is a tree of diameter at least 5. This implies that there is a vertex u such that there is a vertex of
T of maximum degree  at distance at least 2 from u and for some l1 we have NT (u)= {v0, v1, . . . , vl} and dT (vi)= 1 for
1 i l. The trees T ′ =T −{v1, . . . , vl} and T ′′ =T −{u, v1, . . . , vl} have smaller orders than T and they both have maximum
degree . Let
=


2
3 , = 1,
5
8 , = 2,

2+1
( 32 )
+1 , 3.
By induction, we deduce
match(T )=match(T ′)+ lmatch(T ′′)
match(T ′)+ (2l − 1)match(T ′′)
[ind1(T ′)+ (2l − 1)ind1(T ′′)]
= ind1(T )
and the proof is complete. 
We have the following corollary. Let (Fn)n1 denote the sequence of Fibonacci numbers with F1 = 1 and F2 = 1.
Corollary 1. If T is a tree of order n, then match(T )ind1(T ) 
Fn+1
Fn+2 with equality if and only if T is a path.
Proof. The result follows, since for3 the term

2+1
( 32 )
+1 is monotonically decreasing in and
match(Pn)
ind1(Pn) =
Fn+1
Fn+2 
3
5 >
3
2+1
( 32 )
3+1
for n3. 
It is clear that the fraction matchind1 can be arbitrarily large in dense graphs.One of the classes of graphs forwhich onemight hope to
bound matchind1 fromabove is the class of cacti, i.e. graphs that contain only edge-disjoint cycles.Nevertheless, the following example
shows that already for cacti matchind1 can diverge. For n1 let the cactus Cn have vertex set {u1, u2, . . . , un} ∪ {v1, v2, . . . , vn+1}
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and edge set {vivi+1, uivi , uivi+1|1 in}, i.e. Cn is a ‘chain’ of n triangles. Let the cactus C+n arise by adding a new vertex
v0 to Cn that is joined to v1. We have the following recursions for n3
match(Cn)=2match(Cn−1)+ 2match(C+n−2),
match(C+n )=match(Cn)+match(C+n−1),
ind1(Cn)=ind1(Cn−1)+ 2ind1(C+n−2) and
ind1(C+n )=ind1(Cn)+ ind1(C+n−1).
For n3 let an =match(Cn)+match(C+n−1)2match(Cn) and bn = ind1(Cn)+
√
2ind1(C+n−1) ind1(Cn). The recursions
imply that an = 3an−1 and bn = (1+
√
2)bn−1 for n4. Hence match(Cn)ind1(Cn) 
an
2bn →∞ for n→∞. 
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