Abstract. The right pricing of products is one of the most important issues concerning the development of companies' financial performance. Prices should be low enough to attract customers and at the same time high enough to cover all the emerged costs and expected profits. This research illustrates how self-organizing maps (SOM) can be used for pricing purposes. We show how changes in a company's pricing policies would affect the company's pricing position. The study illustrates clearly that companies have different possibilities to change their pricing positions. The SOM method is new and can be applied in many different ways through different pricing simulations.
INTRODUCTION
The pricing of products is one of the most important and difficult strategic decisions in companies because it generally affects sales volumes, market shares and the overall profitability of companies (cf. Avlonitis & Indounas 2005 , Bhattacharya & Friedman 2001 , Richards et al. 2005 , Simmonds 1982 and Steed & Gu 2005 . Sales volumes and market shares are general important business factors. Profitability is important because it enables companies to survive, i.e. to invest and to guarantee jobs and the payment of dividends. Subsequently the sales price must be high enough to yield a needed profit (i.e. the price should cover the costs) for companies and shareholders and low enough to give possible customers a sufficient incentive and advantage to buy (Avlonitis & Indounas 2005 , Bourne 1999 and Pitt et al. 2001 ). Accounting information systems should help to set up the needed prices of products. However, the accounting systems have not been able to provide valuable enough information for these pricing decisions from the marketing manager's point of view (Foster & Gupta 1994) . According to Foster and Gupta (1994) valuable pricing information relates, for instance, to the monitoring of competition and competitors pricing policies and the difference between the listed prices and actual sales prices.
Strategic management accounting (SMA), which has been a response to Johnson and Kaplan's (1987) critique of the lost accounting relevance, has also emphasized the importance of pricing information in the decision-making process. SMA differs from traditional management accounting by focusing on competitors, marketing and future (Bromwich 1990 , Guilding et al. 2000 and Roslender & Hart 2003 , whereas, traditional management accounting focuses more on production and history. Competitor accounting (competitive position monitoring, competitor cost assessment and competitor performance appraisal based on published financial statements) and strategic pricing (competitor price reaction, price elasticity) are some famous SMA practices (Guilding et al. 2000) . Länsiluoto, Back & Vanharanta Strategic pricing Possibilities of Grocery Retailers 121 In this study we focus on strategic pricing since it is more interesting than competitor accounting for the purposes of this study and furthermore it is a widely used technique in the field of SMA (Guilding et al. 2000) . Strategic pricing covers many kind and type of strategic analyses such as competitor price reaction (how do competitors react to the new prices, what are their financial possibilities to react), price elasticity (how does the demand change if the prices change), projected market growth (what are the effects of growth on the industry and its profitability, do the market shares change as a result of the growth) and economies of scale and scope (do the competitors have some kind of economic advantages) (cf. Simmonds 1982) . Therefore, successful strategic pricing need information concerning customers, competitors and costs (Richards et al. 2005) .
Another widely used new practice of SMA, which emphasizes the importance of competitive pricing, is target costing. This specific SMA practice highlights the external perspective in the pricing of products and is a technique of market-driven pricing (i.e. congruence with the SMA philosophy) rather than cost-based pricing, i.e. congruence with the traditional management accounting (cf. Guilding et al. 2000 , Roslender & Hart 2003 and Yu-Lee 2002 . Target costing starts by analyzing the target price, i.e. the price that the customers are willing to pay, or the product price of the competitors, and possible income. After that target costs are determined. If the target costs are higher than actual costs, the cost structure and processes have to be reengineered so that the actual and target costs are consistent (Yu-Lee 2002) . Target costing helps companies to prevent the launch of a low profitability product by emphasizing market conditions and capacity utilization (cf. Yu-Lee 2002). Strategic pricing and the price level assessment of competitors and the effects of changing prices in target costing are daunting tasks when there is a need to analyze many products (e.g. grocery industry). These kinds of assessments are almost impossible to conduct within an acceptable time without computational tools. The assessments can be performed with indexes (cf. Aalto-Setälä 1999, 34-51) . According to Aalto-Setälä (1999, 34-36 ) the use of these indexes poses some 122 The International Journal of Digital Accounting Research Vol. 7, difficulties in cases when consumer utility function should be known and when the function varies between people. The requirements for the tool are demanding when it should not only handle huge amounts of data but also visualize this data effectively. The visualization is especially important in the current information-rich era (Kohavi et al. 2002) .
The method of self-organizing maps (SOM), in particular, has been developed to improve the capabilities of information visualization (e.g. Churilov et al. 2005) . The SOM is a neural network technique that can use multidimensional data and after the training maps it onto a topological two dimensional grid. The technique maps similar items of data close to each other on the grid, preserving the relationships between the data in the form of the topological display. The SOM has been used in over five thousand applications (Oja et al. 2003) , in many different areas where the visualization capability is important, such as in breast cancer diagnosis (e.g. Chen et al. 2000) , customer profiling and segmentation (Ultsch 2002) , economic environment analysis (e.g. Länsiluoto et al. 2002a) , industrial cycle comparisons (e.g. Länsiluoto et al. 2002b ) and classification of prostate cancer patients into risk groups (e.g. Churilov et al. 2005) . However, there are only some studies of financing where the SOM has been used. Kiviluoto (1998) and Serrano-Cinca (1996) have used the SOM for predicting bankruptcies, Tan et al. (2002) for credit rating and Eklund et al. (2002) for financial benchmarking of pulp and paper companies. Although there are thousands of different applications for which the SOM has been used, it has not been used before for strategic pricing purposes.
This study discusses the ways in which a strategic accountant can produce and deliver information in the pricing process, also considering the price level of Länsiluoto, Back & Vanharanta Strategic pricing Possibilities of Grocery Retailers 123
competitors. The purpose of the study is to illustrate how the SOM 1 can be used to assess the effects of changing pricing policy (i.e. simulation) on the price position of some Finnish grocery retailers. This kind of assessment is interesting because retailers can evaluate the gap between the current and desired pricing position and assess how much they can or have to change the pricing policy to achieve the desired position. When the assessment has been conducted the retailers and their strategic accountants can evaluate how their cost structures should be changed to achieve the desired new profitable strategic position. On the other hand, accountants can conduct the assessment of a price position to analyze how much they can raise the prices still retaining the current price position. Strategic accountants can also evaluate how competitors' positions change as a result of the changing pricing policy. There are also many other possibilities for strategic pricing although we only show some of these possibilities with real market prices.
The structure of the rest of the paper is as follows. First, we introduce our data and the variables used. Second, we present the SOM technique which we have used in this research, and give some reasons why we used the chosen technique. In the last section we interpret our results and draw conclusions.
METHODOLOGY
In the methodology chapter we introduce the empirical data and variables, the choice of appropriate technique for the study, the technique of self-organizing maps as well as the used parameters in the network training. Vol. 7, 
Empirical data and variables
Our data is gained from the National Consumer Research Centre (Finland). The institution is independent i.e. it is not allied in any way to any group of the grocery retailers. The data is from the year 1995 and it includes the prices of 237 grocery products (see Appendix 1). The price range of the products is between EUR 0.12 (Fazer liquorice/#221) and EUR 27 (inner fillet of cattle/#20).
Our database contains 135 grocery retailers whose turnover was between EUR 940 thousand million and EUR 30.1 2 million in 1995. The data consists of the five groups of Finnish grocery retailers; K-group (40 retailers), S-group (32), T-group (27), Eka (15), Elanto (3), both independent grocery retailers (3) and finally fifteen retailers whose groups were unknown.
Because the purpose of the study is to illustrate how changing pricing policy affects the position of a retailer, we will focus on some retailers. The illustrations focus on the retailers in one town 3 because our database includes several competitors from different retailer groups in that town. They also had close locations and were of quite the same size, which gave another reason to focus on these retailers.
The database contains six retailers with turnovers of grocery products between EUR 2 million and EUR 16 million. Retailers 53, 54, 55 and 56 are over median size retailers in the Finnish grocery industry and all of them belong to different groups of retailers. We do not know the size and group of 57 but we assume it is 2 The first quartile is EUR 5.2 million, median EUR 8.7 million and the third quartile EUR 13.8 million. 3 We do not have possibility to mention the name of the town due to the data confidentiality quite a small retailer because we can estimate the size of the retailer by the location of 57. 58 is a small retailer and it is in the same group with 56.
Retailers 53 and 55 belong to different groups and are geographically very close to each other. 53 and 55 also have the same turnover and can therefore be considered to be competitors. Retailer 54 is located at a distance of some kilometers from 53 and 55 but 54 is a competitor for 55 because they have almost equal turnover of grocery products. The closest geographical competitor for 54 is 56 with the distance of less than three kilometers. On the other hand retailers 57 and 58 are also close competitors since they have quite the same turnover and are located in the same area; the distance between the retailers is less than three kilometers. The closest competitors of 56 are 53, 54 and 55 within a distance of some kilometers.
We limited the maximum prices of the products in the analyses so that they could not exceed the maximum price of that product after the rise of the product price. Thus if the price of the product has been raised by some retailer by 10 percent in the analyses then some price can exceed the maximum price of that product and this exceeded price has been adjusted so that it does not rise over the maximum price of the product in the whole dataset. The same limitation was applied to reduced prices.
Choice of appropriate technique for the study
Three most commonly used clustering techniques are partitioning techniques (k-means), hierarchical techniques (decision trees) and model-based techniques (self-organizing maps) (Han & Kamber 2001, 346 -81 see also Berry & Linoff 2000, 93-94 and 102-21) . In the following paragraphs we briefly discuss the reasons for the selection of the SOM as a clustering technique for our research purposes.
The most well-known and commonly used partitioning algorithm is k-means (Han & Kamber 2001, 349 and Wang 2001) . The users have to specify k, i.e. the number of clusters, in advance, which is one disadvantage concerning k-means. The k-means technique is not suitable for discovering clusters with nonconvex shapes or clusters of very different size. Furthermore, it is sensitive to noise and outlier data points. ( The second group of techniques is hierarchical clustering (i.e. decision trees) techniques. They work by grouping data objects into a tree of clusters. The quality of a pure hierarchical clustering technique suffers from its inability to perform adjustment once a merge or split decision has been executed, which is the biggest problem concerning hierarchical techniques. (Han & Kamber 2001, 354-6) The greatest benefit of decision tree approaches is their understandability (Groth 1998, 25) . Especially, if the perceptions are similar with each other, then the size of the decision tree is compact and, hence, the results are easily understandable (Berry & Linoff 2000, 120 and Cios et al. 1998, 256) .
The third group is model-based clustering techniques which follow a neural network approach 4 (e.g. self-organizing maps). (Han & Kamber 2001, 376-81) .
The number of clusters does not need to be identified a priori when using the SOM technique which is one advantage of the technique. Kiang & Kumar's (2001 see also Wang 2001 ) results indicate that the SOM networks provide a robust alternative to clustering techniques (k-means), especially, when the input data is skewed (i.e. the data do not have normal distribution).
The introduced clustering techniques have their own strengths and weaknesses. We chose the SOM technique because we did not want to determine the number of clusters a priori (as we should do by the using of k-means). Furthermore, we wanted to utilize a properly performing technique if the size of the clusters varies (this would not be a case when using k-means). Although decision tree technique produces easily understandable clusters, it can also sometimes produce quite complex cluster constructs especially if the data is multidimensional (as it is in our case). We also wanted to use a technique that has a good visualization ability and performs well if the data is skewed. These reasons impacted on the selection of the SOM technique which is described in more detail in the next chapter.
Self-organizing maps
The network in a self-organizing map usually consists of two layers of neurons: an input layer and an output layer. The neurons in the output layer are arranged in a grid and are influenced by their neighbors in this grid. The goal is to automatically cluster the input patterns in such a way that similar patterns are represented by the same output neuron, or by one of its neighbors. The inputs are 237 product prices of 135 grocery retailers. The outputs in our case are clusters of retailers which have a similar price level. These clusters are not known when the training process starts, i.e., during the training process the network has no knowledge of the desired outputs. The training process is characterized by a competition between the output neurons. The input patterns (a grocery retailer's product prices) are presented to the network one by one, in random order. The output neurons compete with each other to be activated or fired. The output neuron with a reference vector that is closest to the input vector is called the winner (Haykin 1999, 58) . The reference vector of the winner is adjusted in the direction of the input vector, and so are the reference vectors of the surrounding neurons in the output array (Ultsch 1993, 308) . The size of adjustment in the reference vectors of the neighboring neurons is dependent on the distance of that neuron from the winner in the output array. There are several different metrics for expressing the distance between two vectors (Han & Kamber 2001, 339-341) . We have used the Euclidean distance, which is often used in quantitative analysis (Kiang & Kumar 2001) . It is defined as Min{|x -mi|}, where x is the input data vector and mi is the reference vector (Kohonen 1997, 86) .
Usually, neurons on the output layer are arranged in either a rectangular or hexagonal grid (Ripley 1996, 323) . A neuron in a rectangular grid has four neighbors and a neuron in a hexagonal grid has six neighbors, except for the ones at the edges of the grid.
There are two learning parameters that have to be stated: the learning rate and the neighborhood width parameter. The learning rate influences the size of the reference vector adjustments after each training step, whereas the neighborhood width parameter determines to what extent the surrounding neurons, the neighbors, are affected by the winner. An additional parameter is the training length, which measures the processing time, i.e. the number of iterations through the training data.
The stopping criterion of a training iteration is a number: the average quantization error. The error in turn, is an average of the Euclidean distances of each input vector and its best matching reference vector in the SOM. The clusters of the data are formed by identifying neurons on the output layer that are close to each other using the reference vectors as a starting point. A tool called U-matrix (Ultsch 2002 ) is used to visualize the distances between neighboring neurons (Figure ¡Error! Vínculo no válido.). In the U-matrix presentation, relative distances between the neighboring SOM vectors are represented by shades in a gray scale. Lighter shades of gray represent smaller distances and darker shades larger distances. A "cluster landscape" formed over the SOM clearly visualizes the classification (Kohonen 1997) . The clusters are groups of neurons surrounded by dark bordering nodes. The U-matrix is an accumulated description of all the inputs. 
Training
We utilized the Self-Organizing Map Program Package (SOM_PAK) version 3.1 in the map training. The SOM Programming Team of the Helsinki University of Technology has developed the SOM_PAK. (Kohonen et al. 1995) The program uses the competitive learning algorithm, as described in the previous section. The trained maps are visualized by using NENET demo version 1.1 whereby we have better visualization abilities than the abilities of SOM_PAK 3.1.
We started by standardizing the input variables to the range [-1,1] because we attempt to give all variables an equal weight and to improve the accuracy and efficiency of the map training (Han & Kamber 2001, 105 & 339 see also Kaski & Kohonen 1998) . We constructed several maps -all maps included the whole database with 135 retailers and the prices of 237 grocery products-and chose the map with the lowest quantization error. We chose a network topology that was hexagonal with 4 x 5 neurons. The training length was 10 000 in the first part, 100 000 in the second part and in the last part 200000. The learning rate was 0.5 in the first part, 0.05 in the second part and 0.01 in the last part. We used these values because after several different training sets we found that these values brought the best results. The Euclidean distance of each input vector and its best matching reference vector (quantization error) was 4.521150.
RESULTS
In this part of the study we identify the clusters and illustrate the effects of changing pricing policy on the retailers' price positions. First we illustrate how the changes in all the prices affect the positions and after that we illustrate how the price changes in one specific product group affect the positions of the retailers. The specific product groups are milk (products 55-65 in Appendix 1), fruits and vegetables (89-109), meat (7-28) and biscuits and candies (128-138 and 200-224) .
The analyses of specific product groups are interesting when the retailers are analyzing the possible effects on the price position in a case when they are able to (or have to) change their prices in one specific product group as a result of more efficient operations. On the other hand retailers would be interested to know whether their position will change if they want to raise their prices in one specific product group when aiming at improving their profitability. This kind of smaller product group specific changes are more realistic in the price setting of the retailer because these changes are easier to implement than the price changes of all the products. On the other hand, it can be difficult to choose the products prices of which would be changed. This difficulty gives a reason to analyze the changes of all the product prices and their possible effects on the position.
Identifying clusters
The training of the SOM yields the map presented in Figure 1a where the numbers indicate the original price position of the retailers. When we have received this kind of a map we might firstly be interested in the reasons why the specific retailer is located for instance in the bottom right-hand corner (i.e. retailer 55). We might also be interested if some of the retailers are in the same cluster (i.e. they have similar price level). Figure 1a shows for instance the horizontal black areas between two neurons in the middle of the map, which indicates a difference between two cells i.e. the border of a cluster. By using feature planes (see Figure 2 ) and U-matrix we were able to define and explain the properties of the clusters and after that we drew the clusters in Figure 1b manually. In general, Figure 1b and Table 1 show all the variables increasing from the right-hand (or down) to the left-hand (up) side of the map. Figure 1b shows eight clusters A-F2 with 237 variables (i.e. the prices of grocery products). We derived the properties of the clusters from the feature planes manually. Some of these planes, in particular the unusual maps which have been referred to in Table 1 , are presented in Figure 2 . We can understand the linkage between feature planes (Figure 2 ) and U-matrix (Figure 1 ) in a way that the Umatrix is achieved when all the feature planes are put together. Therefore, when retailer 55 is located in the lower right-hand corner in Figure 1 it will also be in the same place in all the feature planes in Figure 2 . This means that almost all the prices of retailer 55 are low when looking at the presented feature planes. In Figure   132 The International Journal of Digital Accounting Research Vol. 7, N. 13-14 2 we present the unusual feature planes which have been referred to in Table 1 . Feature planes increase usually in the way as presented in Figure 1b . Table 1 describes the price levels of the different clusters. Table 1 shows that the retailers with the most expensive products are in cluster A1 whereas the retailers with the cheapest products are in cluster F2 (cf. Porter (1985, 11-16) who proposes that the competitive advantage can be based on low cost). Figure 1b ) shows also the original price positions of the retailers in the study when the cheapest retailer was 55 and the most expensive 58. Table 1 and Figure 1 show the close original price level position of retailers 53, 54 and 55 when 53 is cheaper than 54 although they are in the same cluster. When we compare the close geographical competitor retailers 53 and 55, we notice the latter being less expensive. We can also see that the competitor retailers 57 and 58 are also close price competitors; the former is in the less expensive cluster. In the next 134 The International Journal of Digital Accounting Research Vol. 7, N. 13-14 paragraphs we illustrate what will happen in the position when the pricing policy of retailers is changed.
Changing prices of all the products
In this subchapter, we illustrate the movements in price positions when the changing pricing policy affects all the products. This means that the prices of all the products have been raised or reduced in the illustration of Figure 3 .
First we investigate what will happen to the original position (see cluster F2) if the cheapest retailer 55 (white solid arrows in Figure 3 and all the rest figures) is planning to raise the prices of all its products. We can see that if all the prices of retailer 55 are raised only by three percent, retailer 55 will move to cluster to F1. This is interesting because if 53 (black solid arrows; originally in cluster E), competitor of 55, is planning to reduce its prices at the same time by three percent they will end in the same cluster F1. On the other hand, if retailer 53 is able to reduce its prices by seven percent, this will drive 53 to the same cluster with the original price position (F2) of 55. Therefore, the situation of 55 seems to be quite safe because only a seven percent reduction in the prices of 53 and 54 (ten percent decrease in 56; white dashed arrows) will make them close price competitors to 55.
Finally we can see the movement if retailer 58 (A2) is able to reduce the prices by 10 percent. This 10 percent reduction moves 58 (white dashed arrows with the number 58) to be a price competitor to 54 (black dashed arrows, originally in cluster E) if it decides to raise its prices by five percent at the same time. We can also see that if 57 (black dashed arrows with the number 57, originally in cluster B) reduces its prices by 5 percent it moves quite far away from its geographical competitor 58. This five percent drop moves 57 to the same cluster with 53 (E). If 57 is able to reduce its prices by 10 percent it will move to the cheapest cluster (F2). Figure 3 clearly illustrates that the decrease in price level affects the position of 57 much more than that of 58. We also observe the unfavorable situation of 58 (originally in cluster A2) when at least a 10 percent reduction in the prices would Länsiluoto, Back & Vanharanta Strategic pricing Possibilities of Grocery Retailers 135 move 58 to the cheaper cluster but already a three percent rise of the prices moves it to the more expensive cell. Therefore, it seems that if 57 can reduce its prices, the effects would be more favorable than in the case of its close competitor 58. 
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- (57) - ( Figure 3 shows that a seven percent rise in the prices of 53 will bring it to the same cluster with 57 (B). Their geographical distance is only a few kilometers and this possible rise in the prices may stimulate customers with high price sensitivity to change their grocery retailer. The situation of retailer 54 (originally in cluster E) is quite amazing and unfavorable because if it changes its prices between -5 and +3 percent its location does not change. Then only a seven percent reduction in prices will bring 54 to the cheapest cluster (F2). On the other hand, a ten percent raise of prices brings 54 to the second most expensive cluster (A2). In the next subchapters we focus on the changes in the specific product groups and their effects on the 136 The International Journal of Digital Accounting Research Vol. 7, price positions of the retailers. We start by analyzing the price level changes of milk products. Figure 4 illustrates a situation where the prices of milk products (i.e. product 55-65) have been changed and all the prices of other products have stayed on the original level. First of all we can see that the changes on the map are smaller (although the product group specific price level changes are larger) in Figure 4 than in Figure 3 as a result of the changes in the smaller number of product prices. Figure 4 that if retailer 54 reduces its prices of milk products by 20 percent its location changes to the opposite direction that would be expected by Figure 3 . We verified this surprising movement from the feature planes of milk products (they are not presented in this study) and noticed the reliability of the movement. We can also see that if 57 raises the prices by only five percent it will achieve almost the price level of its competitor retailer 58 (A2). Finally, Figure 4 shows that retailers 58 and 56 cannot change their positions by decreasing or increasing only their milk product prices.
Changing prices of milk products

Changing prices of fruits and vegetables
Next, we investigate the impacts of fruit and vegetables (i.e. products 89-109) price changes on the position of the retailers. Generally, Figure 5 shows that the price changes of fruits and vegetables have more effects on the position of a retailer than the price changes of milk products. One reason for the effect can be the greater number of products than in the earlier analysis. According to Figure 5 the fifteen percent price reduction of fruits and vegetables moves retailer 53 (see cluster F1) closer to its competitor retailer 55 (F2). We can also see that not even 50 percent rise in the prices changes the position of 53 (E) to the more expensive cluster, which indicates quite a safe pricing policy position for 53. Retailer 55 can raise its fruit and vegetables prices even 20 percent still remaining in the same cheapest cluster. 54 (E) is not able to change its location by decreasing the prices of fruits and vegetables. However, a 30 percent rise moves 54 closer to its geographical competitor retailer 56 (D). If 56 reduces and 54 raises the prices of fruits and vegetables by 40 percent and 30 percent respectively, they get similar price levels.
The most expensive retailer, 58 (A2), is not able to alter its position by reducing fruit and vegetables prices whereas a 15 percent rise moves 58 toward the most expensive corner on the map. If 57 (B) raises the prices only 5 percent, it will come closer to its competitor 58 although they will not be in the same cluster even though 57 would raise the prices until 50 percent. Länsiluoto 
Changing prices of meat products
Now we illustrate how the position of retailers changes when the prices of meat products (i.e. product 7-28) have been changed. Figure 6 illustrates a case when 53 (in cluster E) wants to know how much it has to reduce the prices to change its position closer its competitor 55 (in cluster F2). We notice that it has to reduce the prices of meat products by twenty percent. On the other hand if 53 raises meat product prices by 20 percent, it will change its position to cluster F1 but lower than a 50 percent rise in prices does not change the position anymore. The reducing prices cannot change the position of 54 toward a cheaper cluster whereas already more than a five percent increasing of the prices of meat products moves 54 closer to its geographical competitor retailer 56. Vol. 7, The rise in meat product prices until 50 percent does not cause any movement for 56 (cluster D). Contrary to this price stability, a thirty percent decrease in meat product prices leads 56 close to 54. They will be at the same neuron actually if 56 reduces its meat prices by 30 percent and 54 raises its prices by 10 percent simultaneously. Therefore, if 54 is planning to raise its meat product prices they have to be aware of the final result if 56 is able to reduce the prices at the same time.
The cheapest retailer 55 (F2) has quite a safe position again since it can raise its meat prices up to 15 percent still being in the cheapest cluster. But if 55 plans to raise its meat product prices by 20 percent and simultaneously 53 plans to reduce meat prices by 20 they will be in the same cluster F1. Figure 6 shows that it is easiest for retailer 57 to change the position by reducing meat product prices because already a ten percent reduction in the meat product prices moves 57 to the less expensive area in cluster B. When comparing this with the earlier figures, this kind movement has required a larger price reduction in other product groups of 57. If 57 can reduce its meat product prices by 40 percent, it moves close to retailers 53 and 54 in cluster E.
The analyses of changing pricing policy suggest quite an interesting result for retailer 58 when comparing Figures 1b and 6. According to Figure 6 if retailer 58 (A2) raises its meat prices by twenty percent it moves to a cheaper area (cluster B) and if it reduces its prices by 50 percent it will move to a more expensive area when looking at Figure 1b . But when we examined these interesting movements from the feature planes (all of these feature planes are not presented in Figure 2 ) where all the meat products were visualized we found out logic for these movements.
Changing prices of biscuits and candies
Finally, we illustrate the movements of the price positions when we are changing the prices of biscuits and candies (i.e. products 128-138 and 200-224) . In general Figure 7 illustrates that the positions of retailers change when they reduce or raise the prices. Therefore, the retailers are able to affect their position by changing the prices of biscuits and candies. Candies and biscuits are combined because they can be understood as the titbit unnecessary products. Figure 7 shows that if retailer 53 is able to reduce the prices of biscuits and candies by fifteen percent it moves closer to its competitor 55. We can also see that it does not make sense to 53 to reduce the product prices more than fifteen percent if they are trying to change their position because even fifty percent cheaper products do not move the position of 53 any closer to its competitor 55. On the contrary, these are minor possibilities to change the position of 53 by decreasing the prices whereas the position changes by raising the prices sensitively. Therefore even a 10 percent rise moves 53 to a more expensive position, a thirty percent rise close to 57 and finally a 50 percent rise moves it to the most expensive cluster A1. Figure 7 shows quite difficult situations for retailers 54 (cluster E) and 58 (A2) because they are not able to improve their price positions by decreasing the prices of biscuits and candies. On the other hand both of them change their positions if they raise the prices only by 5 percent. Figure 7 clearly illustrates that if 54 raises the prices by 30 percent and 58 does not change its prices they will be very close to each other. If 54 decides to raise the prices by 50 it moves to the most expensive cluster A1. Figure 7 shows again the favorable position of the cheapest retailer 55 since it can raise the prices by five percent without any effect on the position. If they decide to raise the prices between 10 or 50 percent, their position changes only one cell to the second cheapest cluster F2. If 56 (D) can and is willing to reduce the prices by 10 percent, their position will change. On the other hand, the larger reductions are not grounded from the view of changing pricing position because they do not have any impact on the position. We can also observe that 54 and 56 will be at the same neuron if 54 raises the prices by five percent and simultaneously 56 decreases its prices by 10 percent. A 40 percent rise in the prices of biscuits and candies moves 56 close to the original position of 58.
The competitor retailers 57 (B) and 58 (A2) have opposite possibilities to move their positions by changing the prices of biscuits and candies. The situation is more favorable to 57 than 58. The raising of prices of 57 does not have any effect on its position when only a five percent reduction moves 57 to the cheaper neuron. If 57 is able to reduce the prices by 40 percent they will move to the same neuron with 53 (E). Contrary to the situation of 57, 58 does not have any possibilities to change its position by reducing the prices whereas already a five percent rise moves 58 to the more expensive neuron.
CONCLUSIONS
In this research we have illustrated several different ways to change the strategic pricing position of some Finnish grocery retailers. As would be expected the greatest movements are achieved by changing the prices of all products. This kind of a total change can be very difficult to conduct in practice since the position can also be moved by doing minor changes in specific product groups. The study also showed that not all the product pricing policy changes affected the price positions of retailers, which emphasizes the importance of individual analyses of each retailer. Some pricing policy changes did not affect the position at all and some larger changes did not affect the position any more than minor changes had already done. However, in some cases even minor pricing policy changes affected the position of the retailer. This shows clearly that some retailers have less possibilities to change their pricing position by reducing grocery product prices than others.
We also found that if a retailer is planning to raise the prices of some product group it should consider the plans of the competitor retailers so that they do not move close to others unexpectedly. Therefore, the accountants of retailers should also try to analyze the cost structure of their competitors5 (Guilding et al. 2000) , their possibilities to reduce the prices or the competitors' pressures to raise the prices of their products as a result of unprofitable business. These kinds of assessments can be very difficult in practice.
When the presented price sensitivity analysis of products is performed and its effect on the price position is evaluated, strategic accountants should analyze how the planned changes affect companies' profitability and what kind of operative arrangements should be performed to achieve the desired results. We propose that accountants should produce illustrations presented earlier because they know the cost structure of the company and subsequently they can estimate, first, how Vol. 7, possible it is to improve the cost structure and, second, how much costs it is possible to cut to achieve the desired price position of the retailer. Accountants can also make action plans so that the desired price level could be achieved. On the other hand, we also think that if accountants provide the presented price sensitivity illustrations it will be valuable information to the marketing managers (cf. Foster & Gupta 1994) who have not been satisfied with the information produced by accountants. The illustrations are usable also when the popular strategic management accounting practices (see Guilding et al. 2000) , such as target costing and strategic pricing, are utilized.
Although we used the prices of grocery products as an evaluation factor in the study, we have to remember that the purchasing decisions of customers are not only affected by price. Therefore, the most expensive retailers can still be profitable and successful because customers value also other factors than price, e.g the location of retailer when they are buying grocery goods (cf. Aalto-Setälä 1999, 2-3 and Pitt et al. 2001) .
By using the SOM instead of indexes in the price assessments we can overcome a number of problems: 1) We do not need to assess the consumer utility function which varies between people. In this study, the function need not be assessed because the starting point of this study is that retailers have huge databases including the prices of the products of the different grocery retailers. And thus the basic problem is to analyze and assess the pricing position of the retailer compared to other retailers correctly and rapidly. After the assessments the retailer can evaluate the possible effects of the changing prices on the sold quantities, i.e. how customers respond to the changing price level. When using price indexes we have to know the real quantities of the sold products if we want to use the "reasonable" price indexes (cf. Aalto-Setälä 1999, 40) but in our approach we do not have to know the quantities of the sold products (the used database did not even include the information of sold quantities). 2) The price indexes, as well as the SOM, do not consider the price elasticities of products, i.e. how product demand changes when the price changes (cf. Aalto-Setälä 1999, 45) . But as we mentioned, the retailer can analyze the price elasticities after the pricing position assessments. 3) The effect of the changing prices in a specific product group cannot be as easily visualized and evaluated as can be done with feature maps in the SOM.
The study left and created some interesting questions that could be answered in the future. The first interesting question would be to investigate the correlation between retailers' price level and their profit. The second interesting question would be to examine what kind of possibilities from the point of view of cost structure grocery retailers have to change their pricing policy. Third, it would be interesting to study if the illustrations really help in the formulation of retailers' pricing policy. Finally, it would be valuable to compare the situation of today's pricing policy and the presented illustrations. The validation of the method, i.e. to answer questions two and three, will be difficult to perform in practice due to the data confidentiality. The verification of the SOM method is performed through simulations where the SOM showed the effects of changes in the strategic pricing positions as a result of changing of all and product specific prices.
