Abstract We present and discuss the results of a comprehensive study addressing the non-aerated region of the skimming flow in steep stepped spillways. Although flows in stepped spillways are usually characterized by high air concentrations concomitant with high rates of energy dissipation, the non-aerated region becomes important in small dams and/or spillways with high specific discharges. A relatively large physical model of such spillway was used to acquire data on flow velocities and water levels and, then, well-resolved numerical simulations were performed with a commercial code to reproduce those experimental conditions. The numerical runs benefited from the ability of using multi-block grids in a Cartesian coordinate system, from capturing the free surface with the TruVOF method embedded in the code, and from the use of two turbulence models: the k−ε and the RNG k−ε models. Numerical results are in good agreement with the experimental data corresponding to three volumetric flow rates in terms of the time-averaged velocities measured at diverse steps in the spillway, and they are in very satisfactory agreement for water levels along the spillway. In addition, the numerical results provide information on the turbulence statistics of the flow. This work also discusses important aspects of the flow, such as the values of the exponents of the power-law velocity profiles, and the characteristics of the development of the boundary layer in the spillway.
Introduction
The main hydraulic advantage of stepped spillways is the ability to dissipate more energy than smooth, conventional spillways. Although this is a strong reason to use stepped spillways, it was not until the improvement of roller compacted concrete (RCC) technology by the end of the twentieth century that the interest in stepped spillways was definitively renewed [3, 27] . Currently, there is a considerable interest in evaluating the performance of stepped spillways over RCC dams for high specific discharges, in either the design of new spillways, or the re-analysis of existing spillways due to an update in the probable maximum flood.
In general terms, for moderate unit discharges, large quantities of air entrain upstream of the spillway toe after the boundary layer reaches the water depth. For higher specific discharges, the boundary layer can not reach the free surface at relatively short distances, and the non-aerated region dominates large portions of the flow in the spillway.
In the last two decades, extensive experimental research has been developed to characterize the flow on conventional stepped spillways for chute slopes typical of either embankment or concrete dams downstream of the inception point of air entrainment, including the assessment of variables such as air concentration and velocity distribution [4, 9, 24, 26, 37, 42, 57, 63, 67, 71] or the pressure field on the steps [2, 4, 41, 74, 85] . Empirical models have been developed for predicting the main air-water flow properties along the chute by Hager and Boes [45] , Matos [57] , Chanson [25] , Boes and Hager [9, 10] , Meireles [65] , Renna [71] and Ohtsu et al. [67] . In spite of this considerable number of studies, and to the best of our knowledge, only Amador [2] , Amador et al. [3] , Meireles et al. [65] , Gonzalez and Chanson [43] , Carvalho and Amador [23] and Meireles and Matos [64] have focused on the flow properties of the non-aerated flow region of stepped spillways.
In addition to studies in physical models, recent advances in computational codes and hardware technology allow for new opportunities to employ numerical solutions as a supplement to the available experimental tools for the analysis of flow in stepped spillways, and for helping in the design of such structures. In fact, numerical flow models can be used to optimize the layout of hydraulic structures to a certain degree, and then physical models can be used to study the three-dimensional (3D) details of the flow, as shown for instance by Bombardelli et al. [15] and Caisley et al. [22] . Further improvement of theoretical and numerical models will contribute strongly to the design of hydraulic structures, especially when combined with detailed turbulence models such as Large Eddy Simulations (LES), and with more reliable models for two-phase flows (see Bombardelli [11] , as an example).
The number of studies on computational fluid dynamics (CFD) focusing on hydraulic structures has increased notably in the last 10 years [8, 15, 28, 35, 46, 50, 54, 68, [75] [76] [77] 80, 87] . A small number of simulations of the skimming flow over stepped spillways have been communicated very recently [5, 23, [29] [30] [31] 79] , describing both the aerated and non-aerated flow regions. A detailed analysis of the above contributions for stepped spillways is presented in Table 1 , revealing the following features/issues: (i) The comparisons between numerical and experimental results in those papers have been mostly of qualitative nature; Issues with the measurements in the aerated region [86] Cheng et al. [30, 31] (ii) whereas Chen et al. [29] (see also Yasuda et al. [86] ), Cheng et al. [30, 31] and Arantes [5] solved the flows of water and air altogether (which was defined as Partial Volume-of-Fluid (VoF) method in Bombardelli et al. [16] ), Tabbara et al. [79] employed a numerical strategy based on re-meshing each time step. In turn, Carvalho and Amador [23] used a purported VoF method, but they did not report comparisons of numerical results with data of the location of the free surface; (iii) some of the simulations have been developed using unstructured grids with good resolution near the walls but with a lower resolution near the free surface; (iv) only the papers by Cheng et al. [30, 31] and Carvalho and Amador [23] include discussions on the distribution of turbulence statistics in the steps through contours of the turbulent kinetic energy (TKE) obtained numerically; (v) experimental data obtained in some papers to validate the numerical simulations corresponded to relatively small facilities with potential significant scale effects; (vi) to the best of our knowledge, very few numerical analyses of the non-aerated flow region which present and discuss comprehensive comparisons of computational results with data have been published in reputed peer-reviewed literature. Thus, more work is needed to understand completely the flow.
This paper therefore addresses the mean flow and turbulence statistics in the non-aerated flow region of steep stepped spillways. We have undertaken extensive experimental tests in a relatively large scale model at the National Laboratory of Civil Engineering (LNEC), in Lisbon, Portugal, and performed well-resolved simulations with the commercial, CFD code FLOW-3D at the University of California, Davis, and Portugal. In addition to test the prediction capability of the commercial code through comparisons with our own experiments (an important task in its own right), we focus on investigating the following scientific issues with both experimental and numerical techniques:
(a) What is the evolution of the flow depth in the stepped spillway? (b) What is the evolution of the boundary layer in the stepped spillway? (c) What are the exponents of the power law representing the velocity profiles?
The paper is organized as follows. In Section 2, we present the experimental set-up. Sections 3 and 4 discuss the theoretical and numerical models employed. Section 5 presents comparisons of experimental and numerical results, focusing on the scientific questions stated above. Section 6 discusses the sensitivity analysis of the numerical solutions, followed by the conclusions.
Experimental set-up
The relatively large experimental model comprises a stepped chute, a stilling basin, and a recirculation system. The crest shape of the chute fits the U.S. Army Corps of Engineers, Waterways Experimental Station (WES) standard spillway profile, having a few steps with variable height to follow the profile (Fig. 1) . The height of the spillway chute is 2.9 m (from crest to toe); the width is 1 m; and the slope is 1V:0.75H (53 • from horizontal; Fig. 2 ). The stilling basin has a length of 5 m and the same width of the spillway. The basin finishes with a sluice gate which promotes the formation of a hydraulic jump.
Although this paper discusses only the non-aerated region of the flow, air concentrations and water velocities were measured in several step edges of the spillway with a conductivity probe and a back-flushing Pitot tube developed and calibrated by the U.S. Bureau of Reclamation [57, 58] (see Fig. 2 ). The air concentration data were used to estimate the equivalent clear water depth, as well as to correct the differential pressure head data in the wavy region, so as to obtain the local time averaged velocity. The conductivity probe has two platinum wires with a diameter of 0.2 mm. With the back-flushing Pitot tube, the total and static-pressure heads were measured through 1-and 0.5-mm diameter holes, respectively. Continuous backflushing of the Pitot tube was provided to avoid the entrance of air in the Pitot tube. Water was supplied from a reservoir with constant head which fed both the static-pressure and the total head ports of the Pitot tube. The back-flushing flow rate to each port was controlled by needle valves. A practically zero back-flushing flow rate was adopted in all tests. The output signal of the instrument was scanned at 30 kHz for 90 s with a posteriori filtering to 30 Hz to save memory and storage. Further details can be found in Matos and Frizell [58] .
The instruments were mounted on a trolley equipped with Vernier scales, and the accuracy for vertical distance measurements was of ±0.1 mm. The error for longitudinal distance measurements was estimated to be less than 5 mm. In the transverse direction, the error was estimated to be less than 1 mm.
We measured water depths with the help of point gauges at the chute centerline; we also undertook visual observations of the water depth at the sidewalls assisted by rulers installed in the flume. The volume flow rate (discharge) was measured with a Bazin weir located at the downstream end of the stilling basin, with value differences smaller than 8.8% (average of 5.5%) when compared with velocity checks. Experimental tests were carried out for a step height (h) of 4 cm and unit discharges (q w ) ranging from 0.08 to 0.18 m 2 /s, corresponding to the skimming flow regime [26] .
Time-averaged velocities (V ) were obtained through:
where P is the difference between the total pressure head and the static pressure head, measured with the back-flushing Pitot tube; ρ w is the density of water; and C is the local air concentration. In the non-aerated region, C refers to the air entrapped in the contorted free surface. (Near the inception point, C can also denote the presence of air bubbles inside the flow, due to the difference between instantaneous and averaged inception point locations.) In fact, because of the waviness and turbulent nature of the flow, measurement points close to the free surface suffered from instances in which the instrumentation remained uncovered by water. The values of velocity close to the free surface correspond, therefore, to an average of moments of complete submergence and moments of uncovered condition of the backflushing Pitot tube and the conductivity probe. Even though Eq. 1 takes into account this phenomenon, these values of velocity should be taken with caution due to the high frequency of the free-surface waves as opposed to the time response of the Pitot tube [60] . For this reason, local velocity data where air concentration is different from zero have been indicated with unfilled symbols whereas filled symbols refer to data where air concentration is equal to zero (see Figs. 4, 5, 7, 9, 14 and 15) . Observations undertaken with tracers, along with the conductivity probe and the backflushing Pitot tube located in different verticals for each cross section, revealed an essentially two-dimensional (2D) flow above the step cavities, as expected. This is consistent with the relatively large width of the channel [32] . However, visualization of the flow within the step cavities showed that it was markedly 3D [26, 43, 44, 59] . Notwithstanding this clear fact, we decided to undertake a 2D simulation of the entire flow, in agreement with most previous numerical works (see Table 1 ).
Mathematical model

General flow and transport model
Our theoretical models are based upon the mixture equations for an air-water flow. We follow Buscaglia et al. [20] , Bombardelli [15, 16] , Bombardelli et al. [14] , and Bombardelli and Jha [12] in employing equations for a dilute mixture. The equations can be obtained via two consecutive averaging procedures [34, 70] : (a) an ensemble averaging, which basically addresses the bubble-to-bubble distance, and (b) a turbulence averaging, which addresses turbulence scales larger than the inter-bubble distance [12] . Length scales of turbulence range from the Kolmogorov length scale to the largest scales of the flow (dictated by the flow depth or width; see Gioia and Bombardelli [40] ). We believe that the length and time scales associated with the ensemble average are smaller than the intermediate to large scales pertaining to turbulence [12, 17, 14, 20] . Consequently, we believe that the ensemble average represents only scales of the order of the bubble-to-bubble distance. Other authors have interpreted the ensemble average assuming that it considers all length scales [36] . Based on our hypothesis, we understand that an additional turbulence (time) average of the equations is necessary, to account for the intermediate and large scales of turbulence (see also Hrenya and Sinclair [51] and discussion in Chap. 8 of Prosperetti and Tryggvason [70] on the nature of the averaging procedures). The models have naturally the single-phase flow as a special case.
Although our main interest is the flow in the non-aerated region of the spillway, we needed to solve the two-phase flow equations to represent as accurately as possible the flow in the aerated region and in the stilling basin (see below). The mixture equations for a 3D dilute flow are as follows:
where u m refers to the time-averaged mixture velocity vector; ρ 0 indicates the reference density; B is the vector of body forces; p denotes the time-averaged, modified pressure [20, 72] ; μ refers to the dynamic viscosity; t is the time coordinate; and u m indicates the fluctuating mixture velocity vector. In turn, ⊗ refers to the tensor product; T denotes the transpose of a tensor; and the underline indicates vectors. For this problem, the only acting body forces are those from the gravitational field. In order to account for turbulence, the Boussinesq model considers the Reynolds stresses to be proportional to the gradient of mean velocity, as follows [72] :
where μ T is the eddy dynamic viscosity; and C μ is a coefficient of the order of 0.09. k denotes in turn the turbulent kinetic energy (TKE), defined in this context as: k = 1 2 u m ·u m ; ε is the dissipation rate of TKE; and I denotes the identity tensor. The standard k−ε turbulence model [55] , and the RNG k−ε model [83, 84] were used in this work. The RNG k−ε model is usually considered to provide more accurate results than the k−ε model in flows [38, p. 384] with low turbulence intensity and, very importantly, in flows with important shear regions, such as the flow under study in this paper [39] .
The theoretical model also incorporates a transport equation for the air which is entrained at the free surface as follows:
where C is the volumetric concentration of air; W s is the slip-velocity vector (which points in the positive vertical direction); and D denotes the air-diffusivity tensor. This equation is solved in the water volumes, as detailed in next section and Fig. 3b . According to the hierarchical framework of possible two-phase models developed by Bombardelli [12] , Bombardelli et al. [17] and Bombardelli and Jha [14] , this corresponds to a pseudo-single-phase flow model. FLOW-3D offers different alternatives for the implementation of equations such as this last one, treating the problem as a two-fluid problem or as a pseudo-single-phase one. Since our focus is on the non-aerated flow region, we selected the last alternative in our computations. More research will be developed regarding this issue in the near future according to our research plans. We adopted 2D versions of the equations presented above, which agrees with the simulations developed by Savage and Johnson [75] and Johnson and Savage [54] , albeit for smooth, conventional spillways.
Location of the free surface
The above equations are valid within a domain which includes the flow in the stepped spillway and the stilling basin, and it is limited by the incoming flow in the tank, the outgoing flow downstream of the stilling basin, the solid boundary in the spillway, and the free surface (Fig. 3a) . The location of the free surface is a priori unknown, involving the need to calculate that location each time step, starting from an initial condition.
The TruVOF (embedded in FLOW-3D ; see Hirt and Nichols [48] ) is used in this work to capture the free surface. TruVOF is a donor-acceptor algorithm and employs three key elements [16] . The first element is constituted by the definition and use of the F function, which depicts the fractional volume of fluid occupying each cell; its value ranges from zero (no fluid in the volume) to one (cell completely filled with fluid). The free surface is defined to be located at a position pertaining to intermediate values of the fractional volume in the cells. A value of F = 0.5 is usually employed for that purpose [39] . The second element is the use of an appropriate advection numerical method for the equation governing the transport of the VoF function (Eq. 7) that is designed to ensure a small numerical diffusion of the free surface. At each time step, the function F is obtained by solving the following equation:
in the entire domain [38] . Finally, an important third element is the application of boundary conditions at the free surface (Fig. 3b) . Unlike in other methods published recently (see Matthews et al. [61, 62] for example), the flow and transport equations are solved only in cells with liquid, because the gas is assumed to possess negligible inertia. The gas is considered only able of applying a normal pressure on a liquid surface (Fig. 3b) . Once the free surface location is defined each time step, the model given by Eqs. 2-6 is numerically solved within the water domain limited by the free surface (Fig. 3b) while the air outside the free surface does not participate of the "active volumes" of the computation. The TruVOF method enjoys the following advantages: (a) minimum storage of information, since only one variable, F, has to be stored; (b) adequate (small) computational cost; and (c) good accuracy for fine meshes.
Additional boundary conditions
We specified pressure boundary conditions in both upstream and downstream boundaries, based on the water depths observed experimentally (Fig. 3) . Although we did not have experimental information within the stilling basin, we included it in the computational domain to enforce the physical boundaries where we had pressure data. We checked that the selected boundary conditions did not produce spurious waves in the computational domain (see Storti et al. [78] for a discussion on boundary conditions for flows with a change in flow condition within the domain).
We imposed null velocities normal to the step walls [13, 69] , and employed the usual "wall functions" for the turbulence statistics [38] . These functions are [33, 38, 69] 
where u * is the wall-friction (shear) velocity, obtained iteratively by the use of the semi-logarithmic velocity law, κ is the von-Kármán constant, and y 1 is the normal distance perpendicular to the wall [39] . The steps developed to compute u * and the turbulence statistics at the wall are: (a) determination of the direction normal to the wall in the wall volume; (b) the cell-centered flow velocity at the wall volume is decomposed into parallel (u parallel ) and perpendicular (u perpendicular ) components; (c) the average distance to the wall, y 1 , is calculated as half of the volume width in the direction normal to the wall; (d) u * is computed using u parallel and y 1 in an iterative way. Given the numerous simulations in which these wall functions have been used in the last decades [33, 38, 69, 72, 82] , we believe that they provide a tested description of the boundary conditions for turbulence statistics for this case (see discussion in Pope [69] ). Boundary conditions imposed at, and a sub-model for the air entrainment through the free surface are detailed below.
3.4 Sub-model/boundary condition for the air entrainment through the free surface A sub-model included in the commercial code is able to simulate the natural entrainment of air due to turbulence at the free surface. When any disturbance of size L T at the free surface is associated with a larger energy per unit volume, P T , than the energy of the stabilizing forces (related to gravity and the surface tension), P d , the sub-model allows a volume of air to enter the mixture flow [47] . The equations of the sub-model are as follows:
where g n is the component of the vector of the acceleration of gravity in the direction normal to the free surface; σ is the surface tension; C air is a coefficient of proportionality; A s is the surface area; and δV is the volume of air allowed to enter the flow through the free surface per unit time. According to Hirt [47] , a good first guess is C air = 0.5, which assumes on average that air is trapped over about half the surface area of the raised disturbance.
Numerical model: features and implementation of runs
Main features of the code
In this research we used the commercial code FLOW-3D , which constitutes a general purpose CFD program [39] . The equations of the mathematical model presented above are solved by the method of finite volumes/finite differences in a Cartesian, staggered grid. The code has been employed to simulate flows through hydraulic structures (see, for instance, Bombardelli et al. [15, 16] , Savage and Johnson [75] , Johnson and Savage [54] ) and flows through river reaches and bends (see, for example, Wade et al. [81] , Rodríguez et al. [73] , Abad et al. [1] ). In FLOW-3D , the tasks of building the grid and defining the geometry are completely independent. This property allows for modifications on the obstacles without making changes on the grid (e.g., for different configurations of the objects in the problem), or for modifications on the grid keeping the original geometry intact (e.g., for refinement of the solution). The domain can be constituted by single-or multi-block grids. This last feature permits the optimization of the mesh in areas with complicated obstacle geometries, and reduces the memory requirements and the computational cost. Pressures, velocities and concentrations are computed separately in each grid block, and information from blocks is transferred among them. This exchange of data among blocks is done differently for pressures, velocities and other solution variables. While the pressures and velocities are interpolated linearly, the scalars and turbulence statistics are "overlaid" [7] . In these simulations we used multiple blocks.
The full geometry can be incorporated into FLOW-3D through different methodologies: (a) a "solid modeler," which is based on the exploitation of general quadratic functions; (b) Computer-Aided-Design (CAD) files, usually through stereolithography (STL) files; or (c) topographic data (i.e., ASCII files with x, y, z data). After both the geometry and the grid are defined, the FAVOR TM technique allows the obstacles to be embedded in the grid [49] . 
Numerical model implementation: geometry, grid, and mesh-convergence tests
The geometry was generated using AutoCAD, based on the dimensions of the physical model; it was then imported into the code as an STL file. The domain was discretized using ten blocks to optimize the mesh in accordance to the given geometry, as shown in Fig. 3a . The domain included a distance upstream of the face of the spillway to allow for a "buffer" zone for the boundary condition imposed at the upstream boundary (i.e., whereas the pressure was imposed, the velocities were not; see, for instance, Rodríguez et al. [73] ). In order to assess the influence of such distance on the numerical results, we tested two domains with different "buffer" zone lengths: 2.5 m (short) and 4.5 m (extended). The runs were developed in a personal computer with a Pentium 2.66 Ghz processor and 8 Gb of RAM; the evolution in time was used as a relaxation to the final steady state. The steady state is checked through monitoring the flow kinetic energy displayed by the code in its Graphical User Interface (GUI). Steady state was typically reached after several stages of stop-restart of runs of a few tens of seconds of simulation time each. Figure 4 displays velocity profiles at distances of 0.64, 1.14, and 1.34 m from the crest of the spillway, in order to compare the numerical results obtained with three meshes of 2.0 (Run 12), 2.2 (Run 43) and 2.4 (Run 44) million volumes, respectively, detailed in Table 2 , for a q w of 0.18 m 2 /s. Whereas the mesh with 2.0 million volumes was composed by cells of 3 mm in the x direction and 4 mm in the vertical direction, the meshes with 2.2 and 2.4 million volumes were composed by cells of 2.85 mm in the x direction and 3.8 mm in the vertical direction, and 2.7 mm in the x direction and 3.6 mm in the vertical direction, respectively. Results show the condition pertaining to a final steady state. The three meshes yielded virtually the same results for the velocity profiles and the water depths, as seen in Fig. 4 , meaning that a mesh-converged solution was attained (we were not interested in obtaining the mesh convergence rate). The mesh with 2.0 million volumes was then used throughout the simulations. Figure 5 presents a comparison of modeled velocities at the same distances from the crest of the spillway specified in Fig. 4 , showing that the "short" and "extended" domains offer virtually the same results, with the natural savings in computational time associated with the former. Differences among results with both runs were smaller than 2% in the local velocities and 0.5% in the water depths and volumetric flow rate (or discharge; see below), which we considered negligible.
Comparison of experimental and numerical results
Verification of the volumetric flow rate (discharge), water depth and velocity distribution
To verify that the model provided the right discharge, we integrated numerically the results of velocity in several flow cross sections, using the trapezoidal rule [19] . Relative differences among experimental and numerical values of discharge for the non-aerated flow region of the spillway were less than 5% (average difference of 2.4%) for q w = 0.18 m 2 /s, which constitutes an excellent agreement, especially considering that this difference is within the experimental error in observing flow discharge. The same level of agreement was obtained for q w = 0.08 and 0.14 m 2 /s. Comparisons of measured and modeled water depths (d) are presented in Fig. 6 for q w = 0.18 m 2 /s, where L is measured from the crest of the spillway (Fig. 1) . Visual observations of the flow in the physical model indicated that the time-averaged position of the free surface exhibited a slightly wavy pattern along the chute, particularly near the inception point. This is in agreement with observations from previous authors [26] . This feature was also noticed during the acquisition of data with the conductivity probe, the back-flushing Pitot tube, and the point gauges. Similar to the experimental data, a wavy pattern was obtained in the numerical result (Fig. 6) . A very satisfactory agreement can be observed between both results. Differences between experimental and numerical results in Fig. 6 are less than 9%. An assessment of the error in the location of the free surface from the numerical result can be made from the definition that FLOW-3D uses for that purpose (i.e., the value of F = 0.5), and from considerations of mesh size. We estimated this error to be smaller than 1 mm, which is much smaller than the measured depths in the physical model. The shape of the velocity profiles obtained with FLOW-3D (solid lines), presented in Fig. 7 for q w = 0.18 m 2 /s, follows relatively closely the experimental one. In general, it can be observed that good agreement has been obtained, especially for the filled symbols where the differences are mainly smaller than 10% (7% on average). Notwithstanding this good agreement, the numerical solution seems to produce slightly more uniform velocity profiles than observed, which could in principle be associated with the pseudo-bottom normal diffusion generated by the turbulence closure. (The pseudo-bottom is defined as the surface tangent to the corners of the consecutive steps.) Differences may also stem from three-dimensional flow structures and effects that are not captured in a 2D simulation, such as vortex stretching and self-induced velocity which contribute to "dissipate" eddies in 3D (see Bombardelli et al. [18] ). Similar agreement was obtained for other discharges, as shown below.
It is interesting also to notice that some of the simulated velocity profiles show a zone of almost constant velocity close to the pseudo-bottom. While such behavior has been observed in some experimental works in the past (see Gonzalez [42] ; Boes and Hager [9] ), not all works report it. Certainly, we did not find it in our experiments. More research is needed to clarify this issue.
Because upstream of the inception point the velocity outside of the boundary layer is given by V max , it is customary to consider a power-law velocity profile expressed by [26] :
where V max is the free-stream velocity; y is the transverse coordinate originating at the pseudo-bottom; δ is the boundary layer thickness defined as the perpendicular distance from the pseudo-bottom to the point where the velocity is 0.99 V max ; and N is an exponent, to be determined from experiments and numerical simulations. This assumes a self-similar behavior for the velocity profiles [6, 40] . of the same nature throughout the spillway. Velocity profiles present similar distributions to those observed by Amador et al. [3] for the non-aerated flow region. In the step cavities, recirculating zones become well defined (not shown herein). steep slopes, either on the non-aerated [64, 66] or on the gradually varied or quasi uniform aerated flow regions [4, 9] . In turn, Felder and Chanson [37] found a value of N = 10 for the velocity profile in the aerated region. . The discrete nature of the velocity profiles (both experimental and numerical) increases the difficulty in estimating the boundary layer thickness for each cross section along the spillway, contributing to the differences observed. In addition, it is worth highlighting that the values of b obtained in our work and elsewhere are larger than the value of 0.13 found for smooth chutes [32] , denoting the well-known faster development of the boundary layer in stepped spillways.
Boundary layer development
The inception point of air entrainment corresponds to the section where the growing boundary layer reaches the free surface. The location of the inception point was obtained from the numerical results comparing the spatial variation of the water flow depth and the boundary layer thickness (Fig. 11) .
In Table 3 , it is possible to see that the numerical result of L i , the location of the inception point, compares fairly well with the experimental relations presented by Chanson [26] . Although numerical and experimental water depth and boundary layer thickness results are close, the spatial variations of the numerical predictions of water depth and δ are slightly smaller than the experimental counterparts, contributing to the observed difference in L i . In addition, a slightly greater depth at the inception point, d i , was obtained from Chanson's regressions.
Turbulence statistics
TKE is generated in the steps and in other parts of the flow through the velocity gradients [69, 72] . Numerical predictions show an increase in TKE along the spillway, for any given distance from the pseudo-bottom (Fig. 12a) , which is the result of the development of the h: step height; θ : angle of the spillway; q w : discharge per unit width; g: acceleration of gravity a See also [37] boundary layer. Figure 12b and c show details of Fig. 12a , depicting higher values of TKE at the center of the step cavities. These results are qualitatively similar to those presented by Cheng et al. [30, 31] , obtained from a numerical study of the air-water flow region. In addition, these results agree in shape with the experimental evidence presented by Amador et al. [3] acquired with the use of a PIV system. Figure 13 presents contours of the computed dissipation rate of TKE. The patterns are similar to those presented for the TKE, possibly indicating that the steps are mostly regions of both creation and dissipation of TKE, in spite of the fact that some transfer of TKE between steps occurs. Figures 12 and 13 also help identifying the development of the so-called "roughness layer," akin to wall flows with large roughness elements (see Jimenez [53] for a detailed discussion on the influence of roughness on the flow).
Sensitivity analyses of the numerical simulations
In order to explore the influence of diverse modeling parameters and sub-models on the results, several additional runs were developed. (Fig. 14) . Very small differences of about 1% in the local velocities and water flow depths, and of less than 0.5% in the discharges, were observed. For this reason, even if the RNG k−ε model is in general regarded as having wider applicability than the k−ε model, the present study shows that the k−ε model offers as accurate results of velocities, water flow depth and discharge as the RNG k−ε model for the stepped spillway problem. Furthermore, it can be noticed that the turbulent diffusion in the pseudo-bottom normal direction is similar for both closures. FLOW-3D includes a turbulent mixing length (TLEN) for the k−ε and RNG k−ε turbulence models to regulate the dissipation rate of TKE and the eddy dynamic viscosity (see also Johnson and Savage [54] ). If TLEN is too high (low), the dissipation rate can be under-(over-) predicted and the eddy dynamic viscosity can be unrealistically high (low) (recall Eq. 5). Two different simulations were performed, one with the default value used by FLOW-3D (which is 7% of the smallest domain dimension) and another with TLEN equal to 7% of the flow depth in the non-aerated flow region of the spillway. This last value is about 50 times smaller than the default value. No noticeable differences were observed among the results of the two simulations. The relative differences in the velocities were usually of about 0.3%, and the relative differences in the discharges and water depths were smaller than 1%. Almost no difference was observed among the results with and without the activation of the sub-model for air-entrainment in the non-aerated region of the spillway, as expected (Fig. 15) . In the runs shown herein, the gas was assumed to move at the velocity of the mixture in all directions. Discharges, water flow depths, and TKE values also gave similar results. This constitutes a much needed check to test the correctness of the computations.
Evaluation of the computational results and theoretical models
This paper provided an assessment of the non-aerated region of the skimming flow over steep stepped spillways, and completely characterized the flow features. Numerical simulations offer assistance to the design of this type of structures at the time they provide information on the flow details. Although some authors have decided to address the aerated flow from the start, focusing on the non-aerated region seems to be a natural first step in building more complex models. The ultimate interest is to have a set of complete models for the characterization of velocities, water levels, air concentrations and turbulence statistics in the entire spillway. Throughout the non-aerated portion of the spillway, model predictions offered an accurate description of velocity profiles, of boundary layer development and of water depths. The model also predicted fairly well the location of the inception point and its depth for three discharges, taking into account the complex nature of the phenomenon. This suggests that the selected theoretical model is adequate for the non-aerated region, and that the numerical integration has been adequate.
Having said that, it becomes clear that this theoretical model needs improvement for the aerated region in order to be able to capture the increase of flow depth due to air entrainment, the non-dilute nature of the two-phase flow, the combination of the water/bubble and air/drop flows, and the interaction of phases [26] . The current theoretical model can provide only a slight increase in the flow depth in the aerated region and can offer air concentrations only accurate close to the pseudo-bottom. We are currently at the development stage of those more sophisticated models which, naturally, fall outside of the scope of this paper. Jha and Bombardelli [52] have very recently addressed the non-dilute sediment-laden flow in open channels with success and, thus, such work is a good starting point for our developments. We believe that the incorporation of more formal two-phase flow theories to the current model may yield the desired answers.
Conclusions
This paper has addressed the flow in steep stepped spillways. Our work focused on the non-aerated portion of skimming flows. Although flows in stepped spillways are usually characterized by high air concentrations concomitant with high rates of energy dissipation, the non-aerated region becomes important in small dams and/or spillways with high specific discharges.
Experiments combined with numerical simulations confirmed the wavy pattern of the free surface, especially close to the inception point. The two results showed a very satisfactory agreement. Results on the development of the boundary layer in this paper were not significantly different from results reported by other authors for moderate to large normalized distances along the chute; however, in the upstream reach of the spillway, near the crest, differences increased. Our results put forward values of the exponents a and b, of the equation for the boundary-layer development, equal to a = 0.223 and b = 0.497 (experiments) and a = 0.27 and b = 0.55 (numerical result). In turn, the exponents of the self-similar velocity profiles were found to be in agreement with published results for similar geometric and flow conditions, varying in our case between 3.4 (experiments) and 5.4 (numerical).
The runs developed in this paper show that the use of a k−ε model combined with the TruVOF method allow for an accurate representation of the flow features in the non-aerated region of the structure. No significant differences were observed in the simulations with this closure and the k−ε RNG model. The use of the TruVOF, in particular, allows for an accurate yet economic technique which proves to be superior to re-meshing or to other versions of the method which solve for both the water and air flows. Further, the multi-block gridding feature embedded in FLOW-3D , which helps in optimizing the mesh, was crucial for saving computational time, and showed a clear advantage with respect to other techniques in other software packages.
