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Abstract
The goal of this paper is to propose preconditioners for the system of linear equations that arises
from a discretization of fourth order elliptic problems using spectral element methods. These
preconditioners are constructed using separation of variables and can be diagonalized and hence
easy to invert. For second order elliptic problems this technique has proven to be very successful
and performs better than other preconditioners. We show that these preconditioners are spectrally
equivalent to the quadratic forms by which we approximate them. Numerical result for the
biharmonic problem are presented to validate the theoretical estimates.
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1. Introduction
In this paper we investigate methods for preconditioning the system of linear equations that
arises from a discretization of fourth order elliptic problems using spectral element methods. Pre-
conditioners are usually constructed and analyzed with the goal of maintaining a well-conditioned
system of equations as the number of unknowns W increases.
Let Ω ⊂ Rd (d = 2, 3) be a bounded curvilinear domain having smooth boundary. We consider
the model fourth order elliptic problem with homogeneous Dirichlet boundary conditions:
Lu = ∆2u−∇.(a∇u) + (b.∇)u+ cu = f in Ω,
u =
∂u
∂n
= 0 on ∂Ω. (1.1)
Here, ∂Ω is the boundary of Ω, ∂u
∂n
is the outer normal derivative on ∂Ω, and f ∈ L2. The
coefficients b, c and the entries in the 2 × 2 matrix a are analytic. Moreover, a is symmetric,
positive definite matrix. Problem (1.1) includes the classical plate bending problem in the theory
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of elasticity. This type of boundary value problems arise in structural mechanics, materials science
and fluid flow. Such problems are also associated, for example, with the Cahn-Hilliard model for
phase-separation phenomena [7].
Suppose that (1.1) is discretized using a spectral/finite element or finite difference method
characterized by a mesh-size h. This yields an equation
Auh = f. (1.2)
in a finite-dimensional approximation space Vh. Here, A is usually symmetric and positive def-
inite. An effective method for solving (1.2) consists of first preconditioning A and then using a
convergent iterative method such as the preconditioned conjugate gradient method (PCGM). At
every iteration, this method requires the evaluation of the matrix vector multiplications Ax and
Br, where B is another symmetric, positive definite matrix, called preconditioner. The number
of iterations required for the iterative method to converge depends on the condition number κ
defined by
κ = ||BA||Vh ||(BA)−1||Vh =
λmax(BA)
λmin(BA)
, (1.3)
where ||·||Vh denotes the norm in Vh and λmax, λmin are the largest, least eigenvalues respectively.
It is well known that the number of iterations, required to achieve a given tolerance in the energy
norm is proportional to
√
κ. The condition number and hence the computational cost increases
rapidly as h → 0 unless a suitable preconditioner is employed. Various preconditioners were
developed and analyzed in [5, 6, 8] (as well as references cited therein) and shown to be extremely
effective.
The preconditioners described in this paper are obtained in [12] for solving fourth order elliptic
problems which are defined using a quadratic form which measures the H4 norm of the spectral
element function representation of the solution. These preconditioners are obtained in the same
way as in [10, 15] by computing the residuals in the normal equations, but with homogeneous
boundary data and the homogenous form of the partial differential equation. Hence, the algorithm
is quite simple and easy to implement. We show that there exists a new diagonal preconditioner
using separation of variables technique.
It is shown in [12] that the condition number of the preconditioned system grows likeO((lnW )4),
where W denotes the polynomial degree and since we have mapped all elements in the domain Ω
onto the master square S = (−1, 1)2, therefore, we present the numerical results for a single refer-
ence element only. Unless otherwise stated, all the generic constants of approximation appearing
in this paper are independent of N and depend on the shape regularity of Ω. Here, N denotes
the number of elements in Ω. For computational simplicity, we assume that the degrees of the
approximating polynomials are uniform in both directions. However, we can allow for non-uniform
distribution of polynomial degree in each direction with a reduced number of degrees of freedom.
This is usually done in the anisotropic case (e.g. in presence of singularities) where one uses
lower order polynomials near singularities and higher order polynomials away from singularities
to increase the effectiveness of the preconditioner.
The contents of this paper are now provided. In Section 2 preconditioners for elliptic problems
are examined and numerical results are presented. In Section 3 we describe solution techniques for
solving the system of linear equations arising from the spectral element discretization. Concluding
remarks are provided in Section 4.
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2. Preconditioners
Our construction of preconditioners is similar to that for second order elliptic and parabolic
problems (see [8, 10]). We construct a preconditioner B(u) on each of the elements in Ω. We
shall prove (as in [8]) that there is another quadratic form C(u) which is spectrally equivalent to
B(u) and which can be easily diagonalized using the separation of variables. Then the matrix
corresponding to the quadratic form C(u) will be easy to invert.
The preconditioner which needs to be examined corresponds to the quadratic form
B(u) = ||u||2H4(S) , (2.1)
where u = u(ξ, η) is a polynomial of degree W in ξ and η separately. Let u(ξ, η) be the spectral
element function, defined on S, as
u(ξ, η) =
W∑
i=0
W∑
j=0
ai,jLi(ξ)Lj(η). (2.2)
Here, Li(·) denotes the Legendre polynomial of degree i.
The quadratic form B(u) can be written as
B(u) =
∫
S
∑
|α|≤4
|Dαξ,ηu|2dξdη. (2.3)
Define the quadratic form
C(u) =
∫
S
(u2ξξξξ + u
2
ηηηη + u
2
ξξξ + u
2
ηηη + u
2
ξξ + u
2
ηη + u
2
ξ + u
2
η + u
2) dξdη . (2.4)
We now show that the quadratic form C(u) is spectrally equivalent to the quadratic form B(u),
defined in (2.1) and can be diagonalized in the basis ψi,j(ξ, η). Note that {ψi,j(ξ, η)}i,j is the
tensor product of the polynomials φi(ξ) and φj(η).
To prove that B(u) and C(u) are spectrally equivalent we need to show that there is an extension
U(ξ, η) of u(ξ, η) such that U(ξ, η) ∈ H4(R2) and satisfies the estimate∫
R2
(
U2ξξξξ + U
2
ηηηη + U
2
ξξ + U
2
ηη + U
2
)
dξdη ≤ K
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη.
Here, K is a constant which is independent of N .
To extend u(ξ, η) defined on (−1, 1) × (−1, 1) the method of successive reflections is used. In
the first step an extension U1(ξ, η) is obtained by reflecting u(ξ, η) along the line η = 1. This
construction is similar to that in Theorem 5.19 of [1].
For ν > 0 define
U1(ξ, 1 + ν) =
5∑
l=1
alu(ξ, 1− lν)Θ(ν), k = 0, 1, . . . , 4.
Here, Θ(ν) is a C∞ function such that
Θ(ν) = 1 for ν ≤ 1
6
, Θ(ν) = 0 for ν ≥ 1
3
.
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In addition, the coefficients ai, 1 ≤ i ≤ 5 are chosen to satisfy the 5× 5 system of linear equations
5∑
l=1
(−l)kal = 1, k = 0, 1, . . . , 4.
Thus, the extension U1(ξ, η) of u(ξ, η) can be written as
U1(ξ, η) =


u(ξ, η), −1 < η < 1
5∑
l=1
alu(ξ, 1− l(η − 1))Θ(η − 1), η ≥ 1. (2.5)
Therefore, using (2.5) we can write∫ ∞
−1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2
)
dξdη.
=
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη
+
∫ ∞
1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2
)
dξdη
Hence, we obtain∫ ∞
−1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2
)
dξdη.
≤ K1
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ηηη + u
2
ξξ + u
2
ηη + u
2
η + u
2
)
dξdη. (2.6)
Here K1 is a constant which is independent of W .
Appyling Lemma 5.6 of [1], the following estimates hold∫ 1
−1
u2η(ξ, η) dη ≤ C1
∫ 1
−1
(u2ηη + u
2) dη , (2.7)
and ∫ 1
−1
u2ηηη(ξ, η) dη ≤ C2
∫ 1
−1
(u2ηηηη + u
2) dη, (2.8)
where C1 and C2 are constants.
Integrating (2.7), (2.8) with respect to ξ, we get∫
S
u2η(ξ, η) dξdη ≤ C1
∫
S
(u2ηη + u
2) dξdη , (2.9)
and ∫
S
u2ηηη(ξ, η) dξdη ≤ C2
∫
S
(u2ηηηη + u
2) dξdη. (2.10)
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Combining (2.6), (2.7) and (2.8), imply the following estimate∫ ∞
−1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2
)
dξdη ≤ C
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη.
(2.11)
Here, C is a generic constant. We are now in a position to prove the lemma.
Lemma 2.1. Let u(ξ, η) be the polynomial as defined in (2.2). Then there is an extension
(Eu)(ξ, η) = U(ξ, η) of u(ξ, η) such that U(ξ, η) ∈ H4(R2) and satisfies the following estimate∫
R2
(
U2ξξξξ + U
2
ηηηη + U
2
ξξ + U
2
ηη + U
2
)
dξdη ≤ K
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη, (2.12)
where K is a constant independent of W .
Proof. Assume that U1(ξ, η) be the extension of u(ξ, η), defined on (−1, 1) × (−1,∞), obtained
by reflecting u(ξ, η) about the line η = 1. Then∫ ∞
−1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2
)
dξdη
≤ K1
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη. (2.13)
Let U2(ξ, η) to be the extension of U1(ξ, η), defined on (−1, 1)× (−∞,∞), obtained by reflecting
U1(ξ, η) about the line η = −1 then we have∫ ∞
−∞
∫ 1
−1
(
(U2)
2
ξξξξ + (U2)
2
ηηηη + (U2)
2
ξξ + (U2)
2
ηη + (U2)
2
)
dξdη
≤ K2
∫ ∞
−1
∫ 1
−1
(
(U1)
2
ξξξξ + (U1)
2
ηηηη + (U1)
2
ξξ + (U1)
2
ηη + (U1)
2)
)
dξdη. (2.14)
Let U3(ξ, η) to be the extension of U2(ξ, η), defined on (−1,∞)× (−∞,∞), obtained by reflecting
U2(ξ, η) about the line ξ = 1. Clearly,∫ ∞
−∞
∫ ∞
−1
(
(U3)
2
ξξξξ + (U3)
2
ηηηη + (U3)
2
ξξ + (U3)
2
ηη + (U3)
2
)
dξdη
≤ K3
∫ ∞
−∞
∫ 1
−1
(
(U2)
2
ξξξξ + (U2)
2
ηηηη + (U2)
2
ξξ + (U2)
2
ηη + (U2)
2)
)
dξdη. (2.15)
Finally, let U(ξ, η) to be the extension of U3(ξ, η), defined on (−∞,∞) × (−∞,∞), obtained by
reflecting U3(ξ, η) about the line ξ = −1. It follows that the estimate∫ ∞
−∞
∫ ∞
−∞
(
U2ξξξξ + U
2
ηηηη + U
2
ξξ + U
2
ηη + U
2
)
dξdη
≤ K4
∫ ∞
−∞
∫ ∞
−1
(
(U3)
2
ξξξξ + (U3)
2
ηηηη + (U3)
2
ξξ + (U3)
2
ηη + (U3)
2)
)
dξdη. (2.16)
Combining (2.13), (2.14), (2.15) and (2.16) and choosingK = K1K2K3K4, imply the final estimate
(2.12).
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Theorem 2.1. The quadratic forms B(u) and C(u) are spectrally equivalent.
Proof. Assume that U(ξ, η) be the extension of u(ξ, η) as defined in Lemma 2.1 with U(ξ, η)|S =
u(ξ, η). Furthermore, U(ξ, η) ∈ H4(R2) and satisfies the following estimate∫
R2
(
U2ξξξξ + U
2
ηηηη + U
2
ξξ + U
2
ηη + U
2
)
dξdη
≤ K
∫
S
(
u2ξξξξ + u
2
ηηηη + u
2
ξξ + u
2
ηη + u
2
)
dξdη.
Let Û(α, β) be the Fourier transform of U(ξ, η). Then
∫
R2
U2ξξηη dξdη =
∫
R2
|α2β2|2|Û(α, β)|2 dαdβ ≤

∫
R2
|α4|2|Û(α, β)|2 dαdβ


1
2

∫
R2
|β4|2|Û(α, β)|2 dαdβ


1
2
using Cauchy-Schwarz inequality.
Applying inverse Fourier transform, implies the following estimate
∫
R2
|Uξξηη|2 dξdη ≤

∫
R2
|Uξξξξ|2 dξdη


1
2

∫
R2
|Uηηηη |2 dξdη


1
2
.
Using AM-GM inequality, we obtain
∫
R2
|Uξξηη |2 dξdη ≤ 1
2

∫
R2
|Uξξξξ|2 + |Uηηηη |2 dξdη

 . (2.17)
Therefore, we have
∫
S
|uξξηη |2 dξdη ≤ 1
2

∫
R2
|Uξξξξ|2 + |Uηηηη |2 dξdη

 .
Inserting the result of Lemma 2.1, the following estimate holds
∫
S
|uξηηη |2 dξdη ≤ K
2

∫
S
|uξξξξ|2 + |uηηηη |2 + |uξξ|2 + |uηη |2 + |u|2 dξdη

 . (2.18)
Now, we estimate the following term
∫
R2
U2ξηηη dξdη =
∫
R2
|αβ3|2|Û(α, β)|2 dαdβ ≤

∫
R2
|αβ|4|Û(α, β)|2 dαdβ


1
2

∫
R2
|β4|2|Û (α, β)|2 dαdβ


1
2
.
6
using Cauchy-Schwarz inequality.
Applying inverse fourier transform, implies the following estimate
∫
R2
|Uξηηη |2 dξdη ≤

∫
R2
|Uξξηη|2 dξdη


1
2

∫
R2
|Uηηηη |2 dξdη


1
2
.
Using AM-GM inequality, we obtain
∫
R2
|Uξηηη |2 dξdη ≤ 1
2

∫
R2
|Uξξηη|2 + |Uηηηη |2 dξdη

 .
Moreover, we obtain
∫
S
|uξηηη |2 dξdη ≤ 1
2

∫
R2
|Uξξηη|2 + |Uηηηη |2 dξdη

 . (2.19)
Applying (2.17) and Lemma 2.1 in (2.19), implies
∫
S
|uξηηη |2 dξdη ≤ K
2

∫
S
|uξξξξ|2 + |uηηηη |2 + |u|2 dξdη

 . (2.20)
Similarly,
∫
R2
U2ξξξη dξdη =
∫
R2
|α3β|2|Û (α, β)|2 dαdβ ≤

∫
R2
|α4|2|Û (α, β)|2 dαdβ


1
2

∫
R2
|αβ|4|Û(α, β)|2 dαdβ


1
2
.
using Cauchy-Schwarz inequality.
Proceeding as above we obtain,
∫
S
|uξξξη|2 dξdη ≤ 1
2

∫
R2
(|Uξξηη|2 + |Uηηηη |2) dξdη

 . (2.21)
Again, Applying (2.17) and Lemma 2.1 in (2.21), implies∫
S
|uξξξη|2 dξdη ≤ K
2
∫
S
(|uξξξξ|2 + |uηηηη |2 + |u|2) dξdη. (2.22)
In a similar way it follows that,∫
S
|uξηη |2 dξdη ≤ K
2
∫
S
(|uξξ|2 + |uηηηη |2 + |u|2) dξdη , (2.23)
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∫
S
|uξξη|2 dξdη ≤ K
2
∫
S
(|uξξξξ|2 + |uηη |2 + |u|2) dξdη , (2.24)
and ∫
S
|uξη|2 dξdη ≤ K
2
∫
S
(|uξξ|2 + |uηη |2 + |u|2) dξdη. (2.25)
Here, K is a generic constant independent of N . Using (2.18-2.25), we conclude that
1
M
||u||2H4(S) ≤
∫
S
(|uξξξξ|2 + |uηηηη |2 + |uξξξ|2 + |uηηη |2 + |uξξ|2 + |uηη |2
+ |uξ|2 + |uη|2 + |u|2) dξdη ≤ ||u||2H4(S).
The constant M in the above is independent of N and this proves the Lemma.
We now show that the quadratic form C(u) defined in (2.4) as
C(u) =
∫
S
(u2ξξξξ + u
2
ηηηη + u
2
ξξξ + u
2
ηηη + u
2
ξξ + u
2
ηη + u
2
ξ + u
2
η + u
2) dξdη .
can be diagonalized in the basis {ψi,j}i,j. Here, u is a polynomial in ξ and η as defined in (2.2).
Let C˜(f, g) denote the bilinear form induced by the quadratic form C(u). Then
C˜(f, g) =
∫
Q
(fξξξξgξξξξ + fηηηηgηηηη + fξξξgξξξ + fηηηgηηη
+fξξgξξ + fηηgηη + fξgξ + fηgη + fg) dξdη. (2.26)
Let I denote the interval (−1, 1) and
v(ξ) =
W∑
i=0
βiLi(ξ) . (2.27)
Define b = (β0, β1, . . . , βW )
T . Next, the quadratic forms E(v) and F(v) are defined as
E(v) =
∫
I
(v2ξξξξ + v
2
ξξξ + v
2
ξξ + v
2
ξ )dξ , (2.28)
and
F(v) =
∫
I
v2dξ . (2.29)
Apparently, there exist (W + 1)× (W + 1) matrices E and F such that
E(v) = bTEb , (2.30)
and
F(v) = bTFb. (2.31)
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Here, the matrices E and F are symmetric and F is positive definite.
Furthermore, there exist W + 1 eigenvalues 0 ≤ µ0 ≤ µ1 ≤ · · · ≤ µW and W + 1 eigenvectors
b0, b1, . . . , bW of the symmetric eigenvalue problem
(E − µF )b = 0 . (2.32)
Therefore, we have
(E − µiF )bi = 0 .
Here the eigenvectors bi are normalized. Hence the following relations hold
bTi Fbj = δ
i
j . (2.33a)
and
bTi Ebj = µiδ
i
j , (2.33b)
Define bi = (bi,0, bi,1, . . . , bi,W ). Next, the polynomial φi(ξ) is defined as
φi(ξ) =
W∑
j=0
bi,jLj(ξ) for 0 ≤ i ≤W . (2.34)
Now, we define the polynomial ψi,j which is as follows:
ψi,j(ξ, η) = φi(ξ)φj(η) , (2.35)
for 0 ≤ i ≤W, 0 ≤ j ≤W .
Let E˜(f, g) and F˜(f, g) denote the corresponding bilinear forms induced by E(v) and F(v). Then
E˜(f, g) =
∫
I
(fξξξξgξξξξ + fξξξgξξξ + fξξgξξ + fξgξ) dξ , (2.36a)
and
F˜(f, g) =
∫
I
fg dξ , (2.36b)
where f(ξ) and g(ξ) are polynomials of degree W in ξ.
Furthermore, the relation (2.33a) and (2.33b) become
F˜(φi, φj) =
∫
I
φi(ξ)φj(ξ) dξ = δ
i
j . (2.37a)
and
E˜(φi, φj) =
∫
I
((φi)ξξξξ(φj)ξξξξ + (φi)ξξξ(φj)ξξξ + (φi)ξξ(φj)ξξ + (φi)ξ(φj)ξ) dξ = µiδ
i
j . (2.37b)
Combining (2.35), (2.37) and (2.26), it is easy to show that
C˜(ψi,j, ψk,l) = (µi + µj + 1)δikδjl = µi,jδikδjl .
Clearly, the eigenvectors of the quadratic form C(u) are {ψi,j}i,j and the eigenvalues are {µi,j}i,j
given by the relation
µi,j = µi + µj + 1 . (2.38)
Moreover, the quadratic form C(u) can be diagonalized in the basis {ψi,j}i,j and consequently the
matrix corresponding to C(u) is easy to invert.
Let κ denotes the condition number of the preconditioned system obtained by using the
quadratic form C(u) as a preconditioner for the quadratic form B(u). Then the values of κ
as a function of W are shown in Table 1.
9
W log10(κ)
4 2.029731
8 2.114018
12 2.163258
16 2.191361
20 2.209824
24 2.223069
28 2.234161
32 2.239001
Table 1: Condition number κ as a function of W
3. Solution Techniques
Let
u(ξ, η) =
W∑
i=0
W∑
j=0
βi,jLi(ξ)Lj(η) ,
and β denotes the column vector whose components are βi,j arranged in lexicographic order. Then
there is a (W + 1)2 × (W + 1)2 matrix C such that
C(u) = βTCβ .
We now show (as in [8]) how to solve the system of equations
Cβ = ρ.
Define a polynomial r(ξ, η) corresponding to the vector ρ is given by
r(ξ, η) =
W∑
i=0
W∑
j=0
ρi,jLi(ξ)Lj(η).
Here, the column vector ρ is obtained by arranging the elements ρi,j in lexicographic order.
Now by (2.34)
φi(ξ) =
W∑
j=0
bi,jLj(ξ) for 0 ≤ i ≤W.
Inverting the above relation we have
Li(ξ) =
W∑
j=0
b˜i,jφj(ξ). (3.1)
Using (3.1), we may write
r(ξ, η) =
W∑
i=0
W∑
j=0
ρ˜i,j φi(ξ) φj(η).
10
Next, we define the polynomial g(ξ, η) as
g(ξ, η) =
W∑
i=0
W∑
j=0
ρ˜i,j
µi,j
φi(ξ) φj(η) ,
=
W∑
i=0
W∑
j=0
νi,j φi(ξ) φj(η).
Here, νi,j =
ρ˜i,j
µi,j
. Now
g(ξ, η) =
W∑
i=0
W∑
j=0
βi,j Li(ξ) Lj(η).
We can obtain {βi,j}i,j from {νi,j}i,j using relation (2.34). Clearly, we can solve the system of
equations (3.1) in O(N3) operations.
Let u(ξ, η) be a polynomial as defined in (2.2) which vanishes at the vertices of the square
S = (−1, 1) × (−1, 1).
Let
V1(ξ) =
(1− ξ)
2
=
L0(ξ)− L1(ξ)
2
,
V2(ξ) =
(1 + ξ)
2
=
L0(ξ)− L1(ξ)
2
,
Vi(ξ) =
√
2i− 3
2
∫ ξ
−1
Li−2(s)ds =
1
2
√
(2i − 3)(Li−1(ξ)− Li−3(ξ)) for ≤ i ≤W + 1, (3.2)
denote the hierarchic shape functions as defined in [14]. Then
V (±1) = 0 for 3 ≤ i ≤W + 1 ,
and V1(ξ) vanishes at ξ = 1. Moreover, V2(ξ) vanishes at ξ = −1. Let
ω(ξ) =
W+1∑
i=3
γiVi(ξ) ,
and E(ω) and F(w) be the quadratic forms defined in (2.28) and (2.29). Clearly, there exist
W − 1×W − 1 matrices E˜ and F˜ such that
E = cT E˜c ,
and
F = cT F˜ c.
Here, c denotes the vector
c = [γ3, γ4, . . . , γW+1]
T .
Moreover, the matrices E˜ and F˜ are symmetric and F˜ is positive definite. Hence, there exist
W − 1 eigenvalues
0 ≤ ν3 ≤ ν4 ≤ · · · ≤ νW+1 ,
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of the symmetric eigenvalue problem
(E˜ − νF˜ )c = 0. (3.3)
Let ci be the eigenvector corresponding to the eigenvalue νi . Then
(E˜ − νiF˜ )ci = 0. (3.4)
Moreover the eigenvectors ci are normalized so that
cTi F˜ cj = δ
i
j . (3.5)
In addition the relations
cTi E˜cj = νiδ
i
j , (3.6)
hold. Here ci = [ci,3, c4, . . . , ci,W+1]
T .
We now define the polynomials
hi(ξ) =
W+1∑
j=3
ci,jVj(ξ) for 3 ≤ i ≤W + 1. (3.7)
Then ∫ 1
−1
hihjdξ = δ
i
j , (3.8a)
and ∫ 1
−1
((hi)ξξξξ(hj)ξξξξ + (hi)ξξξ(hj)ξξξ + (hi)ξξ(hj)ξξ + (hi)ξ(hj)ξ)dξ = νiδ
i
j . (3.8b)
Now consider the bilinear form
C˜(f, g) =
∫
S
(fξξξξgξξξξ + fηηηηgηηηη + fξξξgξξξ + fηηηgηηη + fξξgξξ + fηηgηη + fξgξ + fηgη)dξdη ,
defined in (2.26).
Let Pi,j denote the polynomial
Pi,j(ξ, η) = hi(ξ)hj(η) , (3.9)
for 3 ≤ i, j ≤W + 1. Then, using relations (3.8) it is easy to show that
C˜(Pi,j , Pk,l) = (νi + νj + 1)δijδkl . (3.10)
Now, if u(ξ, η) is a polynomial as defined in (2.2) which vanishes at the vertices of the square S
then it has the representation
u(ξ, η) =
W+1∑
i=3
W+1∑
j=3
oi,jhi(ξ)hj(η) +
W+1∑
i=3
eihi(ξ)V1(η) +
W+1∑
i=3
fihi(ξ)V2(η)
+
W+1∑
j=3
gjV1(ξ)hj(η) +
W+1∑
j=3
hjV2(ξ)hj(η). (3.11)
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Or, we may write
u(ξ, η) =
W+1∑
i=3
W+1∑
j=3
oi,jPi,j(ξ, η) +
4W−4∑
i=1
qiRi(ξ, η). (3.12)
Here {R(ξ, η)}i=1,4W−4 denote the polynomials {hi(ξ)V1(η)}i=3,...,W+1, {hi(ξ)V2(η)}i=3,...,W+1,
{V1(ξ)hj(η)}j=3,...,W+1 and {V1(ξ)hj(η)}j=3,...,W+1.
Let A denote the matrix of the bilinear form C˜(f, g) in the basis consisting of {Pi,j(ξ, η)}i,j , {Ri(ξ, η)}i.
Then
A =
[
D E
ET F
]
.
Here D is a (W − 1)2 × (W − 1)2 matrix and E is a (W − 1)2 × (4W − 4) matrix. Moreover F is
a (4W − 4)× (4W − 4) matrix.
Let o denote the vector whose components are oi,j arranged in lexicographic order and q the vector
whose components are qi . Here {oi,j}i,j and {qi}i are as in (3.12). Let p denote the vector
p =
[
o
q
]
,
and z denote the vector
z =
[
x
y
]
.
We now wish to solve the system of equations
Ap = z. (3.13)
Define the Schur complement S of the system of equations (3.13) as
S = F − ETD−1E.
Then S is a (4W − 4)× (4W − 4) matrix.
To obtain the solution p of (3.13) we first solve
Sq = y − ETD−1x. (3.14)
Next, we compute
o = D−1(x− Eq). (3.15)
It is easy to see that the system of equations (3.13) can be solved in O(W 3) operations.
4. Conclusions
Preconditioners for fourth order elliptic using least-squares spectral element methods have
been presented in this paper. Numerical results presented in Table 1 demonstrate the effective-
ness of these preconditioners. We remark that the results and the method presented in this paper
can be easily extended with obvious modifications to three-dimensional models and more gen-
eral differential operators (e.g., variable coefficients, higher order, multidimensional differential
operator).
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