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ABSTRACT 
Let K, denote the set of all nonnegative n X n matrices whose entries have sum 
n, and let J, =[l/n],,,. For k = I,..., n, and for A E K, with row sums rr ,..., rn 
and column sums cr,. , c,, let qk be defined by 
~pk(A) = L1l pFQk n ( (cari + jvpcj -PerA[ni~I). 
We propose a problem of maximizing qk of which the Dittert conjecture is a special 
case, and obtain some results related to this problem. Many of known theorems for cp, 
are shown to hold for qk, k = 1,. . . , n. 
1. INTRODUCTION 
Throughout this article, for a positive integer n, let R, denote the set of 
all n X n doubly stochastic matrices, and let J, denote the n X n matrix all of 
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whose entries are l/n. For an n X n matrix A =[aij], the permanent of A, 
per A, is defined by 
PerA = Ca,,(,) .. . G+)~ 
u 
where u runs over all permutations of (1,. , n). 
The following theorem was conjectured by van der Waerden [15] in 1926 
and proved by Egoryeev [l] and Falikman [2] independently in 1980. 
THEOREM VdWEF. The permanent function attains its minimum over 
0, uniquely at J,. 
For k E (1,. . . , n}, and for an n X n matrix A, let a,(A) denote the sum 
of all subpermanents of order k of A. A direct generalization of Theorem 
VdWEF is the following theorem, which was conjectured by Tverberg [14] 
and solved by Friedland [3] shortly after the appearance of the proof of the 
van der Waerden conjecture. 
THEOREM TF. For k E (1,. . . , n}, the function a, attains its minimum 
over R, uniquely at J,. 
For a positive integer n, let K, denote the convex set consisting of all 
real nonnegative n x n matrices whose entries have sum n. For X E K, with 
row sums rl,. . . , r, and column sums ci,. . . , c,, let 
q(X)=jelri+ fiCj_perX. 
j=l 
The following conjecture due to E. Dittert is still open. 
DIVERT CONJECTURE [8; 9, Conjecture 281. For any A E K,, 
with equality if and only if A = J,. 
Clearly the Dittert conjecture is a generalization of Theorem VdWEF. In 
this paper, we propose a problem generalizing both Theorem TF and the 
Dittert conjecture, and obtain some partial solutions of it. 
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For positive integers k,n, 1 Q k Q n, let Qk,” denote the set of all strictly 
increasing integer sequences of length k chosen from 1,. . . , n. For (Y, /3 E 
Qk,,z> and for an n X n matrix A, let A[ oI/3] denote the k X k submatrix of A 
lying in rows (Y and columns /I. 
Let (Pk denote the real valued function defined on K, by 
qOk(A) = (I pFQ, 
,n 
( icari ’ jppcj -perA[alP1)’ 
where ri and cj are the sum of all the entries in row i and the sum of all the 
entries in column j of A E K,, respectively. Then cp, = 60. 
We call q the D&et-t function, and (Pi the kth sub-Dittert function. It is 
easily seen that 
for all k = 1,. . . , n, where 0 
i denotes the binomial coefficient, and also that 
q,(A) = 2n2 - n for all A E K,. 
We guess that the sub-Dittert functions achieve their maximums over K, 
at the same matrix as the Dittert function does, leading us to propose the 
following 
CONJECTURE A. 
(a) For any A E K,, and any k E (1,. . . , n}, 
(1.1) 
(b) For k = 1, q 1 e uaity o sin(l.l)forallA~K,,andfork~{2 ,..., n), h Id 
equality holds in (1.1) if and only if A = 1,. 
It is clear that the validity of Conjecture A implies the Dittert conjecture 
and Theorem TF. 
In this paper, we prove Conjecture A for n < 3 and for k < 2 with no 
restriction on n. We also find some subclasses of K, for which the conjecture 
holds. 
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2. VALIDITY OF THE CONJECTURE FOR SOME k OR n 
For k = 1, Conjecture A is clearly true. We prove the conjecture for 
k = 2. In our proof we need some notions from the theory of majorization. 
For integers k, n, 1 < k < n, let V,,, denote the set of all n X 1 (0,l) 
matrices whose entries have sum k. For real n-vectors, i.e., real n X 1 
matrices x and y, x is said to be mujorized by y, written as x 4 y, if 
max{vrxJv E Vk,“} < max{vTylv E Vk,“) (2.1) 
for all k = 1, . . . . n and equality holds in (2.1) when k = n. 
From now on, let R denote the set of all real numbers and let e, denote 
the vector (1,. . . , # E R”. For k E (1,. . , n}, let Sk denote the kth elemen- 
tary symmetric function of R”, i.e., 
sk(x>= C Il’i 
LXEQ~,~ iEa 
for x = (x,, . . . , x,JT E R”, and let 0 denote the zero vector of suitable size. 
It is clear that for every nonnegative vector a E R”, ?ie, is majorized by 
a, where Z denotes the average of all the components of a. 
Let U c R”. A function f : U + R is called k&r-convex [ Schur-concave ] 
[i’] if, for a, b E U, a -X b implies that f(a) < f(b) [f(a) 2 f(b)]. f is called 
strictly Schur-convex [strictly Schur-concave] if a -C b and a z P b for any 
n x n permutation matrix P imply that f(a) < f(b) [f(a) > f(b)]. 
LEMMA 1 [7]. The Euclidean norm function II*II is strictly Schur-convex 
on the set of all nonnegative real n-vectws. 
LEMMA 2 (Schur [12]). For each k = 1,. . . , n, the function S, is Schur- 
concave on the set of all nonnegative real n-vectors. lf k # 1, then Sk is 
strictly Schur-concave on the set of all positive real n-vectors. 
For each positive integer r < n, let 
(2.2) 
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Thenforeach r=2 ,..., n andeach k=2 ,..., r,wehave 
Sk(Ur-1) <Sk(%)) 
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(2.3) 
because 
LEMMA 3. Let a =(a i,. . . , aJT be a nonnegative vector such that 
a,+ *f . + a, = n, and let k E (1, . . . , n}. Then: 
(al One has 
Sk(a) G (;). (2.4) 
(b) For k > 2, equality holds in (2.4) if and only if a = e,. 
Proof. (a): The inequality (2.4) follows directly from Lemma 2, since 
e, + a. 
(b): Suppose that equality holds in (2.4). If a is a positive vector, then, by 
the strict Schur concavity of Sk on positive n-vectors, there is a permutation 
matrix P such that a = Pe, = e,. 
Suppose that a is not positive and that it has exactly r ( < n) nonzero 
components. Then Sk(a) < Sk(u,.l by Lemma 2 again, where u, is the vector 
defined in (2.2). But from (2.3) it follows that Sk(a) < Sk(e,) for k > 2, a 
contradiction, and the proof is complete. n 
Let A E K, have row sum vector R and column sum vector C. Then for 
each k = 1 , . . . , n, ppk(A) can be written as 
‘h(A) = ( ;)Sk(R) + (;)sk(c) - ak(A). (2.5) 
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Now we are ready to prove the following 
THEOREM 1. Conjecture A holds fm k < 2. 
Proof. The case k = 1 is trivial. To prove the theorem for k = 2, let 
A E K,. Let R and C be the row sum vector and the column sum vector of A 
respectively. Then 
a,( A) = S,(R) - ;(K$ - llA1?) 
= S,(R) + S,(C) - +(n” - IIAll”). 
From (2.5) and (2.6) we get 
(2.6) 
es(A) = (;){S,(R) + W3} - et(A) 
+{(;)-1}{S2(R)+S2(C))+f(n2+~12). (2.7) 
By identifying an n X n matrix X = [xii] with a vector in R”‘, 40~ can be 
thought of as a function on a set of nonnegative n2-vectors. Moreover, ‘p2 is 
strictly Schur-concave by (2.7) and Lemmas 1 and 2. Since J, + A as vectors 
in R”*, we have 
92(A) < cp2(J,) (2.8) 
and part (a) of Conjecture A is proved. 
For (b), suppose that A # J,,. Then aij # l/n for at least one pair (4 j), 
and hence A cannot be transformed into J, by rearranging its entries. Thus, 
by the strict Schur concavity of (p2, it follows that q,(A) < (p2(J,), and the 
proof is complete. W 
Since the Dittert conjecture holds for n < 3 14, 131, as a corolky to 
Theorem 1 we have the following 
THEOREM 2. Conjecture A holds fm n Q 3. 
Let JY be a set of n x n matrices, and let f be a real valued function on 
JY. A matrix A E JY is called an f-maximizing matrix over JY if f (A) > f(X) 
for all X E JY. 
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For integers j,Z~(l,..., n), j # 2, let Pj,l denote the n X n permutation 
matrix obtained from I,, the identity matrix of order n, by interchanging 
rows j and 1. 
LEMMA 4. Let k l {l,..., n), and let A be a cpk-maximizing matrix over 
K, whose rows [columns] j and 1 are of the same zero-O-0726 pattern. Then 
cpk({(l - t)Z, + tP,,}A) [cpk(A((l - t)Z, + tpjl})] is a constant function oft. In 
particular, (I, + Pj,)A/2 [A(Z, + ql)/2] is aho a cpk-maximizing matrix. 
Proof. This is a direct consequence of Lemma 2.1 of [6] because 
{(l- t>Z, + tPjl}A E K, [A{(l- t)Z, + tPjl) E K,] for all t in an open 
set containing the closed unit interval [O,l], and cpk({(l - t)Z, + tPjl)A) 
[~k(AI(l- t)Z, + tPjlI)I is a polynomial in t of degree < 2. n 
COROLLARY 4.1. Let k l (l,..., n}, and let A be a cpk-maximizing matrix 
over K, such that the rows [columns] 1,. . . , p are of the same zero-one 
pattern. Then (J,@Z,_,)A [A(J,~z,_,)~ is also a cp,-maximizing matrix. 
Proof. This result comes from Corollary 2.1 of [6]. n 
The following theorem asserts that J, is the only possible positive 
cpk-maximizing matrix over K,. 
THEOREM 3. Let k ~{2,. . ., n), and let A be a cpk-maximizing matrix over 
K,. Zf A is positive, then A = J,. 
Proof. Suppose that A is a positive cpk-maximizing matrix over K,. 
Then, since all rows of A are of the same zero-one pattern, ],A is also a 
qk-maximizing matrix by Corollary 4.1. Similarly it follows that ],,A],, which 
equals J,, is also a cpk-maximizing matrix, so that 
To prove that A = J,, it suffices to show that A E a,,, by Theorem TF. 
Let R =(ri,..., r,lT and C=(c,,..., c,)~ be the row sum vector and the 
column sum vector of A respectively. Suppose that A #J,. Without loss of 
generality, we may assume that C # e, and c1 < c2 Q * * * < c,. Then ci < 1. 
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Let B, = ],A, and let B, = B,(Z,@J,_,). Then by Corollary 4.1, B, is a 
cpk-maximizing matrix over K, and has the form 
1 
B, = -[ae.,be, ,..., be,] 
n 
for some a, b such that a +(n - l)b = n and a < b. Since (pk(B1[(l - t)Z, + 
TV,,,]) is a constant function of t by Lemma 4.1, the matrix 
B,=i[(a+b)e,,O,be, ,..., be,,] 
is also a qok-maximizing matrix over K,. 
Repeating this process a finite number of times, we obtain a cpk-maximiz- 
ing matrix 
B=[e,,O ,..., 01. 
But BOB = (i)’ < qk(Jn), a contradiction. n 
3. SUBCLASSES OF K, FOR WHICH THE CONJECTURE HOLDS 
It is clear that the inequality (1.1) of Conjecture A, 
G(A) G (;)‘(2- 3 
holds for matrices A = PDQ E K,, where D is a diagonal matrix and P, Q 
are n X n permutation matrices. 
In the following we prove the validity of Conjecture A for some sub- 
classes of K ". 
THEOREM 4. Conjecture A holds fm matrices of rank 1 in K ". 
Proof. Let AEK" be of rank 1, and let R=(r,,...,r,)T and C= 
(c i,. . . , c,)= be the row sum vector and the column sum vector of A 
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respectively. Let k E {2,. . . , n}. Then 
a,(A) = C ( ll ri)( j~pcj)PerJn[aIPl 
a,pEQt,n iEu 
= asks,, 
so that 
Thus we see that pk(A) depends only on R and C. With C fixed, 
Schur-concave function of R, since 
$kW < (;). 
Thus 
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p,(A) is a 
(3.11 
since e, 4 R. The right hand side of the inequality (3.1) is again a Schur-con- 
cave function of C, so that 
(;)((;)+s~(c)}-3;)sL(c)62(~)z-~(;)z=Pk(Jn) (3.2) 
and hence it follows that qok(A) < qk(JJ. 
Now, in case that k > 2, equality holds in (3.1) if and only if R = e,, and 
does in (3.2) if and only if C = e,. Therefore, for k > 2, that cpk(A) = (Pi 
is possible only if R = C = e,, i.e., A E n,, and the proof is complete. n 
In the rest, we study the behavior of (Pk near J,, in K,. We need the 
following results concerning the subpermanent function ffk. 
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LEMMA 5 (Sasser and Slater [ll]). Let A be an n X n matrix and 8 a real 
number. Then fm any k = 1,. . . , n, 
q((l-O)J”+OA)= i (kn~_~)!(;_:)2~~(A-J,)B’, 
r=O 
where it is assumed that uO(A - J,) = 1. 
LEMMA 6. Let A be an n X n matrix with row sum vector R = (rl.. . . , r,)= 
and column sum vector C = (c,, . . . ,c,)= such that r1 + a** + r, = 
c,+ *. . + c, = n. Then 
u,(A -I,,) =d(llA - _/,,I” - llR-e,112 - llC-e,l12). 
Proof. Let A=[aijl, R=(r, ,..., rnlT, and C=(c, ,..., c,IT. Then 
n n 
4 i=l j=l aij-t (ri+cj)= er,2+ ec,2-2n 1 i=l j=l 
= IlR-e,ll2 + IIC-e,l12. 
Therefore 
1 
zz- 
z( 
1 (n-1)2 
2 i,j 
aij - - 
n Ii 
n - ri - cj + aij - 
n 1 
= $(llA - Jnl12 - llR-e,ll2 - IIC-e,l12). n 
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THEOREM 5. Conjecture A holds fbr matrices in a su..ciently mull 
neighborhood of J,, in K “. 
Proof. Let k > 2. We prove that (Pa attains a strict local maximum at J, 
Let A = [ aij] be a matrix in the boundary of K, with row sum vector 
R =(rl,..., r”)= and column sum vector C = (c,, . . . , c,,)=. For real 8, let 
A,=&B)J,+fIA 
1 
and ri(O> = 1 + (ri - 110, cj(e> = 1 + (cj - 110 for i, j = 
, . . . ,n, and let R, = (r,(O), . . ., r,(0)>T and C, = (c,(O), . . ., c,(e>>T. Then 
~/c(b) = (;)sdb) + (;)%(cd - TAO). 
By an elementary computation we get 
-&Sk(&) = c c (rj -1) (3.3) 
a~Qk,~ jEa 
so that 
$Sk(RB) = 0. 
e=o 
From (3.3), we obtain 
$%(RB) =2 C C (rj-l)(rl-l) 
a=&., j,lea 
j<l 
which gives us 
=- 
(3.4) 
(3.5) 
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Similarly we can show that 
-&km = 0 (3.6) 
e=o 
and 
$Sk(CO)IO=o = -(F :;)I-e,ll2. 
On the other hand, by Lemmas 5 and 6, we get 
(3.7) 
and 
d 
-&%(A”) =o 
e=o (3.8) 
d2 
&Fk(AB) 2a2(A - JJ 
e=o 
(lb - J,112 - lb-e,l12 - llC--e.l12). 
(3.9) 
Thus from (3.41, (3.61, and (3.81, it follows that 
d 
-&P&b) = 0, 
e=o 
and from (3.51, (3.71, and (3.91, we get 
since aij = 0 for at least one (i, j). The proof is complete. n 
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