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Abstract
Let (N , τ) be a noncommutative W ∗ probability space, where N is a finite von Neumann algebra and τ is a
normal faithful tracial state. Let (Tt)≥0 be a normal, unital, completely positive, and symmetric semigroup
acting on (N , τ), which is also pointwise weak* continuous. Denote by Γ the “carre´ du champ” associated to
Tt. Let Fix be the fixed point algebra of Tt and EFix : N → Fix the corresponding conditional expectation.
We are interested in the following Lp Poincare´ inequalities
‖f − EFixf‖p ≤ C√pmax{‖Γ(f, f)1/2‖p, ‖Γ(f∗, f∗)1/2‖p},
or a weaker version
‖f − EFixf‖p ≤ C√pmax{‖Γ(f, f)1/2‖∞, ‖Γ(f∗, f∗)1/2‖∞}
for p ≥ 2 and f ∈ N . We study when such inequalities hold as well as their consequences. A crucial condition
is the Γ2-criterion of Bakry and Emery. These inequalities lead to (noncommutative) transportation cost
inequalities and concentration inequalities. Our approaches to prove such Poincare´ inequalities are based on
martingale inequalities and Pisier’s method on the boundedness of Riesz transforms.
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Chapter 1
Introduction
1.1 Background
In probability theory, functional inequalities for Markov diffusion semigroups have been studied extensively
in different settings; see for example the recent monograph [BGL14] for an overview of this theory. Among
various functional inequalities, Gross’ log-Sobolev inequality (LSI) is of fundamental importance, because it
implies many other inequalities, including spectral gap inequality, transportation cost inequalities, concen-
tration inequalities, etc.. A sufficient condition for LSI is the Γ2-criterion due to Bakry and Emery [BE´85].
This is no longer the case in the non-diffusion setting. To give a simple example, let (Ω,F ,P) be a probabil-
ity space. Then the operator Id− E acting on L2(Ω,F ,P) generates a symmetric Markov semigroup which
satisfies the Γ2-criterion. However, LSI fails for Id − E. This example will be revisited in Chapter 3. In
the following, we will propose the Lp Poincare´ inequalities with constant
√
p as a “weaker substitute” for
LSI in more general setting, which still lead to spectral gap inequality, concentration inequalities, and some
transportation cost inequalities.
Inspired by quantum physics, noncommutative (or quantum) probability provides a general framework to
study classical (or commutative) probability, free probability, and random matrices; see for example [Mey93,
Par92, VDN92]. On the other hand, the theory of noncommutative Lp spaces has become an important
branch of functional analysis and operator algebras since the early development in 1950s; see for example
[PX03, Ter81] for more details. In this framework, various noncommutative probability inequalities have
been established. Among others, we mention the noncommutative Khintchine inequality established in
1980s due to Lust-Piquard [LP86], Lust-Piquard and Pisier [LPP91]. In the last two decades, a variety of
noncommutative martingale inequalities were proved after the seminal work of Pisier and Xu [PX97]. Just
as martingale theory plays an important role in analysis, noncommutative martingale inequalities have been
applied to study noncommutative harmonic analysis in recent years; see for example [JM10, JMP10]. The
matrix-valued special case of these inequalities is particularly interesting, because they can be used in some
applied areas like compressed sensing; see for example [Tro,MJC+12]. The order of best constants in some
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noncommutative martingale inequalities were determined in [JX05]. It is well known in probability theory
that precise constants in inequalities could be the starting point of many applications.
Motivated by both probability theory and operator algebras as explained above, we apply noncommu-
tative martingale inequalities to establish Lp Poincare´ inequalities with satisfactory constants in the major
part of this thesis. In some other cases, we also follow Pisier’s idea on the boundedness of Riesz transforms
[Pis88] to prove such inequalities.
1.2 Main results
Let us set up the framework. Unless specified otherwise, we consider a noncommutative W ∗ probability space
(N , τ) where N is a finite von Neumann algebra and τ a normal faithful tracial state. The noncommutative
Lp space Lp(N , τ) is the completion of N with respect to ‖f‖p = τ [(f∗f)p/2]1/p for 0 < p < ∞ and
‖f‖∞ = ‖f‖. Here and in the following ‖ · ‖ denotes the operator norm. It is well known that Lp(N , τ)
is a Banach space for 1 ≤ p ≤ ∞. For example, for a classical probability space (Ω,F ,P), we may take
N = L∞(Ω,P) and τ(f) = E(f) =
∫
fdP for f ∈ N . Then Lp(N , τ) = Lp(Ω,P). Let (Tt)t≥0 be a standard
semigroup acting on N with generator A, i.e., Tt = e−tA. Here the standard semigroup is a noncommutative
analogue of a symmetric Markov semigroup in classical probability theory. The precise definition is given in
Section 2.4. The gradient form associated to A (Meyer’s “carre´ du champs”) is defined as
ΓA(f1, f2) =
1
2
[A(f∗1 )f2 + f
∗
1A(f2)−A(f∗1 f2)]
for f1, f2 in the domain of A. Let Fix = {x ∈ N : Ttx = x, for all t > 0} be the fixed point algebra of Tt.
It was shown in [JX07] that Fix is a von Neumann subalgebra of N , thus there exists a unique conditional
expectation EFix : N → Fix. We are interested in the following Poincare´ type inequalities: for 2 ≤ p <∞
‖f − EFixf‖p ≤ C√pmax{‖ΓA(f, f)1/2‖p, ‖ΓA(f∗, f∗)1/2‖p}, (1.1)
for f ∈ N . We also consider the following weaker versions,
‖f − EFixf‖p ≤ C√pmax{‖ΓA(f, f)1/2‖∞, ‖ΓA(f∗, f∗)1/2‖∞}, (1.2)
and
‖f − EFixf‖p ≤ Cpmax{‖ΓA(f, f)1/2‖p, ‖ΓA(f∗, f∗)1/2‖p}. (1.3)
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It is known in classical probability theory that these inequalities are closely related to concentration of
measure phenomenon, which has a lot of applications in probability, analysis and geometry. In what follows,
we will use C,C ′, C1, c, c′, and so forth to denote absolute constants which may vary from line to line. We
may simply write Γ for ΓA to shorten the notation if the generator is clear from context.
It is standard in literature that the L2 Poincare´ inequality (i.e., p = 2 in (1.1) or (1.3)) is also called the
spectral gap inequality. To avoid describing the above Poincare´ inequalities every time we mention them,
we give the following definition.
Definition 1.1. Let Tt be a standard semigroup acting on (N , τ). Tt is said to be subgaussian (resp. weak
subgaussian, subexponential) if (1.1) (resp. (1.2), (1.3)) holds for all 2 ≤ p < ∞. We also call (1.1) (resp.
(1.2), (1.2)) subgaussian (resp. weak subgaussian, subexponential) Poincare´ inequality.
Recall that
ΓA2 (f1, f2) =
1
2
[ΓA(Af1, f2) + Γ
A(f1, Af2)−AΓA(f1, f2)]
whenever f1 and f2 are such that the right-hand side is well-defined. Bakry–Emery’s Γ2-criterion [BE´85] is
the condition that there exists α > 0 such that ΓA2 (f, f) ≥ αΓA(f, f) for all f ∈ N for which both ΓA2 (f, f)
and ΓA(f, f) are well-defined.
Definition 1.2. Let ρ be a positive τ -measurable operators affiliated with (N , τ) (see Section 2.1 for
definitions). The entropy of ρ ∈ L1(N , τ) is defined as
Ent(ρ) = τ(ρ ln(ρ/τ(ρ)).
Note that Ent(ρ) ≥ 0 by functional calculus and Jensen’s inequality (applied to the convex function
f(x) = x lnx). This is different from the usual entropy used in physics and information theory where
the trace (or measure) is not normalized. For example, the von Neumann entropy is defined to be S =
−Tr(ρ ln ρ) where ρ is the density matrix and Tr is the sum of diagonal entries. In the classical setting
where (N , τ) = L∞(X,µ) for some probability space (X,µ),
Ent(g) =
∫
X
g ln gdµ−
∫
X
gdµ ln
∫
X
gdµ
for any positive function g. We say that Tt satisfies the log-Sobolev inequality (LSI) if
Ent(f2) ≤ C‖ΓA(f, f)‖1
3
for all self-adjoint f ∈ N . Here we only consider self-adjoint elements because our major concern of LSI is
in the commutative setting.
1.2.1 Classical results
Let (X, d) be a metric space. Let µ and ν be probability measures on (X, d) with finite p-th moment. Recall
that the p-Wasserstein distance between µ and ν is defined as
Wp(µ, ν) = inf
(∫∫
d(x, y)pdpi(x, y)
)1/p
where the infimum is taken over all probability measure pi on the product space X ×X which is a coupling
of µ and ν. Let ‖f‖Lip denote the Lipschitz constant of f . Suppose
∫
etfdµ ≤ ect2/2 (1.4)
for all t > 0 and all f with
∫
fdµ = 0, ‖f‖Lip ≤ 1. Then Bobkov and Go¨tze showed in [BG99] that
W1(µ, ν) ≤
√
2cD(ν||µ), (1.5)
for all ν absolutely continuous with respect to µ. Here
D(ν||µ) =
∫
ln
dν
dµ
dν =
∫
dν
dµ
ln
dν
dµ
dµ = Ent(
dν
dµ
)
is the relative entropy. In fact, Bobkov and Go¨tze showed that (1.4) and (1.5) are equivalent. (1.5) is called
W1 transportation cost inequality, which can be used to derive a number of concentration and isoperimetric
inequalities as explained in [BG99]. Moreover, they showed that a variant of LSI implies a stronger result
than (1.4) ∫
efdµ ≤
∫
ecΓ(f,f)dµ. (1.6)
In literature, results like (1.4) and (1.6) are called exponential integrability. In the following, we shall call
(1.6) exponential integrability and (1.4) weak exponential integrability to distinguish them.
For a classical diffusion semigroup Tt, it is known that the functional inequalities we concern have the
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following relationship:
Γ2-criterion

spectral gapKS

LSIks +3

exponential integrability

subexponential subgaussian
08
ks weak exponential integrability ks +3 W1 transportation.
Here “Γ2-criterion⇒LSI” was due to Bakry–Emery [BE´85]; “LSI⇒subgaussian semigroup” was due to Aida–
Stroock [AS94]; the relationship among LSI, W1 transportation, and exponential integrability was studied
by Bobkov–Go¨tze [BG99] in the context of metric measure spaces (more general than classical diffusion).
The rest of implications are either classical or folklore results; see [BGL14] for more historical accounts.
1.2.2 Main results
Given τ -measurable (see Section 2.1 for definition) positive operators ρ and σ with τ(ρ) = τ(σ) = 1, we
define the following analogues of classical Wasserstein distances
Q1(ρ, σ) = sup{|τ(xρ)− τ(xσ)| : x self-adjoint, ‖Γ(x, x)1/2‖∞ ≤ 1}
and
Qφ(ρ, σ) = sup{|τ(xρ)− τ(xσ)| : x self-adjoint, ‖Γ(x, x)1/2‖φ ≤ 1}
where ‖y‖φ = inf{c > 0 : τ [φ(|y|/c)] ≤ 1} and φ(t) = et2 − 1; see Section 2.8 for more details. In fact, in the
classical diffusion setting, if the generator A = −∆+ first order differential operator, W1(µ, ν) = Q1( dνdµ , 1)
by the Kantorovich–Rubinstein theorem, where the trace τ in the definition of Q1 is given by µ.
We introduce the following exponential integrability conditions analogous to (1.4) and (1.6): for all
self-adjoint x ∈ N ,
τ(ex−EFixx) ≤ τ(ecΓA(x,x)), (1.7)
and the weaker version
τ(ex−EFixx) ≤ ec‖ΓA(x,x)‖∞ . (1.8)
Again, we call (1.7) (resp. (1.8)) the exponential integrability (resp. weak exponential integrability) condi-
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tion. We also introduce the following analogues of the classical W1 transportation cost inequality:
Q1(ρ,EFixρ) ≤ C
√
Ent(ρ), (1.9)
Qφ(ρ,EFixρ) ≤ C max{
√
Ent(ρ), Ent(ρ)} (1.10)
for all τ -measurable positive operators ρ with τ(ρ) = 1. We call (1.9) (resp. (1.10)) the Q1 (resp. Qφ)
transportation cost inequality. To state our main results, we need some regularity condition on semigroups
as in the classical setting. Following the terminology of Junge–Ricard–Shlyakhtenko [JRS14], a semigroup
Tt is called noncommutative diffusion if Γ(f, f) ∈ L1(N , τ) whenever f ∈ Dom(A1/2)∩N . Here Dom(A1/2)
is the domain of A1/2 in L2(N , τ). For a standard noncommutative diffusion semigroup Tt, we have the
following results:
spectral gap ,4 subexponential
lt
Γ2-criterionks +3 weak subgaussian.
Here the dashed implication means that other conditions are in need. If N = L(G), the group von Neumann
algebra of a discrete group G, and Tt is given by a conditionally negative length function ψ such that
Ttλ(g) = e
−tψ(g)λ(g), where λ is the left regular representation of G, then we have
Γ2-criterion⇒ subgaussian.
Since subgaussian Poincare´ inequality is stronger than both weak subgaussian and subexponential Poincare´
inequalities, we have better results in this case compared with the general case of noncommutative diffusion
semigroups. Moreover, the Lp Poincare´ inequalities have the following consequences. Note that here we do
not need any regularity condition on the semigroup.
subgaussian +3

exponential integrability +3

Qφ transportation.
weak subgaussian +3 weak exponential integrability ks +3 Q1 transportation.
The above results were obtained in three papers. The relationship among Γ2-criterion, weak subgaussian
semigroups, weak exponential integrability, and Q1 transportation were discussed in joint work with Junge
[JZ14]. The relationship among subgaussian semigroups, exponential integrability, and Qφ transportation
were given in [Zen14b], where we also proved subgaussian Poincare´ inequalities for certain group (Gaussian)
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measure spaces using Pisier’s method. The implication from Γ2-criterion to subgaussian behavior for group
von Neumann algebras was proved in joint work with Junge [JZ13a], where we also discussed the rela-
tionship between spectral gap and subexponential behavior for general standard noncommutative diffusion
semigroups.
1.3 The structure of the thesis
The thesis is organized as follows. The preliminary material is provided in Chapter 2. In Chapter 3, we first
develop some martingale inequalities and then use them to prove the Lp Poincare´ inequality (1.1) (or its
weaker versions (1.2) and (1.3)) under Γ2-criterion for noncommutative diffusion semigroups. Pisier’s method
is presented in Chapter 4. As complimentary results, we discuss the relationship between the spectral gap and
subexponential Poincare´ inequalities in Chapter 5. The consequences of martingale inequalities and Poincare´
inequalities are presented in Chapter 6, where we first derive Kolmogorov’s law of the iterated logarithm
for noncommutative martingales, and then prove concentration and transportation cost inequalities. We
provide various examples which satisfy our Poincare´ inequalities in Chapter 7. These examples include
certain 1-cocycles on discrete groups and classical diffusion semigroups.
To conclude this chapter, we give some standard references for the unexplained facts used in this thesis.
For probability background, we refer to [Dur10, RY99, KS91, DM82, Str11]. Our reference for basic func-
tional analysis is [Con90]. We refer to [Tak02,KR83,KR86,BO08] for background in operator algebras and
related group theory. The facts we use for noncommutative Lp spaces can be found in [PX03, Ter81]. Our
development also relies on the theory of generalized singular numbers presented in [FK86].
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Chapter 2
Preliminaries
2.1 Basic facts on von Neumann algebras
The facts on von Neumann algebras we mention here can be found in [Tak02, Chapter V]. Let H be a Hilbert
space and B(H) the algebra of all bounded linear operators on H. A von Neumann algebra N is a unital
(i.e., the identity operator is in N ) ∗-subalgebra of B(H) which is closed in the strong (or equivalently weak)
operator topology. Every von Neumann algebra N has a unique predual N∗, which is a Banach space itself
and coincides with the space of linear normal functionals on N . It follows that there are different topologies
on N .
A state ϕ on N is a positive linear functional such that ‖ϕ‖ = ϕ(1) = 1 (here the first 1 is the identity
operator and the second is a scalar). A trace τ on N is a function defined on the positive cone N+ with
values in [0,+∞] such that τ(x+ λy) = τ(x) + λτ(y) for x, y ∈ N+, λ ∈ R+ and τ(xx∗) = τ(x∗x). τ is said
to be faithful if τ(x) > 0 for any nonzero x ≥ 0, finite if τ(1) < +∞, semifinite if every nonzero x ∈ N+
majorizes some nonzero y ≥ 0 with τ(y) <∞, normal if τ(supxi) = sup τ(xi) for every bounded increasing
net (xi) ⊂ N+.
Since every x ∈ N can be written as a linear combination of four positive elements in N+, a finite trace
on N can be extended uniquely to a positive linear functional on N . If τ(1) = 1, τ is called a tracial state.
A von Neumann algebra N is finite if and only if it admits a normal faithful tracial state. N is semifinite if
and only if it admits a normal semifinite faithful trace.
Let M be a finite von Neumann algebra with a normal faithful tracial state τ , and N ⊂ M be a von
Neumann subalgebra. Then there exists a unique normal faithful projection E :M→N such that τ = τ ◦E
and
E(axb) = aE(x)b, a, b ∈ N , x ∈M.
E is called the conditional expectation of M onto N . In particular, E is ∗-preserving and positivity-
preserving. E extends to contractions on Lp(M, τ) for all 1 ≤ p ≤ ∞.
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In this thesis, by a noncommutative W ∗ probability space (see [VDN92]) (N , τ), we mean that N is a
finite von Neumann algebra and τ a normal faithful tracial state. This model includes the following examples,
which are our most interesting examples in applications:
• Classical probability space (Ω,F ,P). N = L∞(P) acts on L2(P) by pointwise multiplication, and
τ = E. Let ξ ∈ L∞(P) be a real valued random variable. Then the spectrum of ξ, σ(ξ), is its essential-
range. We have τ(1[t,∞)(ξ)) = P(ξ ≥ t) and τ(f(ξ)) =
∫
f(ξ)dP for a Borel function f defined on the
spectrum of ξ.
• Random matrices. N = L⊗Mn(C) where, e.g., we put L =
⋂
1≤p<∞ Lp(P) and τ = E⊗ tr, where tr
is the normalized trace on Mn(C).
• The group von Neumann algebra L(G) of a countable discrete group G which is constructed as follows.
Put `2(G) = span{δg : g ∈ G} where δg is the unit vector with δg(g) = 1 and δg(h) = 0 for h 6= g.
Let λ : G → B(`2(G)) be the left regular representation given by λ(g)(δh) = δgh. The group von
Neumann algebra L(G) is the closure of linear span of λ(G) ∼= CG (the group algebra) in the weak
operator topology. L(G) admits a canonical normal faithful tracial state given by τ(f) = 〈δe, fδe〉 for
f ∈ L(G), where e is the identity element of G. To be more specific, a generic element of L(G) can
be written as a Fourier series f =
∑
g fˆ(g)λ(g). We have τ(f) = fˆ(e). As an example, by Fourier
transform L(Z) = L∞(T). In this sense, the analysis on group von Neumann algebras can be regarded
as a natural generalization of Fourier analysis on Z.
We also need the notion of measurable operators; see [FK86,Ter81]. In general, operators in a noncom-
mutative Lp space for p <∞ can be unbounded operators. A closed operator x densely defined on H is said
to be affiliated to N if ux = xu for all unitary operators u ∈ N ′. Here N ′ denotes the commutant of N in
B(H), i.e., N ′ = {y ∈ B(H) : ay = ya,∀a ∈ N}. An operator x affiliated to N is said to be τ -measurable
if for any δ > 0 there exists a projection e such that e(H) ⊂ Dom(x) and τ(1− e) ≤ δ. Here Dom(x) is the
domain of x in H. An interesting fact is that all noncommutative Lp spaces are contained in the space of
τ -measurable operators, just as all Lp functions are measurable in the commutative setting.
2.2 Crossed products
We briefly recall the crossed product construction. Our reference is [Tak02, JMP10]. Let G be a discrete
group with left regular representation λ : G→ B(`2(G)). Given a noncommutative probability space (N , τ),
we may assume N ⊂ B(H) for some Hilbert space H. Suppose a trace preserving action α of G on N
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is given, i.e., we have a group homomorphism α : G → Aut(N ) (the ∗-automorphism groups of N ) with
τ(x) = τ(αg(x)) for all x ∈ N , g ∈ G. Identify `2(G) ⊗H with `2(G;H). Consider the representation pi of
N on `2(G;H) given by
pi(x) =
∑
g∈G
αg−1(x)⊗ eg,g,
where eg,h is the matrix unit of B(`2(G)). In other words, pi(x)ξ(g) = αg−1(x)ξ(g) for x ∈ N , ξ ∈ `2(G;H).
Then the crossed product of N by G, denoted by NoαG, is defined as the weak operator closure of 1N⊗λ(G)
and pi(N ) in B(`2(G;H)). We usually drop the subscript α if there is no ambiguity. Clearly, N o G is a
von Neumann subalgebra of N⊗B(`2(G)). In the special case N = C, the complex number algebra, CoG
reduces to the group von Neumann algebra L(G). Therefore, L(G) is a von Neumann subalgebra of N oG
and there exists a unique conditional expectation EL(G) : N oG→ L(G). A generic element of N oG can
be written as
∑
g∈G
fg o λ(g) =
∑
g∈G
pi(fg)λ(g) =
∑
g,h,h′
(αh−1(fg)⊗ eh,h)(1N ⊗ egh′,h′)
=
∑
g,h
αh−1(fg)⊗ eh,g−1h.
There is a canonical trace on N oG given by
τ o τG(f o λ(g)) = τ ⊗ τG(f ⊗ λ(g)) = τ(f)δg=e,
where we denote by τG the canonical trace on L(G). The arithmetic in N oG is given by
(f o λ(g))∗ = αg−1(f∗)o λ(g−1)
and
(f1 o λ(g1))(f2 o λ(g2)) = (f1αg1(f2))o λ(g1g2).
In what follows, we may simply write fλ(g) instead of f o λ(g). The group measure space is a special case
of the crossed product, i.e., N = L∞(Ω, µ) for some (standard) probability space (Ω, µ).
2.3 Hardy spaces associated to noncommutative martingales
We refer to [JM10, JP13, JKPX] for this section. Let N1 ⊂ N2 ⊂ · · · ⊂ N be a filtration of von Neumann
algebras and Ek : N → Nk be the conditional expectation. Let (xk) be a martingale with martingale
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differences dxk = xk−xk−1 where xk ∈ Nk. We need the conditional Hardy spaces associated to martingales
given as follows. For 1 ≤ p <∞, define
‖x‖hdp =
(∑
k
‖dxk‖pp
)1/p
, ‖x‖hcp =
∥∥∥∥∥(∑
k
Ek−1(dx∗kdxk)
)1/2∥∥∥∥∥
p
,
and ‖x‖hrp = ‖x∗‖hcp .
We are going to use the continuous filtration (Nt)t≥0 ⊂ N in the following. Recall that a martingale x
is said to have almost uniform (or a.u. for short) continuous path if for every T > 0, every ε > 0 there exists
a projection e with τ(1 − e) < ε such that the function fe : [0, T ] → N given by fe(t) = xte ∈ N is norm
continuous. Let σ = {0 = s0, · · · , sn = T} be a partition of the interval [0, T ] and |σ| its cardinality. Put
‖x‖hcp([0,T ];σ) =
∥∥∥ |σ|−1∑
j=0
Esj |Esj+1x− Esjx|2
∥∥∥1/2
p/2
, 2 ≤ p ≤ ∞,
‖x‖hdp([0,T ];σ) =
( |σ|−1∑
j=0
‖Esj+1x− Esjx‖pp
)1/p
, 2 ≤ p <∞,
and ‖x‖hrp([0,T ];σ) = ‖x∗‖hcp([0,T ];σ). Let U be an ultrafilter refining the natural order given by inclusion on
the set of all partitions of [0, T ]. Let x ∈ Lp(N ). For 2 ≤ p <∞, we define
〈x, x〉T = lim
σ,U
|σ|−1∑
i=0
Esi |Esi+1x− Esix|2.
Here the limit is taken in the weak* topology and it is shown in [JKPX] that the convergence is also true in
Lp norm ‖ · ‖p/2 for all 2 < p <∞. We define the continuous version of hp norms for 2 ≤ p <∞,
‖x‖hcp([0,T ]) = limσ,U ‖x‖hcp([0,T ];σ),
‖x‖hdp([0,T ]) = limσ,U ‖x‖hdp([0,T ];σ).
and ‖x‖hrp([0,T ]) = ‖x∗‖hcp([0,T ]) for 2 ≤ p <∞. Then for all 2 < p <∞
‖x‖hcp([0,T ]) = ‖〈x, x〉T ‖
1/2
p/2. (2.1)
A martingale x is said to be of vanishing variation if ‖x‖hdp([0,T ]) = 0 for all T > 0 and all 2 < p < ∞. We
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also write
varp(x) = ‖x‖hdp([0,T ]),
and let Vp(N ) denote the L2(N ) closure of {x ∈ Lp(N ) : varp(x) = 0}.
The following results are proved in [JKPX]. For any y ∈ Lp(N ), we write djy = Esjy − Esj−1y. Put
‖x‖Lp(var) = supσ ‖(djx)‖Lp(`1), where the supremum is taken over all finite partitions of [0, T ], and the
norm ‖ · ‖Lp(`1) was defined in [Jun02], which we will not use after the next result.
Theorem 2.1. Let 2 < p <∞ and x ∈ Lp(NT ). Then for all δ > 0, there exists a decomposition x = yδ+zδ
satisfying the following
1. varp(y
δ) < δ, zδ ∈ Lp(var).
2. Let P (x) = w∗- limδ yδ. Here w∗- lim denotes the weak* limit. Then P : Lp(N ) → Vp(N ) is an
orthogonal projection.
3. P (x) = x for all x with vanishing variation.
One may take yδ = w∗- limσ
∑|σ|
j=1 dj(djx1[|djx|≤δ]) where 1B is the spectral projection of djx restricted to
the Borel set B.
Lemma 2.2. If x has a.u. continuous path, then it is of vanishing variation.
These results will be used to prove noncommutative Burkholder–Davis–Gundy type inequalities in Chap-
ter 3. We remark that matrix-valued martingales driven by Brownian motions automatically have almost
uniform continuous paths. We will need this fact for the subgaussian Poincare´ inequalities of 1-cocycles on
discrete groups.
2.4 Noncommutative diffusion semigroups
Let (Tt)t≥0 be a semigroup of operators acting on a noncommutative W ∗ probability space (N , τ). Following
[JM10,JM12] we say (Tt) is a standard semigroup if it satisfies the following assumptions:
1. Every Tt is a normal completely positive map on N such that Tt(1) = 1;
2. Every Tt is self-adjoint, i.e. τ(Tt(x)y) = τ(xTt(y)) for all x, y ∈ N .
3. The family (Tt) is pointwise weak* continuous. Equivalently, limt→t0 Ttx = Tt0x with respect to the
strong operator topology in N for any x ∈ N ; see [MS10].
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It is well known that Assumption (3) is further equivalent to that (Tt) is a strongly continuous semigroup
on L2(N , τ), where Tt extends to L2(N , τ) by TtΛ(x) = Λ(Ttx) for x ∈ N and Λ : N → L2(N , τ) is the
natural embedding. By [DL92], (Tt) extends to a strongly continuous contraction semigroup on Lp(N ) for
every 1 ≤ p <∞ with generator A, i.e. Tt = e−tA. Write for 1 ≤ p <∞
Domp(A) = {f ∈ Lp(N ) : lim
t→0
(f − Ttf)/t converges in Lp(N )}.
Then the classical semigroup theory asserts that Domp(A) is dense in Lp(N ) and that if x ∈ Domp(A) then
Ttx ∈ Domp(A). We also denote Dom(A) = Dom2(A). Note that A is a positive operator on L2(N , τ).
The standard assumptions also imply that τ(Ttx) = τ(x) and thus Tt’s are faithful. In addition, Tt is a
contraction on N . Indeed, for x ∈ N , we have
‖Ttx‖∞ = sup
‖y‖1≤1
|τ((Ttx)y)| = sup
‖y‖1≤1
|τ(x(Tty))| ≤ sup
‖y‖1≤1
‖Tty‖1‖x‖∞ ≤ ‖x‖∞.
Recall that Tt is said to admit a reversed Markov dilation if
(H1) there exists a larger finite von Neumann algebra M and a family pit : N → M of trace preserving
∗-homomorphism;
(H2) there is a decreasing filtration (M[s)0≤s<∞ with pir(x) ∈ M[s for all r > s such that E[s(pit(x)) =
pis(Ts−tx) for all t < s and x ∈ N .
Here we have M[t = E[t(M). For elements x, y ∈ Dom(A) we may define the gradient form, which is called
Meyer’s “carre´ du champ” in the commutative theory,
2Γ(x, y) = A(x∗)y + x∗A(y)−A(x∗y)
and for x, y ∈ Dom(A2) the second order gradient
2Γ2(x, y) = Γ(Ax, y) + Γ(x,Ay)−AΓ(x, y).
Recall that (Tt) is called a noncommutative diffusion (or nc-diffusion for short) semigroup if Γ(x, x) ∈ L1(N )
for all x ∈ Dom(A1/2). If (Tt) is nc-diffusion, then Γ(x, x) ∈ L1(N ) is well-defined for x ∈ Dom(A1/2) by
extension. By duality, Γ(x, x) ∈ Lp(N ) for 1 ≤ p < ∞ if and only if there exists C > 0 such that
|τ(Γ(x, x)y)| ≤ C‖y‖p′ for all y and 1/p+ 1/p′ = 1.
13
We will use the following crucial results proved by Junge, Ricard, and Shlyakhtenko in [JRS14], which is
a noncommutative version of the Stroock–Varadhan martingale problem.
Theorem 2.3. Suppose that (Tt)t≥0 is a standard nc-diffusion semigroup. Then Tt admits a reversed
Markov dilation (pit) with a.u. continuous path, i.e. in addition to (H1) and (H2), for all x ∈ Dom(A) and
all S > 0,
ms(x) := pis(Ts(x)), 0 ≤ s ≤ S
is a (reversed) martingale with a.u. continuous path.
Remark 2.4. Let 2 ≤ p <∞. For the purpose of our main result, we extend the theorem to x ∈ Dom(A1/2).
Indeed, since Dom(A1/2)∩N is a ∗-subalgebra of N by [DL92] and Dom(A) is dense in L2(N ), there exists
a sequence (xn) ∈ Dom(A) such that limn→∞ ‖xn − x‖2 = 0. But E[r(pisTs(xn)) = pirTr(xn) for s < r.
Taking limits on both sides, we find E[r(pisTs(x)) = pirTr(x) in L2(N ). According to [ Luc08], the set of a.u.
continuous path martingales is closed in L2(N ). Hence pisTs(x) has a.u. continuous path. Similar argument
applies to the forward martingales, but we only need the reversed martingales in this paper.
2.5 Conditionally negative length functions and 1-cocycles on
discrete groups
Let G be a countable discrete group with the conditionally negative length (cn-length) function ψ : G→ R+.
Recall that ψ is a cn-length function if it vanishes at the identity e, ψ(g) = ψ(g−1) and is conditionally
negative which means that
∑
g ξg = 0 implies
∑
g,h ξ¯gξhψ(g
−1h) ≤ 0. It is well known that ψ determines
an affine representation which is given by an orthogonal representation α : G → O(Hψ) over a real Hilbert
space Hψ together with a map bψ : G → Hψ satisfying the cocycle law, i.e., bψ(gh) = bψ(g) + αg(bψ(h));
see for example [BO08]. bψ is called a 1-cocycle on G. For our later development, we need to construct bψ
explicitly.
Lemma 2.5. For any g, h ∈ G, bψ(g) ∈ `2(d) and αg(bψ(h)) have at most finitely many nonzero coordinates.
Proof. Let RG be the algebraic group algebra of G, i.e.,
RG = {x : x =
∑
g
cgδg, cg ∈ R}
where the sum is over finitely many elements. Let K(g, h) = 12 (ψ(g) + ψ(h) − ψ(g−1h)) for g, h ∈ G and
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define
[
∑
g
agδg,
∑
g′
ag′δg′ ] =
∑
g,g′
agag′K(g, g
′).
Since ψ is conditionally negative, K is a positive semidefinite matrix. Put Nψ = {x ∈ RG : [x, x] = 0}. Then
we define an inner product on RG/Nψ as 〈x + Nψ, y + Nψ〉 = [x, y] for x, y ∈ RG. Clearly 〈·, ·〉 is a well-
defined inner product. Let Hψ be the norm closure of RG/Nψ. We define bψ : G→ Hψ by bψ(g) = δg +Nψ
and αg(bψ(h)) = bψ(gh) − bψ(g). Then Hψ, bψ, α thus constructed satisfy the cocycle law. We may utilize
the Gram–Schmidt procedure on (bψ(g))g∈G and obtain an orthonormal basis (ej) such that
bψ(gk) =
k∑
j=1
bkjej ,
where (gk) is an enumeration of G. Hence, bψ(g) only depends on finitely many ej ’s for all g ∈ G and
Hψ ∼= `2(d).
A direct consequence of this construction is ‖bψ(g)‖2 = ψ(g) for g ∈ G. We see from here that the
conditionally negative length functions and 1-cocycles on discrete groups have one to one correspondence to
each other.
Define a semigroup Tt acting on L(G) by Ttλ(g) = e−tψ(g)λ(g). The infinitesimal generator of Tt is given
by Aλ(g) = ψ(g)λ(g). The associated gradient form is denoted by Γψ. Let A = CG (the group algebra
of G) be the subalgebra of L(G) which consists of elements that can be written as finite combinations of
λg, g ∈ G. Then A is weakly dense in L(G) such that AA ⊂ A and TtA ⊂ A.
Lemma 2.6. A is dense in Dom(A1/2) in the graph norm of A1/2 and Tt is a standard nc-diffusion semigroup
acting on L(G).
Proof. For f =
∑
gi∈G fˆ(gi)λ(gi) ∈ Dom(A1/2), put fn =
∑n
i=1 fˆ(gi)λ(gi). Note that f ∈ L2(L(G)). Then
‖fn − f‖L2(L(G)) = τ((f∗n − f∗)(fn − f)) =
∞∑
i=n+1
|fˆ(gi)|2 → 0, as n→∞.
Since 〈Af, f〉 = ∑∞i=1 ψ(gi)|fˆ(gi)|2 <∞, we have
〈A(fn − f), fn − f〉L2(L(G),τ) =
∞∑
i=n+1
ψ(gi)|fˆ(gi)|2 → 0, as n→∞.
Therefore A is dense in the graph norm. Since ψ is conditionally negative, Schoenberg’s theorem implies
that Tt is completely positive; see for example [BO08, Appendix D]. It can be directly checked that Tt is
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normal and unital. Since ψ(g) = ψ(g−1),
τ(Tt(x)y) = 〈δe,
∑
g
e−tψ(g)xˆ(g)λg
∑
h
yˆ(h)λhδe〉 =
∑
g
e−tψ(g)xˆ(g)yˆ(g−1) = τ(xTty).
Hence Tt is self-adjoint. To check that (Tt) is weak* continuous on L(G), it suffices to verify that (Tt) is a
strongly continuous semigroup on L2(L(G)). For f ∈ L2(L(G)), we have
‖Ttf − f‖2L2(L(G)) =
∑
g∈G
(e−tψ(g) − 1)2|fˆ(g)|2 → 0 as t→ 0.
We have proved that (Tt) is a standard semigroup. Let f ∈ A. Then
‖Γ(f, f)‖1 = 〈δe,
∑
g∈G
|fˆ(g)|2Kg,gδe〉 =
∑
g∈G
ψ(g)|fˆ(g)|2 = ‖A1/2f‖2 <∞.
Since A is dense in Dom(A1/2) in the graph norm, by an approximation argument (see the proof of Lemma
3.12), the above equality holds for all f ∈ Dom(A1/2) and thus (Tt) is a nc-diffusion semigroup.
2.6 Gaussian measure space construction
2.6.1 Basic construction
Our reference here is [Str11, Chapter 8] and [Nua06, Chapter 1]. Let H be a real Hilbert space of dimension d,
where d ∈ N ∪ {+∞}. Identify H as `2(d). Following the well known Gaussian measure space construction,
we consider the linear map B : `2(d) → L2(Rd, γd) given by B(h)(y) =
∑d
i=1〈h, ei〉yi, where (ei) is an
orthonormal basis of `2(d) and yi is the i-th coordinate map. If d <∞, B(h)(y) = 〈h, y〉; if d =∞, (Rd, γd)
is the measure space obtained from Kolmogorov’s construction for which all the cylinder set measures are
standard Gaussian measures. Note that 〈B(h), B(k)〉L2(Rd,γd) = 〈h, k〉`2(d). Let α : G → O(H) be an
orthogonal representation of G on H. Then there exists a G-action α∗ on (Rd, γd) preserving the Gaussian
measure γd; see [Str11, Theorem 8.3.14]. By abuse of notation, we simply write α for α
∗ because they
are indeed the same if d < ∞. The action α on (Rd, γd) induces an action αˆ on L2(Rd, γd), such that
αˆg(B(h)) = B(αg(h)) and
αˆg(f)(x) = f(α(g
−1)x) = f(αg−1(x)) (2.2)
for f ∈ L2(Rd, γd). Clearly, αˆ extends naturally to isometric actions on Lp(Rd, γd) for 1 ≤ p ≤ ∞. In the
following we will consider the von Neumann algebraM = L∞(Rd, γd)oαˆ G and simply forget the subscript
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αˆ in the notation of M if there is no ambiguity.
Let Pt be the Ornstein–Uhlenbeck semigroup acting on L∞(Rd, γd); see [Fan05, Nua06] for the case
d =∞. Then Pt⊗ id`2(G) is a semigroup acting on L∞(Rd, γd)⊗B(`2(G)). Since the action α : Gy (Rd, γd)
is linear and measure preserving, by the Mehler formula or by the functoriality of the Gaussian functor Γ
[BKS97], Pt is G-equivariant, i.e.,
Pt ◦ αˆg = αˆg ◦ Pt. (2.3)
This will be the starting point of the Lp Poincare´ inequalities (1.1) for group measure spaces in Chapter 4,
because our extension of the Ornstein–Uhlenbeck semigroups to the group measure spaces relies on (2.3).
Indeed, (2.3) implies
Pt ⊗ id`2(G)(L∞(Rd, γd)oG) ⊂ L∞(Rd, γd)oG.
Define Pt o idG = Pt ⊗ id`2(G)|L∞(Rd,γd)oG and write Tt = Pt o idG. Since the fixed point algebra of
Pt is trivial, the fixed point algebra of Tt is L(G). It is well known that (Tt) extends to contractions on
Lp(L∞(Rd, γd)oG) and limt→∞ Ttf = EL(G)f for f ∈ Lp(L∞(Rd, γd)oG).
Define the Gaussian derivation
δψ : L(G)→M∞ := ∩0<p<∞Lp(L∞(Rd, γd)oG),
λ(g) 7→ B(bψ(g))o λ(g).
Clearly, δψ is well-defined. Note that M∞ is an L(G)-L(G) bimodule with left and right actions given by
λ(h)(f o λ(g)) = f o λ(hg) and (f o λ(g))λ(h) = f o λ(gh). Then the derivation property δψ(f1f2) =
f1δψ(f2) + δψ(f1)f2 can be checked directly from the arithmetic in L∞(Rd, γd)oG.
2.6.2 Brownian motion construction
It turns out the previous construction is not good enough for our purpose. We need to add time parameter
into the construction later. Note that the Hilbert space H ⊗ L2([0,∞)) is separable if H is separable. By
the Gaussian space construction, there exists a probability space (Ω,F ,P) and a linear map
β : L2([0,∞))⊗H → L2(Ω,P)
such that β(1[0,t] ⊗ ξ) is Gaussian centered and
E[β(1[0,t] ⊗ ξ)β(1[0,s] ⊗ η)] = 2〈1[0,t] ⊗ ξ, 1[0,s] ⊗ η〉L2([0,∞))⊗H = 2 min{t, s}〈ξ, η〉H .
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We simply write βt(ξ) = β(1[0,t] ⊗ ξ) and denote by Ft the σ-subalgebra of F generated by βs(ξ), for all
s ≤ t and ξ ∈ H. By Kolmogorov’s continuity criterion (see for example [RY99, Theorem I.2.1]), βt(ξ) thus
constructed is a Rd-valued Brownian motion, where Rd is viewed as an abstract Wiener space associated
to H if d = ∞. Indeed, by construction the k-th component of βt(ξ) is a 1-dimensional Brownian motion
with mean 0 and variance 2t|ξk|2, where ξk is the k-th component of ξ, and all the components of βt(ξ)
are independent. More explicitly, we can simply take Ω = (Rd)[0,+∞). Then βt(ξ)(ω) =
√
2
∑d
k=1 ξkω
k
t ,
where ωkt is the k-th coordinate map at time t. It is readily seen that βt(ξ) is a random variable in (Ω,P)
with variance 2t‖ξ‖2. Suppose α is an orthogonal representation of G on H. By [Str11, Theorem 8.3.14], α
determines a Gaussian measure preserving action α∗ on (Ω,P). By abuse of notation, we still denote α∗ by
α. The G-action α on Rd induces an action αˆ on L2(Ω,P), such that αˆg(βt(h)) = βt(αg(h)). It follows that
αˆg(f)(ω) = f(αg−1(ω))
for f ∈ L2(Ω,P), where αg(ω)t = αg(ωt). Clearly, αˆ extends naturally to isometric actions on Lp(Ω,P) for
1 ≤ p ≤ ∞. In the following we will consider the von Neumann algebra L∞(Ω,P) oαˆ G and simply forget
the subscript αˆ in the notation. We will also consider H = Hψ, where Hψ is constructed in Section 2.5. We
remark that in this case although Hψ (and thus βt(ξ)) may be infinitely dimensional, βt(bψ(g)) is always
a finite dimensional Brownian motion for all g ∈ G because bψ(g) only depends on finitely many nonzero
coordinates.
2.7 Khintchine inequality
We briefly recall the modified Khintchine inequality derived in [JMP10, Section 4.1]. Let (M, τ) be a
noncommutative probability space. Suppose a discrete group G acts onM and preserves the trace τ . By the
Gaussian measure space construction explained previously, we may consider the linear map B : H → L2(Ω, µ)
given by B(h) =
∑
k〈h, ek〉ζk, where (ζk) is a family of centered independent Gaussian random variables in
a probability space (Ω, µ), and (ek) is an orthonormal basis of H. Put
Gp(M)oG = {
∑
h∈H
∑
g∈G
(B(h)⊗ fg,h)λ(g)} ⊂ Lp(L∞(Ω, µ;M)oG),
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where fg,h is affiliated to M. Recall that conditional expectations between von Neumann algebras extend
to contractions between noncommutative Lp spaces. Consider the conditional expectation
E : Lp(L∞(Ω, µ;M)oG)→ Lp(MoG), E(
∑
g
fgλ(g)) =
∑
g
(
∫
Ω
fgdµ)λ(g).
For F ∈ L∞(Ω, µ;M) o G, define the conditional row (resp. column) space Lrp(E) (resp. Lcp(E)) with
norm ‖F‖Lrp(E) = ‖E(FF ∗)1/2‖p (resp. ‖F‖Lcp(E) = ‖E(F ∗F )1/2‖p). Put Lrcp (E) = Lcp(E) ∩ Lrp(E). Define
RCp(M)oG as Gp(M)oG with the norm inherited from Lrcp (E). The following Khintchine inequality was
proved in [JMP10, Theorem 4.3] with the best order of constant obtained in [JZ13b].
Theorem 2.7. Let 2 ≤ p <∞ and F ∈ L∞(Ω, µ;M)oG. Then
‖F‖Gp(M)oG ≤ C
√
p‖F‖RCp(M)oG.
We will use the caseM = L∞(Rd, γd) and (Ω, µ) = (Rd, γd). Then we have L∞(Ω, µ;M) ∼= L∞(R2d, γ2d)
and L∞(R2d, γ2d) o G is simply extended from L∞(Rd, γd) o G by diagonal action αˆg(ξ(·)η(·))(x, y) =
(αˆgξ)(x)(αˆgη)(y). It follows from Theorem 2.7 that
∥∥∥∑
g
[ξg(x)ηg(y)]λ(g)
∥∥∥
Lp(L∞(R2d,γ2d)oG)
≤ C√pmax
{∥∥∥∑
g,h
(∫
αˆg−1(ξ¯g(x)ξh(x))γd(dx)
)
[αˆg−1(η¯g(y)ηh(y))]λ(g
−1h)
∥∥∥1/2
Lp/2(L∞(Rd,γd)oG)
,
∥∥∥∑
g,h
(∫
αˆg−1(ξg(x)ξ¯h(x))γd(dx)
)
[αˆg−1(ηg(y)η¯h(y)]λ(gh
−1)
∥∥∥1/2
Lp/2(L∞(Rd,γd)oG)
}
.
Here we assumed that ξ is affiliated to L∞(Ω, µ) while η is affiliated to M. Note that αˆg preserves the
Gaussian measure γd. In particular, if ξg = 〈bψ(g), ·〉, then
∫
ξ¯g(x)ξh(x)γd(dx) = 〈bψ(g), bψ(h)〉`2(d).
Similarly, for M = C and f ∈ L(G), we have
‖δψf‖Lp(L∞(Rd,γd)oG) ≤ C
√
pmax{‖Γψ(f, f)1/2‖Lp(L(G)), ‖Γψ(f∗, f∗)1/2‖Lp(L(G))}. (2.4)
The right-hand side of (2.4) follows from the arithmetic of crossed products as explained in Section 2.2. A
detailed calculation was given in the proof of [JMP10, Theorem 4.6].
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2.8 Noncommutative Orlicz spaces
Our reference of this section is [FK86]. LetM be a semifinite von Neumann algebra with a normal semifinite
faithful trace τ . Given a τ -measurable operator x, the distribution function of x is defined as
λs(x) = τ(E(s,∞)(|x|)), s > 0
where E(s,∞)(|x|) is the spectral projection of |x| corresponding to the interval (t,∞). The generalized
singular number of x is given by
µt(x) = inf{s ≥ 0 : λs(x) ≤ t}.
Then [FK86, Corollary 2.8] asserts that, for any continuous increasing function f on [0,∞) with f(0) = 0
and any τ -measurable operator x, one has
τ(f(|x|)) =
∫ ∞
0
f(µt(x))dt. (2.5)
Recall that a Young (or Orlicz in some literature) function φ : R+ → R¯+ is convex, increasing with φ(0) =
0 and limt→∞ φ(t) = ∞. The noncommutative Orlicz space Lφ(M, τ) is defined as the space of all τ -
measurable operators such that τ(φ(|x|/c)) < ∞ for some c > 0. Lφ(M, τ) is a Banach space with the
norm
‖x‖φ = inf{c > 0 : τ [φ(|x|/c)] ≤ 1}.
Lφ(M, τ) can also be defined as a noncommutative symmetric function space; see for example [BC12,Xu91,
DdPPS11,KS08] and the references therein for more information. When τ is finite, Lφ(M, τ) can be obtained
from the completion of M in this norm. In the following, we will mainly consider the Orlicz space with
φ(t) = et
2 − 1. The following fact is standard. We include a quick proof for completeness.
Proposition 2.8. Let a, b, x, y be τ -measurable operators. Then,
1. ‖x‖φ = ‖x∗‖φ = ‖|x|‖φ;
2. if 0 ≤ x ≤ y, then ‖x‖φ ≤ ‖y‖φ.
In particular, ‖ax‖φ ≤ ‖a‖∞‖x‖φ, ‖xb‖φ ≤ ‖x‖φ‖b‖∞.
Proof. Note that ψ(x) := φ(x/c) is a Young function. Since µt(x) = µt(x
∗) = µt(|x|) (see [FK86, Lemma
2.5]), by (2.5), we have τ(ψ(|x|)) = τ(ψ(|x∗|)). Then the first assertion follows. If 0 ≤ x ≤ y, then µt(x) ≤
µt(y) for all t > 0 ([FK86, Lemma 2.5]). Since ψ is increasing, using (2.5) again, we find τ(ψ(x)) ≤ τ(ψ(y)).
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This gives the second assertion. Notice that 0 ≤ x∗a∗ax ≤ ‖a‖2∞x∗x and that the square root is operator
monotone. We have 0 ≤ |ax| ≤ ‖a‖∞|x|. It follows that ‖ax‖φ ≤ ‖a‖∞‖x‖φ. The last inequality is
immediate once we note that ‖xb‖φ = ‖b∗x∗‖φ.
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Chapter 3
The martingale approach
In the classical setting, one has the well-known Burkholder–Davis–Gundy inequality with best order of
constant obtained in [BY82]
‖XT ‖p ≤ c√p‖[X,X]1/2T ‖p. (3.1)
Here [X,X] is the quadratic variation of the continuous (local) martingale X; see for example [RY99]. In
this chapter, we first elaborate on analogous inequalities in the noncommutative setting, and then apply
them to prove Poincare´ inequalities. The starting point here is the Burkholder inequality first proved in
[JX03] ∥∥∥∑
k
dxk
∥∥∥
p
≤ c(p)
((∑
k
‖dxk‖pp
) 1
p
+
∥∥∥(∑
k
Ek−1(dx∗kdxk + dxkdx
∗
k)
)1/2∥∥∥
p
)
, (3.2)
where dxk = xk−xk−1 is the martingale difference associated to the martingale (xk,Nk) and Ek : N → Nk is
the conditional expectation. The optimal order of constant here is c(p) ∼ cp in the noncommutative setting
as observed in [JX05], and is due to Randrianantoanina [Ran07], while in the commutative theory [Hit90],
the best order is c(p) ∼ cp/ ln p. This suggests much richer objects in the category of noncommutative
martingales so that (3.1) may not be true in the noncommutative generality. One way to obtain (3.1) is to
separate the constant in (3.2) and consider
∥∥∥∑
k
dxk
∥∥∥
p
≤ A(p)
∥∥∥(∑
k
Ek−1(dx∗kdxk + dxkdx
∗
k)
)1/2∥∥∥
p
+B(p)
(∑
k
‖dxk‖pp
) 1
p
(3.3)
Although it is still unclear to us whether A(p) can be reduced to
√
p in the general noncommutative
setting, we shall prove an analogue of (3.1) with L∞ norm on the right-hand side. This is achieved by a
noncommutative Bernstein type deviation inequality for noncommutative martingales. This will lead to the
weak subgaussian Poincare´ inequalities for noncommutative diffusion semigroups. Moreover, we will prove
A(p) ≤ C√p in (3.3) for a special martingale, which is good enough to establish the subgaussian Poincare´
inequalities for 1-cocycles on discrete groups. Both proofs of Poincare´ inequalities follow the same strategy.
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However, in the latter case, the special structure of group von Neumann algebras allows us to construct the
Markov dilation explicitly using Brownian motions. Then we apply a decoupling argument and reduce the
martingale case to the independent case so that we can use the noncommutative Rosenthal inequality with
optimal constant obtained in [JZ13b].
3.1 Noncommutative martingale deviation inequality
Our proof of the martingale deviation inequality relies on the well known Golden–Thompson inequality. The
fully general case is due to Araki [Ara73]. The version for semifinite von Neumann algebras we used here
was proved by Ruskai in [Rus72, Theorem 4].
Lemma 3.1 (Golden–Thompson inequality). Suppose that a, b are self-adjoint operators, bounded above and
that a+ b are essentially self-adjoint (i.e. the closure of a+ b is self-adjoint). Then
τ(ea+b) ≤ τ(ea/2ebea/2).
Furthermore, if τ(ea) <∞ or τ(eb) <∞ then
τ(ea+b) ≤ τ(eaeb). (3.4)
Lemma 3.2. Let (xk) be a self-adjoint martingale with respect to the filtration (Nk, Ek) and dk := dxk =
xk − xk−1 be the associated martingale differences such that
i) τ(xk) = x0 = 0; ii) ‖dk‖ ≤M ; iii)
∑n
k=1Ek−1(d
2
k) ≤ D21.
Then
τ(eλxn) ≤ exp[(1 + ε)λ2D2]
for all ε ∈ (0, 1] and all λ ∈ [0,√ε/(M +Mε)].
Proof. We follow Oliveira’s original proof for matrix martingales [Imb09] and generalize it to the fully
noncommutative setting. With the help of functional calculus, we actually have fewer technical issues. Let
ε ∈ (0, 1]. Put yn =
∑n
k=1Ek−1(d
2
k). Then yn ≤ D21. We simply write D2 for the operator D21 ∈ N in the
following. Let us first assume M = 1. Since e−((1+ε)λ
2D2−(1+ε)λ2yn) ≤ 1, it follows from (3.4) that
τ
(
eλxn
) ≤ τ( exp[λxn + (1 + ε)λ2D2 − (1 + ε)λ2yn] exp[−((1 + ε)λ2D2 − (1 + ε)λ2yn)])
≤ τ( exp[λxn + (1 + ε)λ2D2 − (1 + ε)λ2yn]).
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Put rn = En−1d2n. Then yn = yn−1 + rn. Using (3.4) again we find
τ
(
exp[λxn + (1 + ε)λ
2D2 − (1 + ε)λ2yn]
)
=τ
(
exp[λxn−1 + λdn + (1 + ε)λ2D2 − (1 + ε)λ2yn−1 − (1 + ε)λ2rn]
)
≤τ( exp[λdn − (1 + ε)λ2rn] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]).
Since xn−1, yn−1 ∈ Nn−1 and En−1 is trace preserving, we obtain
τ
(
exp[λdn − (1 + ε)λ2rn] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]
)
=τ
(
En−1[exp(λdn − (1 + ε)λ2rn)] exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]
)
.
(3.5)
We claim that Ek−1[exp(λdk − (1 + ε)λ2rk)] ≤ 1 for all k = 1, · · · , n and 0 ≤ λ ≤
√
ε/(1 + ε). Indeed,
‖λdk − (1 + ε)λ2rk‖ ≤
√
ε
1 + ε
+ (1 + ε)
ε
(1 + ε)2
=
√
ε+ ε
1 + ε
≤ 1.
Note that ex ≤ 1 + x+ x2 for |x| ≤ 1. It follows from functional calculus that eA ≤ 1 +A+A2 for any self-
adjoint operator A with ‖A‖ ≤ 1. Plugging in A = λdk − (1 + ε)λ2rk and using rk ∈ Nk−1 and Ek−1dk = 0
we obtain
Ek−1[exp(λdk − (1 + ε)λ2rk)]
≤Ek−1[1 + λdk − (1 + ε)λ2rk + λ2d2k − (1 + ε)λ3dkrk − (1 + ε)λ3rkdk + (1 + ε)2λ4r2k]
=1− ελ2rk + (1 + ε)2λ4r2k.
An elementary calculation shows that ελ2x − (1 + ε)2λ4x2 ≥ 0 for all x ∈ [0, 1] and λ ∈ (0,√ε/(1 + ε)].
Using functional calculus of rk again, we find
ελ2rk − (1 + ε)2λ4r2k ≥ 0
which gives the claim. Combining with (3.5), we obtain
τ
(
exp[λxn + (1 + ε)λ
2D2 − (1 + ε)λ2yn]
)
≤τ( exp[λxn−1 + (1 + ε)λ2D2 − (1 + ε)λ2yn−1]).
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Iteratively using (3.4) and the claim n− 1 times yields
τ(eλxn) ≤ τ(exp[(1 + ε)λ2D2]) = exp[(1 + ε)λ2D2]
which completes the proof for M = 1. For arbitrary xk, considering x
′
k = xk/M leads to the conclusion.
We remark that the exponential inequality in this lemma is crucial for the proof of law of the iterated
logarithms for noncommutative martingales in Section 6.1.
Theorem 3.3. Let (xk) be a self-adjoint martingale with respect to the filtration (Nk, Ek) and dk := dxk =
xk − xk−1 be the associated martingale differences such that
i) τ(xk) = x0 = 0; ii) ‖dk‖∞ ≤M ; iii)
∑n
k=1Ek−1(d
2
k) ≤ D21.
Then for t ≥ 0,
Prob (xn ≥ t) ≤ exp
(
− t
2
4(1 + ε)D2 + 2(1 + ε)tM/
√
ε
−
√
εMt3
2(1 + ε)(2
√
εD2 +Mt)2
)
for all 0 < ε ≤ 1.
Note that if ε = 1 the first term in our upper bound reduces to the same estimate as Oliveira’s. In fact,
the first term is always dominating.
Proof. We assumeM = 1 first. Let ε ∈ (0, 1]. By exponential Chebyshev’s inequality we have τ (1[t,∞) (xn)) ≤
e−λtτ
(
eλxn
)
for t > 0. It follows from Lemma 3.2 that
τ
(
1[t,∞) (xn)
) ≤ exp(−λt+ (1 + ε)λ2D2).
Now we set
λ =
t
2(1 + ε)D2 + (1 + ε)t/
√
ε
which is less than
√
ε/(1 + ε). Then,
− λt+ (1 + ε)λ2D2 = −t2 · 1 + t/(
√
εD2)
4(1 + ε)D2[1 + t/(2
√
εD2)]2
=− t
2
4(1 + ε)D2[1 + t/(2
√
εD2)]
−
√
εt3
2(1 + ε)(2
√
εD2 + t)2
.
Replacing t and D with t/M and D/M respectively yields the assertion.
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Similar to the classical probability theory, we have for positive a ∈M and for all 0 < p <∞,
‖a‖pp = p
∫ ∞
0
tp−1Prob(a > t)dt. (3.6)
From here it is routine to estimate the p-th moment of xn using Theorem 3.3.
Proposition 3.4. Under the assumption of Theorem 3.3, for 2 ≤ p <∞ we have
‖xn‖p ≤ 23/2(1 + ε)1/2√p
∥∥∥ n∑
i=1
Ei−1(dx2i )
∥∥∥1/2
∞
+ 25/2
(1 + ε√
ε
)
p sup
i=1,··· ,n
‖dxi‖∞ (3.7)
for all 0 < ε ≤ 1.
Proof. Our strategy is to integrate the first term in Theorem 3.3. The proof is similar to that of [JZ13b,
Corollary 0.3]. Note that it follows from symmetry that
Prob (|xn| ≥ t) ≤ 2 exp
(
− t
2
4(1 + ε)D2 + 2(1 + ε)tM/
√
ε
)
.
Using (3.6), we obtain
‖xn‖pp
2p
≤
∫ 2√εD2
M
0
tp−1 exp
(
− t
2
8(1 + ε)D2
)
dt+
∫ ∞
2
√
εD2
M
tp−1 exp
(
− t
√
ε
4(1 + ε)M
)
dt.
Let us estimate the first term on the right-hand side. Using the fact that Γ(x) ≤ xx−1 for x ≥ 1, we have
∫ 2√εD2
M
0
tp−1 exp
(
− t
2
8(1 + ε)D2
)
dt = 23p/2−1(1 + ε)p/2Dp
∫ εD2
2M2(1+ε)
0
rp/2−1e−rdr
≤23p/2−1(1 + ε)p/2Dp
∫ ∞
0
rp/2−1e−rdr ≤ 23p/2−1(1 + ε)p/2Dp(p/2)p/2−1
≤2p(1 + ε)p/2Dppp/2−1.
For the second term on the right-hand side,
∫ ∞
2
√
εD2
M
tp−1 exp
(
− t
√
ε
4(1 + ε)M
)
dt
≤4p
(1 + ε√
ε
)p
Mp
∫ ∞
0
rp−1e−rdr ≤ 4p
(1 + ε√
ε
)p
Mppp−1.
Hence, we find
‖xn‖pp ≤ 2p+1(1 + ε)p/2Dppp/2 + 22p+1
(1 + ε√
ε
)p
Mppp.
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This yields
‖xn‖p ≤ 21+1/p(1 + ε)1/2D√p+ 22+1/p
(1 + ε√
ε
)
Mp
≤ 23/2(1 + ε)1/2D√p+ 25/2
(1 + ε√
ε
)
Mp.
Setting D2 =
∥∥∑n
i=1Ei−1(dx
2
i )
∥∥ and M = supi=1,··· ,n ‖dxi‖ gives the assertion.
As indicated at the beginning of this chapter, another way to obtain (3.1) would be an improved Burkhold-
er inequality for noncommutative martingales:
Problem 3.5. Is it true that for some function f(p) and constant C,
‖
∑
k
dxk‖p ≤ C√p‖(
∑
k
dx∗kdxk + dxkdx
∗
k)
1/2‖p + f(p)
(∑
k
‖dxk‖pp
)1/p
(3.8)
holds for all noncommutative martingales.
For independent increments this has recently been proved in [JZ13b]. One would actually expect f(p) = p.
As will become clear in the following, the validity of (3.8) would improve our main results and imply a number
of results in different contexts. At the time of this writing we are unable to decide whether (3.8) holds.
However, the commutative case was known to be true due to the work of Pinelis [Pin94], who attributed it
to Hitczenko.
3.2 Noncommutative Burkholder–Davis–Gundy type inequalities
We follow the notation of Section 2.3. Let σ = {0 = s0, · · · , sn = T} be a partition of the interval [0, T ]
and |σ| its cardinality. Let U be an ultrafilter refining the natural order given by inclusion on the set of all
partitions of [0, T ].
Theorem 3.6. Let x be a mean 0 martingale with a.u. continuous path. Then for every T > 0, we have
1. For 2 ≤ p <∞, if x is self-adjoint, then
‖ETx‖p ≤ C√p lim inf
σ,U
‖x‖hc∞([0,T ];σ).
If x is not necessarily self-adjoint, then
‖ETx‖p ≤ C√p lim inf
σ,U
(‖x‖hc∞([0,T ];σ) + ‖x‖hr∞([0,T ];σ)),
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where we may take C = 2
√
2.
2. For all 2 ≤ p <∞,
‖ETx‖p ≤ C ′pmax
{‖x‖hcp([0,T ]), ‖x‖hrp([0,T ])}.
Proof. (1) First assume that x is self-adjoint and that x ∈ NT . We follow the strategy used in the proof of
Theorem 2.1. Fix a partition σ of [0, T ]. We write hp(σ) for hp([0, T ];σ) in the following proof. Let δ > 0.
We have djx = djx1[|djx|>δ] + djx1[|djx|≤δ]. Conditioning again, we obtain
djx = dj(djx1[|djx|>δ]) + dj(djx1[|djx|≤δ]).
Put zδσ =
∑|σ|
j=1 dj(djx1[|djx|>δ]) and y
δ
σ =
∑|σ|
j=1 dj(djx1[|djx|≤δ]). Then clearly
sup
j=1,··· ,|σ|
‖dj(djx1[|djx|≤δ])‖∞ ≤ 2δ.
Using Proposition 3.7 for some fixed 0 < ε ≤ 1, we find
‖yδσ − τ(yδσ)‖p ≤ 23/2(1 + ε)1/2
√
p‖yδσ‖hc∞(σ) + 27/2
(1 + ε√
ε
)
pδ. (3.9)
Note that
0 ≤ Esj−1 |dj(djx1[|djx|<δ])|2 = Esj−1 [(djx1[|djx|<δ])2]− [Esj−1(djx1[|djx|<δ])]2
≤ Esj−1 [(djx1[|djx|<δ])2] ≤ Esj−1 [(djx)2].
Then we have
‖yδσ‖hc∞(σ) =
∥∥∥ |σ|−1∑
i=0
Esj−1 |dj(djx1[|djx|<δ])|2
∥∥∥1/2
∞
≤
∥∥∥ |σ|−1∑
i=0
Esj−1 |djx|2
∥∥∥1/2
∞
= ‖x‖hc∞(σ).
According to Theorem 2.1 (in our context, yδ = w∗- limσ yδσ) and Lemma 2.2, we have x = w
∗- limδ→0 yδ.
Hence for any λi ≥ 0,
∑k
i=1 λi = 1, we have
x = w∗- lim
δi→0
i=1,··· ,k
k∑
i=1
λiy
δi .
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Since in a Banach space the weak closure and the norm closure of a convex set are the same, by the reflexivity
of Lp(N ) we can find a net xα in the convex hull of {yδ} such that xα → x in Lp(N ). Therefore by sending
δ → 0, we deduce from (3.9) that
‖x‖p ≤ 2
√
2(1 + ε)1/2
√
p lim inf
σ,U
‖x‖hc∞(σ),
for all 0 < ε ≤ 1. Sending ε→ 0 yields the first assertion. If x is not self-adjoint, we write x = <(x) + i=(x)
where <(x) = x+x∗2 and =(x) = x−x
∗
2i . Then the second assertion follows from the self-adjoint case by
triangle inequality.
(2) Since x is of vanishing variation, ‖x‖hdp([0,T ]) = 0 for all 2 < p <∞. Using (3.2), we have
‖x‖p ≤ C ′p(‖x‖hcp([0,T ];σ) + ‖x‖hrp([0,T ];σ)) + p‖x‖hdp([0,T ];σ).
Taking limits on the right hand side yields the assertion for 2 < p <∞. The case p = 2 is proved by sending
p ↓ 2.
3.3 Lp Poincare´ inequalities for noncommutative diffusion
semigroups
We follow the notation of Section 2.4. Let Tt be a standard nc-diffusion semigroup. Recall that mt = pit(Ttx)
is a (reversed) martingale. Put L0p(N ) = {x ∈ Lp(N ) : limt→∞ Ttx = 0} for 1 ≤ p ≤ ∞. Here the limit
is taken with respect to ‖ · ‖Lp(N ) for 1 ≤ p < ∞ and with respect to the weak* topology for p = ∞. Let
Fix = {x ∈ N : Ttx = x for all t ≥ 0}. It was shown in [JX07] that Fix is a von Neumann subalgebra and
Fix⊥ = L0∞(N ). Denote by EFix : N → Fix the conditional expectation which extends to a contraction on
Lp(N ). Then for all x ∈ Lp(N ) we have x − EFixx ∈ L0p(N ) and L0p(N ) is a complemented subspace of
Lp(N ).
Lemma 3.7. Let 2 ≤ p <∞ and (Tt)t≥0 be a standard nc-diffusion semigroup. Then for all 0 ≤ s < t ≤ ∞,
and x ∈ Dom(A1/2) ∩ L0p(N ) with Γ(Trx, Trx) uniformly bounded for r ≥ 0 in Lp(N ) we have
‖m(x)‖hcp([s,t]) =
∥∥∥∥2 ∫ t
s
pir(Γ(Trx, Trx))dr
∥∥∥∥1/2
p/2
.
Proof. By Theorem 2.3, Remark 2.4 and Lemma 2.2, varp(m) = 0 for all 2 < p < ∞. (2.1) implies for
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2 < p <∞,
‖m‖hcp([s,t]) = ‖〈m,m〉t − 〈m,m〉s‖
1/2
p/2.
It follows from [JM10, Lemma 2.4.1] and uniform boundedness that
〈m,m〉s − 〈m,m〉t = 2
∫ t
s
pir(Γ(Trx, Trx))dr.
Here the integral when t = ∞ is well-defined for x ∈ L0p(N ) according to [JM10, Proposition 2.4.3]. This
gives the assertion for 2 < p <∞. The case p = 2 follows by sending p ↓ 2.
We are now ready to state our main result of this section.
Theorem 3.8. Suppose 2 ≤ p <∞. Let Tt = e−tA be a standard nc-diffusion semigroup and Γ the gradient
form associated with A. Assume x ∈ Lp(N ) ∩Dom(A1/2) satisfies
τ(yΓ(Ttx, Ttx)) ≤ e−2αtτ(yTtΓ(x, x)), y ∈ N , y ≥ 0, (3.10)
for some α > 0. Then we have the following Poincare´ type inequalities
‖x− EFixx‖p ≤ C
√
p/αmax{‖Γ(x, x)1/2‖∞,Γ(x∗, x∗)1/2‖∞}, (3.11)
‖x− EFixx‖p ≤ C ′α−1/2pmax{‖Γ(x, x)1/2‖p,Γ(x∗, x∗)1/2‖p}, (3.12)
where we can take C = 4
√
2 in general and C = 2
√
2 if x is self-adjoint.
Proof. First assume 2 < p < ∞. Notice that EFixx is in the multiplicative domain of Tt. Then Γ(x, x) =
Γ(x−EFixx, x−EFixx). Without loss of generality we may assume x ∈ L0p(N ), which implies limt→∞ Ttx =
EFix(x) = 0 in Lp. Fix a constant 0 < M <∞ and consider the reversed martingale mt(x) in Theorem 2.3
for t ∈ [0,M ]. By Theorem 3.6 (applied to reversed martingales), noticing that m0(x) = pi0(x), we have
‖m0 − E[M (m0)‖p
≤C√p lim inf
σ,U
(‖m0 − E[M (m0)‖hc∞([0,M ];σ) + ‖m0 − E[M (m0)‖hr∞([0,M ];σ)).
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Using the reversed Markov dilation and [JM10, Lemma 2.4.1 (iii)], we find (see [JM10, (2.12)])
‖m0 − E[M (m0)‖hc∞([0,M ];σ) =
∥∥∥ |σ|−1∑
j=0
E[sj+1 |msj (x)−msj+1(x)|2
∥∥∥1/2
∞
=
∥∥∥ |σ|−1∑
j=0
E[sj+1(pisj (|Tsjx|2))− pisj+1(|Tsj+1x|2)
∥∥∥1/2
∞
=
∥∥∥ |σ|−1∑
j=0
pisj+1(Tsj+1−sj |Tsjx|2 − |Tsj+1x|2)
∥∥∥1/2
∞
=
∥∥∥2 |σ|−1∑
j=0
pisj+1
(∫ sj+1−sj
0
Tsj+1−sj−r(Γ(Tr+sjx, Tr+sjx))dr
)∥∥∥1/2
∞
=
∥∥∥2 |σ|−1∑
j=0
∫ sj+1
sj
E[sj+1pir(Γ(Trx, Trx))dr
∥∥∥1/2
∞
.
Since E[sj+1 and pir are contractions, we deduce from (3.10) that
‖m0 − E[M (m0)‖hc∞([0,M ];σ) ≤
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
‖Γ(Trx, Trx)‖∞dr
)1/2
=
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
sup
y≥0,y∈N ,‖y‖1≤1
τ(yΓ(Trx, Trx))dr
)1/2
≤
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
e−2αr sup
y≥0,y∈N ,‖y‖1≤1
τ(yTrΓ(x, x))dr
)1/2
=
√
2
( |σ|−1∑
j=0
∫ sj+1
sj
e−2αr‖TrΓ(x, x)‖∞dr
)1/2
≤
√
2
(∫ M
0
e−2αr‖Γ(x, x)‖∞dr
)1/2
≤α−1/2‖Γ(x, x)‖1/2∞ .
Similarly,
‖m0 − E[M (m0)‖hr∞([0,M ];σ) ≤ α−1/2‖Γ(x∗, x∗)‖1/2∞ .
Hence we have
‖m0 − E[M (m0)‖p ≤ C
( p
α
)1/2
(‖Γ(x, x)‖1/2∞ + ‖Γ(x∗, x∗)‖1/2∞ ).
By the reversed Markov dilation,
‖E[M (m0)‖p = ‖E[M (pi0(x))‖p = ‖piMTMx‖p ≤ ‖TMx‖p.
Note that limM→∞ ‖TMx‖p = 0 and that ‖x‖p = ‖m0‖p ≤ ‖m0 − E[M (m0)‖p + ‖E[M (m0)‖p. Sending
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M →∞ gives the first assertion for 2 < p <∞. Sending p ↓ 2 gives the case p = 2.
For (3.12), note that (3.10) implies Γ(Ttx, Ttx) is uniformly bounded in Lp(N ). Then Theorem 3.6 and
Lemma 3.7 imply that for M > 0, 2 < p <∞, and x ∈ Dom(A1/2), we have
‖m0 − E[M (m0)‖p
≤
√
2C ′pmax
{∥∥∥∫ M
0
pir(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
,
∥∥∥∫ M
0
pir(Γ(Trx
∗, Trx∗))dr
∥∥∥1/2
p/2
}
.
Similar to the above argument, (3.10) yields
∥∥∥∫ M
0
pir(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
≤ 1√
2α
‖Γ(x, x)‖1/2p/2.
The rest of proof is the same as that of the first assertion.
If A has a spectral gap in Lp, we can deduce the second inequality (3.12) from the main result of [JM10]
on the noncommutative Riesz transform. However, we have explicit order p here. So far as we know, no
previous method has achieved the order
√
p in the first inequality in the noncommutative setting.
Remark 3.9. In fact, if (3.10) holds for all x ∈ Dom(A1/2), then Tt is a nc-diffusion semigroup. Indeed, it
was proved in [JRS14] that TtΓ(x, x) ∈ L1(N ) for t > 0. Then (3.10) implies that Γ(Ttx, Ttx) ∈ L1(N ).
Taking limit gives Γ(x, x) ∈ L1(N ).
Condition (3.10) is not convenient to check. In practice, we may pose stronger assumptions which are
easy to verify. The following lemma is of course well known in the commutative case.
Lemma 3.10. Let Tt = e
−tA be a standard nc-diffusion semigroup. Let x ∈ N be such that Γ2(x, x) is
well-defined. Then Γ2(x, x) ≥ αΓ(x, x) implies (3.10).
Proof. Since Tt is positive, αTtΓ(x, x) ≤ TtΓ2(x, x). Let T˜t = e2αtTt. Consider the function
f(s) = T˜t−sΓ(T˜sx, T˜sx) = e2α(t+s)Tt−sΓ(Tsx, Tsx).
Due to the assumption, f(s) is differentiable. Then
f ′(s) =2αe2α(t+s)Tt−sΓ(Tsx, Tsx) + e2α(t+s)Tt−sAΓ(Tsx, Tsx)
− e2α(t+s)Tt−s[Γ(ATsx, Tsx) + Γ(Tsx,ATsx)]
=2αe2α(t+s)Tt−sΓ(Tsx, Tsx)− 2e2α(t+s)Tt−sΓ2(Tsx, Tsx) ≤ 0
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for all 0 < s < t. We have by continuity Γ(T˜tx, T˜tx) = f(t) ≤ f(0) = T˜tΓ(x, x), or Γ(Ttx, Ttx) ≤
e−2αtTtΓ(x, x) which implies (3.10).
For the purpose of future development, let us recall the definition of positive forms. Suppose Θ :
N ×N → L1(N , τ) is a sesquilinear form whose domain is a weakly dense ∗-subalgebra Dom(Θ) such that
1 ∈ Dom(Θ). In this paper, we follow the convention that a sesquilinear form is conjugate linear in the
first component. Θ is said to be positive if for all n ∈ N, x1, · · · , xn ∈ Dom(Θ), (Θ(xi, xj))ni,j=1 is positive
in Mn(L1(N )) ∼= L1(Mn⊗¯N ). Given another sesquilinear form Φ, Θ ≥ Φ if Θ − Φ ≥ 0. We refer the
readers to [Sau89, Pet09] for more details. For any n ∈ N, and any a1, · · · , an ∈ Dom(A) the n × n matrix
(Γ(ai, aj))
n
i,j=1 with entries in N is positive in Mn(N ). The following useful fact was due to Peterson [Pet09];
see also [Sau89] for the implication “⇒”.
Theorem 3.11. Let (Tt) be a strongly continuous semigroup on L2(N ). Then (Tt) is a completely positive
semigroup if and only if Γ is a positive form.
As in the commutative case, the domain of Γ and Γ2 is a delicate issue. Theorem 3.8 avoided this difficulty
by considering individual element. In many cases we are interested in the Poincare´ type inequalities for the
whole space. Our next result is meant for this purpose.
Corollary 3.12. Let Tt = e
−tA be a standard nc-diffusion semigroup. Suppose that there exists a weakly
dense self-adjoint subalgebra A ⊂ N such that
i) A(A) ⊂ A; ii) Tt(A) ⊂ A; iii) A is dense in Dom(A1/2) in the graph norm of A1/2.
Assume Γ2(x, x) ≥ αΓ(x, x) for some α > 0 and for all x ∈ A. Then (3.10) holds for all x ∈ Dom(A1/2).
Moreover, all x ∈ Lp(N ) satisfies (3.11) and (3.12).
Proof. For x ∈ Dom(A1/2) we deduce from assumption iii) that there exist (xn) ⊂ A with Γ2(xn, xn) ≥
αΓ(xn, xn) such that ‖xn − x‖2 → 0 and ‖A1/2xn −A1/2x‖2 → 0 as n→∞. By [CS03, Section 9], we have
‖Γ(x, x)‖1 = 〈A1/2x,A1/2x〉L2(N ). Since Γ is a complete positive form, we have for x, y ∈ Dom(A1/2),
 Γ(x, x) Γ(x, y)
Γ(y, x) Γ(y, y)
 ≥ 0.
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Note that Γ(x, y)∗ = Γ(y, x). Then ‖(Γ(x, x) + ε1)−1/2Γ(x, y)(Γ(y, y) + ε1)−1/2‖∞ ≤ 1 for any ε > 0. Hence
‖Γ(x, y)‖1
≤‖(Γ(x, x) + ε1)1/2‖2‖(Γ(x, x) + ε1)−1/2Γ(x, y)(Γ(y, y) + ε1)−1/2‖∞‖(Γ(y, y) + ε1)1/2‖2
≤‖Γ(x, x) + ε1‖1/21 ‖Γ(y, y) + ε‖1/21 .
Sending ε→ 0, we have ‖Γ(x, y)‖1 ≤ ‖Γ(x, x)‖1/21 ‖Γ(y, y)‖1/21 . It follows that
‖Γ(xn, xn)− Γ(x, x)‖1 ≤ ‖Γ(xn − x, xn − x)‖1 + 2‖Γ(xn − x, x)‖1
≤〈A1/2(xn − x), A1/2(xn − x)〉L2(N ,τ) + 2〈A1/2(xn − x), A1/2(xn − x)〉1/2L2(N ,τ)‖Γ(x, x)‖
1/2
1 .
Hence limn→∞ Γ(xn, xn) = Γ(x, x) in L1(N ). Notice that Tt and A1/2 commute. Then for all t ≥ 0 and
x ∈ Dom(A1/2), Ttx ∈ Dom(A1/2) and a similar argument as above gives that limn→∞ Γ(Ttxn, Ttxn) =
Γ(Ttx, Ttx) in L1(N ). Since Lemma 3.10 implies
τ(yΓ(Ttxn, Ttxn)) ≤ e−2αtτ(yTtΓ(xn, xn))
for all y ∈ N , y ≥ 0, sending n→∞ on both sides yields the first assertion. For the “moreover” part, note
that we only need to prove (3.11) and (3.12) for
max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p} <∞.
Recall that Γ(x, x) is understood as the weak* limit of ΓAε(x, x) where Aε = (I+εA)
−1A (see [CS03, (3.2)]).
If this limit exists in Lp/2 for p > 2, then τ(Γ(x, x)) is finite and hence x ∈ Dom(A1/2). The individual
result Theorem 3.8 then comes into play and completes the proof.
The condition Γ2(x, x) ≥ αΓ(x, x) we posed here is usually called the curvature condition or Γ2-criterion.
The expression max{‖Γ(x, x)1/2‖∞, ‖Γ(x∗, x∗)1/2‖∞} is the so-called Lipschitz norm in the commutative
theory. In the classical diffusion setting, Bakry and Emery [BE´85] showed that the Γ2-criterion implies
log-Sobolev inequality, which in turn yields the Lp Poincare´ inequalities with constant C
√
p due to Aida and
Stroock [AS94]; see also [AW13] for another proof. In the general non-diffusion setting, we will show that the
first implication is not true. At the time of this writing, we do not know whether the Lp Poincare´ inequalities
follow from LSI in full generality. However, adapting our theory to the classical diffusion setting will result in
a shortcut. Namely, we can directly show that Γ2-criterion implies the Lp Poincare´ inequalities with constants
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C
√
p. Let Tt = e
−tL be a symmetric classical diffusion semigroup with infinitesimal generator L acting on a
probability space (Rd, µ). By the well known diffusion theory (see for example [RY99, Section VII.2]), under
certain regularity conditions on L, one can always construct a diffusion process Xt corresponding to Tt by
solving a martingale problem.
Theorem 3.13. Assume that Xt is a classical diffusion process defined on (Ω,P) for the semigroup Tt =
e−tL. Suppose Γ2(f, f) ≥ αΓ(f, f) for the real-valued function f . Then for 2 ≤ p <∞,
‖f − EFixf‖p ≤ C√p‖Γ(f, f)1/2‖p.
Proof. The proof follows the same strategy as for (3.12). Assume 2 < p <∞ and limt→∞ Ttf = 0 in Lp. By
approximation, we may assume that f is compactly supported. Recall that for the diffusion process Xt, we
have
Ex[f(Xt)] = f(x) + Ex
[ ∫ t
0
−Lf(Xs)ds
]
,
where Ex is the expectation conditioning on {X0 = x}. We obtain a martingale
Mft = f(Xt)− f(X0) +
∫ t
0
Lf(Xs)ds
adapted to Ft := σ(Xs : s ≤ t). Fix a large constant K > 0. For 0 ≤ t ≤ K, define X˜t = XK−t, F˜[t = FK−t,
Nft = (Ttf)(XK−t). Note that in this setting, the reversed Markov dilation is given by pitf = f(X˜t). Then
(Nft )0≤t≤K is a reversed martingale with respect to the filtration F˜[t. Indeed, by the Markov property, for
s < t
E[Nfs |F˜[t] = E[(Tsf)(XK−s)|FK−t]
= T(K−s)−(K−t)Tsf(XK−t) = Ttf(XK−t) = N
f
t .
By Lemma 3.7 with pirf = f(XK−r), we have
〈Nf , Nf 〉K − 〈Nf , Nf 〉0 = 2
∫ K
0
Γ(Trf, Trf)(XK−r)dr.
Applying the BDG inequality (3.1) (see [BY82, Proposition 4.2]) to Nft on [0,K], we have
‖TKf(X0)− f(XK)‖p ≤ C√p‖〈Nf , Nf 〉K − 〈Nf , Nf 〉0‖1/2p/2.
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Here we used the continuity of the sample paths of the diffusion process Xt so that the conditional square
function and the unconditional square functions coincide in continuous time (see for example [DM82, Remark
VII.43(b)] or [RW87, VI.34]). Since µ is the invariant measure, we have for any 0 ≤ t ≤ K,
‖f(Xt)‖pp =
∫
|f(Xt)|pdP =
∫
Ex|f(Xt)|pµ(dx) =
∫
Tt|f |p(x)µ(dx) =
∫
|f |pdµ.
It follows that ‖(TKf)(X0)‖p = ‖TKf‖p → 0 as K →∞. By the triangle inequality,
‖f‖p = ‖f(XK)‖p ≤ ‖f(XK)− TKf(X0)‖p + ‖TKf(X0)‖p.
The rest of the proof is the same as that of (3.12).
Our first example is very simple, but it clarifies that Γ2-criterion no longer implies LSI in the general
non-diffusion setting. Let us recall the following generalized Schwartz inequality, which is called Choi’s
inequality; see [Cho74, Corollary 2.8].
Lemma 3.14. Let φ : M → N be a contractive completely positive map between von Neumann algebras.
Then [φ(x∗i xj)] ≥ [φ(x∗i )φ(xj)] for any n ∈ N and any x1, · · · , xn ∈M.
Proof. Since φ is complete positive, φ⊗ In is 2-positive, here In is the identity matrix. Let
X =

x1 x2 · · · xn
0 0 · · · 0
...
. . .
0 0 · · · 0

.
By [Pau02, Exercise 3.4], [φ⊗ In(X)]∗[φ⊗ In(X)] ≤ φ⊗ In(X∗X). The proof is complete.
Example 3.15 (Conditional expectation). Let E :M→N be the conditional expectation and A = I −E.
For x, y ∈M, a calculation gives
2Γ(x, y) = x∗y − E(x∗)y − x∗E(y) + E(x∗y).
By Lemma 3.14, 2[Γ(xi, xj)] ≥ [(xi − Exi)∗(xj − Exj)] ≥ 0 for x1, · · · , xn ∈ M. We deduce from Theorem
3.11 that A generates a completely positive semigroup Tt = e
−tA acting on M. It is easy to check Tt is a
standard nc-diffusion semigroup. Let Γ,Γ2 be the gradient forms associated to Tt.
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Proposition 3.16. Γ2 ≥ 12Γ in M.
Proof. Note that AE = EA = 0. We find
4Γ2(x, y) = x
∗y − E(x∗)y − x∗E(y)− 2E(x∗)E(y) + 3E(x∗y).
Hence (Γ2− 12Γ)(x, y) = 12 (E(x∗y)−E(x∗)E(y)). Since E is contractive completely positive, it follows from
Lemma 3.14 that Γ2 − 12Γ is a positive form.
The log-Sobolev inequality fails, however. Indeed, the LSI reads as follows in this case: for x ≥ 0,
τ(x2 ln(|x|/‖x‖2)) ≤ C
(
‖x‖22 −
1
2
[τ(E(x∗)x) + τ(x∗E(x))]
)
.
It is easy to see this is not true. Indeed, let us consider the Lebesgue probability space ([0, 1],dt) with E
being the expectation, i.e. E(x) =
∫
[0,1]
x(t)dt = τ(x). Set xn(t) =
√
n1[0,1/n](t). Then ‖xn‖2 = 1 and the
left-hand side is τ(x2n lnxn) =
1
2 lnn. However, the right-hand side is less than a constant C > 0, which is
impossible for large n.
3.4 Lp Poincare´ inequalities for 1-cocycles on discrete groups
Consider the semigroup Tt acting on L(G) given by Ttλ(g) = e−tψ(g)λ(g). As proved in Section 2.5, (Tt)
is a noncommutative diffusion semigroup in the sense of Section 2.4, i.e., Γψ(x, x) ∈ L1(L(G)) for all
x ∈ Dom(A1/2) where A is the generator of Tt. According to Theorem 2.3, Tt admits a Markov dilation
with almost uniformly continuous path. In fact, we can write down the dilation explicitly in this setting.
Following the notation of Section 2.6.2, we define
pit : L(G)→ L∞(Ω,Ft)oG, pit(λ(g)) = eiβt(bψ(g))(ω) o λ(g),
and the Markov property can be checked directly
Es(pitλ(g)) = pis(Tt−sλ(g)),
for s < t and g ∈ G. General elements in the above formula can be obtained by linearity and density. It
follows that
mt(x) = pit(x)− pi0(x) +
∫ t
0
pis(Ax)ds (3.13)
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is a martingale with almost uniformly continuous path for x ∈ L(G). We will need the reversed martingale.
To this end, let us fix a large constant L > 0, and define
vt(x) = pitTL−tx
for t < L. It is easy to check that (vt)0≤t≤L is a martingale.
We follow the notation in Section 2.5. For ξ ∈ Hψ with finitely many nonzero coordinates, we write
βt(ξ) =
∑∞
k=1 ξkB
k
t , where B
k
t ’s are independent Brownian motion with generator d
2/dx2, and can be given
by Bkt (ω) =
√
2ωkt . By Ito’s formula,
eiβt(ξ) = 1 + i
∑
k
ξk
∫ t
0
eiβs(ξ)dBks − ‖ξ‖2
∫ t
0
eiβs(ξ)ds.
It follows that
pit(λ(g)) = λ(g) + i
∑
k
bψ(g)k
(∫ t
0
eiβs(bψ(g))dBks
)
o λ(g)−
∫ t
0
pis(A(λ(g)))ds, (3.14)
where bψ(g)k is the k-th coordinate of bψ(g). Combining (3.13) and (3.14), we have
mt(λ(g)) = i
∑
k
bψ(g)k
(∫ t
0
eiβs(bψ(g))dBks
)
o λ(g).
Note that vt(λ(g)) = e
−(L−t)ψ(g)eiβt(bψ(g))λ(g). By Ito’s formula, we have
vt(λ(g)) = v0(λ(g)) + i
∑
k
bψ(g)k
(∫ t
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
o λ(g).
It follows that
piL(λ(g))− pi0(TLλ(g)) =
∫ L
0
dvs(λ(g))
= i
∑
k
bψ(g)k
(∫ L
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
o λ(g).
Let x =
∑
g∈G xgλ(g) ∈ CG be a finite sum. Then
piL(x)− TL(x) = i
∑
g∈G,k∈N
xgbψ(g)k
(∫ L
0
e−(L−s)ψ(g)eiβs(bψ(g))dBks
)
o λ(g). (3.15)
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We consider the discretized stochastic integral (assuming n = L), or martingale transform
Mn(x) = i
∑
g∈G,j∈N
n−1∑
k=0
xgbψ(g)je
−(L−tk)ψ(g)[eiβtk (bψ(g))dBjtk ]o λ(g), (3.16)
where dBjtk = B
j
tk+1
− Bjtk . It is well known that this martingale converges to the stochastic integral in Lp
for 2 ≤ p < ∞. We need a precise Burkholder inequality for this (noncommutative) martingale in order to
derive the subgaussian property. As indicated at the beginning of this chapter, however, the upper bounds
in known inequalities are not good enough for our purpose. Our approach here relies on the decoupling
technique thanks to the special structure in the martingale transform.
Let us consider the discrete time martingale xn ∈ L∞(Ω,Fn)oG given by
xn =
n−1∑
k=0
∑
g∈G,j∈N
[f jg (βk(g))dB
j
k+1]o λ(g) (3.17)
where f jg is a continuous function, for any j ∈ N, (Bjk)k is a martingale with independent martingale
differences dBjk+1 = B
j
k+1 − Bjk. In what follows we will simply write
∑
g,j instead of
∑
g∈G,j∈N and this
always means a finite sum.
Lemma 3.17 (Decoupling). Suppose βk(g) is measurable with respect to σ(B
j
m,m ≤ k, j ∈ N) for g ∈ G
and k = 0, · · · , n− 1 and (B˜jk) an independent copy of (Bjk). Then for 2 ≤ p <∞,
∥∥∥ n−1∑
k=0
∑
g,`
[f `g(βk(g))dB
`
k+1]o λ(g)
∥∥∥p
p
≤ 4p
∥∥∥ n−1∑
k=0
∑
g,`
[f `g(βk(g))dB˜
`
k+1]o λ(g)
∥∥∥p
p
.
Proof. To shorten the notation, we simply write βk for βk(g). Consider independent random selectors
δk, k = 0, · · · , n with E(δk) = 1/2. Define ∆ = {j ∈ {0, · · · , n} : δj = 1}. Then E(δj(1 − δk)) = 1/4 for
j 6= k. The left-hand side is
A :=
∥∥∥∑
g,`
n∑
j,k=0
1{j=k+1}[f `g(βk)dB
`
j ]o λ(g)
∥∥∥p
p
= 4p
∥∥∥∑
g,`
n∑
j,k=0
1{j=k+1}Eδδk(1− δj)[f `g(βk)dB`j ]o λ(g)
∥∥∥p
p
.
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By Jensen’s inequality, we have
A ≤ 4pEδ
∥∥∥∑
g,`
n∑
j,k=0
1{j=k+1}δk(1− δj)[f `g(βk)dB`j ]o λ(g)
∥∥∥p
p
≤ 4pEδ
∥∥∥∑
g,`
∑
k∈∆,j /∈∆
1{j=k+1}[f `g(βk)dB
`
j ]o λ(g)
∥∥∥p
p
.
Since βk and dB
`
k+1 are independent for all `, and taking expectation of βk’s commutes with the group
action, we have
A ≤ 4pEδ
∥∥∥∑
g,`
∑
k∈∆,j /∈∆
1{j=k+1}[f `g(βk)dB˜
`
j ]o λ(g)
∥∥∥p
p
for any independent copy (B˜jk) of (B
j
k). We may and do fix a realization of δ and thus fix a partition
∆0 unionsq∆c0 = {0, · · · , n} so that
A ≤ 4p
∥∥∥∑
g,`
∑
k∈∆0,k+1/∈∆0
[f `g(βk)dB˜
`
k+1]o λ(g)
∥∥∥p
p
. (3.18)
Now the von Neumann algebra has been enlarged to (L∞(Ω,F)⊗L∞(Ω˜, F˜)) o G by diagonal extension of
the group action. Here (Ω˜, F˜) is generated by (B˜`k). Let
id⊗ E
∆˜c0
: L∞(Ω,F)⊗L∞(Ω˜, F˜)→ L∞(Ω,F)⊗L∞(σ(B˜`k+1 : ` ∈ N, k + 1 ∈ ∆c0))
denote the conditional expectation. Note that dB˜k+1’s are mean zero. Then we may rewrite (3.18) as
A ≤ 4p
∥∥∥(id⊗ E∆˜c0( ∑
k∈∆0
n∑
k+1=1
∑
g,`
[f `g(βk)dB˜
`
k+1]
))
o λ(g)
∥∥∥p
p
.
Observing that k ∈ ∆0 if and only if k + 1 ∈ ∆0 + 1, we have
A ≤ 4p
∥∥∥id⊗ E
∆˜0+1
(
id⊗ E
∆˜c0
( n−1∑
k=0
∑
g,`
[f `g(βk)dB˜
`
k+1]
))
o λ(g)
∥∥∥p
p
,
where id ⊗ E
∆˜0+1
is defined similarly to id ⊗ E
∆˜c0
as above. Since conditional expectations extend to
contractions on Lp, the proof is complete.
Remark 3.18. The general decoupling argument is a very powerful tool in various applications. In fact, a more
general version of Lemma 3.17 holds. Namely, we can remove the condition that dBjk+1’s are martingale
differences, only require them to be independent from βk(g). The proof follows the general decoupling
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technique developed for U -statistics due to de la Pen˜a [dlP92]; see also the proof of [dlPG99, Theorem
3.1.1]. We refer the interested reader to the monograph [dlPG99] for an extensive discussion of decoupling
methods. We keep the current version for simplicity.
Let us denote by x˜n the decoupled version of xn, i.e.,
x˜n =
n−1∑
k=0
∑
g,j
[f jg (βk(g))dB˜
j
k+1]o λ(g).
Consider the von Neumann subalgebra N = L∞(Ω,F) o G. By the noncommutative Rosenthal inequality
proved in [JZ13b], we have for 2 ≤ p <∞,
‖x˜n‖p ≤ C max
{√
p
∥∥∥( n∑
j=1
EN (dx˜∗jdx˜j + dx˜jdx˜
∗
j )
)1/2∥∥∥
p
, p
( n∑
j=1
‖dx˜j‖pp
)1/p}
where dx˜j =
∑
g,`[f
`
g(βj−1(g))dB˜
`
j ]o λ(g) for j = 1, · · · , n. Now it is crucial to observe that
EN (dx˜∗jdx˜j + dx˜jdx˜
∗
j ) = Ej−1(dx
∗
jdxj + dxjdx
∗
j ),
and ‖dx˜j‖p = ‖dxj‖p, where dxj = xj − xj−1 is the martingale difference. We have then for 2 ≤ p <∞,
‖xn‖p ≤ C max
{√
p‖(
n∑
k=1
Ek−1(dx∗kdxk + dxkdx
∗
k))
1/2‖p, p(
n−1∑
k=1
‖dxk‖pp)1/p
}
.
In other words,
‖xn‖p ≤ C max{√p‖xn‖hcp ,
√
p‖xn‖hrp , p‖xn‖hdp}. (3.19)
Now apply (3.19) to the discretized martingale (3.16). By the facts on Hardy spaces presented in Section
2.3,
‖v(x)‖hcp([0,L]) = ‖〈v(x), v(x)〉
1/2
L ‖p = limn→∞ ‖Mn(x)‖hcp .
Since v(x) is driven by Brownian motion, it has continuous path and is of vanishing variation, i.e.,
‖v(x)‖hdp([0,L]) = limn→∞ ‖Mn(x)‖hdp = 0.
Combining things together, we have shown the following result.
Lemma 3.19 (Burkholder–Davis–Gundy inequality). Let vt(x) = pitTL−t(x) be the martingale associated
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to x ∈ CG ⊂ L(G) as before, then for 2 ≤ p <∞,
‖vL(x)− v0(x)‖p ≤ C√pmax{‖v(x)‖hcp([0,L]), ‖v(x)‖hrp([0,L])}.
Let pit = piL−t, F˜[t = FL−t and E[t = EL−t for t < L. Define nt(x) = piL−t(Ttx). It is easy to check that
(pit, F˜[t) is a reversed Markov dilation, i.e., for s < t,
E[tpisx = EL−tpiL−s(x) = piL−tTt−sx = pitTt−sx.
It follows that (nt(x), E[t) is a reversed martingale and vL(x)− v0(x) = n0(x)− nL(x).
Theorem 3.20. Let G be a countable discrete group with cn-length function ψ and L(G) its group von
Neumann algebra. Suppose f ∈ L(G) satisfies Γψ2 (f, f) ≥ αΓψ(f, f) for some α > 0. Then for 2 ≤ p <∞,
‖f − EFixf‖p ≤ C
√
p/αmax{‖Γψ(f, f)1/2‖p, ‖Γψ(f∗, f∗)1/2‖p}. (3.20)
Proof. The proof follows the same idea as for Theorem 3.8. We give a sketch for completeness. By approx-
imation, we may assume x =
∑
g∈G xgλ(g) is a finite linear combination. By replacing x by x − EFixx, we
may assume EFixx = 0. It follows that limL→∞ ‖TLx‖p = 0. The Bakry–Emery condition implies uniform
boundedness for Γ(Trx, Trx) for r ≥ 0 in Lp(L(G)). By Lemma 3.7 and Lemma 3.19, we have
‖piLx‖p − ‖pi0TLx‖p ≤ ‖piLx− pi0TLx‖ = ‖n0(x)− nL(x)‖p
≤ C√pmax
{∥∥∥∫ L
0
pir(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
,
∥∥∥ ∫ L
0
pir(Γ(Trx
∗, Trx∗))dr
∥∥∥1/2
p/2
}
.
Then the Bakry–Emery condition gives Γ(Ttx, Ttx) ≤ e−2αtTtΓ(x, x); see Lemma 3.10. Since pit and Tt are
contractions, we have
∥∥∥ ∫ L
0
pir(Γ(Trx, Trx))dr
∥∥∥1/2
p/2
≤
( 1
2α
− 1
2αe2αL
)1/2
‖Γ(x, x)‖1/2p/2.
Similar inequality holds for x∗. Since pit is trace preserving ∗-homomorphism, ‖pitx‖p = ‖x‖p for all t ≥ 0
and x ∈ L(G). We also have limL→∞ TLx = EFixx = 0 in Lp(L(G)). Now sending L → ∞ completes the
proof.
Notice that the group algebra CG is weakly dense in L(G), and CG is also dense in Dom(A1/2) in the
graph norm of A1/2 by Lemma 2.6. Repeating the proof of Corollary 3.12 gives the following result.
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Corollary 3.21. Suppose the Γ2-criterion holds for the cn-length function ψ on a group G. Then we have
the Lp Poincare´ inequalities (3.20) for all f ∈ L(G) and 2 ≤ p <∞ whenever the right-hand side of (3.20)
is finite. Therefore, the 1-cocycle bψ is subgaussian.
The strategy we used here can be applied to other settings as long as the martingale obtained from the
Markov dilation can be approximated by a martingale transform like (3.16). Let us consider an application
to the Lindblad operator in quantum dynamical system; see [Lin76,Par92]. Let (aj)
m
j=1 ⊂Mn be a family of
mutually commuting Hermitian matrices, where Mn is the matrix algebra of dimension n
2. Define A acting
on Mn by
A(x) =
m∑
j=1
xa2j + a
2
jx− 2ajxaj .
Consider the semigroup Tt = e
−tA acting on Mn generated by A. Then we have the following result.
Theorem 3.22. Suppose there exists α > 0 such that ΓA2 (x, x) ≥ αΓA(x, x) for x ∈Mn. Then for 2 ≤ p <
∞,
‖x− EFixx‖p ≤ C
√
p/αmax{‖ΓA(x, x)1/2‖p, ‖ΓA(x∗, x∗)1/2‖p}. (3.21)
Sketch of proof. The proof follows that of Theorem 3.20 with appropriate modification. We sketch the
main steps here. Let ut = exp(i
∑m
j=1B
j
t aj), where B
j
t ’s are independent Brownian motions with generator
d2/dx2. Since we assumed aj ’s are mutually commuting, by Ito’s formula, ut satisfies the following stochastic
differential equation
dut = −
m∑
k=1
a2kutdt+ i
m∑
k=1
utakdB
k
t .
Let pitx = u
∗
txut for x ∈ Mn. Then it was shown in [JRS14]that pit is a Markov dilation for Tt, i.e.,
Espitx = pisTt−sx for s < t.
Fix L > 0. Let vt(x) = pitTL−tx. It is a martingale for 0 < t < L. By Ito’s formula,
piLx− pi0TLx = i
∑
k
∫ L
0
u∗s(−akTL−tx+ TL−txak)usdBks .
Then we can discretize the stochastic integral and apply a decoupling argument to find the BDG inequality
for vt(x), as what we did in the proof of Theorem 3.20. Note that nt(x) := piL−t(Ttx) is a reversed martingale
and n0(x)−nL(x) = piLx−TLx. Combining Lemma 3.7 with the Γ2-criterion, we arrive at the assertion.
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Chapter 4
Pisier’s method
Our goal in this chapter is to prove the subgaussian Poincare´ inequalities for certain group measure spaces
following Pisier’s method.
4.1 Lp Poincare´ inequalities for Gaussian measures
Let −L = ∆− x · ∇ be the generator of Ornstein–Uhlenbeck semigroup Pt in Rd for d <∞. Let γd denote
the standard Gaussian measure on Rd. Then by e.g. [Pis88] the Mehler formula for cosL θ := P− ln cos θ
holds: for all f ∈ L2(γd) and 0 ≤ θ ≤ pi/2
(cosL θf)(x) =
∫
Rd
f(x cos θ + y sin θ)γd(dy). (4.1)
Following [Pis86, ELP08], we have the Poincare´ type inequality for Gaussian measures, which is a classical
result due to Pisier [Pis86, Corollary 2.4]; see [AW13] for another proof based on LSI. We present the proof
here because it is our guideline for the group measure space setting. We write |∇f | = (∑di=1( ∂f∂xi )2)1/2.
Proposition 4.1. Let p ≥ 2 and φ ∈ L1([0, pi/2]). Then for all f ∈ L∞(Rd, γd),∥∥∥∥∥
∫ pi/2
0
φ(θ)
∂
∂θ
cosL θ(f)dθ
∥∥∥∥∥
Lp(γd)
≤ C√p‖φ‖L1([0,pi/2])‖|∇f |‖Lp(γd).
In particular,
‖f −
∫
fdγd‖Lp(γd) ≤ C
√
p‖|∇f |‖Lp(γd).
Proof. By approximation, we may assume that f is a bounded C1 function with |∇f | bounded by some
polynomial so that we can differentiate under integral in the following. Since limt→∞ Ptf =
∫
fdγd, by
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(4.1), we have
∫ pi/2
0
φ(θ)
∂ cosL θ(f)
∂θ
(x)dθ =
∫ pi/2
0
φ(θ)
∂
∂θ
∫
f(x cos θ + y sin θ)γd(dy)dθ
=
∫ pi/2
0
∫
Rd
φ(θ)Rθ(∇f(x) · y)γd(dy)dθ,
where Rθ is a measure preserving automorphism of (Rd × Rd, γd × γd) given by (RθF )(x, y) = F (x cos θ +
y sin θ,−x sin θ + y cos θ). By Minkowski’s integral inequality and Ho¨lder’s inequality,
∥∥∥∥∥
∫ pi/2
0
φ(θ)
∂
∂θ
cosL θ(f)dθ
∥∥∥∥∥
Lp(γd)
≤
∫ pi/2
0
|φ(θ)|
∫
Rd
(∫
Rd
|Rθ(∇f(x) · y)|pγd(dx)
)1/p
γd(dy)dθ
≤
∫ pi/2
0
|φ(θ)|
∫
Rd
(∫
Rd
|Rθ(∇f(x) · y)|pγd(dx)γd(dy)
)1/p
dθ
≤‖φ‖L1([0,pi/2])
∥∥∥∥∥
d∑
i=1
∂f
∂xi
(x)yi
∥∥∥∥∥
Lp(γd×γd)
.
The first assertion follows from Khintchine’s inequality. Taking φ(θ) = 1[0,pi/2](θ) gives the second one as in
[ELP08].
We remark that by approximation the above result also holds for the standard Gaussian measure on R∞,
because we still have the Mehler formula in this setting; see for example [Nua06].
4.2 Lp Poincare´ inequalities for group (Gaussian) measure spaces
The idea of our proof for the Poincare´ type inequalities goes back to Pisier [Pis88] where he deduced a
magic formula to connect the Riesz transform and the Gaussian measure space. This strategy was further
developed by Lust-Piquard in various situations. In particular, in [ELP08] Efraim and Lust-Piquard proved
the Poincare´ type inequalities for Walsh systems and CAR algebras following Lust-Piquard’s earlier works,
which motivates our proof.
Lemma 4.2. Let αˆ : G → Aut(L∞(Rd, γd)) be the measure preserving action given by (2.2). Suppose
f ∈ L∞(Rd, γd) is differentiable and depends on finitely many coordinates if d =∞. Then for g ∈ G,
∂αˆg(f)
∂xi
(x) = 〈(∇f)(αg−1(x)), αg−1(ei)〉,
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where (ei) is the standard basis of Rd. Therefore, (∇αˆg(f))(x) = αg[(∇f)(αg−1(x))] and
〈(∇αˆg(f))(x), y〉 = 〈(∇f)(αg−1(x)), αg−1(y)〉,
where 〈·, ·〉 is the inner product in `2(d).
Proof. This is just the chain rule. Here is the direct calculation.
∂
∂xi
αˆg(f)(x) = lim
t→0
αˆg(f)(x+ tei)− αˆg(f)(x)
t
= lim
t→0
f(α(g−1)(x) + tα(g−1)(ei))− f(α(g−1)x)
t
=〈(∇f)(α(g−1)x), α(g−1)ei〉 = 〈α(g)[(∇f)(α(g−1)x)], ei〉.
This gives the gradient of αˆg(f) at x.
We follow the notation in Section 2.6.1. Let f(x, y) be a measurable function on (Rd × Rd, γd × γd).
Recall that Rθ is the measure preserving automorphism on L∞(Rd × Rd, γd × γd) given by (Rθf)(x, y) =
f(x cos θ + y sin θ,−x sin θ + y cos θ), and that Tt = Pt o idG is the semigroup acting on L∞(Rd, γd) o G,
which is a natural extension of the Ornstein–Uhlenbeck semigroup Pt on L∞(Rd, γd).
Lemma 4.3. Suppose that ξ is a bounded C1 function on Rd with |∇ξ| bounded by some polynomial and ξ
depends on only finitely many coordinates. Then for g ∈ G and 0 < θ < pi/2,
∂
∂θ
T− ln cos θ(ξ o λ(g))(x) =
∑
h
∫
Rθ[〈(∇ξ)(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1h.
Proof. Since the Mehler formula (4.1) can be extended naturally to Tt, we have
T− ln cos θ(ξ o λ(g))(x) =
∑
h
P− ln cos θ((αˆh−1ξ))(x)⊗ eh,g−1h
=
∑
h
∫
(αˆh−1ξ)(x cos θ + y sin θ)γd(dy)⊗ eh,g−1h.
By Lemma 4.2, we have
∂
∂θ
(αˆh−1ξ)(x cos θ + y sin θ) = 〈(∇αˆh−1(ξ))(x cos θ + y sin θ),−x sin θ + y cos θ〉
= 〈(∇ξ)(αh(x cos θ + y sin θ)), αh(−x sin θ + y cos θ)〉
= Rθ(〈(∇ξ)(αh(x)), αh(y)〉).
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We have assumed ξ to be a nice function so that we can differentiate entrywise under integral and find
∂
∂θ
T− ln cos θ(ξ o λ(g))(x) =
∑
h
∫
Rθ[〈(∇ξ)(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1h.
Recall that the fixed point algebra of Tt is L(G). Let L denote the generator of Pt and LoI the generator
of Tt.
Theorem 4.4. Let 2 ≤ p < ∞ and f ∈ L∞(Rd, γd) oαˆ G where the action αˆ is the measure preserving
action determined by the orthogonal representation α given by (2.2). Then
‖f − EL(G)f‖Lp(L∞(Rd,γd)oG)
≤ C√pmax{‖ΓLoI(f, f)1/2‖Lp(L∞(Rd,γd)oG), ‖ΓLoI(f∗, f∗)1/2‖Lp(L∞(Rd,γd)oG)}.
(4.2)
Proof. We follow the strategy of Proposition 4.1 and take advantage of the techniques developed in [JMP10].
By approximation, we may assume that f =
∑
g∈G fgλ(g) ∈ L∞(Rd, γd) o G for finitely many g ∈ G and
that fg’s satisfy the assumption of Lemma 4.3. Note that L∞(Rd, γd) oG ⊂ L∞(Rd, γd)⊗B(`2(G)). Then
we have
T− ln cos(pi/2−ε)f − f =
∫ pi/2−ε
0
∂
∂θ
T− ln cos θfdθ.
Sending ε→ 0, we have
EL(G)f − f =
∫ pi/2
0
∂
∂θ
T− ln cos θfdθ.
We can extend the action αˆ : G→ Aut(L∞(Rd, γd)) to
Gy L∞(R2d, γ2d) = L∞(Rd, γd)⊗L∞(Rd, γd)
by diagonal action
αˆg(ξ(·)η(·))(x, y) = (αˆgξ)(x)(αˆgη)(y).
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Noticing that αˆg ◦ Rθ = Rθ ◦ αˆg for g ∈ G and θ ∈ [0, pi/2], by Lemma 4.3, we have
EL(G)f − f =
∫ pi/2
0
∑
g,h
∫
Rθ[〈∇fg(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1hdθ
=
∫ pi/2
0
∑
g,h
∫
αˆh−1 [Rθ(∇fg(x), y〉)]γd(dy)⊗ eh,g−1hdθ
=
∫ pi/2
0
ELx∞(Rd,γd)oG
[∑
g
Rθ[〈∇fg(x), y〉]o λ(g)
]
dθ
=
∫ pi/2
0
ELx∞(Rd,γd)oG
[∑
g
(Rθ ⊗ id`2(G))[(〈∇fg(x), y〉)o λ(g)]
]
dθ. (4.3)
Here we used the facts that
∑
g,h αˆh−1 [Rθ(〈∇fg(x), y〉)]⊗ eh,g−1h is in Lp(L∞(R2d, γd)oG) for 2 ≤ p <∞
and that the conditional expectation
ELx∞(Rd,γd)oG : L∞(R
2d, γ2d)oG→ Lx∞(Rd, γd)oG
extends to a contraction on Lp(L∞(R2d, γ2d)oG). It follows from (2.3) or the chain rule that αˆg ◦L = L◦αˆg.
By the arithmetic of crossed products as explained in Section 2.2, we have
ΓLoI(f, f)
=
1
2
∑
g,h
[L(αˆg−1(f¯g))αˆg−1(fh) + αˆg−1(f¯g)αˆg−1(Lfh)− L(αˆg−1(f¯g)αˆg−1(fh))]λ(g−1h)
=
∑
g,h
αˆg−1(〈∇fh,∇fg〉)λ(g−1h)
=
∑
g,h
〈∇fh(αg(·)),∇fg(αg(·))〉o λ(g−1h).
We write Ex for ELx∞(Rd,γd)oG. By the definition of L
c
p(E), we have
‖
∑
g
〈∇fg(x), y〉o λ(g)‖Lcp(Ex)
= ‖
∑
g,h
∫
αˆg−1(〈∇fg(x), y〉〈∇fh(x), y〉)γd(dy)o λ(g−1h)‖1/2Lp/2(L∞(Rd,γd)oG)
= ‖
∑
g,h
〈∇fh(αg(x)),∇fg(αg(x))〉o λ(g−1h)‖1/2Lp/2(L∞(Rd,γd)oG)
= ‖ΓLoI(f, f)1/2‖Lp(L∞(Rd,γd)oG). (4.4)
48
Similarly,
‖
∑
g
〈∇fg(x), y〉o λ(g)‖Lrp(Ex) = ‖ΓLoI(f∗, f∗)1/2‖Lp(L∞(Rd,γd)oG).
It follows from Theorem 2.7, (4.3) and (4.4) that
‖f − EL(G)f‖Lp(L∞(Rd,γd)oG)
≤ pi
2
‖
∑
g
〈∇fg(x), y〉o λ(g)‖Lp(L∞(Rd×Rd,γd×γd)oG)
≤ Cpi
2
√
pmax{‖ΓLoI(f, f)1/2‖Lp(L∞(Rd,γd)oG), ‖ΓLoI(f∗, f∗)1/2‖Lp(L∞(Rd,γd)oG)}.
This completes the proof.
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Chapter 5
The spectral gap and Lp Poincare´
inequalities
In the classical diffusion setting, if the probability measure is non-atomic, it is known that the L2 Poincare´
inequality (a.k.a. the spectral gap inequality) implies the Lp Poincare´ inequalities with constant Cp for
2 ≤ p < ∞; see for example [Mil09, Proposition 2.5]. In this chapter, we show that such implication still
holds in the noncommutative setting under some conditions. A crucial ingredient in the commutative theory
is the chain rule for the gradient form, which is not available in general non-diffusion setting. Our approach
relies on the derivation property of Γ. Let us recall a result of Junge–Ricard–Shlyakhtenko [JRS14] proved
using free dilation theory.
Theorem 5.1. Let Γ be the gradient form associated to a noncommutative diffusion semigroup Tt = e
−tA
acting on (N , τ). Then there exists a trace preserving ∗-homomorphism pi from N into a finite von Neumann
algebra M and a (pi-)derivation δ : Dom(δ) → L2(M) such that for all x, y ∈ Dom(A) ∩ N , τ [Γ(x, y)] =
τ [δ(x)∗δ(y)] and for all 1 < p <∞
C−1‖δ(x)‖p ≤ max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p} ≤ C‖δ(x)‖p.
for some absolute constant C.
The following technical result is standard.
Lemma 5.2. Let 1 ≤ p <∞. Then
‖Γ(x, y)‖p ≤ ‖Γ(x, x)‖1/2p ‖Γ(y, y)‖1/2p .
Proof. The case p = 1 was proved in Corollary 3.12. The general case follows from the same argument with
the help of Ho¨lder’s inequality.
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Lemma 5.3. Let f1, · · · , fm, g1, · · · , gn ∈ Dom(A) be self-adjoint elements. Then
τ [Γ(f1 · · · fm, g1 · · · gn)] ≤ C
m∑
i=1
n∑
j=1
‖Γ(fi, fi)1/2‖m+n‖Γ(gj , gj)1/2‖m+n
∏
k 6=i,` 6=j
‖fk‖m+n‖g`‖m+n.
Proof. By Theorem 5.1 and the derivation property, we have
τ [Γ(f1 · · · fm, g1 · · · gn)] =
∑
i,j
τ [(f1 · · · fi−1δ(fi)fi+1 · · · fm)∗(g1 · · · gj−1δ(gj)gj+1 · · · gn)].
Using Ho¨lder’s inequality, we obtain
τ [Γ(f1 · · · fm, g1 · · · gn)]
≤
∑
j,k
‖f1‖m+n · · · ‖fj+1‖m+n‖δ(fj)‖m+n‖fj−1‖m+n · · · ‖fm‖m+n·
‖g1‖m+n · · · ‖gk−1‖m+n‖δ(gk)‖m+n‖gk+1‖m+n · · · ‖gn‖m+n.
Applying Theorem 5.1 again, we complete the proof.
Theorem 5.4. Let Tt be an ergodic noncommutative diffusion semigroup acting on a diffuse probability
space (N , τ). Suppose the spectral gap inequality holds: for f ∈ N ,
‖f − τ(f)‖2 ≤ C max{‖Γ(f, f)1/2‖2, ‖Γ(f∗, f∗)1/2‖2}.
Then for all even integer p ≥ 2 and all f ∈ N ,
‖f − τ(f)‖p ≤ C ′pmax{‖Γ(f, f)1/2‖p, ‖Γ(f∗, f∗)1/2‖p}.
Proof. Let g ∈ N be a self-adjoint element and p = 2q be an even integer. Without loss of generality we
may assume τ(g) = 0. Since N is diffuse, the scalar spectral measure of g is non-atomic. We can find a
function sgn(·) : spec(g)→ {±1} such that τ [sgn(g)gp/2] = 0, where spec(g) denotes the spectrum of g. Let
f = sgn(g)gp/2. Applying the spectral gap inequality on f , we have
τ(g2q) ≤ C2τ [Γ(gq, gq)]. (5.1)
By Lemma 5.3,
τ [Γ(gq, gq)] ≤ C ′q2‖g‖2q−22q ‖Γ(g, g)1/2‖22q
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Hence,
‖g‖2q ≤ C ′q‖Γ(g, g)1/2‖2q. (5.2)
For general mean zero element f ∈ N , write f = <(f)+ i=(f), where <(f) = f+f∗2 and =(f) = f−f
∗
2i . Using
the triangle inequality and (5.2), we obtain
‖f‖p ≤ ‖<(f)‖p + ‖=(f)‖p ≤ C ′q(‖Γ(<(f),<(f))1/2‖p + ‖Γ(=(f),=(f))1/2‖p).
By Lemma 5.2, we find
‖Γ(<(f),<(f))1/2‖p = ‖Γ(<(f),<(f))‖1/2q
=
1
2
[‖Γ(f, f)‖q + 2‖Γ(f, f∗)‖q + ‖Γ(f∗, f∗)‖q]1/2
≤ 1
2
[‖Γ(f, f)‖q + 2‖Γ(f, f)‖1/2q ‖Γ(f∗, f∗)‖1/2q + ‖Γ(f∗, f∗)‖q]1/2
≤ 1
2
[‖Γ(f, f)‖1/2q + ‖Γ(f∗, f∗)‖1/2q ].
Similar argument applies to ‖Γ(=(f),=(f))1/2‖p and the proof is complete.
Note that the diffuse and ergodic assumptions are indispensable in the above argument. We provide
some results without these assumptions in the following.
Theorem 5.5. Let Tt be a noncommutative diffusion semigroup acting on a probability space (N , τ) such
that
‖EFixg‖2 ≤ C1τ(g) (5.3)
for all g ≥ 0. Suppose the spectral gap inequality holds: for f ∈ N ,
‖f − EFix(f)‖2 ≤ C2 max{‖Γ(f, f)1/2‖2, ‖Γ(f∗, f∗)1/2‖2}.
Then we have for all f ∈ N and k ∈ N,
‖f − EFix(f)‖2k ≤ C32k max{‖Γ(f, f)1/2‖2k , ‖Γ(f∗, f∗)1/2‖2k}.
Proof. By the same argument as for Theorem 5.4, it suffices to consider the self-adjoint element f . Since
Γ(f−EFixf, f−EFixf) = Γ(f, f), we may assume EFixf = 0. Note that k = 1 is the spectral gap inequality.
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We proceed by induction. Assume
‖f‖2k ≤ Ak2k‖Γ(f, f)1/2‖2k ,
where Ak is the best constant. Applying the spectral gap inequality to f
2k and using the assumption (5.3),
we have
‖f‖2k+12k+1 ≤ C22τ [Γ(f2
k
, f2
k
)] + C21τ(f
2k)2.
By Lemma 5.3 and the induction hypothesis,
‖f‖2k+12k+1 ≤ CC2222k‖Γ(f, f)1/2‖22k+1‖f‖2
k+1−2
2k+1
+ C21A
2k+1
k 2
k2k+1‖Γ(f, f)1/2‖2k+12k =: I + II.
Suppose I ≤ II. Since τ(1) = 1, we have
‖f‖2k+12k+1 ≤ 2C21A2
k+1
k 2
k2k+1‖Γ(f, f)1/2‖2k+12k+1 .
It follows that Ak+1 ≤ (
√
2C1)
1/2k2−1Ak. Suppose II ≤ I. Then
‖f‖2k+12k+1 ≤ 2CC2222k‖Γ(f, f)1/2‖22k+1‖f‖2
k+1−2
2k+1
.
We have
‖f‖2k+1 ≤
1√
2
√
CC22
k+1‖Γ(f, f)1/2‖2k+1 .
Hence Ak+1 ≤
√
CC2/
√
2. It follows that
Ak+1 ≤ max{(
√
2C1)
1/2k2−1Ak,
√
CC2/
√
2} ≤ max{(
√
2C1)
1/2kAk,
√
CC2/
√
2}.
Note that we may assume without loss of generality
√
2C1 ≥ 1 and C1 ≥
√
C/2. Since we may take A1 = C2,
inductively we have (
√
2C1)
1/2kAk ≥
√
CC2/
√
2 for all k ∈ N. Let
Bk = C2
k−1∏
j=1
(
√
2C1)
1/2j .
Since logBk ≤ log(
√
2C1C2), Ak ≤ Bk is uniformly bounded. The proof is complete.
To state a result for arbitrary p, let us recall the Lp regularity of Dirichlet forms due to Olkiewicz and
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Zegarlinski [OZ99, Theorem 5.5]. In our context, their result reads as
τ(fp/2Afp/2) ≤ p
2
4(p− 1)τ(f
p−1Af)
for positive f and 1 < p <∞. By [CS03], we know that τ(fAg) = τ [Γ(f, g)]. It follows that
τ [Γ(fp/2, fp/2)] ≤ p
2
4(p− 1)τ [Γ(f, f
p−1)] (5.4)
for f ≥ 0.
Theorem 5.6. Under the assumptions of Theorem 5.5, for p ≥ 2, there exists a finite set Fp ⊂ [1, 2)
determined by p, such that for all self-adjoint element f ∈ N with EFix(f) = 0, we have
‖f‖p ≤ C ′max
{
max
α∈Fp
p1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α, p‖Γ(f, f)1/2‖p
}
. (5.5)
Proof. We argue by induction on n for 2n ≤ p ≤ 2n+1. Let 2 ≤ p < ∞. By the spectral gap inequality, we
have
‖f‖pp = ‖|f |p/2‖22 ≤ C22τ [Γ(|f |p/2, |f |p/2)] + ‖EFix(|f |p/2)‖22.
Using Theorem 5.1 and (5.4), we have
τ [Γ(|f |p/2, |f |p/2)] ≤ p
2
4(p− 1)τ [δ(|f |)
∗δ(|f |k|f |α)], (5.6)
where [p−2] = k, p = k+1+α and 1 ≤ α < 2. By the derivation property, Ho¨lder’s inequality and Theorem
5.1,
τ [δ(|f |)∗δ(|f |k|f |α)] =
k∑
j=1
τ [δ(|f |)∗|f |k−jδ(|f |)|f |j−1|f |α] + τ [δ(|f |)∗|f |kδ(|f |α)]
≤
k∑
j=1
‖δ(|f |)∗‖p‖f‖k−jp ‖δ(|f |)‖p‖f‖j−1+αp + ‖δ(|f |)∗‖p‖f‖kp‖δ(|f |α)‖p/α
≤ C2[k‖Γ(|f |, |f |)1/2‖2p‖f‖k−1+αp + ‖Γ(|f |, |f |)1/2‖p‖f‖kp‖Γ(|f |α, |f |α)1/2‖p/α].
Let Lp,α = ‖Γ(|f |α, |f |α)1/2‖p/α‖f‖p/2−αp . Noticing the relationship among p, k, α, we find
τ [δ(|f |)∗δ(|f |k|f |α)] ≤ C2[(p− 1− α)L2p,1 + Lp,1Lp,α] ≤ C2(p− α) max{L2p,α,L2p,1}. (5.7)
54
On the other hand, by assumption (5.3), we have for 2 ≤ p ≤ 4,
‖EFix(|f |p/2)‖22 ≤ C21τ(|f |p/2)2 ≤ C21‖f‖p2
≤ C21Cp2‖Γ(f, f)1/2‖p2 ≤ C21Cp2‖Γ(f, f)1/2‖pp.
Plugging into (5.6), we have
‖f‖pp ≤
C2C22p
2
4
max{L2p,α,L2p,1}+ C21Cp2‖Γ(f, f)1/2‖pp =: I + II.
If I ≤ II, we have ‖f‖p ≤ 21/pC2/p1 C2‖Γ(f, f)1/2‖p. Suppose II ≤ I. Let Fp = {1, α}. We may find α0 ∈ Fp
such that L2p,α0 = max{L2p,α,L2p,1}. It follows that
‖f‖2α0p ≤
C2C22p
2
2
‖Γ(|f |α0 , |f |α0)1/2‖2p/α0 .
Hence, we find
‖f‖p ≤ (CC2)
1/α0p1/α0
21/(2α0)
‖Γ(|f |α0 , |f |α0)1/2‖1/α0p/α0 ≤ C ′ maxα∈Fp p
1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α. (5.8)
We have proven (5.5) for 2 ≤ p ≤ 4. Assume (5.5) holds for 2n−1 ≤ p ≤ 2n and let An denote the best
constant. By assumption (5.3) and the induction hypothesis,
‖EFix(|f |p/2)‖22 ≤ C21‖f‖pp/2
≤ C21Apn max
{
max
α∈Fp/2
(p
2
)p/α
‖Γ(|f |α, |f |α)1/2‖p/αp/(2α),
(p
2
)p
‖Γ(f, f)1/2‖pp/2
}
=: III.
Combining with (5.6) and (5.7), we get
‖f‖pp ≤
C2C22p
2
4
max{L2p,α,L2p,1}+ III = I + III.
If I ≥ III, we get (5.8) as above. In this case, we may take Fp = {1, α} and
An+1 ≤ sup
1≤α≤2
2−1/(2α)(CC2)1/α.
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Now suppose I ≤ III. Then
‖f‖p ≤ 21/pC2/p1 An max
{
max
α∈Fp/2
(p
2
)1/α
‖Γ(|f |α, |f |α)1/2‖1/αp/(2α),
p
2
‖Γ(f, f)1/2‖p/2
}
≤ 21/pC2/p1 An max
{
max
α∈Fp/2
p1/α‖Γ(|f |α, |f |α)1/2‖1/αp/α, p‖Γ(f, f)1/2‖p
}
.
In this case, we may take Fp = Fp/2 and An+1 ≤ 21/pC2/p1 An. Combining together, we may set Fp =
Fp/2∪{α} and An+1 ≤ max{sup1≤α≤2(CC2/
√
2)α, (2C21 )
1/2nAn}. We may assume without loss of generality
sup1≤α≤2(CC2/
√
2)α ≤ (2C21 )1/2A1 and 2C21 ≥ 1. Thus inductively
sup
1≤α≤2
(C2/
√
2)α ≤ (2C21 )1/2
n
An.
By the same argument as for Theorem 5.5, An is uniformly bounded and the proof is complete.
Remark 5.7. It is not difficult to check that the assumption (5.3) is satisfied if the fixed point algebra of Tt
is finite dimensional. The constant C1 depends on the dimension of the fixed point algebra and the trace on
this algebra. In fact, finite dimensional von Neumann algebras are of the form ⊕ri=1Mni , where Mni is the
matrix algebra of dimension n2i . For simplicity, let us illustrate the case Fix = Mn. For x ∈Mn,
‖x‖2 =
[ 1
n
tr(x∗x)
]1/2
=
1√
n
n∑
i=1
s2i ,
where tr is the usual trace on Mn, and si’s are the singular values of x. Similarly, ‖x‖1 = 1n
∑n
i=1 si. Then
‖x‖2 ≤
√
n‖x‖1. Hence, for g ∈ N ,
‖EFixg‖2 ≤
√
n‖EFixg‖1 ≤
√
n‖g‖1.
The general form Fix = ⊕ri=1Mni is slightly more complicated and we leave it to the interested reader.
Remark 5.8. Although it looks complicated, the inequality (5.5) is actually consistent with that in the
classical diffusion theory. To simplify our calculation, let us consider the one-variable functions and assume
Γ(f, f)1/2 = |f ′|. Assume further that |f | is differentiable and ∫ fdµ = 0. Then f ′(x) = 0 for f(x) = 0.
For example, f(x) = x2 sgn(x) defined on the Gaussian probability space (R, γ) satisfies these conditions.
Since Γ(f, f)1/2 = Γ(|f |, |f |)1/2 in this setting, we only need to consider the first term in (5.5). By Ho¨lder’s
inequality, we get
‖(|f |α)′‖1/αp/α ≤ α1/α‖|f |α−1|f |′‖1/αp/α ≤ α1/α‖f‖1−1/αp ‖|f |′‖1/αp .
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After choosing the optimal α, we have
‖f‖p ≤ Cαp‖|f |′‖p = Cαp‖f ′‖p,
which is exactly the classical result deduced from the spectral gap inequality as in [Mil09]. In general, |f |
may not be differentiable at the zeros of f even if f is smooth. In this case, one may use a smoothening
procedure by convolution to deduce similar results.
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Chapter 6
Applications
We give two types of applications in this chapter. The first is Kolmogorov’s law of the iterated logarithm for
noncommutative martingales. A crucial ingredient in the proof is the exponential inequality in Lemma 3.2
for noncommutative martingales. The paper [Zen14a] is based on this result. The second type is motivated
by the work of Bobkov–Go¨tze [BG99] on the transportation inequality and exponential integrability. We
deduce several results in this direction as consequences of the (weak) subgaussian Poincare´ inequalities.
6.1 Kolmogorov’s law of the iterated logarithm
6.1.1 Introduction
In probability theory, law of the iterated logarithm (LIL) is among the most important limit theorems and
has been studied extensively in different contexts. The early contributions in this direction for independent
increments were made by Khintchine, Kolmogorov, Hartman–Wintner, etc; see [Bau96] for more history of
this subject. Stout generalized Kolmogorov and Hartman–Wintner’s results to the martingale setting in
[Sto70a,Sto70b]. The extension of LIL for independent sums in Banach spaces were due to Kuelbs, Ledoux,
Talagrand, Pisier, etc; see [LT91] and the references therein for more details in this direction. In the last
decade, there has been new development for LIL results of dependent random variables; see [Wu07,ZW08] and
the references therein for more details. However, it seems that the LIL in noncommutative (= quantum)
probability theory has only been proved recently by Konwerska [Kon08, Kon12] for Hartman–Wintner’s
version. Even the Kolmogorov’s LIL for independent sums in the noncommutative setting is not known.
The goal of this paper is to prove Kolmogorov’s version of LIL for noncommutative martingales.
Let us first recall Kolmogorov’s LIL. Let (Yn)n∈N be an independent sequence of square-integrable,
centered, real random variables. Put Sn =
∑n
i=1 Yi and s
2
n = Var(Sn) =
∑n
i=1 E(Y 2i ). Here and in the
following E denotes the expectation and Var denotes the variance. For any x > 0, we define the notation
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L(x) = max{1, ln lnx}. In 1929, Kolmogorov proved that if s2n →∞ and
|Yn| ≤ αn sn√
L(s2n)
a.s. (6.1)
for some positive sequence (αn) such that limn→∞ αn = 0, then
lim sup
n→∞
Sn√
s2nL(s
2
n)
=
√
2 a.s.. (6.2)
Later on, Hartman–Wintner [HW41] proved that if (Xn) is an i.i.d. sequence of real, centered square-
integrable random variables with variance Var(Xi) = σ
2, then
lim sup
n→∞
Sn√
nL(n)
=
√
2σ a.s..
de Acosta [dA83] simplified the proof of Hartman–Wintner. To compare the two results, if the sequence (Yn)
are i.i.d. and uniformly bounded, then the two results coincide. Apparently, Hartman–Wintner’s LIL does
not contain Kolmogorov’s version as a special case. However, Kolmogorov’s LIL can be used in a truncation
procedure to prove other LIL results; see for example [Sto70b].
Kolmogorov’s LIL was generalized to martingales by Stout [Sto70a]. Let (Xn,Fn)n≥1 be a martingale
with E(Xn) = 0. Let Yn = Xn−Xn−1 for n ≥ 1, X0 = 0 be the associated martingale differences. Put s2n =∑n
i=1 E[Y 2i |Fi−1]. Then Stout proved that if s2n → ∞ and (6.1) holds, then lim supn→∞Xn/
√
s2nL(s
2
n) =
√
2 a.s..
In the noncommutative setting, following [Kon08], a sequence (xn) of τ -measurable operators is said to
be almost uniformly bounded by a constant K ≥ 0, denoted by lim supn→∞ xn ≤
a.u.
K, if for any ε > 0 and
any δ > 0, there exists a projection e with τ(1− e) < ε such that
lim sup
n→∞
‖xne‖ ≤ K + δ; (6.3)
and (xn) is said to be bilaterally almost uniformly bounded by a constantK ≥ 0, denoted by lim supn→∞ xn ≤
b.a.u.
K, if (6.3) is replaced by
lim sup
n→∞
‖exne‖ ≤ K + δ.
Clearly, lim supn→∞ xn ≤
a.u.
K implies lim supn→∞ xn ≤
b.a.u.
K.
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For a τ -measurable operator x and t > 0, the generalized singular numbers [FK86] are defined by
µt(x) = inf{s > 0 : τ(1(s,∞)(|x|)) ≤ t}.
In this paper, we use 1A(a) to denote the spectral projection of an operator a on the Borel set A. According
to [Kon08], a sequence of operators (xi) is said to be uniformly bounded in distribution by an operator y
if there exists K > 0 such that supi µt(xi) ≤ Kµt/K(y) for all t > 0. Let (xn) be a sequence of mean zero
self-adjoint independent random variables. Konwerska [Kon12] proved that if (xn) is uniformly bounded in
distribution by a random variable y such that τ(|y|2) = σ2 <∞, then
lim sup
n→∞
1√
nL(n)
n∑
i=1
xi ≤
b.a.u.
Cσ.
Note that if the sequence (xn) is i.i.d., which is the case in the original version of Hartman–Wintner’s LIL,
then (xn) is uniformly bounded in distribution by x1. Essentially, the condition of uniform boundedness in
distribution requires the sequence to be almost identically distributed.
Our main result is an extension of Stout’s result to the noncommutative setting. Let (xn)n≥0 be a
noncommutative self-adjoint martingale with x0 = 0 and di = xi−xi−1 the associated martingale differences.
Define s2n = ‖
∑n
i=1Ei−1(d
2
i )‖∞ and un = [L(s2n)]1/2.
Theorem 6.1. Let 0 = x0, x1, x2, . . . be a self-adjoint martingale in (N , τ). Suppose s2n →∞ and ‖dn‖∞ ≤
αnsn/un for some sequence (αi) of positive numbers such that αn → 0 as n→∞. Then
lim sup
n→∞
xn
snun
≤
a.u.
2.
A natural question is to ask for the lower bound of LIL. As observed in [Kon08], however, one can only
expect an upper bound for LIL in the general noncommutative setting. Indeed, consider a free sequence of
semicircular random variables (xn) (the so-called free Gaussian random variables [VDN92]) such that the
law of xn is γ0,2 (in notation, xn ∼ γ0,2) for all n. Here γ0,2 has density function p(x) = 12pi
√
4− x2 for
−2 ≤ x ≤ 2. Then it is well known in free probability theory that
1√
n
n∑
i=1
xi ∼ γ0,2.
It follows that limn→∞
∑n
i=1 xi/
√
nL(n) = 0 in the norm topology since a random variable with law γ0,2 is
bounded. Therefore there is no reasonable notion of the positive LIL lower bound for the free semicircular
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sequence. Comparing our LIL results with classical ones, we lose a constant of
√
2. However, since there
is no hope to obtain an LIL lower bound in the general noncommutative theory, we are more interested
in the order of the fluctuation for general noncommutative martingales. It is also commonly acknowledged
that going from the commutative theory to the noncommutative setting usually requires considerably more
technologies [PX03]. Due to these reasons, it seems fair to have the constant 2 in the noncommutative
martingale setting.
6.1.2 Some preliminary results
Let us recall the vector valued noncommutative Lp spaces for 1 ≤ p ≤ ∞ introduced by Pisier [Pis98] and
Junge [Jun02]. Let (xn) be a sequence in Lp(N ) and define
‖(xn)‖Lp(`∞) = inf{‖a‖2p‖b‖2p : xn = aynb, ‖yn‖∞ ≤ 1}.
Then Lp(`∞) is defined to be the closure of all sequences with ‖(xn)‖Lp(`∞) < ∞. It was shown in [JX07]
that if every xn is self-adjoint, then
‖(xn)‖Lp(`∞) = inf{‖a‖p : a ∈ Lp(N ), a ≥ 0,−a ≤ xn ≤ a for all n ∈ N}.
Similarly, Junge and Xu introduced in [JX07] the space Lp(`
c
∞) with norm
‖(xi)i∈I‖Lp(`c∞)
= inf{‖a‖p : a ∈ Lp(N ), a ≥ 0,−a ≤ x∗i xi ≤ a for all i ∈ I}
= inf{‖b‖p : xi = yib, ‖yi‖∞ ≤ 1 for all i ∈ I}.
The following result is the noncommutative asymmetric version of Doob’s maximal inequality proved by
Junge [Jun02]. We add a short proof to elaborate on the constant which is implicit in the original paper.
Theorem 6.2. Let 4 ≤ p ≤ ∞. Then, for any x ∈ Lp(N ), there exists b ∈ Lp(N ) and a sequence of
contractions (yn) ⊂ N such that
‖b‖p ≤ 22/p‖x‖p and Enx = ynb, for all n ≥ 0.
Proof. This follows from [Jun02, Corollary 4.6]. Indeed, setting r = p ≥ 4 and q =∞, we find Enx = aznb
for a, zn ∈ N and b ∈ Lp(N ). Let yn = azn/‖azn‖ ∈ N and b′ = ‖azn‖b ∈ Lp(N ). Then (yn) is a sequence
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of contractions, Enx = ynb
′, and
‖b′‖p ≤ ‖a‖∞‖b‖p sup
n
‖zn‖∞ ≤ c(p, q, r)‖x‖p,
where c(p, q, r) ≤ c1/2q/(q−2)c1/2r/(r−2) = c1/21 c1/2p/(p−2) and cp is the constant in the dual Doob’s inequality. Note
that 1 ≤ p/(p− 2) ≤ 2. By Lemma 3.1 and Lemma 3.2 of [Jun02], we find that cp ≤ 22(p−1)/p for 1 ≤ p ≤ 2.
It follows that c(p, q, r) ≤ 22/p.
Suppose (xi)m≤i≤n is a martingale in Lp(N ). According to Theorem 6.2, there exist b ∈ Lp(N ) and
contractions (yi)m≤i≤n ⊂ N such that xi = yib for m ≤ i ≤ n and ‖b‖p ≤ 22/p‖xn‖p for p ≥ 4. It follows
that
‖(xi)m≤i≤n‖Lp(`c∞) ≤ 22/p‖xn‖p.
Doob’s inequality will be used in this form in the proof of our main result.
Another important tool in our proof is a noncommutative version of Borel–Cantelli lemma. To state
this result, we recall from [Kon08] that for a self-adjoint sequence (xi)i∈I of random variables, the column
version of tail probability is by definition
Probc
(
sup
i∈I
‖xi‖ > t
)
= inf{s > 0 : ∃ a projection e with τ(1− e) < s
and ‖xie‖∞ ≤ t for all i ∈ I}
for t > 0. It is immediate that
Probc(sup
i∈I
‖xi‖ > t) ≤ Probc(sup
i∈I
‖xi‖ > r) (6.4)
for t ≥ r and that if ai ≥ 1 for i ∈ I, then
Probc(sup
i∈I
‖xi‖ > t) ≤ Probc(sup
i∈I
‖aixi‖ > t). (6.5)
Using the notation Probc, we state two lemmas which are taken from [Kon08].
Lemma 6.3 (Noncommutative Borel–Cantelli lemma). Let ∪nIn = {n ∈ N : n ≥ n0} for some n0 ∈ N and
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(zn) be a sequence of self-adjoint random variables. If for any δ > 0,
∑
n≥n0
Probc
(
sup
m∈In
‖zm‖ > γ + δ
)
<∞,
then
lim sup
n→∞
zn ≤
a.u.
γ.
Lemma 6.4 (Noncommutative Chebyshev inequality). Let (xi)i∈I be a self-adjoint sequence of random
variables. For t > 0 and 1 ≤ p <∞,
Probc(sup
n
‖xn‖ > t) ≤ t−p‖x‖pLp(`c∞).
6.1.3 Proof of LIL
According to [Bau96], the original proof of Kolmogorov’s LIL is comparably expensive as that of Hartman–
Wintner. However, our proof of Kolmogorov’s LIL here seems to be relatively easier than (the upper bound
of) Hartman–Wintner’s version for the commutative case due to the exponential inequality (Lemma 3.2).
Proof of Theorem 6.1. Let η ∈ (1, 2) be a constant which we will determine later. To avoid annoying
subscripts, we write s(ki) = ski in the following. Using the stopping rule in [Sto70a], we define k0 = 0 and
for n ≥ 1,
kn = inf{j ∈ N : s2j+1 ≥ η2n}.
Then s2kn+1 ≥ η2n and s2kn < η2n. Note that given ε′ > 0 there exists N1(ε′) > 0 such that for n > N1(ε′),
s2kn+1u
2
kn+1/(s(kn+1)
2u(kn+1)
2)
≥ η−2 ln ln η2n/ ln ln η2(n+1) ≥ (1− ε′)2η−2.
Then smum ≥ (1 − ε′)η−1s(kn+1)u(kn+1) for kn < m ≤ kn+1. For any δ′ > 0, we can find δ, ε′ > 0 and
η ∈ (1, 2) such that 1+ δ′ > η(1+ δ)(1−ε′)−1. Fix β > 0 which will be determined later. Using the notation
Probc with order relations (6.4) and (6.5), we have for n > N1(ε
′)
Probc
(
sup
kn<m≤kn+1
∥∥∥ xm
smum
∥∥∥ > β(1 + δ′))
≤ Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ)). (6.6)
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By Lemma 6.4 and Theorem 6.2, we have for p ≥ 4,
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ))
≤ (λβ(1 + δ))−p
∥∥∥( λxm
s(kn+1)u(kn+1)
)
kn<m≤kn+1
∥∥∥p
Lp(`c∞)
≤ (λβ(1 + δ))−p(22/p)p∥∥∥ λx(kn+1)
s(kn+1)u(kn+1)
∥∥∥p
p
.
Using the elementary inequality |u|p ≤ ppe−p(eu + e−u), functional calculus and Lemma 3.2 with M =
α(kn+1)s(kn+1)/u(kn+1), D
2 = s(kn+1)
2, we find
∥∥∥ λx(kn+1)
s(kn+1)u(kn+1)
∥∥∥p
p
≤ ppe−pτ
(
exp
( λx(kn+1)
s(kn+1)u(kn+1)
)
+ exp
(
− λx(kn+1)
s(kn+1)u(kn+1)
))
≤ 2
(p
e
)p
exp
( (1 + ε)λ2
u(kn+1)2
)
provided 0 ≤ λ ≤
√
εu(kn+1)
2
(1+ε)α(kn+1)
and 0 < ε ≤ 1. Hence we obtain
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ))
≤ 8
(
p
λβ(1 + δ)e
)p
exp
(
(1 + ε)λ2
u(kn+1)2
)
.
Now optimizing in p gives p = λβ(1 + δ) and thus,
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ))
≤ 8 exp
( (1 + ε)λ2
u(kn+1)2
− β(1 + δ)λ
)
.
Put λ = β(1+ δ)u(kn+1)
2/(2(1+ε)). Since αn → 0, for any ε > 0, there exists N2 > 0 such that for n > N2,
0 < α(kn+1) ≤ 2
√
ε
β(1+δ) , which ensures that we can apply Lemma 3.2. This also implies p ≥ 4 for large n. It
follows that
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ)) ≤ (ln s(kn+1)2)− β2(1+δ)24(1+ε) .
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Notice that s(kn+1)
2 ≥ s(kn + 1)2 ≥ η2n. Setting β = 2 in the beginning of the proof, we have
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ)) ≤ [(2 ln η)n]− (1+δ)21+ε .
By choosing ε small enough so that (1 + δ)2/(1 + ε) > 1, we find that for n0 = max{N1, N2},
∑
n≥n0
Probc
(
sup
kn<m≤kn+1
∥∥∥ λxm
s(kn+1)u(kn+1)
∥∥∥ > λβ(1 + δ)) <∞.
Then (6.6) and Lemma 6.3 give the desired result.
6.2 Transportation cost inequalities
6.2.1 Introduction
The readers are referred to [Vil09] for general questions on transportation problems. Let (Ω, d) be a metric
space. Let µ and ν be probability measures on (Ω, d) with finite p-th moment. Recall that the p-Wasserstein
distance between µ and ν is defined as
Wp(µ, ν) = inf
(∫∫
d(x, y)pdpi(x, y)
)1/p
where the infimum is taken over all probability measure pi on the product space Ω× Ω which is a coupling
of µ and ν. Assume ν is a probability measure absolutely continuous with respect to µ. Suppose that there
exists x0 ∈ Ω such that
∫
d(x, x0)dP < ∞ for P = µ and ν. Let g = dνdµ . By the Kantorovich–Rubinstein
formula (see for example [Vil09]), the 1-Wasserstein distance can be written as
W1(µ, ν) = sup
‖f‖Lip≤1
∣∣∣ ∫ fgdµ− ∫ fdµ∣∣∣. (6.7)
There is also a functional representation of W2 (see for example [Rac91])
W 22 (µ, ν) = sup
∫
gdν −
∫
fdµ (6.8)
where the sup is taken over all bounded continuous function pairs (g, f) with g(y)− f(x) ≤ d(x, y)2 for all
x, y ∈ Ω. As explained in Section 1.2, these functional representations motivate our definition of Q1 and Qφ,
which can be regarded as the noncommutative analogues of Wasserstein distances. The precise definitions
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will be given below.
6.2.2 Consequences of weak subgaussian Poincare´ inequalities
As is well-known, the Poincare´ inequality with constant
√
p implies the subgaussian concentration phe-
nomenon. We are going to prove a noncommutative version of exponential integrability due to Bobkov and
Go¨tze [BG99] in the commutative case. The following variant was due to Efraim and Lust-Piquard in the
case of Walsh system.
Corollary 6.5. Under the assumptions of Theorem 3.8, we have
τ(e|x−EFixx|) ≤ 2 exp
(C
α
max{‖Γ(x, x)‖∞, ‖Γ(x∗, x∗)‖∞}
)
, (6.9)
and for t > 0
Prob(|x− EFixx| ≥ t) ≤ 2 exp
(
− αt
2
4C max{‖Γ(x, x)‖∞, ‖Γ(x∗, x∗)‖∞}
)
. (6.10)
We may take C = 32e in general and C = 8e for x self-adjoint.
Proof. We follow the proof in the commutative case; see [ELP08, Corollary 4.1 and 4.2]. Since Γ(x, x) =
Γ(x−EFixx, x−EFixx), we may assume EFix(x) = 0. Put M = max{‖Γ(x, x)1/2‖∞,Γ(x∗, x∗)1/2‖∞}. Note
that k
k
(2k−1)!! ≤
(
e
2
)k
for all k ∈ N. By functional calculus and (3.11),
1
2
τ(e|x|) ≤ τ(coshx) = 1 +
∞∑
k=1
1
(2k)!
‖x‖2k2k
≤ 1 +
∞∑
k=1
C2k(2k)k
αk(2k)!
M2k ≤ 1 +
∞∑
k=1
kk(CM)2k
αkk!(2k − 1)!!
≤ 1 +
∞∑
k=1
(e/2)k(CM)2k
αkk!
= exp
(eC2M2
2α
)
.
We have proved the first assertion for C = 32e and we can take C = 8e if x is self-adjoint. For the second
inequality, we deduce from Chebyshev inequality that
τ(1[t,∞)(|x|)) ≤ e−λtτ(eλ|x|) ≤ 2e−λt+Cλ
2M2/α.
Then the assertion follows from minimizing the right hand side with respect to λ.
The improvement in the situation of commutative diffusion in Theorem 3.13 also gives an intermediate
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term in (6.9) for self-adjoint element x, i.e.
τ(e|x−EFixx|) ≤ 2τ exp
(C ′
α
Γ(x, x)
)
≤ 2 exp
(C ′
α
‖Γ(x, x)‖∞
)
.
We do not have such an intermediate term in the fully noncommutative generality without the help of (3.8).
However, it seems the Lipschitz norm is the right choice in application to the concentration inequality. In
this sense, we did not lose much even if we use a larger norm. The following result is simply a one side
version of Corollary 6.5. We record it here for future references.
Proposition 6.6. Under the hypotheses of Theorem 3.8, assume further that x is self-adjoint. Then for
t ∈ R
τ(et(x−EFixx)) ≤ ec‖Γ(x,x)‖∞t2 , (6.11)
and for t > 0,
Prob(x− EFixx ≥ t) ≤ exp
(
− t
2
4c‖Γ(x, x)‖∞
)
(6.12)
where the constant c only depends on α.
Proof. Again it suffices to consider (6.11) for x with EFix(x) = 0 since Γ(x, x) = Γ(x − EFixx, x − EFixx).
From the proof of (6.9), we know there exists C > 0 such that for t ∈ R
τ(etx) ≤ τ(etx) + τ(e−tx) ≤ 2eC‖Γ(x,x)‖∞t2/α.
Then for t2‖Γ(x, x)‖∞ ≥ 1, we have τ(etx) ≤ e(ln 2+C/α)‖Γ(x,x)‖∞t2 . For t2‖Γ(x, x)‖∞ < 1,
τ(etx) = 1 +
∞∑
k=2
tkτ(xk)
k!
≤ 1 +
∞∑
k=2
tkCkkk/2‖Γ(x, x)‖k/2∞
αk/2k!
≤ 1 + c‖Γ(x, x)‖∞t2 ≤ ec‖Γ(x,x)‖∞t2
for some constant c = c(α) since τ(x) = 0 and the series
∑∞
k=2
kk/2
k! converges. The second assertion follows
in the same way as (6.10).
The exponential integrability result (6.11) was proved by Bobkov and Go¨tze [BG99] in the commutative
case by using a variant of LSI. They also deduced a transportation inequality from (6.11). We will follow their
approach to obtain a noncommutative version of transportation inequality. Since LSI is not available in our
noncommutative theory, our Poincare´ inequalities might be a more universal approach to the transportation
inequality. Let us first define Wasserstein distance and entropy in the noncommutative setting.
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Definition 6.7. Let ρ and σ be positive τ -measurable operators (e.g. density matrices) affiliated with
(M, τ). The noncommutative entropy of ρ ∈ L1(M, τ) is given by
Ent(ρ) = τ(ρ ln(ρ/τ(ρ)).
Let φ and ψ be states on M. We define an analogue of L1-Wasserstein distance between φ and ψ by
QA1 (φ, ψ) = sup{|φ(x)− ψ(x)| : x self-adjoint , ‖Γ(x, x)‖∞ ≤ 1}.
We also put QA1 (ρ, σ) = Q
A
1 (φρ, φσ) for φρ(·) = τ(·ρ)/τ(ρ) and φσ(·) = τ(·σ)/τ(σ).
Here the superscript A in QA1 is to emphasize the dependence on the generator of the semigroup Tt. We
may ignore the superscript A for simplicity in the following. It is easy to check that QA1 is a pseudometric but
may not be a metric in general. Our definition of Wasserstein distance coincides with the classical definition
in the commutative case due to the Kantorovich–Rubinstein theorem; see for example [Vil09, Theorem 5.10].
It is also closely related to the quantum metric in the sense of Rieffel [Rie04]. Now we state a general fact
on the relationship between conditional expectation and entropy.
Lemma 6.8. Let ρ ∈ L1(M, τ) with ρ ≥ 0 and τ(ρ) = 1 and E :M→ N the conditional expectation onto
subalgebra N . Then
τ(Eρ lnEρ) ≤ τ(ρ ln ρ).
Proof. Let ρn = ρ1[0,n](ρ). Then ρn ∈ Lp(M, τ) for all p ≥ 1. It is easy to see that ρn → ρ in the measure
topology. Notice that τ [(ρn/τ(ρn)) ln(ρn/τ(ρn))] = limp↓1
‖ρn/τ(ρn)‖pp−1
p−1 . This yields
τ
( Eρn
τ(ρn)
ln
Eρn
τ(ρn)
)
= lim
p↓1
‖Eρn/τ(ρn)‖pp − 1
p− 1
≤ lim
p↓1
‖ρn/τ(ρn)‖pp − 1
p− 1 = τ
( ρn
τ(ρn)
ln
ρn
τ(ρn)
)
.
Let µ be the distribution of ρ. Then
τ
( ρn
τ(ρn)
ln
ρn
τ(ρn)
)
=
1
τ(ρn)
∫ n
0
x lnxµ(dx)− ln τ(ρn)→ τ(ρ ln ρ).
Following [FK86], we denote the generalized singular number of ρ by µt(ρ). Note that ‖Eρn − Eρ‖1 ≤
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‖ρn − ρ‖1 → 0 as n→∞. We have for every t > 0,
µt(Eρn − Eρ) ≤ t−1
∫ t
0
µs(Eρn − Eρ)ds ≤ t−1‖Eρn − Eρ‖1.
Then limn→∞ µt(Eρn − Eρ) = 0. By [FK86, Lemma 3.1], (Eρn) converges to Eρ in the measure topology.
Since 0 ≤ Eρn ≤ Eρ, by [FK86, Lemma 2.5], µt(Eρn) ≤ µt(Eρ). We deduce from [FK86, Lemma 3.4]
that limn→∞ µt(Eρn) = µt(Eρ) for t > 0. Now consider g(x) = x lnx = x lnx1[1,∞)(x) − (−x lnx1(0,1)).
Both functions in the decomposition are nonnegative Borel functions vanishing at the origin. It follows
from [FK86, (3)] that τ(Eρ lnEρ) =
∫ 1
0
µt(Eρ) lnµt(Eρ)dt. Since for fixed ε > 0, [µt(Eρn) lnµt(Eρn)]n is
uniformly bounded on t ∈ [ε, 1], we have
τ(Eρ lnEρ) = sup
ε>0
∫ 1
ε
µt(Eρ) lnµt(Eρ)dt
= sup
ε>0
lim
n→∞
∫ 1
ε
µt(Eρn) lnµt(Eρn)dt ≤ lim sup
n→∞
τ(Eρn lnEρn)
≤ lim sup
n→∞
τ(ρn ln ρn).
This completes the proof.
The next result in the commutative setting is well known; see for example [DZ98, Section 6.2].
Lemma 6.9. Let σ be a self-adjoint τ -measurable operator. Then,
ln τ(eσ) = sup{τ(ρσ)− τ(ρ ln ρ) : ρ ≥ 0, τ(ρ) = 1}. (6.13)
Therefore, for all positive ρ ∈ L1(M, τ)
Ent(ρ) = sup{τ(σρ) : σ self-adjoint, τ(eσ) ≤ 1}. (6.14)
Proof. Let σ be a self-adjoint operator τ -measurable operator. Consider the von Neumann subalgebra
N generated by {f(σ) : f : C → C bounded measurable}. Then there exists a conditional expectation
E :M→N which can extend to a contraction Lp(M, τ)→ Lp(N , τ) for all 1 ≤ p ≤ ∞. Assume τ(ρ) = 1.
Then E(ρ) ∈ L1(N , τ). But N is commutative and τ(E(ρ)) = τ(ρ) = 1. After identifying τ with a
probability measure denoted still by τ , we use Jensen’s inequality for the measure E(ρ)dτ to deduce that
τ(σE(ρ))− τ(E(ρ) lnE(ρ)) = τ(ln(eσE(ρ)−1)E(ρ))) ≤ ln τ(eσ).
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Using Lemma 6.8 and noticing that τ(σρ) = τ(σE(ρ)), we find
τ(σρ)− τ(ρ ln ρ) ≤ ln τ(eσ).
For the reverse inequality, put σn = σ1(−∞,n](σ) for n ∈ N where 1(−∞,n](σ) is the spectral projection of σ.
Plugging ρn = e
σn/τ(eσn) into the right hand side of (6.13), we have
τ(σρn)− τ(ρn ln ρn) = τ((σ − σn)e
σn)
τ(eσn)
+ ln τ(eσn).
By the spectral decomposition theorem of σ, τ((σ − σn)eσn) ≥ 0. Then for all n we have
sup{τ(ρσ)− τ(ρ ln ρ) : ρ ≥ 0, τ(ρ) = 1} ≥ ln τ(eσn).
By Fatou’s lemma [FK86, Theorem 3.5] lim infn→∞ ln τ(eσn) ≥ ln τ(eσ). This proves (6.13). For (6.14), note
that, by (6.13), τ(eσ) ≤ 1 implies τ(σρ) ≤ τ(ρ ln ρ) for all positive ρ ∈ L1(M, τ) with τ(ρ) = 1. If τ(ρ) 6= 1,
we consider ρ′ = ρ/τ(ρ) and find τ(σρ) ≤ τ(ρ ln(ρ/τ(ρ))). The equality is achieved by σ = ln ρ − ln τ(ρ).
This proves the second assertion.
Theorem 6.10. Let (M, τ) be a noncommutative probability space. Then
Q1(ρ, 1) ≤
√
2cEnt(ρ), (6.15)
for all ρ ≥ 0 with τ(ρ) = 1 if and only if for every self-adjoint τ -measurable operator x affiliated with M
such that ‖Γ(x, x)‖∞ ≤ 1 and τ(x) = 0,
τ(etx) ≤ ect2/2, for all t ∈ R+. (6.16)
Proof. Thanks to the preceding two lemmas, the proof is the same as that in the commutative case in [BG99].
We provide it here for completeness. Setting σ = tx− ct2/2 in (6.14) and assuming (6.16) we find
τ((tx− ct2/2)ρ) ≤ Ent(ρ). (6.17)
Since τ(x) = 0 and τ(ρ) = 1, it follows that τ(xρ− x) ≤ ct2 + 1t Ent(ρ). Minimizing right hand side gives
τ(xρ− x) ≤
√
2cEnt(ρ). (6.18)
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Note that τ(xρ − x) = τ (˚xρ − x˚) for all x where x = x˚ + τ(x). Taking sup over all self-adjoint x with
‖Γ(x, x)‖∞ ≤ 1 on the left hand side of (6.18) gives (6.15). For the other direction, note that (6.17) is
equivalent to (6.15) by reversing the above argument. Then (6.16) follows from (6.13) by setting σ =
tx− ct2/2.
If Fix = C1 (i.e. the system (M, Tt) is ergodic), then combining the above theorem with (6.11), we
find the transportation inequality (6.15) under the assumptions of Theorem 3.8. In fact, we even have a
non-ergodic version of transportation inequality.
Corollary 6.11. Suppose
τ(ex−EFixx) ≤ ec‖ΓA(x,x)‖∞ (1.8)
for all τ -measurable self-adjoint operator x affiliated to M. Then
Q1(ρ,EFixρ) ≤
√
2cEnt(ρ). (6.19)
for all ρ ≥ 0 with τ(ρ) = 1. In particular, (6.15) holds under the additional assumption EFixρ = 1.
Proof. The proof modifies a little that of Theorem 6.10. Since τ(ρ) = 1, we have τ([t(x−EFixx)−ct2/2]ρ) ≤
Ent(ρ). Then we deduce that τ(ρx− ρEFix(x)) ≤
√
2cEnt(ρ). Since τ(ρEFix(x)) = τ(EFix(ρ)x), we have
τ(ρx− EFix(ρ)x) ≤
√
2cEnt(ρ).
Taking sup over all self-adjoint x with ‖Γ(x, x)‖∞ ≤ 1 gives the assertion.
The same argument as for Theorem 6.10 shows that the converse implication in Corollary 6.11 also holds.
By Proposition 6.6, the assumption (1.8) is fulfilled by the hypotheses of Theorem 3.8. The point here is
that even though the fixed point algebra Fix is not trivial we still have a transportation inequality although
in certain situation the inequality does fail.
Remark 6.12. Let ρ be a positive operator with τ(ρ) = 1. For ρ ∈ Fix, define B(ρ) = {f ∈ L1(N ) :
EFix(f) = ρ}. Then for f1, f2 ∈ B(ρ), we have Q1(f1, f2) ≤ Q1(f1, ρ) + Q1(f2, ρ) < ∞. However, if
f1 ∈ B(ρ1), f2 ∈ B(ρ2) and ρ1 6= ρ2, then
Q1(ρ1, ρ2) ≥ sup{|τ(ρ1x− ρ2x)| : x ∈ Fix, ‖Γ(x, x)‖∞ ≤ 1} =∞.
It follows that Q1(f1, f2) ≥ |Q1(ρ1, ρ2) − Q1(f1, ρ1) − Q1(f2, ρ2)| = ∞. This yields an interesting geomet-
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ric picture: operators in the same “fiber” B(ρ) have finite distance between one another while operators
belonging to different “fibers” have infinite distance.
The following simple result provides another way (under the assumption of finite diameter) to obtain the
transportation inequality.
Corollary 6.13. Suppose for self-adjoint x ∈ N , EFix(x) = 0 and ‖Γ(x, x)‖∞ ≤ 1 imply ‖x‖∞ ≤ K. Then,
(6.19) holds with c = K2 for all ρ ≥ 0 such that τ(ρ) = 1.
Proof. A calculation gives ex − x ≤ ex2 . Assume EFix(x) = 0 and ‖Γ(x, x)‖∞ ≤ 1. Then for t > 0,
τ(etx) = τ(etx − tx) ≤ τ(etK − tK) ≤ eK2t2 . The claim now follows from Corollary 6.11.
Suppose in Theorem 3.8 we only have Γ2 ≥ 0 but not the Γ2-condition. Junge and Mei proved in [JM10]
as the main result
‖A1/2x‖p ≤ c(p) max{‖Γ(x, x)1/2‖p, ‖Γ(x∗, x∗)1/2‖p}
in this setting. Using the proof of Theorem 1.1.7 in the same paper [JM10], it can be shown that if
‖Tt : L01(N )→ L∞(N )‖ ≤ Ct−n/2, (6.20)
then ‖A−1/2 : L0p(N )→ L∞(N )‖ ≤ C(n) for p > n. Indeed, we consider the composition of operators
L0p(N ) A
−α
−−−→ L0q(N ) ↪→ L0s,1(N ) A
−β
−−−→ L∞(N ),
where s, q, p, α, β are chosen so that
1 < s < q, n < p < q <∞, α+ β = 1
2
, α =
n
2
(
1
p
− 1
q
), β =
n
2s
.
For example, p = 2n, q = 4n, s = 4n3 satisfy these conditions. By [JM10, Corollary 1.1.4], ‖A−α : L0p(N )→
L0q(N )‖ ≤ C(n). Using [JM10, Lemma 1.1.3], we have ‖A−β : L0s,1(N )→ L∞(N )‖ ≤ C(n). The embedding
L0q(N ) ↪→ L0s,1(N ) follows from interpolation theory. Hence, ‖A−1/2 : L0p(N ) → L∞(N )‖ ≤ C(n). This
gives ‖x‖∞ ≤ C(n)‖A1/2x‖p for large p and EFix(x) = 0. Assuming Γ(x, x) ≤ 1 for self-adjoint x, it follows
that ‖x‖∞ ≤ C(n, p). By choosing, e.g., p = 2n, the constant C(n, p) actually only depends on n. In light
of Corollary 6.13, we obtain the following result.
Corollary 6.14. Let Tt be a standard nc-diffusion semigroup acting on N with Γ2 ≥ 0. Then (6.20) with
finite dimension n implies the transportation inequality (6.19) for all ρ ≥ 0 such that τ(ρ) = 1.
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In the commutative theory, the transportation inequality (6.15) implies isoperimetric type inequality by
Marton’s argument in [BG99]. So far it is not clear what isoperimetric inequality means in noncommutative
probability. We hope to give a noncommutative analogue of isoperimetric inequality.
Definition 6.15. Let e, f ∈ (M, τ) be projections. The distance between e and f is
d(e, f) = inf{Q1(φ, ψ) : φ and ψ are states, s(φ) = e, s(ψ) = f},
where s(φ) is the support of φ.
Here our definition generalizes directly the distance of sets in the commutative theory. Thus in general
d is not a metric, as in the commutative setting. Then the following result follows from the same proof as
in the commutative setting given in [BG99].
Proposition 6.16. Let e, f ∈ (M, τ) be projections. Then under the assumptions of Theorem 3.8 and
assuming Fix = C1,
d(e, f) ≤
√
−2c ln τ(e) +
√
−2c ln τ(f).
Equivalently, for every h >
√−2c ln τ(e) and every projection p such that d(p, e) > h,
τ(p) ≤ exp
(
− 1
2c
(
h−
√
−2c ln τ(e)
)2)
.
Proof. Put φe(·) = τ(e·)/τ(e) and φf = τ(f ·)/τ(f). It is easy to see that d(e, f) ≤ Q1(φe, φf ). Then
triangle inequality and (6.15) yield d(e, f) ≤√2cEnt(e) +√2cEnt(f). By spectral decomposition theorem
of the identity, Ent(e) =
∫ 1
0
1A
τ(e) ln
1A
τ(e)dµ where A is a Borel set such that 1A(Id) = e. Hence we find
Ent(e) = − ln τ(e), which gives the first assertion. The equivalent formulation is a simple calculation.
To conclude this section, we remark that the best possible α in Γ2 ≥ αΓ sometimes characterizes the
dynamical system (M, Tt); see the example of hyperfinite II1 factor below.
6.2.3 Consequences of subgaussian Poincare´ inequalities
The starting point of this section is the subgaussian Lp Poincare´ type inequalities (1.1), i.e., for 2 ≤ p <∞,
‖x− EFixx‖p ≤ C√pmax{‖ΓA(x, x)1/2‖p, ‖ΓA(x∗, x∗)1/2‖p}. (1.1)
We remark that this is stronger than the weak subgaussian Poincare´ inequalities (1.2). Hence it implies all
concentration and transportation results obtained using (1.2) in Section 6.2.2.
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Assuming log-Sobolev inequality, Bobkov and Go¨tze proved an exponential integrability result, which
reads in our context as
τ(ex−EFixx) ≤ τ(ecΓA(x,x)). (1.7)
Our next result says that (1.7) can be derived from (1.1).
Theorem 6.17. Suppose the Lp Poincare´ inequalities (1.1) hold for all p ≥ 2 and all self-adjoint x ∈ N .
Then there exists c > 0 such that (1.7) holds for all self-adjoint x ∈ N .
Proof. Since EFixx is in the multiplicative domain of Tt, we have Γ
A(x, x) = ΓA(x − EFixx, x − EFixx).
Without loss of generality, we may assume EFixx = 0 and thus τ(x) = 0. By the Taylor series, we have
τ(ex) = 1 +
∞∑
k=2
τ(xk)
k!
≤ 1 +
∞∑
k=2
Ckkk/2τ(ΓA(x, x)k/2)
k!
= 1 +
∞∑
j=1
C2j(2j)jτ(ΓA(x, x)j)
(2j)!
+
∞∑
j=1
C2j+1(2j + 1)j+1/2τ(ΓA(x, x)j+1/2)
(2j + 1)!
.
Choose θ ∈ (0, 1) so that 1j+1/2 = 1−θj + θj+1 . By the noncommutative Ho¨lder inequality,
‖ΓA(x, x)‖j+1/2 ≤ ‖ΓA(x, x)‖1−θj ‖ΓA(x, x)‖θj+1.
By the definition of θ, we have
τ(ΓA(x, x)j+1/2) ≤ max{τ(ΓA(x, x)j), τ(ΓA(x, x)j+1)}.
Note that for j ≥ 1,
(2j + 1)j+1/2
(2j + 1)!
≤ min
{ (2j)j
(2j)!
,
√
2j + 2
(2j + 2)j+1
(2j + 2)!
}
.
Since
√
2j + 2 is bounded by C2j+2 for some C > 1, we have
τ(ex) ≤ 1 + 2
∞∑
j=1
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
+
∞∑
j=2
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
≤ 1 + 3
∞∑
j=1
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
.
Notice the elementary inequality (2j)
j
(2j)! =
jj
j!(2j−1)!! ≤ ( e2 )j 1j! for j ∈ N. We have
τ(ex) ≤ 1 +
∞∑
j=1
C2j(e/2)jτ(ΓA(x, x)j)
j!
= τ(ecΓ
A(x,x)).
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Now that the better bounds in (1.1) (compared with the weak subgaussian condition) result in the
stronger exponential inequality (1.7) (compared with the weak exponential integrability), we expect to have
stronger transportation type inequality as well. On the other hand, Bobkov and Go¨tze actually showed a
sharper inequality based on log-Sobolev inequality in the classical setting in [BG99]
Q(µ, ν) := sup
‖f‖Lip≤1
‖f‖L2(dν) − ‖f‖L2(dµ) ≤
√
2cD(ν||µ). (6.21)
It was observed in the same paper that W1(µ, ν) ≤ Q(µ, ν) ≤ W2(µ, ν). Our goal here is to give a stronger
version (compared with (6.19)) of the transportation type inequality in the spirit of (6.21). Since we have all
the Lp norms of Γ
A(x, x)1/2 in the Poincare´ type inequalities, it is natural to consider the situation where
we do not have ‖ΓA(x, x)1/2‖∞ ≤ 1 but some mild control on ‖ΓA(x, x)1/2‖p. Our approach is related to
Milman’s generalization [Mil12] of transportation cost inequalities in the commutative setting.
Given a Young function φ, the complementary function φ∗ is given by the Legendre transform φ∗(s) =
supt≥0{ts−φ(t)} for s ≥ 0. The following lemma follows easily from Young’s inequality. We include a proof
for completeness following [BG99,Mil12]. Recall that Ent(ρ) = τ(ρ ln(ρ/ ln(ρ))) for a positive τ -measurable
operator ρ. We will need the exponential integrability
τ(et(x−EFixx)) ≤ eϕ(t). (6.22)
Lemma 6.18. Let ϕ : [0,∞)→ [0,∞] be a strictly increasing Young function. Assume (6.22) holds for all
t ≥ 0 and all self-adjoint τ -measurable operator x. Then for all positive operator ρ ∈ N with τ(ρ) = 1, we
have for any self-adjoint x,
τ(xρ− xEFixρ) ≤ (ϕ∗)−1(Ent(ρ)).
Here ϕ∗ is the Legendre transform of ϕ, and h−1 : [0,∞)→ [0,∞] is the inverse of the function h given by
h−1(t) = sup{s : h(s) ≤ t}.
Proof. It follows from (6.22) that τ(et(x−EFixx)−ϕ(t)) ≤ 1. By Lemma 6.9, we find
τ((x− EFixx)ρ) ≤ ϕ(t) + Ent(ρ)
t
.
Note that τ((EFixx)ρ) = τ(xEFixρ). Since ϕ
∗ is continuous, taking inf over t on the right-hand side gives
the assertion.
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From now on, let us fix the Young function φ(t) = et
2−1. This function is usually called ψ2 in literature.
It is well known that ‖f‖φ ≤ C1 is equivalent to (see for example [Ver12])
‖f‖p ≤ C2√p for p ≥ 1. (6.23)
Given two positive τ -measurable operators ρ and σ with τ(ρ) = τ(σ) = 1, recall from Section 1 that
Qφ(ρ, σ) = sup{|τ(xρ− xσ)| : x self-adjoint, ‖ΓA(x, x)1/2‖φ ≤ 1}.
The definition of Qφ is motivated by the functional representations of Wasserstein distance (6.7) and (6.8).
Notice that Qφ is much bigger than Q1 in general. One may compare the following result with various
transportation cost inequalities obtained in [BGL01, Section 5].
Theorem 6.19. Suppose the exponential inequality (1.7) holds for all self-adjoint x with EFixx = 0 and
‖ΓA(x, x)1/2‖φ ≤ 1 in a noncommutative probability space (N , τ). Then there exist absolute positive constants
H0, C1, C2, C3 such that for any positive τ -measurable operator ρ affiliated to N with τ(ρ) = 1, we have
Qφ(ρ,EFixρ) ≤

C1
√
Ent(ρ), if Ent(ρ) < H0,
C2 Ent(ρ) + C3, if Ent(ρ) ≥ H0.
(6.24)
In particular, there exists C ′ > 0 such that
Qφ(ρ,EFixρ) ≤ C ′max{
√
Ent(ρ),Ent(ρ)}.
Proof. Assume x is self-adjoint and EFixx = 0. We can rewrite (1.7) as τ(e
tx) ≤ τ(ect2ΓA(x,x)) for all t ∈ R.
Using (6.23) and under the assumption ‖ΓA(x, x)1/2‖φ ≤ 1, we have
τ(ect
2ΓA(x,x)) =
∞∑
k=0
(ct2)kτ(ΓA(x, x)k)
k!
≤ 1 +
∞∑
k=1
(ct2)k(C2
√
2k)2k
k!
=: 1 + g(t).
Let C = 2cC22 . Then the series on the right-hand converges if t <
1√
Ce
. To get an explicit bound, note that
for fixed 0 < ε < 1, there exists Cε > 0 such that the series g(t) converges uniformly and is bounded by Cεt
2
for t ∈ [0, 1−ε√
Ce
]. We define
ϕ(t) =

Cεt
2, if 0 ≤ t ≤ 1−ε√
Ce
,
∞, if t > 1−ε√
Ce
.
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Clearly ϕ(t) is a Young function and g(t) ≤ ϕ(t). The Legendre transform of ϕ is given by
ϕ∗(s) =

s2
4Cε
, 0 ≤ s ≤ 2Cε(1−ε)√
Ce
,
1−ε√
Ce
s− Cε(1−ε)2Ce , s > 2Cε(1−ε)√Ce .
We find the inverse function
(ϕ∗)−1(z) =

2
√
Cεz, 0 ≤ z < Cε(1−ε)
2
Ce ,
√
Ce
1−ε z +
Cε(1−ε)√
Ce
, z ≥ Cε(1−ε)2√
Ce
.
Since ΓA(x, x) = ΓA(x − EFixx, x − EFixx), it suffices to take sup over all self-adjoint x with EFixx = 0 in
the definition of Qφ. The proof is complete by Lemma 6.18.
Example 6.20. Consider the Gaussian space (R, γ) where γ is the standard Gaussian measure. Let µ be
a probability measure absolutely continuous with respect to γ. In order to compute Q1(γ, µ), one takes
supremum over essentially linear functions. On the other hand, one needs to take supremum over quadratic
functions to compute Qφ(γ, µ).
Given a ∈ R, let us consider µ(B) = γ(a + B) for any Borel set B ⊂ R as suggested in [Tal96]. Let
f(x) = dµ/dγ = eax−a
2/2. Then Ent(f) =
∫
f ln fdγ = a2/2. Let g(x) = x
2−1
2 . Then
∫
gdγ = 0,
‖g′‖φ = 2
√
2/
√
3 and
Qφ(γ, µ) = sup
‖g′‖φ≤1
∫
gfdγ −
∫
gdγ ≥
√
3a2
4
√
2
.
Let h(x) = x. Then
∫
hdγ = 0, ‖h′‖∞ = 1 and
Q1(γ, µ) =
∑
‖h′‖∞≤1
∫
hfdγ −
∫
hdγ ≥ a.
SinceQφ ≥ Q1, we see that both theQ1 transportation inequality (6.19) and theQφ transportation inequality
(6.24) are sharp up to a constant.
In fact, we have the following immediate application in the Gaussian setting. Let H be a real separable
Hilbert space. There exists a centered Gaussian family W = {W (h) : h ∈ H} defined on a probability space
(Ω,F ,P) with E(W (h)W (k)) = 〈h, k〉. Let Hn denote the Wiener chaos of order n, spanned by {Hn(W (h)) :
h ∈ H, ‖h‖ = 1} in L2(Ω,F ,P), where Hn(x) = (−1)
nex
2/2
√
n!
dn
dxn e
−x2/2 is the Hermite polynomial of order n.
In particular, H1(x) = x, H2(x) =
1√
2
(x2 − 1). Let G be the σ-algebra generated by {W (h) : h ∈ H}. It is
well known that L2(Ω,G,P) = ⊕∞n=0Hn. See [Nua06] for more details.
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Corollary 6.21. Let PHn : L2(Ω,G,P) → Hn be the orthogonal projection. Then for any positive function
f ∈ L2(Ω,G,P) with ‖f‖1 = 1, we have
‖PH1f‖2 ≤ C
√
Ent(f), ‖PH2(f)‖2 ≤ C ′max{
√
Ent(f), Ent(f)}.
Proof. We first consider the second inequality. Let (ei) be an orthonormal basis of H. Then
{H2(W (ei))}i ∪ {H1(W (ei))H1(W (ej))}i 6=j
gives an orthonormal basis of H2; see [Nua06, Proposition 1.1.1]. Write gi = W (ei). It suffices to show that
〈f, h〉 ≤ C ′max{
√
Ent(f), Ent(f)}
for all h =
∑∞
i=1 aiiH2(gi)+
∑
1≤i<j aijH1(gi)H1(gj) where
∑
j≥i≥1 a
2
ij = 1. Note that (gi)i are independent
standard Gaussian random variables. We have
∫
hdP = 0. Consider h as a function in the Gaussian space
(RN, γ). A computation yields
‖|∇h|‖Lp(γ) = ‖(
√
2aiigi +
∑
j>i
aijgj)
∞
i=1‖Lp(`2).
Then by the Minkowski inequality and the Khintchine inequality (or directly, the Khintchine–Kahane in-
equality), we have
‖|∇h|‖Lp(γ) ≤ ‖(
∞∑
j=i+1
aijgj +
√
2aiigi)
∞
i=1‖`2(Lp) ≤ c1
√
p
( ∞∑
i=1
∞∑
j=i
|aij |2
)1/2
= c1
√
p.
Hence, ‖∇h‖φ ≤ c for some numerical constant c. It follows that
‖PH2(f)‖2 ≤ sup
‖∇h‖φ≤c,
∫
hdγ=0
〈f, h〉L2(Ω,G,P) ≤ sup‖∇h‖φ≤c
∫
hfdγ −
∫
hdγ.
Since the fixed point algebra for the Ornstein–Uhlenbeck semigroup is trivial, Proposition 4.1 and Theorem
6.19 yield the second inequality. The first one follows from the same argument with the help of (6.19).
It is well known that the Walsh system (or Rademacher sequence) has similar properties to the Gaussian
system. Let (εi)i≥1 be a Rademacher sequence. It can be realized as the coordinate functions of the discrete
cube Ω = {−1, 1}N with product uniform probability P. The Walsh system is given by {εB =
∏
j∈B εj |B ⊂
N, |B| <∞}. It was shown in [ELP08] that the Lp Poincare´ inequalities hold for the Walsh system with the
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number operator. The same proof as for Corollary 6.21 gives an estimate of Rademacher chaos of order 1
and 2. Let K2 = span{εiεj : i 6= j} and K1 = span{εi : i ∈ N}.
Corollary 6.22. Let PK2 : L2(Ω,P) → K2 be the orthogonal projection. Then for any positive function
f ∈ L2(Ω,P) with ‖f‖1 = 1,
‖PK1(f)‖2 ≤ C
√
Ent(f). ‖PK2(f)‖2 ≤ C ′max{
√
Ent(f), Ent(f)}.
Remark 6.23. Talagrand showed in [Tal96] that for Gaussian measure γ on RN,
W2(γ, µ) ≤
√
2cD(µ||γ) (6.25)
for any probability measure µ absolutely continuous with respect to γ with c = 1. An alternative proof was
given in [BG99]. Otto–Villani [OV00] proved (6.25) in general Riemannian setting under the assumption of
log-Sobolev inequality. A simplified proof was given by Bobkov–Gentil–Ledoux in [BGL01], still using LSI.
It would be interesting to compare Q1 and Qφ with W1 and W2 in this commutative setting. Obviously,
Qφ ≥ Q1, and in the Gaussian setting Qφ is no less than W2, because Talagrand’s transportation cost
inequality is sharp in this case and Qφ is of the same order as Ent if the entropy is large. But the relationship
between Qφ and W2 is not clear to us in general.
The interesting fact in (6.24) is that a phase transition may happen, which is different from Bobkov–
Go¨tze and Talagrand’s inequality. As observed in Example 3.15, Poincare´ inequalities may still hold when
LSI fails for non-diffusion semigroups. Especially for the more general noncommutative setting, an estimate
like (6.24) seems desirable without knowing further information such as LSI. It is also reasonably effective
in deducing transportation type inequalities compared with LSI.
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Chapter 7
Examples and illustrations
In this chapter, we investigate a variety of examples which satisfy the assumptions of Theorem 3.8. All the
consequences of this theorem we derived previously will hold for these examples. The key point is to check
Γ2 ≥ αΓ. It may be of independent interest because it means a strictly positive Ricci curvature from the
geometric point of view. We consider the Γ2-criterion for group von Neumann algebras in the first section.
As explained in Section 3.4, these examples in fact satisfy the subgaussian Poincare´ inequalities which are
stronger than the weak subgaussian and subexponential inequalities obtained in Theorem 3.8. In the second
section, we prove that the Γ2-criterion is stable under tensor products and free products. Thus we can
construct new examples from old ones using these algebraic operations. In the last section, we revisit the
well known classical diffusion semigroups, mainly as illustrations of our theory.
7.1 Γ2-criterion for group von Neumann algebras
Let G be a countable discrete group with the conditionally negative length (cn-length) function ψ : G→ R+.
Recall that any f ∈ L(G) can be written as
f =
∑
g∈G
fˆ(g)λ(g).
We consider the semigroup Tt acting on L(G) given by Ttλ(g) = e−tψ(g)λ(g). As shown in Lemma 2.6, Tt
thus defined is a standard nc-diffusion semigroup. Recall that the Gromov form is defined as
K(g, h) = Kg,h =
1
2
(ψ(g) + ψ(h)− ψ(g−1h)), g, h ∈ G.
Given f =
∑
x∈G fˆ(x)λ(x) and g =
∑
y∈G gˆ(y)λ(y), a straightforward calculation gives
Γ(f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K(x, y)λ(x−1y),
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Γ2(f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K(x, y)2λ(x−1y).
By virtue of Lemma 2.6 and Corollary 3.12, our Poincare´ inequalities will follow if the Γ2-criterion holds.
With the help of Lemma 2.6 and Corollary 3.12, we only need to check the Γ2-criterion on the finitely
supported elements in order to fulfill the hypotheses of our theorems. We call
[Γ2(f
i, f j)] ≥ α[Γ(f i, f j)] for any n ∈ N and f1, · · · , fn ∈ A
the algebraic Γ2-condition (or Γ2-criterion) and abbreviate it to “Γ2 ≥ αΓ in L(G)”. This is the theme of
two sections from now on. This condition is seemingly stronger than needed. However, Γ2(f, f) ≥ αΓ(f, f)
for all f =
∑
g finite fˆgλ(g) ∈ L(G) amounts to check [Γ2(λ(gi), λ(gj))] ≥ α[Γ(λ(gi), λ(gj))] for gi ∈ G. This
algebraic condition is also easier to check because it can be reduced to check the positivity of certain matrices
as will be shown below. The following technical lemmas will be used repeatedly.
Lemma 7.1. Suppose K = (Kg,h)g,h∈G is a matrix indexed by G with entries in C and define a sesquilinear
form Θ : A × A → A, Θ(f i, f j) = ∑g,h∈G ¯ˆf i(g)fˆ j(h)Kg,hλ(g−1h). Then K is positive semidefinite if and
only if Θ is positive.
Proof. Our proof is based on Lance [Lan73, Proposition 2.1]. Assume K is positive semidefinite. Write
K = X∗X for X = (xg,h), xg,h ∈ C. Then K =
∑
l(
∑
g,h x
∗
lgxlh ⊗ eg,h). Given f1, · · · , fn ∈ A, we have
Θ(f i, f j) =
∑
l∈G
∑
g,h∈G
¯ˆ
f i(g)fˆ j(h)x∗lgxlhλ(g
−1h)
=
∑
l∈G
(∑
g
fˆ i(g)xlgλg
)∗(∑
h
fˆ j(h)xlhλh
)
.
Here we understand all indices are finite. Put θil =
∑
g fˆ
i(g)xlgλg. We then have
Θ =
∑
l∈G
n∑
i,j=1
θil
∗
θjl ⊗ ei,j =
∑
l∈G
( n∑
i=1
θil ⊗ e1,i
)∗( n∑
j=1
θjl ⊗ e1,j
)
,
which is positive in Mn(L(G)). Conversely, let (xi) =
∑
i xiδki ∈ `2(G) and write gi = ki−1 ∈ G. Then
(xi) =
∑
i∈N xiδg−1i . Let f
i = λ(ki) so that (Θ(f
i, f j)) = (Ki,jλ(k
−1
i kj)) is positive in Mn(L(G)) for all
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n ∈ N. Then for hi = xiδgi ∈ `2(G), we have for all n ∈ N
0 ≤ 〈[Θ(f i, f j)](h1, · · · , hn), (h1, · · · , hn)〉`n2 (`2(G))
=
n∑
i,j=1
〈Ki,jλ(k−1i kj)xjδgi , xiδgi〉`2(G) =
n∑
i,j=1
Ki,jxj x¯i,
which implies that K is positive semidefinite.
The next lemma is useful when we deal with the product of groups. Note that
L(
m∏
i=1
Gi) ∼= ⊗¯mi=1L(Gi).
The identification is given by λ(g1, · · · , gm) 7→ λ(g1) ⊗ · · · ⊗ λ(gm) for gi ∈ Gi. We associated the form Γ2
to a matrix K as follows: ΓK2 (f, g) =
∑
x,y∈G
¯ˆ
f(x)gˆ(y)K2x,yλ(x
−1y). In what follows the matrix K will be
the Gromov form. If K = K1 ⊗K2, then it is easy to check ΓK(f i ⊗ gi, f j ⊗ gj) = ΓK1(f i, f j)⊗ΓK2(gi, gj)
for fi ∈ L(G1), gi ∈ L(G2).
Lemma 7.2. Let (Ki)
m
i=1 be positive semidefinite matrices and Γ
Ki the associated gradient forms in the
sense of Lemma 7.1. Suppose ΓKi2 ≥ αΓKi . Then
ΓK2 ≥ αΓK ,
where K =
∑m
i=1 1 ⊗ · · · ⊗Ki ⊗ · · · ⊗ 1 with Ki in the i-th position and in what follows 1 always denotes
the matrix with every entry equal to 1.
Proof. In light of Lemma 7.1 it suffices to verify K •K ≥ αK. Here and in the following A •B denotes the
Schur product of matrix. Note that trivially 1 ≥ 0. Since Ki ≥ 0, all the “cross terms” of the form
1⊗ · · · ⊗Ki1 ⊗ · · · ⊗Ki2 ⊗ · · · ⊗ 1
are nonnegative matrices for all 1 ≤ i1 < i2 ≤ m. It follows that
K •K ≥
m∑
i=1
1⊗ · · · ⊗ (Ki •Ki)⊗ · · · ⊗ 1 ≥ αK.
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7.1.1 The free groups
Let Fn denote the free group on n generators with length function ψ = | · |, where for g ∈ Fn, |g| is the
length of (the freely reduced form of) g. Note that the Gromov form K(g, h) = |min(g, h)| := max{|w| :
g = wg′, h = wh′} where min(g, h) is the longest common prefix subword of g and h. It is well known that
ψ is conditionally negative due to Haagerup [Haa78].
Proposition 7.3. Γ2 ≥ Γ holds in L(Fn) for the semigroup (e−tψ) where ψ is defined as above.
Proof. For a freely reduced word x ∈ Fn, write gi ≺ g for the prefix subword of g with length i. Following
Haagerup’s construction, we define a map
V : Fn → `2(Fn), g 7→ V (g) =
∑
gi≺g
√
2(i− 1)δgi .
Then we have
K˜g,h := K
2
g,h −Kg,h = 〈V (g), V (h)〉`2(Fn) = V (g)∗V (h),
where V (g)∗ is a row vector and V (h) a column vector. It follows that K˜ = (K˜g,h)g,h is a positive semidefinite
matrix. We deduce from Lemma 7.1 that Γ2 ≥ Γ.
The particular case n = 1 gives some interesting results in classical Fourier analysis. Indeed, L(F1) =
L(Z) = L∞(T) and Lp(L(F1)) = Lp(T) after identifying λ(k)(x) = e2piikx. In this case
K(j, k) =
 min(|j|, |k|), jk > 0,0, otherwise.
Corollary 7.4. Let 2 ≤ p <∞. Then there exists constants C such that for all f ∈ Lp(T), we have
‖f − fˆ(0)‖p ≤ C√p
∥∥∥∥∥∥
∑
j,k∈Z,jk>0
¯ˆ
f(j)fˆ(k) min(|j|, |k|)e2pii(k−j)·
∥∥∥∥∥∥
1/2
p
.
Remark 7.5. Observe that this example is purely commutative. However, commutative probability theory
seems insufficient to establish these inequalities. Intuitively, the multiplier |j| corresponds to ∆1/2. The
Markov process generated by ∆1/2 is the Cauchy process with discontinuous path. The classical diffusion
theory does not apply here. But it is still nc-diffusion so that our noncommutative theory is essential in
this regard. In general, whenever the process has discontinuous path but its semigroup still satisfies our
assumptions, the noncommutative theory seems to be a natural choice due to the existence of Markov
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dilation with a.u. continuous path as stated in Theorem 2.2. We will have more examples of this kind in the
following.
Remark 7.6. It was shown in [JM10, Remark 1.3.2] that
‖Tt : L01(L(Fn))→ L∞(L(Fn))‖ ≤ Ct−3.
Therefore, Corollary 6.11 and Corollary 6.14 give two different ways to prove the transportation inequality
(6.19) for L(Fn).
7.1.2 Application to the noncommutative tori RΘ
We recall the definition following [JMP10]. Let Θ be a d× d antisymmetric matrix with entries 0 ≤ θij < 1.
The noncommutative torus (or the rotation algebra) with d generators associated to Θ is the von Neumann
algebra RΘ generated by d unitaries u1, · · · , ud satisfying ujuk = e2piiθjkukuj . Every element of RΘ is in
the closure of the span of words of the form wk = u
k1
1 · · ·ukdd for k = (k1, · · · , kd) ∈ Zd. RΘ admits a unique
normal faithful trace τ given by τ(x) = xˆ(0) where x =
∑
k∈Zd xˆ(k)u
k1
1 · · ·ukdd ∈ RΘ. Our goal is to show that
RΘ admits a standard nc-diffusion semigroup with the Γ2-criterion. We start with the von Neumann algebra
of Zd. It is well known that L(Zd) ∼= L∞(Td). We define ψ(k) = ‖k‖1 =
∑d
i=1 |ki| for k = (k1, · · · , kd) ∈ Zd.
Clearly, ψ is a cn-length function and thus generate a standard nc-diffusion semigroup Pt by Lemma 2.6. In
fact Pt = P˜
⊗d
t where P˜t is the Poisson semigroup on L∞(T).
Proposition 7.7. Let Γ be the gradient form associated to Pt. Then Γ2 ≥ Γ in L(Zd).
Proof. Let Kd be the Gromov form associated with ψ. A calculation shows that Kd(j, k) = K(j1, k1)+ · · ·+
K(jd, kd) for j = (j1, · · · , jd), k = (k1, · · · , kd) ∈ Zd, where K is the Gromov form of Z = F1 considered in
the proceeding section. Alternatively, we may write Kd =
∑d
i=1 1 ⊗ · · · ⊗ K ⊗ · · · ⊗ 1 where K is in the
ith position. But we know from Proposition 7.3 that Γ2 ≥ Γ in L(Z). The assertion follows from Lemma
7.1.
Proposition 7.8. RΘ admits a standard nc-diffusion semigroup with Γ2 ≥ Γ.
Proof. Let k ∈ Zd. Consider an action α : Td → Aut(RΘ) given by: for s ∈ Td,
αs(u
k1
1 · · ·ukdd ) = e2pii
∑d
j=1 kjsjuk11 · · ·ukdd .
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It is easy to check that αs is a trace preserving automorphism. Define a map
pi : RΘ → L∞(Td)⊗¯RΘ, wk = uk11 · · ·ukdd 7→ pi(wk)(s) = αs(wk) = e2pii〈k,s〉uk11 · · ·ukdd .
Then pi is an injective ∗-homomorphism. Define Tt : RΘ → RΘ, Tt(wk) = e−t‖k‖1wk. We claim that (Tt)t≥0
is the desired semigroup. Indeed, by Lemma 7.22 and Proposition 7.7, Pt ⊗ Id acting on L∞(Td)⊗¯RΘ is a
standard nc-diffusion semigroup and satisfies Γ2 ≥ Γ. Then since pi is injective and
Pt ⊗ Id(pi(wk)) = e−t‖k‖1e2pii〈k,·〉 ⊗ uk11 · · ·ukdd = pi(Tt(wk))
leaves pi(RΘ) invariant, we deduce that Tt is a standard nc-diffusion semigroup acting onRΘ with Γ2 ≥ Γ.
7.1.3 The finite cyclic group Zn
We consider the group von Neumann algebra L(Zn) in this section. Let (ej)nj=1 be the standard basis of
Cn. Each ej can be regarded as a vector in R2n by canonical identification. Given k ∈ Zn, define the
2n × 2n diagonal matrix αk = (e2piikj/n)n−1j=0 where each e2piikj/n is on diagonal and is identified with the
2× 2 rotation matrix  cos(2pikj/n) − sin(2pikj/n)
sin(2pikj/n) cos(2pikj/n)
 .
Consider the finite cyclic group Zn with 1-cocycle structure (b, α,R2n), where
b(k) =
1√
n
( n∑
j=1
αk(ej)− ej
)
=
1√
n
n∑
j=1
(
cos(2pik(j − 1)/n)− 1
sin(2pik(j − 1)/n)
)
⊗ ej .
Then the length function ψ given by ψ(g) = ‖b(g)‖22 is conditionally negative; see for example [BO08,
Appendix D].
Lemma 7.9. Let K(k, h) be the Gromov form. Then K(k, h) = 〈b(k), b(h)〉.
Proof. Since the length function ψ(k) = ‖b(k)‖2, by the cocycle property,
K(k, h) =
1
2
(‖b(k)‖2 + ‖b(h)‖2 − ‖b(h− k)‖2)
=
1
2
(‖b(−k)‖2 + ‖α−k(b(h))‖2 − ‖α−k(b(h)) + b(−k)‖2)
= −〈b(−k), α−k(b(j))〉 = −〈αk(b(−k)), b(h)〉
= 〈b(k), b(h)〉.
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Clearly, K(k, h) = 0 if k = 0 or h = 0. For k, h 6= 0, a computation gives
K(k, h) =
1
n
n−1∑
j=0
[
(1− cos(2pikj/n))(1− cos(2pihj/n)) + sin(2pikj/n) sin(2pihj/n)]
= 1 +
1
n
n−1∑
j=0
cos
(2pi(k − h)j
n
)
= 1 + δk,h,
where δk,h is the Kronecker delta function. It follows that ψ(k) = 2(1− δk,0). For reasons that will become
clear later, we normalize ψ and still denote it by ψ so that ψ(k) = 1− δk,0 for k ∈ Zn. Then the associated
Gromov form satisfies Kk,h =
1
2 (1+δk,h) for k, h 6= 0 and (K2k,h− 12Kk,h) ≥ 0. It is an immediate consequence
of Lemma 7.1 that Γ2 ≥ 12Γ in L(Zn). In fact, we can do better.
Proposition 7.10. For all 0 < α ≤ n+22n , we have Γ2 ≥ αΓ in L(Zn). Moreover, αn = n+22n is the largest
possible α with the Γ2-criterion.
Proof. Note that the n× n matrix K can be written as a block matrix
K =
 0 0
0 12 (In−1 + 1n−1)

where In−1 is the n−1 dimensional identity matrix and every entry of 1n−1 is 1. Write K̂ = 12 (In−1 +1n−1).
Since 1n−1 ≤ (n− 1)In−1, for 0 < α ≤ n+22n we have
4K̂ • K̂ − 4αK̂ = (3− 2α)In−1 − (2α− 1)1n−1
≥(2 + n− 2αn)In−1 ≥ 0.
Plugging x = ( 1√
n−1 , · · · , 1√n−1 ) into x′(K̂ • K̂ − αK̂)x ≥ 0 reveals that αn = n+22n is sharp. Then Lemma
7.1 leads to the Γ2-criterion.
7.1.4 Word length on Zn
Since one may embed Zn to Z2n, we always assume that n is an even integer in this example. Consider the
word length of k ∈ Zn in the Cayley graph of Zn given by ψ(k) = min{k, n − k}. It is known that ψ is
conditionally negative; see [JPPP13]. One can also show this fact from the following explicit construction
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of 1-cocycles. Let (ei)
n/2
i=1 be an orthonormal basis of Rn/2. Define b : Zn → Rn/2 to be
b(k) =

0, k = 0,∑k
i=1 ei, k = 1, · · · , n/2,∑n/2
i=k−n/2+1 ei, k = n/2 + 1, · · · , n− 1,
and α : Zn → O(Rn/2) given by α1(ej) = ej+1 for j = 1, · · · , n/2− 1 and α1(en/2) = −e1. It can be checked
that b is a 1-cocycle into the representation (α,Rn/2) and ψ(k) = ‖b(k)‖2. It follows that the Gromov form
K is positive semidefinite. We will show that [K(i, j)2 −K(i, j)]n−1i,j=1 is a positive semidefinite matrix. By
Lemma 7.1, we have the following result (compare it with Γ2 ≥ n+22n Γ for the other choice of ψ).
Proposition 7.11. Γ2 ≥ Γ in L(Zn).
We write Kn for the Gromov form of Zn. Let us take away the trivial Kn(0, i)’s and view Kn as an
(n − 1) × (n − 1) matrix. We need to show Kn •Kn −Kn is positive definite. Here Kn •Kn denotes the
Schur product. For all even integers 2 ≤ m ≤ n− 2, we write K˜m for the (n− 1)× (n− 1) matrix obtained
from enlarging the size of Km by adding surrounding 0’s so that Km(m/2,m/2) = K˜m(n/2, n/2). In other
words,
K˜m(i, j) = Km(i− n−m
2
, j − n−m
2
) (7.1)
whenever the right-hand side is well-defined. We claim that
Kn •Kn −Kn = 2
n/2−1∑
`=1
K˜2`. (7.2)
Since each K˜m is positive semidefinite, (7.2) will complete the proof.
In fact, note that Kn satisfies the symmetric property
Kn(j, i) = Kn(i, j) = K(n− j, n− i).
This is equivalent to saying that Kn is symmetric along the two diagonals. Therefore we only need to verify
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(7.2) entrywise in the block Bn := {(i, j) : 1 ≤ i ≤ j ≤ n− i}. In Bm for general even m, we have
Km(i, j) =

i, (i, j) ∈ B1m := {(i, j) : 1 ≤ i ≤ j ≤ m2 },
m
2 − j + i, (i, j) ∈ B2m := {(i, j) : 1 ≤ i ≤ m2 < j ≤ i+ m2 − 1},
0, (i, j) ∈ Bm \ (B1m ∪B2m).
By our construction, (7.2) is trivial if Kn(i, j) = 0. For (i, j) ∈ B1n, K˜2` is nonzero only if i ≥ n/2−`+1, j ≥
n/2− `+ 1, and for these (i, j)’s, (i− n2 + `, j − n2 + `)’s are in the block B12` of K2`. Hence, the right-hand
side of (7.2) is
2
n/2−1∑
`=n/2−i+1
(i− n
2
+ `) = i(i− 1) = Kn(i, j)2 −Kn(i, j).
For (i, j) ∈ B2n, K˜2` is nonzero only if j − i ≤ `− 1, and for these (i, j)’s, (i− n2 + `, j − n2 + `)’s are in the
block B22` of K2`. Then the right-hand side of (7.2) is
2
n/2−1∑
`=j−i+1
(i− j + `) =
(n
2
+ i− j
)(n
2
+ i− j − 1
)
= Kn(i, j)
2 −Kn(i, j).
7.1.5 The discrete Heisenberg group H3(Zn)
We consider the Heisenberg group H3(Zn) = Zn × Zn × Zn over Zn as a subalgebra of M3(Zn) as follows:

1 b a
0 1 c
0 0 1


1 b′ a′
0 1 c′
0 0 1
 =

1 b+ b′ a+ a′ + bc′
0 1 c+ c′
0 0 1
 ;
see for example [Dav96, Section VII.5] for more details. We will write H for H3(Zn) as long as there is no
confusion. The multiplication here is given by
(a, b, c)(a′, b′, c′) = (a+ a′ + bc′, b+ b′, c+ c′), (a, b, c), (a′, b′, c′) ∈ H.
Other multiplications have been considered in the literature.
Proposition 7.12. Let ψ(a, b, c) = 2− δb,0 − δc,0. Then
1. ψ is conditionally negative and thus the semigroup (Tt) determined by ψ is a standard nc-diffusion
semigroup.
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2. Let Γ be the gradient form associated to ψ. Then Γ2 ≥ n+22n Γ in L(H).
Proof. (1) The length function of Zn considered in Section 7.1.3 is given by ψ˜(k) = (1− δk,0), which extends
to Zn × Zn as ψ˜(k, l) = (1− δk,0) + (1− δl,0). Define a group homomorphism
β : H → Zn × Zn, (a, b, c) 7→ (b, c).
Since ψ˜ is conditionally negative, it follows from the definition that ψ = ψ˜ ◦ β is also conditionally negative.
Lemma 2.6 yields that (Tt) is a standard nc-diffusion semigroup.
(2) Let K and K˜ be the Gromov form of (H,ψ) and (Zn, ψ˜) respectively. A calculation shows that for
indices (a, b, c), (a′, b′, c′) ∈ H,
K((a, b, c), (a′, b′, c′)) = K˜(b, b′) + K˜(c, c′)
= (K˜ ⊗ 1 + 1⊗ K˜)((b, b′)⊗ (c, c′)).
By Proposition 7.10 and Lemma 7.2 with m = 2, we have ΓK2 ≥ n+22n ΓK in L(H), as desired.
Let ei,j be the standard basis of the matrix algebra Mn(C) and δj the standard basis of `2(Zn). Define
the diagonal matrix uk =
∑n
j=1 e
2piik(j−1)/n ⊗ ej,j and the shift operator vl(δj) = δj+l which is nothing but
the left regular representation of Zn on `2(Zn). It is easy to see that uk, vl ∈ Mn = B(`2(Zn)) and they
satisfy ukvl = e
2piikl/nvluk.
Proposition 7.13. Let L(H) be the group von Neumann algebra of H. Then
L(H) ∼= L∞(Z2n)⊕Mn ⊕M2 ⊕ · · · ⊕Mn−1,
where Mx, x = 2, · · · , n − 1 are von Neumann algebras acting on `2(Z2n). Moreover, if Tt is the semigroup
associated to ψ(a, b, c) = 2 − δb,0 − δc,0, then Tt leaves each component invariant and Tt|Mx is a standard
nc-diffusion semigroup.
Proof. Let us first determine the center of L(H) denoted by Z. The identity
λ(a, b, c)λ(a′, b′, c′) = λ(a′, b′, c′)λ(a, b, c)
for all (a′, b′, c′) ∈ H holds if and only if b = c = 0. Thus L(Zn, 0, 0) ⊂ Z. Let F denote the discrete Fourier
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transform of the first component on `2(H). For δ(x,0,0) ∈ `2(Zn, 0, 0), we have
F(δ(x,0,0)) = 1√
n
n−1∑
k=0
e−
2piikx
n δ(k,0,0).
A calculation gives
Fλ(a, 0, 0)F−1δ(x,0,0) = e− 2piiaxn δ(x,0,0).
This shows that FL(Zn, 0, 0)F−1 = {e− 2piia·n : a ∈ Zn}′′ = L∞(Zn). Since for fixed x ∈ Zn, δ(x,·,·) ∈
`2(Z2n), we have the Hilbert space decomposition `2(H) =
⊕
x∈Zn `
x
2(Z2n), where the superscript x is used to
distinguish different copies. We may drop x if there is no ambiguity. Then by the decomposition theorem
of von Neumann algebras for subalgebras of the center (see for example [Tak02, Theorem IV.8.21]),
L(H) ∼=
⊕
x∈Zn
Mx,
where Mx is determined by the unitary F , the discrete Fourier transform on the first component. Let
qx ∈ `∞(Zn, 0, 0) be the central projection given by qx : `2(H) → span{δ(x,y,z) : y, z ∈ Zn}. Put px =
F−1qxF ∈ L(Zn, 0, 0). Then px is a central projection,
∑n−1
x=0 px = 1 and pxL(H) = F−1MxF . We observe
that Ttλ(a, 0, 0) = λ(a, 0, 0). Hence L(Zn, 0, 0) is contained in the multiplicative domain of Tt. Then by
the property of multiplicative domain (see for example [Pau02, Theorem 3.18]) for all x ∈ Zn, ξ ∈ L(H),
Tt(pxξ) = pxTt(ξ) ∈ pxL(H). Let η ∈ Mx with pxξ = F−1ηF . We define T˜tη = FTt(pxξ)F−1. Since F is
a unitary, T˜t restricted to Mx is a standard nc-diffusion semigroup. By abuse of notation, we will write Tt
for T˜t on Mx in the future.
To get more precise description of Mx, we define a family of maps for x ∈ Zn
pix : L(H)→ B(`x2(Z2n)), λ(a, b, c) 7→ pix(λ(a, b, c)),
where pix(λ(a, b, c)) acts on δ(k,l) by
Fλ(a, b, c)F−1δ(x,k,l) = e−
2piix(a+bl)
n λ(b,c)δ(k,l).
Here λ(b, c) is the shift operator on `2(Z2n) given by λ(b, c)δ(k,l) = δ(k+b,l+c). Then
Mx = {pix(λ(a, b, c)) : (a, b, c) ∈ H}′′ = {e− 2piiaxn vb ⊗ (vcu−xb) : (a, b, c) ∈ H}′′.
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Here we have used the convention λ(b, c) = vb ⊗ vc. If x = 0, we have
M0 = {λ(b, c) : (b, c) ∈ Z2n}′′ = L(Z2n) = L∞(Z2n).
If x = 1, it can be checked that {vcu−b : (b, c) ∈ Z2n}′′ = Mn; see for example [Dav96, Theorem VII.5.1].
Define for (b, c) ∈ Z2n
ρ(vb ⊗ (vcu−b)) = vcu−b.
Then ρ is a ∗-isomorphism and thus M1 = Mn.
Consider the semigroup Tt acting on Mn(C) defined by Tt|Mn(C) in the preceding proposition. Explicitly,
Tt is determined by Tt(vcub) = e
−tψ(b,c)(vcub) where ψ(b, c) = 2− δb,0 − δc,0. Then the Γ2-criterion for Mn
follows from Proposition 7.12. We record this fact below.
Proposition 7.14. Mn admits a standard nc-diffusion semigroup (Tt)t≥0. Let ΓMn be the gradient form
associated to Tt. Then Γ
Mn
2 ≥ n+22n ΓMn in Mn.
By the same argument as above, using the word length function on Zn as discussed in the preceding
section, we find a new 1-cocycle on H3(Zn) with cn-length function ψ(a, b, c) = |b|+ |c| for (a, b, c) ∈ H3(Zn),
where |b| = min{b, n − b} is the word length. The semigroup generated by this 1-cocycle satisfies the Γ2-
criterion. In particular, let Tt(vcub) = e
−t(|c|+|b|)vcub act on Mn. By the same reasoning as above, Tt is a
new semigroup acting on the matrix algebras which is subgaussian.
7.1.6 Application to the generalized Walsh system
Let us recall some basic facts about the Walsh system following [ELP08]. Let
Ωmn = {1, e2pii/n, e2pii2/n, · · · , e2pii(n−1)/n}m
be the m-dim discrete cube equipped with uniform probability measure P . Let ωj , j = 1, · · · ,m denote the
jth coordinate function on Ωmn . For a nonempty subset B ⊂ {1, · · · ,m} and x = (x1, · · · , xm) ∈ Zmn , define
ωB(x) =
∏
j∈B
ω
xj
j ,
and ω∅ = 1. Put G = {ωB(x) : B ⊂ {1, · · · ,m},x ∈ Zmn }. Then G is clearly a group and L∞(Ωmn ) is
spanned by the elements of G.
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We consider the abelian group Zmn . Define
ψ(x1, · · · , xm) = (m− δx1 − · · · − δxm), (x1, · · · , xm) ∈ Zmn ,
where δx = δx,0. Given x = (x1, · · · , xm), put Bx = {i : xi 6= 0, i = 1, · · · ,m}. Clearly ψ(x1, · · · , xm) =
|Bx|, where |B| is the cardinality of B. An argument similar to the proof of Proposition 7.12 shows that ψ
is a cn-length function and the associated Γ form satisfies
Γ2 ≥ n+ 2
2n
Γ in L(Zmn ). (7.3)
Here the constant n+22n is given by Proposition 7.10. Define a map
β : Zmn → G, x = (x1, · · · , xm) 7→
∏
j∈Bx
ω
xj
j .
It is easy to check that β is a group isomorphism from Zmn to G. The idea here is to convert addition to
multiplication. Under the identification β, L(Zmn ) = L∞(Ωmn ) and thus every f ∈ L(Zmn ) can be written as
f = E(f) +
∑
x∈Zmn ,x 6=0
fˆx
∏
j∈Bx
ω
xj
j ,
where E(f) = τ(f) is the expectation associated to the uniform probability. By abuse of notation, we still
denote by ψ the cn-length function induced by β on {ωB}, i.e.
ψ(ωBx) = ψ(β(x)) := ψ(x), x ∈ Zmn .
Then we have
ψ(ωBx) = ψ(x1, · · · , xm) = |Bx|.
Therefore the infinitesimal generator A of the heat semigroup Tt in this case is the number operator for the
generalized Walsh system which counts non-zero elements
AωB = |B|ωB .
Moreover, it follows from (7.3) that Γ2 ≥ n+22n Γ in L∞(Ωmn ). The case n = 2 is of particular interest. Indeed,
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we may write f ∈ L(Zm2 ) as
f = E(f) +
∑
B⊂{1,··· ,m},B 6=∅
fˆBωB .
Note that in this case ω−1B ωC = ωB4C . Then the Gromov form of {ωB} is given by
K(ωB , ωC) =
1
2
(|B|+ |C| − |B4C|) = |B ∩ C|.
Hence, we find the gradient form
Γ(f, f) =
∑
B,C⊂{1,··· ,m}
¯ˆ
fB fˆC |B ∩ C|ωB4C .
Let ej = (1, · · · ,−1, · · · , 1) where −1 is only at the jth position. For x ∈ Ωmn , put (∂jf)(x) = 12 (f(x) −
f(xej)) and define the discrete gradient ∇f = (∂jf)mj=1. Then a calculation gives Γ(f, f) = |∇f |2, where
| · | is the Euclidean norm of a vector in Cn. If we simply write |∇f | = Γ(f, f)1/2 for any n = 2, 3, · · · , our
Poincare´ inequalities for the generalized Walsh system is a dimension m free estimate.
Corollary 7.15. Let 2 ≤ p <∞. Then for all f ∈ Lp(Ωmn , P ),
‖f − E(f)‖p ≤ C
√
2n
n+ 2
√
p‖|∇f |‖p.
One of Efraim and Lust-Piquard’s main results in [ELP08] asserts that for 2 < p <∞ and f ∈ Lp(Ωm2 , P ),
‖f − E(f)‖p ≤ C√p‖|∇f |‖p.
Our result for the special case n = 2 recovers this inequality.
7.1.7 The q-Gaussian algebras
We first recall some definitions and basic facts following [BKS97]. Throughout this section −1 ≤ q ≤ 1.
Let H be a separable real Hilbert space with complexification HC. Let (Fq(H), 〈·, ·〉q) be the q-Fock space
with vacuum vector Ω and Γq(H) the q-Gaussian algebra which is the von Neumann algebra generated by
s(f) = l(f) + l∗(f) for f ∈ H where
l∗(f)f1 ⊗ · · · ⊗ fn = f ⊗ f1 ⊗ · · · ⊗ fn
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and
l(f)f1 ⊗ · · · ⊗ fn =
n∑
j=1
qj−1〈fj , f〉f1 ⊗ · · · ⊗ fj−1 ⊗ fj+1 ⊗ · · · ⊗ fn
are the creation and annihilation operators respectively. The vacuum vector gives rise to a canonical tracial
state τq(X) = 〈XΩ,Ω〉q for X ∈ Γq(H). The q-Ornstein–Uhlenbeck semigroup T qt = Γq(e−tIH) is a standard
semigroup and extends to a semigroup of contractions on Lp spaces. The generator on L2 is the number
operator Nq which acts on the Wick product by
NqW (f1 ⊗ · · · ⊗ fn) = nW (f1 ⊗ · · · ⊗ fn), f1, · · · , fn ∈ HC,
where W is the Wick operator. It is easy to check that (Tt) is a nc-diffusion semigroup.
Let `n2 be the real Hilbert space with dimension n and {e1, · · · , en} an orthonormal basis. For j = 1, · · · , n,
consider the embedding
ιj : H → H⊗ `n2 , h 7→ h⊗ ej .
According to [BKS97, Theorem 2.11], there exists a unique map Γq(ι) : Γq(H) → Γq(H ⊗ `n2 ) such that
Γq(ιj)(s(h)) = s(h ⊗ ej). The map Γq(ι) is linear, bounded, unital completely positive and preserves the
canonical trace. Define sqj(h) = s(h⊗ ej). If q = 1, we write gj(h) = s(h⊗ ej) and it is well-known gj(h) is
a standard Gaussian random variable if ‖h‖ = 1. For h ∈ H, put
un(h) =
1√
n
n∑
j=1
sqj(h)⊗ gj(h).
Write Mqn = Γq(H ⊗ `n2 ). We consider the von Neumann algebra ultraproduct M =
∏
UMqn⊗¯M1n. Any
element of M can be written as uω(h) = (un(h))•. We need the following fact proved in [AJ12].
Lemma 7.16. The map s(h) 7→ uω(h) extends to an injective trace preserving *-homomorphism pi : Γq(H)→
M. Moreover, for x ∈ Γq(H),
pi(T qt (x)) = (Id⊗ T 1t )•pi(x).
Proposition 7.17. For −1 ≤ q ≤ 1, Γ2 ≥ Γ in Γq(H).
Proof. Since pi is injective, it suffices to prove piΓN
q
2 ≥ piΓN
q
in M. By Lemma 7.16, we have piNq(x) =
(Id⊗N1)•pi(x). It follows that
pi(ΓN
q
(x, y)) = Γ(Id⊗N
1)•(pi(x), pi(y)),
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and similar identity is true for ΓN
q
2 . It is proved in [AJ12] by using the central limit theorem of Speicher
[Spe92] that Γ2 ≥ Γ in Γ1(H). Here Γ1(H) is the von Neumann algebra acting on the symmetric Fock space.
It follows that for all n ∈ N and in Mqn ⊗M1n, ΓId⊗N
1
2 ≥ ΓId⊗N
1
. Hence, we find
Γ
(Id⊗N1)•
2 (pi(xi), pi(xj)) ≥ Γ(Id⊗N
1)•(pi(xi), pi(xj))
where for any m ∈ N and xi ∈ Γq(H), i = 1, · · · ,m, as desired.
7.1.8 The hyperfinite II1 factor
Our goal in this section is to show that the hyperfinite II1 factor R admits different standard nc-diffusion
semigroups with Γ2-criterion and that the best possible α characterizes the corresponding dynamical system.
It is well known that R can be approximated by matrix algebras {Mnk : k ∈ N}. We will embed Mnm/2 into
the group von Neumann algebra of the generalized discrete Heisenberg group Hm+1n = Zn/2× Zmn .
Let Θ = (θjk) be an antisymmetric m × m matrix with θjk = 12 if j < k. The multiplication in
Hm+1n = Zn/2× Zmn is given by
(x, ξ)(y, η) = (x+ y +B(ξ, η), ξ + η),
where B : Zn×Zn → Zn/2 is a bilinear form given by B(ξ, η) =
∑m
j,k=1 θjkξjηk = 〈ξ,Θη〉. For (r, ξ) ∈ Hm+1n ,
put ψ(r, ξ) =
∑m
j=1 1−δξj ,0 = #{ξj 6= 0}. Define a semigroup acting on L(Hm+1n ) by Ttλ(r, ξ) = e−tψλ(r, ξ)
for λ(r, ξ) ∈ L(Hm+1n ) and t ≥ 0. Using Lemma 7.2, an argument similar to Proposition 7.12 shows that
(Tt)t≥0 is a standard nc-diffusion semigroup and that the associated gradient form satisfies Γ2 ≥ n+22n Γ in
L(Hm+1n ).
Lemma 7.18. Let m ≥ 2 be an even integer and n ≥ 3. We have
L(Hm+1n ) ∼=
⊕
x∈Zn/2
Mx,
where M2 = Mnm/2 . Furthermore, Tt leaves each Mx invariant.
Proof. Most of the argument utilizes the proof of Proposition 7.13 and [JMP10, Lemma 5.3]. Note that
λ(Zn/2, 0) lives in the center of L(Hm+1n ). By the decomposition of von Neumann algebras for the subal-
gebras of the center we obtain the first assertion. Write ej , j = 1, · · · ,m for the canonical basis of Zmn and
put ujr = λ(0, rej) for r ∈ Zn. Then these ujr’s generate λ(0,Zmn ) and ujruks(δ(x,·)) = e2piirsθjkx/nuksujr(δ(x,·)).
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Acting on H2 := span{δ(2,·)}, ujr’s satisfy ujruks = e2piirs/nuksujr for j < k and ujruks = e−2piirs/nuksujr for
j > k. It is clear that y(r1, · · · , rm) = u1r1 · · ·umrm is a basis for M2 which satisfies the equation
ujry(r1, · · · , rm)ujr
∗
= C(r, j, r1, · · · , rm)y(r1, · · · , rm),
where C(r, j, r1, · · · , rm) = exp(2piir(r1 + · · ·+ rj−1 − rj+1 − · · · − rm)/n). In order to determine the center
of M2, we consider the equation C(r, j, r1, · · · , rm) = 1 for all r ∈ Zn, j = 1, · · · ,m. This leads to a linear
system over Zn
−r2 − · · · − rm = 0,
r1 − r3 − · · · − rm = 0,
...
...
r1 + · · ·+ rm−1 = 0.
Solving this system, we find r1 = · · · = rm = 0. Here we used the crucial assumption that m is even. Hence
M2 has trivial center. Since it has dimension nm, it follows that M2 = Mnm/2 , as desired. By restricting
Tt to Mnm/2 and repeating the argument of Proposition 7.13, we can prove the last assertion.
It follows from the lemma that Mnm/2 admits a standard nc-diffusion semigroup Tt with Γ2 ≥ n+22n Γ in
Mnm/2 for all m ∈ 2N. Since the hyperfinite II1 factor R is the weak closure of ∪∞k=1Mnk , we have proved
the following result.
Proposition 7.19. For any integer n ≥ 2, there exists a standard nc-diffusion semigroup Tnt acting on
R such that the associated gradient form Γn satisfies Γn2 ≥ n+22n Γn in R. The constant αn = n+22n is best
possible.
The last conclusion follows from Proposition 7.10. We want to show that the semigroups Tnt for different
n are different. Let us now recall a definition from dynamical systems; see for example [Wal82, Definition
2.4]. Let (X,BX , µ, T ) be a measure-preserving dynamic system (MPDS) where (X,BX , µ) is a probability
space and T is a measure-preserving transformation. A MPDS (Y,BY , ν, S) is said to be isomorphic to
(X,BX , µ, T ) if there exist (i) full measure sets X1 ⊂ X and Y1 ⊂ Y such that T (X1) ⊂ X1 and S(Y1) ⊂ Y1;
and (ii) an invertible measure-preserving measurable map φ : X → Y such that φ(Tx) = S(φx) for all
x ∈ X1. This motivates our following definition.
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Definition 7.20. Let St and Tt be standard semigroups acting on noncommutative probability spaces
(N , τ) and (M, τ ′) respectively. We say (M, Tt) and (N , St) are isomorphic if there exist λ > 0 and a
trace-preserving ∗-isomorphism φ :M→N such that Sλt(φx) = φ(Ttx) for all x ∈M.
The following result shows that R admits infinitely many non-isomorphic standard nc-diffusion semi-
groups.
Proposition 7.21. Let Tnt be the semigroup considered in Proposition 7.19. If (R, T
n
t ) and (R, T
n′
t ) are
isomorphic, then αn = αn′ .
Proof. There exists a trace-preserving ∗-isomorphism φ : R→ R such that
φ(Tnt x) = T
n′
λt (φx) (7.4)
for x ∈ M. Let An be the generator of Tnt . ΓA
n′
2 ≥ n
′+2
2n′ Γ
An
′
implies ΓλA
n′
2 ≥ λn
′+2
2n′ Γ
λAn
′
. This together
with (7.4) gives ΓA
n
2 ≥ λn
′+2
2n′ Γ
An . But the best α is αn =
n+2
2n . Hence we have
n+2
2n ≥ λn
′+2
2n′ . It is clear that
sp(An) = N and sp(λAn) = λN. Here sp(An) denotes the spectrum of An. (7.4) implies sp(λAn) = sp(An)
and thus λ = 1. Hence n′ ≥ n. Repeating the argument by starting from Γn2 ≥ n+22n Γn gives n ≥ n′.
7.2 Tensor products and free products
In this section we will construct further examples with the Γ2-criterion based on the examples considered
in the previous section. This is done via the powerful algebraic tools – tensor products and free products.
It is not difficult to see that the property “standard nc-diffusion” is stable under tensor products and free
products. Due to the reason explained in the previous section, it suffices to consider the algebraic Γ2-
condition. That is, we always work with a dense subalgebra contained in the domain of the form under
consideration.
7.2.1 Tensor products
The following result is our starting point to understand tensor products.
Lemma 7.22. Let Θ : A×A →M and Φ : B × B → N be positive sesquilinear forms, where A ⊂M and
B ⊂ N are dense subalgebras so that Θ and Φ are well-defined. Then Θ⊗ Φ : A⊗ B ×A⊗ B →M⊗N is
positive where for ξi =
∑ni
k=1 x
i
k ⊗ yik ∈ A⊗ B,
Θ⊗ Φ
(
ξi, ξj
)
:=
ni∑
k=1
nj∑
l=1
Θ(xik, x
j
l )⊗ Φ(yik, yjl ).
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Proof. For r ∈ N, let (xik) ⊂ A, (yik) ⊂ B where k = 1, · · · , ni, i = 1, · · · , r. Put m =
∑r
i=1 ni. Without
loss of generality we may assume ni = n for i = 1, · · · , r. Suppose M and N act on Hilbert spaces H and
K respectively. Then (Θ(xik, x
j
l ))k,l,i,j =
∑
i,j,k,l Θ(x
i
k, x
j
l ) ⊗ e(k,i),(l,j) ≥ 0 as an operator on `m2 (H) where
1 ≤ k, l ≤ n. Similarly, (Φ(yik, yjl ))k,l,i,j ≥ 0 on `m2 (K). It follows that
(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′ , y
j′
l′ ))
=
∑
i,j,k,l,i′,j′,k′,l′
Θ(xik, x
j
l )⊗ Φ(yi
′
k′ , y
j′
l′ )⊗ e(k,i),(l,j) ⊗ e(k′,i′),(l′,j′) ≥ 0
on `m2 (H)⊗ `m2 (K). Define
v : `m2 (H ⊗K)→ `m2 (H)⊗ `m2 (K),
∑
s
(ξst ⊗ ηst )⊗ et 7→
∑
s
(ξst ⊗ et)⊗ (ηst ⊗ et).
Here ξst ∈ H, ηst ∈ K, and (et) is the canonical basis of `m2 for t = 1, · · · ,m. Then
v∗
[∑
s
(ξst ⊗ et)⊗ (ηst ⊗ et)
]
=
∑
s
(ξst ⊗ ηst )⊗ et.
It is clear that v∗[(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′ , y
j′
l′ ))]v ≥ 0. But
v∗[(Θ(xik, x
j
l ))⊗ (Φ(yi
′
k′ , y
j′
l′ ))]v =
∑
i,j,k,l
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ e(k,i),(l,j)
= [Θ(xik, x
j
l )⊗ Φ(yik, yjl )](k,i),(l,j).
Let 1n be a n× 1 column vector with each entry equal to 1M ⊗ 1N and Ir the r× r identity matrix. Define
an operator w : `r2(H ⊗K)→ `m2 (H ⊗K) by
w = 1n ⊗ Ir =

1n
1n
. . .
1n

.
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w is an m× r matrix. Note that [Θ(xik, xjl )⊗ Φ(yik, yjl )] is an m×m matrix. Then
0 ≤ w∗
[ ∑
i,j,k,l
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ e(k,i),(l,j)
]
w
=
r∑
i,j=1
ni∑
k=1
nj∑
l=1
Θ(xik, x
j
l )⊗ Φ(yik, yjl )⊗ ei,j
=
r∑
i,j=1
Θ⊗ Φ(ξi, ξj)⊗ ei,j ,
which completes the proof.
Lemma 7.23. Let (Tt)t≥0 and (St)t≥0 be standard semigroups with generator A and B acting on finite
von Neumann algebras M and N respectively such that ΓA2 ≥ αΓA in M and ΓB2 ≥ αΓB in N . Then
ΓA⊗I2 ≥ αΓA⊗I , ΓI⊗B2 ≥ αΓI⊗B and ΓA⊗I+I⊗B2 ≥ αΓA⊗I+I⊗B all in M⊗N .
Proof. The first inequality follows from Lemma 7.22 with Θ = ΓA and Φ(y1, y2) = y
∗
1y2. The second
inequality can be shown similarly. For the last one, note that
ΓA⊗I+I⊗B2 − αΓA⊗I+I⊗B
=(ΓA⊗I2 − αΓA⊗I) + (ΓI⊗B2 − αΓI⊗B) + 2ΓA ⊗ ΓB .
Then the first two inequalities and Lemma 7.22 with Θ = ΓA and Φ = ΓB yield the assertion.
Proposition 7.24. Let Aj be self-adjoint generators of standard nc-diffusion semigroups (T
Aj
t ) acting on Nj
and Γ
Aj
2 ≥ αΓAj respectively for j = 1, .., n with the same constant α > 0. Then the tensor product generator
⊗Aj(x1⊗· · ·⊗xn) =
∑
j x1⊗· · ·⊗xj−1⊗Aj(xj)⊗xj+1⊗· · ·⊗xn generates a standard nc-diffusion semigroup
(T
⊗Aj
t ) with
Γ
⊗Aj
2 ≥ αΓ⊗Aj .
Proof. Note that T
⊗Aj
t = T
A1
t ⊗· · ·⊗TAnt . Since (TAjt ) is a standard nc-diffusion semigroup for j = 1, · · · , n,
so is T
⊗Aj
t . We prove the Γ2-condition by induction. The case n = 2 follows from Lemma 7.23. The
general case follows by induction and repeatedly invoking Lemma 7.22 to deal with “cross terms” like
ΓI⊗···Ai···⊗I ⊗ ΓI⊗···Aj ···⊗I .
Example 7.25 (Tensor product of matrix algebras). Let A be the generator of the semigroup Tt acting on
Mn considered in Proposition 7.14. Let Γ be the gradient form associated to
∑m
i=1 I ⊗ · · · ⊗ A ⊗ · · · ⊗ I
where A is in the ith position. Then it follows from Proposition 7.24 that Γ2 ≥ 2+n2n Γ in ⊗mi=1Mn.
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Example 7.26 (Random matrices). Let (Ω,P) be a probability space. Consider I⊗Tt acting on L∞(Ω,P)⊗
Mn where Tt is the semigroup considered in Proposition 7.14. By Lemma 7.23, I ⊗ Tt is a standard nc-
diffusion semigroup and satisfies Γ2 ≥ 2+n2n Γ in L∞(Ω,P)⊗Mn. Hence our results apply for random matrices.
Example 7.27 (Product measure). Here we consider Aj = I − Ej for Ej a conditional expectation on
Nj for j = 1, · · · , n. By example 3.15, Aj generates a standard nc-diffusion semigroup and ΓAj2 ≥ 12ΓAj .
Then we deduce from Proposition 7.24 that ΓA2 ≥ 12ΓA for the tensor product generator A = ⊗Aj . For
x = x1 ⊗ · · · ⊗ xn, put Γj(x, x) = x∗1x1 ⊗ · · · ⊗ ΓAj (xj , xj)⊗ · · · ⊗ x∗nxn. Then we have
Γ(x, x) =
n∑
j=1
Γj(x, x).
We want to investigate an easy consequence of our general theory for the product measure space. Let
(Ωi,Pi), i = 1, · · · , n be a family of probability spaces and denote by (Ω,P) the product probability space.
Then L∞(Ω,P) = ⊗ni=1L∞(Ωi,Pi). Define Ei(f) =
∫
fdPi for f ∈ L∞(Ω,P) and put Ai = I − Ei. Then
Γi(f, f) =
1
2
(|f |2 − f
∫
f¯dPi − f¯
∫
fdPi +
∫
|f |2dPi)
=
1
2
(
|f −
∫
fdPi|2 +
∫ (
|f |2 −
∣∣∣ ∫ fdPi∣∣∣2)dPi).
It is straightforward to check that the fixed point subalgebra of the semigroup e−t(⊗Ai) is C1. Hence
EFixf = Ef for f ∈ L∞(Ω,P) where E is the expectation operator of P. Then (6.12) yields
P(f − E(f) ≥ t) ≤ exp
(
− ct
2
‖∑ni=1 Γi(f, f)‖∞
)
≤ exp
(
− 2ct
2∑n
i=1 ‖f −
∫
fdPi‖2∞ + ‖
∫
(|f |2 − | ∫ fdPi|2)dPi‖∞
)
.
(7.5)
Note that we do not impose any concrete condition on the probability spaces. This shows that the sub-
Gaussian tail behavior is always true for product measures. We do not know whether such results were
known before.
7.2.2 Free products with amalgamation
Here we want to prove that the condition Γ2 ≥ αΓ is stable under free products. Our general reference
is [VDN92]. We need some preliminary facts about free product of semigroups Tt = ∗kTAkt acting on
N := ∗D,kNk with generators Ak acting on von Neumann algebra Nk ⊃ D. Here D is a von Neumann
subalgebra of all Nk. Similar to the tensor products considered before, if (TAkt ) is a standard nc-diffusion
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semigroup for k = 1, · · · , n, so is ∗kTAkt . We assume that Ak commutes with the conditional expectation
E : Nk → D for which we amalgamate and even
AkE = EAk = 0.
Our first task is to calculate the gradient Γ. For simplicity of notation, we always assume the elements we
consider are chosen so that Γ and Γ2 are well-defined. Let us now consider elementary words x = a1 · · · am
and y = b1 · · · bn of mean 0 elements ak ∈ Nik , bk ∈ Njk . Recall that the free product generator is given by
A(b1 · · · bn) =
n∑
l=1
b1 · · · bl−1Ajl(bl)bl+1 · · · bn.
In the future we will ignore the index for A. If we want to apply the free product generator A on the product
x∗y, we have to know the mean 0 decomposition
x∗y =a∗m · · · a∗1b1 · · · bn
=
min(n,m)∑
k=1
a∗m · · · a∗k+1
◦︷ ︸︸ ︷
a∗kE(a
∗
k−1 · · · a∗1b1 · · · bk−1)bk bk+1 · · · bn
+

E(a∗m · · · a∗1b1 · · · bm)bm+1 · · · bn, if m ≤ n,
a∗m · · · a∗n+1E(a∗n · · · a∗1b1 · · · bm), if m > n.
Here x˚ = x− E(x). Let k0 = inf{i ∈ N : ki 6= ji}. The equality Tt(E(x)) = E(x) implies that
A(E(x)y) = lim
t→0
Tt(E(x)y)− E(x)y
t
= E(x)A(y). (7.6)
It is easy to see that all terms containing A(a∗i ), A(bi) for i ≥ k0 will cancel out in Γ(x, y) and thus
2Γ(x, y) =
k0−1∑
i=1
a∗m · · · a∗i+1A(a∗i )ai−1 · · · a∗1b1 · · · bn +
k0−1∑
i=1
a∗m · · · a∗1b1 · · · bi−1A(bi)bi+1 · · · bn
− a∗m · · · a∗k0A(a∗k0−1 · · · a∗1b1 · · · bk0−1)bk0 · · · bn
=2a∗m · · · a∗k0Γ(a1 · · · ak0−1, b1 · · · bk0−1)bk0 · · · bn.
Lemma 7.28. Let ai, bi ∈ Nki be mean 0 elements for i = 1, · · · , r. Then
Γ(a1 · · · ar, b1 · · · br) = a∗rΓ(a1 · · · ar−1, b1 · · · br−1)br + Γ(ar, E(a∗r−1 · · · a∗1b1 · · · br−1)br).
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Proof. Using the mean 0 decomposition, we have
2Γ(a1 · · · ar, b1 · · · br) = A(a∗r)a∗r−1 · · · br−1br + a∗rA(a∗r−1 · · · a∗1)b1 · · · br
+ a∗r · · · a∗1A(b1 · · · br−1)br + a∗r · · · br−1A(br)
−A(a∗r)
( r−1∑
i=1
a∗r−1 · · · a∗i+1
◦︷ ︸︸ ︷
a∗iE(a
∗
i−1 · · · a∗1b1 · · · bi−1)bi bi+1 · · · br−1
)
br
− a∗r
( r−1∑
i=1
a∗r−1 · · · a∗i+1
◦︷ ︸︸ ︷
a∗iE(a
∗
i−1 · · · a∗1b1 · · · bi−1)bi bi+1 · · · br−1
)
A(br)
− a∗rA(a∗r−1 · · · a∗1b1 · · · br−1)br −A(a∗rE(a∗r−1 · · · br−1)br)
=2a∗rΓ(a1 · · · ar−1, b1 · · · br−1)br +A(a∗r)E(a∗r−1 · · · br−1)br
+ a∗rE(a
∗
r−1 · · · br−1)A(br)−A(a∗rE(a∗r−1 · · · br−1)br)
which completes the proof with the help of (7.6).
The recursion formula immediately yields that
Lemma 7.29. Let k0 be as above. Then
Γ(x, y) =
k0−1∑
k=1
Γ(k)[x, y].
where
Γ(k)[x, y] = a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn.
In order to calculate Γ2, we have to analyze
Γ(k)[A(x), y] + Γ(k)[x,A(y)]−AΓ(k)[x, y].
Observe that for j < k all terms containing A(a∗j ) or A(bj) appear inside the conditional expectation E in
Γ(k)[A(x), y] + Γ(k)[x,A(y)] and there is no counterpart in AΓ(k). Hence we find
I(k)(x, y) =a∗m · · · a∗k+1Γ[ak, E(A(a∗k−1 · · · a∗1)b1 · · · bk−1)bk]bk+1 · · · bn
+ a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1A(b1 · · · bk−1))bk]bk+1 · · · bn.
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For k ≤ j < k0 we are left with the following terms
II(k)(x, y) =
k0−1∑
j=k
a∗m · · ·A(a∗j ) · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn
+
k0−1∑
j=k
a∗m · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · ·A(bj) · · · bn
−a∗m · · ·A(a∗k0−1 · · · a∗k+1Γ[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bk0−1) · · · bn
where we understand, when j = k, that A(ak) and A(bk) are inside the Γ-form. Since
Γ[ak, E(a
∗
k−1 · · · a∗1b1 · · · bk−1)bk] ∈ Nik ,
we are in the situation of Lemma 7.28. The recursion formula gives that
II(k)(x, y) =
k0−1∑
j=k+1
Fjk(x, y) + 2a
∗
m · · · a∗k+1Γ2[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn
where
Fjk(x, y) =a
∗
m · · · a∗j+1Γ[aj , E(a∗j−1 · · ·Γ[ak,
E(a∗k−1 · · · a∗1b1 · · · bk−1)bk] · · · bj−1)bj ]bj+1 · · · bn.
Therefore we find Γ2.
Lemma 7.30. Using the above notation, we have
2Γ2(x, y) =
k0−1∑
k=1
Γ(k)[A(x), y] + Γ(k)[x,A(y)]−AΓ(k)[x, y]
=
k0−1∑
k=1
I(k)(x, y) + II(k)(x, y)
In order to show Γ2 ≥ αΓ, we need a technical lemma which is an application of the Hilbert W ∗-module
theory; see [Pas73,Lan95].
Lemma 7.31. Let Φ : A × A → N be a sesquilinear form where A is a separable *-algebra contained in
the domain of Φ and N is a von Neumann algebra. Then Φ is a positive form if and only if there exists a
map v : A → C(N ) such that Φ(x, y) = v(x)∗v(y) for x, y ∈ A where C(N ) = `2 ⊗ N denotes the Hilbert
N -module, or the column space of N .
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Proof. The sufficiency is obvious. Conversely, following the KSGNS construction [Pas73,Lan95], we consider
the algebraic tensor product A⊗N and define 〈∑i xi ⊗ ai,∑j yj ⊗ bj〉 = ∑i,j a∗iΦ(xi, yj)bj for xi, yj ∈ A
and ai, bj ∈ N . Set K = {x ∈ A⊗N : 〈x, x〉 = 0}. Then A⊗N/K is a pre-Hilbert N -module with N -valued
inner product 〈x+K, y +K〉 = 〈x, y〉 for x, y ∈ A⊗N . Let A⊗Φ N be the completion of A⊗N/K. Then
A ⊗Φ N is a Hilbert N -module. Since A is separable, A ⊗Φ N is countably generated. It follows from
[Lan95, Theorem 6.2] that there exists a right module map u : A⊗Φ N → `2 ⊗N such that
∑
i,j
a∗iΦ(xi, yj)bj = 〈u(
∑
i
xi ⊗ ai +K), u(
∑
j
yj ⊗ bj +K)〉.
In particular, Φ(x, y) = u(x⊗ 1 +K)∗u(y⊗ 1 +K). Define v(x) = u(x⊗ 1 +K). This is the desired map.
Remark 7.32. Since we only consider finitely many elements for the sake of positivity of a form in the
following, the separability assumption on A in the previous lemma is automatically satisfied. If we want to
remove separability, we can use the fact that every Hilbert right module over N embeds isometrically in a
self-dual module. Indeed, this follows from [Pas73]. Let us sketch the approach from [JS05]. Consider the
L1/2(N ) module
Y = X ⊗N L1(N ).
Then the antilinear dual Y ∗ is self-dual and obviously contains X isometrically.
By an argument similar to (7.6), we have A1/2(zx) = zA1/2(x) for z ∈ D and x ∈ N . Then for x, y ∈ N ,
τ(zE(A(x)y)) = τ(E(A(zx)y)) = τ(A1/2(zx)A1/2(y)) = τ(zE(A1/2(x)A1/2(y))).
Hence, E(A(x)y) = E(A1/2(x)A1/2(y)) and we find
I(k)(x, y) = 2a∗m · · ·Γ[ak, E(A1/2(a∗k−1 · · · a∗1)A1/2(b1 · · · bk−1))bk]bk+1 · · · bn.
We claim that this is a positive form. Indeed, I(k) is nontrivial only if ak and bk are in the same Nik . Using
Lemma 7.31 with Φ = Γ, we find βk : Nik → C(Nik) such that Γ(a, b) = βk(a)∗βk(b) for a, b ∈ Nik . Similarly
with Φ(x, y) = E(x∗y), we find vk : N → C(D) such that E(x∗y) = vk(x)∗vk(y) for x, y ∈ N . Define
uk(b1 · · · bn) = ei1,··· ,ik ⊗ (βk ⊗ Id)(vk(A1/2(b1 · · · bk−1))bk)bk+1 · · · bn.
Note that by the module property (7.6) Γ(z∗a, b) = Γ(a, zb) for z ∈ D, x, y ∈ Nik . Write vk(x) = (vlk(x))l
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where vlk(x) ∈ D. It follows that
I(k)(x, y) = 2a∗m · · · a∗k+1Γ(ak,
∑
l
vlk[A
1/2(a1 · · · ak−1)]∗vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2
∑
l
a∗m · · · a∗k+1Γ(vlk[A1/2(a1 · · · ak−1)]ak, vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2
∑
l
a∗m · · · a∗k+1βk(vlk[A1/2(a1 · · · ak−1)]ak)∗βk(vlk[A1/2(b1 · · · bk−1)]bk)bk+1 · · · bn
= 2uk(a1 · · · am)∗uk(b1 · · · bn).
By Lemma 7.31, I(k) is a positive form.
Now we claim that Fjk are positive forms for j = k + 1, · · · , k0 − 1. Indeed, define
ujk(b1 · · · bn) =eik+1,··· ,ij ⊗ (βj ⊗ Id)((vj ⊗ Id)[ei1,··· ,ik
⊗ (βk ⊗ Id)[vk(b1 · · · bk−1)bk]bk+1 · · · bj−1]bj)bj+1 · · · bn.
Then similar to the argument for I(k), we find Fjk(x, y) = ujk(a1 · · · am)∗ujk(b1 · · · bn). By Lemma 7.31,
Fjk is a positive form. Hence, we find
II(k)(x, y) ≥ 2a∗m · · · a∗k+1Γ2[ak, E(a∗k−1 · · · a∗1b1 · · · bk−1)bk]bk+1 · · · bn.
Therefore we deduce the main result
Proposition 7.33. Let Aj be self-adjoint generators of standard nc-diffusion semigroups (T
Aj
t ) and Γ
2
Aj
≥
αΓAj respectively for j = 1, .., n with the same constant α > 0. Then the free product generator ∗Aj(a1 · · · an) =∑
j a1 · · · aj−1A(aj)aj+1 · · · an generates a standard nc-diffusion semigroup (T ∗Ajt ) with
Γ2∗Aj ≥ αΓ∗Aj .
Example 7.34. The free product of all the examples considered so far satisfies the Γ2-criterion. In particular,
the free product of matrix algebra ∗iMn admits a standard nc-diffusion semigroup with the Γ2-criterion.
Example 7.35 (Block length function). Consider the free product of groups Gi, G = ∗i∈IGi with the block
length function ψ, i.e.
ψ(gk11 · · · gknn ) = n
for g1 ∈ Gi1 , · · · , gn ∈ Gin , i1 6= i2 6= · · · 6= in and ki ∈ Z. Fix i and denote by λ the left regular
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representation of Gi. Define the conditional expectation E : L(Gi)→ C1 to be
E(λ(g)) = τ(λ(g))1 =

1, if g = e,
0, if g 6= e.
Here e is the identity element of Gi and 1 is the identity element of L(Gi). Example 3.15 says that
Ttλ(g) = e
−t(I−E)λ(g) is a standard nc-diffusion semigroup with Γ2 ≥ 12Γ where
Ttλ(g) =

λ(g), if g = e,
e−tλ(g), if g 6= e.
Since L(G) = ∗i∈IL(Gi), using Proposition 7.33 and the relation λ(g1 · · · gn) = λ(g1) · · ·λ(gn) for g1 ∈
Gi1 , · · · , gn ∈ Gin and i1 6= i2 6= · · · 6= in, we deduce that (T bt ) is a standard nc-diffusion semigroup acting
on L(G) with Γ2 ≥ 12Γ where
T bt (λ(g
k1
1 · · · gknn )) = e−tnλ(gk11 · · · gknn ).
Clearly, the infinitesimal generator of T bt is the block length function. In particular, for Gi = Z we find a
standard nc-diffusion semigroup acting on L(Fn) which is different from the one considered in Section 7.1.1.
In fact, our result applies even for free product of groups with amalgamation in general.
7.3 The classical diffusion processes
We consider classical diffusion semigroups in this section. As explained in Theorem 3.13, we have stronger
results in the this setting thanks to the better constant in the commutative BDG inequality. This may be
regarded as a shortcut of the following implication in the classical diffusion setting
Γ2-criterion⇒ log-Sobolev inequality⇒ subgaussian Poincare´ inequalities. (7.7)
Here the first implication was due to Bakry–Emery [BE´85] and the second was due to Aida–Stroock [AS94].
7.3.1 Ornstein–Uhlenbeck process in Rd
Let us start with Ornstein-Uhlenbeck process whose infinitesimal generator is −A = ∆ − x · ∇ in Rd. We
refer the readers to e.g. [Led00] for the facts we state in this section. Let Tt = e
−tA be the semigroup
generated by A and γ denote the canonical Gaussian measure on Rd with density (2pi)−d/2e−|x|2/2. It is well
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known that γ is an invariant measure of Tt and
Ttf(x) =
∫
Rd
f(e−tx+ (1− e−2t)1/2y)dγ(y).
Let A = C∞c (Rd), the compactly supported smooth functions. Clearly A is weakly dense in N = L∞(Rd, γ)
and Tt is self-adjoint with respect to γ. Clearly A is dense in Dom(A1/2) in the graph norm. Note that
Γ(f, f) = |∇f |2 and that for f ∈ Dom(A1/2)
‖Γ(f, f)‖1 = 〈A1/2f,A1/2f〉L2(Rd,γ).
Therefore (Tt) is a standard nc-diffusion semigroup satisfying the assumptions in Lemma 3.10. It is easy to
check that
Γ2(f, f) = |∇f |2 + ‖Hess f‖2HS ≥ Γ(f, f), f ∈ C∞c (Rd).
Here Hess f denotes the Hessian of f and ‖ · ‖HS denotes the Hilbert–Schmidt norm. Note that Af = 0 only
if f is a constant. Thus the fixed point algebra is trivial. Theorem 3.13 with α = 1 immediately leads to
the following result.
Corollary 7.36. Let 2 ≤ p < ∞. Then there exist a constant C such that for all real valued functions
f ∈W 1,p(Rd, γ) ∥∥∥f − ∫ fdγ∥∥∥
Lp(Rd,γ)
≤ C√p‖|∇f |‖Lp(Rd,γ) (7.8)
where W 1,p(Rd, γ) denotes the Sobolev space consisting of all Lp(Rd, γ) functions with first order weak deriva-
tives also in Lp(Rd, γ).
This result can be generalized to infinite dimension. Let (W,H, µ) be an abstract Wiener space and L
the Ornstein–Uhlenbeck operator on W . Then it can be checked that the gradient form associated with L
satisfies
Γ2(F, F ) = (∇F,∇F ) + ‖∇2F‖2HS ≥ Γ(F, F )
for F (w) ∈ Cylin(W ), the cylindrical functions on W . Based on standard facts from Malliavin calculus, an
argument similar to the Rd case shows that the Ornstein–Uhlenbeck semigroup Tt is a standard nc-diffusion
semigroup satisfying the assumptions in Lemma 3.10. Moreover, the fixed point algebra Fix is trivial. See
[Fan05,Nua06] for more details. Hence our Poincare´ type inequality (7.8) holds in this setting.
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7.3.2 Diffusion processes on Riemannian manifolds
Consider an elliptic differential operator−A on a connected smooth manifoldM of dimension d with invariant
probability measure µ on Borel sets which is equivalent to Lebesgue measure. We can write it in a local
coordinate chart as
−Af(x) =
∑
i,j
gij
∂2f
∂xi∂xj
(x) +
∑
i
bi
∂f
∂xi
(x)
where gij and bi are smooth functions and (gij) is a positive semidefinite matrix. The inverse of (gij) then
defines a Riemannian metric. It can be checked that
Γ(f, h) =
∑
ij
gij
∂f
∂xi
∂h
∂xj
for all f, h ∈ C∞c (M). To give an example, we take −A = ∆ +Z where ∆ is the Laplace–Beltrami operator
on a stochastically complete Riemannian manifold and Z is a C1-vector field on a Riemannian manifold M
such that
Ric(X,X)− 〈∇XZ,X〉 ≥ α|X|2, X ∈ TM (7.9)
for some α > 0. By the Bochner identity, this inequality is equivalent to (see for example [Wan04])
Γ2(f, f) ≥ αΓ(f, f), f ∈ C∞(M).
Take A = C∞c (M) and Tt = e−tA. The following result follows from Theorem 3.13 and the martingale
problem on differentiable manifolds [Hsu02].
Corollary 7.37. Assume (7.9) and the following conditions
1.
∫
Tt(f)gdµ =
∫
fTt(g)dµ (i.e. Tt is symmetric);
2. |∇f | ∈ L2(M,µ) whenever 〈A1/2f,A1/2f〉 <∞.
Then for all 2 ≤ p <∞ and real valued functions f ∈W 1,p(M,µ),
‖f − EFixf‖Lp(M,µ) ≤ C
√
p/α‖ |∇f | ‖Lp(M,µ) (7.10)
where W 1,p(M,µ) is the Sobolev space on the Riemannian manifold M .
Remark 7.38. Since compactly supported smooth functions are dense in the graph norm of A1/2, the work
of Cipriani and Sauvageot [CS03] shows that Condition (2) is automatically satisfied.
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Functional inequalities related to diffusion processes on Riemannian manifolds have been studied exten-
sively; see [Wan05] for more details on this subject. To give an even more concrete example, let ν be the
normalized volume measure and µ(dx) = e−V (x)ν(dx) a probability measure for V ∈ C2(M). Suppose (7.9)
holds. It is clear that the semigroup Tt with generator −A = ∆−∇V ·∇ fulfills the assumptions of Corollary
7.37 and the fixed point algebra is trivial. It follows that
‖f −
∫
fdµ‖Lp(M,µ) ≤ C
√
p/α‖ |∇f | ‖Lp(M,µ).
This improves X.-D. Li’s result [Li08, Theorem 1.2, Theorem 5.2] for p ≥ 2 which was proved by using his
sharp estimate of the Lp-norm of Riesz transform. Indeed, his Poincare´ inequality has constant p/
√
α.
Remark 7.39. (7.10) is true only for scalar-valued functions. If one is interested in some noncommutative
objects, e.g., matrix-valued functions on manifolds or free product of manifolds, one has to apply the non-
commutative theory and then the Poincare´ inequalities are in the form of Theorem 3.8. Of course, the
deviation and the transportation inequalities still hold in all those situations.
7.3.3 Γ2-criterion, spectral gap and Lp Poincare´ inequalities
As explained above, the spectral gap may lead to the Lp Poincare´ inequalities with constant Cp under certain
conditions. Our first example illustrates that even in the classical diffusion setting one can not achieve C
√
p
assuming only the existence of spectral gap.
Example 7.40 (Spectral gap is not sufficient). Consider the double exponential distribution on R given by
µ(dx) = 12e
−|x|dx. There exists a semigroup Tt which is symmetric on L2(R, µ) with generator given by
−A = d
2
dx2
− sgn(x) d
dx
on compactly supported smooth functions f with f ′(0) = 0, where sgn(x) is the sign of x. Clearly such
functions are dense in L2(R, µ). It was shown in [BL97] that µ satisfies the L2 Poincare´ inequality. However,
it is easy to see that the Lp Poincare´ inequalities (1.1) cannot hold by testing f(x) = x. By (7.7), the
semigroup (Tt) has to fail the Bakry–Emery Γ2-condition. In this way, one can come up with a family of
diffusion processes for which Bakry–Emery’s condition fails. Indeed, let µα(x) =
1
Cα
e−|x|
α
dx for 1 ≤ α < 2
on R where Cα is a normalizing constant. Consider
−Aα = d
2
dx2
− α|x|α−1 sgn(x) d
dx
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on compactly supported smooth functions f with f ′(0) = 0. −Aα generates a symmetric semigroup Tαt
on L2(R, µα). The corresponding Markov process is a diffusion process. All these Tαt for 1 ≤ α < 2
will fail (1.1), and thus fail Bakry–Emery’s Γ2-criterion. In fact, in this case, Γ(f, f)(x) = |f ′(x)|2 but
Γ2(f, f)(x) = α(α − 1)|x|α−2|f ′(x)|2 for x 6= 0. Observe that we have only Γ2(f, f) ≥ 0, but the spectral
gap still exists by the same argument as for [BL97, Lemma 2.1]. Hence by, e.g., [Mil09, Proposition 2.5], Tαt
satisfies the Lp Poincare´ inequalities with constants Cp.
Our second example is meant to clarify the subgaussian behavior we discuss here via Lp Poincare´ in-
equalities is a condition on the semigroup (or its generator), not on the (noncommutative) probability space.
Example 7.41. Consider the exponential distribution on [0,+∞) given by µ(dx) = e−xdx. By [KS85], there
is a conservative Markov semigroup which is symmetric in L2([0,∞), µ) with generator−A = x d2dx2 +(1−x) ddx .
A calculation shows that
Γ2(f, f)(x)− Γ(f, f)(x) = (xf ′′(x) + f ′(x)/2)2 + f ′(x)2/4 ≥ 0
for all compactly supported smooth functions f . Since −A generates a diffusion process, by [AS94, JZ14],
we have (1.1). Note that the exponential distribution is not subgaussian in the sense of [Ver12] because
‖X‖p = Γ(p+1)1/p ∼ p where the law ofX is µ. This means that the semigroups could satisfy the subgaussian
Poincare´ inequalities even though its invariant measure is not a subgaussian distribution. Roughly speaking,
the gradient form in (1.1) will provide another factor which compensates the factor
√
p. For instance, in our
example here, if f(x) = x, then Γ(f, f)1/2 =
√
x.
Remark 7.42. The above examples showed that the Lp Poincare´ inequalities provide more information
than the moment estimates of probability measures. Indeed, the exponential distribution and the double
exponential distribution have the same decay at +∞. But there exist different semigroups such that the Lp
Poincare´ inequalities (1.1) may or may not hold.
It is also interesting to compare (1.1) and the log-Sobolev inequality in deducing concentration inequali-
ties. On one hand, it is known (see [AS94]) that log-Sobolev inequality implies (1.1) in the classical diffusion
setting while it was shown in [JZ14] that in general non-diffusion situation, (1.1) may still hold when the
log-Sobolev inequality fails. One can deduce concentration results from (1.1). On the other hand, although
the spectral gap itself is not sufficient to give the subgaussian Lp Poincare´ inequalities (1.1) as shown in
Example 7.40, Bobkov and Ledoux showed in [BL97] that the exponential distribution satisfies a modified
version of log-Sobolev inequality. From here, they proved concentration inequalities (see also [BG99]). It
seems from the above discussion that the log-Sobolev inequality and the Lp Poincare´ inequalities are both
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useful in their own right and cannot entirely replace each other.
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