We consider a class of Random Dynamical Systems and prove that its invariant measure has a Lipschitz disintegration. As a consequence, we prove exponential decay of correlations over regular observables. Both results are obtained as an application of spectral gap for its transfers operator which is also proved in the paper.
Introduction
Given a physical measure of a dynamics, it is important to answer the question: how much regular is it? And this sort of issue can be seen under "different" viewpoints. For instance, if the measure is absolutely continuous w.r. to a reference measure, you can ask about the regularity of its derivative (see [32] ). If otherwise the is no reference, information about the regularity of the disintegration w.r. a regular measurable partition is useful (see [18] ).
The regularity of the disintegration was studied in [18] , [19] and also in [22] and [6] . In [18] , the authors obtained a Bounded Variation regularity, for the disintegration of the physical measure of Lorenz-like maps, for a certain topology. This property was used to prove stability of the physical measure of Lorenz-like maps under deterministic perturbations and other statistical results. While in [19] the authors proved Holder regularity for the disintegration of the physical measure, for a class of piecewise (possibly with discontinuities) partially hyperbolic maps, semi-conjugated to a non uniformly expanding map. They used this fact to obtain exponential decay of correlations, for Holder observables and others limit theorems.
In this paper we obtain some ergodic and statistical properties for a class of random dynamical systems. We prove that, in the topology defined by the Wasserstein-Kantorovich like metric, the conditional measures of the disintegration of the physical measure varies in a Lipschitz manner with respect to the variation on the basis (identified here with the space of the atoms of the partition that provides the disintegration), which is a space of sequences. Besides that, as a consequence, we get exponential decay of correlations over Lipschitz observables. It worth mention that, some results on hyperbolic iterated functions systems (IFS) are also provided and other ones are conjectured.
All these facts are obtained as a consequence of a more general result, which has many other implications: a spectral gap for the transfer operator associated with a contracting fiber skew product where the basis is a subshift of finite type. And this major property is reached by a functional analytic approach, where the general ideas was introduced by [18] , which essentially consists in the construction of suitable anisotropic norms on a vector spaces os measures, where the action of the transfer operator has a nice asymptotic behaviour Plan of the paper. The paper is structured as follows:
• Section 2: we introduce the kind of systems we consider in the paper.
Essentially, it is a class of systems of the type (F (x, y) = (σ(x), G(x, y))).
Here and until section 7, where more regularity is required, we do not require any kind of regularity on G in the horizontal direction (for the functions x −→ G(x, y), y fixed); • Section 3: we introduce the functional spaces used in the paper and discussed in the last paragraph; • Section 4: we show the basic properties of the transfer operator of F when applied to these spaces. In particular we see that there is an useful "Perron-Frobenius"-like formula (see Proposition 4.2); • Section 5: we discuss the basic properties of the iteration of the transfer operator on the spaces we consider. In particular, we prove a Lasota-Yorke inequality and a convergence to equilibrium statement (see Propositions 5.7 and 5.8);
• Section 6: we use the convergence to equilibrium and the Lasota-Yorke inequalities to prove the spectral gap for the transfer operator associated to the system restricted to a suitable strong space (see Theorem 6.1); • Section 7: we consider a similar system with some more regularity on the family of functions {G(·, y)} y∈K , x −→ G(x, y): there exists a partition (cylinders) P = P 1 , · · · , P deg(σ) , such that the restriction of the function x −→ G(x, y) to P i is k y,i -Lipschitz, where the family {k y,i } y∈K is bounded, and it holds for all i. For this sort of system, we prove a stronger regularity result for the iteration of probability measures (see Theorem 7.7 and Remark 7.8) and show that the F -invariant physical measure has a Lipschitz disintegration along the stable fibers (see Theorem 7.10); • Section 8: we use the Lipschitz regularity of the physical measure established in section 7, to prove that the abstract set of functions on which the system has decay of correlations (see 
where θ ∈ (0, 1) and δ is defined by δ(x, y) = 1 if x = y and δ(x, y) = 0 if x = y. We take a Markov measure associated to (Σ + A , σ) and denote it by m. For a function ϕ : Σ + A −→ R we denote its Lipschitz constant by |ϕ| θ , i.e. |ϕ| θ := sup
In this case, we know that the shift map σ :
The unique operator Pσ : L 1 (m) −→ L 1 (m) such that for all ϕ ∈ L 1 (m) and for all ψ ∈
where the spectral radius of N σ is smaller than 1, that is, ρ(N σ ) < 1, and Π σ is a projection (Π 2 σ = Π σ ). So, there are D > 0 and r ∈ (0, 1) such that for every ϕ ∈ ker(Π σ ) it holds || Pσ ϕ|| θ ≤ Dr n ||ϕ|| θ , ∀n ≥ 0.
2.0.2. Contracting Fiber Maps. Fix a compact metric space (K, d) with its Borel's sigma algebra and let F be the map F :
where G : Σ + A ×K −→ K will be uniformly contracting on m-a.e fiber γ x = {x}×K. By simplicity, henceforth γ stands for a generic leaf, instead of γ x . Moreover, to avoid multiplicative constants, we suppose that diam(K) = 1.
Throughout the paper, we shall denote by π 1 and π 2 be the projections on Σ + A and K, respectively. We denote by f µ the measure f µ(E) = E f dµ.
We suppose that F s is contracted: there exists 0 < α < 1 such that for all
Example 1. Let I 1 , · · · , I d be closed and disjoint intervals in R and let I be the convex hull of them. Consider g : I 1 ∪...∪I d −→ I such that |g ′ | ≥ λ > 1 and g(I i ) = I diffeomorphically for all i = 1, ..., d. Set f i := (g| Ii ) −1 :
where a ij = 1 for all i, j ∈ {1, 2, ..., d} and G :
). We note that by the assumptions, the Mean Value Theorem implies
this shows that G1 is satisfied, where K = I and α = λ −1 .
Statement of the Main Results.
Here we expose the main results of this work. The first one guaranties existence and uniqueness for the F -invariant measure in the space S ∞ (see equation (12)). Theorem 2.1. If F satisfies (G1), then the unique invariant probability for the system F :
Next result shows that the transfer operator acting on the space S ∞ is quasicompact. This sort of result has many consequences for the dynamic and it implies several limit theorems. For instance, we obtain an exponential rate of convergence for the limit lim C n (f, g) = 0,
where
Theorem 2.2 (Spectral gap). If F satisfies (G1), then the operator F * : S ∞ −→ S ∞ can be written as
where a) P is a projection i.e. P 2 = P and dim Im(P)
The following theorem is an estimate for the Lipschitz constant (see equation (28) in Definition 7.2) of the disintegration of the unique F -invariant measure µ 0 in S ∞ . This kind of result has many applications and similar estimations (for other systems) were given in [18] , [6] , [19] . In [18] , for instance, they use the regularity of the disintegration to prove stability of the F -invariant measure under a kind of ad-hoc perturbation. Here, we use this result to show that the abstract set Θ µ 0 , defined by equation (4) contains the Lipschitz functions. Theorem 2.3. Suppose that F satisfies (G1) and (G2). Let µ 0 be the unique F -invariant probability measure in S ∞ . Then µ 0 ∈ L + θ and
The following is a consequence of all previous theorems. It shows that the system F has exponential decay of correlations (lim C n (f, g) = 0 exponentially fast) for Lipschitz observables f, g.
Theorem 2.4. Suppose that F satisfies (G1) and (G2). For all Lipschitz functions g, f ∈ F (Σ + A × K), it holds
where ξ and K are from Theorem 6.1 and |g| θ := |g| ∞ + L θ (g).
Preliminares
Rokhlin's Disintegration Theorem. Now we give a brief introduction about disintegration of measures. Consider a probability space (Σ, B, µ) and a partition Γ of Σ by measurable sets γ ∈ B. Denote by π : Σ −→ Γ the projection that associates to each point x ∈ Σ the element γ x of Γ which contains x, i.e. π(x) = γ x . Let B be the σ-algebra of Γ provided by π. Precisely, a subset Q ⊂ Γ is measurable if, and only if, π −1 (Q) ∈ B. We define the quotient measureμ on Γ byμ(Q) = µ(π −1 (Q)).
The proof of the following theorem can be found in [35] , Theorem 5.1.11.
Theorem 3.1. (Rokhlin's Disintegration Theorem) Suppose that Σ is a complete and separable metric space, Γ is a measurable partition 2 of Σ and µ is a probability on Σ. Then, µ admits a disintegration relatively to Γ, i.e. a family {µ γ } γ∈Γ of probabilities on Σ and a quotient measureμ = π * µ such that:
The proof of the following lemma can be found in [35] , proposition 5.1.7. Let AB be the set
Given a probability measure µ ∈ AB, theorem 3.1 describes a disintegration {µ γ } γ ,μ along F s (see (2)) 3 by a family {µ γ } γ of probability measures on the stable leaves and, since µ ∈ AB,μ can be identified with a non negative marginal density φ 1 : Σ + A −→ R, defined almost everywhere, with |φ 1 | 1 = 1. For a positive measure µ ∈ AB we define its disintegration by disintegrating the normalization of µ. In this case, it holds |φ 1 | 1 = µ(Σ).
Let π 2,γ : γ −→ K be the restriction π 2 | γ , where π 2 : Σ −→ K is the projection on K and γ ∈ F s . Definition 3.3. Given a positive measure µ ∈ AB and its disintegration along the stable leaves F s , {µ γ } γ ,μ = φ 1 m we define the restriction of µ on γ as the positive measure µ| γ on K (not on the leaf γ) defined for all mensurable set E ⊂ K by µ| γ (E) := π * 2,γ (φ 1 (γ)µ γ )(E).
Lemma 3.4. If µ ∈ AB, then for each measurable set E ⊂ K, the functionc : Σ + A −→ R, given byc(γ) = µ| γ (E), is measurable. 2 We say that a partition Γ is measurable if there exists a full measure set M 0 ⊂ Σ s.t.
restricted to M 0 , Γ = ∞ n=1 Γn, for some increasing sequence Γ 1 ≺ Γ 2 ≺ · · · ≺ Γn ≺ · · · of countable partitions of Σ. Furthermore, Γ i ≺ Γ i+1 means that each element of P i+1 is a subset of some element of Γ i .
3 By lemma 3.2, the disintegration of a measure µ is theμ-unique (μ = φ 1 m) measurable family ({µ γ }γ , φ 1 m) such that, for every measurable set E ⊂ Σ it holds
We also remark that, in our context, Γ and π of theorem 3.1 are respectively equal to F s and π 1 , defined by π 1 (γ, y) = γ, where γ ∈ Σ + A and y ∈ K.
Proof. For a given µ ∈ AB, by Theorem 3.1, we have that the function γ → µ γ (E) is measurable. Moreover, φ 1 is measurable. Since,
For a given signed measure µ ∈ AB and its Jordan decomposition µ = µ + − µ − , define the restriction of µ on γ by (7) µ| 
be a compact metric space, g : X −→ R be a Lipschitz function and let L(g) be its best Lipschitz constant, i.e.
Definition 3.6. Given two signed measures µ and ν on X, we define a Wasserstein-Kantorovich Like distance between µ and ν by
From now on, we denote (9) ||µ|| W := W 0 1 (0, µ). As a matter of fact, || · || W defines a norm on the vector space of signed measures defined on a compact metric space. We remark that this norm is equivalent to the dual of the Lipschitz norm.
Remark 3.7. From now on, we denote ||µ| γ || W :
It is straightforward to show that (L ∞ , || · || ∞ ) and (S ∞ , || · || S ∞ ) are normed vector spaces, see for instance [34] . Consider SB(K) with the Borel's sigma algebra generating with the Wasserstein-Kantorovich Like metric. We have that the map c :
is a measurable function. In fact, just note that by 3.1 the map γ → µ γ from Σ to SB(Σ), φ is a measurable function and π * 2,γ : SB(Σ) → SB(K) is a contraction.
Transfer operator associated to F
Consider the transfer operator F * associated with F , that is, F * is given by
for each signed measure µ ∈ SB(Σ) and for each measurable set E ⊂ Σ.
Moreover,
is understood to be zero outside σ i (P i ) for all i = 1, · · · , q). Here and above, χ A is the characteristic function of the set A.
Proof. By the uniqueness of the disintegration (see Lemma 3.2 ) to prove Lemma 4.1, is enough to prove the following equation
for a measurable set E ⊂ Σ. To do it, let us define the sets
The following properties can be easily proven:
Using the change of variables γ = σ i (β) and the definition of ν γ (see (15) ), we have
And the proof is done.
As said in Remark 3.1, Proposition 11.7 yields that the restriction µ| γ does not depend on the decomposition. Thus, for each µ ∈ L ∞ , since F * µ can be decomposed as F * µ = F * (µ + ) − F * (µ − ), we can apply the above Lemma to F * (µ + ) and F * (µ − ) to get the following 
2,γ . Then, for each µ ∈ L ∞ and for almost all γ ∈ Σ + A (interpreted as the quotient space of leaves) it holds
By definition, it is not hard to see that for every γ we have that
Basic properties of the norms and convergence to equilibrium
In this section, we show important properties of the norms and their behavior with respect to the transfer operator. In particular, we show that the L ∞ norm is weakly contracted by the transfer operator. We prove a Lasota-Yorke like inequality and exponential a convergence to equilibrium statement. All these properties will be used in next section to prove a spectral gap statement for the transfer operator.
Proposition 5.1 (The weak norm is weakly contracted by F * ). Suppose that F satisfies (G1). If µ ∈ L ∞ then
In the proof of the proposition we will use the following lemma about the behavior of the || · || W norm (see equation (9)) after a contraction. It says that a contraction cannot increase the || · || W norm.
Lemma 5.2. For every µ ∈ AB and a stable leaf γ ∈ F s , it holds
In particular, since F * µ is also a probablity we have that || F * µ|| W = 1.
Proof. (of Lemma 5.2) Indeed, since F γ is an α-contraction, if |g| ∞ ≤ 1 and Lip(g) ≤ 1 the same holds for g • F γ . Since
taking the supremum over |g| ∞ ≤ 1 and Lip(g) ≤ 1 we finish the proof of the inequality.
In order to prove equation (21), consider a probability measure µ on K and a Lipschitz function g : K −→ R, such that ||g|| ∞ ≤ 1 and L(g) ≤ 1. Therefore, | gdµ| ≤ ||g|| ∞ ≤ 1, which yields ||µ|| W ≤ 1. Reciprocally, consider the constant function g ≡ 1. Then 1 = | gdµ| ≤ ||µ|| W . These two facts proves equation (21) . Now we are ready to prove Proposition 5.1.
Proof. (of Proposition 5.1 )
In the following, we consider for all i, the change of variable y = σ i (x), where σ i is the restriction of σ on the cylinder [0|i]. Moreover, for a given signed measure µ, we denote the function γ −→ ||µ| γ || W by c(γ), i.e, c(γ) = ||µ| γ || W . Thus, Lemma 5.2 and equation (17) yield
The following proposition shows a regularizing action of the transfer operator with respect to the strong norm. Such inequalities are usually called Lasota-Yorke or Doeblin-Fortet inequalities.
5.1.
Convergence to equilibrium. In general, we say that the a transfer operator F * has convergence to equilibrium with at least speed Φ and with respect to the norms || · || S ∞ and || · || ∞ , if for each µ ∈ V, where
and Φ(n) −→ 0 as n −→ ∞.
Remark 5.3. We observe that, V contains all zero average signed measure (µ(Σ) = 0). Indeed, if µ(Σ) = 0 (we remember that
Next, we prove that F * has exponential convergence to equilibrium. This is weaker with respect to spectral gap. However, the spectral gap follows from the above Lasota-Yorke inequality and the convergence to equilibrium. To do it, we need some preliminary lemma and the following is somewhat similar to Lemma 5.2 considering the behaviour of the || · || W norm after a contraction. It gives a finer estimate for zero average measures. The following Lemma is useful to estimate the behaviour of our W norms under contractions.
Lemma 5.4. If F satisfies (G1), then for all signed measures µ on K and for all
And taking the supremum over |g| ∞ ≤ 1 and Lip(g) ≤ 1, we have || F * γ µ|| W ≤ α||µ|| W + µ(K). In particular, if µ(K) = 0, we get the second part. 5.2. L ∞ norms. In this section we consider an L ∞ like anisotropic norm. We show how a Lasota Yorke inequality can be proved for this norm too.
Proof. Let σ i be the branches of σ, for all i = 1 · · · q. Applying Lemma 5.4 on the third line below and using the facts that µ| σ −1
Iterating the main inequality of the previous lemma one obtains
where φ 1 is the marginal density of µ.
Proof. Below we shall use the spectral gap for Pσ
Proposition 5.8 (Exponential convergence to equilibrium). Suppose that F satisfies (G1). There exist D 2 ∈ R and 0 < β 1 < 1 such that for every signed measure µ ∈ V (see equation (22)), it holds
for all n ≥ 1.
Proof. Given µ ∈ V and denoting φ 1 := π * 1 µ dm , it holds that φ ∈ Ker(Π σ ). Thus, || P n σ (φ 1 )|| θ ≤ Dr n ||φ 1 || θ for all n ≥ 1, therefore || P n σ (φ 1 )|| θ ≤ Dr n ||µ|| S ∞ for all n ≥ 1.
Let l and 0 ≤ d ≤ 1 be the coefficients of the division of n by 2, i.e. n = 2l + d. Thus, l = n−d 2 (by Proposition 5.1, we have || F * s µ|| ∞ ≤ ||µ|| ∞ , for all s ∈ N, and ||µ|| ∞ ≤ ||µ|| S ∞ ) and by Corollary 5.6, it holds (below, set β 1 = max{ √ r, √ α} and
, which does not depend on n.
Remark 5.9. We remark that the rate of convergence to equilibrium, β 1 , for the map F found above, is directly related to the rate of contraction, α, of the stable foliation, and to the rate of convergence to equilibrium, r, of the induced basis map T . More precisely, β 1 = max{ √ α, √ r}. Similarly, we have an explicit estimate for the constant D 2 , provided we have an estimate for D in the basis map 4 .
Let µ 0 be the F -invariant probability measure constructed by lifting m as an application of Theorem 10.3. By construction, it holds d(π * 1 µ 0 )/dm = 1 ∈ F + θ . This motivates the following proposition.
Proposition 5.10. If F satisfies (G1), then the unique invariant probability for the system F :
Proof. Let µ 0 be the F -invariant measure such that
For the uniqueness, if µ 0 , µ 1 ∈ S ∞ are F -invariant probabilities, i.e. µ 0 (Σ) = µ 1 (Σ) = 1, then by Remark 5.3, µ 0 − µ 1 ∈ V. By Proposition 5.8, F * n (µ 0 − µ 1 ) → 0 in L ∞ . Therefore, µ 0 − µ 1 = 0.
Example 2. (Iterated Function Systems) Let φ 1 , φ 2 , · · · , φ N be a finite family of contractions φ i : K −→ K, i = 1, · · · , N . In [17] , Hutchinson, J.E. proved the existence of an invariant measure: a measure µ on K which satisfies the relation
where (p 1 , p 2 , · · · , p N ) is a probability vector, N 1 p i = 1. Moreover, if m is the Bernoulli measure defined by p 1 , · · · , p N , then the product m × µ is invariant by the skew product F : z) ), 4 It can be difficult to find a sharp estimate for D. An approach allowing to find some useful upper estimates is shown in [21] where G(x, z) := φ x0 (z). Since the measure m × µ belongs to S ∞ , the Proposition 5.10, yields that
We believe that, following the ideas of [18] , its prossible to prove statistical stability (computing the modulus of continuity), for the Hutchinson's measure µ, under deterministic perturbations of the IFS.
Spectral gap
In this section, we prove a spectral gap statement for the transfer operator applied to our strong spaces. For this, we will directly use the properties proved in the previous section, and this will give a kind of constructive proof. We remark that, we cannot appy the traditional Hennion, or Ionescu-Tulcea and Marinescu's approach to our function spaces because there is no compact immersion of the strong space into the weak one. This comes from the fact that we are considering the same "dual of Lipschitz"distance in the contracting direction for both spaces. Proof. First, let us show there exist 0 < ξ < 1 and K 1 > 0 such that, for all n ≥ 1, it holds
Indeed, consider µ ∈ V (see equation (22)) s.t. ||µ|| S ∞ ≤ 1 and for a given n ∈ N let m and 0 ≤ d ≤ 1 be the coefficients of the division of n by 2, i.e. n = 2m + d. Thus m = n−d 2 . By the Lasota-Yorke inequality (Proposition 5.7) we have the uniform bound || F * n µ|| S 1 ≤ 2 + B 4 for all n ≥ 1. Moreover, by Propositions 5.8 and 5.1 there is some D 2 such that it holds (below, let λ 0 be defined by λ 0 = max{β 1 , θ})
. Thus, we arrive at
Now, recall that F * : S ∞ −→ S ∞ has an unique fixed point µ 0 ∈ S ∞ , which is a probability (see Proposition 5.10). Consider the operator P : S ∞ −→ [µ 0 ] ([µ 0 ] is the space spanned by µ 0 ), defined by P(µ) = µ(Σ)µ 0 . By definition, P is a projection and dim Im(P ) = 1. Define the operator
Thus, we set N = F * • S and observe that, by definition, P N = N P = 0 and F * = P + N. Moreover, N n (µ) = F * n (S(µ)) for all n ≥ 1. Since S is bounded and S(µ) ∈ V, we get by (26) 
Remark 6.2. We remark, the constant ξ for the map F , found in Theorem 6.1, is directly related to the coefficients of the Lasota-Yorke inequality and the rate of convergence to equilibrium of F found before (see Remark 5.9). More precisely, ξ = max{ √ λ, β 1 }. We remark that, from the above proof we also have an explicit estimate for K in the exponential convergence, while many classical approaches are not suitable for this.
Consequences

Lipschitz regularity of the disintegration of the invariant measure.
We have seen that a positive measure on Σ + A × K, can be disintegrated along the stable leaves F s in a way that we can see it as a family of positive measures on K, {µ| γ } γ∈F s . Since there is a one-to-one correspondence between F s and Σ + A , this defines a path in the metric space of positive measures, Σ + A −→ SB(K), where SB(Σ + A ) is endowed with the Wasserstein-Kantorovich like metric (see definition 3.6). It will be convenient to use a functional notation and denote such a path by Γ µ : Σ + A −→ SB(K) defined almost everywhere by Γ µ (γ) = µ| γ , where ({µ γ } γ∈Σ + A , φ 1 ) is some disintegration for µ. However, since such a disintegration is defined µ-a.e. γ ∈ Σ + A , the path Γ µ is not unique. For this reason we define more precisely Γ µ as the class of almost everywhere equivalent paths corresponding to µ. 
where ω ranges on all the possible disintegrations of µ and Γ ω µ : Σ + A −→ SB(Σ + A ) is the map associated to a given disintegration, ω:
Let us call the set on which Γ ω µ is defined by I Γ ω µ ⊂ Σ + A . Definition 7.2. Given a disintegration ω of µ and its functionoal representation Γ ω µ we define the Lipschitz constant of µ associated to ω by
By the end, we define the Lipschitz constant of the positive measure µ by
Remark 7.3. When no confusion can be done, to simplify the notation, we denote Γ ω µ (γ) just by µ| γ . From now o, we suppose that G satisfies the additional hypothesis where H = diam(I) θ < ∞. Since the constant H found here does not depend on z, the previous computation shows that G2 is also satisfied. L + θ = {µ ∈ AB : µ ≥ 0, |µ| θ < ∞}. For the next lemma, for a given path, Γ µ which represents the measure µ, we define for each γ ∈ I Γ ω µ ⊂ Σ + A , the map
Lemma 7.5. If F satisfies (G1) and (G2), then for all representation Γ µ of a positive measure µ ∈ L + θ , it holds (32) |µ F | θ ≤ |µ| ω θ + H||µ|| ∞ .
Proof.
Thus,
Therefore,
For the next proposition and henceforth, for a given path Γ ω µ ∈ Γ µ (associated with the disintegration ω = ({µ γ } γ , φ 1 ), of µ), unless written otherwise, we consider the particular path Γ ω F * µ ∈ Γ F * µ defined by the Proposition 4.2, by the expression
where g i (γ) = 1 J m,σi (γ) for all i = 1, · · · , N . We recall that, Γ ω µ (γ) = µ| γ := π 2 * (φ 1 (γ)µ γ ) and in particular Γ ω F * µ (γ) = (F * µ)| γ = π 2 * (P σ φ 1 (γ)µ γ ), where φ 1 = dπ 1 * µ dm and Pσ is the Perron-Frobenius operator of f . Proposition 7.6. If F satisfies (G1) and (G2), then for all representation Γ µ of a positive measure µ ∈ L + θ , it holds
Proof. Below we use the notation g j (γ) = 1 J m,σj (γ) and for a given sequence γ = (x i ) i∈Z + ∈ Σ + A we denote by jγ = (y i ) i∈Z + the sequence defined by y 0 = x 0 and y i = x i−1 for all i ≥ 1. In this case, it is easy to see that d θ (jγ 1 , jγ 2 ) = θd θ (γ 1 , γ 2 ) for all γ 1 , γ 2 ∈ Σ + A . We divide the proof of the proposition in two parts. Fist we consider two sequences γ 1 = (x i ) i∈Z + and γ 2 = (y i ) i∈Z + such that x 0 = y 0 . By Proposition 4.2 (and equation (34)), we have
Applying Lemma 7.5, we get
Taking the supremum over γ 1 and γ 2 we get (36) | F * µ| ω θ ≤ θ|µ| ω θ + [Hθ + θN |g| θ ] ||µ|| ∞ , where H was defined by equation (29) .
In the remained case, where x 0 = y 0 it holds d θ (γ 1 , γ 2 ) ≥ 1. Then, by Lemma 5.2 we have
We finish the proof by setting C 1 = max{Hθ + θN |g| θ , 2}.
Iterating the inequality given by the previous proposition we immediately get Theorem 7.7. If F satisfies (G1) and (G2), then for all representation Γ µ of a positive measure µ ∈ L + θ and all n ≥ 1, it holds
where C 1 was defined in Proposition 7.6 by C 1 = max{Hθ + θN |g| θ , 2}.
Remark 7.8. Taking the infimum (with respect to ω) on both sides of inequality 37 we get for each µ ∈ L +
Remark 7.9. For a given probability measure ν on K. Denote by m 1 , the product m 1 = m × ν, where m is the Markov measure fixed in the subsection 2. Besides that, consider its trivial disintegration ω 0 = ({m 1γ } γ , φ 1 ), given by m 1,γ = π −1 2,γ * ν, for all γ and φ 1 ≡ 1. According to this definition, it holds that
In other words, the path Γ ω0 m1 is constant: Γ ω0 m1 (γ) = ν for all γ. Moreover, for each n ∈ N, let ω n be the particular disintegration for the measure F * n m 1 , defined from ω 0 as an application of Lemma 4.1 and consider the path Γ ωn F * n m1 associated with this disintegration. By Proposition 4.2, we have
where P i , i = 1, · · · , deg(σ n ), ranges over the partition P (n) defined in the following way: for all n ≥ 1, let P (n) be the partition of I s.t. P (n) (x) = P (n) (y) if and only if P (1) (σ j (x)) = P (1) (σ j (y)) for all j = 0, · · · , n − 1, where P (1) = P. This path will be used in the proof of the next proposition.
Theorem 7.10. Suppose that F satisfies (G1) and (G2). Let µ 0 be the unique F -invariant probability measure in S ∞ (see Proposition 5.10). Then µ 0 ∈ L + θ and
Proof. According to Proposition 5.10, let µ 0 ∈ S ∞ be the unique F -invariant probability measure in S ∞ . Consider the path Γ ωn F * n m1 , defined in Remark 7.9, which represents the measure F * n m 1 . By Theorem 6.1, these iterates converge to µ 0 in L ∞ . It means that the sequence {Γ ω F * n (m1) } n converges m-a.e. to Γ ω µ 0 ∈ Γ µ 0 (in SB(K) with respect to the metric defined in definition 3.6), where Γ ω µ 0 is a path given by the Rokhlin Disintegration Theorem and {Γ ω F * n (m1) } n is given by Remark 4.2. It implies that {Γ ω F * n (m1) } n converges pointwise to Γ ω µ 0 on a full measure set
.
On the other hand, by Theorem 7.7, we have
Remark 7.11. We remark that, Theorem 7.10 is an estimation of the regularity of the disintegration of µ 0 . Similar results, for other sort of skew products are presented in [18] , [6] , [19] .
Exponential decay of correlations
In this section, we will show how Theorem 6.1 implies an exponential rate of convergence for the limit
where the measure f µ 0 is defined by f µ 0 (E) := E f dµ 0 for all measurable set E. Denote by F (Σ + A × K) the set of real Lipschitz functions, f : Σ + A × K :−→ R, with respect to the metric d θ + d. And for such a function we denote by L θ (f ) its Lipschitz constant. Proposition 8.1. If F satisfies (G1) and (G2). For all Lipschitz function g : Σ + A × K :−→ R and all f ∈ Θ µ 0 , it holds
Proof. Let g : Σ −→ R be a Lipschitz function and f ∈ Θ 1 µ 0 . By Theorem 6.1, we have
From a Space of Measures to a Space of Functions .
In this section, we will show how the regularity of the F -invariant measure, given by Proposition 7.10,
was defined in the previous section.
Consider the vector space of functions, Θ µ 0 , defined by Proof. For a given f ∈ F (Σ + A × K), denote by k := max{L θ (f ), |f | ∞ } we have
Therefore, f ∈ F θ (Σ + A ). It remains to show that ν ∈ L ∞ . Indeed, since ν| γ = π * 2,γ ν γ and by equations (42) and (43), we have
Hence, ν ∈ S ∞ and f ∈ Θ µ 0 .
As a direct consequence of Propositions 8.1 and 8.3 we get the following result. 
Decay of Correlations for Random Dynamical Systems (IFS).
Consider an IFS (of Example 2) given by the finite family of contractions C = {ϕ 1 , · · · , ϕ N }, where ϕ i : K −→ K, i = 1, · · · , N and µ its Hutchinson's invariant measure. Let (τ n ) n be a sequence such that τ n ∈ C, for all n, i.e., τ n = ϕ γ n for some sequence γ ∈ Σ + A , where γ = (γ n ) n∈N . Define the sequence (θ n ) n by θ n = τ n • τ n−1 • · · · • τ 0 . Then
Definition 8.5. Let B 1 and B 2 be spaces of real valued functions K −→ R. Define the γ-coefficient of correlation between g 1 and g 2 , C(g 1 , g 2 )(γ), by
We say that the IFS, C = {ϕ 1 , ϕ 2 , · · · , ϕ N } has Exponential Decay of Correlations over B 1 and B 2 if there exists constants 0 < ξ < 1 and K > 0, such that
for all g 1 ∈ B 1 and g 2 ∈ B 2 , where || · || B1 and || · || B1 are norms on B 1 and B 2 , respectively.
Theorem 8.6. Let C = {ϕ 1 , ϕ 2 , · · · , ϕ N }, a hyperbolic IFS and µ its invariant measure. Then, C has Exponential Decay of Correlations over the real Lipschitz functions, F (K).
Proof. Let g 1 , g 2 : K −→ R be Lipschitz observables and suppose that g 1 and g 2 are their trivial extensions to Σ + A × K, g i := g i • π 2 , i = 1, 2. They are still Lipschitz functions, but defined on the set Σ + A × K.
Integrating with respect to the Markov's measure m and applying Fubinis's Theorem, over Σ + A we have
Where the last equality holds by the equation (24) of Example 2 (application of Proposition 5.10). Then,
and by Theorem 8.4, the proof is complete.
Appendix 1: On Disintegration of Measures
In this section, we prove some results on disintegration of absolutely continuous measures with respect to a measure µ 0 ∈ AB. Precisely, we are going to prove Lemma 8.2.
Let us fix some notations. Denote by (N 1 , m 1 ) and (N 2 , m 2 ) the spaces defined in section 2.0.2. For a µ 0 -integrable function f : N 1 × N 2 −→ R and a pair (γ, y) ∈ N 1 × N 2 (γ ∈ N 1 and y ∈ N 2 ) we denote by f γ : N 2 −→ R, the function defined by f γ (y) = f (γ, y) and f | γ the restriction of f on the set {γ} × N 2 . Then
2,γ and f γ • π 2,γ = f | γ , where π 2,γ is restriction of the projection π 2 (γ, y) := y on the set {γ} × N 2 . When no confusion is possible, we will denote the leaf {γ} × N 2 , just by γ.
From now on, for a given positive measure µ ∈ AB, on N 1 × N 2 , µ stands for the measure π 1 * µ, where π 1 is the projection on the first coordinate, π 1 (x, y) = x.
For each measurable set A ⊂ N 1 , define g : N 1 −→ R by
y)dµ 0,γ (y) and note that
Then, it holds
Thus, it holds
And by a straightforward computation
Thus, equation (42) is established. Proof. Since (M 1 × M 2 , d) is a compact metric space and ψ ∈ C 0 (M 1 × M 2 ), ψ is uniformly continuous. Given ǫ > 0, let δ > 0 be such that |ψ(x 1 , y 1 )−ψ(x 2 , y 2 )| < ǫ if d((x 1 , y 1 ), (x 2 , y 2 )) < δ and n 0 ∈ N such that
For all k ∈ N, it holds
Since µ 1 is T -invariant and by (52) we get
which shows that the sequence ( (ψ • F n ) − dµ 1 ) n converges in R. Let us denote
It is remaining to show that, it also holds µ(ψ) = lim
for all x ∈ A 1 and
Then,
The above inequality yields, for all n > n 0
Therefore, if n > n 0 , by (55) and (56) it holds
And the proof is complete.
linear functional such that µ(1) = 1 and µ(ψ) ≥ 0 for all ψ ≥ 0.
Proof. Is straightforward to show that µ(1) = 1, µ(ψ) ≥ 0 for all ψ ≥ 0 and µ(ψ) ≤ 1 for all ψ in the unit ball, ||ψ|| ∞ ≤ 1. Then µ is bounded. Let us see, that µ(αψ 1 + ψ 2 ) = αµ(ψ 1 ) + µ(ψ 2 ), for all ψ 1 , ψ 2 ∈ C 0 (M 1 × M 2 ) and all α ∈ R.
Define A x ψ := {ψ(x, y); (x, y) ∈ γ x } and note that ψ
Integrating and taking the limit we have lim n→+∞
This implies µ(ψ 1 + ψ 2 ) = µ(ψ 1 ) + µ(ψ 2 ). For α ≥ 0, we have
For α < 0, it holds
As a consequence of the above results and the Riez-Markov Lemma we get the following theorem. Proof. Denote by F * µ 0 the measure defined by F * µ 0 (E) = µ 0 (F −1 (E)) for all
It implies that F * µ 0 = µ 0 and we are done.
To prove that π 1 * µ 0 = µ 1 , consider a continuous function φ :
Thus, π 1 * µ 0 = µ 1 .
Appendix 3: Linearity of the restriction
Let us consider the measurable spaces (N 1 , N 1 ) and (N 2 , N 2 ), where N 1 and N 2 are the Borel's σ-algebra of N 1 and N 2 respectively. Let µ ∈ AB be a positive measure on the measurable space (Σ, B), where Σ = N 1 × N 2 and B = N 1 × N 2 and consider its disintegration ({µ γ } γ , µ x ) along F s , where µ x = π 1 * µ and d(π 1 * µ) = φ x dm 1 , for some φ x ∈ L 1 (N 1 , m 1 ). We will suppose that the σ-algebra B has a countable generator. 
1 (G A ) and µ γ (A) = µ γ (A ∩ π −1 1 (G A )). Otherwise, if γ / ∈ G A then γ ∩ π −1 1 (G A ) = ∅ and µ γ (A ∩ π −1 1 (G A )) = 0. The same holds for µ ′ γ . Then, it holds Proof. Note that d(µ 1 + µ 2 ) = (φ x + ψ x )dm 1 . Moreover, consider the disintegration of µ 1 + µ 2 given by
Then, by Proposition 11.1 for m 1 -a.e. γ ∈ N 1 , it holds
Therefore, (µ 1 + µ 2 )| γ = µ 1 | γ + µ 2 | γ m 1 -a.e. γ ∈ N 1 .
Definition 11.3. We say that a positive measure λ 1 is disjoint from a positive measure λ 2 if (λ 1 − λ 2 ) + = λ 1 and (λ 1 − λ 2 ) − = λ 2 .
Remark 11.4. A straightforward computations yields that if λ 1 + λ 2 is disjoint from λ 3 , then both λ 1 and λ 2 are disjoint from λ 3 , where λ 1 , λ 2 and λ 3 are all positive measures. Proof. Suppose that µ = µ + − µ − and ν = ν + − ν − are the Jordan decompositions of µ and ν respectively. By definition, µ| γ = µ + | γ − µ − | γ , ν| γ = ν + | γ − ν − | γ . By Lemma 11.5, suppose that µ + = µ ++ +µ 1 , µ − = µ −− +µ 2 and ν + = ν ++ +µ 2 , ν − = ν −− + µ 1 . In a way that (µ + ν) + = µ ++ + ν ++ and (µ + ν) − = µ −− + ν −− . By Proposition 11.2, it holds µ + | γ = µ ++ | γ + µ 1 | γ , µ − | γ = µ −− | γ + µ 2 | γ , ν + | γ = ν ++ | γ + µ 2 | γ and ν − | γ = ν −− | γ + µ 1 | γ .
Putting all together, we get:
We immediately arrive at the following Proposition 11.7. Let µ ∈ AB be a signed measure and µ = µ + − µ − its Jordan decomposition. If µ 1 and µ 2 are positive measures such that µ = µ 1 −µ 2 , then µ| γ = µ 1 | γ − µ 2 | γ . It means that, the restriction does not depends on the decomposition of µ.
