Abstract. We introduce quantum symmetric states on universal unital free product C * -algebras of the form A = * ∞ 1 A for an arbitrary unital C * -algebra A, as a generalization of the notion of quantum exchangeable random variables. Extending and building on the proof of the noncommutative de Finetti theorem of Köstler and Speicher, we prove a de Finetti type theorem that characterizes quantum symmetric states in terms of amalgamated free products over the tail algebra, and we provide a convenient description of the set of all quantum symmetric states on A in terms of von Neumann algebras generated by homomorphic images of A and the tail algebra. This description allows a characterization of the extreme quantum symmetric states, and we provide some examples of these. Similar results are proved for the subset of tracial quantum symmetric states. The central quantum symmetric states are those for which the tail algebra is in the center of the von Neumann algebra, and we show that the central quantum symmetric states form a Choquet simplex whose extreme points are the free product states, while the tracial central quantum symmetric states form a Choquet simplex whose extreme points are the free product traces.
Introduction
Classical random variables x 1 , x 2 , . . . are said to be exchangeable if their joint distribution is unchanged by permuting the variables. The classical de Finetti theorem characterizes exchangeable random variables as those that are identically distributed and conditionally independent over their tail σ-algebra (see, e.g., [8] ) and Hewitt and Savage [7] rephrased this theorem in terms of symmetric measures on the infinite Cartesian product of a compact Hausdorff space. Størmer [15] extended the purview and the result to the realm of C * -algebras; he considered the minimal tensor product B = ∞ 1 A of a unital C * -algebra A with itself infinitely many times and defined a state on B to be symmetric if it is invariant under all automorphisms of B that result from permuting the tensor factors (it is clearly equivalent for this purpose to speak of either finite permutations or arbitrary permutations of the natural numbers). He showed that symmetric states correspond to mixtures of infinite tensor product states; ⊗ on B, and, therefore, every symetric state on B is an integral with respect to a probability measure of infinite tensor product states. Furthermore, Størmer showed that the symmetric states on B form a Choquet simplex, so this probability measure is unique.
The noncommutative de Finetti theorem was discovered by Köstler and Speicher in [10] . It concerns random variables x 1 , x 2 , . . . in a W * -noncommutative probability space (B, φ), which consists of a possibly noncommutative unital W * -algebra B and a normal state φ on B, which in [10] was assumed to be faithful; the random variables are elements x j ∈ B, and are often called noncommutative random variables to emphasize that they need not commute with each other. These noncommutative random variables are said to be exchangeable (or classically exchangeable) if the joint distribution of them is invariant under permutations, namely, if
for all n ∈ N, i 1 , . . . , i n ∈ N and all permutations σ of N. They are said to be quantum exchangeable if they are invariant under quantum permutations (see [10] or §2 below), namely, under the natural co-action of the quantum permutation group of S. Wang [17] . Köstler and Speicher showed that noncommutative random variables are quantum exchangeable if and only if they are free with amalgamation over the tail algebra of the sequence. In [6] , the first two authors showed that every countably generated von Neumann algebra arises as the tail algebra of a quantum exchangeable sequence of random variables.
In this paper, we investigate quantum exchangeability for sequences of representations of a unital C * -algebra A. This naturally results in the notion of quantum symmetric state ψ on the universal unital C * -algebra free product A = * ∞ i=1 A of A with itself infinitely many times (see §2 for definitions). We prove (actually, under milder hypotheses of classical exchangeability) existence of a conditional expectation from the von Neumann algebra obtained from the quantum symmetric state onto the tail algebra (see §4) and we prove an analogue of the noncommutative de Finetti theorem (see §3 and §5), namely, that the images of the copies of A in the Gelfand-Naimark-Segal construction of the quantum symmetric state are free with amalgamation over the tail algebra. These are all natural extensions of the notions discussed above and many of our proofs follow closely those of [10] . Köstler and Speicher's noncommutative de Finetti theorem can be seen as a special case of ours, by taking A to be a suitable abelian C * -algebra and requiring faithfulness of the state. A similar extension of the noncommutative de Finetti theorem was obtained by Curran [4] . He considered quantum exchangeability of * -representations of a * -algebra and proved that, for an infinite sequence of such, freeness with amalgamation over a tail algebra holds. He actually considered the more delicate situation of quantum exchangeability of finite sequences of * -representations and obtained the result for infinite sequences as a limiting case. However, he did assume faithfulness of the state in the W * -noncommutative probability space. Although our results up to this point overlap with and are similar in spirit to Curran's, we have included our proof because (a) it is different from that contained in [4] (and closer to the proof of [10] ) and (b) we must allow the states on the relevant W * -algebras to be non-faithful.
To summarize, our results as described up to this point are an extension to the realm of unital C * -algebras of previous results about quantum exchangeable random variables, analogous to what Størmer did in [15] for the classical de Finetti theorem. An advantage of this extension is that it allows for easy treatment of the situation of non-faithful states in the C * -noncommutative probability spaces (thus, overcoming a limitation of [10] , [4] and [6] ).
Investigating further, we obtain a nice classification of quantum symmetric states on A; they are in bijection with the quintuples (B, D, E, σ, ρ), where D ⊆ B is a unital inclusion of von Neumann algebras, E : B → D is a conditional expectation with faithful Gelfand-Naimark-Segal (or GNS) representation, σ : A → B is a unital * -homomorphism so that certain generation and minimality properties are satisfied, and ρ is a state on D (see §6). In this correspondence, D plays the role of the tail algebra of the quantum symmetric state.
One of our main goals in this paper is the characterization of extreme points of the compact convex sets of quantum symmetric states and of tracial quantum symmetric states, which is accomplished in Theorems 8.2 and 8.5 using the aforementioned classification found in §6. For this we need to understand the states on von Neumann algebras that are both normal and pure, and some elementary considerations about these are described in §7. The description from §6 allows for relatively easy construction of extreme quantum symmetric states with some exotic properties, and some examples are provided in §8.
Finally, in §9, we consider the quantum symmetric states whose tail algebras are in the center of the von Neumann algebra generated by the image of the GNS representation. We call these the central quantum symmetric states, and show that they form a Choquet simplex, whose extreme points are the free product states. We also show that also the central quantum symmetric states that are tracial form a Choquet simplex, and its extreme points are the free product tracial states.
Preliminaries and Definitions
The quantum permutation group (on k letters) was found by S. Wang [17] to be the universal unital C * -algebra A s (k) generated projections u ij (for 1 ≤ i, j ≤ k) satisfying k i=1 u ij = 1 for all j and k j=1 u ij = 1 for all i. The abelian C * -algebra C(S k ) of continuous functions on the symmetric group S k on k letters is a quotient of A s (k) under the map (the standard "abelianization" representation) that sends u ij to the characteristic function of the set of permutations that send j to i. Definition 2.1. Let A be a unital C * -algebra and let (B, φ) be a C * -noncommutative probability space, namely, a unital C * -algebra B equipped with a state φ. For every i ∈ N let π i : A → B be a unital * -homomorphism. We say (π i ) ∞ i=1 is exchangeable (or classically exchangeable) with respect to φ if for all permutations σ of N, all n ∈ N, all i(1), . . . , i(n) ∈ N and all a 1 , . . . , a n ∈ A, we have
We say (
is quantum exchangeable with respect to φ if for all k ∈ N, the * -homomorphismsπ 1 , . . . ,π k have the same distribution with respect to id ⊗ φ on A s (k) ⊗ B as the * -homomorphisms π 1 , . . . π k do with respect to φ on B, wherẽ
This means that for all n ∈ N, all i(1), . . . , i(n) ∈ {1 . . . , k} and all a 1 , . . . , a n ∈ A, we have
Remarks 2.2. (a) In (2), the minimal tensor product C * -algebra is indicated. (b) If (3) holds, then composing with the standard "abelianization" representation A s (k) → C(S k ), we get (1). Thus, quantum exchangeability implies exchangeability.
Throughout this paper, we let A = * ∞ i=1 A be the universal, unital free product of infinitely many copies of A an let λ i : A → A (i ∈ N) denote the canonical injective * -homomorphisms arising from this construction. (Thus, given any unital * -homomorphisms π i from A to a C * -algebra B, there is a unital * -homomorphism
is exchangeable with respect to ψ and quantum symmetric if (λ i ) ∞ i=1 is quantum exchangeable with respect to ψ. Let QSS(A) be the set of all quantum symmetric states on A and let TQSS(A) be the set of all quantum symmetric states on A that are traces. Furthermore, if φ is a state on A, let QSS(A, φ) be the set of quantum symmetric states ψ on A such that ψ • λ i = φ for some (and, thus, for all) i; if τ is a tracial state on A, let TQSS(A, τ ) = QSS(A, τ ) ∩ TQSS(A).
From the compactness of the state space of A in the weak * -topology, we immediately have the following: Proposition 2.4. For any unital C * -algebra A and any state φ on A and any tracial state τ on A, the sets QSS(A), TQSS(A), QSS(A, φ) and TQSS(A, τ ) are compact, convex subsets of the Banach space dual of A in the weak * -topology.
Quantum symmetric states arising from freeness
The following proposition says that if a state ψ on A is equidistributed on the copies of A and if it arises from a situation of freeness with amalgamation, then it is quantum symmetric. It is analogous to Prop. 3.1 of [10] , and the proof is quite the same. So we will outsource part of the proof, below, to [10] . Proposition 3.1. Let B be a unital C * -algebra, D ⊆ B a unital C * -subalgebra with E : B → D a conditional expectation (i.e., a projection of norm one) onto D. Suppose π i : A → B (i ∈ N) are * -homomorphisms such that E • π i is the same for all i and the family (π i (A)) ∞ i=1 is free with respect to E. Let π = * ∞ i=1 π i : A → B be the resulting free product * -homomorphism. Let ρ be any state of D and consider the state ψ = ρ • E • π of A. Then ψ is quantum symmetric.
Proof. Considering the stateρ = ρ• E of B, and using π • λ i = π i , we must show that
is quantum exchangeable with respect toρ. Fixing k, n ∈ N, i(1), . . . , i(n) ∈ {1, . . . , k} and a 1 , . . . , a n ∈ A and working in A s (k) ⊗ B, we have
The following proposition and its proof are analogous to a result of [9] and Prop. 4.2 of [10] . Proposition 4.2. Suppose ψ is symmetric. Then there is a normal,ψ-preserving conditional expectation E ψ : M ψ → T ψ onto the tail algebra.
is independent of n, so long as n > N. Consequently, we see that π ψ (α n (a)) converges in weak operator topology as n → ∞ to an element Q(a) of the tail algebra T ψ . In a similar manner, letting V :
n converges in weak operator topology as n → ∞. Taking the Wold decomposition of V , we see that this weak operator topology limit must be a projection P and that V consists of P direct sum a multiple of the unilateral shift. Moreover, Q(a)ˆ= Pâ, and the range of P lies in the subspace
By exchangeability, we have
and, therefore,
so xP = P xP . Since P1 =1, we getx = Px. Thus, the range of P contains, and is therefore equal to, L 2 (T ψ ,ψ). This implies that Q(a)P = P aP for all a ∈ alg( ∞ i=1 A i ). Since Q(a) ∈ T ψ , taking weak operator limits, we get P yP ∈ T ψ P for all y ∈ M ψ . Thus, E ψ (y)P = P yP defines a projection of norm 1,
The following corollaries of the above proof will be useful in Sections 5, 6 and 9.
Corollary 4.3. If α : A → A denotes the injective * -homomorphism such that α • λ i = λ i+1 for all i ∈ N, then for all x ∈ A, E ψ (π ψ (x)) is the limit in weak operator topology of π ψ (α n (x)) as n → ∞.
Proof. If x belongs to the algebra generated by
, then this follows directly from the above proof. In the case of general x ∈ A, it follows by approximation of x in norm by elements of the aforementioned algebra.
Corollary 4.4. Let π k = π ψ • λ k be the mapping from A into the k-th image of A in M ψ . Then for all a 1 , . . . , a n ∈ A and b 1 , . . . , b n+1 ∈ T ψ and k(1), . . . , k(n) ∈ N, we have
where on the right-hand-side we have the limit in strong operator topology. Furthermore, for any k ∈ N we have
Proof. The equality (5) easily implies (6), and we will now prove the former. We continue with the notation from the proof of Proposition 4.2. Since
remains bounded in norm as N → ∞, the assertion of the corollary is equivalent to the statement that the · 2 -norm in L 2 (A, ψ) of
tends to zero as N → ∞. However, since
we have
nd the right-hand-side tends to zero in · 2 .
Freeness with amalgamation over the tail algebra
In this section, we show that given a quantum symmetric state, we have freeness with respect to the conditional expectation onto the tail algebra.
We assume ψ is a quantum symmetric state on A and we continue using the notation of the previous section; thus E ψ : M ψ → T ψ is the conditional expectation onto the tail algebra found in Proposition 4.2, A i = π ψ • λ i (A) ⊆ M ψ and we denote byψ the corresponding state on M ψ . Our goal in this section is to show that the family (A i ) ∞ i=1 is free with respect to E ψ (i.e., with amalgamation over the tail algebra).
, this is equivalent to the following theorem, which is the main result of this section:
The proof of this theorem follows closely Sections 4 and 5 of [10] , and requires several intermediate results, which are given below.
Proof. By Kaplansky's density theorem, each b i is the limit in strong operator topology of a bounded sequence in the algebra generated by p>k π p (A). Thus, it will suffice to prove
The entries ofŨ k+ℓ satisfy the defining relations of A s (k + ℓ) and yield a corresponding representation of A s (k + ℓ) into A s (k). We now use the quantum exchangeability of the representations π 1 , π 2 , . . . with respect to ψ and compose with this representation of A s (k + ℓ) provided byŨ k+ℓ to obtain that the listπ 1 , . . . ,π k+ℓ has the same distribution with respect to id ⊗ ψ on A s (k) ⊗ A as does π 1 , . . . , π k+ℓ with respect to ψ on A, wherẽ
Thus, when, in the expression (8) for c i , the π p(i,j) are replaced byπ p(i,j) , we still have c i . So applying the aforementioned equidistribution to the expression
we get (7).
We now fix notation for the remainder of the section. Let a 1 , . . . , a N ∈ A and consider noncommutative polynomials
Proof. Let us consider a monomial of the form b 1 π i(1) (a 1 )b 2 · · · π i(n) (a n )b n+1 and assume that i(ℓ) = i(ℓ + 1) = . . . = i(ℓ + m) holds for some m ≥ 0. From the previous lemma, we havê
We claim that the only quantum group coefficients that are nonzero occur for j(ℓ) = j(ℓ+1) = . . . = j(ℓ+m). Indeed, we are assuming that
. Continued inductively, the only contributing terms are those where we have j(ℓ) = j(ℓ + 1) = . . . = j(ℓ + m) and, in this case, the quantum group coefficient collapses conveniently to u i(ℓ),j(ℓ) . Our lemma follows from this observation.
By taking the standard abelianization of A s (k) → C(S k ) and evaluating at permutation σ ∈ S k , from the previous corollary we get the following.
Corollary 5.4. For any permutation σ of {1, . . . , k}, we havê
The next result shows that we have, in a sense, quantum exchangeability also with respect to the expectation E ψ .
Proof. It will suffice to show that for every y, z ∈ A of the form
for positive integers s, t, p(j), q(j) and for a (12) since T ψ acts faithfully on L 2 (A, ψ), and since the linear span of the vectorsŷ for y as in (10) is dense in this Hilbert space.
Let R = max(p (1), . . . , p(s), q(1), . . . , q(t)). Applying Corollary 4.4 and obvious approximations, we havê
But, for each r, using Corollary 5.4 and an appropriate permutation σ, we find
. (14) Now, using the same quotient map A s (k + R) → A s (k) as in the proof of Lemma 5.2 (but with R instead of ℓ) and arguing as we did in that proof, we find
, while applying the argument used in (13) and (14) in reverse, we get
Thus, we have (12), as required.
In what follows, we will abuse notation and rewrite (9) as
where the tensor product structure is implicit.
Remark 5.6. By the standard abelianization of A s (n), given any permutation σ ∈ S ∞ , we have
Proposition 5.7. Let 1 ≤ i(1), . . . , i(n) ≤ k and assume that for fixed ℓ we have that i(ℓ) = i(j) for all j = ℓ. Then we have
n ]. Proof. Fix m ∈ N and consider the permutations σ ℓ,p that swaps ℓ and p for each k < p ≤ k + m. By the previous remark, the expectation is invariant under the action of this permutation, which implies the equality
Letting m ↑ ∞, our proposition follows immediately from Corollary 4.4.
The following lemma was essential in the proof of the main theorem in Section 5 of [10] and will be used in a similar way to prove Theorem 5.1. We refer to that paper for proof of this lemma.
Lemma 5.8. Consider self-adjoint projections p and q. Assume that s ≥ 2. The following are equivalent:
We now have all of the pieces in place to prove Theorem 5.1.
Proof of Theorem 5.1. Fix n ∈ N and natural numbers i(1
n ] = 0, thereby proving freeness over the tail algebra.
Toward this end, putting i := (i(1), . . . , i(n)), we denote by ker i the partition of the set {1, 2, . . . , n} whereby j and ℓ belong to the same block if and only if i(j) = i(ℓ). If ker i were non-crossing, then one of its blocks would have to be an interval block; but by assumption, i(p) = i(p + 1) for all p, so this interval would have to be a singleton. If ker i has a block consisting of only one element, then by Proposition 5.7 we have
We proceed by induction on the number r of blocks in ker i, starting with r = n and decreasing from there. If r = n then ker i must have a singleton block and this case is done. Now we introduce the induction hypothesis for ker i with at least r + 1 blocks and use this to address the case where ker i has r blocks.
Utilizing Proposition 5.5, we have
. Thus, we may restrict to the cases where j(1) = j(2), . . . , j(n − 1) = j(n). If the number of blocks is at least r + 1, then
n ] = 0 by the induction hypothesis, so we may restrict to the cases where π has at most r blocks.
We will chose a particular representation of A s (n) and apply it to (15) . It will be convenient to assume that i takes values only in the set {1, 3, 5, . . . , 2r − 1}, which we can do by the observation in Remark 5.6. Now let {q m } r m=1 be a family of self-adjoint projections in M 2 (C), to be specified later, and consider the unitary matrix
Consider the 2r × 2r block matrixũ = r m=1ũ m ∈ M 4r (C) and let (ũ i,j ) 1≤i,j≤2r be the corresponding entries. Thus, we havẽ
It is easy to check that theũ i,j satisfy the defining relations for A s (2r), so there is a * -representation from A s (2r) sending u i,j toũ i,j . We apply this * -representation to (15) . By assumption, the indices for i = (i(1), . . . , i(n)) take on only odd numbers. Thus, for non-vanishingũ i,j , the j value determines the i value since there are only 2 nonzero entries in the j-th row ofũ, only one of which is odd. Therefore, ker j ≤ ker i. Thus, in the sum resulting from applying this * -representation, we may assume that π ≤ ker i. As we have already discarded the cases where |π| > r we are left with one choice, namely π = ker i. Under these conditions, we have
where the last equality follows easily from Remark 5.6.
Thus, if the sum
is not equal to 1, then we may conclude E ψ [x
n ] = 0, proving our theorem. As observed at the start of the proof, we may assume ker i is crossing, and we choose two blocks that maintain this crossing. The values of i on these two crossing blocks are 2ℓ − 1 and 2m − 1 for some distinct ℓ, m ∈ {1, . . . , r}. We now choose our projections q i , taking q ℓ and q m that do not commute, and letting q i = 1 for all other values of i. Now a careful analysis shows that (16) reduces to one of the following:
for some s ≥ 2. By Lemma 5.8, these are all three distinct from 1, and our theorem is proved.
Description of quantum symmetric states
Now we combine Proposition 3.1 and Theorem 5.1 to formulate a definitive description of quantum symmetric state on A in terms of amalgamated free products of von Neumann algebras. Part of this result is a more complete version of Proposition 3.1 of [6] . 
whenever n ∈ N, d 0 , . . . , d n ∈ D and a 1 , . . . , a n ∈ A, and where quintuples (B, D, E, σ, ρ) and (B ′ , D ′ , E ′ , σ ′ , ρ ′ ) are defined to be equivalent if there is a normal * -isomorphism π : B → B ′ sending D onto D ′ and so that
Remarks 6.2. (a) In order to avoid set theoretic difficulties, instead of speaking of about the set of equivalence classes of all quintuples, we should note that for a given A, conditions (vii) and (viii) impose a limit on the cardinality of a dense subset of B, so we may choose a particular Hilbert space H and work with the set of all equivalence classes of quintuples where B is a von Neumann algebra in B(H). However, in practice we will ignore this issue and use the sloppy language "all quintuples." (b) In practice, we will surpress notation for equivalence classes, and just write (B, D, E, σ, ρ) ∈ V(A); implicitly, we will identify two such quintuples as being the same if there is a normal * -isomorphism π as described in the definition above.
Theorem 6.3. There is a bijection
that assigns to W = (B, D, E, σ, ρ) ∈ V(A) the state ψ = ψ W given as follows: letting
Under this correspondence, the following identifications of objects from Definition 4.1 with objects from W and resulting constructions are naturally made:
Proof. Given (B, D, E, σ, ρ) ∈ V(A), it follows from Proposition 3.1 that ψ as described is a quantum symmetric state on A. We will now verify the identifications indicated in the table (19). By Section 3 of [3] , the state ρ • E of M has GNS representation that is faithful, and we regard M, thereby, as acting on ′′ and a 1 , . . . , a n ∈ A, we have
Starting with 1 ∈ D ∩ π(A) ′′ and recursively applying (21), we find that the smallest unital von Neumann subalgebra of B that satisfies (17) does indeed belong to π(A)
′′ .
Thus, D ⊆ π(A)
′′ , as required. Now that we have identified M with M ψ , we may use the proof of Proposition 4.2 to describe the tail algebra T ψ and the expectation E ψ onto it. The isometry V from that proof corresponds to the isometry on L 2 (M, ρ • E) that results from the free shift endomorphism on the amalgamated free product algebra (17) 
and the isometry V is the identity on L 2 (D, ρ) and maps
From this, we see that V n converges in weak operator topology as n → ∞ to the projection onto L 2 (D, ρ) and this implies that T ψ is identified with D and E ψ is identified with E. This completes the proof of the identifications indicated in the table (19). Now we assume ψ is a quantum symmetric state on A and we will construct W = W ψ = (B, D, E, σ, ρ) ∈ V(A). We use the notation from Definition 4.1. By Theorem 5.1, we have
and by Corollary 4.4, the T ψ -valued noncommutative probability spaces (B i , E ψ ↾ B i ) and inclusions π i := π ψ • λ i : A → B i are all equivalent (in the sense that there are E ψ -preserving normal * -isomorphisms B i → B i ′ that intertwine π i and π ′ i ), so we let B = B 1 , D = T ψ and E = E ψ ↾ B : B → D. We also let σ = π 1 and ρ =ψ↾ D and note that, from Proposition 3.2,ψ = ρ • E ψ . We let W = (B, D, E, σ, ρ). By construction, the von Neumann algebra M ψ acts on L 2 (M ψ ,ψ) by the GNS representation, so the GNS representation ofψ is faithful on M ψ . From this and the structure of the free product (22), condition (vi) follows. By definition of B i = W * (π i (A) ∪ D), condition (vii) follows.
We will now verify condition (viii). Let D 0 be the smallest unital von Neumann subalgebra of B that satisfies
whenever n ∈ N, d 0 , . . . , d n ∈ D 0 and a 1 , . . . , a n ∈ A. We must show T ψ = D 0 . Since E ψ maps onto T ψ , we clearly have D 0 ⊆ T ψ , and we will show the reverse inclusion.
) and it will suffice to show that for all n ∈ N, all a 1 , . . . , a n ∈ A and all i 1 , . . . , i n ∈ N, we have
In fact, we will show something stronger, namely, that
then the element on the left of (24) is equal to the quantity on the left of (23), so belongs to D 0 . In general, the element on the left of (24) can be expressed using the moment-cumulant formula of Speicher [14] as a sum over non-crossing partitions with nesting of cumulants, and (24) can be proved using this formula and the fact that (by freeness) mixed cumulants vanish. Alternatively, we can prove it by induction on n and elementary considerations of freeness. Indeed, if (25) fails, then by grouping the i j into largest possible interval blocks of equal values i k(p−1)+1 = · · · = i k(p) for 1 ≤ p ≤ m, some m ≥ 2, letting
and distributing, we express the element on the left of (24) as a sum of 2 m terms, one of which, namely,
vanishes on account of freeness, while all others can be further expressed as a sum of terms of the form (24) but with strictly fewer than n factors in each product. Thus, by the induction hypothesis, all such terms belong to D 0 , and, in consequence, (24) holds. This finishes the proof of (viii) and we have W ∈ V(A). 
Now by virtue of the identifications (19), we see that these maps
for a state φ on A and a tracial state τ on A, where
The proof that the map (26) is onto TQSS(A) requires the fact that if
is an amalgamated free product of von Neumann algebras and if there is a normal tracial state τ on D so that for each i ∈ I, τ • E i is a trace on each A i , then τ • E is a trace on M. This is a well known fact that is not difficult to verify; it can be proved similarly to the case when D = C, (i.e., showing that the free product of traces is a trace); for this latter fact see, for example, [16] .
N-pure states on von Neumann algebras
Recall that a state φ on a C * -algebra is said to be pure if whenever ρ is a state on the C * -algebra with tρ ≤ φ for some 0 < t < 1, it follows that ρ = φ.
Definition 7.1. We will say that a normal state φ on a von Neumann algebra is n-pure if whenever ρ is normal state on the von Neumann algebra and tρ ≤ φ for some 0 < t < 1, it follows that ρ = φ. Clearly, this is equivalent to φ being an extreme point in the convex set of all normal states on the von Neumann algebra.
In fact, as we will see immediately this section, n-pure states can exist only with support on a minimal projection in the discrete type I portion of a von Neumann algebra. We are certainly not the first to make this observation, but not knowing a convenient reference, we include the brief proof for completeness. Although the name "n-pure" is, as we will see, redundant, we will persist in using it, because it emphasizes the special character of being supported on a minimal projection.
Recall that for a von Neumann algebra M and a normal state φ on M, the support of φ is the projection p, where
Proposition 7.2. Let M be a von Neumann algebra and let φ be a normal state on M. Then the following are equivalent:
(i) the support projection of φ is a minimal projection in M, (ii) there is a minimal projection p in M such that for all x ∈ M we have φ(x)p = pxp, (iii) φ is pure, (iv) φ is n-pure. Proof. The implication (i) =⇒ (ii) is easy, for the Cauchy-Schwartz inequality yields φ(x(1 − p)) = 0 for all x ∈ M. and the implications (ii) =⇒ (iii) =⇒ (iv) are clear from the definitions.
To prove (iv) =⇒ (i), suppose the support projection p of φ is not a minimal projection of M. Then there is a projection q ∈ pMp with q = 0 and q = p. Since p is the support projection of φ, we have 0 < φ(q) < φ(p). Consider the normal state ρ on M given by ρ(x) = φ(q) −1 φ(qx). Then φ(q)ρ ≤ φ and ρ = φ. Thus, φ is not n-pure.
An interesting consequence is that von Neumann algebras without discrete type I parts possess no n-pure states. This is not in contradiction with the Krein-Milman theorem, because the set of normal states is not closed in the weak * -topology.
Extreme quantum symmetric states and tracial quantum symmetric states
In this section, we characterize the extreme points of the compact convex set QSS(A) in terms of the corresponding elements of V(A), and we do the same for TQSS(A) and T V(A). We also provide examples of extreme quantum symmetric states and extreme tracial quantum symmetric states.
For ψ ∈ QSS(A), we let the von Neumann algebra M ψ , the GNS representation π ψ : A → M ψ , the extensionψ of ψ to M ψ and the conditional expectation E ψ : M ψ → T ψ onto the tail algebra of ψ be as described in Definition 4.1.
Lemma 8.1. Suppose ψ 1 , ψ 2 ∈ QSS(A), 0 < t < 1 and let ψ = tψ 1 + (1 − t)ψ 2 . Then there is an embedding of the von Neumann algebra M ψ into M ψ 1 ⊕ M ψ 2 in such a way that the tail algebra T ψ is identified with a subalgebra of T ψ 1 ⊕ T ψ 2 . Moreover, there exist normal states χ 1 and χ 2 on M ψ such that
and, for i = 1, 2, we have
and
Proof. Consider the Hilbert space
Then the state π(·)ξ, ξ on A equals ψ, so the subspace π(A)ξ is a copy of L 2 (A, ψ) and the restriction of π to this subspace is a copy of the GNS representation π ψ . Thus, we identify M ψ with π(A) ′′ , which is a subalgebra of M ψ 1 ⊕ M ψ 2 and the stateψ is the vector state on M ψ from the vector ξ. Let χ i be the vector state on M ψ from the vector ξ i . Then χ i is a normal state on M ψ and clearly (27) and (28) hold.
If V i denotes the isometry on L 2 (A, ψ i ) resulting from the shift automorphism α of A, as considered in the proof of Proposition 4.2, and if V denotes the corresponding isometry on L 2 (A, ψ), when the latter space is identified with π(A)ξ ⊆ H, then V is the restriction to π(A)ξ of V 1 ⊕ V 2 . Considering the corresponding projections P = lim n→∞ V n , P 1 = lim n→∞ V n 1 and P 2 = lim n→∞ V n 2 , respectively, where the limits are in weak operator topology, we have that P is the restriction to π(A)ξ of
and that (29) holds. Proof. If ρ is not n-pure, then we can write ρ = (ψ 1 + ψ 2 ). Since W 1 = W 2 , we have ψ 1 = ψ 2 , and ψ is not an extreme point of QSS(A).
For the opposite implication, suppose ψ is not an extreme point of QSS(A). Then we can write ψ = 1 2 (ψ 1 + ψ 2 ) for ψ 1 , ψ 2 ∈ QSS(A) that are not equal. We note that the tail algebra T ψ is identified with D. By Lemma 8.1, there are normal states χ i on M ψ satisfying (27), (28) and (29). We cannot have χ 1 = χ 2 , for by (28), this would entail ψ 1 = ψ 2 . Let ρ i be the restriction of χ i to T ψ = D. We cannot have ρ 1 = ρ 2 , for by (29), this would entail χ 1 = χ 2 . However, we do have ρ = 1 2 (ρ 1 + ρ 2 ) by restricting both sides of (27) to T ψ . Thus, ρ is not n-pure.
Though having an n-pure state is a restriction on the tail algebra and forces it to have a discrete type I part, the tail algebra can still be quite complicated. To illustrate, here is an easy example of an extreme quantum symmetric state where the tail algebra has a type II 1 part. (And other such examples with other sorts of tail algebras can clearly be similarly constructed.) Example 8.3. Let A be the UHF algebra M 2 ∞ , let B be a copy of the hyperfinite II 1 -factor and let σ : A → B be a unital, trace-preserving * -homomorphism, whose range is weak * dense in B. Let p ∈ σ(A) ⊆ B be any nonzero projection, let D = Cp+ (1 − p)B(1 − p) and let E : B → D be the trace-preserving conditional expectation. Let ρ be the state on D whose support projection is p. Since the GNS representation of ρ • E (and, in fact of every state on B) is faithful on B and since E(σ(A)) is dense in D, the quintuple W = (B, D, E, σ, ρ) belongs to V(A). Since ρ is n-pure, the state ψ of A = * ∞ i=1 A corresponding to W under the bijection of Theorem 6.3 is an extreme quantum symmetric state whose tail algebra D has a type II 1 part.
And here is an example of an extreme point of QSS(A) with A two-dimensional and where the tail algebra has a diffuse part.
Example 8.4. Let A = C ⊕ C. Let R be a copy of the hyperfinite II 1 -factor with a Cartan maximal abelian subalgebra D and trace-preserving conditional expectation
is also a copy of the hyperfinite II 1 -factor with Cartan maximal abelian subalgebra D ⊕ D (identified with the diagonal matrices in M 2 ( R) having entries from D) and trace-preserving conditional expectation denoted
for the existence of such a projection, see, for example, Thm. 3.6 of [2] or Thm. 4.1 of [5] or, most pleasingly, the main result of [12] . Consider the von Neumann algebra in M 2 ( R) generated by D ⊕ D ∪ {p 1 }, and let P be the central support of p 1 in this von Neumann algebra. We must have P equal to the identity operator, for, as D ⊕ D is a maximal abelian subalgebra, we must have P ∈ D ⊕ D and E(p 1 ) = E(p 1 P ) = E(p 1 )P , so if P were not the identity, then E(p 1 ) could not generate D ⊕ D.
We will work in M 3 ( R), and we regard M 2 ( R) embedded as matrices having zeros in the first row and column, thus denoted 0 (p 0 + v + v * + p 1 ) and note that q is a projection of trace 1/3. Let σ : A → M 3 ( R) be the unital * -homomorphism that sends 1 ⊕ 0 to q. Then 2E(q) = 1 ⊕ E 2 (p 1 ). Since E 2 (p 1 ) must have non-atomic distribution, we see that E(σ(A)) generates D. Let B be the von Neumann algebra generated by D ∪ {q}. We let ρ be the state on D whose support is the minimal projection p 0 of D. Since p 0 , q ∈ B, we get v ∈ B and the central support of p 0 in B is ≥ p 1 . But as remarked above, the central support of p 1 in the von Neumann algebra generated by p 1 and (1 − p 0 )D is 1 − p 0 . Thus, the central support of p 1 in B is the identity; therefore, the GNS representation of the state ρ • E is faithful on B.
We have shown W = (B, D, E, σ, ρ) ∈ V(A) and by Theorem 8.2 it follows that the corresponding element ψ of QSS(A) is an extreme quantum symmetric state, with tail algebra isomorphic to
Theorem 8.5. Let ψ ∈ TQSS(A) and let W = (B, D, E, σ, ρ) ∈ T V(A) be the quintuple corresponding to ψ under the bijection of Corollary 6.4. Let R(E) be the set of all normal tracial states τ on D so that τ • E is a trace on B. Then ψ is an extreme point of TQSS(A) if and only if ρ is an extreme point of R(E). In particular if either D or B is a factor (which must then be of type I n for some n < ∞ or of type II 1 ), then ψ is an extreme point of TQSS(A).
Proof. The proof is quite similar to that of Theorem 8.2. If ρ is not an extreme point of R(E), then there are distinct elements ρ 1 and ρ 2 of R(E) such ρ = (ρ 1 + ρ 2 ). Moreover, the restriction of χ i • E ψ to B 1 (which is the state ρ i • E on B) is a trace. Thus, ρ is not an extreme point of R(E).
Here is an example of an extreme tracial quantum symmetric state for A = C ⊕ C where the tail algebra is noncommutative. Here is an example of an extreme tracial quantum symmetric state where neither B nor D in the corresponding quintuple is a factor. (a 22 + b 22 ). Clearly, the unique state ρ on D making ρ • E a trace on B is the one assigning equal weights of 1/2 to the minimal projections of D, and then ρ • E is a faithful trace. Let σ : A → B be the * -homomorphism that sends q to
Then E(σ(A)) = D, so condition (viii) of Definition 6.1 is fulfilled. Now we easily see that D and σ(q) together generate B, and condition (vii) of Definition 6.1 is fulfilled. Thus, the quintuple W = (B, D, E, σ, ρ) belongs to T V(A) and, by Theorem 8.5, the corresponding ψ ∈ TQSS(A) is an extreme point of TQSS(A).
Størmer [15] found that all of the extreme symmetric states on the minimal tensor product C * -algebra ∞ 1 A are tensor product states ⊗ ∞ 1 φ for φ in the state space S(A) of A. The analogy of this in our setting is the natural embedding of S(A) into the set of extreme points of QSS(A), using the free product construction (with amalgamation over the scalars) but the image of this embedding is, of course, far from being the set of all the extreme points of QSS(A). This situation is summarized in the following proposition.
Traditionally, when we take the reduced free product
of C * -algebras, we insist that the GNS representation of φ be faithful, which ensures that we have embeddings of A into A (one for each i ∈ N). However, we will continue to use the notation (31) when the GNS representation of φ is not faithful, to mean the reduced free product
where A is the quotient of A by the kernel I φ of the GNS representation of φ, and φ is the state on A whose composition with the quotient map yields the state φ on A. Now instead of embeddings of A into A, we have * -homomorphisms q i : A → A, one for each i ∈ N, from A into A, whose kernels are I φ . For φ ∈ S(A), let * ∞ 1 φ be the reduced free product state on A, obtained by taking the reduced free product (A, ϕ) = * ∞ i=1 (A, φ) of C * -algebras and composing the canonical quotient map A → A (sending the i-th copy of A in A into A by the * -homomorphism q i ), with the free product state ϕ on A. Proof. The first two sentences follow easily from the details of the proof of Theorem 6.3. The last sentence follows from the first assertion and the well known fact that the free product of traces is a trace.
There is an affine embedding of S(A) into QSS(A), which corresponds to taking "maximal amalgamation," as follows. Letq : A → A be the quotient map resulting from the univeral property that sends each copy of A in A identically to A. Given φ ∈ S(A), letφ be the state on A that isφ = φ •q. If φ is a pure state of A, then, as is well known, it follows that the support projection ofφ is a minimal projection in π φ (A) ′′ , and, therefore,φ is an extreme point of QSS(A).
For traces, all assertions are clear, using the well known fact that extreme points of T S(A) are factor states (i.e., the images of their GNS representations generate finite factors).
The tracial state space of a unital C * -algebra, if nonempty, forms a Choquet simplex (see, for example, Theorem 3.1.18 of [13] ). So the following question seems natural. Question 8.10. Is TQSS(A) a Choquet simplex for every unital C * -algebra A that has a tracial state?
We also have the following results, whose proofs are similar to those of Theorems 8.2 and 8.5. With reference to Proposition 8.8, we see that for every φ ∈ S(A), the free product state * ∞ 1 φ is a central quantum symmetric state. The next result is related to Proposition 4.7 of [6] , though it is not precisely a generalization of it (since the states considered in Proposition 4.7 of [6] , including the free product states, are faithful). Theorem 9.2. The sets ZQSS(A) and ZTQSS(A) are compact, convex subsets of QSS(A) and and both are Choquet simplices. Their extreme points are the free product states and free product tracial states, respectively:
Proof. We will focus first on ZQSS(A) and we will show
To show the inclusion ⊆, let ψ ∈ ZQSS(A) and letψ, E ψ : M ψ → T ψ and π ψ : A → M ψ be as in Definition 4.1 and Proposition 4.2. Since T ψ lies in the center of M ψ , as a C * -algebra it is commutative and is, thus, isomorphic to C(X) for some compact Hausdorff space X, and the restriction ofψ to C(X) lies in the closure (in weak * -toplogy on C(X) * ) of the convex hull of the set of point evaluation maps, {ev x | x ∈ X}. By Theorem 5.1 and Lemma 4.2 of [6] , each of the compositions ev x • E ψ • π ψ is a free product state * ∞ a net of finite convex combinations of the ev x that converges in weak * -topology of C(X) * toψ↾ T ψ , we get that the net of the corresponding convex combinations of the free product states * ∞ 1 φ x converges in the weak * -topology on A * to ψ =ψ • E ψ • π ψ . This proves ⊆ in (34).
We will now show the inclusion ⊇ in (34). The mapping
is continuous with respect to the respective restrictions of weak * -topologies. This follows from the facts that the * -subalgebra, A 0 , of A that is generated by
is norm dense in A, and, by freeness, for each element x ∈ A 0 there is a list a 1 , . . . , a k of elements of A and a polynomial p such that * ∞ 1 φ(x) = p(φ(a 1 ), . . . , φ(a k )). Thus, { * ∞ 1 φ | φ ∈ S(A)} is a compact subset of S(A) and the mapping (35), since it is clearly injective, is a homeomorphism onto its image.
By a classical result (see, for example, Proposition 1.2 of [11] ) using the compactness of the set { *
an arbitrary element ψ of the right-hand-side of (34) is the barycenter of a Borel probability measure on the set (36), which under the mapping (35) corresponds to a Borel probability measure µ on S(A). Thus, for all x ∈ A we have
We will use this to show that the tail algebra of ψ lies in the center of M ψ . Let C(S(A)) ⊗ A denote the (minimal) C * -algebra tensor product and, identifying C(S(A)) with the unital C * -subalgebra C(S(A))⊗1, let E : C(S(A))⊗A → C(S(A)) be the conditional expectation given by E(f ⊗ a)(φ) = f (φ)φ(a), (f ∈ C(S(A)), a ∈ A, φ ∈ S(A)).
Let B be the quotient of C(S(A)) ⊗ A under the GNS representation associated to E. Then C(S(A)) is contained in the center of B, we have a conditional expectation E : B → C(S(A)) arising from E. In particular, (though we will not use this description) B is a continuous field of C * -algebras over S(A), and the fiber over φ ∈ S(A) is isomorphic to the image of A under the GNS representation of φ. Let 
be the reduced amalgamated free product of C * -algebras, with amalgamation over C(S(A)).
Let κ : A → B be the unital * -homomorphism that is the composition of the mapping A → C(S(A)) ⊗ A given by a → 1 ⊗ a and the quotient mapping of C(S(A)) ⊗ A to B. For i ≥ 1, let κ i : A → B be the * -homomorphism κ : A → B followed by the inclusion of B onto the i-th copy of B in B, and let σ = * ∞ i=1 κ i : A → B be the resulting * -homomorphism from the universal free product C * -algebra A. For φ ∈ S(A), let ev φ : C(S(A)) → C be the evaluation map at φ. By Lemma 4.2 of [6] , the copies of B from the amalgamated free product construction (38) are free with respect to the state ev φ • F on B. Thus, we have ev φ • F • σ = * ∞ 1 φ, the free product state on A. Letting µ denote also the state on C(S(A)) arising by integration with respect to the measure µ from (37), we have, therefore,
Consider the stateψ = µ • F of B. Then the GNS Hilbert space L 2 (A, ψ) is naturally identified with a subspace of L 2 (B,ψ) by the mapping σ : A → B, and the GNS representations are related, for y ∈ A, by π ψ (y) = R ψ πψ(σ(y))R ψ , where R ψ is the projection from L 2 (B,ψ) onto L 2 (A, ψ). Of course, since πψ(σ(A)) leaves L 2 (A, ψ) invariant, πψ(σ(y)) commutes with R ψ for every y ∈ A, and we have π ψ (y) = R ψ πψ(σ(y)) = πψ(σ(y))R ψ , (y ∈ A). where the convergence is with respect to the C * -norm of B. Thus, we have E ψ (π ψ (x)) = R ψ πψ(F (σ(x))) = πψ(F (σ(x))) R ψ , (x ∈ A).
Since F (B) = C(S(A)) lies in the center of B, using (39) and that R ψ and πψ(σ(y)) commute for all y ∈ A, it follows that E ψ (π ψ (x)) commutes with π ψ (y) for every x, y ∈ A. Since π ψ (A) is s.o.t.-dense in M ψ , we obtain that T ψ does indeed lie in the center of M ψ . This completes the proof of (34); in particular, ZQSS(A) is a closed, convex subset of QSS(A) and is, thus, compact. From Proposition 8.8, we have that every free product state * ∞ 1 φ is an extreme point of QSS(A) and is, therefore, an extreme point of ZQSS(A). From (34), we deduce that there are no other extreme points of ZQSS(A), and (32) is proved.
To show that ZQSS(A) is a Choquet simplex, we suppose µ and ν are Borel probability measures on S(A) and 
