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ABSTRACT
Convolutional neural networks (CNNs) have achieved astonishing
performance on various image classication tasks. Although such
models classify most images correctly, they do not provide any
explanation for their decisions. Recently, there have been aempts
to provide such an explanation by determining which parts of the
input image the classier focuses on most. It turns out that many
models output the correct classication, but for the wrong reason
(e.g., based on irrelevant parts of the image). In this paper, we
propose a new score for automatically quantifying to which degree
the model focuses on the right image parts. e score is calculated
by considering the degree to which the most decisive image regions
– given by applying an explainer to the CNN model – overlap with
the silhouee of the object to be classied. In extensive experiments
using VGG16, ResNet, and MobileNet as CNNs, Occlusion, LIME,
and Grad-Cam/Grad-Cam++ as explanation methods, and Dogs vs.
Cats and Caltech 101 as data sets, we can show that our metric can
indeed be used for making CNN models for image classication
more robust while keeping their accuracy.
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1 INTRODUCTION
Deep convolutional neural networks (CNNs) are the state-of-the-art
method for image classication. Despite achieving a high accuracy
in numerous scenarios, these models do not provide any explana-
tion on why a decision was made (i.e., what the decisive features for
classication were). is circumstance oen limits the interpretabil-
ity and therefore the users’ trust in the model and its application.
For users to trust a model, we assume that it should focus on the
relevant features a user would also focus on [7]. In the case of
image classication, these features are the image regions that are
decisive for determining the class. e phenomenon that an image
is correctly classied but due to irrelevant features is known as
“classifying right for the wrong reason” [8]. An example is given in
Figure 1, where snow is taken by the CNN as the decisive feature
for recognizing wolfs. In case many images of wolfs with snow are
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Figure 1: Raw data and explanation of a bad model’s predic-
tion in the Husky vs. Wolf task. Figure from [7].
in the training data set, a CNN might exploit such correlations and
misclassify a husky as a wolf [7]. However, a CNN should still be
robust enough to classify images of such cases correctly.
In the past, several methods have been proposed that provide
visual explanations of CNN outputs by highlighting image regions
that are most likely to contribute to the predicted class. Zeiler and
Fergus [12] showed with occlusion experiments that a classication
model is sensitive to local structures in an image while training.
Ribeiro et al. [7] introduced a local interpretable model-agnostic
explanation (LIME) that approximates the classier locally in an in-
terpretable way. Grad-Cam [10] and Grad-Cam++ [1] use gradients
of the last layer to get the importance weights for the predicted
class. us, these methods allow users to manually investigate
decisive features on the image. Other methods use the insights
of those explanation methods to improve the classication model.
For example, Ross et al. [8] penalize the gradients that lie outside
of an object mask which indicates relevant features of the input.
Schramowski et al. [9] approach the task of correcting a model
by including a human in the loop who revises the explanation.
Jia et al. [5] remove protected concepts (e.g., gender, race, back-
ground) in their approach to obtain a beer model by learning an
agnostic representation without those information. However, in
general, all these approaches rely on human experts or articially
generated data sets to show their improvement via explanation
methods such as the above mentioned approaches. Approaches
for exploiting such visual explanations in an automated way, e.g.,
for calculating degrees of being right for the right reason without
human interaction, are to the best of our knowledge missing so far.
In this paper, we use automatically generated explanations to
evaluate the degree to which a given CNN model classies images
right for the right reason and is therefore robust in real-world set-
tings (in which features available during training might not occur
anymore). is robustness evaluation is based on a novel quality
score that quanties the model’s performance concerning its expla-
nation. e score is calculated by comparing the regions which
are decisive according to an explanation method (e.g., [1, 7, 10, 12])
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Figure 2: Overview of our approach.
with the image regions of the object to be detected (determined
automatically by applying object masking). By seing the object
mask of the object to be classied as the desired explanation, we im-
itate the humans capability of considering and classifying objects
without exploiting irrelevant image regions, such as distracting
background information (without overemphasizing detailed object
parts). We argue that our proposed quality score for robustness
can be a natural extension for evaluating CNN models alongside
existing metrics such as accuracy. Furthermore, our proposed score
can also be used to measurably improve the CNN model’s qual-
ity (i.e., robustness against noise) in case of low-resource training.
Using VGG16, ResNet, and MobileNet as CNNs, Occlusion, LIME,
and Grad-Cam/ Grad-Cam++ as explanation methods, and Dogs vs.
Cats and Caltech 101 as data sets, we show through experiments
that the quality score can be used to quantify the robustness of
models. Overall, our score has the potential to generate models that
can generalize beer on unseen data and thus increase the users
trust in the model.
Overall, our main contributions are as follows:
(1) We propose a quality score metric for quantifying the ro-
bustness of classication models automatically on large
scale data sets. With our metric, models can be evaluated
regarding their explanation next to accuracy.
(2) We perform extensive experiments on various data sets
and CNN models.1 We can show that our metric can be
used for making CNN models for image classication more
robust while keeping their accuracy.
2 APPROACH
An overview of our approach is outlined in Figure 2. Given an input
image on which objects should be detected robustly, we rst apply
an object detection method (e.g., Mask R-CNN) to obtain the image
regions of the object itself (i.e., image silhouee). Our underlying
assumption is that parts of the explanation that lie outside of the
silhouee are indicative of a classication for the wrong reasons,
and that, consequentially, parts of the explanation that lie inside of
the silhouee are indicative of a classication for the right reasons.
In this way, the obtained object masks serve as a lower bound of
an ideal explanation. Note that the silhouee of objects on images
can be obtained with a high quality nowadays (see Section 3).
Simultaneously, a CNN model (e.g., pretrained VGG16) is applied
to obtain labels of recognized objects (e.g., ”dog”). An explanation
1We provide the source code online at hps://www.dropbox.com/s/7lusyqu6qapvh92/
CIKM2020-code.zip?dl=0 and will publish it on GitHub aer acceptance.
method (e.g., Grad-Cam) then outputs the image regions which
are most inuential given the CNN model and the input image.
Both the object mask and the explanation output is then used to
compute the quality score with respect to robustness. Since the
explanation methods support dierent highlighting levels, our score
is constructed in such a way that the score is the higher the more
the highlighted explanation lies in the object mask. In the following,
we describe the computation of the quality score in more detail.
Given a data set D with correctly classied images and an image
d ∈ D with pixels pdi j , width wd , and height hd , let Ad denote the
matrix whose values adi j equals the activation of the pixels of the
object mask, where i ∈ {1, . . . ,hd }, j ∈ {1, . . . ,wd }, hd ,wd ∈ N.
We regard Ad as a fuzzy set, i.e. whose values have degrees of
membership depicted as adi j . We dene a
d
i j ∈ R with 0 ≤ adi j ≤ 1
where adi j = 1 if the pixel p
d
i j of the input image belongs to the
object and adi j = 0 otherwise. In similar manner, let B
d be the
matrix whose values bdi j equals the activation of the pixels of the
explanation. We additionally normalize the values bdi j between zero
and one, i.e. 0 ≤ bdi j ≤ 1 where bdi j = 1 if the pixel pdi j of the input
image belongs to the highest activation and bdi j = 0 otherwise. Our
quality score is, then, dened as follows:
Score(Ad ,Bd ) =
∑
i, j a
d
i jb
d
i j∑
i, j b
d
i j
∈ [0, 1] (1)
e score measures the relative value of the explanation lying in
the object mask. Our score diers from the weighted Jaccard index
in the fact that the weighted Jaccard index would be high only if the
entire explanation intersects with the whole object (as it measures
the similarity of the explanation and the object).
e quality score is applied on all images in a data set D. We
use the average of all quality scores for an image collection as the
aggregated score:
AvgScore(D) = 1
n
n∑
d=1
Score(Ad ,Bd ) ∈ [0, 1], (2)
wheren ∈ N is the number of images in data setD. We use this aver-
age quality score for evaluating a CNN model w.r.t. its explanation
(i.e., its robustness). AvgScore only considers the scores of images
classied correctly by the model because we want to evaluate if
images are classied right for the right reasons. erefore, images
which are classied wrong are excluded.
e quality score is a relative value and signicantly depends
on the explanation method and the classier used. Since the score
depends on the specic architecture of a CNN, it only allows to
compare dierent training states within the model. Based on the
change of the score during training, it can be evaluated if a certain
training strategy leads to an improvement or deterioration of the
model’s robustness given by the explanation. If the quality score
improves for a certain explanation method the improvement should
be similar to the improvement of the other explanation methods,
even though the absolute values vary.
Besides using our quality score for measuring the robustness of
already given CNN models, our quality score enables developers to
make models more robust (i.e., classifying right for the right reason)
2
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via additional training. By using transfer learning techniques (i.e.
freezing certain layers by xing their weights and further training
the remaining layers with the same or another data set), we can
systematically monitor the robustness alongside established met-
rics like accuracy and use this strategy to obtain classiers which
generalize well.
3 EVALUATION
3.1 Evaluation Data Sets
We use the following data sets in the evaluation:
Dogs vs. Cats. We use the Dogs vs. Cats2 data set, which is
provided by Microso Research and has served as data set for a
widely used kaggle challenge. e data set contains 3,000 dog and
cat images, 1,500 per class. We can assume that this data set is
representative to a real-world data set with respect to the number
of classes and images. We use Mask R-CNN [2] to create the object
masks on images. Given the data set size, we used 70% of the images
for training and 30% for testing. e quality of the object masking
is essential for the validity of the proposed quality score. We thus
manually evaluated the quality of the computed object masks for
200 randomly chosen images. It turned out that 182 out of the 200
images had an excellent quality. We thus argue that Mask R-CNN
performs well for our purpose.
Caltech 101. A more sophisticated and widely used data set is
Caltech 101 [6] with 101 object categories built by the California
Institute of Technology. We create a uniform distributed data set
by drawing random sampling from the categories resulting in a
total of 6,060 images with 60 images per class. We use a test split
of 0.25. is data set is provided with hand-labeled object masks
for all images. us, we use those labeled object masks as desired
explanation.
3.2 Evaluation Setting
Our experiments are executed on a server with 12 GB of GPU RAM.
We use TensorFlow and the Keras deep learning library to build
and train deep neural networks.
To demonstrate our score, we re-use trained CNN models. In
particular, we rely on transfer learning. Transfer learning is a
technique to adapt a trained neural network for a problem to a
similar problem. Several layers from the trained model are re-used
on a new model. For our experiments, we focus on three state-
of-the-art image classication models: VGG16 [11], ResNet50 [3],
and MobileNet [4]. e models are pre-trained on the Large Scale
Visual Recognition Challenge 2012 (ILSVRC2012) data set. We adapt
each model’s upper output dense layers to the specic data set
(i.e., number of categories in the used image classication data sets
Dogs vs. Cats and Caltech 101, respectively). In our experiments,
the AvgScore seled around a xed value aer 50 images. For that
reason and due to high computing power costs in case of LIME, we
calculate the AvgScore for 50 images per epoch in the following
experiments.
Dogs vs. Cats. To demonstrate the benets of our score, we
evaluate several transfer learning strategies. We rst adjust the
2hps://www.kaggle.com/c/dogs-vs-cats, last accessed: 2020-04-19
output layer of all models to the two categories (dog and cat) and
train them for 10 epochs on the Dogs vs. Cats data set (where all
layers except output layer are frozen). Aer that, we freeze dierent
combinations of layers for further training. In the original papers of
the models, the convolutional layers are divided in ve blocks. For
simplication and comparability, we use this convention for our
strategies. us, we always set whole blocks of layers to either be
trainable or non-trainable during training. We also summarize the
last dense layers to one block. We train every strategy a further ten
epochs. We investigate the following strategies for further training:
(a) train the last dense layers which we denote as dense block,
(b) train the last two convolutional blocks, i.e. the fourth and h
convolutional block,
(c) train the rst three convolutional blocks, i.e. the rst, second
and third convolutional block,
(d) train all layers, i.e. all convolutional and dense blocks.
Caltech 101. In addition to the experiment above, we perform
another experiment inspired by [8, 9]. To actively force the model
to be more robust and thus to provide a beer explanation, we
followed a naive approach by using articial images in the transfer
learning process. We edit the images in a way that it only contains
the object to classify and masked out the background with random
pixels. is should force the model to focus more on the object and
increase the quality score.
3.3 Evaluation Results
Dogs vs. Cats. Figure 3 shows the results for VGG16 with training
strategies (a) and (b). We can see that the performance of the model
measured with accuracy did not change within ten epochs (see
Figure 3 (a)/(b) le graph). However, we observed a change in
AvgScore (see Figure 3 (a)/(b) right graph). e quality score aer
ten epochs computed with any explanation method for strategy (b)
is signicantly higher than the score for strategy (a). is ts to the
general knowledge that complex structures in the input images are
learned in the later convolutional blocks and are therefore more
decisive for the classication. e results of strategy (d) and (b)
and the results of strategy (c) and (a) are similar to each other
respectively, which emphasizes that the last convolutional layers
are important since they focus more on the important features.
Without using the proposed quality score this improvement would
not be evident since the accuracy of all models is about the same.
In Figure 4 (a), we provide examples of the explanations visu-
alized with Grad-Cam before (upper images) and aer transfer
learning (boom images) with strategy (b) on VGG16. We can see
that the score increases for both examples aer training and that
the visualized explanation has a stronger focus on the object. With
only ten epochs of additional training, we were able to improve the
model so that it utilizes more important features such as the face
of the animal. Without our score, it would be obvious to not train
the model any further due to the non-changing accuracy. We can
see in the examples that the boom images focus on more specic
features (i.e., the face) to classify dogs and cats. us, the model
generalizes beer on unseen data.
We also performed the described experiment on the CNN models
ResNet50 and MobileNet and on the Caltech 101 data set. We ob-
served similar results and do not show them due to page limitations.
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Figure 3: VGG16 Results. Transfer learning strategies with VGG16 with explanation methods Occlusion, LIME and Grad-
Cam/Grad-Cam++.
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Figure 4: Example images of explanation via Grad-Cam on
VGG16 aer transfer learning using (a) Dogs vs. Cats and
(b) Caltech 101 data set. ality scores are shown above the
images, class labels at the bottom.
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Figure 5: Transfer Learning onCaltech 101with original and
masked images.
Caltech 101. Figure 5 shows the results for ten epochs of transfer
learning VGG16 on Caltech 101 with the original and masked im-
ages as input. As we can observe in the le graph, training with the
original images results in a higher accuracy than training with the
masked images. However, the quality score (computed with Grad-
Cam as explainer, see graph on the right) of the model trained with
masked input images is signicantly higher than the quality score
of the model trained with the original input images. is indicates
that confounding factors are important to consider with respect to
classication and that evaluating image classiers beyond accuracy
can be very fruitful.
Figure 4 (b) shows example images with explanations. Despite
high accuracy, we can see that the explanations for the images
where we masked out the background before explanation (images
at the boom) are more intuitive and more focused on the actual
objects than the original input images. We also examined this ap-
proach on the Dogs vs. Cats data set but with no worth mentioning
results. e reason might be that the models used already use the
object’s silhouee for classication.
4 CONCLUSION
In this paper, we focused on evaluating CNN image classiers re-
garding their explainability. We introduced a novel quality score to
support the training process besides the accuracy and loss function.
We have shown in our experiments that our quality score can be
used to counteract cases where a model makes its predictions based
on wrong features. Overall, our quality score enables us to train
models that can generalize beer (i.e., are more robust) and that
can furthermore increase the user’s trust in the model by focusing
the model on the object of interest.
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