The result of this research shows that capital structure has a partial influence on company value, growth has a partial influence on company value, and capital structure and growth simultaneously influence company value.
I. INTRODUCTION
The Indonesian government is aware of the importance of improving the conditions of the infrastructure so that investment and business climates become more attractive. At present, there are not enough roads, ports, airports, or bridges in Indonesia (the largest economy in Southeast Asia), while the quality of existing infrastructure is inadequate. However, Indonesia's infrastructure development (both hard and soft infrastructure) is not an easy task. The archipelago consists of around 17,000 islands, although many of these islands have no inhabitants and do not show economic activity. There is a higher complexity and cost to improving connectivity of islands, but there is a need to focus on maritime infrastructure.
The government is currently working to build infrastructure in various regions. The government focus is not only on the island of Java, but also on other areas in regard to the construction of infrastructure projects. To build this infrastructure, large funds must bemade available within the next few years. As these funds cannot be fully provided by the government, companies mustidentify alternate sources to provide funds for operational activities. One alternate source for providing capital needs is in the capital market. This government effort has created fierce competition between infrastructure companies, and competition in this industry improves performance to achieve company goals, namely good corporate value.
Furthermore, growth in this context is defined as the growth of the company where the total sales of the past reflect future profitability and future growth. Sales growth illustrate the growth of the company in regard to the profitability of companies who believe that the percentage change in sales is a better indicator tomeasure company growth. This research is focused on explaining the factors that influence the company value for infrastructure companies in IDX. Based on the background and problems, the objectives of this research are:
 Analyze the effect of capital structure on company value partially.  Analyze the effect of growth on company value partially.  Analyze the influence of capital structure and growth on company value simultaneously.
II. LITERATURE REVIEW

A. Capital Structure
Capital structure is a balance or comparison between the amount of long-term debt with own capital. The capital structure proxy in this study is measured by the debt to equity ratio (DER). DER is a ratio used to measure the level of leverage (use of debt) to the total shareholder's equity held by the company (Hamidy, 2014, p. 26 ).
The ratio formulated by Robert (2015) is as follows: (1) Robert (2015) explained that total debt is total liabilities (both short-term and long-term debt) while total shareholder's equity is the total equity (total paidup capital and retained earnings) owned by the company. This ratio shows the composition (or capital structure) of the total loan (debt) to the total capital owned by the company. A high DER shows that the composition of the total debt (short and long term) is greater than the total capital itself so that the impact on external parties is greater (creditors).
B. Company Growth
According to Machfoedz quoted by Safitri (2015, p. 4) , growth isrelated to a company's perception of its position in the overall economic system for the relevant industry. The growth of the company has an influence on the value of the company. A company with high growth indicates development. If an investment is done properly, the company's growth will bring in future profits. The growth of the company is expected to be directly proportional to the movement of company value (Safitri, 2015, p. 4 ).
Safitri (2015, p. 2) cited Tawan who explained that growth is expressed as the total sales growth, and past sales growth will describe future profitability and future growth. Furthermore, Saidi explains in safitri (2015, p. 2) that growth is a change (decrease or increase) in sales owned by the company. Sales growth is calculated as the percentage change in sales at a given time against the previous year. Based on the definition above, it can be explained that growth is the change in total sales in the form of an increase or decrease experienced by the company for one period (one year).
C. Company value
According to Brigham and Houston (2006) , there are several approaches to ratio analysis in market value assessment, consisting of the approach of price earnings ratio (PER), price book value ratio (PBV), market book ratio (MBR), yield ratio dividend, and dividend payout ratio (DPR). PBV is used to measure company value and the proxy used in this study is PBV. The ratio of stock prices to a company's book value (PBV) displays the ability of a company to create relative value to the amount of capital invested. A high PBV reflects a high share price compared to the value of a share. The higher the stock price, the more successful the company and the higher the value for shareholders. The success of the company provides confidence for shareholders in the form of greater profits (Hamidy, 2014) . Hamidy (2014) also states that price to book value (PBV) is the market ratio used to measure market price performance shares against the value of the book.
D. Conceptual Framework
Based on the above explanation, the conceptual framework can be described through the framework of research models such as that of Figure 1 below:
E. Research Hypothesis
The research hypotheses for this study are: III. METHODS The units of analysis used in this study are the financial reports of infrastructure, energy, toll road, airport, port, telecommunications, non-building constructionand transportation sectors listed on the Indonesia Stock Exchange on the IDX in 2017. The sampling technique in the research is the accidental sampling methodand will still meet the criteria that has been determined. The sampling technique is purposive sampling. The criteria for the companies in this study are that they must be engaged in the infrastructure, utilities, and transportation sector in 2017, must have actively traded for one year at least 300 times, and must have issued financial reports in 2017.
To obtain more accurate results in the multiple regression analysis, we then tested with the classical assumption to ensure the results obtained are a regression equation with the properties associated with Best Linear Unbiased Estimator (BLUE). Testing the violation of classical assumptions is the basis of multiple linear regression models performed prior to testing of the hypothesis. The classical assumptions used in this research prior to using multiple linear regression as a tool to analyze the influence of variables studied consisted of a normality test, multicollinearity, and heteroscedasticity.
The normality test aims to test whether the intruder or residual variable in the regression model has a normal distribution as it is well known that t and F assume that the residual values follow the normal distribution (Ghozali, 2012) . Basic decision-making can be carried out based on probability (Asymptotic Significance), shown as follows:
 If probability is >0.05 then the distribution of the population is normal.  If the probability is <0.05 then the distribution of the population is not normal. The multicollinearity test aims to assess whether the regression model found a correlation between the independent variables. A good regression model should not be correlated between independent variables. A common way to detect the presence or absence of multicollinearity is to use Variance Inflation Factors (VIF), where if the VIF value is below 10,there is no Multicollinearity in the data.
Theheteroscedasticity test aims to assess whether there is a variance inequality of the residual observation with another observationin the regression model. A good regression model has homoscedasticity or lacks heteroscedasticity. According to Ghozali (2012) , the basic analysis to detect the presence or absence of heteroscedasticityis as follows:
 If there is a certain pattern in the points (wavy and widened then narrowed) there isheteroscedasticity.  If there is no clear patternand the points spread  Above and below the zero on the Y axis, there is no heteroscedasticity. This study uses multiple linear regression analysis of the equation = , where Y is the company value variable, variable coefficient capital structure (X1), and growth (X2). The SPSS version 23.0 program data analysis tool is used. The analysis is continued with the determination analysis test (R Square), partial hypothesis testing (t-test) and simultaneous (F-test) with 5 percent error tolerance level.
IV. RESULTS AND DISCUSSION
A good multiple linear regression equation model to be passed on to the next analysis is that which has met the requirements of classical assumptions, includes all normally distributed data, is free of heteroscedasticity, and shows no correlation between independent variables. The following will explain the results of the classical assumption test. All data in the research has met the requirements of classical assumptions and can be passed on to the next analysis.
From the results of the test conducted using SPSS 23.0, it has been found that the data shows a normal distribution. This is proved from the result of significance value (Asymp Sig. 2-tailed) which is greater than 0.05.
The results of multicollinearity test have shown that the results of Tolerance value calculation show no independent variable with a Tolerance value less than 0.10. This means there is no correlation between the independent variables. In addition, the calculation of Variance Inflation Factor (VIF) shows the same result for an independent variable that has aVIF value more than 10. Therefore, it can be concluded that there is no multicollinearity among independent variables in the regression model. Furthermore, thescatterplots created from the results of heteroscedasticity test showpointsspread both above and below the number 0 on the axis Y. From this, it can be concluded that there is no heteroscedasticity on the regression model and therefore the regression model is worthy for prediction of the use of accommodation services based on the input variable independent. To conclude, based on the testing of several assumptions,it is proved that the equation model proposed in this study has met the requirements of the classical assumption. The equation model in this study is considered good.
Multiple linear regression analysis is used to test the partial and simultaneous hypothesis of independent variables on the dependent variable. Based on the multiple linear regression coefficients andusing the SPSS 23.0 program, results were obtained as shown in Table 1 below: 
A. Partial Effect Test Result (t-test) and Simultaneous
Influence (F-test) Hypothesis testing aims to explain the characteristics of particular relationships or differences between groups or the independence of two or more factors in a situation. The partial effect test aims to test Advances in Economics, Business and Management Research, volume 100 whether each independent variable significantly influences the partially bound variable with = 0.05 as well as theacceptance or rejection of the hypothesis. The partial test (t-test) is carried out to answer hypotheses one and two of this study. The results that answer the third hypothesis whichpostulates that capital structure and growth affect company value simultaneously can be seen inTable 3 below: From Table 3 above (ANOVA table) is obtained a F-count of 7,936 with a significant value of 0.001, smaller than 0.05 (0.001 <0.05). Then, the hypothesis zero (H0) is rejected and the hypothesis alternative (H1) is accepted, meaning there is a positive and significant influence where capital structure and growth add to the company value simultaneously for infrastructure companies in the IDX. Therefore, the third hypothesis is acceptable.
Variables of capital structure and growth affect company value. This shows that if the capital structure and growth of an infrastructure company is good, the rise of value of an infrastructure company is affected. V. CONCLUSION AND SUGGESTION Based on the results and the conclusion of this research, it can be stated that capital structure has a positive and significant effect on company value partially. Growth has a positive and significant effect on company value partially and capital structure and growth have a positive and significant effect on company value simultaneously.
For a company, to optimize the influence of the capital structure todetermine the value of the company, a period capital structure policy should be implemented for the useful life of five to twenty years. This is for the use of long-term debt every year in buying assets to allow a company's operations to run according to the company's wishes to achieve profits that will improve the value of the company. Therefore, determining the policy period of the capital structure can be done.
Based on the results of this study, there is a significant effect of the variables of capital structure and growth simultaneously on firm value. It is expected ofthe subjects in this study and companies outside of this research to pay attention to several of these factors to optimize the value of the company.Financial managers can increase profits to increasecompany value, but management must be careful when determining the company's capital structure to optimize the value of the company. Management of infrastructure companies should manage their capital structure well by placing their funds into profitable investments. listed firms in Kenya. European Scientific Journal edition, 11(13) ISSN: 1857 -7881: 376-396.
