In this paper we discuss the design of sequential detection networks for nonparametric sequential analysis. We present a general probabilistic model for sequential detection problems where the sample size as well as the statistics of the sample can be varied. A general sequential detection network handles three decisions. First, the network decides whether to continue sampling or stop and make a final decision. Second, in the case of continued sampling the network chooses the source for the next sample. Third, once the sampling is concluded the network makes the final classification decision. We present a Q-learning method to train sequential detection networks through reinforcement learning and cross-entropy minimization on labeled data. As a special case we obtain networks that approximate the optimal parametric sequential probability ratio test. The performance of the proposed detection networks is compared to optimal tests using simulations.
INTRODUCTION
In most statistical signal processing problems, a fixed number of observations is available to the detector to make inference about the prevailing hypothesis. An alternative approach is to fix desired performance levels and allow the number of samples to vary to achieve this performance. This approach is primarily motivated by the desire to minimize the cost of observations for a given level of performance. Sequential tests, on the average, offer substantial savings over fixed sample size tests in terms of the number of samples required to perform a test with a given level of performance. This property of sequential tests is particularly important in applications in which a large number of identical tests are to be performed. One such application is radar signal processing. In an automatic target recognition (ATR) system, a large volume of sensor data is accessed for performing a multiple hypothesis test with constraints on computation. A suite of detection statistics, called features are computed from measured imagery and computation of each feature imposes a specific computational load. The high data rates and realtime processing requirements for wide area surveillance have given rise to a staged decision strategy as the de facto approach to ATR. Each stage of the ATR system computes discrimination statistics to reduce false alarms while maintaining high probability of detection. Screening false alarms reduces the data rate faced by subsequent stages; computational complexity of the discrimination statistics is allowed to increase as the data rate drops. Sequential tests with repeated experimentation (data collection) are adopted in ATR systems to minimize target acquisition time, for a given set of error probabilities.
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The sample size savings of sequential tests come with a cost. The design of such sequential procedures requires an exact knowledge of conditional density functions for the observations. This is true even for simple problems such as constant signal detection in Gaussian noise. There is no uniformly most powerful sequential test for this simple problem.
2 As a result of the dependence on knowledge of exact conditional distributions, sequential tests are not robust to variations in sample statistics. Therefore, there is a need for methods that can construct adaptive sequential tests from data samples. Although there is a vast body of research in machine learning for designing fixed sample size detectors using training data, there is little work on learning with nonparametric sequential detectors. Guo and Kuh 3 consider design of neural network sequential detectors through temporal difference learning. Their network structure assumes an exponential family density and is not applicable to problems with complex density functions. Real-life problems such as radar routinely exhibits multicluster, multidimensional density functions. In this paper we address the problem of designing nonparametric sequential procedures that maximize detection performance under expected experimentation (observation) cost constraints.
We consider the design of an optimal sequential detector using reinforcement learning algorithms. Value iteration methods date back to Bellman's seminal work 4, 5 in dynamic programming. Policy iteration methods were proposed for discrete time control problems by Howard.
6 Asynchronous versions of the dynamic programming methods were proposed by Bertsekas. 7, 8 Reinforcement learning techniques such as Q-learning, 9 temporal-difference learning 10, 11 and adaptive-critic 12 learning methods were proposed for Markov decision problems. Werbos 13 has emphasized the relation between dynamic programming and reinforcement learning techniques since 1977. A uniform treatment of reinforcement learning and dynamic programming techniques is given in the excellent books of Sutton&Barto 14 and Bertsekas&Tsitsiklis.
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In Section 2, we present the model and formal definition of the sequential detection problem. Section 3 gives examples of sequential decision problems. In Section 4 we discuss the design of nonparametric detection networks for sequential classification problems. Section 5 compares the performance of the proposed learning technique with the optimal detector using simulations. We conclude with a discussion on extension of the proposed techniques to multiclass problems with adaptive experimentation.
MODEL
In this section, we present a probabilistic framework adopted from, 16 for formally describing decision problems where the decisions are made under expected cost constraints. Specific examples of this problem are binary and M-ary sequential hypothesis testing problems and dynamic feature selection problems.
The elements of this sequential decision problem are
The observation X is a stochastic process, X = {X i }, and takes values in the sample space X , with associated σ-algebra B. We also assume that for each θ ∈ Θ, there is a probability distribution on B. The decision maker is
with respect to which they are measurable. (We also note that a function f (x) is measurable with respect to B λ if f is a function of {X i } i∈λ only).
At each step λ the available set of experiments is given by the correspondence E : Λ → N. Therefore the available choices at stage λ are given by ∆(λ) = A ∪ E(λ), that is, either a final decision or an available experiment may be chosen. We assume that at each stage λ, E(λ) is a finite subset of N. This implies that the set of variables Λ n that can be observed in not more than n steps is finite. We define Λ and ∆ as Λ = ∪ n Λ n and ∆ = A ∪ Λ. If the decision maker chooses to continue experimentation, then an experiment j ∈ E(λ) is chosen, and the realization of the random variable X j is observed. The distribution of the random variable is given by f Xj (x j |θ, {x i } i∈λ ).
A sequential decision rule is a function d : Λ × X → ∆ such that for each λ ∈ Λ, d(λ, ·) is B λ measurable function and chooses an element of ∆(λ). The set of X's for which state λ is reached and experimentation terminates at state λ is denoted by T (d, λ) . If the decision maker reaches a decision a ∈ A in n steps by observing λ ∈ Λ n , he pays the amount c(θ, λ) and also incurs the Loss L(a, θ). The expected risk R(θ, d) of the decision rule d, when the state of nature is θ is given as
C(θ, d) is the expected observation cost for the decision rule d when the state of nature is θ. R(θ, d) is the expected loss when the state is θ. The set of deterministic decision rules is denoted by D. Similarly the set of randomized decision rules is denoted by D * .
EXAMPLES OF BAYESIAN DECISION PROBLEMS
In this section, the Bayes optimization problem for minimization of the average risk function R is defined. Then we review the Bayes solution 17,18 for two special cases, which are frequently encountered in ATR systems.
Problem-B:
Find the Bayes optimal decision rule d * B (π):
Case 1: I.I.D. Experiments
This is the case where at each stage the set available experiments contains a single experiment (E(λ) = {|λ|+1}), and the underlying stochastic process is the product of independent random variables X i with distribution f (x|θ). For simplicity in presentation we will consider the binary hypothesis testing problem. The sequential binary hypothesis testing problem (A = Θ = {θ 0 , θ 1 }), extensively studied by Wald, 19 is the foundation of sequential statistics.
The Bayes solution to this problem is conveniently expressed in the posteriori probability space, {π ∈ [0, 1]}. The Bayes solution can be obtained by first considering the truncated problem, where the stopping is time is constrained to be less than a given bound J. 17 This finite horizon optimization problem can be solved by Backward Induction. Then, the solution of the finite horizon problem is examined for J → ∞. Let U (π) = min{L(1, 0)π, L(0, 1)(1 − π)} be the posterior expected loss, if an immediate decision is made and the posterior probability of θ 0 is π. The solution is completely characterized by the function V (∞) (π) which satisfies the fundamental equation of dynamic programming:
)|π] which represents the minimum Bayes risk over all rules that require at least one observation. Then the test is completely specified as:
Step 1: Initialize π = P rob(θ 1 )
Step 2: If V * (π) > U(π) stop and goto Step 4
Step 3: Collect one more observation x i and update π using Bayes rule return to Step 2
Step 4:
The function V * (π) is continuous and concave on [0, 1] with V * (0) = V * (1) = c. 17 This observation shows that alternatively the test is completely specified with the pair (π L < π U ).
Step 2: If π < π L or π > π U stop and goto Step 4
Step 3: Collect one more observation x i and update π = For the binary hypothesis case, the Bayes rule d B for π ∈ (π L , π U ) can be expressed in an alternative form, the sequential probability ratio test (SPRT), 19 described by the parameters (A, B).
Step 1: Initialize S = 0
Step 2: If S < A or S > B stop and goto Step 4
Step 3: Collect one more observation x i , update S = S + log
f (x i |θ 0 ) and return to Step 2
Step 4: If S < A choose θ 0 otherwise choose θ 1 . The parameters (A, B) are related to Bayes boundaries (π L , π U ) through
Case 2: Feature Selection
For this case there exists a finite set E = {1, . . . , N} of experiments. Experiments cannot be repeated by the decision maker. Therefore E(λ) = E \ λ. The observation X is simply a vector X 1 , . . . , X N of a finite number of statistics and therefore the decision maker is forced to choose a final action after N steps, i.e., the problem is a truncated sequential problem. The Bayes solution to this problem can be found using dynamic programming techniques.
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The main idea is again that at each stage λ, one should compare the posterior Bayes loss of making an immediate decision U λ (x λ ) with the expected Bayes risk that will be obtained if more observations are taken using the optimal decision rule. If stopping gives a smaller posterior Bayes loss, then the procedure will be stopped. Once the procedure has stopped the final action is chosen to minimize the Bayes Risk, using the finite sample decision rule. Specifically, the final action decision rule is not dependent on how the observations are taken, nor on which stopping rule has been adopted. With this fact we can derive the Bayes optimal decision strategy using dynamic programming principles.
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The expected Bayesian risk at
. For all the intermediate stages λ the expected Bayesian risk V λ (x λ ) can be calculated recursively using:
Generally, the Bayes optimal decision rule can only be calculated iteratively and the rule does not have a closed form suitable for storage. 21 This complexity of the optimal solution make its use impractical except a few special cases.
Cost to go Estimator
Cost-of-decision Estimator 
SEQUENTIAL DETECTION NETWORKS
In this section we discuss the design of sequential detection networks and their training using labeled data samples. For simplicity, we consider a network for the two class problem presented in 3.1. Extensions to other sequential detection problems will be discussed in Section 6. The detector consists of three neural networks operating as universal approximators as shown in Figure 1 .
The first network computes the posterior probability π for class θ 1 . It is well known that networks with sigmoid outputs can be trained with cross-entropy criteria to approximate posterior probabilities. 22, 23 We use a modification of this idea to allow accumulation of likelihood during the sequential tests. Specifically the posterior probability estimateπ is given byπ
represents the output of a feedforward neural network with a linear output function. The specific structure of the network allows us to interpret the neural network outputs z k as log-likelihood for class θ 1 :
The feedforward network function g(x) is trained using a cross-entropy criteria as labeled data becomes available during the reinforcement learning process of sequential test.
The other two networks approximates the cost-to-go function V (π) and cost-of-decision function U (π, λ). V (π) denotes the expected cost-to-go given the posterior probability for class θ 1 is π. U (π,θ) is the expected decision cost of decidingθ given the posterior probability for class θ 1 is π. We use an on-policy version of the Q-learning with random explorations. Specifically the update equations for U and V estimates are given as:
Here π k+1 is created from π k by simulation according to the transition probabilities dictated by sample statistics.
It is clear that in order for Q-learning to perform satisfactorily, that all parts of the posterior probability space should be explored. However the sequential tests do not operate on the extremes of the probability space. Therefore we employ a random exploration method during training which deviates from the greedy policy with a positive probability η. Specifically at each sample, a greedy action is chosen with probability 1 − η and a random action is used with probability η.
SIMULATION RESULTS
In this section, we use simulations to evaluate the performance of the proposed learning sequential detector in a two class problem. Class θ 0 is a Gaussian mixture, whereas class θ 1 is a single Gaussian distribution. Figure 2 gives the probability density functions for each class. The priori probabilities are set to Prob(θ 0 )=Prob(θ 0 )=0. For the posterior probability estimator network we use a single hidden layer network of ten neurons with 'tanh' activation functions. The network is trained using the cross-entropy minimization method on the samples obtained from the reinforcement learning process. The posterior probability estimate after 10,000 samples is given in Figure 3 . The NN-estimate is given by the dashed curve, and the true value for the posterior density is given by the solid curve. 
CONCLUSION
In this paper we discussed the design and training methods for sequential detector networks. The techniques can be easily extended to multiclass problems. A multiclass problem with M classes will have a posteriori probability space of M − 1 dimensions. The sigmoid function at the output of the first network can be changed with soft-max functions to provide posterior probability estimates at the M − 1 space. The Q-learning algorithms will be applicable to multiclass problems with appropriate changes in boundary conditions.
Feature selection problems with N features can also be handled by introducing N separate cost to go functions V n (π). The random exploration method can be extended to explore the beneficial regions for each feature. 
