There is a large uncertainty of how much anthropogenic CO has been and will be taken up by the ocean. The North 
Introduction
Currently, about one-half of the CO emitted by 2 human activities, including the combustion of fossil carbon, remains in the atmosphere. The rest is stored in the ocean and the terrestrial ecosystem. This estimate is based on the ocean model studies and direct atmospheric observation. It is generally considered that the ocean takes up about one third of Ž . anthropogenic or excess carbon dioxide. One-dimensional upwelling-diffusion models have been used to study the oceanic uptake of carbon dioxide, in which natural and bomb-produced 14 C are often used to calibrate the models so that some observed Ž . features can be reproduced IPCC, 1994 . However, these models do not have the exact description of physical mechanism for the formation of the thermohaline circulation. Maier-Reimer and Hasselmann Ž . 1987 were the first to use a 3-D model to investigate the ocean's inorganic carbon cycle and 14 C to provide estimates of oceanic CO uptake. Their car-2 bon model was driven by the annual mean flow and thermohaline fields derived from the large scale Ž . geostrophic OGCM Hamburg model . Sarmiento et Ž . al. 1992 also used a global 3-D model and a simpler perturbation method directly to study the uptake and oceanic distribution of anthropogenic carbon. They did so with the annually averaged prognostic GFDL model. Their results are compatible with those from box models and Hamburg 3-D model. Ž . Toggweiler et al. 1989a ,b evaluated the performance of the same version of the 3-D GFDL model with 14 C, including the natural and bomb compo-Ž . nents. Stocker et al. 1994 used a zonally averaged 2.5-D global ocean circulation model to investigate oceanic uptake of anthropogenic CO . Ishida et al. 2 Ž . 1995 used the perturbation approach from Ž . Sarmiento et al. 1992 in a basin-wide ocean general circulation model based on the GFDL model to investigate the uptake of excess CO in the North 2 Pacific. The annual mean forcing and traditional horizontal mixing scheme of tracers were used in their model. From the results of two cases with different treatments of the marginal seas including the Okhotsk and Bering Seas, they obtained an absorption rate of 0.38 GtCryear for excess carbon dioxide in the North Pacific in 1986. Both GFDL and Hamburg models considered only lateral and vertical mixing of tracers. However, mixing of tracers in the ocean occurs predominantly Ž . along surfaces of constant density isopycnals . More recent studies with 3-D models have used different parameterizations of mesoscale eddy flux in the level Ž models to study water masses Danabasoglu et al. , .
14 Ž . Ž 1994 , C Duffy et al., 1997 , and CFCs England, . Ž . 1995; Robitaille and Weaver, 1995 . Taylor 1995 also used a version of the GFDL model to investigate the oceanic uptake rate of anthropogenic CO . 2 He did not use a realistic input of atmospheric carbon dioxide but a constant rate of 5.4 GtCryear to represent fossil fuel emissions in 1980s in his experiments. However, he did explicitly include Ž . isopycnal diffusion Redi, 1982 Sarmiento et al. 1992 .
The purposes of this work are to provide estimates of the sink of anthropogenic CO in the North 2 Pacific, while considering the more recent Gent and McWilliams mixing scheme, and to study the role of formation of North Pacific Intermediate Water in the North Pacific in the vertical transport and redistribution of anthropogenic CO . We have designed nu-2 merical experiments to estimate the sensitivity of the model uptake estimates to certain mixing parameters.
Model description

Ocean circulation model
Our ocean model is a basin-wide ocean general Ž . circulation model Ishida et al., 1995 based on the Ž . GFDL model Bryan, 1969 . The model domain, mixing scheme of tracers, and surface forcing conditions used in this work differ from those used in Ž . Ishida et al. 1995 . The model domain is the Pacific Ocean north of 208S. Bottom topography and conti-( )nental coastlines are as realistic as permitted by the model resolution, although islands are not included. The horizontal grid size is 28 = 28. There are 28 vertical levels, spaced unequally. The top level is 50 m thick: the maximum depth is 5750 m. The southern boundary is an artificial rigid boundary that is set along 208S away from the equator in order to reduce the effect of the artificial boundary on the results in the North Pacific. Here the artificial boundary is the artificial land at which no-slip boundary conditions Ž . for momentum V s 0 and no flux conditions for tracers are applied.
We designed several numerical experiments to simulate the sensitivities of ocean circulation and thermohaline fields to the changes in the values of some mixing parameters of tracers. Here the isopycnal mixing scheme with eddy-induced transport ve-Ž . locity by McWilliams 1990 and Gent et Ž . al. 1995 is used in the model. This scheme does not Ž . require lateral diffusion as does the Redi 1982 isopycnal scheme. Horizontal and vertical viscosity coefficients are constants independent of depth. Their values are set to 1 = 10 9 and 10 cm 2 rs, respectively. For the vertical diffusion coefficient, we take it to be a constant of 0.3 cm 2 rs. In our Run 1, both isopycnal and thickness diffusivities are taken to be 2 = 10 7 cm 2 rs; in Run 2 both values are halved; and in Run 3, isopycnal and thickness diffusivities are set to 8 7 2 Ž 1 = 10 and 1 = 10 cm rs, respectively see Table  . 1 . The objective of Run 3 is to estimate how greater isopycnal diffusivity affects both ocean circulation and the uptake of anthropogenic CO in the North 2 Pacific. The OGCM is forced at the surface by monthly mean climatologies. The surface fluxes of temperature T and salinity S are calculated by restoring model predicted T and S in the first level to the observations with a time scale of 30 days. The T and We used three phases to run the model. The first two were to spin up the circulation model; the third was for making the carbon simulation. All integrations were completed without depth acceleration. All model calendar and forcing fields were based on the tracer time step. The momentum time step is always 30 min. The forcing fields are updated daily. All simulations presented here were initialized from observed annual mean climatological temperatures and salinities of Levitus data. During the first phase, we integrated the model for 500 years with the tracer time step 48 times longer than the velocity time step. During the second phase, the same factor was reduced to 6, and the model was run for another 50 years, thereby reducing the influence from distorted physics.
For the simulation of oceanic carbon uptake, we restarted model integrations from the equilibrated ocean circulation at the end of second phase integration of OGCM, and included an additional passive Ž . tracer for anthropogenic carbon online .
Carbon cycle model
We solve an advection-diffusion equation of the Ž perturbed total dissolved inorganic carbon i.e., an-. thropogenic carbon in the ocean . We use the same Ž . approach as Ishida et al. 1995 Sarmiento et al. 1992 pointed out that oceanic uptake of excess CO is rather insensi-2 tive to S . Therefore, we focus on our results when g using the gas exchange formulation from Wanninkhof's equation. We also run some cases with the formulation from Broecker et al.
Positive values of air-sea fluxes indicate that anthropogenic carbon dioxide moves from the atmosphere to the ocean. Ice core measurements show that during 1000 years before 1800, atmospheric CO remained at the level of 280 ppmv with the 2 Ž variation of no more than 10 ppmv Siegenthaler et . al., 1988 . Therefore, this period can be considered as the steady state. The time history of atmospheric pCO is prescribed by using the values at the begin-2 ning and middle of every year. The data is taken Ž . from Enting et al. 1994 , with some implement from the recent observed data in Mauna Loa, taken from CDIAC internet side posted by Keeling and Whorf Ž . 1998 . Then the atmospheric CO values are lin-2 early interpolated into each time step. The model is run from the beginning of 1800 to the end of 1997.
Results and discussion
Model ocean circulation and Õertical conÕection
Ocean circulation is important to determine the redistribution of anthropogenic tracers taken up by the ocean. The vertically integrated mass transport Ž . barotropic stream function demonstrates the various gyre patterns and transport strengths. Simulated results of barotropic stream function do not show the significant difference between Runs 1, 2, and 3. The gyre patterns are basically consistent with the esti-Ž . mates using Sverdrup dynamic Godfrey, 1989 and Ž . from a global OGCM Hirst and Godfrey, 1993 , with the largest transport of over 40 Sv in the Kuroshio and with the largest cyclonic transport of over 20 Sv in the western tropical region. The zonally integrated meridional overturning stream function demonstrates the strength of the thermohaline circulation. Fig. 1 displays the annual mean meridional overturning stream function from Runs 2 to 3. The stream function is calculated from zonal integration of the effective transport velocity that is the sum Ž . of the Eulerian-mean velocity Õ and eddy-induced Ž ) . transport velocity Õ . In all three cases, two overturning cells that upwell at the equator are clear. The northern cell is shallow, and most of the water sinks south of 308N. In the southern hemisphere, the cell extends down to over 4000 m, indicating the deep water from the South Pacific. Although Fig. 1 does not show a significant difference between Run 2 and Run 3, a careful comparison shows that Run 3 has Ž slightly smaller overturn of subsurface water less . than 500 m at the equator than Run 2, but opposite for deep water.
Although our model produces similar distributions of vertical velocity at 50 m in the equatorial region Ž . to those by Aumont et al. 1999 , with the largest value of 3 = 10 y5 m s y1 , centered at about 1408W Ž . Run 1 , our model overestimates the vertical movement at deep waters. All three runs generate massive upwelling of deep water from the deep layers to the Ž . two overturning cells at the equator Fig. 1 . Probably, our model overpredits the inflow of about 10 Sv Ž . into the two cells. Recently, Aumont et al. 1999 showed that the vertical transport at 870 m is only about 0.1-1.8 Sv in the region of 80-1308W, 4.78S-4.78N. The artifact upwelling at the equator is mainly due to the coarse horizontal resolution, as pointed Ž . out by Aumont et al. 1999 after analyzing equatorial dynamics in the Pacific. In addition, the coarse model generally has a spurious upwelling along the Ž . western boundary Toggweiler et al., 1989b . They contributed the upwelling to purely horizontal mix- ing scheme used in their model. Although the GM scheme ameliorates the spurious upwelling, our model still produces some strong upwelling in the thermocline along the western boundary. The largest upwelling appears at about 350 m. Overall, three runs produce similar distribution patterns of vertical velocity along the western boundary except that there is an apparent difference around 448N, 1498E. Run 3 produces a downwelling north of 448 N and an upwelling south of 448N. Both Run 1 and Run 2 ( )produce the weaker downwelling and upwelling at the same areas.
Both vertical advection and convection are two important processes that transport anthropogenic Ž . tracers to the deeper waters. England and Hirst 1997 considered that the latter is more important in the context of tracer uptake simulations. A simple reason is that the convection adjustment in the ocean is much more rapid than the time scale for vertical motion. However, after analyzing the results from Ž . the global 3-D model, Joos et al. 1997 found that for the global average, advection could be as important as convection. Convection events for the surface level generally take place at a small region around the western part of the North Pacific, but isopycnal mixing scheme generally reduces the convection Ž . Duffy et al, 1997; England and Hirst, 1997 . For example, the convection events in the GM experi-Ž . ment by England and Hirst 1997 were considerably reduced relative to their HOR experiment. They obtained a small region with the overturn of the Ž upper 3 model levels in the western area centered at . about 408N, 1508E in the model with the isopycnal mixing scheme. Compared with their results, the convection activities are much weaker in our model, for convection events for the surface level occur only in a few points with the largest overturn of the upper three levels in our simulations. Our model with horizontal mixing scheme does have obvious convection around the western coast, but not used for excess CO . 
Water masses
There are some differences of potential tempera-Ž . ture hereafter temperature between the model and the observations, particularly in thermocline. A comparison of vertical profiles of basin-averaged annual-mean temperature shows that three Runs produce temperatures that are close to the observation Ž below about 1500 m the largest difference is less . than 0.228C . Simulated temperature profiles are warmer than observed above 1500 m, with the largest temperature difference of over 2.58C between Runs and the observations. Overall, the temperature from Run 2 is the worst. The largest difference between the three runs is less than 0.48C, which is much smaller than the difference between the model and the observations. Thus, the difference between cases is not very significant for temperature.
The salinity in the deep water below 2500 m is reasonably well simulated. Differences relative to Ž observations are less than 0.01 here units of salinity are reported on the dimensionless practical salinity . scale . Larger differences occur between 150 m and 700 m. In that region, differences relative to the observations reach "0.1. Differences between the three runs reach about 0.05, about 50% of the difference between the model and the observation.
The obvious difference between cases can be seen from the simulated salinity distributions, which are shown in Fig. 2 . The core of salinity minimum in the observations is at 650 m at 358N, which represents Ž . the North Pacific Intermediate Water NPIW . Basically, the model is able to capture this phenomenon. However, all runs are too salty at the core of the observed salinity minimum. Run 1, Run 2, and Run 3 are 0.2, over 0.2 and under 0.2 saltier than the observations. From the comparison of water masses between the model and the observations, we see that The simulated results worsen because of halving the values of both the isopycnal and thickness diffusivities from Run 1 to Run 2, compared to the observa-Ž . tions Fig. 2a . The results south of the equator and at the subsurface of the tropical area are almost not changed from Run 1 to Run 2. The results are improved for both formation of NPIW and at the subsurface of tropical area, since the isopycnal diffusivity is increased by one order of magnitude from Run 2 to Run 3. Note that the 34.6 isohaline in Run 3 is closer to the observed than that in Run 1 and Run 2, but the area below 600 m south of 108N is slightly fresh. The value of isopycnal diffusivity in Run 3 is relatively larger, compared to that used in Ž other work England and Hirst, 1997; Duffy et al., . 1997 . Although the analysis of high resolution model Ž . by Rix and Willebrand 1996 suggested an isopycnal diffusivity of 10 7 cm 2 rs, we consider that there may be a large range for the value of isopycnal Ž . diffusivity. Visbeck et al. 1997 argued that the isopycnal diffusivity should be time-and space-dependent.
Our model does not consider mixed-layer dynamic. No parameterization is included for deepening the surface mixed layer by wind-forced mixing. Convection is the only mechanism for mixed-layer deepening. We estimated the development of mixedlayer depth by using a density change criterion of 0.1 kg m y3 from the surface. Because of our coarse model, a liner interpolation was used to derive the results. March mixed-layer depth is shown in Fig. 3 . A broad agreement in distribution pattern between the model and the observations is obtained. A larger difference appears to be in the western and central subtropics, particularly around 258N where the model produces too deep mixed layer. However, differences between the three runs are not very obvious. Changes of isopycnal mixing slightly modify the values of mixed-layer depth. y1 . This is quite consistent with results from the Ž . global OGCMs by Sarmiento et al. 1992 and by Ž . Obata 1999 . Obata used the model with a simple biogeochemical cycle of carbon. The results of anthropogenic carbon were derived from the subtraction of preindustrial values from the present values, the same method as that in Maier-Reimer and Has-Ž . selmann 1987 . In our simulations, the increase of isopycnal diffusivity increases the uptake of anthropogenic CO in the western coastal area, where 2 waters of subtropical, subpolar, and Sea of Japan origin meet and are transformed. The area is often called the mixed water region. The North Pacific Intermediate Water is mainly formed in this region. The mixing taking place at the region also affects the Kuroshio extension area. The most significant difference between cases is that increasing isopycnal diffusivity considerably enhances the uptake of anthropogenic CO in the subpolar region, particularly in 2 the western area, and reduces that in the equatorial region. This is because large isopycnal diffusivity in Run 3 brings up more unriched-CO water into the 2 Ž . surface in the western region around 428N, 1508E . In addition, the increase of isopycnal diffusivity enhances isopycnal mixing, which increases vertical and meridional transports of tracers. This results in the decrease of surface CO concentrations in higher 2 latitudes. Differences of flux in the western region between Run 2 and Run 1 are not large. This is because the increase of thickness diffusivity offsets the upwelling due to the increase of isopycnal diffu-Ž . sivity Run 1 . Differences between runs are summarized in Fig. 5 , which displays the cumulative uptake and inventory of anthropogenic CO in six regions 2 of the model ocean from 1800 to 1997. Here the area north of 408N is labelled the subpolar region, whereas the area between 108 and 408N is devoted the subtropical region. Run 3 takes up 2 GtC more anthropogenic CO than does Run 1 in the subpolar region.
Uptake of anthropogenic CO 2
2 Run 2 takes up over 3 GtC more anthropogenic CO 2 Ž than does Run 3 in the equatorial region 108S to . 108N . Due to ocean transport, large cumulative fluxes do not necessarily imply large inventories. All simulations show that the inventories are larger than the cumulative flux in the subtropical region, and that the subpolar region does not maintain a large inventory of anthropogenic CO . Differences be- ( )gion and the isopycnal diffusion explain why the subpolar region exports much of its absorbed CO to 2 the subtropics. Isopycnal diffusion is dominant for that export at the depths below outcrop surfaces. The equatorial region also produces a lot of export of absorbed anthropogenic CO in all three runs, partic-2 ularly Run 2 whose equatorial region loses over 3.5 GtC to the region south of 108S. The largest difference between cases is that increasing isopycnal diffusivity drives increasing accumulation of anthropogenic CO in the subtropical region. We see that 2 Ž . the subtropical region 108N to 408N in Run 3 imports over 2 GtC of anthropogenic CO from 2 other regions. In Run 1, almost all lost anthropogenic CO in the subpolar region accumulates in the sub-2 Ž . tropical region Fig. 5g . The increase of thickness Ž . diffusivity Run 1 reduces the accumulative flux in both the subpolar and subtropical regions, and also reduces the inventory in the western subtropical region.
Ž . Recently, Gruber et al. 1996 proposed an improved method to estimate the anthropogenic component of oceanic DIC from measurements of carbon system parameters and transient tracer data. . 1999 were obtained from the WORCE P16 section that was made mainly between 1991 and 1992. We use the model results of Aug. 1991 along 1518W to make the comparison. The model compares reasonably well with the data-based estimate for the inventory along 1518W in the North Pacific, except in the region north of 528N. The model overpredicts the data-based inventory between the equator and 308N by up to a factor of 1.3. North of 528N, all three runs overestimate the inventory by up to a factor of 3 at 578N. However, both the data-based estimates and the model estimates exhibit a decrease in inventory with increase in latitude. Smaller isopycnal diffusiv-Ž . ity Runs 1 and 2 produces a better match with the Ž data-based estimates in the lower latitudes between . 08 and 308N , whereas larger isopycnal diffusivity Ž . Run 3 does in the latitudes of 308-508N. In the South Pacific, the model-predicted estimates for Run 3 overpredict data-based estimates by up to a factor of 1.5. We should point out that the results in Feely Ž . search models presented in Feely et al. 1999 , we find that the difference between those global OGCM's and our basin-wide OGCM is small. This also implies that physical processes are dominant in the interpretation of distribution of tracers in the ocean. Differences between our Runs 1-3 are due to different model circulation transports. The main difference between Runs 2 and 3 is due to meridional transport.
In order to know where anthropogenic CO re- Brewer, 1978; Chen and Millero, 1979 show that there is a deepening of penetration depth at about 328N although the structures from two methods are different. Our model yields the feature, but the deepening is not so sharp. To find out the difference between cases, we present in Fig. 7 potential densitylatitude distribution of anthropogenic CO along 26.0s , contours are flatter in Run 3 than in Run 2, q which demonstrates stronger isopycnal diffusion from the subpolar region to subtropical region in Run 3.
Few published data-based estimates are available in the North Pacific. Comparing our simulated re-Ž . sults at 1658E with those by Chen 1993 from the Aback calculationB, we find that our simulated results of penetration depth of excess CO are much too 2 ( )Ž . shallow Fig. 8 . The distribution of excess CO in 2 the western North Pacific is similar to that in the eastern North Pacific but with a generally much deeper penetration depth. The deepening of penetration depth along 1658E occurs at about 308N, and the penetration depth increases by 500 m from 158 to Ž . 308N Chen, 1993 . Although our model also shows this feature, the structure is different. The model only produces the increase of about 250 m in penetration depth from 158 to 308N. Large isopycnal diffusivity generates a relatively deep penetration. We believe that the current model probably underestimates the penetration of anthropogenic tracers, including anthropogenic carbon and CFCs. Craig et al. Ž . 1998 underestimated the penetration of CFCs in the western North Pacific in their global 3-D model. Our model also has a similar situation. The increase of isopycnal diffusivity generally leads to improvement of CFC results in the western North Pacific but does not have much improvement in the eastern North Pacific. As an example, Fig. 9 shows the distribution of CFC-11 along 1758E in Sept. 1992. Observations Ž . are based on the data from Watanabe et al. 1994 . Table 2 CO Sabin et al., 1999 , using 2 more tracers to examine the model will help improve model performance.
We should mention that the uptake of anthropogenic CO in the North Pacific can be more 2 sensitive to the exchange coefficient of anthro-Ž . pogenic CO , S in Eq. 1 , than to the isopycnal 2 g diffusivity employed in our model. Using the exchange coefficient from Broecker et al.'s equation can increase the uptake of anthropogenic CO by 2 8.8% relative to using the exchange coefficient from Wanninkhof's equation in the North Pacific in Run 1. Furthermore, restoring of T and S at our model's southern boundary may also affect the results, in part because at the boundary we also assume a zero north-south flux of anthropogenic CO . Neverthe-2 less, we consider that the southern boundary has only a minor impact on the uptake of anthropogenic CO 2 in the North Pacific, because the net transport of anthropogenic CO from the North to the South is 2 not very large in the model.
Conclusions
We have discussed the simulated results from three numerical experiments. The simulated results show that the North Pacific has taken up anthropogenic CO of 22.2 to 23.6 GtC by the end of 2 1997. The excess CO uptake rate in the North 2 Pacific is estimated to be about 0.40 GtCryear in 1990s, which accounts for about 20% of the global oceanic uptake rate. The results of both total uptake and uptake rate are in broad agreement with those estimated from the global models and from the databased method.
In the North Pacific, two main regions of taking up anthropogenic CO are the western North Pacific 2 and the eastern equator. The exchange fluxes at these two regions can reach about 1.0 mol m y2 year y1 . However, a main region of storage of excess CO 2 appears to be in the subtropics.
An increase in isopycnal diffusivity enhances the deepening of penetration depth of anthropogenic CO 2 in the western North Pacific. The increase of isopycnal diffusivity can take up more anthropogenic CO 2 in the North Pacific by 2.6% from Run 2 to Run 3. The net transport of anthropogenic CO between the 2 North and the South decreases by 56% due to the increase in isopycnal diffusivity from Run 2 to Run Ž . 3 Table 2 . The increase of thickness diffusivity reduces CO uptake in both the subpolar and sub-2 tropical regions, and also reduces the inventory in the western subtropics.
Relative to data-based estimates, our model overestimates the uptake of anthropogenic CO in the 2 eastern North Pacific, but probably underestimates it in the western North Pacific. More and better databased results are needed to valid the model, which also requires the more accurate methods of deriving the anthropogenic CO data. Also needed are uncer- 
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