Challenges and Techniques in Forensic Identification by SZCZUPAK, MAYA
  
 
 
 
Dipartimento di Medicina Clinica e Sperimentale 
Dipartimento di Patologia Chirurgica, Medica, Molecolare e dell’Area Critica 
Dipartimento di Ricerca Traslazionale e delle Nuove Tecnologie in Medicina e Chirurgia 
 
 
 
Corso di Laurea Specialistica in Medicina e Chirurgia 
 
Challenges and Techniques in Forensic Identification 
 
 
 
 RELATORE 
CHIAR.MO PROF. Luigi Papi 
 
 
           CANDIDATO 
           Maya Szczupak 
 
 
 
ANNO ACCADEMICO    2014/2015
1 
 
 
 
 
 
 
 
 
You can kiss your family and friends good-bye and put miles between you, but at the 
same time you carry them with you in your heart, your mind, your stomach, because you do 
not just live in a world but a world lives in you 
 -Frederick Buechner- 
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Abstract 
The identification of human remains is one of the most important topics in 
forensic medicine. Human identification is a multidisciplinary process which 
involves mainly forensic pathologists, anthropologists, odontologists, 
radiologists, and genetics. Various methods are available for human 
identification, which are based on the comparison of post-mortem data from 
the corpse and ante-mortem data from the presumed victim. 
For many years the techniques of human identification were based only on 
the comparison of personal belongings or visual identification. This limited 
the possibility of identification to cases where the cadaver was in good 
conditions and the possible identity of the deceased was known. With time, 
identification techniques have advanced. Skeletal and dental remains are still 
used to create a biological profile in cases where the possible identity is 
unknown, in order to narrow the number of possible matches available in the 
future. Further advances include fingerprint analysis, facial reconstruction, 
and DNA analysis. These techniques increase the possibility of identification 
in cases of unknown bodies and decomposed, fragmented, or burned human 
remains. 
The advances made in human identification techniques allow the forensic 
community the possibility to deal with two issues that have great importance: 
identification of missing persons and disaster victim identification (DVI). 
This paper will review the issues of missing persons and mass disasters in 
forensic science and the various techniques used in the identification process. 
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1 Introduction 
The identification of human remains is one of the most important topics in 
forensic medicine. Human identification is a multidisciplinary process which 
involves mainly forensic pathologists, anthropologists, odontologists, 
radiologists, and genetics. Various methods are available for human 
identification, which are based on the comparison of post-mortem data from 
the corpse and ante-mortem data from the presumed victim. 
The increasing numbers of missing persons and mass disasters in the last few 
years brought to attention the importance of forensic human identification. 
These cases are challenging for the forensics team because often the possible 
identity of the decedent is unknown. Furthermore, human remains from mass 
disasters are often fragmented, commingled, and burned, making it hard to 
determine the number of victims and their possible identities. Identification in 
both cases is important in order to bring closure to the families, and the 
forensics team should use all available methods to reach a positive 
identification. 
The process of human identification can be divided into three steps: 
 Collecting postmortem (PM) data and establishing the possible 
identity of the decedent. 
 Collecting antemortem (AM) data of the presumed decedent. 
 Comparison of PM and AM data. 
The first step in the identification process consists in collecting PM data 
establishing the possible identity of the deceased so that antemortem records 
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could be obtained for future comparison. Determining the possible identity of 
the decedent could be very challenging for the forensics team in cases such as 
disaster victim identification (DVI) and identification of missing persons. In 
these cases a biological profile of the decedent is created in order to narrow 
the number of possible matches available in the future. Osteology and 
odontology are the two main methods used to build the biological profile 
which includes general information such as sex, age, height, and ethnic origin, 
as well as individual markers like tattoos and scars. Facial reconstruction is 
another method that could be used to determine the possible identity of the 
decedent.  
After establishing the possible identity of the decedent and obtaining AM 
data, three main methods are used to reach definitive positive identification: 
 DNA samples extracted from the remains can be compared to DNA 
samples retrieved from personal belongings or from relatives of the 
presumed individual. DNA can also be compared to national databases 
such as CODIS. 
 Fingerprints taken from the cadaver can be used for identification only 
if antemortem fingerprints of the presumed individual are found in 
national databases like AFIS. 
 Postmortem dental records are compared to antemortem dental records 
of the presumed individual. 
The first two chapters of this paper will review the challenges faced by the 
forensics team in cases of missing persons and mass disasters. Chapters 4-8 
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will review the methods used for human identification: osteology, odontology, 
facial reconstruction, fingerprint analysis, and DNA. 
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2 Missing Persons and Unidentified Bodies 
A missing person is a person whose whereabouts are unknown. The 
phenomenon of missing persons who are not found is constantly growing 
every year and has become a worldwide problem. Financial problems, 
abduction, violence, accidents, and suicide are some of the reasons for people 
going missing
1
. Unidentified bodies represent another large scale problem. 
The number of cadavers recovered whose identity remains unknown is 
increasing every year. The growing number of missing persons and 
unidentified bodies in the last few year could be in part attributed to the 
growing flow of illegal immigrants who often find their death while trying to 
reach their destination and are found without any identifying documents
2
.  
The number of missing persons and unidentified bodies in Italy since 1974 
was assessed by a special authority (Commissario Straordinario del Governo 
per le Persone Scomparse) appointed by the Italian Ministry of the Interior in 
2007. Table 2-1 summarizes the total number of people still missing in Italy in 
the years 1974-2012, 1974-2013, 1974-2014, and the numbers of Italian and 
foreign citizens missing. The number of people still missing in Italy from 
January 1
st
 1974 to December 31
st
 2014 is 29,234. 20,848 of these missing are 
foreigners. We can see that the number of missing persons in Italy is 
increasing every year, and the number of foreign citizens missing in Italy is 
much higher than the number of Italian citizens missing
3, 4
. Lazio, Sicily, and 
Lombardia are the regions with the highest number of missing persons. The 
number of missing persons from 1974-2014 in Tuscany is 1,100
4
 (Table 2-2). 
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Figure ‎2.1. Missing persons is Italy in 2012-20144 
 
Table ‎2-1. Missing persons in Italy divided into regions4. 
0 
5,000 
10,000 
15,000 
20,000 
25,000 
30,000 
1974-2012 
1974-2013 
1974-2014 
Total missing 
Italian citiznes 
Foreign citizens 
10 
 
The number of unidentified bodies in Italy from 1974-2013 was 1,263. In 
2014 the number was 1,385. The highest number of unidentified bodies, 681, 
is found in Sicily, where many unidentified bodies were recovered from the 
sea after the sinking of a boat of immigrants near Lampedusa
4
. In Tuscany, the 
number of unidentified bodies from 1974-2014 is 38 (Table 2-3)
4
. 
 
Table ‎2-2. Unidentified cadavers in the different Italian regions from 1974-20144. 
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A study conducted by Cattaneo et al. at the Institute of Legal Medicine in 
Milano, LABANOF, examined the extent of the problem of unidentified 
cadavers and the challenges faced by the forensic team during the 
identification process in order to try and find a solution
5
. This group studied 
data from 454 unidentified cadavers who arrived to the morgue between the 
years 1995-2008. For each cadaver a biological profile was built using 
anthropological method. Fingerprints were taken from every cadaver and the 
dental profile was recorded. If a possible match was found, other methods 
were used to reach a positive identification (Figure 2.1). 62% of the cadavers 
studied were identified, 47.2% of them were foreign immigrants. 38% remain 
unidentified. According to Cattaneo et al, the lack of a national database for 
the comparison between unidentified bodies and missing persons could 
explain the high number of unidentified bodies. This study also emphasized 
the important role that forensic anthropologists and odontologists have in the 
identification process of unidentified bodies.  
 
Figure ‎2.2. Manner of identification of well preserved and badly preserved bodies5. 
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In order to try and help with the identification process, a national database 
for the search of missing persons (Ricerca scomparsi – Ri.Sc.) was launched 
in 2010
6
. Identifying information of missing persons and unidentified bodies 
is archived in the database and used for comparison, with the hope of finding a 
possible match. 
The forensics team is responsible of collecting postmortem data from the 
unidentified body and recording it on a postmortem form which is identical to 
the antemortem form compiled by the police in missing persons cases (Figure 
2.2 and 2.3). Other than a physical description of the body (skin color, hair 
color, scars and tattoos), the form should include the biological profile of the 
individual (age, sex, stature, and race), determined by the forensic 
anthropologist. The dental profile is also recorded. A photo of the decedent 
should be added when the body is well preserved. In other cases facial 
reconstruction should be considered. 
The information collected by the forensics team is archived in the database 
(Table 2-4) and compared to the missing person information collected by the 
police. If a possible match is found, other forensic techniques are used to 
reach a definitive positive identification.  
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Figure ‎2.3. An example of an antemortem/postmortem form where particular signs such 
as scars and tattoos are indicated
7
. 
 
 
Figure ‎2.4. An example of an antemortem/postmortem form where dental data is 
recorded
7
. 
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Table ‎2-3.‎An‎example‎of‎the‎information‎found‎in‎the‎unidentified‎bodies’‎registry8. 
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3 Mass Disasters 
A mass disaster can be defined as any event causing the death or injury of 
many individuals
9
. Many natural (earthquakes, hurricanes, and tsunamis) and 
non natural events (terrorism, accidents, and wars) can lead to a mass disaster. 
Disasters can be considered closed when the number and identities of the 
victims are known, or open when neither the number nor the identities of the 
victims are known.  
Like other cases of personal identification, the process of disaster victim 
identification (DVI) requires the comparison of antemortem (AM) and 
postmortem (PM) records. This process is very challenging for the forensics 
team for a number of reasons. First, the large number of victims whose 
identity is not always known, like in the case of open disasters, makes it more 
difficult to obtain AM records. Second, due to the nature of these events the 
remains are often fragmented, commingled, and not well preserved, making it 
harder to determine the number of victims and collect PM data. 
Guidelines regarding identification process in mass disasters were developed 
by the Interpol Standing Committee on DVI
9
. These guidelines describe four 
stages that should be followed as well was the techniques that should be used 
for identification (Figure 3.1). 
 
Figure ‎3.1. DVI process9. 
16 
 
The four stages of the DVI process are: 
 Scene – This step consists in searching for, retrieving and 
documenting human remains. The remains and other evidence found 
are photographed and recorded. 
 Postmortem – Skeletal and dental remains are examined by the 
forensic anthropologist and odontologists to try and determine the 
biological profile of the victim. Fingerprints and DNA samples are 
taken for future comparison. All the information obtained in the step is 
recorded on a DVI PM form (Figure 3.2). 
  
 
Figure ‎3.2. An example from the DVI PM form10. 
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 Antemortem – This step consists in creating a missing person list from 
family reports or passenger manifests and AM data collection. A 
detailed description of the presumed victim is recorded. Dental records 
are collected; DNA samples and fingerprints are taken, as well as any 
other identifying information. The data collected is recorded on a DVI 
AM form (Figure 3.3). Collecting AM data could be difficult in open 
disasters where the number and identities of the victims are not 
known. 
  
 
Figure ‎3.3. An example from the DVI AM form11. 
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 Reconciliation – Postmortem data is compared to antemortem data in 
order to reach a positive identification. 
The methods used for identification in mass disasters are divided by the 
Interpol in two categories:  
 Primary means of identification include fingerprint analysis, DNA 
analysis, and comparative dental analysis. These methods are 
considered to be the most reliable methods for identification. 
 Secondary means of identification include personal description, 
identifying marks like scars and tattoos, personal effects like clothing 
and jewelry, and visual identification. These are considered to be 
circumstantial evidence that should be used in support of the primary 
methods
9, 12
. 
In 2006, as a response to numerous mass disaster events which required the 
identification of victims both on a national and on an international level, the 
Italian police appointed a DVI group which follows the Interpol guidelines. 
This group is composed of a forensic pathologist, geneticist, odontologist, 
fingerprint expert, technical personnel, psychologist, and interpreters
13
. 
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4 Forensic Osteology 
Forensic osteology is a branch of forensic anthropology that studies human 
skeletal remains for personal identification.  
When skeletal remains are discovered, the forensic osteologist first has to 
determine if the remains are human, as well as the time period elapsed since 
death in order to classify the remains as forensic or archeological. An interval 
of 70 years is used to divide these categories. The forensic osteologist can then 
begin the identification process by establishing the biological identity of the 
deceased: sex, age at death, stature, and ethnic origin
14, 15
. It is important to 
identify which elements of the body are present and their state of preservation 
as they affect the accuracy with which these four characteristics are 
determined
16, 17
. 
Identifying the single bones from the recovered skeletal remains and 
assigning them to the correct side of the body allows the forensic osteologist 
not only to reconstruct the body of the deceased, but also to determine the 
minimum number of individuals present
18
. The type of bone and its position, 
size, color, and pathological conditions can help separate bones from different 
individuals. Separating adult bones from juvenile bones can be based on the 
size of the bones and the state of skeletal development
15
. Separating juvenile 
bones of different individuals is more difficult and depends mostly on the 
knowledge and experience  that the forensic osteologist has
19
. Finding bones 
in different stages of development, like a distal ulnar epiphysis and a distinct 
iliac crest, indicates the presence of at least two juvenile individuals
20
. Table 
20 
 
4-1 summarizes the major centers of ossification and the range of ages in 
which they appear
19
. 
 
Table ‎4-1. Secondary ossification centers21. 
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4.1 Determination of Sex 
Male and female skeletons present two main differences. First, male bones 
are bigger and more robust than female bones. Second, the size and shape of 
the pelvis is different between the sexes
14, 15, 22
.  
The skull and the pelvis are the two most sexually dimorphic elements of the 
skeleton. The most effective sex indicators do not begin to develop until 
adolescence, making it harder to sex immature remains.  Sexual dimorphisms 
are not always stable throughout life. Walker, for example, showed an 
association between age and the shape of the greater sciatic notch. At a young 
age the notch tends to be wider in both males and females, but its shape tend 
to become more masculine with age, maybe due to vitamin D deficiency
23
. 
Krogman sexed a sample of 750 adult skeletons. His accuracy rates were 
100% when the entire skeleton was present, 95% with pelvis, 92% with skull, 
98% with skull and pelvis, 80% with long bones, 98% with long bones and 
pelvis
24
. According to Mays and Cox, the accuracy of sex prediction is 90% 
when using only the pelvis and 80% when using only the skull
25
. 
The female pelvis is wide and shallow with a wide and shallow greater 
sciatic notch, whereas the male pelvis is high and narrow (Figure 4.1).  
22 
 
 
Figure ‎4.1. The wider female greater sciatic notch is on the left, and the narrower and 
more hooked male morphology is on the right
14
. 
 
Other pelvic indicators used to determine sex are reported in Table 4-2. 
There are various methods for visual evaluation of the pelvis to determine sex. 
Phenice identified three features that are characteristic to a female pelvis: a 
subpubic concavity, a ventral arc, and a medial aspect of the ischiopubic 
ramus
26.‎The‎accuracy‎of‎Phenice’s‎method‎is‎debatable.‎Some‎authors‎report 
an accuracy of 59%
27
 while others report it is highly accurate
28-30
. Another 
method used is that of Derrick and Iscán which uses the sacroiliac joint to 
determine sex
31
. According to their method, which has an accuracy level of 
90%, a postauricular sulcus located between the iliac tuberosity and posterior 
auricular surface is rare in males and very common in females, the 
postauricular space is narrow in males and large in females, and the iliac 
tuberosity is absent or pointed in females and mountain shaped in males 
23 
 
(Figure 4.2). Various measurement indices of the pelvis can also be applied to 
determine sex, although their accuracy is highly variable
21
. 
 
Table ‎4-2. Sex differences in pelvic morphology21. 
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Figure ‎4.2. Sexual dimorphism in the sacro-iliac between females (A,B and D) and males 
(C and E). Observe locations of the postauricular sulcus (A), iliac tuberosity (C) and 
postauricular space (D)
31
. 
 
The skull is also used to determine sex. Table 4-3 summarizes the 
morphological sex traits in the skull. The male skull is usually larger and more 
robust than the female skull, which is smaller, rounder, and more fragile. 
Males tend to have more prominent features, like the glabella, supraorbital 
ridges, and mastoid process. Females present larger frontal and parietal 
eminences. The nasal bones are larger in males and tend to form a sharper 
angle in the midline. The nasal aperture in males is higher and narrower with 
sharp margins. Females have higher and more rounded orbits with sharper 
25 
 
orbital margins. The palate has a parabolic shape in females and U-shape in 
males. Males present a larger and thicker mandible than females, with greater 
body weight, and the angle formed between the body and the ramus is less 
than 125 degrees. Numerous studies have showed low accuracy when using 
the mandible for sex determination
32-34
. 
 
Table ‎4-3. Morphological sex traits in the skull21. 
 
Buikstra and Ubelaker suggested five features that should be used when 
determining sex from the skull
35
: nucal crest, mastoid process, supraorbital 
margin, prominence of the glabella, and mental eminence (Figure 4.3). Each 
26 
 
feature is assigned a score from 1 (definitely female) to 5 (definitely male). 
Walker studied these features on a sample of 304 Europeans and Americans of 
European and African ancestry and 156 native Americans. He used logistic 
regression to combine the five features to give formulae that could be used to 
estimate sex. Using different combinations, Walker was able to correctly 
classify 77.9%-88.4% of the skulls, with a sex bias of 0.1%
36
 (Table 4-4). 
 
Figure ‎4.3. Buikstra‎and‎Ubelaker’s‎scoring‎system‎for‎sexually‎dimorphic‎cranial 
features
21
. 
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Table ‎4-4. Discriminant analysis equations for predicting sex21. 
 
Metric characteristics in the skull have been studied since the 1950s and 
various formulae have been published
37, 38
. Metric differences between 
populations pose a problem when using these formulae. Giles and Elliot, for 
example, used discriminant function methods for determining sex from 
American whites and blacks, using the Terry collection
38
. Giles also published 
formulae for determining sex using the mandible
39
. Formulae developed by 
Spradley and Jantz
40
 are now used for the U.S. population, as the individuals 
from the Terry collection used by Giles and Elliot no longer represent the 
current living population
21
 (Table 4-5). Similar formulae for other populations, 
like Finns
41
 and North Indians
42
 have been published. 
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Table ‎4-5. Spradley and Jantz formulae for estimation of sex in U.S. skulls21. 
 
Postcranium bones can also be used to determine sex. Spradley and Jantz 
compared the accuracy of sex estimation using multivariate analysis of the 
cranium to that of the postcranium. They found that sex can be estimated with 
an accuracy of 94% when using multivariate analysis of the postcranial bones 
and only up to 90% when using the cranium. According to these authors, the 
selection of measurements depends on how much these measurements are 
expected to differ between males and females and how much correlation exist 
between them. Width of epiphyses, diameters of head of bones, and 
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circumferences, for example, are better sex indicators than length or 
diaphyseal dimension
40
. 
Morphological and metric methods for estimating sex are less reliable when 
trying to estimate sex in juveniles because most of the sex differences in the 
skeleton develop after puberty. Some morphological traits of the pelvis and 
the cranium could be examined and used when trying to estimate the sex in 
juveniles.  Weaver, for example, found that the auricular surface of the ilium 
was more elevated in females and non elevated in males. Using this trait, he 
was able to correctly sex females with a range of 43.5%-75% and males with a 
range of 73.1%-91.7%
43
 (Table 4-6). Numerous researches that were later 
done using this trait showed accuracies of ~72%
44
. Schutkowski studied four 
traits of the ilium: angle of the greater sciatic notch arch criterion, depth of the 
greater sciatic notch, and curvature of the iliac crest (Figure 4.4). He found 
that 95% of individuals with a narrow greater sciatic notch were boys and 
71.4% of individuals with a wider sciatic notch were girls. Using the depth of 
the sciatic notch he was able to correctly determine the sex of 81.2% boys 
with deep notch and 76.5% of girls with shallow notch. 73.3% of the boys 
showed an arch bordering the auricular surface, while an arch crossing the 
auricular surface was found in 70.6% of the girls. A slight S-shaped curve of 
the iliac crest was found in 62.1% of the girls, while a pronounced S-shaped 
curve was found in 81.2% of the boys
45
. Although a number of studies support 
Schutkowski’s‎findings46, 47, Vlak et al. found that neither the morphology nor  
the measurements of the greater sciatic notch are good indicators of sex in 
juveniles as they were unable to reach accuracies higher than 75% for the 
sciatic notch traits in a Portuguese sample of individuals under 11 years of age 
30 
 
born between 1805-1972
48
. As for the cranium, some traits of the orbit and the 
mandible show dimorphism but need further assessment
49
. 
 
Table ‎4-621. 
 
 
Figure ‎4.4. Schutkowski’s‎criteria‎for‎assessing‎the‎ilium‎in‎children:‎(a)‎the‎angle‎of‎the‎
greater sciatic notch, (b) the arc criteria, (c) depth of the sciatic notch, (d) iliac crest 
curvature
21
. 
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4.2 Age at Death 
There are two types of age that could be determined: chronological age or the 
number of years lived from birth, and biological age, which is an indicator to 
the biological maturity of an individual
50
. In juveniles the difference between 
the chronological and biological age is relatively small. In adults, however, 
this difference could be significant. Methods for estimating the chronological 
age, rather than the biological age, are generally applied by forensic 
osteologists. 
Age related changes in the skeleton represent three different stages in life and 
therefore require different methods for estimating age
21
. The first stage, 
growth and development, includes children and young adults. Changes in this 
stage proceed at a predictable rate and pattern and are influenced by genetic 
and environmental factors. Methods involving the appearance of ossification 
centers, development and eruption of teeth, and the growth of different parts 
of the skeleton could be used at this stage
20
. The second stage, equilibrium, 
follows the cessation of growth. These changes are individual and population 
specific. Changes in the last stage, senescence and degeneration, are 
determined by individual factors such as health, occupation, and nutrition
14, 15
. 
Estimating the age of an individual once growth has stopped is relatively 
difficult. 
Numerous markers from the teeth and skeleton could be used for estimating 
age in children and young adults. Dental markers include eruption of teeth and 
their degree of mineralization
51
. Observation of emerged teeth gives the 
forensic osteologist a rough estimate of age, but a radiographic analysis of the 
32 
 
mineralization of the teeth provides a more accurate estimation
52
. Tooth 
formation standards, like those of Moorrees
53, 54
 and Demirjian
55
 are often 
used to estimate the age of an individual.‎Another‎method‎used‎is‎Ubelaker’s‎
system which shows the correlation between dental development and age
56
 
(Figure 4.5). Dental age estimation becomes less accurate at around 14 years 
of age when the teeth are fully developed. Reppien evaluated the degree of 
error associated with dental age estimation. He assessed various methods and 
concluded that the estimated age range can be narrowed to 2-4 years in cases 
with a developing dentition. The age of a small child could be estimated with 
a range of 2 years and that of juveniles with a range of 4 years. For adults, 
Reppien recommended an estimated age range of 10-20 years
57
. 
 
Figure ‎4.5. Correlation between age and dental development as described by Ubelaker56 
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Skeletal markers include the size and length of the bones and the 
developmental state of centers of ossification. Estimating the age of an 
individual using the length of long bones is problematic for a number of 
reasons. First, with increasing age the accuracy decreases because external 
factors affect the growth. Second, the tables available for comparison are 
inadequate as they are based on individuals from at least two generations ago, 
mostly from white, middle class origins
58, 59
. Primary and secondary centers of 
ossification are also used for age estimation. Three features of primary and 
secondary ossification centers can be used: the time at which the center 
appears, the size and morphology of the center, and the fusion time of primary 
and secondary centers
15
. These centers develop as spherical or ovoid nodules 
of bone and can only be identified in their anatomical position, making their 
use in age estimation limited to cases in which there is sufficient soft tissue to 
hold them in place
14
. Primary ossification centers of the skull, vertebrae and 
long bones begin to develop in the embryonic and fetal periods, whereas 
secondary ossification centers develop throughout postnatal life within 
cartilaginous templates
20
. The period in which the centers reach their second 
stage of development and can be recognized by their distinctive morphology 
varies from bone to bone. For example, most of the bones of the skull, 
vertebrae, ribs, and long bones can be recognized from mid-fetal life, while 
carpal bones become recognizable only later in childhood. The accuracy of 
age estimation increases when using bones in which changes occur in a short 
period of time. 
34 
 
 
Figure ‎4.6. Examples of stages of epiphyseal union, from left to right, open (O), early 
closure (B), and completely fused (C). In recent union (R), a feint epiphyseal line is 
present
21
. 
 
 
Figure ‎4.7. Order of epiphyseal closure, starting from the elbow (E), to hip (H), ankle (A), 
knee (K), wrist (W) and shoulder (S)
21
. 
 
Epiphyseal union is more commonly used for age estimation than 
ossification centers. This process usually begins between 12 to 14 years, 
earlier in females than in males. In 1924, Stevenson studied epiphyseal union 
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on a sample of 128 skeletons with an age range from 15 to 28 years
60
. He 
defined four stages: no union (O), beginning union (B), recent union (R), and 
complete union (C)   (Figure 4.6) and described the sequence of epiphyseal 
union. The sequence of epiphyseal union was later studied by numerous 
researchers
61, 62
 and is shown in Figure 4.7. The age range of closure for the 
different epiphysis is shown in Figure 1.8 and Tables 4-7 and 4-8. Differences 
between populations should be taken into consideration. Crowder and Austin, 
for example, studied the range of variation in distal epiphyseal union of the 
tibia and fibula from radiographs from three different North American 
populations: European-American, African-American, and Mexican-
American
63
. No ancestry differences were found in females, who presented 
complete fusion between the ages of 12-16. Ancestry differences were 
described, however, in males. African-American and Mexican-American 
males express complete fusion at 14, while European-American males do not 
express complete fusion until 16 years. 
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Figure ‎4.8. Relationship between epiphyseal union and fusion of primary ossification 
centers and chronological age
21
. 
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Table ‎4-7. Adolescent and postadolescent aging according to epiphyseal union in males19, 
21
. 
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Table ‎4-8. Adolescent and postadolescent aging according to epiphyseal union in 
females
19, 21
. 
 
Four areas of the skeleton are normally used to estimate the age in adults: 
fusion of cranial sutures, the pubic symphysis, auricular surface, and the ribs
14, 
51
. The fusion of cranial sutures was widely used in the past to estimate age 
but the correlation between suture closure and age has been proven to be quite 
unreliable
64
. Various scoring systems evaluating the degree of suture closure 
have been developed over the years
50, 65-70
, but the method developed by 
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Acsádi and Nemeskéri is reputed to be the most accurate
70, 71
. According to 
their method, the cranial sutures are divided into sixteen sections (Figure 4.9) 
and then scored according to the degree of closure (Figure 4.10). Age is then 
determined by the mean value (total score based on all the parts divided by 16) 
(Table 4-9). 
 
Figure ‎4.9. The 16 areas of cranial sutures scored by Acsádi and Nemeskéri21 
 
Figure ‎4.10. Description of the five stages of suture closure. Stage 0: Open suture. There 
is still a little space left between the edges of the adjoining bones; Stage 1: Suture is closed, 
but clearly visible as a continuous, often zigzagging line; Stage 2: Suture line becomes 
thinner, has less zig-zags and may be interrupted by complete closure; Stage 3: Only pits 
indicate where the suture is located; Stage 4: Suture completely obliterated, even its 
location cannot be recognized
21
. 
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Table ‎4-9. Mean values for closure and age according to Acsádi and Nemeskéri21. 
 
The pubic symphysis is considered the most reliable skeletal indicator of age 
in adults. Age related changes in the pubic bones were first studied by Todd 
who described 10 morphological phases and the associated age range
72-75
 
(Figure 4.11). Both Mckern and Stewart
62
 and Gilbert and Mckern
76
 presented 
three‎component‎systems‎based‎on‎Todd’s‎studies.‎Nowadays,‎ these‎systems‎
are not often used. The most commonly used system today is that of Brooks 
and Suchey, based on six phases
64, 77
 (Table 4-10). 
 
Figure ‎4.11. Todd’s‎10‎morphological‎phases‎with‎the‎associated‎age‎ranges62. 
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Table ‎4-10. Description of the six phases and age estimation according to Brooks and 
Suchey’s‎system21. 
 
The auricular surface is an important indicator of age at death because, as 
opposed to other skeletal indicators of age, it is more durable and its 
morphology is not affected by sex or ancestry
78, 79
. Lovejoy et al. described 
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eight morphological phases with their corresponding age range
80
 (Figure 4.12 
and 4.13).‎Based‎on‎Lovejoy’s‎work,‎Buckberry‎and‎Chamberlain developed a 
new scoring method that takes into consideration five characteristics described 
in Table 4-11
81
. The five characteristics are scored separately and then 
summed up to create a composite score. These composite scores are grouped 
into seven different stages (Table 4-12). In 2004, Osborne et al. tested the 
Lovejoy method and found that the age ranges suggested by Lovejoy et al. 
were inaccurate
79
. In order to increase accuracy, Osborne et al. modified the 
age ranges and reduced to six the number of phases. 
  
Figure ‎4.12 and Figure ‎4.13. The eight morphological phases of the auricular surface as 
described by Lovejoy et al.
21
. 
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Table ‎4-11. Buckberry and Chamberlain auricular surface scoring system21. 
 
 
Table ‎4-12. Stages and corresponding age ranges according to Buckberry and 
Chamberlain auricular surface scoring system
21
. 
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The sternal end of the ribs is also used to estimate age at death. Iscán 
developed two methods to determine age using the sternal end of the ribs, a 
component method and a phase method
82
. The component method was based 
on morphological changes in three components of the right fourth rib: pit 
depth, pit shape, and rim wall. The phase method was developed from a 
sample of 118 white males and consists of eight phases based on age related 
changes (Figure 4.14). Oettlé and Steyn studied Iscán’s‎ phase‎ method‎ on‎ a‎
sample of 339 black individuals from South Africa and found it to be 
relatively accurate
83
. Changes in the sternal rib ends can also be observed 
using X-ray and computed tomography images. Dedouit et al., for example, 
applied Iscán’s‎ phase‎ method‎ to‎ two‎ and‎ three‎ dimensional‎ computed‎
tomography images
84
. 
 
Figure ‎4.14. Anatomical features used in the estimation of age from the sternal rib end: 
(1) scallops, (2) V-shaped pit, (3) smooth walls, (4)U-shaped pit, (5) rounded edge, (6) 
projections, (7) porosity in pit, (8) deteriorated, fragile bone texture
21
. 
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4.3 Stature 
Two‎methods‎can‎be‎used‎to‎calculate‎stature‎from‎skeletal‎remains:‎Fully’s‎
anatomical method
85
 and mathematical methods using regression equations. 
Fully’s‎ technique‎ is‎ based‎ on‎ measurements‎ of‎ ‎ the‎ basi-bregmatic height, 
vertebral column length from C2 to S1, physiological length of the femur and 
tibia, and talo-calcaneal height. Numerous studies have found that the Fully 
technique underestimates stature
86-88
. To solve the underestimation, Raxter et 
al. recommended using new soft tissue correction factors with the Fully 
technique
88
: 
                                                           
                                            
Using these formulae, Raxter et al. were able to correctly estimate the stature 
of 95% of the individuals in their study with a range of 4.5 cm. 
Regression equations are used to establish the relationship between stature 
and the length of a bone. Formulae that use the lower limb bones and the 
vertebrae have the lowest error rate
21, 89
. Frequently used regression equations 
are those published by Trotter and Gleser
90, 91
. In 2010, Wilson et al. published 
the most recent regression equations for Americans
92
 (Table 4-13). Numerous 
equations for other populations have also been published
93-97
. 
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Table ‎4-13. Regression equations for stature estimation in Americans by Wilson et al.21. 
 
4.4 Ethnic Origin 
Ethnic origin is the most unreliable characteristic of the four characteristics 
that establish the biological identity of an individual
15
. Metric and non metric 
traits of the skull, femur, and pelvis are used to determine ethnic origin. In 
1990, Rhine published a list of 45 non metric cranial traits for four ancestry 
groups
98
.  A more recent scoring system for eleven non metric cranial traits 
based‎on‎Rhine’s‎work was developed by Hefner and was proved to be useful 
for determining ethnic origin
99, 100
 (Table 4-14). Hefner divided these traits 
into five categories: assessing bone shape, bony feature morphology, suture 
shape, presence/absence data, and feature prominence/protrusion
100
. Hefner 
concluded that a statistical analysis of the distribution and frequency of these 
traits within and between groups is more accurate than their visual 
assessment
100
. 
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Table ‎4-14. Non metric cranial traits used to determine ethnic origin as described by 
Hefner
101
. 
 
Recently, two statistical programs have been developed to determine ethnic 
origin by analyzing cranial and postcranial measurements
102, 103
. CRANID, 
developed by Richard Wright, uses 29 measurements and its data bank 
includes more than 3,000 skulls from around the world
103
. FORDISC, 
developed by Ousley and Jantz, uses up to 34 cranial measurements and 39 
postcranial measurements from numerous data banks
102
. 
Metric analysis of the pelvis and femur could also be used to estimate ethnic 
origin
104-107
. Although Iscán reached 88% accuracy with measurements of the 
bi-iliac breadth, anteroposterior height, and transverse breadth of 400 
articulated pelvii, he believed the results might have been influenced by the 
low socioeconomic status of the individuals used and advised to use them with 
caution
104
. Patriquin and Steyn studied measurements of a single pelvic bone 
from a sample of 400 South African blacks and whites, and found that iliac 
breadth and pubic length were the best indicators of ethnic origin
107
. 
DiBennardo and Taylor reached 97% accuracy using combined measurements 
from the pelvis and femur
106
. 
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5 Forensic Odontology 
Forensic odontology has been defined by Keiser-Neilson in 1970 as "that 
branch of forensic medicine which in the interest of justice deals with the 
proper handling and examination of dental evidence and with the proper 
evaluation and presentation of the dental findings”108. 
The use of dental remains as a means of identification dates back more than 
2000 years. It is believed that in 66 A.D., Nero’s‎mistress,‎Sabina,‎ identified‎
the‎head‎presented‎ to‎her‎as‎Nero’s‎wife‎by‎the‎black‎anterior‎ tooth‎ that‎she‎
had
109
. Another example is that of Dr. Joseph Warren who was killed in 1775 
in the battle of Bunker Hill. His body was identified by his friend and dentist, 
Paul Revere, by an ivory bridge that he had constructed when Warren was 
alive
110
. In 1897, an explosion occurred in Bazar de la Charite in Paris, 
causing the deaths of 126 people. Many of the bodies were identified by dental 
comparison
111
, a process which later led to the writing of the first textbook on 
forensic odontology, L’arte dentaire en Medicine Legale112. 
Forensic odontology is most commonly used in the identification process of 
deceased individuals, especially in cases where visual identification is not 
possible due to the conditions of the body; it is one of the primary methods of 
identification in mass disasters. Dental evidence is useful for a number of 
reasons: 
1. Dental identification can be used in cases of burned, decomposed or 
dismembered bodies. Tooth enamel is the hardest substance in the 
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human body; its properties allow teeth to survive extensive trauma, 
decomposition and direct excessive heat. 
113
 
2. Dental features such as tooth morphology, tooth position and dental 
pathology are unique and can be used for comparison. 
114
 
3. Many individuals have antemortem dental records, such as radiographs 
and dental charts, from past dental treatments. 
4. In the absence of antemortem records, a postmortem dental profile can 
be made, providing information such as age at death, sex and racial 
origin.
115
  
Comparative dental identification and postmortem dental profiling are the 
two main methods used in forensic odontology
115, 116
.  
 
5.1 Comparative dental identification 
The main concept of dental identification is that postmortem dental remains 
can be compared to antemortem dental records such as radiographs, study 
casts and written notes indicating details like spaces between teeth, tooth 
staining or tooth jewelry that may help in the comparison process. 
Antemortem records can be located when a presumptive identification can be 
made using a driving license or an ID found on the body; these records have to 
be of good quality, accurate and comprehensive in order to compare them to 
postmortem dental remains.  
The dental remains are examined by a forensic dentist, who then records the 
results on a dental chart. Absence of teeth, restorations preformed and the 
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materials used, fractures, prostheses, and implants should all be documented, 
as well as other findings. A research performed by Adams showed significant 
results charting only 28 teeth (third molars were not charted) and only if the 
tooth is present, missing, or restored. He came to the conclusion that detailed 
documentation of restorations does not necessarily increase the uniqueness of 
dental patterns
117
. Postmortem radiographs provide additional non visual 
details like root canals, cysts, and other pathologies. 
The comparison process can begin once the postmortem record is complete. 
Each tooth needs to be carefully examined as well as the surrounding 
structures. Various features should be assessed during comparative dental 
identification (Table 5-1) and similarities and discrepancies should be 
noted
118
. Discrepancies can be of two types, explainable and unexplainable. 
Explainable discrepancies like tooth extractions or restorations normally relate 
to the time elapsed between the antemortem and the postmortem records 
(Figure 5.1). Unexplainable discrepancies must conclude in an exclusion of 
identification. 
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Table ‎5-1. Features examined during comparative dental identification115. 
 
 
Figure ‎5.1. The pattern shapes and sizes of individual dental treatments present in one 
record are compared with similar traits and characteristics in the other record. In this case it 
was determined that the records originated from the same person. This established a 
positive identification. Note that there are several discrepancies present, (eg endodontic 
treatment of teeth LR5 (45) and LR6(46) in the postmortem record) but these can be 
explained as a result of the time interval between the two records and the additional dental 
treatments performed during this period
115
. 
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One of the major problems that can arise in the comparison process is the 
lack of uniformity in charting and tooth numbering systems. There are 
numerous types of dental charts and tooth numbering systems that provide a 
diagrammatic representation of the mouth, but the information written in the 
chart varies from dentist to dentist (Figure 5.2). The three most common 
numbering systems are the universal system, mostly used in the USA, the ISO 
system (FDI two digit system), used in most countries, and the Palmer 
notation method
119
 (Figure 5.3). In 1970 Platt and Yewe-Dyer studied the 
accuracy of dental chartings among dentists in Scotland. They found that 48% 
of the chartings were correct, 38% were incorrect, and 14% of patient records 
examined had no charting at all
120
. Using a predetermined charting system can 
simplify the process.  
 
Figure ‎5.2. Example of a dental chart115. 
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Figure ‎5.3. The most common charting systems121. 
 
Dental radiographs play a very important role in the comparison process
122-
124
. They are more reliable than dental charts, and show less errors
125
. As 
opposed to dental charts, which are subjective, dental radiographs are 
objective records that document the morphology of the dentition and the 
surrounding bony structures, and they can also provide information about 
dental treatments like extractions and restorations. In addition, positive 
identification can be obtained more easily when simultaneously evaluating 
antemortem and postmortem radiographs than when comparing dental charts. 
The most common radiographs available as antemortem dental records are 
bitewing and periapical radiographs, and the orthopantomogram (OPG)
126
. 
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Frontal sinus radiographs can also be used for identification purposes
127, 128
. It 
is highly recommended that postmortem radiographs would be taken after the 
antemortem records are made available so the geometry of the antemortem 
images could be duplicated as closely as possible, facilitating the comparison 
process
129
. Small changes in horizontal or vertical beam angulation could 
result in significant radiographic differences, making it more difficult to reach 
positive identification
130
. 
Bitewing radiographs can provide details of the crowns of the upper and 
lower molar and premolar teeth, as well as details of crown morphology, size 
and shape of pulp chambers, shape of dental restorations, caries, and calculus 
deposits. Periapical radiographs can show, for example, endodontic treatment, 
root fractures and implants.  These features can be compared with postmortem 
radiographs that should try to maintain the accuracy of the angulation of the 
antemortem image. The accuracy of bitewing radiographs in dental 
identification is very high but in some cases, like identification of children or 
when there is a long time interval between the antemortem and postmortem 
radiographs, the accuracy can be lower
123
. OPG was first used in forensic 
practice for the purpose of identification by Gustafson
131
. It is widely used in 
dentistry and gives a complete view of the teeth and both jaws in one image
132
, 
but repeating an OPG radiograph postmortem could be very difficult. 
Antemortem and postmortem radiographs can be compared or superimposed. 
Visual comparison consists in matching similar patterns. A number of 
radiographic patterns have been classified regarding the teeth and the 
surrounding structures
133, 134
. Two radiographic diagnostic rules have been 
described by Macdonald in order to facilitate the description of these patterns. 
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The‎ “5‎ S‎ rule” includes the analysis of the Shade, Shape, Site, Size, and 
Surrounding‎of‎the‎area‎that‎is‎being‎evaluated,‎while‎the‎“3‎D‎rule”‎includes‎
Diameter, Density, and Displacement
135
. Superimposition consists in digitally 
overlaying the radiographs, aligning their common features
130
 (Figure 5.4). 
 
Figure ‎5.4. At post-mortem examination, an AM radiograph was made available (f). A 
PM radiograph of the corresponding portion of the mandible was secured, attempting to 
duplicate the geometry of the AM image as closely as possible. The two radiographs are 
digitally overlaid and aligned, maintaining the original aspect ratio. Pictures (a)–(f) show 
how the opacity of the overlying (PM) image is progressively reduced to show the features 
of the AM image below. This is performed in real-time if required before a tribunal, or 
included in a Statement of Evidence in the form shown above. (a) PM radiograph opacity 
100%; (b) PM radiograph opacity 80%; (c) PM radiograph opacity 60%; (d) PM radiograph 
opacity 40%; (e) PM radiograph opacity 20%; (f) PM radiograph opacity 0%.
136
 
 
Four conclusions can be made at the end of the comparison process, 
recommended by The American Board of Forensic Odontology (ABFO)
137
: 
 Positive Identification: The antemortem and postmortem data match in 
sufficient detail to establish that they are from the same individual. In 
addition, there are no irreconcilable discrepancies. 
56 
 
 Possible Identification: The antemortem and postmortem data have 
consistent features, but, due to the quality of either the postmortem 
remains or the antemortem evidence, it is not possible to positively 
establish dental identification. 
 Insufficient Evidence: The available information is insufficient to form 
the basis for a conclusion. 
 Exclusion: The antemortem and postmortem data are clearly 
inconsistent.  
Unlike fingerprint identification, where there is a minimum of 12 concordant 
points in order to reach a positive identification, in dental identification there 
is no minimum number of concordant points or features required. A single 
tooth can be used for identification if it contains sufficient unique features
137
. 
 
5.2 Postmortem dental profiling 
When antemortem dental records are not available for comparison and other 
methods of identification are not possible, postmortem dental profiling can 
help narrow down the population pool to which the deceased might belong 
to, increasing the probability of a potential identification
134
. This profile can 
provide information on different characteristics of the deceased
138, 139
: 
 Age estimation can be achieved using various techniques140, 141. The 
accuracy of any technique used is much better in children than in 
adults
142
. The analysis of tooth development and comparison with 
developmental charts is often used to estimate the age of children, with 
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an accuracy of ± 1.5 years
141, 143
. Third molar development can be used 
to estimate the age of young adults with an accuracy of ± 4 years, but 
only between the range of 16-22 years of age
144
. Techniques that study 
biochemical tooth changes like aspartic acid racemization
145
 can be 
used, but studies have suggested that this technique is highly 
influenced by heat
146
. Dentin transparency was one of the aspects of 
age estimation suggested by Gustafson
147
 and is considered a very 
reliable technique
148
. Translucent dentin is the result of increased 
mineral content in the dentin causing transparency. Beginning in the 
apex of the tooth, it then spreads coronally throughout life
149
. The 
length of the dentin affected is measured in mm after extracting the 
tooth.      
 The determination of race includes three populations that have 
hereditary phenotypic characteristics; Caucasoid, Mongoloid and 
Negroid (Table 5-2). The presence of Carabelli cusp (Figure 5.5) on 
the mesolingual side of the first maxillary molar indicates the deceased 
is most likely Caucasoid. Maxillary midline diastemas and multiple 
and multicusped premolars are almost always present in Negroids, 
while Mongoloids have shovel shaped incisors and prominent 
marginal lingual ridges
121, 150, 151
.  
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Table ‎5-2. Dental ethnic indicators150. 
 
Figure ‎5.5. Cusp of Carabelli on UL first molar121. 
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 Gender can be determined by microscopic examination of the pulp 
tissue for Barr bodies, which are present only in females. This 
technique is highly accurate and has great value in burnt and 
mummified remains
152
. Another method that can be used is PCR 
analysis of DNA from dental pulp followed by the analysis for the 
amelogenin gene
153
.  
 Erosion, staining and wear patterns of the teeth might give an 
indication as to‎the‎deceased’s‎occupation‎and‎habits (Tables 5-3 and 
5-4). Unusual wear patterns are often seen in individuals who, in their 
line of work, hold items between the teeth to keep their hands free like 
carpenters, electricians and shoemakers
154
, as well as pipe smokers 
who tend to place the pipe stem in the same location creating a wear 
pattern in that area over time. Abrasion of the teeth is typical in 
individuals working in dusty or particulate environments such as flour 
millers and cement workers
155, 156
. Erosion is the dissolution of enamel 
or dentine by acidic conditions. Erosion of the labial or bucall surface 
of the teeth is typical of an extrinsic source of acid and can be found in 
individuals that work in acidic environments, such as chemical plants 
and wine tasters
154, 157-161
, while intrinsic acid sources, like vomiting, 
usually cause erosion on the palatal surfaces of the teeth
162
. Staining of 
the teeth can be seen in individuals working with metals and 
fertilizers, but also in those who smoke, use tetracycline or chew betel 
nut
163-165
. 
 Knowing the health condition of an individual can help determine their 
identity. A large number of diseases can have an oral presentation, but 
those affecting the dental hard tissue are the most useful in 
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postmortem dental profiling (Table 5-5). Gastrointestinal conditions 
like reflux disease or gastric ulcers, as well as eating disorders with 
self induced vomiting cause an erosion of the teeth
162, 166-169
. Other 
conditions, like neonatal jaundice, cause staining of the teeth
170
.   
 The determination of place of residence and socioeconomic status can 
be based on the dental techniques, the quality of work and the 
materials used. Russian dentistry, for example, can be categorized by 
the use of non precious metals faces with acrylic rather than porcelain 
crowns, the use of non precious metals in the anterior portion of the 
dental arch and work of a lower quality than that seen in the West
138
.  
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Table ‎5-3. Depicts the oral manifestations in the oral cavity due to the occupation of the 
deceased
139
. 
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Table ‎5-4. Depicts the functional and parafunctional habits and their dental effects139. 
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Table ‎5-5. Depicts the systemic conditions and their associated dental findings139. 
 
5.3 Other methods of dental identification 
Although comparative identification and postmortem dental profiling are the 
most common methods of dental identification, newer and more innovative 
techniques can be used. Marking of dentures and dental prostheses can be very 
useful for identification purposes, although the degree of certainty of 
identification, in comparison to other methods, is lower due to the fact that 
dentures are removable
171, 172
.  Rugoscopy, the study of palatal rugae, is 
another technique that can be used. Palatal rugae consist in three to seven 
ridges radiating out tangentially from the incisive papilla. The pattern of the 
rugae is unique to an individual and does not change throughout life
173, 174
. A 
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study conducted by Hemanth showed less than a 1% error rate when using 
computer software to compare rugae for a human identification
175
. 
Scanning Electron Microscopy/Energy-Dispersive X-Ray Spectroscopy 
(SEM/EDS) is a combination of instrumental techniques that provide 
information about the microstructure and inorganic composition of a sample. 
These techniques are used for the identification and distinction of tooth 
structure from other materials, verification of the use of restorative 
procedures, and identification of inorganic restorative materials
176
. 
Information provided by these techniques is highly useful when dealing with 
severely burnt and fragmented remains
177
. An example that shows the 
importance of these techniques when dealing with incinerated and fragmented 
remains is that of Calgan air flight 3407. This flight crashed in Buffalo, New 
York, on February 12, 2009. Many of the victims in the crash were identified 
through dental records, and the use of microscopy and analytical technology 
was very helpful in providing identifications that may have otherwise not been 
possible. A calcined and fragile fragment recovered in the crash area was 
identified as a lower right mandibular segment containing teeth #30 and 31. 
Radiographic examination showed traces of possible root canal therapy #30. 
The clinical crowns had fractured and there was no evidence of presence of 
restorative materials. Two unidentified victims had a dental profile similar to 
that of the fragment found and morphological image comparison between the 
segment and the antemortem radiograph was inconclusive for identification. 
The use of a stereomicroscope showed that the root of #30 contained small 
silver blebs, suggestive of root canal sealer. This material was further 
analyzed using SEM/EDS that showed the presence of elements unique to a 
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particular brand of root canal sealer, which was documented in the dental 
records of one of the presumed associated victims, allowing a positive 
identification
178
.  
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6 Facial Reconstruction  
Facial reconstruction, also known as facial approximation, is used in forensic 
science to help in personal identification when other techniques are 
unsuccessful
21, 179, 180
. The goal of this technique is to recreate the face of the 
deceased in the most accurate way to allow recognition and narrow the list of 
names from which the individual might be identified using other methods
180-
182
.   
 
Figure ‎6.1. Facial reconstruction techniques: (A) two-dimensional manual, (B) three-
dimensional manual, (C) three-dimensional computerized
183
. 
 
The various techniques used for facial reconstruction can be divided into 2D 
and 3D manual or computerized techniques (Figure 6.1). These techniques are 
all based on the anatomy of the skull, made up of 22 bones (Figure 6.2), and 
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the depth of the soft tissue covering it
21, 184
. 3D facial reconstruction 
techniques can follow one of three approaches.  
The first one, developed by Gerasimov in the 1920s, is known as the Russian 
method
185
 and it is based on the anatomy of the face and skull.  
The second approach uses only the depth of the soft tissue and is known as 
the American method
24
.  
The third approach, known as the Manchester or combined method, uses 
both the anatomy of the skull and the depth of the soft tissue
181
. 
 
Figure ‎6.2. Bones of the skull12. 
 
The accuracy of the various methods has been extensively discussed and 
studied. Face pools and resemblance ratings are the most used accuracy tests 
for facial reconstruction
186, 187
. When using the face pool method, volunteers 
are asked to compare the reconstructed face with a photograph of the target 
individual and a number of photographs similar to the target individual and 
choose the face that resembles the reconstruction the most
186, 188
. The 
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percentage of correct identifications is then compared to what it would be by 
pure chance. Wilkinson and Whittaker, for example, studied the accuracy rates 
of the Manchester method using face pool assessment. They analyzed five 
juvenile female reconstructions and found a recognition rate of 44% where the 
level by chance was 10%
189
. In another study, Wilkinson et al. studied two 
adult computerized reconstructions and reported a recognition rate of 71% 
where the level by chance was 20%
180
 (Figure 6.3). Resemblance rating tests 
require volunteers to score the resemblance between the reconstructed face 
and the target individual
190
. The resemblance between a reconstruction and the 
possible targets is then scored taking into consideration elements like age, sex, 
eye region, nose, and mouth region. This method, however, is considered to be 
insensitive and misleading
187, 191
. 
 
Figure ‎6.3. Face pool assessments of facial reconstruction accuracy. Top row: 
reconstruction of a white male skull (1) and a face pool (A–D). Bottom row: reconstruction 
of a white female skull (2) and a face pool (A–D). Graphs show the results of face pool 
assessment for 1 and 2 with target faces (*) recording correct recognition rates of > 70% 
(where the level by chance is 20%)
183
. 
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6.1 Soft Tissue Thickness 
Soft tissue thickness (STT) can be measured using various techniques such 
as radiographs, ultrasound, MRI, and CT. When using radiographs, living 
individuals can be used to measure STT in the upright position, avoiding the 
effects of gravity
192, 193
. Ultrasound is believed to be one of the most accurate 
methods to measure STT
193-195
. MRI
196, 197
, CT
198, 199
, and cone bean CT 
images
200, 201
 are more recent methods used to measure STT. They allow 
visualization of soft tissue and bone but they are more expensive. False 
measurements due to soft tissue swelling for example and imaging artifacts 
are possible disadvantages of these more recent methods. According to 
Stephan and Simpson, an MRI scan in the upright position is the most 
recommended method followed by ultrasound
202
. 
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Figure ‎6.4. Cranial landmarks in anteroposterior and lateral views where soft tissue 
thickness values are usually recorded
21
. 
 
 Specific cranial landmarks are used to measure STT values as shown in 
Figure 6.4. These values vary between different populations and many STT 
values datasets have been published
186
. These include, for example, North 
American blacks
203
, European whites
195
, South African blacks
192, 199
, 
Australians
204
, and Egyptians
205
. Stephan and Simpson reviewed published 
STT values and found no major differences between the sexes and between 
Caucasoid and non Caucasoid groups. They pooled all the published data and 
published a single STT table
202, 206
 (Table 6-1). Although Stephan and 
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Simpson did not find major differences between males and females or 
between races, various other studies demonstrated that differences do exist
186, 
196, 199, 203, 207
. Wilkinson concluded that females have more tissue around the 
cheeks while men have thicker tissues at the brows, mouth and jaw
186
.  
 
Table ‎6-1. Generic STT values as published by Stephan and Simpson202. 
 
6.2 Facial Reconstruction Techniques 
Before beginning the process of facial reconstruction, the forensic 
anthropologist needs to collect all the possible information from the skull, like 
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the sex and age of the individual, as well as determine the facial morphology
24, 
186, 208
. The forensic anthropologist should look for asymmetries, unusual 
landmarks, or bony pathologies that could affect the appearance of the 
individual’s‎face. Since the reconstruction is not normally done on the original 
skull, the next step is to create an exact replica of the skull. Plastic or acrylic 
casts are usually used
181, 186
 (Figure 6.5). Three dimensional models produced 
from CT data, surface scans, or stereolithography
209-211
 are used when a 
computer-based facial reconstruction is planned or when there is no access to 
the original skull (Figure 6.6).  
 
Figure ‎6.5. Plaster and acrylic skull replicas212. 
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Figure ‎6.6. Replica skull (A) produced from (B) reassembled CT data or (C) laser 
scans
212
. 
 
Two dimensional facial reconstructions can be manual or computerized. 
Manual 2D reconstructions consist in drawing the face on an image of the 
skull
24, 213
 (Figure 6.7). Numerous computer programs are available for 
computerized 2D facial reconstructions. These programs allow adding 
sketched or photographic features to an image of the skull
214-216
 (Figure 6.8). 
 
Figure ‎6.7. Manual two-dimensional facial reconstruction. Tissue depth measurements 
and anatomical structures (B) are drawn over a photograph of the skull (A). The facial 
features are then drawn over the muscle structure (C), and these facial proportions and 
morphology used as a template (D) to create a realistic face (E)
212
. 
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Figure ‎6.8. Computerized two-dimensional facial reconstruction. A = photograph of the 
unidentified skull, B = photograph of the skull with superimposed facial reconstruction. C = 
facial reconstruction produced from a photographic database of facial features
212
. 
 
The most popular approach today for 3D facial reconstruction techniques is 
the combined approach which takes into consideration both the anatomy of the 
skull and STT. When performing a manual 3D facial reconstruction, pegs 
indicating soft tissue depths are positioned at anatomical landmarks (Figures 
6.4 and 6.9), facial muscles are modeled (Figure 6.10), and specific facial 
features are determined based on the anatomical details of the skull
21, 183
: 
 Eye - The morphology of the eye depends on the position of the 
medial and lateral canthi and on the position of the eyeball in the 
orbit
217-219
.  
 Nose - The width of the bony nasal aperture is about 60% of the total 
nose width
220, 221
. Gerasimov suggested a two-tangent method to 
predict where the nose tip should be
220, 222
. The shape of the nose tip 
reflects the shape of the superior portion of the nasal aperture
223
. 
 Mouth - The shape of the mouth is related to the dental pattern and the 
facial profile
220
. Prominent teeth, teeth height, and prognathism are 
75 
 
correlated with thicker lips
186, 220, 224
. The width of the mouth is 
believed to be equal to the interlimbus distance
224
 and the distance 
between the canines is about 75% of the width of the mouth
225
. The 
mouth corners are situated below the infraorbital foramina
226
 and the 
oral fissure is located at the lower quarter of the maxillary central 
incisors
227
. 
 
Figure ‎6.9. Pegs positioned at various craniofacial landmarks, to indicate soft tissue 
depth
21
. 
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Figure ‎6.10. Building up of individual facial muscles21. 
 
Adding the skin layer over the muscles is the last step of the process (Figure 
6.11). 
 
Figure ‎6.11. Composite image showing the skin layer placement in relation to the sculpted 
musculature and tissue depth pegs for facial reconstruction
183
. 
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Various computerized 3D facial reconstruction methods have been developed 
over the years
184, 228
. Like all other facial reconstruction techniques, 
computerized 3D techniques are also based on the connection between the 
anatomy of the skull and STT. These techniques follow the same 
chronological steps
184
 (Figures 6.12 and 6.13):  
 Anthropological examination of the skull in order to determine the 
age, sex, and race of the individual
186, 208, 229
. 
 Creating a digitized copy of the skull using laser scanning systems or 
CT systems
230-232
. 
 Determining the craniofacial model - Each technique has its own 
specific craniofacial model (CFM) that codes for different facial 
shapes. Every CFM has three components: a craniofacial template 
containing the facial knowledge, craniofacial information containing 
the anatomical knowledge, and craniofacial deformation containing 
the sculpting knowledge
184
. 
 The target skull representation is related to the CFM chosen. Some 
methods, for example, use virtual pegs to indicate STT
232
 while other 
methods use a simulated tissue growth algorithm
230, 233, 234
. 
 Skull registration is the next step. This step consists in combining the 
CFM with the target skull, resulting in the reconstruction of the 
face
184
. 
 The last step, texturing, helps generate a more life-like appearance by 
adding skin color or eye color for example
232, 235
. 
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Figure ‎6.12. General workflow of computerized craniofacial reconstruction techniques184. 
 
Figure ‎6.13. Computerized three-dimensional facial reconstruction. A digital model of the 
skull is produced from CT or laser scan data (A) and the facial musculature attached using 
three-dimensional modeling software (B). The facial reconstruction can be visualized as a 
“virtual”‎clay‎head‎(C)‎or‎skin,‎hair,‎and‎eye‎textures‎and‎colors‎can‎be‎added‎to‎create‎a‎
more realistic three-dimensional model (D)
212
. 
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7 Fingerprints 
Fingerprint identification, also known as Dactyloscopy, is a process in which 
two samples of friction ridge skin impressions are compared in order to 
determine if they could have come from the same individual. Fingerprints 
have been used for personal identification since the 19
th
 century
236
. Their use 
is based on the assumptions that they are unique to each individual and do not 
change throughout life
237
. Galton calculated that the probability of finding 
identical prints was 1 in 64 billions
238
.  
 
Figure ‎7.1. .Purkinje’s‎fingerprint‎patterns239. 
 
In 1823, John Evangelist Purkinje described nine fingerprint patterns in his 
thesis
239
 (Figure 7.1). The first to realize the individuality of fingerprints was 
Sir William Herschel, who, in 1858, started using handprints on contracts
240
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(Figure 7.2). Herschel never published his ideas, so it‎wasn’t‎until‎1880‎when‎
Faulds published a letter in Nature that the importance of fingerprints in 
forensic science as means of personal identification was first discussed
236
. 
Faulds discussed a method of classification and suggested the use of printers 
ink as means of obtaining fingerprints. In 1888, Sir Francis Galton, who had a 
great interest in fingerprints as means of personal identification, presented his 
research‎ “Personal‎ Identification‎ and‎ Description”241. In his presentation 
Galton produced a print of the right forefinger and right middle finger of 
Herschel taken in 1860 and of the same fingers taken in 1888, demonstrating 
the persistence of ridge characteristics. Galton continued his study of 
fingerprints trying to prove that they were a reliable method for identifying 
individuals and in 1892 he published his first book, Fingerprints, discussing 
fingerprint patterns, methods for recording them, and a classification into three 
groups: arches, loops, and whorls
238
. Intrigued‎by‎Galton’s‎work,‎Sir‎Edward‎
Henry developed a new classification system.‎Henry’s‎system‎consisted‎in‎an‎
elaborated method of indexing fingerprints, facilitating the identification 
process
242
. In the early 20
th
 century, law enforcement agencies considered 
fingerprints a valid method for personal identification and criminal fingerprint 
databases were created
243
. 
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Figure ‎7.2. Herschel’s‎first‎contract‎where‎a‎handprint‎was‎used‎as‎a‎signature240. 
 
7.1 Fingerprint Patterns and Characteristics 
There are three main fingerprint patterns: loops, whorls and arches
237
 (Figure 
7.3). The FBI suggests a sub-division of these groups, with a total of 8 
patterns
244
 (Table 7-1). 
 
Figure ‎7.3. The most frequently occurring fingertip patterns: (a) whorl, (b) loop and (c) 
arch. A whorl is characterized by a target/spiral (W) and two triradii (V,V), loops by a 
Roman arch structure (X) and one triradius (V)
237
. 
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Table ‎7-1. FBI fingerprint patterns244. 
 
Fingerprints patterns are formed by the friction ridges on the fingertips and 
by the depressions between those ridges. Friction ridges develop between the 
9
th
 and the 24
th
 week of gestation
237
. It has been shown that there is a link 
between volar pads and the patterns of friction ridges
245
. Volar pads are 
temporary mesenchymal eminences that form around the 7
th
 week of gestation 
and start to regress during the 10
th
 week. During this regression the epidermis 
folds into the dermis forming the primary ridges
246
.  
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Figure ‎7.4. Global and local ridge features247. 
 
The patterns formed by the ridges contain global features, called singular 
points, and local features, called minutiae
248, 249
 (Figure 7.4). These features 
are essential in the comparison and identification process.  Singular points 
include delta, a point on a ridge at or in front of and nearest the center of the 
divergence of the type lines, and core, the center of the finger impression
244
. 
Henry was the first to introduce the concept of singular points as an aid in 
fingerprint classification. He found that whorl fingerprints have two delta 
points and one or two core points
242
. Minutiae,‎also‎known‎as‎Galton’s‎details,‎
include ridge endings and bifurcations
238
. There are a few hypothesizes 
regarding the process of minutiae formation. One hypothesis suggests that the 
finger rapidly expands during primary ridge growth causing the separation of 
the existing ridges. New ridges form to fill the gaps created by the separation 
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of the old ridges, creating bifurcations
250
. Another hypothesis suggests a 
chemical reaction caused by hormones circulating through capillaries before 
ridge formation
251
. The most recent hypothesis links friction ridge 
morphogenesis to mechanical instability
237
. 
Ridge density is another characteristic that can help in the identification 
process. Studies have shown that women have a higher ridge density and finer 
epidermal ridge detail than man. Acree studied 400 random fingerprints: 100 
Caucasian males, 100 Caucasian females, 100 African American males and 
100 African American females, all between the ages 18-67. The results of this 
study show that women have a significantly higher ridge density. A ridge 
density of 11 ridges/25 mm² or less is more likely to be of male origin while a 
ridge density of 12 ridges/25 mm² or more is most likely to be of female 
origin
252
. Two studies conducted by Nayak et al. in the Indian population and 
in the Chinese and Malaysian populations showed similar results to those 
obtained by Acree
253, 254.‎ Nayak’s‎ results‎ showed‎ a‎ slightly‎ higher‎ ridge‎
density value for males and females, suggesting not only sex differences in 
ridge density but also racial differences. 
7.2 Fingerprint Recovery Techniques 
There are three types of fingerprint impressions: latent, known and plastic. 
Latent fingerprints are two dimensional reproductions of the friction ridges of 
the finger on an object created by secretion of the eccrine glands or by 
contaminants, such as oil or blood, transferred from the friction ridges onto a 
surface. These impressions can be made visible using alternate light sources, 
chemical techniques, or fingerprint powders. Known fingerprints are the 
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intentional reproduction of the friction ridges of the fingers onto a fingerprint 
card or an appropriate contrasting surface. They can be recovered using black 
printer’s‎ ink,‎ chemical‎ methods,‎ or‎ by‎ scanning‎ the‎ finger‎ and‎ creating‎ a‎
digital fingerprint image. Plastic fingerprints are impressions made using 
materials, such as wax or putty, which retains the shape of the ridge details
255
. 
Recovering fingerprints from the living can be achieved by applying black 
ink‎ to‎ the‎ finger’s‎ skin‎ surface‎ and‎pressing‎ the‎ inked‎ skin‎ on‎ a‎ fingerprint‎
card
256
. Black ink can also be used for recovering fingerprints from recently 
deceased‎subjects.‎The‎ ink‎can‎be‎applied‎ to‎ the‎deceased’s‎fingers‎using‎an‎
ink roller
257
. 
Recovering fingerprints from a decomposed body could be difficult as the 
friction skin is very fragile. If it is not possible to apply ink because the 
friction skin is rubbery and separating from the underlying tissue, the skin 
should be removed, cleaned and dried. If the skin is too soft or fragile it 
should be placed in formaldehyde to harden it. The friction skin of each finger 
is‎then‎placed‎on‎the‎technician’s‎gloved‎finger‎in‎order‎to‎ink‎and‎record‎it244. 
In cases of advanced decomposition, when the outer layers of the skin have 
been destroyed, friction ridge details may be visible only on the underside of 
the friction skin and on the dermis. In these cases the skin is inverted and 
inked
244
. 
In cases of maceration, when the fingers are immersed in water for a long 
period of time, the skin on the fingers absorbs water, swells, and after a few 
hours loosens from the flesh. If the macerated skin is still intact, it should be 
cleaned, wiped with alcohol, dried and then inked. If the skin is broken and 
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loose, it should be removed, cleaned, placed in alcohol, stretched over the 
technician’s‎finger‎to‎smooth‎the‎pattern‎and‎inked.‎When the skin is intact but 
very wrinkled and hard, tissue builder should be injected to round out the 
pattern area
244
. 
When the skin is desiccated, rehydration with a solution of sodium or 
potassium hydroxide is used in order to distend and soften the skin. This 
solution should be used with caution as it can result in the destruction of the 
flesh
244
. A less destructive method could be used. This method uses silicone 
casts (Mikrosil) to record the friction ridge detail in cases where the skin is 
desiccated
258
. 
When the body is severely burned, an examination of the fingers should be 
performed before removing the body in order to determine if the removal of 
the body could damage the fingers. If the skin is wrinkled but still flexible, 
tissue builder is injected into the bulbs. If the skin cannot be removed easily, 
the pattern area is cut off, soaked in xylene to soften, and then placed on the 
technician’s‎ finger and inked. When the fingers are extremely charred, 
photographing the finger using side lighting is the only method of recording 
fingerprints
244
.  
7.3 Comparison and Identification 
The identification process requires the comparison of postmortem 
fingerprints to antemortem fingerprints. The method used for identification is 
based on analysis, comparison, evaluation, and verification (ACE-V)
259-262
. 
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Analysis consists in examining the print and breaking down the information 
into three levels of detail
261
. The first level includes the overall ridge flow and 
pattern type. The second level includes ridge path. Level three includes ridge 
shapes and the structure and location of the pores
263
. 
Side by side comparison of the friction ridge impressions is the next step. All 
three levels of detail should be compared by the examiner
259, 261, 263
. 
In the evaluation step, the examiner needs to reach a conclusion based on the 
results of the analysis and comparison. The Scientific Working Group on 
Friction Ridge Analysis Study and Technology (SWGFAST) defined three 
possible conclusions that can be reached by the examiner
259
: 
 The conclusion of individualization can be made when the examiner 
determines that the information present in the two impressions 
matches. 
 Exclusion can be reached when the information present in the two 
impressions does not match. 
 An inconclusive decision is made when it is not possible to reach a 
conclusive comparison because of poor quality or the lack of a 
comparable area in the exemplar. 
The last step, verification, is not technically part of the identification process. 
It is a form of peer review, ensuring the accuracy of the results. All 
individualizations need to be verified, but verification is optional for 
exclusion or inconclusive decisions
259
. 
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7.4 Automated Fingerprint Identification System (AFIS) 
AFIS is a storage, search, and retrieval system for fingerprints and palm 
prints. AFIS systems use algorithms that are based on the friction ridge details, 
allowing the comparison of a fingerprint with millions of prints that are in the 
database in seconds. Although these systems are accurate, human verification 
is necessary for all AFIS match results
264
. 
Many states have their own AFIS. In Europe, the European police agencies 
are required by a European council act
265
 to‎open‎their‎AFIS’s‎to‎each‎other. 
These systems are used primarily in the identification of criminals, but are 
also used in the identification of the dead. 
AFIS has an important role in human identification in mass disasters due to 
the possibility to compare a large number of prints in a short period of time. In 
2004, a tsunami hit the coast of Thailand, killing over five thousand people. 
Antemortem records for those presumed dead were requested from worldwide 
agencies, entered into AFIS, and compared to postmortem prints recovered 
from the victims. Numerous identifications were made using the automated 
system.  
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8 DNA Profiling 
DNA profiling is a technique used in forensic science to identify individuals 
by their DNA characteristics. This technique was developed in 1985 by Alec 
Jefferys who discovered that particular regions of DNA, called polymorphic 
regions, contained repeated DNA sequences and were highly variable between 
individuals
266-268
. Jeffreys developed a method that uses restriction fragments 
length polymorphism (RFLP) to study these repeated sequences and perform 
human identity tests
268
. 
The DNA profiling technique developed by Jeffreys was first used in 
paternity and criminal cases and only a few years later it was applied as a 
method for human identification. In 1992, Jeffreys used this technique to 
identify skeletal remains exhumed in Brazil in 1985 as those of Dr. Josef 
Mengele
269
.  
The process of DNA profiling can be divided into three major steps
270
 
(Figure 8.1). The first step, biology, consists in the extraction, quantification 
and PCR amplification of DNA. The second step is technology. This step 
requires that the PCR products be separated and detected in order to determine 
the genotype. In the last step, genetics, the genotype (DNA profile) is 
compared to other DNA samples, taken for example from family members, 
and a conclusion of inclusion or exclusion is reached.  
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Figure ‎8.1. Overview of biology, technology, and genetic components of DNA typing 
using short tandem repeat (STR) markers
270
. 
 
8.1 DNA Structure and The Human Genome 
The human genome is the entire genetic information of an individual. It is 
composed of nuclear and mitochondrial DNA. DNA (Deoxyribonucleic acid) 
is a double strand molecule that contains all of our genetic material. The two 
strands of DNA are composed of nucleotides. Each nucleotide is composed of 
a monosaccharide sugar (deoxyribose), a phosphate group, and a nitrogen base 
that could be either guanine (G), thymine (T), adenosine (A), or cytosine (C) 
(Figure 8.2). Hydrogen bonds bind the nitrogen bases of the two strands, 
creating a double-stranded molecule. Watson and Crick found that hydrogen 
bonds can bind only A with T and G with C
271
 (Figure 8.3). 
Nuclear DNA (nuDNA) contains approximately 3.2 billion base pairs (bp)
272, 
273
 organized in 22 pairs of autosomal chromosomes and one pair of sex 
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chromosomes and located in the cell nuclei. It is inherited from both parents 
and only two copies of nuDNA are found in each cell, one from each parent. 
Mitochondrial DNA (mtDNA) is a small circular molecule of DNA, 
containing only 16,569 bp, located in each mitochondrion
274
. It is inherited 
only from the mother and is found in multiple copies in each cell. 
 
Figure ‎8.2. The chemical structure of a nucleotide275. 
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Figure ‎8.3. The double-helical structure of DNA275. 
 
8.2 DNA Polymorphisms  
More than 99.5% of DNA sequences are identical between individuals
273
. 
Polymorphism is defined as any sequence variant present at a frequency of 1% 
or higher in a population
276
. There are two types of DNA polymorphisms: 
length and sequence polymorphisms. These polymorphisms occur more 
frequently in non coding regions, which represent ~98% of the genome, and 
do not have an effect on the phenotype. Polymorphisms that occur in coding 
regions, however, can either be silent or have an effect on the phenotype. The 
ABO blood typing system is an example of a polymorphic gene used 
frequently in forensic science
277
.  
The polymorphisms discussed in the next paragraphs are also called 
autosomal markers because they are inherited from both parents. For each 
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DNA sequence at a specific position on a chromosome (locus), every 
individual has two variants (alleles): one allele inherited from the mother and 
one from the father
270, 277
. 
Length polymorphisms include minisatellites or variable number tandem 
repeats (VNTRs), and microsatellites or short tandem repeats (STRs). These 
are DNA sequences that comprise of 2-250 bp of a certain sequence that is 
repeated numerous times (tandem repeats)
278
. The number of times a certain 
sequence repeats itself is highly different between individuals (Figure 8.4).  
 
Figure ‎8.4. Length polymorphisms. Strand A has three units of the repeat sequence 
whereas strand B has 5. The arrows indicate the recognition site of a restriction 
endonuclease. Evaluation of the resulting fragments by electrophoresis will show a 
different DNA migration pattern for strand A compared with strand B
279
. 
 
VNTRs are DNA sequences of 8-100 bp, GC rich, which repeat 5-1000 
times
280
. They were the first class of polymorphisms used in DNA profiling, 
as well as in the mapping of the human genome
266, 281, 282
. Restriction fragment 
length polymorphism (RFLP), where restriction enzymes digest regions at 
both ends of the repeat sequences, is used to analyze VNTRs. The variable 
DNA fragments are then separated using gel electrophoresis and detected 
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using a VNTR probe
283
. The large amount of good quality DNA needed for 
the analysis of VNTRs has limited their use in DNA profiling
277
. 
Due to the limitations of VNTRs, their use in DNA profiling was replaced 
with STRs analysis, which is the most common method used today. STRs are 
short DNA sequences of 3-7 bp repeating 5-15 times
284
. STRs are much 
shorter than VNTRs. This characteristic allows the analysis of degraded DNA 
by amplifying very small amounts of DNA using the polymerase chain 
reaction (PCR) technique
285, 286
. The STRs most used for personal 
identification have tetranucleotide repeats
287
. A large number of STRs have 
already been identified
284, 288, 289
.  The‎FBI’s‎DNA‎database,‎Combined‎DNA‎
Index System (CODIS), consists of 13 core STR loci that are used for personal 
identification (Figure 8.5). Interpol uses 10 STR loci in the UK and Europe
283, 
290-292
.  
 
Figure ‎8.5. CODIS STR loci293. 
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The second group of DNA polymorphisms is sequence polymorphisms, or 
single nucleotide polymorphisms (SNPs). SNPs are the result of a change, 
deletion or insertion of a single nucleotide and they represent the most 
abundant group of polymorphisms in humans
277, 294-296
 (Figure 8.6). More than 
1.4 million SNPs have already been identified
297
. 
 
Figure ‎8.6. Sequence polymorphisms. Strand A depicts a short sequence of DNA that is 
recognized by a restriction endonuclease at the arrow. Strand B has a different base at its 
third position that results in no recognition by a restriction endonuclease. Evaluation of the 
two strands by electrophoresis shows different migration patterns
279
. 
 
The use of SNPs in forensic science is limited to cases where the DNA 
samples available for analysis are highly degraded and their length is smaller 
than the required length for STR typing. In comparison to STRs, a smaller 
DNA sample is needed when using SNPs because the target region of the SNP 
markers is much smaller (Figure 8.7). SNPs have a very low mutation rate. 
They change once every 10
8
 generations,
 
making them very useful in 
estimating the ethnic origin of a sample
277, 296, 298, 299
. One of the most 
important disadvantages of using SNPs instead of STRs is their low 
discrimination power. 40-60 SNPs are needed in order to reach the same 
levels of discrimination of the 13 STR loci used today because while STRs are 
very polymorphic and have numerous alleles, SNPs have only two variants in 
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each locus
277, 295, 299-301
 (Figure 8.7). The low number of possible alleles 
decreases the possibility of distinguishing multiple contributors in a mixture of 
samples
298, 299
.  
 
Figure ‎8.7. Comparison of (A) STRs and (B) SNPs in terms of the number of possible 
allele combinations and relative size of the target region
298
. 
 
Table 8-1 summarizes the advantages and disadvantages of the various 
polymorphisms used as biomarkers in forensic science
302
.  
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Table ‎8-1. Advantages and disadvantages of genetic biomarkers302. 
 
8.3 ABO Blood Group System 
The ABO blood group system was discovered in 1900 by Landsteiner
303
. 
Landsteiner found three different blood types: A, B, and O. The fourth type, 
AB, was found in 1902 by von DeCastrello and Sturli
304
. The ABO gene locus 
is located on chromosome 9 and has three main allele forms (A, B, O). Seven 
nucleotide substitutions differentiates the A and B alleles, while a single 
nucleotide deletion differs the O allele from the A allele
305, 306
 (Figure 8.8). 
The four blood groups are characterized by the presence of specific antigens 
on the surface of the red blood cells and antibodies in the serum. Blood type 
A, for example, has antigen A on the red blood cells and anti-B antibodies in 
the serum. Each group has numerous variants based on the amount of antigens 
on red blood cells
307, 308
 (Table 8-2). Numerous methods are available for 
ABO blood typing. These include haemagglutination, which uses antibodies 
98 
 
that bind to the blood antigens and cause agglutination of the red blood cells, 
or DNA sequencing methods such as PCR and PCR-RFLP
309
. 
 
Figure ‎8.8. Structure of the ABO gene locus and nucleotide sequence of A, B and O 
alleles. Diagram of exon organization of the protein coding sequences (upper shaded). *; 
Entirely different deduced amino acid sequence in O alleles due to frame-shifting caused by 
a single base deletion (lower)
310
. 
 
 
Table ‎8-2. Expression of ABO antigens per red blood cell surface310. 
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Of the four possible blood types, nearly 40% of the population is blood type 
A and another 40% is type O. The low number of group types and their 
frequency in the population make this method more effective at excluding an 
individual or narrowing down the possibilities than positively identifying him. 
Therefore, in cases of personal identification, DNA typing methods have 
replaced the ABO blood group system
270, 311
.  
 
8.4 mtDNA and the Y Chromosome 
Mitochondrial DNA (mtDNA) and the Y chromosome are called lineage 
markers. These markers, unlike the autosomal markers discussed earlier, are 
passed only from one parent: mtDNA is passed from the mother and the Y 
chromosome is passed from the father and is found only in males
270
 (Figure 
8.9). 
 
Figure ‎8.9. Illustration of inheritance patterns from recombining autosomal genetic 
markers and the lineage markers from the Y chromosome and mitochondrial DNA
270
. 
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MtDNA is a circular molecule containing 16,569 bp with two 350 bp 
hypervariable regions
270, 312
. Thousands of copies of mtDNA are present in 
every cell, making it more likely to obtain mtDNA than nuDNA from highly 
degraded remains
313, 314
. Since mtDNA in inherited only from the mother, only 
one copy passes to the children, and since the mtDNA does not go through 
recombination, the sequence is identical in all the maternal relatives. This 
characteristic could be used to determine maternal family relationship, but 
since the mtDNA sequence is not unique it is harder to make a certain 
identification
270, 315
. 
The Y chromosome is inherited from the father and contains a large number 
of STRs and SNPs
316-318
. Since the Y chromosome is found only in males it is 
helpful in determining the sex of an individual. Like mtDNA, the Y 
chromosome passes from the father to the children without recombination and 
is almost identical between individuals in the paternal lineage. A match 
between two Y chromosomes indicates that there is a paternal relationship 
between the two individuals, but it does not necessarily mean that the two 
samples came from the same individual. The polymorphisms present in the Y 
chromosome can help determine if two Y chromosomes came from the same 
individual or not
318
. 
 
8.5 Extraction of DNA From Biological Samples  
DNA can be found in any type of biological material
277, 319
. Bone, saliva, 
muscle, and skin are examples of biological remains from which DNA can be 
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extracted and used for DNA profiling (Table 8-3). The type of material 
available and the quality of the DNA sample depend on the time elapsed since 
death and the state of degradation
277
. In some cases bones or teeth can be the 
only source of DNA. Reference samples should also be taken from family 
members in order to compare them with the DNA collected from the 
biological samples. 
After collecting the biological sample, DNA needs to be extracted and 
separated from the other cellular components. Some cellular proteins, for 
example, protect the DNA inside the cell and inhibit the ability to analyze it
270
. 
The most common DNA extraction methods currently used include Chelex 
extraction
320
, organic or phenol extraction
270, 319
, silica based extraction
270, 321
, 
and FTA paper
270
 (Figure 8.10).  
 
Table ‎8-3. Types of biological material that can be used for DNA profiling277. 
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Figure ‎8.10. Schematic of commonly used DNA extraction processes270. 
 
The Chelex method uses an ion exchange resin that is added to the sample 
and then boiled in water for a few minutes causing the rupture of the cells. 
Chelex is composed of paired iminodiacetate ions that bind polyvalent ions 
like magnesium, removing them from the reaction. The removal of 
magnesium from the reaction prevents the degradation of DNA by inactivating 
the DNAse enzymes. This method is considered to be more rapid than others, 
less expensive, and with less risk of contamination. It is used to extract DNA 
from samples such as bloodstains, hair, tissues, and bone
270, 322
. 
FTA paper is used for extracting DNA from blood and saliva samples
323, 324
. 
It is a cellulose based paper containing chemicals that lyse the cells and 
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prevent DNA degradation and bacterial growth
325
. Using FTA paper, DNA 
can be preserved for a long period of time in room temperature. One of the 
advantages of this method is that quantification is not necessary in order to 
reach consistent results
270
. This method, however, is unable to remove PCR 
inhibitors from degraded tissue samples
321
. 
The organic extraction method uses sodium dodecylsulfate (SDS) and 
proteinase K to break the cells and the proteins that protect the DNA. A 
phenol and chloroform mixture is then added to separate the sample in an 
organic phase, containing the proteins, and an aqueous phase which contains 
the DNA. This method is used to recover DNA from samples containing a 
small amount of biological material, such as bone and hair
270, 322
. 
In silica based extraction methods, DNA is absorbed on a silica support with 
a high concentration of chaotropic salts and the proteins are washed away
270
. 
The silica surface can not bind DNA fragments that are too short, making 
these methods impossible to use when the samples are highly degraded
270, 321
.  
Numerous automated extraction systems have been designed recently. These 
systems allow the extraction of both small and large quantities of DNA and 
they are based on a magnetic separation technology
326-329
. Magnetic beads are 
used to bind the DNA fragments while all the unbound material is washed 
away. 
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8.6 DNA Quantification 
Determining the quantity of DNA extracted is important for a number of 
reasons. First, PCR amplification works with a narrow range of DNA. The 
PCR reaction can fail to amplify the DNA if too little is used or it can result in 
split peaks if too much is used
270
. Furthermore, when using a destructive 
analytical method it is important to determine the total amount of DNA 
available and try to preserve some of it for retesting
330
. Most STR kits, for 
example, require ~1ng of DNA which correspond to ~333 copies of each locus 
that will be amplified
270
. 
Various quantification methods have been developed over the years
330, 331
. 
The slot blot method is one of the most common methods used today
332, 333
. 
DNA is captured on a nylon membrane and then a human specific probe is 
added. The intensity of the signal is visually or digitally compared with 
calibration standards (Figure 8.11). Real-time PCR is another method used to 
quantify DNA. This method measures the quantity of DNA while it is being 
amplified
270, 334, 335
. The presence of inhibitors extracted with the DNA, highly 
degraded DNA, and small quantities of DNA can cause the PCR reaction to 
fail. Methods using fluorescent dye the binds to the DNA strand, like 
PicoGreen, are also available
336
.  
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Figure ‎8.11. Illustration of a human DNA quantification result with the slot blot 
procedure. A serial dilution of a human DNA standard is run on either side of the slot blot 
membrane for comparison purposes. The quantity of each of the unknown samples is 
estimated by visual comparison to the calibration standards. For example, the sample 
indicated by the arrow is closest in appearance to the 2.5 ng standard
270
. 
 
8.7 DNA Amplification 
DNA amplification using the polymerase chain reaction (PCR) was 
developed in 1985
337
. PCR is a technique that can amplify a specific DNA 
sequence millions of times, making it possible to analyze small amounts of 
degraded DNA
337, 338
. It requires a DNA template, primers, nucleotides, and 
DNA polymerase. Each PCR cycle consists of three phases (Figure 8.12). The 
reaction is first heated to 95°C to separate the two DNA strands, a process 
called denaturation. The temperature is then lowered to 50-60°C, which allows 
the primers to bind to the target DNA sequence, a process called annealing.  
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After the primers bind to the DNA, the temperature is increased to 72°C. This 
temperature allows the DNA polymerase to extend the primers by adding 
nucleotides to the new DNA strand. The cycle is normally repeated between 
28 and 32 times. Normally, prior to PCR amplification, the PCR primers are 
labeled with fluorescent dyes. During the amplification process the dye is 
incorporated in the PCR products, facilitating their detection
277, 339
. 
 
Figure ‎8.12. Schematic presentation of the PCR principle339. 
 
Multiplex PCR and real-time PCR are two methods that use the classical 
PCR reaction. Multiplex PCR allows the simultaneous amplification of two or 
more DNA regions by adding  multiple primers
340
 (Figure 8.13). Real-time 
PCR, as mentioned before, quantifies a targeted DNA molecule while 
amplifying it.‎ This‎ method‎ uses‎ either‎ a‎ fluorogenic‎ 5’‎ nuclease‎ assay‎
107 
 
(TaqMan) or an intercalating dye, like SYBR green, specific for double 
stranded DNA molecules. TaqMan probes anneal to a specific DNA region. 
While the DNA strand is being amplified, the Taq polymerase degrades the 
probe, releasing the fluorescent dye. SYBR green binds all PCR products and 
therefore it is less sensitive than the TaqMan probe
270
. 
 
Figure ‎8.13. Schematic of multiplex PCR. A multiplex PCR makes use of two or more 
primer sets within the same reaction mix. Three sets of primers, represented by arrows, are 
shown here to amplify three different loci on a DNA template (a). The primers were 
designed so that the PCR products for locus A, locus B, and locus C would be different 
sizes and therefore resolvable with a size-based separation system (b)
270
. 
 
Numerous kits for PCR amplification of STR markers, which are the most 
common genetic markers used in DNA profiling, have been developed
285, 290, 
341-343
 (Table 8-4). These kits allow the simultaneous amplification of 
numerous STR markers (multiplexing), including the 13 core STR loci used 
by the FBI.  
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Table ‎8-4. Commercially available STR multiplexes (fluorescently-labeled)270. 
 
8.8 Separation of the PCR Products and Determination of the Genotype 
The amplification process produces a mixture of different PCR products that 
need to be separated and measured. Gel electrophoresis is used to separate the 
DNA molecules based on their size with an electric current
279, 344, 345
. The 
DNA molecules, which are negatively charged, are put in a gel and migrate 
towards a positive pole when an electric current is applied. Large molecules 
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move slower through the gel than small molecules (Figure 8.14). The 
molecules are labeled with different fluorescent dyes so they can be detected. 
 
Figure ‎8.14. Gel electrophoresis270. 
 
Capillary electrophoresis is the most common electrophoresis method used 
today
346, 347
. A polymer gel and fluorescent DNA molecules are put in a 
capillary tube. A laser light shines through the capillary at a fixed position and 
detects the DNA molecules as they migrate towards the positive pole (Figure 
8.15). The data is recorded and each molecule detected is displayed on an 
electropherogram as a peak. Each peak represents an allele at a specific locus 
and all the peaks together make a DNA profile
348
 (Figure 8.16). 
110 
 
 
Figure ‎8.15. Capillary electrophoresis270. 
 
 
Figure ‎8.16. DNA electropherogram trace349. 
 
 In order interpret the results and determine the genotype, software programs 
are used. These programs compare the size of the DNA peaks to a standard 
allelic ladder in which the size of the alleles in each locus is known, and a 
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number is assigned to each allele, corresponding to the number of repeats 
(Figure 8.17). 
 
Figure ‎8.17. Automated DNA identity testing using PCR amplification of short tandem 
repeats. The top panel is a reference panel showing all possible alleles for a series of four 
different regions of DNA on different chromosomes. The two lower panels show 
laboratory-generated data for two different individuals for these four regions
279
. 
 
8.9 Comparison and Statistical Analysis of Two DNA Profiles 
In order to make a positive or negative identification of an individual using a 
DNA profile, the profile generated has to be compared to a second profile 
created from a reference sample. If the two profiles do not match, exclusion is 
made. However, if the profiles match, a statistical analysis of the match is 
preformed
350, 351
.  
The purpose of a statistical analysis in case of a match is to determine the 
probability that two unrelated individuals have the same profile
351, 352
. The 
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calculations are done by comparing the sample DNA profile to a population 
database containing DNA profiles from unrelated individuals of the same 
ethnic group
353-355
. These databases provide information about the frequency 
of the common alleles and the genotype frequency for each locus
270
 (Table 8-
5). Two approaches could be used to calculate the probability match: match 
probability and likelihood ratio. The match probability presents the probability 
that the sample DNA profile came from a person unrelated to the individual. 
This probability equals the frequency of the genotype in the population
351
. The 
likelihood ratio compares the probabilities of the sample under two different 
hypotheses: 
   
  
  
  
The first hypothesis (  ) claims that the sample DNA profile came from the 
individual in question and it always equals 1 (100% probability). The second 
hypothesis (  ) claims that the DNA sample is from a different individual 
than that in question and the probability is equal to the frequency of the 
genotype in the population. If LR is > 1, then the sample and reference 
profiles came from the same individual. If however LR < 1, then the two 
profiles came from different individuals
351
.  
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Table ‎8-5. Example calculation of the DNA profile frequency or random match 
probability using alleles from three STR loci
270
. 
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9 Conclusions 
The techniques used for human identification require the comparison 
between antemortem and postmortem data in order to reach a positive 
identification. Therefore, knowing the possible identity of the decedent is 
fundamental to the identification process. 
The identification of missing persons and human remains from mass 
disasters is challenging for forensic experts because the possible identity of 
the decedent is often unknown and so it results impossible to perform any 
matching with a possible missing person. Furthermore, human remains from 
mass disasters are often fragmented, commingled, and not well preserved, 
making it difficult to collect PM data for future comparison. 
Osteology and dental profiling methods are widely used to help the forensics 
team build the biological profile and determine the possible identity of the 
decedent. These techniques are important in disaster victim identification and 
identification of unknown bodies of missing persons because they can be used 
even when the remains are fragmented and not well preserved. Facial 
reconstruction is possible only in cases where the skull is found in good 
condition, making it less useful in mass disasters. 
Once the possible identity of the decedent has been determined, comparison 
of dental records, fingerprint analysis, and DNA analysis are the techniques 
used to reach positive identification. The possibility to collect dental remains, 
fingerprints, and DNA samples from fragmented and badly preserved remains 
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makes these techniques very useful in cases of disaster victim identification 
and identification of missing persons and unidentified bodies.  
The numerous techniques available for human identification allow forensic 
experts to overcome the challenges faced in mass disaster identification and in 
the identification of missing persons and unidentified bodies and reach 
positive identification in a large number of cases.  
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