Regular Dilation and Nica-covariant Representation on Right LCM
  Semigroups by Li, Boyu
ar
X
iv
:1
71
0.
09
00
4v
3 
 [m
ath
.O
A]
  2
9 J
un
 20
18
REGULAR DILATION AND NICA-COVARIANT
REPRESENTATION ON RIGHT LCM SEMIGROUPS
BOYU LI
Abstract. Regular dilation has recently been extended to graph prod-
uct of N, where having a ∗-regular dilation is equivalent to having a
minimal isometric Nica-covariant dilation. In this paper, we first extend
the result to right LCM semigroups, and establish a similar equivalence
among ∗-regular dilation, minimal isometric Nica-covariant dilation, and
a Brehmer-type condition. This result can be applied to various semi-
groups to establish conditions for ∗-regular dilation.
1. Introduction
Regular dilation is a special type of dilation result first studied by Brehmer
in [3], as a generalization to the celebrated Sz.Nagy’s dilation. It has since
been studied by many authors [13, 33, 11] and has been generalized to prod-
uct systems [30, 29] and lattice ordered semigroups [17]. Recently, the author
further generalized it to graph products of N [18], which is a special class of
quasi-lattice ordered groups [6, 7]. It has now become evident that there is
a connection between regular dilation, and Nica-covariant representation.
Isometric Nica-covariant representations were first studied by Nica [22] on
quasi-lattice ordered semigroups where he studied its C∗-algebra as a natural
generalization of the Toeplitz-Cuntz algebra. It has been intensively studied
since then[15, 6] and has been generalized to other classes of semigroups [19].
This paper fully characterizes all representations of right LCM semigroups
that are ∗-regular by establishing a Brehmer type condition. Our result
unifies many prior results on regular dilation. This includes Brehmer’s the-
orem, Frazho-Bunce-Popescu’s dilation of row contractions, regular dilation
on lattice ordered semigroups, and regular dilation on graph products of N.
In Section 2, we briefly go over the background of right LCM semigroups
and Nica-covariant representations. In Section 3, we first extend the def-
inition of ∗-regular dilation to the context of right LCM semigroups. We
then establish the equivalence among having a ∗-regular dilation, having a
minimal isometric Nica-covariant dilation, and a Brehmer type condition.
The Brehmer type condition we obtain in Section 3 requires for every finite
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subset F of a right LCM semigroup P , certain operator Z(F ) ≥ 0. We
would like to reduce it to a much smaller collection of finite subsets.
In Section 4, we set up a few technical lemmas that help us reduce the
positivity of the operator Z(F ) to other subsets. We then define the descend-
ing chain condition on right LCM semigroups, and showed that it suffices
to verify the Brehmer type condition for all finite subset F of the set of
minimal elements when the right LCM semigroup satisfies the descending
chain condition.
Many well studied right LCM semigroups satisfy the descending chain
condition. This includes the Artin monoids, the Thompson’s monoid, N ⋊
N×, and the Baumslag-Solitar monoids. We derive their corresponding
Brehmer type condition in Section 5.
Finally, in Section 6, we study representations of graph products of right
LCM semigroups. We used the techniques that were developed in Section
4 to reduce the Brehmer type condition in this context. We also consider
an application on doubly commuting representations of direct sums of right
LCM semigroups.
2. Background
2.1. Semigroups. A semigroup is a set with an associative multiplication.
For our purpose, a semigroup P is always unital, meaning that there exists
e ∈ P so that x = xe = ex for all x ∈ P . Recently, there is a lot of
research interest on the study of C∗-algebras associated with left cancellative
semigroups [20].
Definition 2.1. A semigroup P is called left cancellative if for any p, a, b ∈
P with pa = pb, we have a = b.
In this paper, we focus on a special class of left-cancellative semigroups
that are called the right LCM semigroups.
Definition 2.2. A unital semigroup P is called right LCM if it is left can-
cellative and for any p, q ∈ P , either pP ∩ qP = rP for some r ∈ P or
pP ∩ qP = ∅.
We denote P ∗ be the set of invertible elements in P .
In the case when pP ∩ qP = rP , we can treat r as a least common right
multiple of p, q (and hence the name right LCM). There might be many such
least common multiples, but it is clear that if r, r′ are both least common
multiples of p, q, then there exists an invertible u with r · u = r′. For each
p, q ∈ P , let us denote p ∨ q = {r : pP ∩ qP = rP}. Similarly, for a finite
subset F ⊂ P , let ∨F = {r :
⋂
x∈F xP = rP}. Notice that
⋂
x∈F xP = ∅ if
and only if ∨F = ∅.
Right LCM semigroups are considered a natural generalization of the well
studied quasi-lattice ordered groups. Quasi-lattice ordered groups were first
defined by Nica in [22], where he studied isometric covariant representations
and their C∗-algebras. These representations are now known as isometric
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Nica-covariant representations, and they have been intensively studied since
then [15, 6, 7, 32].
Given a group G and a unital semigroup P ⊆ G with P ∩P−1 = {e}, the
semigroup P defines a partial order on G via x ≤ y if x−1y ∈ P . In other
words, x ≤ y if there exists p ∈ P with y = xp. One can check that x ≤ y
if and only if yP ⊆ xP . This also defines a partial order on the semigroup
P . Dually, the semigroup P also defines a partial order x ≤r y if yx
−1 ∈ P .
Notice that for a right LCM semigroup P , we can similarly define an order
x ≤ y if x−1y ∈ P . However, this order is only a pre-order on the semigroup
P since x ≤ y ≤ x implies y = xu for some u ∈ P ∗.
Definition 2.3. The partial order ≤ defined by P on G is called a quasi-
lattice order if any finite set F ⊂ G with an upper bound in G has a least
upper bound in G, denoted by ∨F . In this case, the pair (G,P ) is called
a quasi-lattice ordered group. We often refer to P a quasi-lattice ordered
semigroup.
In a quasi-lattice ordered group (G,P ), it is often convenient to add an
element ∞ where x · ∞ = ∞ · x = ∞ for all x ∈ G. Then, x ≤ ∞ for all
x ∈ G. Therefore, whenever F ⊂ G has no upper bound in G, we can denote
∨F =∞.
One may immediately notice that given a quasi-lattice ordered group
(G,P ), the semigroup P is right LCM since for any x, y ∈ P , either x∨y = z
and xP ∩ yP = zP , or x∨ y =∞ and xP ∩ yP = ∅. However, a right LCM
semigroup is not necessarily a quasi-lattice ordered semigroup. Firstly, the
set of invertible elements in a right LCM semigroup may not be {e}, in
which case, there is no way to embed P inside a group G. Secondly, even
if P ∗ = {e}, it is often hard to check if one can embed P inside a group G
(see for example, Artin monoids [23]). Finally, even if P embeds injectively
inside a group G, it is hard to verify the partial order on G defined by P is
a quasi-lattice order (though the partial order on P is a ‘quasi-lattice order’
due to the right LCM condition).
Example 2.4. The class of right LCM semigroups covers a wide range of
examples.
(1) P is called an ℓ-semigroup (often called the lattice ordered semigroup
[1]) if P is normal inside G so that every pair of elements in G has a
greatest lower bound and a least upper bound. In other words, the
partial order on G is a lattice order. A ℓ-semigroup P together with
G is always a quasi-lattice ordered group.
(2) In [6], there is another notion of lattice ordered group where any pair
of elements in G has a least upper bound. It was shown in [6, Lemma
27], this is the same as P being quasi-lattice ordered and G = PP−1.
This definition does not require the semigroup P to be normal, and
thus contains a wider class of examples. For example, we shall see
that Artin monoids of finite type are important examples that fall
under this class. Lattice ordered groups are quasi-lattice ordered.
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(3) (Zk,Nk) and the free group (Fk,F
+
k ) are both quasi-lattice ordered
groups. Here, (Zk,Nk) is in fact an ℓ-group, but the free group is
not.
(4) Given a simple graph Γ on k vertices, one can define PΓ, the graph
product associated with the graph to be the unital semigroup gener-
ated by k generators where ei, ej commute whenever there is an edge
between the vertices i, j. This is also known as the graph product
of N. It is also called the right angled Artin monoid or the graph
semigroup. It is a quasi-lattice ordered semigroup inside the group
generated by the same set of generators. Notice that in the special
case when the graph is the complete graph, PΓ is simply Nk. When
the graph contains no edge, PΓ is the free semigroup on k generators.
(5) The Thompson’s monoid is closely related to the well-known Thomp-
son’s group. There is a great interest in whether the Thompson’s
group is amenable or not. The Thompson’s monoid can be written
as
F+ = 〈x0, x1, · · · |xnxk = xkxn+1, k < n〉 .
The Thompson’s monoid embeds injectively in the Thompson
group, and it is a right LCM semigroup [20] (it follows from the dis-
cussion after [20, Lemma 6.32] that every constructible right ideal
of F+ is principle and thus it has the right LCM property).
An important class of right LCM semigroups that we shall focus on is the
class of Artin monoids.
Example 2.5. We first denote 〈s, t〉m = stst · · · , where we write s, t alter-
natively for a total of m times. For example, 〈s, t〉3 = sts.
Consider a symmetric n × n matrix M where mi,i = 1 for all i, and
mi,j ∈ {2, · · · ,+∞} when i 6= j. One can define A
+
M , the Artin monoid
associated withM to be the unital semigroup generated by e1, · · · , en, where
each ei, ej , i 6= j, satisfy the relation 〈ei, ej〉mi,j = 〈ej , ei〉mi,j . In particular,
when mi,j = +∞, this means there is no relation between ei and ej . One
can similarly define the Artin group AM be the group generated by the same
set of generators.
The Artin monoid is said to be right-angled if each mi,j = 2 or +∞ for
all i 6= j. One may define a graph Γ on n vertices where i, j are adjacent
whenever mi,j = 2. The graph product associated with Γ discussed in the
Example 2.4 (4) is precisely the right-angled Artin monoid.
The Artin monoid is said to be of finite type if each mi,j < ∞. For
example, if for all i 6= j, mi,j = 3 when |i − j| = 1 and mi,j = 2 otherwise,
then the Artin group is the familiar Braid group on (n+ 1)-strings.
It is known that (AM , A
+
M ) is a quasi-lattice ordered group when it is
right angled or of finite type. In fact, these two cases are the only known
examples to form a quasi-lattice ordered group [6]. However, it is known
that the Artin monoid A+M itself is always a right LCM semigroup (see [20]).
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In [4], it is shown that the Zappa-Sze´p product of semigroups provide a
way to construct a rich class of right LCM semigroups. Let A,U be two
unital semigroup with identities eA, eU respectively. Suppose there are two
maps A × U → U by (a, u) → a · u and A × U → A by (a, u) → a|u that
satisfy:
(B1)eA · u = u; (B5)a · (uv) = (a · u)(a|u · v);
(B2)(ab) · u = a · (b · u); (B6)a|uv = (a|u)|v ;
(B3)a · eU = eU ; (B7)eA|u = eA;
(B4)a|eU = a; (B8)(ab)|u = a|b·ub|u.
Then the external Zappa-Sze´p product U ⊲⊳ A is the cartesian product
U ×A with multiplication defined by
(u, a)(v, b) = (u(a · v), (a|v)b).
This allows us to build more right LCM semigroups from existing ones.
Lemma 2.6 (Lemma 3.3, [4]). Suppose U,A are left cancellative semigroups
with maps (a, u)→ a · u and (a, u)→ a|u that defines a Zappa-Sze´p product
U ⊲⊳ A. Suppose U is a right LCM semigroup, and the set of constructible
right ideals of A is totally ordered by inclusion, and u→ a · u is a bijection
from U to U for each a ∈ A. Then U ⊲⊳ A is a right LCM semigroup.
Here, the set of constructible right ideals of left-cancellative semigroups
is an important concept introduced by Xin Li in his work on semigroup
C∗-algebras. One may refer to [20] for more detail.
Example 2.7. Zappa-Sze´p product provides more examples of right LCM
semigroups.
(1) Baumslag-Solitar monoids form another class of quasi-lattice ordered
groups recently studied in [31, 5]. For n,m ≥ 1, the Baumslag-
Solitar monoid Bn,m is the monoid generated by a, b with the relation
abn = bma. It is pointed out in [4, Section 3.1] that they are Zappa-
Sze´p product of
U = 〈e, a, ba, · · · , bm−1a〉, A = 〈e, b〉.
(2) The semigroup N⋊ N× where
(x, a)(y, b) = (x+ qy, ab).
One can similarly define Q ⋊ Q×+. It is known that the pair (Q ⋊
Q×+,N ⋊ N
×) is quasi-lattice ordered [16, Proposition 2.1]. It is also
shown in [4, Section 3.2] that this semigroup is a Zappa-Sze´p prod-
uct.
(3) One can construct a right LCM semigroup that is not quasi-lattice
ordered using Zappa-Sze´p product. Take U = N× and A = T, and
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let a · u = u, a|u = a
u for all a ∈ A, u ∈ U . Their Zappa-Sze´p
product can be described as
(n, eiα)(m, eiβ) = (nm, ei(mα+β)).
One can easily verify that U ⊲⊳ A is a right LCM semigroup using
the Lemma 2.6. In U ⊲⊳ A, (1, 1) is the identity. Moreover, the set of
invertible elements consists of (1, eiα), where the inverse of (1, eiα)
is (1, e−iα). Since it has non-trivial invertible elements, U ⊲⊳ A
cannot be a quasi-lattice ordered semigroup (since we cannot embed
it injectively inside a group).
We now briefly discuss a few important properties of right LCM semi-
groups which will be useful later. For the rest of this section, we fix a right
LCM semigroup P .
Let a ∈ P and let F ⊂ P be a finite subset. Denote a ·F = {a ·p : p ∈ F}.
If bP ⊇
⋂
x∈F xP , we often write b
−1 ∨ F = {b−1r : r ∈ ∨F}. Notice that
since bP ⊇
⋂
x∈F xP , for each r ∈ ∨F , bP ⊇ rP and r = bp for some p ∈ P .
This implies that b−1r ∈ P and b−1 ∨ F ⊂ P , even though b−1 is not part
of the semigroup.
Lemma 2.8. Let a ∈ P and F ⊂ P be a finite subset, ∨ (a · F ) = a · ∨F .
Proof. It suffices to show
⋂
x∈F axP = a ·
⋂
x∈F xP . The containment ⊇ is
obvious. For the ⊆ direction, take r ∈
⋂
x∈F axP and let F = {x1, · · · , xn}.
We can find p1, · · · , pn ∈ P so that r = axipi. By the left cancellative
property, xipi = xjpj for all i, j, and thus r ∈ a ·
⋂
x∈F xP . 
Let F be a finite subset of P and x ∈ ∨F . Consider the set x∨y for some
y ∈ P . Notice for any s ∈ ∨F , x = su for some invertible element u ∈ P ∗.
Therefore, xP = suP = sP and thus
x ∨ y = {r : rP = xP ∩ yP} = {r : rP = sP ∩ yP}.
Therefore, x ∨ y is independent on the choice of x ∈ ∨F . For simplicity,
we shall write it as (∨F ) ∨ y.
Lemma 2.9. Let F1, F2 ⊂ P be two finite sets. Then
∨(F1 ∪ F2) = (∨F1) ∨ (∨F2) .
Proof. Fix si ∈ ∨Fi, we have
(∨F1) ∨ (∨F2) = s1 ∨ s2
= {r : rP = s1P ∩ s2P}
= {r : rP =
( ⋂
x∈F1
xP
)
∩
( ⋂
x∈F2
xP
)
}
= {r : rP =
⋂
x∈F1∪F2
xP}
= ∨(F1 ∪ F2).
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The argument still works when one of ∨Fi = ∅. 
Lemma 2.10. Let p1, · · · , pn ∈ P and a ∈ P . Let F1 = {p1 · a, p2, · · · , pn}
and F2 = {a, p
−1
1 (p1 ∨ p2), · · · , p
−1
1 (p1 ∨ pn)}. Then
∨F1 = p1 · ∨F2.
Proof. Take si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. Since si ∈ p1P , p
−1
1 si ∈ P for all
i.
If s′i ∈ p1 ∨ pi, then si = s
′
iu for some invertible u, and thus siP = s
′
iP .
Therefore, ∨F2 = ∨{a, p
−1
1 si}. Hence, by Lemma 2.8,
p1 · ∨F2 = p1 · ∨{a, p
−1
1 si}
= ∨
(
p1 · {a, p
−1
1 si}
)
= ∨{p1a, si}
But siP = p1P ∩ piP since si ∈ p1 ∨ pi. Therefore,
p1 · ∨F2 = ∨{p1a, si}
=
{
r : rP = p1aP ∩
( n⋂
i=2
siP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=2
p1P ∩ piP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=1
piP
)}
Notice that p1aP ⊆ p1P , and thus
{
r : rP = p1aP ∩
( n⋂
i=1
piP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=2
piP
)}
= ∨F1. 
2.2. Nica-covariance. The Nica-covariance representations play a central
role in our study of regular dilation. The study of isometric Nica-covariant
representations was originated from Nica’s work on certain covariant repre-
sentations of the quasi-lattice ordered groups and their C∗-algebras [22]. It
has since been generalized to right LCM semigroups, and more recently, to
left cancellative semigroups via constructible ideals based on Xin Li’s work
[20].
Definition 2.11. Given a right LCM semigroup P , a representation V :
P → B(K) is called an isometric Nica-covariant representation if for each
p ∈ P , V (p) ∈ B(K) is an isometry, and for any p, q ∈ P , we have
V (p)V (p)∗V (q)V (q)∗ =
{
V (r)V (r)∗, if rP = pP ∩ qP
0, otherwise.
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Notice that for any invertible element u ∈ P ∗, V (u) is a unitary. When
rP = sP = pP ∩qP , we can find an invertible u ∈ P ∗ so that r = su. Hence,
V (r)V (r)∗ = V (su)V (su)∗ = V (s)V (s)∗.
Therefore, the Nica-covariance condition is well defined on right LCM semi-
groups.
In the case of a quasi-lattice ordered group (G,P ), it is often convenient to
add∞ to the quasi-lattice ordered semigroup P and define p·∞ =∞ =∞·p
for all p ∈ P . Moreover, for any p, q ∈ P without a common upper bound,
we may define p ∨ q =∞. Under this notation, an isometric Nica-covariant
representation is a representation V : P → B(K) with V (∞) = 0 and
V (p)V (p)∗V (q)V (q)∗ = V (p ∨ q)V (p ∨ q)∗ for all p, q ∈ P .
Example 2.12. The Nica-covariance condition can be checked easily in
many cases.
(1) Consider the semigroup Nk inside Zk. A representation V : Nk →
B(H) is uniquely determined by its image on k generators Vi = V (ei).
The Nica-covariance condition implies that for all i 6= j,
ViV
∗
i VjV
∗
j = ViVjV
∗
i V
∗
j .
By multiplying V ∗i on the left and Vj on the right, we obtain V
∗
i Vj =
VjV
∗
i . Since V is a representation, Vi, Vj commute with one another.
Therefore, we see that {V1, · · · , Vk} is a family of doubly commuting
isometries. In fact, every such family of doubly commuting isome-
tries defines an isometric Nica-covariant representation on Nk.
(2) Consider the free semigroup F+k . A representation V : N
k → B(H) is
uniquely determined by its image on k generators Vi = V (ei). Since
for all i 6= j, ei ∨ ej =∞, we have
ViV
∗
i VjV
∗
j = 0.
Therefore, V ∗i Vj = 0, which means {V1, · · · , Vk} is a family of isome-
tries with orthogonal ranges. Every such family defines an isometric
Nica-covariant representation on F+k .
3. Regular Dilation
The study of dilation theory started when Sz.Nagy proved the celebrated
Sz.Nagy dilation theorem, which states that for any contraction T ∈ B(H),
there exists an isometry V ∈ B(K) with H ⊂ K co-invariant, so that
T = PHV |H. Soon, Ando [2] extended Sz.Nagy’s dilation to a pair of com-
muting contractions. However, extension to more commuting contractions
fails due to an example of Parrott [24] where he gave a triple of commuting
contractions that fails to have a commuting dilation.
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There are many ways to generalize Sz.Nagy’s dilation beyond a pair of
commuting contractions. Brehmer first studied regular dilations of commut-
ing contractions in [3]. Frazho-Bunce-Popescu also studied dilations of non-
commutative row contractions. Recently, Brehmer’s dilation and Frazho-
Bunce-Popescu’s dilation were unified as regular dilation on graph products
of N [18]. It also turns out that having regular dilation in these cases cor-
responds to having a minimal isometric Nica-covariant dilation [18]. This
motivates us to extend regular dilation further to representations of right
LCM semigroups.
Suppose T : P → B(H) is a representation of a semigroup P . Suppose
there exists a larger Hilbert space K ⊃ H and an isometric representation
V : P → B(K) so that for all p ∈ P , V (p) is an isometry and,
T (p) = PHV (p)
∣∣
H
.
This representation V of P is called an isometric dilation of T . A result
of Sarason [28] states that we can decompose K = H− ⊕ H ⊕ H
+, so that
under such decomposition, the isometric dilation V (p) has the form:
V (p) =

∗ 0 0∗ T (p) 0
∗ ∗ ∗


V is called minimal if
K = span{V (p)h : p ∈ P, h ∈ H}
When V is minimal, H− must be {0} and thus H is co-invariant for V . For
each p ∈ P , we can write V (p) as a 2 × 2 block matrix with respect to the
decomposition K = H⊕H⊥:
V (p) =
[
T (p) 0
∗ ∗
]
.
Notice that when V is a minimal dilation of T , ‖T (p)‖ ≤ ‖V (p)‖ = 1, and
thus T is always a contractive representation. Throughout this paper, we
assume every representation of semigroups is contractive.
We are interested in the case when T has a minimal isometric dilation V
that is also Nica-covariant. In such case, we say V is a minimal isometric
Nica-covariant dilation of T .
A common tool in studying regular dilation is the completely positive
definite kernel [26, 27]. Given a unital semigroup P , a unital Toeplitz kernel
is a map K : P × P → B(H) so that K(e, e) = I, K(p, q) = K(q, p)∗,
and K(ap, aq) = K(p, q). It is called completely positive definite if for
any p1, · · · , pn ∈ P , the operator matrix [K(pi, pj)] ≥ 0. A classical result
known as the Naimark dilation theorem [21] can be restated as the following
theorem ([27, Theorem 3.2]):
Theorem 3.1. If K : P×P → B(H) is a completely positive definite kernel,
then there exists a Hilbert space K ⊃ H and an isometric representation
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V : P → B(K) so that
K(p, q) = PHV (p)
∗V (q)
∣∣
H
for all p, q ∈ P.
Moreover, there is a unique minimal dilation V , up to unitary equivalence,
that satisfies
span{V (p)h : p ∈ P, h ∈ H} = K,
and H is co-invariant for V . The minimal dilation V is called the Naimark
dilation of K.
Conversely, if V : P → B(K) is a minimal isometric dilation of T : P →
B(H), then let
K(p, q) = PHV (p)
∗V (q)
∣∣
H
We have K(p, q) is a completely positive definite Toeplitz kernel with K(e, p) =
T (p) for all p ∈ P .
Proof. The proof of the theorem can be found in [27, Theorem 3.2]. However,
it is worthwhile to briefly go over the proof since it explicitly constructs the
minimal Naimark dilation that are useful later.
First let K0 = P ⊗H and define a degenerate inner product by〈∑
δp ⊗ hp,
∑
δq ⊗ kq
〉
=
∑
p,q
〈K(q, p)hp, kq〉.
Let N = {k ∈ K0 : 〈k, k〉 = 0} and K be the completion of K0/N with
respect to the inner product. H is naturally embedded in K as δe ⊗H. For
each p ∈ P , define V (p)δ(q) ⊗ h = δ(pq) ⊗ h. One can check V : P → B(K)
is the minimal Naimark dilation of T .
For the converse, it is simple to check that K is indeed a Toeplitz kernel.
To show it is completely positive definite, take any p1, · · · , pn ∈ P , the
operator matrix
[K(pi, pj)]
=PHn [V (pi)
∗V (pj)]
∣∣
Hn
=PHn




V (p1)
∗
...
V (pn)
∗

[V (p1) · · · V (pn)]

∣∣∣
Hn
≥ 0.
Therefore, K is a completely positive definite Toeplitz kernel. Moreover,
K(e, p) = PHV (p)
∣∣
H
= T (p) for all p ∈ P . 
Given a contractive representation T : P → B(H): if there is a com-
pletely positive definite kernel K so that for all p ∈ P , K(e, p) = T (p),
then the minimal Naimark dilation of K is a minimal isometric dilation of
T . It follows from Theorem 3.1 that every minimal isometric dilation for T
corresponds to a minimal Naimark dilation of a completely positive definite
Toeplitz kernel K.
However, it is often difficult to find such a kernel K explicitly from T .
For example, take P = N2 whose representation is determined by a pair of
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commuting contractions Ti = T (ei). It follows from the Ando’s dilation that
T has an isometric dilation V and thus there exists a completely positive
definite kernel K with K(e, p) = T (p). However, one can hardly ever write
out K explicitly.
This motivated the study of regular dilation where we can write a kernelK
based on T and ask whether such kernel is completely positive definite. Sup-
pose T has a minimal isometric Nica-covariant dilation V , then the Toeplitz
kernel K defined by V can be written out in terms of T in an explicit way.
Proposition 3.2. Let T : P → B(H) be a contractive representation of a
right LCM semigroup P so that it has a minimal isometric Nica-covariant
dilation V . Then, the completely positive definite Toeplitz kernel K associ-
ated with V is given by
K(p, q) = PHV (p)
∗V (q)
∣∣
H
= T (p−1s)T (q−1s)∗
for all p, q ∈ P , s ∈ p ∨ q.
Proof. By the Nica-covariance, V (p)V (p)∗V (q)V (q)∗ = V (s)V (s)∗ for s ∈
p∨ q, where by convention, V (s) = 0 if p∨ q = ∅. Multiplying V (p)∗ on the
left and V (q) on the right gives us
V (p)∗V (q) = V (p−1s)V (q−1s)∗.
Since V is minimal, H is co-invariant. With respect to the decomposition
K = H⊕H⊥, each V (a) can be written as
V (a) =
[
T (a) 0
∗ ∗
]
.
Therefore, for any a, b ∈ P , V (a)V (b)∗ can be written as
V (a)V (b)∗ =
[
T (a)T (b)∗ ∗
∗ ∗
]
.
Therefore,
K(p, q) = PHV (p)
∗V (q)
∣∣
H
= PHV (p
−1s)V (q−1s)∗
∣∣
H
= T (p−1s)T (q−1s)∗
This proves the desired result. 
This motivates our definition of ∗-regular dilation.
Definition 3.3. Let P be a right LCM semigroup and T : P → B(H) a
unital contractive representation. Define a Toeplitz kernel K : P × P →
B(H) by
K(p, q) = T (p−1s)T (q−1s)∗
for all p, q ∈ P , s ∈ p∨q. Here, we assume by convention that when p∨q = ∅,
K(p, q) = 0.
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We say T has a ∗-regular dilation if this kernel K is completely positive
definite. In such case, the minimal Naimark dilation V of the kernel K is
called the ∗-regular dilation of T .
Remark 3.4. This kernel K is well defined since for any s, t ∈ p ∨ q, there
exists an invertible u with s = tu. Therefore,
T (p−1s)T (q−1s)∗ = T (p−1t)T (q−1t)∗.
Remark 3.5. This kernel K is indeed a Toeplitz kernel. It is clear that
K(e, e) = I, K(p, q) = K(q, p)∗. If a ∈ P , by Lemma 2.8, we have ap ∨
aq = a(p ∨ q) and therefore (ap)−1(ap ∨ aq) = p−1(p ∨ q) and similarly
(aq)−1(ap ∨ aq) = q−1(p ∨ q).
It is now evident from the Proposition 3.2 that the kernel in the Defini-
tion 3.3 is our only choice for T to have a minimal isometric dilation that is
also Nica-covariant. We shall soon see that the converse is also true (Theo-
rem 3.8): if this kernel K is completely positive definite, then the minimal
Naimark dilation is Nica-covariant. We first note that our definition of ∗-
regular dilation coincides with the definition in the context of ℓ-semigroup
and graph product of N.
Example 3.6. In the case that P is an ℓ-semigroup, regular dilation was first
defined and studied in [8] and a necessary and sufficient condition was given
in [17]. In such case, for every p, q ∈ P , there exists a unique pair g+, g− ∈ P
with p−1q = g−1− g+ and g− ∧ g+ = e. The definition of ∗-regularity on
an ℓ-semigroup is equivalent to the kernel K(p, q) = T (g+)T (g−)
∗ being
completely positive definite.
In fact, g+ = (p ∧ q)
−1q = p−1(p ∨ q) and g− = (p ∧ q)
−1p = q−1(p ∨ q),
and it is clear that these two definitions coincide.
Historically, Brehmer’s original definition of regular dilation on Nk re-
quires the kernel K(p, q) = T (g−)
∗T (g+) to be completely positive, which
is equivalent to T ∗ being ∗-regular. This is why we adopt the notion of
∗-regular dilation instead of regular dilation.
Example 3.7. In the case that P is a graph product of N, ∗-regular dilation
was recently defined in [18] as a generalization of the Brehmer dilation and
Frazho-Bunce-Popescu dilation. The definition of ∗-regular dilation in this
case can be summarized as follow: given p, q ∈ P , one first identifies the
largest a ∈ P so that p = a · p′, q = a · q′ via repeatedly removing a common
initial syllable. This procedures ends when there is no e 6= b ∈ P with
p′ = b · p′′ and q′ = b · q′′. Then the kernel is defined as
K(p, q) = K(p′, q′) =
{
T (q′)T (p′)∗, if p′, q′ commute;
0, otherwise.
Now if p′, q′ do not commute, then p′ ∨ q′ = ∞ and similarly p ∨ q =
∞. Otherwise, since they have no common initial syllable, p′ ∨ q′ = p′q′.
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Therefore,
p−1(p ∨ q) = p′−1(p′ ∨ q′)
= p′−1p′ · q′ = q′
Similarly, q−1(p ∨ q) = p′. Again, the Definition 3.3 coincides with that in
[18].
Theorem 3.8. T has a ∗-regular dilation if and only if it has a minimal
isometric Nica-covariant dilation.
Proof. It follows from the Proposition 3.2 that if V is the minimal isometric
Nica-covariant dilation, then for any p, q ∈ P and s ∈ p ∨ q,
K(p, q) = T (p−1s)T (q−1s)∗ = PHV (p)
∗V (q)
∣∣
H
.
Since V is a minimal isometric dilation of T , it follows from the second
half of Theorem 3.1 that K is completely positive definite, which is exactly
how we defined T to have a ∗-regular dilation.
Conversely, suppose that T has a ∗-regular dilation so that the kernel K
in the Definition 3.3 is completely positive definite. Let V : P → B(K)
be the minimal Naimark dilation as constructed in the proof of Theorem
3.1. We first show that for any p, q ∈ P and s ∈ p ∨ q, V (p)∗V (q)|H =
V (p−1s)V (q−1s)∗|H. Since span{V (r)h : r ∈ P, h ∈ H} is dense in K, it
suffices to prove for any r ∈ P and h, k ∈ H, we have
〈V (p)∗V (q)h, V (r)k〉 = 〈V (p−1s)V (q−1s)∗h, V (r)k〉.
Starting from the left hand side:
〈V (p)∗V (q)h, V (r)k〉 = 〈V (pr)∗V (q)h, k〉
= 〈K(pr, q)h, k〉H
= 〈T ((pr)−1t)T (q−1t)∗h, k〉H
Here, t ∈ pr ∨ q. In the special case when pr ∨ q = ∅, K(pr, q) = 0
and V (pr)∗V (q) = 0 by the Nica-covariance condition, and thus the result
follows. Otherwise, pr ∨ q 6= ∅ and thus p ∨ q 6= ∅.
Take s ∈ p ∨ q and w = p−1s. Notice now, by the Lemma 2.10,
p−1(pr ∨ q) = r ∨ (p−1s) = r ∨ w.
Hence,
q−1(pr ∨ q) = q−1s · s−1(pr ∨ q)
= q−1s · w−1p−1(pr ∨ q)
= q−1s · w−1(r ∨ w).
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Therefore, take v = p−1t ∈ r ∨ w,
〈T ((pr)−1t)T (q−1t)∗h, k〉H
=〈T (r−1v)T (w−1v)∗T (q−1s)∗h, k〉H
=〈K(r, w)V ∗(q−1s)∗h, k〉H
=〈V (p−1s)V ∗(q−1s)∗h, V (r)k〉.
Here, we used the fact that for all s ∈ P , H is co-invariant for V and thus
h′ = V ∗(q−1s)∗h ∈ H. Since h′, k ∈ H,
〈K(r, w)h′, k〉 = 〈V (r)∗V (w)h′, k〉 = 〈V (w)h′, V (r)k〉.
Now it suffices to show for all r ∈ P and s ∈ p ∨ q,
V (p)∗V (q)V (r)|H = V (p
−1s)V (q−1s)∗V (r)|H.
Denote w = q−1s and similar to the computation earlier, observe that
w ∨ r = q−1(p ∨ qr). Take t ∈ p ∨ qr and v = q−1t ∈ w ∨ r, and start from
the left,
V (p)∗V (q)V (r)|H =V (p
−1t)V (r−1q−1t)∗|H
=V (p−1s)V (w−1v)V ∗(r−1v)|H
=V (p−1s)V (w)∗V (r)|H
=V (p−1s)V (q−1s)∗V (r)|H
This proves for any p, q ∈ P and s ∈ p∨q, V (p)∗V (q) = V (p−1s)V (q−1s)∗.
Multiplying V (p) on the left and V (q)∗ on the right proves that V is Nica-
covariant. 
It has been observed that the kernel K being completely positive is often
equivalent to a Brehmer-type condition where a collection of operators (in-
stead of a collection of operator matrices) are positive. This is the case in
Brehmer’s dilation, Frazho-Bunce-Popescu’s dilation, and more recently, di-
lation on graph products of N. We first establish a Brehmer-type condition
in the case of an arbitrary right LCM semigroup.
For simplicity, we shall denote TT ∗(p) = T (p)T (p)∗. It is clear that
TT ∗(pq) = T (p)TT ∗(q)T (p)∗. Since T is contractive, for each invertible
u ∈ P ∗, T (u) must be an unitary. For a finite subset F ⊂ P , we define
TT ∗(∨F ) = TT ∗(p) for some p ∈ ∨F . This is well-defined since for any
two p, q ∈ ∨P , p = qu for some invertible u ∈ P ∗. Therefore, TT ∗(p) =
T (q)TT ∗(u)T (q)∗ = TT ∗(q).
Theorem 3.9. Let T : P → B(H) be a unital representation of a right LCM
semigroup. The following are equivalent:
(1) T has a ∗-regular dilation;
(2) T has a minimal isometric Nica-covariant dilation;
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(3) For any finite set F ⊂ P ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0.
Proof. First of all, the equivalence between (1) and (2) is shown in the
Theorem 3.8.
To show (2) implies (3), let V : P → B(K) be the minimal isometric
Nica-covariant dilation for T : P → B(H). Consider the product
∏
p∈F (I −
V (p)V (p)∗): notice that for any subset U ⊆ F , by the Nica-covariance,∏
p∈U
V (p)V (p)∗ = V (∨U)V (∨U)∗.
Hence, ∏
p∈F
(I − V (p)V (p)∗) =
∑
U⊆F
(−1)|U |V (∨U)V (∨U)∗.
Now since H is co-invariant for V , we have
PHV (∨U)V (∨U)
∗
∣∣
H
= T (∨U)T (∨U)∗.
By restricting to H, we have
Z(F ) =
∑
U⊆F
(−1)|U |T (∨U)T (∨U)∗
= PH
( ∑
U⊆F
(−1)|U |V (∨U)V (∨U)∗
)∣∣∣
H
= PH
( ∏
p∈F
(I − V (p)V (p)∗)
)∣∣∣
H
≥ 0
Now to show (3) implies (1), it suffices to show for any F0 = {p1, · · · , pn} ⊂
P , the operator matrix K[F0] is positive. Now for each U ⊆ F0, pick
sU ∈ ∨U . Since
∨{pi} = {r : rP = piP} = piP
∗,
we can pick spi = pi for all i. Let F1 = {sU : U ⊆ F0}. F1 is still a finite
subset of P , and F0 ⊂ F1 since each spi = pi ∈ F1. Therefore, it suffices to
show K[F1] ≥ 0. Let us now show that K[F1] ≥ 0 given the condition (3).
First, rows and columns of K[F1] are indexed by subsets of F0. For any
subsets Ai, Aj ⊆ F0, the (Ai, Aj)-entry of K[F1] can be expressed as
K(sAi , sAj) = T
(
s−1Ai s
)
T
(
s−1Aj s
)∗
for some s ∈ sAi ∨sAj (the choice does not affect the value). By Lemma 2.9,
sAi∪Aj ∈ ∨(Ai ∪Aj) = (∨Ai) ∨ (∨Aj) = sAi ∨ sAj .
Hence,
K(sAi , sAj) = T
(
s−1Ai sAi∪Aj
)
T
(
s−1Aj sAi∪Aj
)∗
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Now define an operator matrix R with the same dimension as K[F1]. For
any subsets Ai, Aj ⊆ F0, define the (Ai, Aj)-entry of R to be 0 if Ai is not
a subset of Aj. Otherwise, define R(Ai, Aj) to be:
T
(
s−1Ai sAj
)( ∑
Aj⊆U⊆F0
(−1)|U\Aj |TT ∗
(
s−1Aj sU
))1/2
We first show that this is well defined given the Condition (3). For a fixed
A ⊆ F0, let F0\A = {q1, · · · , qk} and define
FA = {s
−1
A sA∪{qj} : 1 ≤ j ≤ k}.
Then,
Z(FA) =
∑
W⊆FA
(−1)|W |TT ∗(∨W )
=
∑
W0⊆F0\A
(−1)|W0|TT ∗
( ∨
q∈W0
s−1A sA∪{q}
)
=
∑
W0⊆F0\A
(−1)|W0|TT ∗
(
s−1A (∨(A ∪W0))
)
=
∑
A⊆U⊆F0
(−1)|U\A|TT ∗
(
s−1A (∨U)
)
=
∑
A⊆U⊆F0
(−1)|U\A|TT ∗
(
s−1A sU
)
Therefore, R(Ai, Aj) is in fact equal to T
(
s−1Ai sAj
)
Z(FAj)
1/2, where
Z(FAj ) ≥ 0 by the Condition (3). We now claim that
K[F1] = R · R
∗ ≥ 0.
Fix Ai, Aj ⊂ F0 for which we compute the (Ai, Aj)-entry of R · R
∗,
which is equal to
∑
U⊆F0
R(Ai, U)R(Aj , U)
∗. By the construction of R,
R(Ai, U)R(Aj , U)
∗ 6= 0 only when Ai, Aj are subsets of U . Therefore,
RR∗[Ai, Aj ] =
∑
U⊆F0
R(Ai, U)R(Aj , U)
∗
=
∑
Ai∪Aj⊆U⊆F0
R(Ai, U)R(Aj , U)
∗
=
∑
Ai∪Aj⊆U⊆F0
T
(
s−1Ai sU
)
Z(FU )T
(
s−1Aj sU
)∗
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Replacing Z(FU ) using the earlier computation, we obtain
RR∗[Ai, Aj ]
=
∑
U
∑
U⊆W
(−1)|W\U |T
(
s−1Ai sU
)
TT ∗
(
s−1U sW
)
T
(
s−1Aj sU
)∗
=
∑
U
∑
U⊆W
(−1)|W\U |T
(
s−1Ai sW
)
T
(
s−1Aj sW
)∗
Consider the term T
(
s−1Ai sW
)
T
(
s−1Aj sW
)∗
in the double summation. It
occurs whenever Ai ∪ Aj ⊆ U ⊆ W . Let m = |W\(Ai ∪Aj)| and k =
|W\U |, U has to contain all the elements in Ai ∪Aj and m− k elements in
W\(Ai ∪Aj). There are precisely
(m
k
)
choices of U . Therefore,
RR∗[Ai, Aj ]
=
∑
W :U⊆W
(
m∑
k=0
(−1)k
(
m
k
))
T
(
s−1Ai sW
)
T
(
s−1Aj sW
)∗
Notice that
m∑
k=0
(−1)k
(
m
k
)
=
{
1, if m = 0;
0, otherwise.
Hence, the only non-zero term in the summation occurs when m = 0 and
thus W0 = Ai ∪Aj . Therefore,∑
U⊆F0
R(Ai, U)R(Aj , U)
∗
=T
(
s−1Ai sW0
)
T
(
s−1Aj sW0
)∗
=T
(
s−1Ai sAi∪Aj
)
T
(
s−1Aj sAi∪Aj
)∗
=K(sAi , sAj )
This finishes the proof. 
Remark 3.10. As observed in [17, 18], the matrix R is a Cholesky de-
composition of the operator matrix K[F1]. Given two subsets Ai, Aj ⊆ F0,
R(Ai, Aj) = 0 whenever |Aj | > |Ai|. When |Aj | = |Ai|, the only case when
R(Ai, Aj) 6= 0 is when Ai ⊆ Aj and thus Ai = Aj . Hence by arranging
F1 = {∨A : A ⊆ F0} according to |A| in the decreasing order, the matrix R
becomes a lower triangular matrix.
As a quick corollary, every co-isometric representation of a lattice ordered
semigroup is ∗-regular. This generalizes [17, Corollary 3.8] in the case of ℓ-
semigroups.
Corollary 3.11. Suppose that P is a lattice ordered semigroup in the sense
that any finite subset of P has a least upper bound. If T : P → B(H) is a
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co-isometric representation (i.e. T (p)T (p)∗ = I for all p ∈ P ), then T is
∗-regular.
Proof. It suffices to check that T satisfies the Condition (3) in the Theorem
3.9. For any finite set F ⊂ P and any U ⊆ F , since P is lattice ordered,
∨U ∈ P and thus T (∨U)T (∨U)∗ = I. Therefore,
Z(F ) =
∑
U⊆F
(−1)|U |T (∨U)T (∨U)∗ =
∑
U⊆F
(−1)|U |I = 0. 
4. Descending Chain Condition
In general, Condition (3) in the Theorem 3.9 can be very difficult to verify
since it requires Z(F ) ≥ 0 for all finite subset P . Our goal is to reduce it to
a smaller collection of finite subsets.
4.1. Reduction Lemmas. We first prove a few technical lemmas that helps
us with the reduction.
Lemma 4.1. Let F ⊆ P be a finite subset.
(1) If F = {p1, p2, · · · , pn} where p1P = p2P , then let F0 = {p2, · · · , pn}.
Then Z(F ) = Z(F0) and thus Z(F ) ≥ 0 if and only if Z(F0) ≥ 0.
(2) If F = {p1, p2, · · · , pn} and p1 ∈ P ∗, then Z(F ) = 0.
Proof. For (1): Consider Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗. For any U0 ⊆
{p3, · · · , pn} and consider the terms U1 = {p1} ∪U0 and U2 = {p1, p2} ∪U0.
Since p1P = p2P , it is clear that ∨U1 = ∨U2 and |U2| = |U1|+1. Therefore,
(−1)|U1|TT ∗(∨U1) + (−1)
|U1|TT ∗(∨U2) = 0.
Hence,
Z(F )− Z(F0) =
∑
p1∈U⊂F
(−1)|U |TT ∗(∨U)∗ = 0.
For (2): Since p1 ∈ P
∗ is invertible, p1P = P . Hence, for any U0 ⊆
{p2, · · · , pn}, ∨U0 = ∨{p1} ∪ U0. It follows from a similar argument that
Z(F ) = 0. 
Lemma 4.2. Let T : P → B(H) be a unital representation of a right LCM
semigroup. Let p1, · · · , pn, q ∈ P . Define:
F = {p1 · q, p2, · · · , pn},
F1 = {p1, · · · , pn},
F2 = {q, p
−1
1 s2, · · · , p
−1
1 sn}.
where si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. Here, when p1 ∨ pi = ∅, we can exclude
the term p−11 si in F2.
Then Z(F ) = Z(F1) + T (p1)Z(F2)T (p1)
∗. In particular, Z(F ) ≥ 0 if
Z(F1), Z(F2) ≥ 0.
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Proof. Let F0 = {p2, · · · , pn} and consider Z(F )− Z(F1):
Z(F )− Z(F1)
=
∑
U⊆F
(−1)|U |TT ∗(∨U)−
∑
U⊆F1
(−1)|U |TT ∗(∨U)
The only difference between F and F1 is their first element, and therefore
the only difference between Z(F ) and Z(F1) occurs when U contains the
first element. Hence,
Z(F )− Z(F1)
=
∑
U⊆F0
(−1)|U |+1 (TT ∗ (∨({p1q}∪ U))− TT ∗ (∨({p1}∪ U)))
=T (p1)
( ∑
U⊆F0
(−1)|U |+1TT ∗
(
p−11 ∨({p1q}∪U)
)
−TT ∗
(
p−11 ∨({p1}∪U)
))
T (p1)
∗
=T (p1)
( ∑
U⊆F0
(−1)|U |+1TT ∗
(
q ∨
∨
p∈U
p−11 (p1∨p)
)
−TT ∗
( ∨
p∈U
p−11 (p1∨p)
))
T (p1)
∗
=T (p1)
( ∑
q∈U⊆F2
(−1)|U |TT ∗ (∨U) +
∑
q /∈U⊆F2
(−1)|U |TT ∗ (∨U)
)
T (p1)
∗
=T (p1)Z(F2)T (p1)
∗
Now it is clear that Z(F ) ≥ 0 if Z(F1) ≥ 0 and Z(F2) ≥ 0. In the case
when p1 ∨ pi = ∅, ∨U = ∅ whenever p1, pi ∈ U ⊂ F1 or p1q, pi ∈ U ⊂ F .
Therefore, we can simply pretend that the term p−11 si does not exist in F2.
The calculation will not be affected. 
Remark 4.3. Lemma 4.2 allows us to reduce the positivity of Z(F ) to the
positivity of Z(F1), Z(F2). F1 replaces the element p1q ∈ F by p1 ∈ F1
while keeping the rest of it unchanged. Moreover, since p1qP ⊆ p1P , take
r1 ∈ ∨F1 and r ∈ ∨F , we have rP ⊆ r1P and thus r = r1v for some v ∈ P .
For F2, observe that
∨F = (p1q ∨ p2 ∨ · · · ∨ pn ∨ e)
= p1 ·
(
q ∨
(
p−11 (p1 ∨ p2)
)
∨ · · ·
(
p−11 (p1 ∨ pn)
))
= p1 · ∨F2
Intuitively, elements are ‘smaller’ in F1, F2 compared to F .
Remark 4.4. In the case when T is an isometric Nica-covaraint represen-
tation,
Z(F ) = (I − TT ∗(p1q)) ·
n∏
i=2
(I − TT ∗(pi))
Observe that
I − TT ∗(p1q) = (I − TT
∗(p1)) + T (p1)(I − TT
∗(q))T (p1)
∗.
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Therefore,
Z(F ) =(I − TT ∗(p1)) ·
n∏
i=2
(I − TT ∗(pi))
+ T (p1)
(
(I − TT ∗(q)) ·
n∏
i=2
(I − TT ∗(pi))
)
T (p1)
∗
=Z(F1) + T (p1)Z(F2)T (p1)
∗.
4.2. Ore semigroup. We say the right LCM semigroup P is an Ore semi-
group if for any p, q ∈ P , pP ∩ qP 6= ∅. In the case of quasi-lattice ordered
group, this corresponds to the lattice order condition discussed in [6] where
every finite subset F of P always has a least upper bound.
Definition 4.5. We say that P satisfies the descending chain condition if
there is no infinite sequence xn ∈ P and yn /∈ P
∗ so that xn = xn+1yn or
xn = ynxn+1.
An element x ∈ P is called minimal if x /∈ P ∗ and whenever x = yz for
y, z ∈ P , either y ∈ P ∗ or z ∈ P ∗. We let Pmin be the set of all minimal
elements in P .
Intuitively, P has the descending chain property if we cannot take way
non-invertible factors from each x ∈ P from the left or the right infinitely
many times.
Remark 4.6. In the case when (G,P ) is a quasi-lattice ordered group, the
descending chain condition is saying there is no infinite sequence xn so that
xn+1 < xn (i.e. when there is yn 6= e, xn = xn+1yn) or xn+1 <r xn (i.e.
when there is yn 6= e, xn = ynxn+1). We are not sure if the descending chain
property of the partial order < (or <r) alone would be sufficient.
Suppose P satisfies the descending chain condition, it is clear that Pmin 6=
∅ since otherwise we can build an infinite descending chain starting from
any element x 6= e. It turns out that testing subsets of Pmin is sufficient for
Condition (3) in the Theorem 3.9.
Proposition 4.7. Let P be a right LCM Ore semigroup that satisfies the
descending chain condition. Suppose Z(F ) ≥ 0 for all finite F ⊂ Pmin.
Then Z(F ) ≥ 0 for all finite F ⊂ P .
Proof. Pick any finite F ⊂ P . If F ∩ P ∗ 6= ∅, we have Z(F ) = 0 ≥ 0
by Lemma 4.1. If F * Pmin, we can pick some element x ∈ F that is
not minimal. Therefore, we can write x = p1 · q for p1, q /∈ P
∗ and write
F = {p1q, p2, · · · , pn}. We have Z(F ) ≥ 0 if Z(F1) ≥ 0 and Z(F2) ≥ 0
where F1, F2 are defined in the Lemma 4.2.
This process allows us to build a binary tree rooted at F . Let F+2 be the
free semigroup generated by {1, 2}, and let ǫ ∈ F+2 be the empty word. We
start with Fǫ = F . Suppose for a word ω ∈ F
+
2 where Fω * Pmin ∪ P
∗,
we can pick an element x = p1 · q ∈ Fω where p1, q /∈ P
∗. This allows us
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to define Fω1 and Fω2 as in the Lemma 4.2. We have Z(Fω) ≥ 0 whenever
Z(Fω1) ≥ 0 and Z(Fω2) ≥ 0.
Suppose the binary tree is finite, its leaves contain finite subsets F ⊂
Pmin ∪ P
∗. We know such F satisfies Z(F ) ≥ 0 by the hypothesis (in the
case when F ⊂ Pmin) or the Lemma 4.1 (in the case when F ∩ P
∗ 6= ∅).
Therefore, it suffices to show the binary tree is finite.
Assume otherwise that the binary tree is infinite. By the Ko¨nig Lemma,
this tree has an infinite path s1s2 · · · sn · · · , si ∈ {1, 2}. Let ωn = s1s2 · · · sn
so that Fωn are nodes in the binary tree. Pick tω ∈ ∨Fω for each node of
the binary tree. As we observed in the Remark 4.3, there exists pω2 /∈ P
∗ so
that pω2 · tω2 = tω and some element uω1 ∈ P so that tω1uω1 = tω. By the
descending chain condition, this implies there is only finitely many si = 2
and hence there is N so that si = 1 for all i > N .
For n > N , the only difference between Fωn and Fωn+1 = Fωn1 is an
element p1q ∈ Fωn and p1 ∈ Fωn+1 where q /∈ P
∗. By the descending chain
condition again, this process cannot continue infinitely many times. This
proves the binary tree has to be finite which finishes the proof. 
As an immediate consequence, we can replace the Condition (3) in the
Theorem 3.9 by a much smaller collection of subsets when the semigroup
has the descending chain property.
Theorem 4.8. Let T : P → B(H) be a unital representation of a right LCM
Ore semigroup with the descending chain property. Let Pmin be the set of
all minimal elements in P . The following are equivalent:
(1) T has a ∗-regular dilation;
(2) T has a minimal isometric Nica-covariant dilation;
(3) For any finite set F ⊂ Pmin,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗ ≥ 0.
4.3. Non-Ore Semigroup. In the case of a right LCM semigroup that fails
to satisfy the Ore condition, the proof of the Proposition 4.7 fails due to the
fact that ∨F can be ∅. Nevertheless, a similar argument can be applied.
Definition 4.9. We say a subset P0 of a right LCM semigroup a minimal
set if
(1) Pmin ⊆ P0
(2) For any x ∈ Pmin and y ∈ P0, we have
x−1(x ∨ y) ⊆ P0 ∪ P
∗.
It is clear that P0 = P is always a minimal set. However, in many cases,
we can choose P0 to be a much smaller set.
Proposition 4.10. Let P be a right LCM semigroup that satisfies the
descending chain condition. Let P0 be any minimal set of P . Suppose
Z(F ) ≥ 0 for all finite F ⊂ P0. Then Z(F ) ≥ 0 for all finite F ⊂ P .
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Proof. For every finite F ⊂ P , denote m(F ) = |F ∩ P0| which counts the
number of elements in F that are from P0. In the case when m(F ) = |F |,
we have F ⊂ P0 and thus Z(F ) ≥ 0. Otherwise, we will show that we can
find a collection F1, · · · , Fk with m(Fi) > m(F ), and Z(F ) ≥ 0 whenever
Z(Fi) ≥ 0 for all i. This allows us to proceed with induction with m(F ).
Suppose m(F ) < |F |, pick x ∈ F so that x is not in P0. Since P has the
descending chain condition, we can repeatedly remove a minimal element
from x for a finite number of times. Hence, we can write x = x1x2 · · · xn
where xi ∈ Pmin. Write F = {x, p2, p3, · · · , pn}. Apply Lemma 4.2, Z(F ) ≥
0 if Z(F1), Z(F2) ≥ 0, where
F1 = {x1, p2, p3, · · · , pn}
F2 = {x2x3 · · · xn, x
−1
1 (x1 ∨ p2), · · · , x
−1
1 (x1 ∨ pn)}
Notice that x1 ∈ Pmin ⊂ P0, and thus m(F1) = m(F ) + 1. For each
pi ∈ F ∩P0, x
−1
1 (x1∨pi) ∈ P0∪P
∗. If x−11 (x1∨pi) ∈ P
∗, then it follows from
Lemma 4.1 that Z(F2) = 0. Otherwise, we must have m(F2) ≥ m(F ). In
the case when n = 2, xn ∈ Pmin ⊂ P0 and we get m(F2) > m(F ), which we
can proceed with induction. Otherwise, notice that though m(F2) = m(F ),
the element x = x1 · · · xn ∈ F is replaced by x
′ = x2x3 · · · xn in F2, where
x′ is a product of (n − 1) minimal elements. Repeat the same procedure
again for F2, we get Z(F2) ≥ 0 if Z(F21) ≥ 0 and Z(F22) ≥ 0, where
m(F21) > Z(F2) ≥ Z(F ) and m(F22) ≥ m(F2) ≥ Z(F ). The inequality is
strict when n = 3 since x3 ∈ F22∩P0. Otherwise, repeat the same procedure
again. Eventually, we can reduce the positivity of Z(F ) to the positivity of
Z(Fi) with m(Fi) > m(F ). This finishes the proof. 
We now reach a nice condition for ∗-regularity in the case of an arbitrary
right LCM semigroup with descending chain condition.
Theorem 4.11. Let T : P → B(H) be a unital representation of a right
LCM with the descending chain condition. Let P0 be a minimal set. The
following are equivalent:
(1) T has a ∗-regular dilation;
(2) T has a minimal isometric Nica-covariant dilation;
(3) For any finite set F ⊂ P0,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗ ≥ 0.
5. Examples
We now examine several classes of right LCM semigroups that satisfy
the descending chain condition. For each class of semigroups, we derive the
corresponding conditions for ∗-regularity.
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5.1. Artin Monoids. Artin monoids (see Example 2.5) form an important
class of right LCM semigroups. Their Nica-covariant representations and
related C∗-algebras are studied in [6]. In the case of finite type or right-
angled Artin monoids PM , it is known that they are embedded injectively
in the corresponding Artin group GM , and (GM , PM ) form a quasi-lattice
ordered group [6]. In general, Artin monoids are shown to embed injectively
inside the corresponding artin group [23]. The semigroup PM is known to be
a right LCM semigroup, but it is unknown whether (GM , PM ) is quasi-lattice
ordered.
Let {e1, · · · , en} be the set of generators for PM . Each element p ∈ PM can
be written as p = ei1ei2 · · · ein , and we define the length of p to be ℓ(p) = n
when p can be expressed as a product of n generators. Though there may
be multiple ways to express p as a product of generators, the relations on
an Artin monoid are always homogeneous and thus it always takes the same
number of generators to express p. Therefore, ℓ(p) is well-defined.
Lemma 5.1. Every Artin monoid PM has the descending chain property.
The set of minimal elements is precisely the set of generators Γ.
Proof. Once we defined the length of an element ℓ(p) to be the number
of generators requires to express p. We have for any p, q ∈ PM , ℓ(pq) =
ℓ(p) + ℓ(q). It is clear that we can not find infinite sequences xn and yn 6= e
with xn = ynxn+1 or xn = xn+1yn since otherwise, ℓ(xn) ∈ Z≥0 is strictly
decreasing.
Its set of minimal elements are precisely the set of elements with length
1, which is exactly the set of generators. 
The Artin monoids of finite types are all lattice ordered. Therefore, The-
orem 4.8 applies.
Theorem 5.2. A contractive representation T of finite-type Artin monoids
are ∗-regular if and only if Z(F ) ≥ 0 for all finite subset F of the set of
generators.
Example 5.3. Let us consider the Braid monoid on 3 strands:
B+3 = 〈e1, e2 : e1e2e1 = e2e1e2〉.
A representation T : B+3 → B(H) is uniquely determined by Ti = T (ei),
i = 1, 2, which satisfies T1T2T1 = T2T1T2. Theorem 5.2 states that T is
∗-regular if and only if T1, T2 are contractions, and
I − T1T
∗
1 − T2T
∗
2 + T (e1 ∨ e2)T (e1 ∨ e2)
∗
=I − T1T
∗
1 − T2T
∗
2 + T1T2T1T
∗
1 T
∗
2 T
∗
1 ≥ 0.
When the Artin monoid is infinite, it is hard to find a minimal set in
general. Recall that an Artin monoid is called right-angled if entries in M
are either 2 or ∞. This is also known as the graph product of N. Regular
dilations onn right-angled Artin monoids were studied in [18].
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Proposition 5.4. Given a right-angled Artin monoid A+M , the set of gen-
erators Pmin = {e1, · · · , en} is also a minimal set.
Proof. Pick any ei ∈ Pmin and ej with ej 6= ei. Either mij = 2, in which
case e−1i (ei ∨ ej) = e
−1
i eiej = ej . Or mij = ∞, in which case ei ∨ ej = ∞.
In either case, we can see Pmin is a minimal set. 
Remark 5.5. ∗-regular dilation on graph products of N was characterized
in [18], which can be recovered from the Proposition 5.4 combined with the
Theorem 4.11.
5.2. Thompson’s Monoid. Recall the Thompson’s monoid from Example
2.4 (5):
F+ = 〈x0, x1, · · · |xnxk = xkxn+1, k < n〉 .
Our result of ∗-regular dilation can help us generate isometric Nica-
covariant representations for the Thompson’s monoid. We first show that
F+ has the descending chain property.
Lemma 5.6. Thompson’s monoid F+ has the descending chain property.
The set of minimal elements is the set of generators {x0, x1, · · · }. The set
of generators is also a minimal set for F+.
Proof. Similiar to the case of Artin monoids, since the relations that define
the Thompson’s monoid F+ are homogeneous, we can define ℓ(p) = n if we
can write p as a product of n generators p = xi1xi2 · · · xin . It is clear that
for all p, q ∈ F+, ℓ(p) + ℓ(q) = ℓ(pq). Therefore, F+ has the descending
chain property (otherwise, we can obtain a strictly decreasing sequence of
ℓ(pn)). It is clear that the set of minimal elements are precisely the set of
generators.
Now for any xi, xj , i < j. It follows from the relation xjxi = xixj+1 that
xi ∨ xj = xjxi and thus both x
−1
i (xi ∨ xj) = xj and x
−1
j (xi ∨ xj) = xj+1 are
again minimal elements. Therefore, Pmin is also a minimal set. 
Again, the Theorem 4.8 applies to the Thompson’s monoid.
Theorem 5.7. Let T : F+ → B(H) be a unital representation uniquely
determined by the generators Ti = T (ei). Then T has a ∗-regular dilation if
and only if for any finite subset F of the generators, Z(F ) ≥ 0.
5.3. N⋊N×. Recall the semigroup N⋊N× (Example 2.7 (2)) is the monoid
{(a, p) : a ∈ N, p ∈ N×} with the multiplication
(a, p)(b, q) = (a+ bp, pq).
It embeds in Q ⋊ Q×, and they form a quasi-lattice ordered group [16].
The semigroup N ⋊ N× has (0, 1) as the identity, and it is generated by
P0 = {(1, 1), (0, p) : p is a prime} with the relations:
(0, p)(1, 1) = (p, p) = (1, 1)p(0, p),
(0, p)(0, q) = (0, pq).
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It is obvious that N⋊ N× has the descending chain property and the set
of minimal elements are precisely the set of its generators Pmin. However,
it is not a Ore-semigroup. For example, consider the principal right ideal
generated by (0, 2) and (1, 2). For all (b, q) ∈ P , (i, 2)(b, q) = (i + 2b, q),
and thus the first coordinate always has the same parity as i. Therefore,
(0, 2)P ∩ (1, 2)P = ∅. In general, given (a,m), (b, n) ∈ N ⋊ N×, one can
compute [16, Remark 2.3]:
(a,m) ∨ (b, n) =
{
(ℓ, lcm(m,n)) : (a+mN) ∩ (b+ nN) 6= ∅;
∞, (a+mN) ∩ (b+ nN) = ∅
Here, ℓ = min{(a+mN) ∩ (b+ nN)}.
Proposition 5.8. Let P0 = {(1, 1), (i, p) : 0 ≤ i < p, p is a prime}. Then
P0 is a minimal set.
Proof. We need to show for all x ∈ Pmin and y ∈ P0, x
−1(x ∨ y) ∈ P0. We
divide the proof into several cases.
Case 1: take y = (1, 1). It is clear that if we take x = (1, 1), then
x−1(x∨ y) = (0, 1) ∈ P ∗. Suppose we take x = (0, p) for a prime p, then one
can check that x ∨ y = (p, p) = x · (1, 1). Thus, x−1(x ∨ y) = (1, 1) ∈ P0.
Case 2: Take y = (i, p) for some prime p and 0 ≤ i < p. We divide the
choices of x into three cases:
When x = (1, 1), we have x ∨ y = (p, p) = (1, 1)(p − 1, p). Therefore,
x−1(x ∨ y) = (p− 1, p) ∈ P0.
When x = (0, p), we have x ∨ y = ∞ unless y = (0, p), in which case
x−1(x ∨ y) = (0, 1) ∈ P ∗.
When x = (0, q) for some prime q 6= p, we have x ∨ y = (ℓ, pq), where
ℓ = min{(i+pN)∩qN}. Notice that by the Chinese remainder theorem, there
always exists a solution ℓ ∈ [0, pq − 1), and thus ℓ = kq for some 0 ≤ k < p.
Hence, x∨y = (kq, pq) = (0, q)(k, p) and thus x−1(x∨y) = (k, p) ∈ P0. This
finishes the last case of the proof. 
Therefore, we obtain the following characterization:
Theorem 5.9. Let T : N ⋊ N× → B(H) be a contractive representa-
tion. Then, T has a ∗-regular dilation if and only if for any F ⊆ P0 =
{(1, 1), (i, p) : 0 ≤ i < p, p is a prime}∑
U⊆F
(−1)|U |T (∨U)T (∨U)∗ ≥ 0.
5.4. Baumslag-Solitar monoids. The Baumslag-Solitar monoidBn,m (Ex-
ample 2.7 (1)) is the monoid generated by a, b with the relation abn = bma.
Each Bn,m is a right LCM semigroup.
Lemma 5.10. Every Baumslag-Solitar monoid Bn,m has the descending
chain property. The set of minimal elements is precisely {a, b}.
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Proof. Every elements p ∈ P can have many different expressions as product
of a, b. We let ℓ(p) to be the maximum number of a, b we can use to express p.
ℓ(p) is always bounded [14, Lemma 2.2]. It is clear that for any p, q ∈ Bn,m,
ℓ(pq) ≥ ℓ(p)+ ℓ(q). Therefore, whenever p, q 6= e, we have ℓ(p), ℓ(q) < ℓ(pq).
Since ℓ(p) ≥ 1 are integer-valued, Bn,m has the descending chain property.
It is clear that the set of minimal elements are {a, b}. 
We first find a minimal set for Bn,m.
Proposition 5.11. P0 = {b
ia : 0 ≤ i} ∪ {bj : 1 ≤ j} is a minimal set for
Bn,m.
Proof. We need to show for all x ∈ Pmin and y ∈ P0, x
−1(x ∨ y) ∈ P0. We
divide the proof into several cases.
Case 1. Suppose y = bia for some 0 ≤ i. If x = a, then either i is a
multiple of m in which case x−1(x∨y) = bi ∈ P0∪P
∗, or i 6= 0 in which case
x∨y = ∅. If x = b, then either i = 0 in which case x−1(x∨y) = bm−1a ∈ P0,
or i 6= 0 in which case x−1(x ∨ y) = bi−1a ∈ P0.
Case 2. Suppose y = bj for some 1 ≤ j. If x = b, then x−1y = bj−1 ∈
P0 ∪ P
∗. If x = a, then x ∨ y = bℓa where ℓ = min{mN ∩ N≥j}. Assume
ℓ = km, we have x ∨ y = abkn. Hence, x−1(x ∨ y) = bkn ∈ P0. This finishes
the proof. 
In fact, we can further reduce this set P0 to a smaller set. Let P00 =
{b, bia : 0 ≤ i ≤ m− 1}.
Proposition 5.12. The following are equivalent:
(1) Z(F ) ≥ 0 for all finite F ⊂ P0.
(2) Z(F ) ≥ 0 for all finite F ⊂ P00.
Proof. It is clear that P00 ⊂ P0 and thus one direction is trivial. Now
suppose Z(E) ≥ 0 for all finite E ⊂ P00. Now take a finite F ⊂ P0 and let
k(F ) = max{i : bia ∈ F} and ℓ(F ) = max{j : bj ∈ F}. We know F ⊂ P00
when k(F ) < m and ℓ(F ) ≤ 1.
Suppose k(F ) = k ≥ m, then write F = {bka, p2, · · · , pn}. Due to Lemma
4.1, we may assume all other elements in F with the form bia has i < k.
Denote
F1 = {b, p2, ·, pn},
F2 = {b
k−1a, b−1(b ∨ p2), · · · , b
−1(b ∨ pn)}.
It follows from the Lemma 4.2 that Z(F ) ≥ 0 if both Z(F1) ≥ 0 and
Z(F2) ≥ 0. Notice that we replaced b
ka by b in F1, so that k(F1) < k(F )
and ℓ(F1) = ℓ(F ). For F2, it follows from the calculation in the Proposition
5.11 that if pi = b
ia, then
b−1(b ∨ pi) =
{
bi−1a, i ≥ 1
bm−1a, i = 0
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If pi = b
j, then b−1(b ∨ pi) = b
j−1. Therefore, k(F2) < max{k(F ),m − 1}
and ℓ(F2) ≤ ℓ(F1).
Suppose ℓ(F ) = ℓ > 1, then write F = {bℓ, p2, · · · , pn}. Denote
F1 = {b, p2, ·, pn},
F2 = {b
ℓ−1, b−1(b ∨ p2), · · · , b
−1(b ∨ pn)}.
It follows from the Lemma 4.2 that Z(F ) ≥ 0 if both Z(F1) ≥ 0 and
Z(F2) ≥ 0. A similar computation shows that k(F1) = k(F ), k(F2) ≤
max{k(F ),m − 1}, and ℓ(F1), ℓ(F2) < ℓ(F ).
Combining these two cases, we able to repeatedly use Lemma 4.2 and
induction on (k(F ), ℓ(F )) to show Z(F ) ≥ 0 assuming Z(E) ≥ 0 for all
finite E ⊂ P00. 
Theorem 5.13. Let Bn,m be a Baumslag-Solitar monoid for n,m ≥ 1 and
let a, b be its generators. Let P00 = {b, b
ia : 0 ≤ i ≤ m − 1}. Then T is
∗-regular if and only if Z(F ) ≥ 0 for all finite F ⊂ P00.
6. The Graph Product of Right LCM Semigroups
Let Γ = (V,E) be a countable simple undirected graph (i.e. the vertex set
V is countable, and there is no 1-loop or multiple edges in the graph). Sup-
pose P = (Pv)v∈V is a countable collection of right LCM semigroups. The
graph product Γv∈V Pv is the semigroup defined by taking the free product
∗v∈V Pv modulo the relation p ∈ Pv commutes with q ∈ Pu whenever (u, v)
is an edge in the graph Γ. For simplicity, we shall denote PΓ = Γv∈V Pv .
The graph product of groups was first studied in Green’s thesis [12]. Sub-
sequently, it is used to construct new quasi-lattice ordered groups [6]. It is
shown that a graph product of quasi-lattice ordered groups is also quasi-
lattice ordered [6, Theorem 10]. This is generalized to graph products of
right LCM semigroups where it is shown that a graph product of right LCM
semigroups is still right LCM [9, Theorem 2.6] (though the original state-
ment concerns left LCM semigroups, this can be easily translated into right
LCM semigroups).
Regular dilation for representations of graph product of N is recently
studied in [18], where it unifies the Brehmer’s dilation on Nk and the Frazho-
Bunce-Popescu’s dilation on F+k . We would now like to extend this result
further to graph product of right LCM semigroups.
Given x ∈ PΓ, if we can write x = x1x2 · · · xn where each e 6= xj ∈ Pvj ,
this is called an expression of x. Each xj is called a syllable in the expression.
For e 6= p ∈
⋃
v∈V Pv, let I(p) = v if p ∈ Pv .
Let x = x1x2 · · · xn be an expression of x. Suppose I(xj) is adjacent to
I(xj+1), then xjxj+1 = xj+1xj and thus we can write
x = x1 · · · xj−1xj+1xjxj+2 · · · xn.
This is called a shuffle of x. Two expressions of x are called shuffle equivalent
if one expression can be obtained from the other via finitely many shuffles.
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In the case when I(xj) = I(xj+1), we can let x
′
j = xjxj+1 and write
x = x1 · · · xj−1x
′
jxj+2 · · · xn.
This is called an amalgamation.
An expression x = x1 · · · xn is called a reduced expression for x if it
is not shuffle equivalent to an expression that admits an amalgamation.
Equivalently, this implies whenever I(pi) = I(pj) for some i < j, there
exists i < k < j so that I(pk) is not adjacent to I(pi). A result of Green [12]
states that every element x has a reduced expression, and any two reduced
expression of x are shuffle equivalent. Therefore, one can define the ℓ(x) to
be the number of syllables in a reduced expression of x. ℓ(x) is the least
number of syllables in an expression of x. By convention, if x = e, ℓ(x) = 0.
Given a reduced expression x = x1x2 · · · xn, a syllable xi is called an initial
syllable if we can shuffle this reduced expression as x = xix
′
2 · · · x
′
n. Notice
that we can shuffle xi to the front if and only if xi commutes with all the
syllables x1, · · · , xi−1. Therefore, if xi, xj are two distinct initial syllables of
x, they have to commute. We call a vertex v an initial vertex of x if there
exists an initial syllable xi of x with I(xi) = v.
It is clear that when x = x1 · · · xn, x1 is always an initial syllable of x and
v = I(x1) is an initial vertex. Moreover, even if the expression x = x1 · · · xn
is not a reduced expression, I(x1) is still an initial vertex of x (as long as
x1 6= e). This follows from the fact that y = x2 · · · xn admits a reduced
expression y1 · · · yk, and x = x1 · y1 · · · yk. Either v is not an initial vertex of
y and x1 is an initial syllable, or v is an initial vertex of y and x1 amalgamate
with this initial vertex and form an initial syllable from Pv.
The graph product of right LCM semigroups has some nice properties. Let
us fix a simple graph Γ = (V,E) and a collection of right LCM semigroups
(Pv)v∈V . Let their graph product be PΓ. The next two lemmas are directly
taken from [9].
Lemma 6.1 ([9, Lemma 2.5]). Let e 6= p ∈ Pu and e 6= q ∈ Pv where
(u, v) ∈ E. Then
pPΓ ∩ qPΓ = pqPΓ.
Lemma 6.2 ([9, Lemma 2.7]). Let x, y ∈ Pv for some v ∈ V . Then
(1) xPv ∩ yPv = ∅ if and only if xPΓ ∩ yPΓ = ∅.
(2) If xPv ∩ yPv = zPv (i.e. z ∈ x ∨ y), then xPΓ ∩ yPΓ = zPΓ.
Lemma 6.1 implies that for e 6= p ∈ Pu and e 6= q ∈ Pv where (u, v) ∈ E,
pq ∈ p ∨ q. Following the proof of [9, Lemma 2.5], one can deduce that this
is true for more than 2 vertices. Recall a finite subset W ⊂ V is called a
clique if every two vertices in W are adjacent in Γ.
Lemma 6.3. If W ⊆ V is a clique in Γ, and e 6= pv ∈ Pv for all v ∈ W .
Then
∏
v∈W pv ∈ ∨{pv : v ∈W}. In other words,( ∏
v∈W
pv
)
PΓ =
⋂
v∈W
pvPΓ.
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We now prove a key technical lemma in our analysis of the ∗-regular
condition on graph product of right LCM semigroup.
Lemma 6.4. Let p ∈ Pv and x ∈ PΓ so that x ∨ p 6= ∅. Then there exists
s ∈ x ∨ p with ℓ(p−1s) ≤ ℓ(s).
Proof. The statement is trivially true if p = e since we can simply pick
s = x ∈ x∨e. Suppose otherwise, let x = x1x2 · · · xn be a reduced expression
of x and let x1 ∈ Pu. Here, ℓ(x) = n. Let y = x2 · · · xn and x = x1y. First
of all, since x ∨ p 6= ∅, there exists q = p · p′ = x · x′ = x1y · x
′ for some
x′, p′ ∈ PΓ. Since p and x1 are in the front of this expression, u, v are both
initial vertices of q and thus either u = v or (u, v) is an edge of Γ.
Let us do an induction on ℓ(x). In the base case when ℓ(x) = 1, x = x1
has only one syllable in its reduced expression. There are two cases:
Case 1: if u = v, then x1, p ∈ Pv . By Lemma 6.2, xPΓ ∩ pPΓ 6= ∅ implies
xPv ∩ pPv 6= ∅. Therefore, we can pick s ∈ x ∨ p ⊂ Pv and p
−1s ∈ Pv ⊂ PΓ.
p−1s has only one syllable, and its length is either 0 (when p−1s = e) or 1.
Hence, ℓ(p−1s) ≤ 1 = ℓ(x).
Case 2: if u 6= v, then (u, v) must be an edge of Γ. By Lemma 6.1, we
can pick s = px1 ∈ p ∨ x and thus ℓ(p
−1s) = ℓ(x).
Suppose now the statement holds true for all x with ℓ(x) < n. Now
consider the case when ℓ(x) = n and x = x1 · · · xn is an reduced expression
of x. Let y = x2 · · · xn. There are again two cases.
Case 1: if u = v, then xPΓ ∩ pPΓ 6= ∅ implies x1Pv ∩ pPv 6= ∅. Pick
t ∈ x1 ∨ p ∈ Pv and let q = x
−1
1 t ∈ Pv. We first prove that
tPΓ ∩ xPΓ = pPΓ ∩ xPΓ.
First, by Lemma 6.2, t ∈ x1 ∨ p implies tPΓ = x1PΓ ∩ pPΓ. Hence
tPΓ ∩ xPΓ ⊆ pPΓ ∩ xPΓ.
Conversely, by Lemma 6.2,
pPΓ ∩ xPΓ ⊂ pPΓ ∩ x1PΓ = tPΓ.
This proves the other inclusion.
Now t ∨ x = p ∨ x. But t = x1q and x = x1y, by Lemma 2.8, x1 · (q ∨
y) = p ∨ x 6= ∅. In particular, q ∨ y 6= ∅. Notice that y is obtained by
removing the initial syllable x1 from a reduced expression x = x1y. Hence,
ℓ(y) = ℓ(x)− 1 < n. By the induction hypothesis, there exists s ∈ q ∨ y and
ℓ(q−1s) ≤ ℓ(y).
Let w = q−1s and s = qw ∈ q ∨ y. Let s′ = x1s ∈ x1(q ∨ y) = p ∨ x.
s′ = x1qw = tw and p
−1s′ = (p−1t)w. The induction hypothesis gives
ℓ(w) ≤ ℓ(y). Now p−1t ∈ Pv and thus ℓ(p
−1s′) = ℓ(p−1tw) ≤ ℓ(w) + 1.
Hence
ℓ(p−1s′) ≤ ℓ(w) + 1 ≤ ℓ(y) + 1 = ℓ(x),
where s′ ∈ p ∨ x. This finishes the induction step for this case.
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Case 2: if u 6= v, then (u, v) must be an edge of Γ and x1, p commute.
We first prove that
x1pPΓ ∩ xPΓ = pPΓ ∩ xPΓ.
The ⊆ direction is trivial as x1pPγ = px1PΓ ⊂ pPΓ. Conversely, by
Lemma 6.1,
pPΓ ∩ xPΓ ⊂ pPΓ ∩ x1PΓ = x1pPΓ.
This proves the other inclusion.
By Lemma 2.8, p ∨ x = x1p ∨ x1y = x1(p ∨ y) 6= ∅. Hence p ∨ y 6= ∅.
Moreover, ℓ(y) = ℓ(x) − 1 < n. By the induction hypothesis, there exists
s ∈ p ∨ y so that ℓ(p−1s) ≤ ℓ(y). Let w = p−1s and s′ = x1s = x1pw ∈
x1(p ∨ y) = p ∨ x. Now
ℓ(p−1s′) = ℓ(p−1x1pw) = ℓ(x1w) ≤ ℓ(w) + 1 ≤ ℓ(y) + 1 = ℓ(x),
where s′ ∈ p ∨ x. This finishes the induction step for this case and thus the
entire proof. 
Now consider a collection of representations Tv : Pv → B(H). Suppose
for any edge (u, v) of Γ, Tu(p) commutes with Tv(q) for all p ∈ Pu and
q ∈ Pv. Then we can build a representation T : PΓ → B(H) where for any
x = x1 · · · xn, xi ∈ Pvi ,
T (x) = Tv1(x1)Tv2(x2) · · · Tvn(xn).
Since the commutation relations of Tv coincide with the commutation
relations in PΓ, this defines a representation T on the graph product PΓ. In
fact, every representation T of PΓ arises in this way since we can simply let Tv
be the restriction of T on Pv . We are interested in when the representation
T has ∗-regular dilation.
Example 6.5. Take Pv = N for all v ∈ V . This semigroup PΓ is the
graph product of N, also known as a right-angled Artin monoid as discussed
previously (Example 2.4(4)). Each representation Tv of Pv = N is uniquely
determined by the value Tv = Tv(1v). The commutation relations require
that Tu, Tv commute whenever (u, v) is an edge of Γ.
The ∗-regular dilation for such representation T of graph product of N was
the focus of [18]. A Brehmer-type condition is established in [18, Theorem
2.4]. It is shown that the following are equivalent:
(1) T has a ∗-regular dilation;
(2) T has a minimal isometric Nica-covariant dilation;
(3) For every finite W ⊂ V ,∑
U⊆W
U is a clique
(−1)|U |TUT
∗
U ≥ 0.
Here, TU =
∏
v∈U Tv.
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We would like to extend our result of ∗-regular dilation on graph product
of N to graph product of any right LCM semigroup. We have derived in the
Theorem 3.9 that T has a ∗-regular dilation if and only if for every finite set
F ⊂ PΓ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0.
The goal is to reduce F further to a much smaller collection of subsets.
Proposition 6.6. Let PΓ be a graph product of a collection of right LCM
smeigroups (Pv)v∈V , and T : PΓ → B(H) be a contractive representation.
Then the following are equivalent:
(1) For every finite set F ⊂ PΓ, Z(F ) ≥ 0.
(2) For every finite set e /∈ F ⊂
⋃
v∈V Pv, Z(F ) ≥ 0.
Proof. The direction (1)⇒ (2) is obvious. To show the converse, notice that
a finite set e /∈ F ⊂
⋃
v∈V Pv if and only if every element x ∈ F is inside
some Pv and thus ℓ(x) = 1 for all x ∈ F . Denote c(F ) =
∑
x∈F (ℓ(x) − 1).
Then for a finite subset e /∈ F ⊂ PΓ, c(F ) ≥ 0 and F ⊂
⋃
v∈V Pv if and only
if c(F ) = 0.
If e /∈ F has c(F ) > 0, then there exists x ∈ F with ℓ(x) ≥ 2. Write
x = p1q for some p1 ∈ Pv and ℓ(q) = ℓ(x) − 1. Let F = {p1q, p2, · · · , pn}.
Let
F1 = {p1, p2, · · · , pn}
F2 = {q, p
−1
1 s2, · · · , p
−1
1 sn}
where si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. By Lemma 4.2, Z(F ) ≥ 0 if Z(F1) ≥ 0
and Z(F2) ≥ 0.
Since ℓ(p1) < ℓ(p1q), we have c(F1) < c(F ). By Lemma 6.4, for each
2 ≤ i ≤ n, either p1∨pi = ∅ or there exists si ∈ p1∨pi with ℓ(p
−1
1 si) ≤ ℓ(pi).
Therefore, compare elements in F with F2: either an element pi is removed
when p1∨pi = ∅, or pi is replaced by p
−1
1 si with ℓ(p
−1
1 si) ≤ ℓ(si). Moreover,
the element p1q in F is replaced by q where ℓ(q) = ℓ(p1q) − 1. Hence,
c(F2) < c(F ).
Now c(F1), c(F2) < c(F ). We can only repeat this process finitely many
times. The positivity of any finite e /∈ F ⊂ PΓ is therefore reduced to the
positivity of sets of the form F ⊂ PΓ where ℓ(x) ≤ 1 for all x ∈ F . Notice
that Z(F ) ≥ 0 whenever e ∈ F (Lemma 4.1(2)). Hence, the condition (2) is
sufficient. 
For a finite set e /∈ U ⊂
⋃
v∈V Pv, we denote I(U) = {I(x) : x ∈ U}.
Suppose (u, v) is not an edge of Γ, and e 6= p ∈ Pu, e 6= q ∈ Pv, then
pPΓ ∩ qPΓ must be ∅ since u, v are both initial vertices of any element
r ∈ p ∨ q. Therefore, ∨U = ∅ unless any two vertices in U are adjacent to
one another. In other words, ∨U = ∅ unless I(U) is a clique in Γ. Hence,
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we can simplify Z(F ) as:
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)
=
∑
U⊆F
I(U) is a clique
(−1)|U |TT ∗(∨U).
Take a finite set finite e /∈ F ⊂
⋃
v∈V Pv . Each x ∈ F belongs to a certain
copy of Pv . If x = p1q with p1, q ∈ Pv and F = {p1q, p2, · · · , pn}. Let F1, F2
be the subsets defined in Lemma 4.2:
F1 = {p1, p2, · · · , pn}
F2 = {q, p
−1
1 s2, · · · , p
−1
1 sn}
where si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. For each 2 ≤ i ≤ n, apply the Lemma
6.4, either p1 ∨ pi = ∅ or we can pick si ∈ p1 ∨ pi with ℓ(p
−1
1 si) ≤ ℓ(pi).
Hence, F1, F2 ⊂
⋃
v∈V Pv . In the case when a semigroup Pu satisfies the
descending chain condition, the procedure described in the Proposition 4.7
still applies. This can further reduce F to a subset F ⊂
⋃
v∈V Pv where
every element in F ∩ Pu is a minimal element (i.e. F ∩ Pu = (Pu)0).
Therefore, we obtain the following characterization of ∗-regular represen-
tations of a graph product of right LCM semigroups.
Theorem 6.7. Let PΓ be a graph product of right LCM semigroups and
T : PΓ → B(H) be a contractive representation. Then the following are
equivalent:
(1) T has a ∗-regular dilation;
(2) T has a minimal isometric Nica-covariant dilation;
(3) For every finite F ⊂ PΓ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0;
(4) For every finite e /∈ F ⊂
⋃
v∈V Pv,
Z(F ) =
∑
U⊆F
I(U) is a clique
(−1)|U |TT ∗(∨U) ≥ 0.
In particular, in the case when a Pu satisfies the descending chain con-
dition, we may assume F ∩ Pu ⊂ (Pu)0, where (Pu)0 is the set of minimal
elements of Pu.
Example 6.8. In the case when Pv = N for all v ∈ V . PΓ is a graph
product of N, which is generated by the generator {ev : v ∈ V } with the
relation euev = eveu whenever (u, v) is an edge of Γ. Let T : PΓ → B(H) be
a contractive representation which is uniquely determined by Tv = T (ev).
For each finite W ⊂ V , if W is a clique, let TW =
∏
v∈W TW . Each Pv = N
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satisfies the descending chain condition, and the set of minimal elements
(Pv)0 = {ev}.
By Theorem 6.7, T has a ∗-regular dilation if and only if for every finite
F ⊆ {ev : v ∈ V },
Z(F ) =
∑
E⊆F
I(E) is a clique
(−1)|E|TT ∗(∨E) ≥ 0.
Notice that each finite E ⊆ {ev : v ∈ V } corresponds to a finite set
U = {v : ev ∈ E} ⊂ V . It is easy to see that I(E) = U and ∨E =
∏
v∈U ev.
Therefore, T has a ∗-regular dilation if and only if for every finite W ⊂ V ,∑
U⊆W
U is a clique
(−1)|U |TUT
∗
U ≥ 0.
Here, TU =
∏
u∈U T (eu). This gives an another proof of [18, Theorem 2.4].
We would like to consider an application of Theorem 6.7. Let Γ be a
complete graph. In other words, (u, v) ∈ E for all u 6= v in V . The graph
product PΓ is simply the direct sum ⊕v∈V Pv.
Definition 6.9. A family of contractive representation Tv : Pv → B(H)
are called doubly commuting if for any u 6= v and p ∈ Pu, q ∈ Pv, Tu(p)
commutes with both Tv(q) and Tv(q)
∗.
Suppose that Γ is a complete graph. A representation T : PΓ → B(H) is
called doubly commuting if Tv : Pv → B(H) given by restricting T on Pv
form a doubly commuting family of contractive representations.
Doubly commuting representations on products of special semigroups
have been previously studied. A doubly commuting representation of Nk
is always regular ([3], see also [25] for an alternative proof using C∗-algebra
and completely positive maps). Fuller [10, Theorem 2.4] proved that a
doubly commuting representation of ⊕Si is always regular, where Si is a
countable additive subgroup of R+. We are now going to extend all these
results to direct sums of right LCM semigroups.
Lemma 6.10. Fix a finite subsetW ⊂ V and for each w ∈W , Fw ⊂ Pw is a
finite subset. Let F =
⋃
w∈W Fw. Let T : PΓ → B(H) be a doubly commuting
contractive representation and Tv : Pv → B(H) be the representation by
restricting T on Pv. Then
TT ∗(∨F ) =
∏
w∈W
TwT
∗
w(∨Fw)
.
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Moreover, let
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U),
Zw(Fw) =
∑
Uw⊆Fw
(−1)|Uw|TwT
∗
w(∨Uw).
Then {Zw(Fw)}w∈W is a collection of commuting operators, and
Z(F ) =
∏
w∈W
Zw(Fw).
Proof. For each w ∈W , pick pw ∈ ∨Fw. By Lemma 2.9, ∨F = ∨{pw}w∈W .
By Lemma 6.3, ∏
w∈W
pw ∈ ∨{pw}w∈W = ∨F.
Hence,
TT ∗(∨F ) = TT ∗(
∏
w∈W
pw)
=
( ∏
w∈W
Tw(pw)
)( ∏
w∈W
Tw(pw)
∗
)
=
∏
w∈W
Tw(pw)Tw(pw)
∗.
Now for each U ⊆ F , let Uw = U ∩ Fw be disjoint subsets. Then,
(−1)|U |TT ∗(∨U) =
∏
w∈W
(−1)|Uw|TwT
∗
w(∨Uw).
It is now easy to check Z(F ) =
∏
w∈W Zw(Fw). 
As a direct consequence of Lemma 6.10 and Theorem 6.7:
Theorem 6.11. Let T : PΓ → B(H) be a doubly commuting contractive
representation of PΓ and Tv : Pv → B(H) be the representation by restricting
T on Pv. Then T has a ∗-regular dilation if and only if each Tv has a ∗-
regular dilation as a representation of Pv.
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