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1. Введение 
В журналах прикладного и теоретического характера часто встречаются 
задачи, относящиеся к теории принятия решений, теории дискретного поиска, 
теории искусственного интеллекта, технической диагностике цифровых систем 
и т.п., которые при различной постановке имеют схожее математическое описа-
ние. Часто для их решения используют единый математический аппарат. Таким 
аппаратом является теория вопросников [2,3,4].
Ниже излагаются основные понятия и определения теории вопросников.
Задано конечное множество Y, состоящее из N элементов yj, именуемых со-
бытиями. Каждому событию yj ∈ Y приписана не отрицательная весовая функ-
ция ω(yj), называемая весом события yj. Задано также конечное множество T 
разбиений множества Y на классы, число элементов в множестве T есть |T| = R.
Элементы t множества T называются вопросами. Число подмножеств a(t), на кото-
рые вопрос t разбивает множество Y, называют основанием вопроса t. Очевидно, 
что 2 ≤ a(t) ≤ N. Классы событий, которые множество Y разбивается вопросом 
t ∈ T, называются ответами или исходами вопроса t. Каждому вопросу t ∈ T 
приписана положительная весовая функция c(t), называемая стоимостью вопроса.
Описание разбиения множества событий Y вопросами из T на подмножества 
принято проводить при помощи анкеты. Анкета представляет собой матрицу 
А размерности R × N, элементы которой Zij определяется значением исходного 
вопроса ti для события yj [2,4].
Совокупность вопросов Q ∈ T и последовательности, в которых задаются 
эти вопросы, для полной идентификации каждого из N событий множества Y, 
образуют вопросник для Y. При одних и тех же множествах T и Y могут быть 
построены вопросники, отличающиеся последовательностью постановки, так 
и множествами поставленных вопросов. Поэтому возникает основная задача 
теории вопросников, а именно выбор оптимального, в некотором смысле, воп-
росника.
Вопросник представляется нагруженным орграфом G(X, Г), у которого
X: {x ∈ (Q ∪ Y)};
x = y ∈ Y ⇒ |Гу| = ∅;
x = t ∈ Q ⇒ |Гt| = a(t);
Q ∩ Y = ∅.
В графе G(X,Г) существует единственная вершина xo = t1 ∈ Q, для которой 
|Г-1Хо| = 0. Очевидно, что такой граф является корневым деревом с корнем в вер-
шине Хо, оканчивается в Хк ∈ Y.
Стоимостью пути из Хо в Хк ∈ Y называют сумму стоимостей вопросов, при-
надлежащих этому пути:
C(t1, xk) = ΣC(di),
где i = 0,… k.
Пронормируем весовые функции ω(у) событий y ∈ Y следующим образом:
p(y) = ω(y) / W,
где
W = Σω(y).
Σp(y) = 1, 0 ≤ p(y) ≤ 1.
Таким образом, в качестве весовой функции p(y) можно задавать вероятности 
событий у полной системы событий Y. Такой подход наиболее распространен в 
теории вопросников [6].
Затраты на идентификацию событий в целом (стоимость вопросника), оп-
ределяется как математическое ожидание идентификации всех событий из Y. 
Другими словами, под стоимостью под стоимостью обхода графа G(X, Г):
С(t1, Y) = Σc(t1, yj)p(yj).
Вопросник с равными основаниями a(t) всех вопросов называется однород-
ным, а однородный вопросник, у которого a(t) = 2 – дихотомичным или бинарным. 
Бинарному вопроснику соответствует бинарное дерево.
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OPTIMAL IDENTIFICATION OF 
RANDOM EVENTS
The paper presents a method for optimiz-
ing identification of random events by using 
the theory of questionnaires. Theory ques-
tionnaires - a branch of mathematics that 
arose at the turn of mathematical statistics, 
combinatorics, graph theory and information 
theory. Its founder K.F.Pikar developed this 
theory as a description of the device logical 
relationships of tasks and methods of their 
solutions and the conditions under which 
these decisions are made. PP Parkhomenko 
suggested using questionnaires theory as 
a mathematical device to illustrate the con-
struction, presentation and description of 
the best conventional diagnostic algorithms.
The main task of the theory of the question-
naires was to build optimal in some sense 
of the questionnaire.
Keywords: questionnaire, the cost of the 
questionnaire, event, the weight function 
of the events, complexity of the algorithm.
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Отметим, что вопросник с любым 
основанием a(t) достаточно просто 
сводится к бинарному вопроснику [4,6].
В дальнейшем будем рассматривать 
бинарные вопросники. 
Минимальное число вопросов k, 
необходимое для полной идентифи-
кации N событий, определяется из 
соотношения 
K = [log2N],
где [log2N] – наибольшее целое данного 
выражения. 
Очевидно, что неизбыточное мно-
жество вопросов T, позволяющее иден-
тифицировать каждое событие y ∈ Y, 
задается таким образом, чтобы |T| ≥ K. 
Если |T| = K, то вопросник называется 
компактным. В противном случае 
(|T| > K) – вопросник некомпактный.
Рассмотрим в качестве примера 
построение вопросника по заданной 
анкете (таблица. 1).
Как уже отмечалось,  одной и той 
же анкете соответствуют различные 
вопросники. На рис. 1 приведены три 
варианта возможных вопросников, 
построенных по заданной анкете 
(таблица 1). Приведенные варианты 
вопросников отличаются последова-
тельностью задаваемых вопросов.
Приведенные на рис. 1 варианты 
вопросников отличаются последова-
тельностью задаваемых вопросов.
Подсчитаем стоимость вопросника, 
приведенного на рис. 1 а.
Ca(Y) = [c(t1) + c(t2) + c(t3)] × [p(y1) +
+ p(y3)] + [c(t1) + c(t2) + c(t4)] ×
× [p(y2) + p(y4)] + [c(t1) + c(t5)]p(y6) +
+ [c(t1) + c(t5) + c(t4)] × [p(y7) +p(y5)] =
= (2 + 1 + 3)(0,1 + 0,07) + (2 + 1 +2 ) ×
× (0,15 + 0,1) + (2 + 4) × 0,08 +
+ (2 + 4 + 2)(0,3 + 0,2) = 6 × 0,17 + 
+ 5 × 0,25 + 6 × 0,08 + 8 × 0,5 = 6,75.
Подсчитав аналогично стоимость 
вопросников, приведенных на рис. 
1б, и рис.1в, получим соответственно 
Сб(Y) = 7,87 и Св(Y) = 8,51.
Из приведенного примера видно, 
что стоимость вопросника сущест-
венно зависит от последовательности 
задания вопросов.
Выше отметилось, что вопросник, 
имеющий минимальную стоимость, 
называется оптимальным.
2. Алгоритм оптимизации 
вопросника
Для построения оптимального воп-
росника при наличии полной системы 
бинарных вопросов и вероятностей 
событий, предлагается метод сокра-
щений.
Очевидно, что вопросник с мак-
симальной стоимостью можно пост-
роить, задавая все вопросы из T для 
каждого события yj ∈ Y. Стоимость 
такого вопросника:
С(Y) = Σc(ti)p(yj).
Длина пути от корня дерева x1 до 
любой конечной вершины в вопрос-
нике G равна R. Следовательно, число 
висячих вершин S в бинарном вопрос-
нике определяется как:
S = 2R
Но множество событий Y состоит 
из N элементов. Остальные F = S – N 
событий образуют подмножество 
событий с нулевыми вероятностями. 
Все события, принадлежащие этому 
подмножеству, обозначим y0.
Будем поочередно удалять из воп-
Вопросы T События Y. Стоимости C(t)
Ti y1 y2 y3 y4 y5 y6 y7 C(ti)
t1 0 0 0 0 1 1 1 2
t2 0 1 0 1 0 0 1 1
t3 0 0 0 0 0 0 0 3
t4 0 1 1 0 1 0 0 2
t5 0 0 1 0 1 0 1 4
Вероятности p(yj) 0,1 0,15 0,07 0,1 0,2 0,08 0,3
Таблица 1.
t1
t2 t5
t3 t4 t4
y1 y3 y2 y4
y6
y7 y5
а)
t2
t5 t4
t1 t3 t1
y1 y6 y5 y3
y2
y4 y7
б)
0 1
0 01 1
1
1
11 10 0 0 0
0
0
0 0
01
1 1
1
1
1
t5
t2
t3
t1 t4
t12
y1 y6 y2 y4
y3
y5 y7
в)
10
0
0
0
0
0
1
1
1
1
1
Рис. 1. Варианты возможных вопросников
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росника такие вопросы, у которых 
один из исходов на рассматриваемом 
множестве событий принадлежит 
подмножеству F.
Удалив вопрос, стоящий на (r-1) 
ранге вопросника, число висячих 
вершин, имеющих нулевые вершины, 
сократится на величину 
2R-r-2, 
а стоимость вопросника при этом 
уменьшится на величину 
с(Y′, Z) = C(tr-1)p(Y′).
Из сказанного следует, что опти-
мальный вопросник G1 можно постро-
ить в том случае, если удаляя все вер-
шины Yj ∈ F получим минимум C(G). 
Этого можно достичь последовательно 
удаляя из вопросника наибольшее сла-
гаемые C(yj, tr) = C(tr-1)p(yj).
Исходя из сказанного, вопросник 
G1 строится так, чтобы вопросы, 
имеющие меньшую стоимость, име-
ли бы меньший ранг в вопроснике. 
Упорядочим все вопросы в порядке 
возрастания их цен.
Очевидно, сокращение стоимос-
ти вопросника следует начинать с 
удаления максимального слагаемого 
Cmax(tr-2)Pmax(yj). При этом множес-
тво F уменьшится на единицу, т.е. 
F1 = F-1, а вершина yj переместится 
с ранга r на ранг (r-1). Отметим, что 
удалив теперь из стоимости C(G1) сла-
гаемое C(tr-1)Pmax(yj), число нулевых 
вершин Fj сократится на 2 единицы. 
Вообще говоря, сокращение каждой 
из вершин y0 ∈ F уменьшает C(G1) на 
величину
C(tr-2)Pmax(yj)/2
Поставим в соответствие каждому 
событию yj некоторое число, опреде-
ляемое как
δr(yj) = c(tr-1)p(yj)/2R-r-1,
которое назовем функцией сокраще-
ния для события yj имеющего ранг r в 
формируемом вопроснике r = R-m-1.
Коэффициентом сокращения δr(yj) 
для рассматриваемого события yj в 
вопроснике G1 δr(yj) = 2m.
Удаляя из вопросника G1 вопросы, 
определяющие максимальное слага-
емое в сумме C(G1), удовлетворяем 
при этом соответствующее число 
вершин y0 до тех пор, пока коэффици-
ент сокращения δrmin(yj) для события 
yj, имеющего минимальный ранг, не 
окажется больше числа Fк оставшихся 
вершин с нулевыми вероятностями. На 
этом этапе возникает задача выбора Mк 
чисел δr(yj) так, чтобы их сумма была 
максимальной.
Достаточно просто доказать, что 
эта задача является обобщением 
известной NP – полной задачи «цело-
численный» рюкзак и, следовательно, 
тоже NP полной [3]. Это означает, что 
оптимальный вопросник не может 
быть построен за полиноминальное, 
относительно числа событий, число 
шагов.
Таким образом, метод сокращения 
позволяет построить оптимальный 
вопросник, но при этом метод имеет 
экспоненциальную трудоемкость.
Приведем алгоритм оптимизации 
по методу сокращений.
Алгоритм:
1. Вычислим значение функции со-
кращения δr(yj) для каждого собы-
тия Y; F0 = 2r – N; i = 0.
2. Выбрать событие yj для которого 
δr(yj) имеет максимальное значение 
и δr(yj) ≤ Fi.
3. Удалить последний вопрос tk стоя-
щий на пути от корня вопросника 
к висячей вершине yj ∈ F.
4. Вычислить новые значения δr-1(yj), 
ζr(yj), Fi.
5. Если Fi = 0, то алгоритм заканчива-
ет работу.
6. Если δrmin(yn) < Mi, то перейти к пун-
кту 2. В противном случае методом 
перебора выделить Fi значений 
функции сокращения, образующих 
максимальную сумму и провести 
удаление соответствующих вопро-
сов.
Для получения алгоритма более, 
приемлемого с точки зрения трудоем-
кости, заменим в приведенном алго-
ритме пункт 6 безусловным переходом 
к пункту 2. В результате получим 
алгоритм построения квазиоптималь-
ного вопросника,  который будет иметь 
полиномиальную трудоемкость [2].
3. Заключение
Большое распространение теория 
вопросников получила в технической 
диагностике. В этом случае множеству 
вопросов ставится в соответствие мно-
жество тестов, а множеству событий – 
множество неисправностей  техничес-
кой системы. Такое применение теории 
вопросников объясняется тем, что в 
настоящее время большое внимание 
уделяется быстрому и точному опре-
делению исправности, работоспособ-
ности и правильности функциониро-
вания технических систем. Особенно 
это касается автоматических систем 
управления, работающих в реальном 
масштабе времени [4,5].
Метод сокращения может быть ис-
пользован для точной оценки нижней 
границы стоимости условных алгорит-
мов диагностирования технических 
устройств при полном множестве 
текстов различной стоимости, а так 
же для оптимальной стратегии иден-
тификации множества неисправностей 
и системы цен.
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