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Abstract
We compute the first three Melnikov functions of quadratic vector fields obtained as perturbations of
an integrable system which displays an elliptic sector. We uncover the integrable cases and analyse the
algebraic nature of higher order Melnikov functions.
© 2009 Elsevier Masson SAS. All rights reserved.
1. Introduction
There has been many contributions to the Poincaré’s center-focus problem and to Hilbert’s
16th problem in these recent years with special interest to quadratic planar vector fields. See
for instance [1] and [4]. Although, little is known about perturbations of elliptic domains and the
maximal number of limit cycles which can be born in such a perturbation. In this article, we focus
on a special system which is in some sense the simplest model which displays an elliptic sector.
A first perturbation which is still integrable allows to deform the singular point into a center.
We then display usual perturbative technics (computation of successive Melnikov functions).
But here the novelty is in the nature of these functions which makes harder the analysis of their
zeros. We explore fully many different cases in the case of a quadratic perturbation. We end
this article with an example of application which is inspired by a classical differential equation
discovered by Liouville [5]. More precisely, let us consider the following differential system:{
x˙ = y − 2x2,
y˙ = −2xy. (1.1)
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598 M. Gentes / Bull. Sci. math. 133 (2009) 597–643System (1.1) is integrable with first integral H and associated integrating factor ψ :
H(x,y) = x
2 − y
y2
,
ψ(x, y) = 1
y3
,
(x, y) ∈ R×R∗.
This system has at the origin a singularity with elliptic domains. Actually, for y = 0 and t ∈R,
we have
˙(x
y
)
= x˙y − xy˙
y2
= 1.
Hence the parametrisation{
x = ty + c0y,
1
y
= t2 + 2c0t + 1y0 ,
c0 ∈R, y0 ∈R∗, t ∈ R,
yields invariant curves
y = x2 + 2ay2, a ∈R,
which are ellipses for a > 0, hyperbolas for a < 0 and a parabola for the limit value a = 0 (see
Fig. 1).
1.1. First step of perturbation: deformation into a center
We deform this singularity with elliptic domains into a center. More precisely we perturb the
system (1.1) as follows{
x˙ = y − 2x2 + ηc,
y˙ = −2xy, (1.2)
where η is a real positive parameter and c ∈ {−1,1}.
We denote by ωη the 1-form associated to the perturbed system (1.2)
ωη = 1
ψ
dH + ηc dy.
Taking into account the nature of ψ , we can express ωη as
ωη = 1
ψ
d
[
H − ηc
2y2
]
.
This ensures the integrability of the perturbed system (1.2) and provides an explicit first inte-
gral Hη:
Hη(x, y) = x
2 − y − ηc/2
y2
,
which associated integrated factor is still ψ .
The analysis of the singular points of (1.2) displays:
• if c = 1, the system (1.2) has 3 singular points: (0,−η), (−
√
η
2 ,0) and (
√
η
2 ,0). They are
respectively saddle, attractive node and repulsive node,
• if c = −1, (0, η) is the unique singular point of the system (1.2).
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Proposition 1.1. Suppose that c = −1. The singular point (0, η) of system (1.2) is a center.
Proof. In the neighborhood of the singular point (0, η), the level lines {Hη = h}, for h fixed in
the interval ]−1/2η,0[, are closed and union of two symmetric curves with respect to the y-axis,
xh(y) = ±
√
hy2 + y − η/2, y ∈ [α(h),β(h)],
where
α(h) = −1 +
√

2h
, β(h) = −1 −
√

2h
,  = 1 + 2ηh.
Furthermore, the level line {Hη = −1/2η} corresponds to the singular point. 
1 Figures have been made with MAPLE.
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From now on, c is assumed to be negative (c = −1) (see Fig. 2).
1.2. Second step of perturbation: research of limit cycles
In this section, we suppose that η is fixed and we study the behaviour of the previous system
under the following quadratic perturbation{
x˙ = y − 2x2 − η + εf (x, y),
y˙ = −2xy + εg(x, y), (1.3)
where f and g are real polynomials of degree two given by{
f (x, y) = a00 + a10x + a01y + a20x2 + a11xy + a02y2,
2 2g(x, y) = b00 + b10x + b01y + b20x + b11xy + b02y ,
M. Gentes / Bull. Sci. math. 133 (2009) 597–643 601and ε is a small parameter (ε  η). We denote by ωε the 1-form associated to system (1.3),
ωε = 1
ψ
dHη + ε(f dy − g dx) = ωη + ε(f dy − g dx).
For ε small enough, there is a first return map Lε defined on a transversal section Σ . It can be
parametrized for instance by H itself:
Lε :h → Lε(h).
This first return map can be represented as a power series in ε
Lε(h) = h+ εM1(h)+ · · · + εkMk(h)+Θ
(
εk+1
)
,
where the functions Mi , i  1, defined on the open interval ]−1/2η,0[, are called the Melnikov
functions. The number of limit cycles of system (1.3) which deforms continuously as ε → 0 to
an oval of Hη is given by the number of isolated real zeros of the first non-vanishing Melnikov
function.
In the sequel, we prove the following two theorems:
Theorem 1.2. The first Melnikov function
M1 :h ∈ ]−1/2η,0[ −→ −
∫
Hη=h
ψ(f dy − g dx)
has at most two zeros in the interval ]−1/2η,0[, taking into account their multiplicities.
If M1 ≡ 0 then the second Melnikov function M2 has at most two zeros on this same interval.
If M2 ≡ 0 then the third Melnikov function M3 has at most two zeros.
Theorem 1.3. The Melnikov functions (Mk(h))k1 belong to the finite-type module generated by
Π1(
√−h) and Π2(
√−h) on Ra,b[h], where Ra,b = R[ai,j , bi,j ,0 i, j  2] and
Π1(X) = 1 −
√
2ηX, Π2(X) = 1 − 2ηX2 = (1 −
√
2ηX)(1 +√2ηX).
Note that all Melnikov functions (Mk)k1 can be written as polynomials in
√−h.
We prove Theorem 1.2 in the three following sections (2, 3 and 4), in which we compute
successively the Melnikov functions M1, M2 and M3. The proof of Theorem 1.3 is both based on
properties of the higher Melnikov functions in Section 5 and on an algebraic result in Section 6.
2. The first Melnikov function
We introduce the 1-form ω
ω = ψ(f dy − g dx),
so that
ωε = 1
ψ
(Hη + εω).
We denote the elementary 1-forms involved in the expression of ω by
ωij = x
iyj
3 dx, δij =
xiyj
3 dy, 0 i + j  2.y y
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ω =
∑
0i+j2
aij δij − bijωij .
Let us begin by expressing these 1-forms with differentials and the differential dHη.
Lemma 2.1. We have the following identities,
δ00 = d
[
− 1
2y2
]
, δ10 = x
y
dHη + d
[
− 2x
3y2
− 2x
3y
Hη
]
+ η
3
ω00,
δ01 = d
[
− 1
y
]
, δ20 = − lny dHη + d
[
Hη lny − 1
y
+ η
4y2
]
,
δ11 = d
[
−x
y
]
+ω02, δ02 = d[lny],
ω10 = 32y dHη + d
[
− 1
4y2
− 1
y
Hη
]
, ω01 = 2x
y
dHη + d
[
− x
3y2
− 4x
3y
Hη
]
+ 2η
3
ω00,
ω20 = 2x
y
dHη + d
[
− 1
3y
− 4
3
x
y
Hη
]
+ η
6
ω00 +Hηω02,
ω11 =
(
1
2
− lny
)
dHη + d
[
− 1
2y
+Hη lny
]
.
Proof. Some of these relations are obvious, for the others, we just use the expressions of the first
integral Hη and of its differential dHη:
Hη = x
2 − y + η/2
y2
,
dHη = 2x
y2
dx + −2x
2 + y − η
y3
dy = 2x
y2
dx − 1
y
(
2Hη + 1
y
)
dy.
Then we obtain
δ10 = d
[
− x
2y2
]
+ 1
2
ω01,
δ20 = d
[
− 1
y
+ η
4y2
]
+Hη d(lny) = − lny dHη + d
[
Hη lny − 1
y
+ η
4y2
]
,
ω10 = 12y dHη + d
[
1
4y2
+ η
6y3
]
+ d
[
− x
2
3y3
]
+ 2
3
ω10,
ω20 =
(
1
y
Hη + 1
y2
− η
2y3
)
dx,
ω11 = d
[
x2
2y2
]
+ δ20.
For the expression of ω01, we remark that
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[
x
y2
]
+ 2x
y3
dy,
ω00 = d
[
x
y3
]
+ 3x
y4
dy,
hence,
ω01 − 2η3 ω00 = d
[
x
y2
− 2ηx
3y3
]
+ 2x
y
(
1
y2
− η
y3
)
dy,
= d
[
x
y2
− 2ηx
3y3
]
+ 2x
y
(
dHη − 2x
y2
dx + 2x
2
y3
dy
)
,
= 2x
y
dHη + d
[
x
y2
− 2ηx
3y3
− 4x
3
3y3
]
,
= 2x
y
dHη + d
[
x
y
(
1
y
− 2η
3y2
− 4x
2
3y2
)]
,
= 2x
y
dHη + d
[
x
y
(
− 1
3y
− 4
3
Hη
)]
. 
This yields a decomposition of ω:
Lemma 2.2. The 1-form ω can be decomposed as follows
ω = g1 dHη + dR1 +N1,
where
g1(y) = −b112 + c0 lny −
3
2
b10
1
y
+ c1 x
y
,
R1(x, y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny − a11 x
y
+ c4 x
y2
+ b10 1
y
Hη
− c0 lnyHη − 23c1
x
y
Hη,
N1(x, y,Hη) = A1ω00 + (B1 +C1Hη)ω02,
and
c0 = b11 − a20, c1 = a10 − 2b01 − 2b20, c2 = 12b11 − a01 − a20,
c3 = 14 (b10 − 2a00 + ηa20), c4 = −
a10
2
− c1
6
,
A1 = −b00 + η6 (3b20 + 2c1), B1 = a11 − b02, C1 = −b20.
This decomposition allows a computation of the first Melnikov function M1. In that view, we
first prove the following lemma:
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Ik(h) =
β(h)∫
α(h)
dx
yk
, k  1, h ∈
]
− 1
2η
,0
[
,
we have
I1(h) = π√2ηΠ1(
√−h), I3(h) = 3π
2
√
2η5/2
Π2(
√−h).
Proof. For h fixed in the open interval ]−1/2η,0[ and y in the segment [α(h),β(h)], x is a func-
tion of y,
x(y) =
√
hy2 + y − η
2
.
Hence
x′(y) = 2hy + 1
2
√
hy2 + y − η2
, y ∈ ]α(h),β(h)[, h ∈ ]− 1
2η
,0
[
.
These line integrals can also be expressed as ordinary integrals on y
Ik(h) = 12
β(h)∫
α(h)
2hy + 1
yk
√
hy2 + y − η2
dy, k  1.
By writing the trinomial hy2 +y− η2 into canonical form, we deduce an adhoc variable change
hy2 + y − η
2
= h
[(
y + 1
2h
)2
− 
4h2
]
= − 
4h
[
1 − 4h
2

(
y + 1
2h
)2]
,
with
 = 1 + 2ηh.
We also set
Y = −2h√

(
y + 1
2h
)
,
for which we have following equivalences
y = α(h) ⇐⇒ Y = −1,
y = β(h) ⇐⇒ Y = 1.
Then,
Ik(h) = −
√−h(−2h)k−1
1∫
−1
Y
(
√
Y + 1)k√1 − Y 2 dY,
= −√−h(−2h)k−1Jk(h), k  1,
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J1(h) = π(
√−2ηh− 1)√

√−2ηh , J3(h) = −
3π
√

2(−2ηh)5/2 .
Thus,
I1(h) = π√2η (1 −
√
2η
√−h), I3(h) = 6π
(2η)5/2
,
which completes the proof. 
Proposition 2.4. The first Melnikov function M1 can be expressed as a polynomial of degree 3
in
√−h
M1(h) = P1(
√−h),
where
P1(X) = π√
2η5/2
(1 −√2ηX)Q1(X),
and
Q1(X) = 2η2C1X2 − 3
√
2ηA1X −
(
3A1 + 2η2B1
)
.
Proof. By definition, the first Melnikov function satisfies the following identity,
M1(h) = −
∫
Hη=h
ω,
= −
∫
Hη=h
g1 dHη −
∫
Hη=h
dR1 −
∫
Hη=h
N1.
It is obvious that∫
Hη=h
g1 dHη = 0.
Moreover, for η > 0 and h ∈ ]−1/2η,0[,
α(h) = −1 +
√
1 + 2ηh
2h
= 1 −
√
1 + 2ηh
−2h > 0,
so that the level lines {Hη = h} are contained in the half-plane {y > 0}. Since R1 is analytic on
this half-plane, we have∫
H =h
dR1 = 0.η
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∫
Hη=h
N1,
= −2
β(h)∫
α(h)
1
y3
[
A1 +B1y2 +C1hy2
]
dx,
= −2[A1I3(h)+ (B1 +C1h)I1(h)].
Finally, Lemma 2.3 ensures that
M1(h) = − 2π
(2η)5/2
(1 −√2η√−h)[4η2(B1 +C1h)+ 6A1(1 +√2η√−h)]
= π√
2η5/2
(1 −√2η√−h)[2η2C1(√−h)2 − 3√2ηA1√−h− (3A1 + 2η2B1)],
which ends up the proof. 
Corollary 2.5. M1 has at most two zeros in the open interval ]−1/2η,0[. This bound is reached
for some coefficients of the perturbation.
Proof. Proposition 2.4 provides an expression of M1 as a polynomial of degree 3 for which
−1/2η is an obvious root. Therefore, M1 has at most two isolated zeros in the open interval
]−1/2η,0[. In addition, the coefficients of Q1 are clearly independent which ensures the exis-
tence of perturbative functions f and g such that M1 has exactly two different zeros. 
In other words, there exist perturbations that generate exactly two limit cycles.
Example 2.6. (See Fig. 3.) Let us set η = 0.1, ε = 0.01 and consider the following perturbative
functions{
f (x, y) = 2x − 15.5xy,
g(x, y) = −0.105 + 1.9y − 2.5x2.
It turns out that the first Melnikov function M1 has two isolated zeros in the open interval
]−1/2η,0[.
3. The second Melnikov function
If M1 is identically zero, we have to study the second Melnikov function. This is the case
when {
C1 = 0,
A1 = 0,
3A1 + 2η2B1 = 0,
⇐⇒ A1 = B1 = C1 = 0.
Namely, in this case the coefficients of perturbative functions f and g satisfy the system:{−6b00 + η(3b20 + 2c1) = 0,
a11 − b02 = 0, ⇐⇒
{3b00 + η(2b01 − a10) = 0,
a11 = b02,b20 = 0, b20 = 0.
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According to Françoise’s algorithm [3], the second Melnikov function M2 verifies
M2(h) = −
∫
Hη=h
g1ω.
In order to estimate M2, we decompose the 1-form g1ω. We also look for analytic functions
in the half-plane {y > 0} g2, R2 and for a 1-form N2 such that
g1ω = g2 dHη + dR2 +N2.
Using the decomposition of ω obtained in Lemma 2.2 and
A1 = B1 = C1 = 0,
we have
g1ω = g21 dHη + g1 dR1 + g1N1,
where
N1 ≡ 0.
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pose it as follows
g1 dR1 = d
[
−b11
2
R1
]
+ g˜1 dR˜1 + g˜1 dRˆ1 + gˆ1 dR˜1 + gˆ1 dRˆ1,
with
g˜1(y) = c0 lny − 32b10
1
y
,
R˜1(y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη − c0 lnyHη,
gˆ1(x, y) = c1 x
y
, Rˆ1(x, y) = −a11 x
y
+ c4 x
y2
− 2
3
c1
x
y
Hη.
1. Decomposition of g˜1 dR˜1.
g˜1 dR˜1 = F1(y)+ F2(y,Hη),
where
F1(y) =
(
c0 lny − 32b10
1
y
)
d
[
c2
1
y
+ c3 1
y2
+ a02 lny
]
,
F2(y,Hη) =
(
c0 lny − 32b10
1
y
)
d
[
b10
1
y
Hη − c0 lnyHη
]
.
Setting
Lm,n(y) = ln
m y
yn
, m,n ∈N,
and
θk,l,m,n = ln
m y
yn
d
[
Hη
lnky
yl
]
, k, l,m,n ∈N,
= Lm,n d[HηLk,l], k, l,m,n ∈ N,
F1 and F2 can be written
F1(y) =
[
c0(a02L1,1 − c1L1,2 − 2c2L1,3)+ 32b10(−a02L0,2 + c1L0,3 + 2c2L0,4)
]
dy,
F2(y,Hη) = c0(b10θ0,1,1,0 − c0θ1,0,1,0)− 32b10(b10θ0,1,0,1 − c0θ1,0,0,1).
We have the following lemmas:
Lemma 3.1. Let m,n ∈N, there exist coefficients (λi,n)0im, such that
Lm,n(y) dy =
⎧⎨
⎩d[
lnm+1 y
m+1 ] = dLm+1,0(y), if n = 1,
d[ 1
yn−1
∑m
i=0 λi,n lni y] = d[
∑m
i=0 λi,nLi,n−1(y)], else.
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Indeed,
lnm
yn
dy = d
[ −1
n− 1
lnm y
yn−1
]
+ m
n− 1
lnm−1
yn
dy. 
Therefore, as all terms in F1 are Li,j , 0  i  1 and 1  j  4, they can be integrated as
functions Li,j for 0 i  2 and 0 j  3. Their contributions will only appear in R2.
In the sequel, we set for i, j ∈N,
σi,j = HηLi,j dy, μi,j = Li,j dHη, νi,j = d[HηLi,j ].
Remark 3.2. We have
μi,j = θ0,0,i,j , and νi,j = θi,j,0,0.
Lemma 3.3. Let (p, q) ∈ N × N∗, the 1-form σp,q is a linear combination of 1-forms μi,j
and νi,j , with
0 i  p and j = q − 1, if q > 1,
i = p + 1 and j = 0, if q = 1.
Proof. We use previous lemma. If q = 1:
σp,1 = Hη d
[
lnp+1
p + 1
]
,
= d
[
Hη
lnp+1 y
p + 1
]
− ln
p+1 y
p + 1 dHη,
= νp+1,0
p + 1 −
μp+1,0
p + 1 .
If q = 1: there exist coefficients (λi,q)0ip such that
σp,q = Hη d
[
1
yq−1
p∑
i=0
λi,q lni y
]
=
p∑
i=0
λi,qHη d
[
lni y
yq−1
]
,
=
p∑
i=0
λi,q
(
d
[
Hη
lni y
yq−1
]
− ln
i y
yq−1
dHη
)
,
=
p∑
i=0
λi,q(μi,q−1 − νi,q−1).
This concludes the proof. 
Lemma 3.4. Let k, l,m,n ∈ N, the 1-form θk,l,m,n is a linear combination of 1-forms μi,j
and νi,j , for 0 i m+ k and j = n+ l.
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θk,l,m,n = ln
m+k y
yn+l
dHη + kHη ln
m+k−1 y
yn+l+1
dy − lHη ln
m+k y
yn+l+1
dy,
= μm+k,n+l + kσm+k−1,n+l+1 − lσm+k,n+l+1.
If n = l = 0, then the previous lemma for “q = n+ l + 1 = 1” gives
θk,0,m,0 = μm+k,0 + kσm+k−1,1 = 1
m+ k (mμm+k,0 + kνm+k,0).
If n + l  1, then n + l + 1 > 1, and we conclude using the case “q > 1” of the previous
lemma. 
Lemma 3.5. We have the following identities,
θ0,1,1,0 = lny d
[
Hη
y
]
= − 1
y
dHη + d
[
lny
y
Hη + Hη
y
]
,
θ1,0,0,1 = 1
y
d[lnyHη] =
(
1
y
+ lny
y
)
dHη + d
[
−Hη
y
]
,
θ1,0,1,0 = lny d[lnyHη] = 12 ln
2 y dHη + d
[
1
2
ln2 yHη
]
,
θ0,1,0,1 = 1
y
d
[
Hη
y
]
= 1
2y2
dHη + d
[
Hη
2y2
]
.
Hence
F2(y,Hη) =
[
1
2
b10c0
1
y
+ 3
2
b10c0
lny
y
− 1
2
c20 ln
2 y − 3
4
b210
1
y2
]
dHη
+ d
[
b10c0
Hη
y
(
lny − 1
2
)
− 1
2
c20Hη ln
2 y − 3
4
b210
Hη
y2
]
and
g˜1 dR˜1 =
[
1
2
b10c0
1
y
+ 3
2
b10c0
lny
y
− 1
2
c20 ln
2 y − 3
4
b210
1
y2
]
dHη + d[ ], (3.1)
where d[ ] is the differential of an analytic function on the half-plane {y > 0}, which is irrelevant
in the sequel of the computation. From now on we will adopt this notation in such circumstances.
2. Decomposition of g˜1 dRˆ1.
g˜1 dRˆ1 =
(
c0 lny − 32b10
1
y
)
d
[
−a11 x
y
+ c4 x
y2
− 2
3
c1
x
y
Hη
]
,
= −a11c0 lny d
[
x
y
]
+ c0c4 lny d
[
x
y2
]
− 2
3
c0c1 lny d
[
x
y
Hη
]
+ 3
2
a11b10
1
y
d
[
x
y
]
− 3
2
b10c4
1
y
d
[
x
y2
]
+ b10c1 1
y
d
[
x
y
Hη
]
.
The decomposition of g˜1 dRˆ1 arises from the following lemma.
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lny d
[
x
y
]
= d
[
x
y
(lny + 1)
]
−ω02,
lny d
[
x
y2
]
= −x
y
dHη + d
[
x
y2
(
lny + 2
3
)
+ 2x
3y
Hη
]
− η
3
ω00,
1
y
d
[
x
y
]
= x
y
dHη + d
[
x
3y2
− 2x
3y
Hη
]
+ η
3
ω00,
1
y
d
[
x
y2
]
= d
[
2x
3y3
]
+ 1
3
ω00.
Proof. Using the formula for the differential of a product of functions to show that
lny d
[
x
y
]
= d
[
x
y
lny
]
− δ11,
lny d
[
x
y2
]
= d
[
x
y2
lny
]
− δ10,
1
y
d
[
x
y
]
= d
[
x
y2
]
+ δ10,
1
y
d
[
x
y2
]
= 1
y3
dx − 2x
y4
dy = 2
3
d
[
x
y3
]
+ 1
3
ω00.
This proves the lemma. 
Using the previous lemma,
g˜1 dRˆ1 =
(
−2
3
c0c1
x
y
lny + b10c1 x
y2
)
dHη
−
(
a11c0 + 23c0c1Hη
)(
d
[
x
y
(lny + 1)
]
−ω02
)
+ c0c4
(
−x
y
dHη + d
[
x
y2
(
lny + 2
3
)
+ 2x
3y
Hη
]
− η
3
ω00
)
+
(
3
2
a11b10 + b10c1Hη
)(
x
y
dHη + d
[
x
3y2
− 2x
3y
Hη
]
+ η
3
ω00
)
− 3
2
b10c4
(
d
[
2x
3y3
]
+ 1
3
ω00
)
,
=
(
−2
3
c0c1
x
y
lny + b10c1 x
y2
)
dHη + d
[
−
(
a11c0 + 23c0c1Hη
)
x
y
(lny + 1)
]
+ 2
3
c0c1
x
y
(lny + 1) dHη +
(
a11c0 + 23c0c1Hη
)
ω02
− c0c4 x
y
dHη + d
[
c0c4
x
y2
(
lny + 2
3
)
+ 2
3
c0c4
x
y
Hη
]
− η
3
c0c4ω00
+
(
3
a11b10 + b10c1Hη
)
x
dHη + d
[(
3
a11b10 + b10c1Hη
)(
x
2 −
2x
Hη
)]
2 y 2 3y 3y
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(
x
3y2
− 2x
3y
Hη
)
dHη +
(
3
2
a11b10 + b10c1Hη
)
η
3
ω00
+ d
[
−b10c4 x
y3
]
− 1
2
b10c4ω00,
g˜1 dRˆ1 =
[(
2
3
c0c1 − c0c4 + 32a11b10
)
x
y
+ 5
3
b10c1Hη
x
y
+ 2
3
b10c1
x
y2
]
dHη + d[ ]
+
(
−η
3
c0c4 + η2a11b10 −
1
2
b10c4 + η3b10c1Hη
)
ω00
+
(
a11c0 + 23c0c1Hη
)
ω02. (3.2)
3. Decomposition of gˆ1 dR˜1.
gˆ1 dR˜1 = c1 x
y
d
[
c2
1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη − c0 lnyHη
]
,
=
(
b10c1
x
y2
− c0c1 x
y
lny
)
dHη + (c1c2 + b10c1Hη)x
y
d
[
1
y
]
+ (a02c1 − c0c1Hη)x
y
d[lny] + c1c3 x
y
d
[
1
y2
]
.
Lemma 3.7. We have the following identities,
x
y
d
[
1
y
]
= −δ10 = −x
y
dHη + d
[
2x
3y2
+ 2x
3y
Hη
]
− η
3
ω00,
x
y
d[lny] = δ11 = d
[
−x
y
]
+ω02,
x
y
d
[
1
y2
]
= d
[
2x
3y3
]
− 2
3
ω00.
Hence,
gˆ1 dR˜1 =
(
b10c1
x
y2
− c0c1 x
y
lny
)
dHη − (c1c2 + b10c1Hη)x
y
dHη
+ d
[
(c1c2 + b10c1Hη)
(
2x
3y2
+ 2x
3y
Hη
)]
− b10c1
(
2x
3y2
+ 2x
3y
Hη
)
dHη
− η
3
(c1c2 + b10c1Hη)ω00
+ d
[
−(a02c1 − c0c1Hη)x
y
]
− c0c1 x
y
dHη + (a02c1 − c0c1Hη)ω02
+ d
[
2
3
c1c3
x
y3
]
− 2
3
c1c3ω00,
gˆ1 dR˜1 =
[
(−c0c1 − c1c2)x
y
− 5
3
b10c1Hη
x
y
− c0c1 x
y
lny + 1
3
b10c1
x
y2
]
dHη + d[ ]
+
(
−ηc1c2 − 2c1c3 − ηb10c1Hη
)
ω00 + (a02c1 − c0c1Hη)ω02. (3.3)3 3 3
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gˆ1 dRˆ1 = c1 x
y
d
[
−a11 x
y
+ c4 x
y2
− 2
3
c1
x
y
Hη
]
,
= −2
3
c21
x2
y2
dHη +
(
−a11c1 − 23c
2
1Hη
)
x
y
d
[
x
y
]
+ c1c4 x
y
d
[
x
y2
]
.
Lemma 3.8. We have the identities,
x
y
d
[
x
y
]
= d
[
x2
2y2
]
,
x
y
d
[
x
y2
]
= − 1
2y
dHη + d
[
3
4y2
− η
3y3
+ Hη
y
]
.
Hence,
gˆ1 dRˆ1 = −23c
2
1
x2
y2
dHη + d
[(
−a11c1 − 23c
2
1Hη
)
x2
2y2
]
+ 1
3
c21
x2
y2
dHη − 12c1c4
1
y
dHη
+ d
[
c1c4
(
3
4y2
− η
3y3
+ Hη
y
)]
,
gˆ1 dRˆ1 =
(
−1
3
c21
x2
y2
− 1
2
c1c4
1
y
)
dHη + d[ ]. (3.4)
Lastly, we find the wished decomposition of g1ω:
Lemma 3.9. The 1-form g1ω can be decomposed as follows
g1ω = g2 dHη + dR2 +N2,
where
g2(y) = b
2
11
4
+ 1
2
(3b10b11 + b10c0 − c1c4)1
y
+ 3
2
b210
1
y2
− b11c0 lny − 32b10c0
lny
y
+ 1
2
c20 ln
2 y +
(
−c0c1 − c1c2 − c0c4 + 32a11b10 − b11c1
)
x
y
+ c0c1 x
y
lny − 2b10c1 x
y2
+ 2
3
c21
x2
y2
,
R2 is an analytic function of x, y and Hη on the half-plane {y > 0},
N2 = A2ω00 + (B2 +C2Hη)ω02,
and
A2 = −η3 c0c4 +
η
2
a11b10 − 12b10c4 −
η
3
c1c2 − 23c1c3, B2 = a11c0 + a02c1,
C2 = −13c0c1.
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g2 = g21 + g¯2,
where g¯2 arise from the contribution of g1 dR1:
g¯2(x, y) = 12 (b10c0 − c1c4)
1
y
− 3
4
b210
1
y2
+ 3
2
b10c0
lny
y
− 1
2
c20 ln
2 y
+
(
−c0c1 − c1c2 − c0c4 + 32a11b10
)
x
y
− c0c1 x
y
lny + b10c1 x
y2
− 1
3
c21
x2
y2
,
and
g21(y) =
b211
4
+ 3
2
b10b11
1
y
+ 9
4
b210
1
y2
− b11c0 lny − 3b10c0 lny
y
+ c20 ln2 y
− b11c1 x
y
+ 2c0c1 x
y
lny − 3b10c1 x
y2
+ c21
x2
y2
.
To compute N2, we use the decompositions (3.1)–(3.4). 
Using the expression of N2,
M2(h) = −
∫
Hη=h
N2 = −2
[
A2I3(h)+ (B2 +C2h)I1(h)
]
,
we can then derive the following result,
Proposition 3.10. The second Melnikov function M2 can be expressed as a polynomial of de-
gree 3 in
√−h
M2(h) = P2(
√−h),
where
P2(X) = π√
2η5/2
(1 −√2ηX)Q2(X),
and
Q2(X) = 2η2C2X2 − 3
√
2ηA2X −
(
3A2 + 2η2B2
)
.
Referring to both Proposition 3.10 and the proof of Corollary 2.5 gives,
Corollary 3.11. M2 has at most two zeros in the open interval ]−1/2η,0[. This bound is reached
for some coefficients of the perturbation.
4. The third Melnikov function
The second Melnikov function is identically zero if and only if{
C2 = 0,
A2 = 0,
2
⇐⇒ A2 = B2 = C2 = 0,3A2 + 2η B2 = 0,
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⎪⎩
− η3 c0c4 + η2a11b10 − 12b10c4 − η3 c1c2 − 23c1c3 = 0,
a11c0 + a02c1 = 0,
− 13c0c1 = 0,
⇐⇒
{2ηc0c4 − 3ηa11b10 + 3b10c4 + 2ηc1c2 + 4c1c3 = 0,
a11c0 + a02c1 = 0,
c0c1 = 0.
The last two equations of this system provide three cases:
First, if c0 = c1 = 0, then the first equation is equivalent to
b10(c4 − ηa11) = 0.
Second, if c0 = a02 = 0, then the first equation is equivalent to
3b10(c4 − ηa11)+ 2c1(2c3 + ηc2) = 0.
Third, if c1 = a11 = 0, then the first equation is equivalent to
a10(3b10 + 2ηc0) = 0.
Finally, we have to consider five cases:
• c0 = c1 = b10 = 0,
• c1 = c4 = a11 = 0,
• c0 = c1 = c4 − ηa11 = 0,
• c1 = a11 = 3b10 + 2ηc0 = 0,
• c0 = a02 = 3b10(c4 − ηa11)+ 2c1(2c3 + ηc2) = 0.
4.1. Case c0 = c1 = b10 = 0
According to Lemma 2.2,
g1 = −b112 ,
hence,
ω = d
[
−b11
2
Hη +R1
]
, and ωε = 1
ψ
d
[(
1 − b11
2
ε
)
Hη + εR1
]
,
so that the perturbed system (1.3) is integrable, whose first integral is
Hε =
(
1 − b11
2
ε
)
Hη + εR1,
with the integrating factor ψ . For such perturbations, the singularity remains a center for ε suffi-
ciently small, so that
M3 ≡ 0.
In the sequel, we will prove indeed that in such case, all Melnikov functions (Mk)k1 vanish
identically.
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M3(h) = −
∫
Hη=h
g2ω.
To compute this integral, we search again a decomposition of g2ω of the form
g2ω = g3 dHη + dR3 +N3,
where g3, R3 are analytic functions in the half-plane {y > 0} and N3 is a 1-form. Hence,
M3(h) = −
∫
Hη=h
N3.
Using the decomposition of ω obtained in Lemma 2.2, we have
g2ω = g1g2 dHη + g2 dR1 + g2N1.
As far as
N1 ≡ 0,
it is enough to study the term g2 dR1.
4.2. Case c1 = c4 = a11 = 0
The functions g2 and R1 only depend on y and Hη,
g2(y) = b
2
11
4
+ 1
2
(3b10b11 + b10c0)1
y
+ 3
2
b210
1
y2
− b11c0 lny − 32b10c0
lny
y
+ 1
2
c20 ln
2 y,
R1(y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη − c0 lnyHη.
Therefore, there is no contribution for N3 in the decomposition of g2 dR1. Consequently,
N3 ≡ 0,
and also
M3 ≡ 0.
Indeed, in the sequel we will prove that for such conditions on c1, c4 and a11, all higher
Melnikov functions vanish identically.
4.3. Case c0 = c1 = c4 − ηa11 = 0
The functions g2 and R1 are then
g2(x, y) = b
2
11
4
+ 3
2
b10b11
1
y
+ 3
2
b210
1
y2
+ 3
2
a11b10
x
y
,
R1(x, y,Hη) = c2 1 + c3 12 + a02 lny − a11
x + ηa11 x2 + b10
1
Hη.y y y y y
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g2 dR1 = d
[
b211
2
R1
]
+ g˜2 dR˜1 + g˜2 dRˆ1 + gˆ2 dR˜1 + gˆ2 dRˆ1,
with
g˜2(y) = 32b10
(
b11
1
y
+ b10 1
y2
)
, R˜2(y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη,
gˆ2(x, y) = 32a11b10
x
y
, Rˆ2(x, y) = −a11 x
y
+ ηa11 x
y2
.
1. Decomposition of g˜2 dR˜1.
g˜2 dR˜1 = G11(y)+G12(y,Hη),
where
G11(y) =
3
2
b10
(
b11
1
y
+ b10 1
y2
)
d
[
c2
1
y
+ c3 1
y2
+ a02 lny
]
,
G12(y,Hη) =
3
2
b10
(
b11
1
y
+ b10 1
y2
)
d
[
b10
1
y
Hη
]
.
It is obvious that G11 can be written as the differential of a function, like F1 previously. The
only contribution to g3 and N3 is given by G12:
G12(y,Hη) =
3
2
b210(b11θ0,1,0,1 + b10θ0,1,0,2).
Using
θ0,1,0,1 = 12y2 dHη + d
[
Hη
2y2
]
,
θ0,1,0,2 = 23y3 dHη + d
[
Hη
3y3
]
,
we get
G12(y,Hη) =
3
2
b210
(
b11
2
1
y2
dHη + b11 d
[
Hη
2y2
]
+ 2b10
3
1
y3
dHη + b10 d
[
Hη
3y3
])
,
= b210
(
3
4
b11
1
y2
+ b10 1
y3
)
dHη + d
[
b210Hη
(
3
4
b11
1
y2
+ b10
2
1
y3
)]
,
and
g˜2 dR˜1 = b210
(
3
4
b11
1
y2
+ b10 1
y3
)
dHη + d[ ]. (4.1)
2. Decomposition of g˜2 dRˆ1.
g˜2 dRˆ1 = 32b10
(
b11
1
y
+ b10 1
y2
)
d
[
−a11 x
y
+ ηa11 x
y2
]
,
= 3
2
b10a11
(
−b11 1
y
d
[
x
y
]
+ ηb11 1
y
d
[
x
y2
]
− b10 1
y2
d
[
x
y
]
+ ηb10 1
y2
d
[
x
y2
])
.
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1
y2
d
[
x
y
]
= d
[
x
3y3
]
+ 2
3
ω00,
1
y2
d
[
x
y2
]
= d
[
x
2y4
]
+ dx
2y4
,
η
dx
y4
=
(
− 5x
3y2
+ 10x
3y
Hη
)
dHη + d
[
x
3y3
+ 2x
3y2
Hη − 4x3yH
2
η
]
+ 1
3
(5 + 2ηHη)ω00.
Proof.
1
y2
d
[
x
y
]
= ω00 − x
y4
dy = ω00 + d
[
x
3y3
]
− 1
3
ω00,
1
y2
d
[
x
y2
]
= dx
y4
− 2x
y5
dy = dx
y4
+ d
[
x
2y4
]
− dx
2y4
.
For the expression of dx
y4
, we follow the same scheme of proof as in Lemma 2.1. We remark
that
dx
y4
= d
[
x
y4
]
+ 4x
y5
dy,
ω00 = d
[
x
y3
]
+ 3x
y4
dy,
so that
3η
dx
y4
− 4ω00 = d
[
3η
x
y4
− 4 x
y3
]
− 12 x
y2
dHη + 24x
2
y4
dx − 24x
3
y5
dy,
=
(
−5x
y2
+ 10x
y
Hη
)
dHη + d
[
3η
x
y4
− 5x
y3
+ 6x
3
y4
− 4x
y2
Hη − 4x
y
H 2η
]
+ (1 + 2ηHη)ω00.
This ends up the proof. 
Lemmas 3.6 and 4.1 give
g˜2 dRˆ1 = 32b10a11
[
−b11
(
x
y
dHη + η3ω00
)
+ η
3
b11ω00
− 2
3
b10ω00 + b102
(
− 5x
3y2
+ 10x
3y
Hη
)
dHη + b106 (5 + 2ηHη)ω00
]
+ d[ ],
g˜2 dRˆ1 = 32b10a11
(
−b11 x
y
− 5
6
b10
x
y2
+ 5
3
b10
x
y
Hη
)
dHη
+ 1
4
a11b
2
10(1 + 2ηHη)ω00 + d[ ]. (4.2)
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gˆ2 dR˜1 = 32a11b10
x
y
d
[
c2
1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη
]
,
= 3
2
a11b10
(
b10
x
y2
dHη + (c2 + b10Hη)x
y
d
[
1
y
]
+ c3 x
y
d
[
1
y2
]
+ a02 x
y
d[lny]
)
.
Lemma 4.2. We have the identities,
x
y
d[lny] = d
[
−x
y
]
+ω02,
x
y
d
[
1
y
]
= −x
y
dHη + d
[
2x
3y2
+ 2x
3y
Hη
]
− η
3
ω00,
x
y
d
[
1
y2
]
= d
[
2x
3y3
]
− 2
3
ω00.
Proof. We just remark that
x
y
d[lny] = δ11,
x
y
d
[
1
y
]
= −δ10,
x
y
d
[
1
y2
]
= −2x
y4
dy = d
[
2x
3y3
]
− 2
3y3
dx. 
Hence,
gˆ2 dR˜1 = 32a11b10
{
b10
x
y2
dHη − (c2 + b10Hη)x
y
dHη
+ d
[
(c2 + b10Hη)
(
2x
3y2
+ 2x
3y
Hη
)]
− b10
(
2x
3y2
+ 2x
3y
Hη
)
dHη
− (c2 + b10Hη)η3ω00 + d
[
c3
2x
3y3
]
− 2
3
c3ω00 + d
[
−a02 x
y
]
+ a02ω02
}
,
gˆ2 dR˜1 = 12a11b10
(
−3c2 x
y
+ b10 x
y2
− 5b10 x
y
Hη
)
dHη + d[ ]
− a11b10
(
c3 + η2 c2 +
η
2
b10Hη
)
ω00 + 32a11a02b10ω02. (4.3)
4. Decomposition of gˆ2 dRˆ1.
gˆ2 dRˆ1 = 32a11b10
x
y
d
[
−a11 x
y
+ ηa11 x
y2
]
,
= 3
2
a211b10
(
−x
y
d
[
x
y
]
+ ηx
y
d
[
x
y2
])
.
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x
y
d
[
x
y
]
= d
[
x2
2y2
]
,
x
y
d
[
x
y2
]
= − 1
2y
dHη + d
[
3
4y2
− η
3y3
+ 1
y
Hη
]
.
Proof. The first one is obvious and for the second one we have
x
y
d
[
x
y2
]
= ω10 − 2x
y4
dy = ω10 + d
[
2x2
3y3
]
− 4
3
ω10,
= −1
3
ω10 + d
[
2
3y
(
Hη + 1
y
− η
2y2
)]
,
= − 1
2y
dHη + d
[
3
4y2
− η
3y3
+ 1
y
Hη
]
. 
Thus,
gˆ2 dRˆ1 = −34a
2
11b10
1
y
dHη + d[ ]. (4.4)
Lastly, we find the decomposition of g2ω:
Lemma 4.4. The 1-form g2ω can be decomposed as follows
g2ω = g3 dHη + dR3 +N3,
where
g3(x, y) = −b
3
11
8
+ d1
y
+ d2
y2
+ d3
y3
+ d4 x
y
+ d5 x
y2
,
R3 is an analytic function on the half-plane {y > 0},
N3 = A13ω00 +B13ω02,
and
d1 = −38b10
(
2a211 + 3b211
)
, d2 = −94b
2
10b11, d3 = −
5
4
b310,
d4 = −34a11b10(3b11 + 2c2), d5 = −3a11b
2
10,
A13 =
1
4
a11b10(b10 − 2ηc2 − 4c3), B13 =
3
2
a11a02b10.
Proof. We have
g3 = g1g2 + g¯3,
where g¯3 is the contribution of g˜2 dR˜1, g˜2 dRˆ1, gˆ2 dR˜1 and gˆ2 dRˆ1:
M. Gentes / Bull. Sci. math. 133 (2009) 597–643 621g3 =
(
−b11
2
− 3
2
b10
1
y
)(
b211
4
+ 3
2
b10b11
1
y
+ 3
2
b210
1
y2
+ 3
2
a11b10
x
y
)
+ b210
(
3
4
b11
1
y2
+ b10 1
y3
)
+ 3
2
b10a11
(
−b11 x
y
− 3
2
b10
x
y2
+ b10Hη x
y
)
− 3
2
a11b10c2
x
y
+ 1
2
a11b
2
10
x
y2
− 5
2
a11b
2
10Hη
x
y
− 3
4
a211b10
1
y
,
= −b
3
11
8
− 3
8
b10
(
2a211 + 3b211
)1
y
− 9
4
b210b11
1
y2
− 5
4
b310
1
y3
− 3
4
a11b10(3b11 + 2c2)x
y
− 3a11b210
x
y2
.
We get the expression of N3 from the decompositions (4.1)–(4.4). 
Using the expression of N3,
M3(h) = −
∫
Hη=h
N3 = −2
[
A13I3(h)+B13I1(h)
]
,
we get the following proposition and its corollary:
Proposition 4.5. The third Melnikov function M3 can be expressed as a polynomial of degree 2
in
√−h
M3(h) = P 13 (
√−h),
where
P 13 (X) =
π√
2η5/2
(1 −√2ηX)Q13(X),
and
Q13(X) = −3
√
2ηA13X −
(
3A13 + 2η2B13
)
.
Corollary 4.6. M3 has at most one zero in the open interval ]−1/2η,0[. This bound is reached
for some coefficients of the perturbation.
4.4. Case c1 = a11 = 3b10 + 2ηc0 = 0
The functions g2 and R1 are transformed in
g2(x, y) = b
2
11
4
− η
3
c0(3b11 + c0)1
y
+ 2
3
η2c20
1
y2
− b11c0 lny + ηc20
lny
y
+ 1
2
c20 ln
2 y − c0c4 x
y
,
R1(x, y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny − 23ηc0Hη
1
y
− c0Hη lny + c4 x
y2
.
We set
g2 dR1 = d
[
b211 R1
]
+ g˜2 dR˜1 + g˜2 dRˆ1 + gˆ2 dR˜1 + gˆ2 dRˆ1,4
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g˜2(y) = −η3 c0(3b11 + c0)
1
y
+ 2
3
η2c20
1
y2
− b11c0 lny + ηc20
lny
y
+ 1
2
c20 ln
2 y,
gˆ2(x, y) = −c0c4 x
y
,
R˜1(y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny − 23ηc0Hη
1
y
− c0Hη lny, Rˆ1(x, y) = c4 x
y2
.
In this case we are just computing N3. We denote by ˜˜N3, ˆ˜N3, ˜ˆN3 and ˆˆN3 the contributions of
g˜2 dR˜1, g˜2 dRˆ1, gˆ2 dR˜1 and gˆ2 dRˆ1 respectively for N3.
1. Computation of ˜˜N3.
g˜2 dR˜1 = G21(y)+G22(y,Hη),
where
G21(y) = g˜2 d
[
c2
1
y
+ c3 1
y2
+ a02 lny
]
,
G22(y,Hη) = g˜2 d
[
−2
3
ηc0Hη
1
y
− c0Hη lny
]
.
It is obvious that G21 can be written as the differential of a function, like F1 previously. Fur-
thermore, G22 is a linear combination of θi,j,k,l . This yields
˜˜
N3 ≡ 0.
2. Computation of ˆ˜N3.
g˜2 dRˆ1 =
(
−η
3
c0(3b11 + c0)1
y
+ 2
3
η2c20
1
y2
− b11c0 lny + ηc20
lny
y
+ 1
2
c20 ln
2 y
)
d
[
c4
x
y2
]
,
= c0c4
{
−η
3
(3b11 + c0)1
y
d
[
x
y2
]
+ 2
3
η2c0
1
y2
d
[
x
y2
]
− b11 lny d
[
x
y2
]
+ ηc0 lny
y
d
[
x
y2
]
+ 1
2
c0 ln2 y d
[
x
y2
]}
.
Lemma 4.7. We have the identities,
1
y
d
[
x
y2
]
= d[ ] + 1
3
ω00,
1
y2
d
[
x
y2
]
= ( ) dHη + d[ ] + 16η (5 + 2ηHη)ω00,
lny d
[
x
y2
]
= ( ) dHη + d[ ] − η3ω00,
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y
d
[
x
y2
]
= d[ ] − 2
9
ω00 + 13 lnyω00,
ln2 y d
[
x
y2
]
= ( ) dHη + d[ ] − 4η9 ω00 −
2η
3
lnyω00 − 43Hηω02.
Proof. The first three identities have already been proved in Lemmas 3.6 and 4.1.
lny
y
d
[
x
y2
]
= lny
y3
dx − 2x
y4
lny dy,
= lny
y3
dx + d
[
2x
9y3
(3 lny + 1)
]
− 2
9y3
(3 lny + 1) dx,
= d[ ] − 2
9
ω00 + 13 lnyω00.
ln2 y d
[
x
y2
]
= ln
2 y
y2
dx − 2x
y3
ln2 y dy,
= ln
2 y
y2
dx + d
[
x
2y2
(
2 ln2 y + 2 lny + 1)]− ln2 y
y2
dx − lny
y2
dx − 1
2y2
dx,
= d[ ] −
(
lny + 1
2
)
ω01,
= ( ) dHη + d[ ] − lny d
[
− x
3y2
− 4x
3y
Hη
]
− η
3
ω00 − 2η3 lnyω00,
= ( ) dHη + d[ ] + 13 lny d
[
x
y2
]
+ 4
3
Hη lny d
[
x
y
]
− η
3
ω00 − 2η3 lnyω00,
= ( ) dHη + d[ ] − 4η9 ω00 −
2η
3
lnyω00 − 43Hηω02,
according to Lemma 3.6. 
Hence, this yields
ˆ˜
N3 = c0c4
[
−η
3
(3b11 + c0)× 13ω00 +
2
3
η2c0 × 16η (5 + 2ηHη)ω00 − b11 ×
(
−η
3
)
ω00
+ ηc0 ×
(
−2
9
ω00 + 13 lnyω00
)
+ 1
2
c0 ×
(
−4η
9
ω00 − 2η3 lnyω00 −
4
3
Hηω02
)]
,
= 2
9
c20c4Hη
(
η2ω00 − 3ω02
)
.
3. Computation of ˜ˆN3.
gˆ2 dR˜1 = −c0c4 x
y
d
[
c2
1
y
+ c3 1
y2
+ a02 lny − 23ηc0Hη
1
y
− c0Hη lny
]
,
= −c0c4
{(
c2 − 23ηc0Hη
)
x
y
d
[
1
y
]
+ c3 x
y
d
[
1
y2
]
+ (a02 − c0Hη)x
y
d[lny]
− c0
(
2ηx
2 +
x
lny
)
dHη
}
.3y y
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˜ˆ
N3 = −c0c4
[(
c2 − 23ηHη
)
×
(
−η
3
)
ω00 + c3 ×
(
−2
3
)
ω00 + (a02 − c0Hη)ω02
]
,
= −c0c4
[(
−η
3
c2 − 23c3 +
2
9
η2c0Hη
)
ω00 + (a02 − c0Hη)ω02
]
.
4. Computation of ˆˆN3.
gˆ2 dRˆ1 = −c0c4 x
y
d
[
c4
x
y2
]
= −c0c24
x
y
d
[
x
y2
]
.
According to Lemma 4.3,
ˆˆ
N3 ≡ 0.
Finally,
Lemma 4.8. The 1-form g2ω can be decomposed as follows
g2ω = g3 dHη + dR3 +N3,
where
g3 and R3 are analytic functions on the half-plane {y > 0},
N3 = A23ω00 +
(
B23 +C23Hη
)
ω02,
and
A23 =
c0c4
3
(ηc2 + 2c3), B23 = −a02c0c4, C23 =
c20c4
3
.
Proof. The previous computations give
N3 = ˜˜N3 + ˆ˜N3 + ˜ˆN3 + ˆˆN3,
= 1
3
c0c4
[
(ηc2 + 2c3)ω00 − (3a02 − c0Hη)ω02
]
. 
One deduces the following proposition and its corollary:
Proposition 4.9. The third Melnikov function M3 can be expressed as a polynomial of degree 3
in
√−h
M3(h) = P 23 (
√−h),
where
P 23 (X) =
π√
2η5/2
(1 −√2ηX)Q23(X),
and
Q23(X) = 2η2C23X2 − 3
√
2ηA23X −
(
3A23 + 2η2B23
)
.
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M3(h) = −
∫
Hη=h
N3 = −2
[
A23I3(h)+
(
B23 +C23h
)
I1(h)
]
. 
Corollary 4.10. M3 has at most two zeros in the open interval ]−1/2η,0[. This bound is reached
for some coefficients of the perturbation.
4.5. Case c0 = a02 = 3b10(c4 − ηa11)+ 2c1(2c3 + ηc2) = 0
The functions g2 and R1 are transformed in
g2(x, y) = b
2
11
4
+ 2
3
c21Hη +
(
3
2
b10b11 − 12c1c4 +
2
3
c21
)
1
y
+
(
3
2
b210 −
η
3
c21
)
1
y2
+
(
−c1c2 + 32a11b10 − b11c1
)
x
y
− 2b10c1 x
y2
,
R1(x, y,Hη) = c2 1
y
+ c3 1
y2
− a11 x
y
+ c4 x
y2
+ b10Hη 1
y
− 2
3
c1Hη
x
y
.
We set
g2 dR1 = d
[(
b211
4
+ 2
3
c21Hη
)
R1
]
− 2
3
c21R1 dHη + g˜2 dR˜1 + g˜2 dRˆ1 + gˆ2 dR˜1 + gˆ2 dRˆ1,
with
g˜2(y) = d1 1
y
+ d2 1
y2
, gˆ2(x, y) = d3 x
y
+ d4 x
y2
,
R˜1(y,Hη) = c2 1
y
+ c3 1
y2
+ b10Hη 1
y
, Rˆ1(x, y) = −a11 x
y
+ c4 x
y2
− 2
3
c1Hη
x
y
,
where
d1 = 32b10b11 −
1
2
c1c4 + 23c
2
1, d2 =
3
2
b210 −
η
3
c21,
d3 = −c1c2 + 32a11b10 − b11c1, d4 = −2b10c1.
1. Decomposition of g˜2 dR˜1.
g˜2 dR˜1 = G31(y)+G32(y,Hη).
G31 can be written as the differential of a function.
G32(y,Hη) =
(
d1
1
y
+ d2 1
y2
)
d
[
b10Hη
1
y
]
,
= b10
(
d1
1
y2
+ d2 1
y3
)
dHη − b10Hη
(
d1
y3
+ d2
y4
)
dy,
= b10
(
d1
1
y2
+ d2 1
y3
)
dHη + d[ ] − b10
(
d1
2y2
+ d2
3y3
)
dHη,
= b10
(
d1
2 +
2d2
3
)
dHη + d[ ].2y 3y
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g˜2 dR˜1 = b10
(
d1
2y2
+ 2d2
3y3
)
dHη + d[ ].
2. Decomposition of g˜2 dRˆ1.
g˜2 dRˆ1 =
(
d1
1
y
+ d2 1
y2
)
d
[
−a11 x
y
+ c4 x
y2
− 2
3
c1Hη
x
y
]
,
= −d1
(
a11 + 23c1Hη
)
1
y
d
[
x
y
]
+ c4d1 1
y
d
[
x
y2
]
− d2
(
a11 + 23c1Hη
)
1
y2
d
[
x
y
]
+ c4d2 1
y2
d
[
x
y2
]
− 2
3
c1
x
y
(
d1
1
y
+ d2 1
y2
)
dHη,
= −d1
(
a11 + 23c1Hη
)
x
y
dHη + d[ ] + 23c1d1
(
x
3y2
− 2x
3y
Hη
)
dHη
− d1
(
a11 + 23c1Hη
)
× η
3
ω00 + c4d1 × 13ω00 +
2
3
c1d2
x
3y3
dHη
− d2
(
a11 + 23c1Hη
)
× 2
3
ω00 + c4d2 12η
(
− 5x
3y2
+ 10x
3y
Hη
)
dHη
+ c4d2 16η (5 + 2ηHη)ω00 −
2
3
c1
(
d1
x
y2
+ d2 x
y3
)
dHη,
=
(
−a11d1 x
y
− 10
9
c1d1
x
y
Hη − 49c1d1
x
y2
+ 5
3η
c4d2
x
y
Hη − 56ηc4d2
x
y2
− 4
9
c1d2
x
y3
)
dHη + d[ ] +
[
1
6η
(−2a11d1η2 + 2ηc4d1 − 4ηa11d2 + 5c4d2)
+ 1
9
(−2ηc1d1 − 4c1d2 + 3c4d2)Hη
]
ω00,
according to Lemmas 3.6 and 4.1.
3. Decomposition of gˆ2 dR˜1.
gˆ2 dR˜1 =
(
d3
x
y
+ d4 x
y2
)
d
[
c2
1
y
+ c3 1
y2
+ b10Hη 1
y
]
,
= d3(c2 + b10Hη)x
y
d
[
1
y
]
+ c3d3 x
y
d
[
1
y2
]
+ d4(c2 + b10Hη) x
y2
d
[
1
y
]
+ c3d4 x
y2
d
[
1
y2
]
+ b10
(
d3
x
y2
+ d4 x
y3
)
dHη.
Lemma 4.11. We have the following identities,
x
y2
d
[
1
y
]
= d
[
x
3y3
]
− 1
3
ω00,
x
y2
d
[
1
y2
]
= d
[
x
2y4
]
− 1
2
dx
y4
.
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gˆ2 dR˜1 = −d3(c2 + b10Hη)x
y
dHη + d[ ] − b10d3
(
2x
3y2
+ 2x
3y
Hη
)
dHη
+ d3(c2 + b10Hη)×
(
−η
3
ω00
)
+ c3d3 ×
(
−2
3
ω00
)
− 1
3
b10d4
x
y3
dHη
+ d4(c2 + b10Hη)×
(
−1
3
ω00
)
+ c3d4
(
5
6η
x
y2
− 5
3η
x
y
Hη
)
dHη
− 1
6η
c3d4(5 + 2ηHη)ω00 + b10
(
d3
x
y2
+ d4 x
y3
)
dHη,
=
(
−c2d3 x
y
− 5
3
b10d3
x
y
Hη + 13b10d3
x
y2
− 5
3η
c3d4
x
y
Hη + 56ηc3d4
x
y2
+ 2
3
b10d4
x
y3
)
dHη + d[ ] +
[(
−η
3
c2d3 − 23c3d3 −
1
3
c2d4 − 56ηc3d4
)
+
(
−η
3
b10d3 − 13b10d4 −
1
3
c3d4
)
Hη
]
ω00.
4. Decomposition of gˆ2 dRˆ1.
gˆ2 dRˆ1 =
(
d3
x
y
+ d4 x
y2
)
d
[
−a11 x
y
+ c4 x
y2
− 2
3
c1Hη
x
y
]
,
= −d3
(
a11 + 23c1Hη
)
x
y
d
[
x
y
]
+ c4d3 x
y
d
[
x
y2
]
− d4
(
a11 + 23c1Hη
)
x
y2
d
[
x
y
]
+ c4d4 x
y2
d
[
x
y2
]
− 2
3
c1
(
d3
x2
y2
+ d4 x
2
y3
)
dHη.
Lemma 4.12. We have the following identities,
x
y2
d
[
x
y
]
= 1
2y
dHη + d
[
1
4y2
− η
6y3
]
,
x
y2
d
[
x
y2
]
= d
[
x2
2y4
]
.
Proof.
x
y2
d
[
x
y
]
= x
y3
dy − x
2
y4
dy = 1
2y
(
2x
y2
dx − 2x
y3
dy
)
,
= 1
2y
(
dHη − 1
y2
dy + η
y3
dy
)
= 1
2y
dHη − 12y3 dy +
η
2y4
dy,
= 1
2y
dHη + d
[
1
4y2
− η
6y3
]
.
The second one is obvious. 
628 M. Gentes / Bull. Sci. math. 133 (2009) 597–643gˆ2 dRˆ1 = d[ ] + 23c1d3
x2
2y2
dHη − 12c4d3
1
y
dHη − 12d4
(
a11 + 23c1Hη
)
1
y
dHη
+ 2
3
c1d4
(
1
4y2
− η
6y3
)
dHη − 23c1
(
d3
x2
y2
+ d4 x
2
y3
)
dHη,
=
(
−1
2
c4d3
1
y
− 1
2
a11d4
1
y
− c1d4Hη 1
y
+ 5
6
c1d4
1
y2
− 4η
9
c1d4
1
y3
− 1
3
c1d3
x2
y2
)
dHη + d[ ].
Lemma 4.13. The 1-form g2ω can be decomposed as follows
g2ω = g3 dHη + dR3 +N3,
where
g3 and R3 are analytic functions on the half-plane {y > 0},
N3 = A33ω00,
and
A33 =
1
4η
b10c4(b10 − 2ηc2 − 4c3)+ 118η (ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4).
Proof. Taking into account the previous computations, we have
N3 =
[
1
6η
(−2η2a11d1 + 2ηc4d1 − 4a11d2 + 5c4d2 − 2η2c2d3 − 2ηc2d4 − 4c3d3 − 5c3d4)
+ 1
9
(−2ηc1d1 − 4c1d2 + 3c4d2 − 3ηb10d3 − 3b10d4 − 3c3d4)Hη
]
ω00.
Moreover, considering the expressions of d1, d2, d3 and d4 gives
−2ηc1d1 − 4c1d2 + 3c4d2 − 3ηb10d3 − 3b10d4 − 3c3d4,
= −2ηc1
(
3
2
b10b11 − 12c1c4 +
2
3
c21
)
+ (3c4 − 4c1)
(
3
2
b210 −
η
3
c21
)
− 3ηb10
(
−c1c2 + 32a11b10 − b11c1
)
− 3(b10 + c3)(−2b10c1),
= −3ηb10b11c1 + ηc21c4 −
4
3
ηc31 − 6b210c1 +
4
3
ηc31 +
9
2
b210 − ηc21c4
+ 3ηb10c1c2 − 92ηb
2
10a11 + 3ηb10b11c1 + 6b210c1 + 6b10c1c3,
= 3
2
b10
[
3b10(c4 − ηa11)+ 2c1(2c3 + ηc2)
]
,
= 0,
and
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= 2η(c4 − ηa11)(d1 + 2d2)+ c4d2 − 2(2c3 + ηc2)(ηd3 + d4)− c3d4,
= [3b10(c4 − ηa11)+ 2c1(2c3 + ηc2)](ηb11 + 2b10 + ηc2)
− 3ηb10c2c4 + 32b
2
10c4 + 2b10c1c3 + η2a11c1c4 − ηc1c24 −
η
3
c21c4 − 6ηa11b10c3,
= 3
2
b10c4(b10 − 2ηc2)+ 2b10c3(c1 − 3ηa11)+ η3 c1c4(3ηa11 − c1 − 3c4),
= 3
2
b10c4(b10 − 2ηc2 − 4c3)+ 13 (ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4). 
One deduces,
Proposition 4.14. The third Melnikov function M3 can be expressed as a polynomial of degree
one in h
M3(h) = P 33 (h),
where
P 33 (X) =
3A33π√
2η5/2
(1 + 2ηX).
Corollary 4.15. M3 has no zero in the open interval ]−1/2η,0[.
5. Higher order Melnikov functions
5.1. Case c0 = c1 = b10 = 0
We prove now the following proposition which is useful for the proof of Theorem 1.3.
Proposition 5.1. Suppose that
(i) the first Melnikov function vanishes identically,
(ii) c0 = c1 = b10 = 0.
Then, for all k  1, we have the successive decompositions:
gkω = gk+1 dHη + dRk+1 +Nk+1,
where
gk+1 = (g1)k+1 =
(
−b11
2
)k+1
,
Rk+1 is an analytic function on the half-plane {y > 0},
Nk+1 ≡ 0.
Proof. Let us proceed by induction on the integer k, k  1. For k = 1 the result is an obvious
consequence of the hypothesis and of the decomposition given in Lemma 3.9.
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have the relation
gk+1 dHη + dRk+1 +Nk+1 = gkω = g1gk dHη + gk dR1 + gkN1.
Assuming the hypothesis on gk and N1, we have the identity
gkω = g1gk dHη + d[gkR1],
so that
gk+1 = g1gk = (g1)k+1, and Nk+1 ≡ 0.
This ends up the proof. 
One deduces the following corollary on all Melnikov functions,
Corollary 5.2. Suppose that
(i) the first Melnikov function vanishes identically,
(ii) c0 = c1 = b10 = 0.
Then all Melnikov functions vanish identically,
∀k  1, Mk ≡ 0.
Proof. For k  1, Françoise’s algorithm provides that
Mk+1(h) = −
∫
Hη=h
gkω.
Substituting the previous decomposition of gkω (k  1) in the expression of Mk+1, we obtain
Mk+1(h) = −
∫
Hη=h
Nk+1,
≡ 0, ∀k  1. 
5.2. Case c1 = c4 = a11 = 0
We prove another proposition which is useful for the proof of Theorem 1.3.
Proposition 5.3. Suppose that
(i) the first and second Melnikov functions vanish identically,
(ii) c1 = c4 = a11 = 0.
Then for all k  1 we have the successive decompositions:
gkω = gk+1 dHη + dRk+1 +Nk+1,
where
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of (Li,j )0i+jk+1,
Rk+1 is an analytic function on the half-plane {y > 0},
Nk+1 ≡ 0.
Proof. Let us proceed by induction on the integer k, k  1. The result is clear for g2. Further-
more, we assume that
c1 = c4 = a11 = 0,
which is equivalent to the cancellation of M2 and also of the coefficients A2, B2 and C2 in the
decomposition obtained in Lemma 3.9. Hence
N2 ≡ 0.
We suppose the result true for an integer k  1. By definition of gk+1, Rk+1 and Nk+1, we
have the relation
gk+1 dHη + dRk+1 +Nk+1 = gkω = g1gk dHη + gk dR1 + gkN1.
g1gk contributes to gk+1 and only contains functions Li,j with 0 i + j  k + 1.
Furthermore, the hypothesis
M1 ≡ 0,
ensures that
N1 ≡ 0.
We just have to study gk dR1: taking into account constraints on c1, c4 and a11, R1 does not
depend on x anymore,
R1(y,Hη) = c2 1
y
+ c3 1
y2
+ a02 lny + b10 1
y
Hη − c0 lnyHη.
In addition, the recurrence hypothesis for k ensures that gk is a linear combination of func-
tions Lm,n for 0  m + n  k. Consequently, by linearity it will be enough to deal with one
function Lm,n, 0m+ n k:
Lm,n dR1 = −c2Lm,n+2 dy − 2c3Lm,n+3 dy + a02Lm,n+1 dy + b10θ0,1,m,n − c0θ1,0,m,n,
where (a02Lm,n+1 − c1Lm,n+2 − 2c2Lm,n+3) dy expresses as the differential of a linear combi-
nation of functions Li,j and contributes only to dRk+1 (Lemma 3.1).
According to Lemma 3.4, θ0,1,m,n expresses as linear combination of 1-forms μi,j and νi,j
for 0 i m and j = n+ 1, hence,
0 i + j m+ n+ 1 k + 1,
and, θ1,0,m,n expresses as linear combination of 1-forms μi,j and νi,j for 0  i  m + 1 and
j = n, hence,
0 i + j m+ 1 + n k + 1.
All previous terms only contribute to the functions gk+1 and Rk+1 of the wished decomposi-
tion, thus
Nk+1 ≡ 0. 
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Corollary 5.4. Suppose that
(i) the first and second Melnikov functions vanish identically,
(ii) c1 = c4 = a11 = 0.
Then all Melnikov functions vanish identically,
∀k  1, Mk ≡ 0.
Under the assumptions of the theorem, the singularity remains a center for the perturbed
system. However, we cannot exhibit a first integral.
5.3. Case c0 = c1 = c4 − ηa11 = 0
The third Melnikov function M3 vanishes if and only if
A13 = B13 = 0 ⇐⇒
{
a11 = 0,
or b10 = 0,
or a02 = b10 − 2ηc2 − c4 = 0.
Case a11 = 0. Combining this condition with the previous one gives
c1 = c4 = a11 = 0,
which has already been treated.
Case b10 = 0. We have
c0 = c1 = b10 = 0,
in which case we have seen in previous section that the system is integrable with first integral
Hε =
(
1 − b11
2
ε
)
Hη + εR1,
and the integrating factor ψ .
Case a02 = b10 − 2ηc2 − c4 = 0.
g3 = −b
3
11
8
+ d1
y
+ d2
y2
+ d3
y3
+ d4 x
y
+ d5 x
y5
,
R1 = c2
y
+ 1
4
(b10 − 2ηc2) 1
y2
+ b10Hη 1
y
− a11 x
y
+ ηa11 x
y2
,
with
d1 = −38b10
(
2a211 + 3b211
)
, d2 = −94b
2
10b11, d3 = −
5
4
b310,
d4 = −34a11b10(3b11 + 2c2), d5 = −3a11b
2
10.
We set
g3 dR1 = d
[−b311 R1
]
+ g˜3 dR˜1 + g˜3 dRˆ1 + gˆ3 dR˜1 + gˆ3 dRˆ1,8
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g˜3(y) = d1
y
+ d2
y2
+ d3
y3
, gˆ3(x, y) = d4 x
y
+ d5 x
y2
,
R˜1(y,Hη) = c2
y
+ 1
4
(b10 − 2ηc2) 1
y2
+ b10Hη 1
y
, Rˆ1(x, y) = −a11 x
y
+ ηa11 x
y2
.
In this case we compute N4. We denote by ˜˜N4, ˆ˜N4, ˜ˆN4 and ˆˆN4 the contribution of g˜3 dR˜1,
g˜3 dRˆ1, gˆ3 dR˜1 and gˆ3 dRˆ1 respectively for N4.
1. Computation of ˜˜N4. We already know that
˜˜
N4 ≡ 0.
2. Computation of ˆ˜N4.
g˜3 dRˆ1 =
(
d1
y
+ d2
y2
+ d3
y3
)
d
[
−a11 x
y
+ ηa11 x
y2
]
,
= a11
{
−d1 1
y
d
[
x
y
]
− d2 1
y2
d
[
x
y
]
− d3 1
y3
d
[
x
y
]
+ ηd1 1
y
d
[
x
y2
]
+ ηd2 1
y2
d
[
x
y2
]
+ ηd3 1
y3
d
[
x
y2
]}
.
Lemma 5.5. We have the following identities,
1
y3
d
[
x
y
]
= d
[
x
4y4
]
+ 3
4
dx
y4
,
1
y3
d
[
x
y2
]
= d
[
2x
5y5
]
+ 3
5
dx
y5
,
η
dx
y5
= − 5x
3y3
dHη + d[ ] + 74
dx
y4
+ 4
3
Hηω00.
Proof. We proceed like Lemma 4.1:
1
y3
d
[
x
y
]
= dx
y4
− x
y5
dy = d
[
x
4y4
]
+ 3
4
dx
y4
,
1
y3
d
[
x
y2
]
= dx
y5
− 2x
y6
dy = d
[
2x
5y5
]
+ 3
5
dx
y5
.
For the expression of dx
y5
, we follow the same scheme of proof as in Lemmas 2.1 and 4.1.
Remarking that
dx
y5
= d
[
x
y5
]
+ 5x
y6
dy,
dx
y4
= d
[
x
y4
]
+ 4x
y5
dy,
we can find the identity,
4η
dx
5 − 5
dx
4 = −
20x
3 dHη + d[ ] +
16
Hηω00 + 2dx4 . y y 3y 3 y
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ˆ˜
N4 = a11
[
−d1 × η3ω00 − d2 ×
2
3
ω00 − d3 × 14η (5 + 2ηHη)ω00 + ηd1 ×
1
3
ω00
+ ηd2 × 16η (5 + 2ηHη)ω00 + ηd3 ×
3
5η
(
7
12η
(5 + 2ηHη)ω00 + 43Hηω00
)]
,
= a11
[(
d2
6
+ d3
2η
)
+
(
η
3
d2 + d3
)
Hη
]
ω00,
= a11
6η
(ηd2 + 3d3)(1 + 2ηHη)ω00.
3. Computation of ˜ˆN4.
gˆ3 dR˜1 =
(
d4
x
y
+ d5 x
y2
)
d
[
c2
y
+ 1
4
(b10 − 2ηc2) 1
y2
+ b10Hη 1
y
]
,
= d4
(
(c2 + b10Hη)x
y
d
[
1
y
]
+ 1
4
(b10 − 2ηc2)x
y
d
[
1
y2
])
+ d5
(
(c2 + b10Hη) x
y2
d
[
1
y
]
+ 1
4
(b10 − 2ηc2) x
y2
d
[
1
y2
])
+ ( ) dHη + d[ ].
Lemmas 4.2 and 4.11 ensure that
˜ˆ
N4 = d4
[
(c2 + b10Hη)×
(
−η
3
ω00
)
+ 1
4
(b10 − 2ηc2)×
(
−2
3
ω00
)]
+ d5
[
(c2 + b10Hη)×
(
−1
3
ω00
)
+ 1
4
(b10 − 2ηc2)×
(
− 1
6η
(5 + 2ηHη)ω00
)]
,
=
[(
−η
3
c2d4 − 16b10d4 +
η
3
c2d4 − 13c2d5 −
5
24η
b10d5 + 512c2d5
)
+
(
−η
3
b10d4 − 13b10d5 −
1
12
b10d5 + η6 c2d5
)
Hη
]
ω00,
= 1
24η
(2ηc2d5 − 4ηb10d4 − 5b10d5)(1 + 2ηHη)ω00.
4. Computation of ˆˆN4.
gˆ3 dRˆ1 = (d4 + d5Hη)x
y
d
[
−a11 x
y
+ ηa11 x
y2
]
,
= a11(d4 + d5Hη)
(
−x
y
d
[
x
y
]
+ ηx
y
d
[
x
y2
])
,
= ( ) dHη + d[ ],
according to Lemma 4.3. Hence,
ˆˆ
N4 ≡ 0.
As a consequence,
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= 1
24η
[
4a11(ηd2 + 3d3)+ (2ηc2d5 − 4ηb10d4 − 5b10d5)
]
(1 + 2ηHη)ω00,
= 1
24η
[
4a11
(
−9
4
ηb210b11 + 3 ×
(
−5
4
)
b310
)
+ 2ηc2
(−3a11b210)
− 4ηb10
(
−3
4
a11b10(3b11 + 2c2)
)
− 5b10 ×
(−3a11b210)
]
(1 + 2ηHη)ω00,
= 0.
Lemma 5.6. The 1-form g3ω can be decomposed as follows
g3ω = g4 dHη + dR4,
where g4 and R4 are analytic functions on the half-plane {y > 0}.
The cancellation of N4 ensures that
Proposition 5.7. The fourth Melnikov function M4 vanish identically
M4(h) ≡ 0.
The computation of higher order Melnikov functions becomes involved. In the next section
we nevertheless precise the nature of the 1-forms Nk+1, k  3.
5.4. Case c1 = a11 = 3b10 + 2ηc0 = 0
According to Proposition 4.9, the third Melnikov function M3 vanishes if and only if
A23 = B23 = C23 = 0 ⇐⇒ c0c4 = 0 ⇐⇒ c0 = 0 or c4 = 0.
If c0 = 0, we are in the integrable case c0 = c1 = b10 = 0.
If c4 = 0, we are in the case c1 = c4 = a11 = 0, in which one we have just proved that all
Melnikov functions vanish identically.
5.5. Case c0 = a02 = 3b10(c4 − ηa11)+ 2c1(2c3 + ηc2) = 0
The condition of cancellation of M3,
9b10c4(b10 − 2ηc2 − 4c3)+ 2(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4) = 0,
is uneasy to handle. Thus, the computation of M4 becomes more involved and we stop at this
point.
6. Algebraic result – Proof of Theorem 1.3
In the cases
c0 = c1 = c4 − ηa11 = a02 = b10 − 2ηc2 − c4 = 0, (6.1)
636 M. Gentes / Bull. Sci. math. 133 (2009) 597–643and
c0 = a02 = 3b10(c4 − ηa11)+ 2c1(2c3 + ηc2)
= 9b10c4(b10 − 2ηc2 − 4c3)+ 2(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4) = 0, (6.2)
we have stop the computation of the successive Melnikov functions.
We introduce the functions (rm,n)m,n0 and (sm,n)m0, n1, and the 1-forms (τk)k1 as fol-
lows
rm,n(y,Hη) = 1
yn
Hmη ,
sm,n(x, y,Hη) = x
yn
Hmη = xrm,n(y,Hη),
τk = dx
yk
.
Remark 6.1. By definition,
τ1 = ω02, τ2 = ω01, τ3 = ω00.
Lemma 6.2. For all k  3, we have the identity,
ητk+1 = −k + 1
k − 1 s0,k−1 dHη + d[ ] +
2k − 1
k
τk + 2(k − 2)
k − 1 Hητk−1.
Proof. We have already proved this identity for k = 3 and k = 4 in Lemmas 4.1 and 5.5. The
proof for k  5 follows the same scheme.
We remark that
τk+1 = d
[
x
yk+1
]
+ (k + 1) x
yk+2
dy,
τk = d
[
x
yk
]
+ k x
yk+1
dy,
hence,
kητk+1 − (k + 1)τk = d[ ] + k(k + 1) x
yk−1
(
η
y3
− 1
y2
)
dy,
= d[ ] + k(k + 1) x
yk−1
(
−dHη + 2x
y2
dx − 2x
2
y3
dy
)
,
= −k(k + 1)s0,k−1 dHη + d[ ] + 2k(k + 1) x
2
yk+1
dx
− 2k(k + 1) x
3
yk+2
dy.
Moreover,
d
[
x3
yk+1
]
= 3x
2
yk+1
dx − (k + 1) x
3
yk+2
dy,
x2
k+1 dx =
x
k−1 ×
2x
2 dx =
1
s0,k−1 dHη + xk Hη dy +
x
k+1 dy,y 2y y 2 y 2y
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2
s0,k−1 dHη + d[ ] + 1
k − 1 s0,k−1 dHη +
Hη
k − 1τk−1 +
1
2k
τk,
= k + 1
2(k − 1) s0,k−1 dHη + d[ ] +
Hη
k − 1τk−1 +
1
2k
τk.
So that
kητk+1 − (k + 1)τk = −k(k + 1)
k − 1 s0,k−1 dHη + d[ ] +
2k(k − 2)
k − 1 Hητk−1 + (k − 2)τk,
hence the result. 
Corollary 6.3. For all k  3, there exists a polynomial Tk such that
τk = ( ) dHη + d[ ] + Tk(Hη)ω00.
Proof. The cases k = 3 and k = 4 have already been dealt with in Lemmas 4.1 and 5.5. For all
k  5, this is an obvious consequence of Lemma 6.2. 
Proposition 6.4. Considering the two previous cases (6.1) and (6.2), we have the following
decomposition for any integer k  1
gkω = gk+1 dHη + dRk+1 +Nk+1,
where
gk+1 is a linear combination of functions (rm,n)m,n0 and (sm,n)m0,n1,
Rk+1 is an analytic function on the half-plane {y > 0},
Nk+1 = Sk+1(Hη)ω00,
and Sk+1 is a polynomial, which coefficients depend only on the perturbation’s one.
Proof. Let us proceed by induction on the integer k, k  1. The result is clear for g2 (and even
for g1). Furthermore, in the two cases we have
M1 ≡ 0, and M2 ≡ 0,
which is equivalent to the cancellation of the 1-forms N1 and N2.
We suppose the result true for an integer k  1. We have then the relation
gk+1 dHη + dRk+1 +Nk+1 = gkω = g1gk dHη + gk dR1 + gkN1.
g1gk contributes to gk+1 and only contains functions (rm,n)m,n0 and (sm,n)m0, n1. In fact,
considering some integers m, n, i, j , we have the following results:
rm,nri,j = rm+i,n+j ,
rm,nsi,j = sm+i,n+j ,
sm,nsi,j = x2rm+i,n+j = rm+i+1,n+j−2 + rm+i,n+j−1 − η2 rm+i,n+j (n, j  1),
according to the relation
x2
2 = Hη +
1 − η2 .y y 2y
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M1 ≡ 0,
ensures that
N1 ≡ 0.
We just have to study gk dR1: taking into account the constraints on a02 and c0, R1 expresses
as a linear combination of r0,1, r0,2, r1,1, s0,1, s0,2 and s1,1,
R1 ∈ Vect(r0,1, r0,2, r1,1, s0,1, s0,2, s1,1).
Considering two integers m and n and a couple
(i, j) ∈ {(0,1), (0,2), (1,1)},
we have to study different cases.
First,
rm,n dri,j = irm+i−1,n+j dHη − jrm+i,n+j+1 dy,
= irm+i−1,n+j dHη + d
[
j
j + nrm+i,n+j
]
− j (m+ i)
j + n rm+i−1,n+j dHη,
= in−mj
n+ j rm+i−1,n+j dHη + d
[
j
j + nrm+i,n+j
]
.
There is no contribution to Nk+1.
Considering j  1,
rm,n dsi,j = rm,n d(xri,j ) = rm+i,n+j dx + sm,n dri,j ,
= Hm+iη τn+j + sm,n dri,j .
The first term can be treated thanks to Lemma 6.2. Its contribution to Nk+1 takes the form
S
m,n,i,j
k+1 (Hη)ω00,
where Sm,n,i,jk+1 is a polynomial.
Considering n 1,
sm,n dri,j = ism+i−1,n+j dHη − jsm+i,n+j+1 dy,
= ism+i−1,n+j dHη + d
[
j
j + nsm+i,n+j
]
− j
j + nH
m+i
η τj+n
− j (m+ i)
j + n sm+i−1,n+j dHη,
= in−mj
n+ j sm+i−1,n+j dHη + d[ ] −
j
j + nH
m+i
η τn+j .
Considering n, j  1,
sm,n dsi,j = x2rm,n dri,j + xrm+i,n+j dx,
= x2rm,n dri,j − x
2
drm+i,n+j + d[ ].2
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x2rm,n dri,j =
(
y2Hη + y − η2
)(
in−mj
n+ j rm+i−1,n+j dHη + d
[
j
j + nrm+i,n+j
])
,
= in−mj
n+ j
(
rm+i,n+j−2 + rm+i−1,n+j−1 − η2 rm+i−1,n+j
)
dHη + d[ ]
− j
j + nrm+i,n+j
(
(2yHη + 1) dy + y2 dHη
)
.
This completes the proof. 
Therefore, we have the following algebraic result for the 1-forms (Nk)k1:
Theorem 6.5. The 1-forms (Nk)k1 belong to the finite-type module generated by ω00 and ω02
on Ra,b[Hη], where Ra,b = R[ai,j , bi,j ,0 i, j  2].
Proof. The previous decompositions of ω, g1ω and g2ω, obtained in Lemmas 2.2, 3.9, 4.4, 4.8
and 4.13, provide such expressions for N1, N2 and N3. For k  4, we have encountered four
cases:
• case c0 = c1 = b10 = 0, for which we have proved in Proposition 5.1 that
∀k  4, Nk ≡ 0,
• case c1 = c4 = a11 = 0, for which we have proved in Proposition 5.3 too the cancellation
of (Nk)k4,
• cases (6.1) and (6.2), for which the nature of (Nk)k4 have just been studied in Proposi-
tion 6.4. 
From this theorem we can easily deduce the proof of Theorem 1.3.
Proof of Theorem 1.3. For k  1, we denote by Uk and Vk the two polynomials with coefficients
in Ra,b such that
Nk = Uk(Hη)ω00 + Vk(Hη)ω02.
Therefore,
Mk(h) = −
∫
Hη=h
Nk,
= −2(Uk(h)I3(h)+ Vk(h)I1(h)),
= − 3π√
2η5/2
Uk(h)Π2(
√−h)− π
√
2
η
Vk(h)Π1(
√−h).
This completes the proof. 
7. An Abel equation studied by Liouville
In reference [5], Liouville studies a particular Abel equation, which is given under the follow-
ing initial form,
640 M. Gentes / Bull. Sci. math. 133 (2009) 597–643y′ + (3mx2 + 4m2x +m1)y3 + 3xy2 = 0, (7.1)
where m and m1 are real constants.
This equation can sometimes be brought back to a one-parameter equation,
Lemma 7.1. For m = 0 and 1 − 3m14m3  0, Eq. (7.1) is equivalent to
y′ = 2(x2 − α2)y3 + 2(x + 1)y2, α  0. (7.2)
Proof. For m = 0, we use the change of variables:
x = −2m
3
(x˜ + 1), y = − 3
2m2
y˜,
and find,
dy˜
dx˜
= 2
[
x˜2 −
(
1 − 3m1
4m3
)]
y˜3 + 2(x˜ + 1)y˜2.
For
1 − 3m1
4m3
 0,
we set
α2 = 1 − 3m1
4m3
,
so that y˜ satisfies (7.2). 
In the sequel, we consider the following system associated to Eq. (7.2){
x˙ = −y,
y˙ = 2(x2 − α2)+ 2(x + 1)y. (7.3)
Let us study this system in the Poincaré’s sphere. Using coordinate (X,Y,Z), we set
S2 = {(X,Y,Z) ∈ R ∣∣X2 + Y 2 +Z2 = 1},
S2+ = S2 ∩ {Z > 0}.
The system (7.3) is equivalent in the Poincaré’s sphere to the cancellation of the 1-form de-
pending on (X,Y,Z) (see [6]):
Ω = [2(X2 − α2Z2)+ 2(X +Z)Y ]Z dX +Z2Y dY
+ [−Y 2Z − 2X(X2 − α2Z2)− 2XY(X +Z)]dZ.
The singularities at equator (Z = 0) are the solutions of
X2(X + Y) = 0, (X,Y ) ∈ S1.
(i) X = 0 and Y = ±1,
(ii) X = −Y and X2 + Y 2 = 1 hence X = ± 1√
2
.
In order to look for the nature of the singular point (0,1), we project the 1-form Ω on the axis
Y = 1 and get the system:{
X˙ = Z + 2X(X +Z +X2 − α2Z2),
Z˙ = 2Z(X +Z +X2 − α2Z2). (7.4)
M. Gentes / Bull. Sci. math. 133 (2009) 597–643 641Fig. 4. Vector field with a singularity with elliptic domains at (0,0).
Proposition 7.2. (See Fig. 4.) System (7.4) has a singularity at (0,0) with elliptic domains.
Proof. The Jacobian matrix in this point is
( 0 1
0 0
)
.
Zero is a double eigenvalue, we consequently introduce the change of variables{
x = X,
z = Z + 2X(X2 − α2Z2)+ 2X(X +Z),
for which the new system displays as follows{
x˙ = z,
z˙ = a2m+1x2m+1
(
1 + h(x))+ bnxnz(1 + k(x))+ z2R(x, z),
where h, k and R are polynomials and
m = n = 1, a3 = −4 < 0, b1 = 6 > 0, λ = b2 + 4(m+ 1)a3 = 4 0.1
642 M. Gentes / Bull. Sci. math. 133 (2009) 597–643According to the classification of non-classical critical points given in [6], system (7.4) has
a singularity at (0,0) with elliptic domains. 
Remark 7.3. System (7.3) is integrable [2] and its first integral depends on transcendent func-
tions [7]:
H(x,y) = (α + x)Iα(
√
x2 + 1/y − α2 )+√x2 + 1/y − α2Iα+1(√x2 + 1/y − α2 )
(α + x)Kα(
√
x2 + 1/y − α2 )−√x2 + 1/y − α2Kα+1(√x2 + 1/y − α2 ) ,
where Iα and Kα are modified Bessel function of first and second kind with subscript α.
Proposition 7.4. System (1.1) is a normal form of system (7.3) at infinity near the singularity
with elliptic domains.
Proof. In this proof we use the normal form theory explained in [6]. Setting X = (X,Z), we
write system (7.4)
X˙ = JX + F2(X)+O
(|X|),
with
J =
(
0 1
0 0
)
, F2(X) = 2
(
X(X +Z)
Z(X +Z)
)
.
Thanks to an analytic transformation of coordinates of the form
X = x + h(x), x = (x, z),
the normal form theory allows us to simplify the nonlinear part of system (7.4). The new system
can be expressed as follows
x˙ = Jx + F˜2(x)+O
(∣∣x3∣∣),
where
F˜2 = Jh2(x)−Dh2(x)Jx + F2(x), (7.5)
and
h(x) = h2(x)+O
(∣∣x3∣∣).
We are also looking for a transformation h such that F˜2 is as simple as possible. Hence, we
substitute into (7.5) the function
h2(x) =
(
a20x2 + a11xz + a02z2
b20x2 + b11xz + b02z2
)
,
and search the coefficients for which the following expression of F˜2 is simple
F˜2(x) =
(
(b20 + 2)x2 + (b11 − 2a20 + 2)xz + (b02 − a11)z2
2(1 − b20)xz + (2 − b11)z2
)
.
Taking b20 = 0, a20 = b11 = 2 and a11 = b02, we obtain
F˜2 =
(
2x2
2xz
)
,
M. Gentes / Bull. Sci. math. 133 (2009) 597–643 643and also{
x˙ = z + 2x2,
z˙ = 2xz.
Finally, the change of variables x˜ = −x, z˜ = −z, allows us to recover system (1.1). 
References
[1] A. Buica, A. Gasull, J. Yang, The third Melnikov function of a quadratic center under quadratic perturbations, J. Math.
Anal. Appl. 331 (2007) 443–454.
[2] E.S. Cheb-Terrab, A.D. Roche, Abel ODEs: Equivalence and Integrable Classes, 2000
[3] J.-P. Françoise, Successive derivatives of a first return map, application to the study of quadratic vector fields, Ergodic
Theory Dynam. Systems 16 (1996) 87–96.
[4] I. Iliev, Perturbation of quadratic centers, Bull. Sci. Math. 122 (1998) 107–161.
[5] R. Liouville, Sur une équation différentielle du premier ordre, Acta Math. 27 (1) (1903) 55–78.
[6] L. Perko, Differential Equations and Dynamical Systems, Springer, 2001.
[7] G.N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge Univ. Press, 1944.
