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CHAPITRE 1
Introduction
Parmi les différentes techniques d’imagerie non invasive qui ont émergé dans les dernières
décennies, l’imagerie par résonance magnétique nucléaire, ou IRM, présente des intérêts tout
particuliers qui en font une des modalités les plus utilisées en diagnostic clinique. Elle est no-
tamment la modalité de choix pour l’étude des tissus mous tels que le cerveau, les organes
abdominaux ou les muscles. Le principe de l’IRM permet d’étudier tout objet, corps ou tissu
contenant des atomes d’hydrogène1 qu’il contient. Placés dans un puissant champ magnétique
statique, les atomes d’hydrogène s’orientent dans la même direction. Ils sont alors excités par
un champ magnétique radiofréquence (RF) durant une très courte période : ils sont mis en ré-
sonance. A l’arrêt de cette stimulation, les atomes restituent l’énergie accumulée en produisant
un signal qui est enregistré et traité sous forme d’image.
Le domaine médical n’est pas le seul qui puisse bénéficier des apports de cette technique.
Ainsi, par exemple, il est possible d’utiliser l’IRM pour l’étude des matériaux [Blümich,
2000]. Citons la caractérisation de l’écoulement de l’eau dans les milieux poreux tels que le
ciment [Faure et Care, 2006; Gussoni et al., 2004], la caractérisation de la rhéologie des maté-
riaux fluides [Ovarlez et al., 2006] ou l’étude de polymères [Cranitch et al., 2007]. Un autre
domaine d’application qui nous concernera plus particulièrement dans ce document est l’étude
des procédés et des produits agroalimentaires. L’IRM est particulièrement intéressante dans ce
domaine applicatif [Mariette, 2004]. En effet, l’atome d’hydrogène se retrouve en abondance
dans les aliments, en particulier dans l’eau et les lipides. En outre, le caractère non-invasif de
1Nous nous intéressons dans ces travaux à l’imagerie du noyau d’hydrogène. C’est l’imagerie la plus largement
utilisée. Cependant, il est à noter que cette technique permet d’explorer d’autres atomes qui possèdent un nombre
impair de nucléons (protons + neutrons) tels que le phosphore 31, le carbone 13, le sodium 23, le potassium 39 ou
le fluor 19.
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cette technique permet d’étudier de façon privilégiée les procédés tels que la congélation, la dé-
congélation, la pousse ou la cuisson dans le cas des produits céréaliers par exemple [Grenier et
al., 2003; Wagner et al., 2008; Regier et al., 2007; Hong et al., 1996]. Les applications dans les
produits végétaux sont également nombreuses. Il s’agit de caractériser les fruits et les légumes
en fonction des conditions de culture [Menzel et al., 2007] ou d’identifier les origines des fruits
afin d’en assurer la traçabilité [Sequi et al., 2007; Valentini et al., 2006] . Par exemple, le suivi
longitudinal de la tomate en cours de maturation est rendu possible sans intrusion destructive
du fruit [Musse et al., 2007] . L’IRM peut être utilisée pour caractériser des produits fromagers
en fonction de leur condition de fabrication ou de leur stade d’affinage [Chaland, 1999; Ruan
et al., 1998; Mahdjoub et al., 2003]. Enfin, la répartition des tissus musculaires et adipeux chez
les animaux destinés à la consommation, tels que le porc ou le poisson, peut être étudiée par
IRM [Monziols et al., 2006; Collewet et al., 2005; Mitchell et al., 2001; Baulain, 1997]. L’ob-
jectif est alors de trouver les meilleures conditions d’élevage et d’alimentation afin d’obtenir
avec un rendement acceptable des animaux à haute valeur nutritionnelle.
1.1 Cible applicative et contexte
La cible applicative des travaux rapportés dans ce document est l’étude de la distribution des
tissus adipeux et musculaire chez le poisson. Cette distribution a un impact sur la qualité du pro-
duit qui est directement reliée à la localisation du tissu adipeux dans la masse musculaire [Robb
et al., 2002]. Des travaux réalisés au Cemagref ont montré que l’IRM était une technique tout à
fait adaptée pour permettre la caractérisation tissulaire des poissons [Toussaint et al., 2005]. En
particulier, de très bons contrastes peuvent être obtenus en utilisant un protocole d’acquisition
particulier, appelé « pondération T1 » qui fera l’objet de notre étude. L’étude de l’influence des
conditions d’élevage et d’alimentation sur la répartition des tissus repose sur une analyse statis-
tique effectuée sur un nombre relativement grand d’« individus », de l’ordre de 50. Le nombre
d’images nécessaires pour caractériser un poisson dans toute sa longueur est de l’ordre de 15,
ce qui porte à 750 le nombre total d’images. Une simple visualisation n’est pas envisageable et
une analyse automatique des images est indispensable. De plus, des données quantitatives les
plus précises possible sont attendues afin de pouvoir distinguer des effets relativement faibles
et également de relier les informations issues de l’IRM à d’autres données issues de capteurs
complémentaires [Marty-Mahe et al., 2004]. Ainsi, il s’agit dans cette application d’apporter
une quantification précise de la répartition des tissus.
La quantification des tissus est une problématique également importante dans les applica-
tions cliniques. Outre le cas très étudié de l’imagerie cérébrale, la quantification des tissus est
recherchée dans un grand nombre d’applications telles que les recherches sur l’obésité, le dia-
bète, l’évaluation de l’impact de traitements médicamenteux sur les tissus adipeux [Tang et al.,
2007] ou pour l’étude de pathologies musculaires [Mercuri et al., 2007]. En outre, les images
pondérées en T1, sur lesquelles nous focaliserons notre attention, sont particulièrement utiles
car elles fournissent un contraste élevé entre tissus dans un grand nombre de situations. C’est le
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cas par exemple pour l’évaluation globale de la teneur en tissu adipeux [Kullberg et al., 2006;
Mayer et al., 2005] ou pour le diagnostic de la dystrophie musculaire où les tissus adipeux in-
filtrent le muscle [Mahjneh et al., 2004; Sookhoo et al., 2007; Marden et al., 2005; Mercuri et
al., 2002]. Il est à noter que dans ce dernier cas, les images ne présentent pas de structures seg-
mentables contrairement à d’autres applications où il est possible de distinguer les structures en
présence. En effet, les infiltrations de tissu adipeux se font à une résolution inférieure à celle de
l’IRM. Ce sera également le cas dans notre application où la structure physiologique des pois-
sons ne permet pas de séparer par segmentation d’images le tissu adipeux du tissu musculaire.
Cette particularité sera à prendre en compte dans nos travaux.
Plusieurs problèmes se posent lorsqu’on cherche à faire de la quantification par IRM. En
effet, les images acquises par un IRM sont entachées d’artéfacts qui sont liés aux imperfections
de l’appareil. Ces imperfections sont principalement les inhomogénéités du champ statique et
du champ RF qui induisent des hétérogénéités spatiales du signal pouvant être très importantes.
De plus, et c’est un point important dans nos travaux, les inhomogénéités induites dans le cas
des images pondérées T1 qui nous intéressent ici ont la particularité de dépendre du contenu de
l’image. Enfin, le bruit de mesure peut également atteindre un niveau tel qu’il détériore la qualité
des images. Les artéfacts sont liés également aux limites intrinsèques de la technique, citons
par exemple la sensibilité aux défauts de champ induits par les différences de susceptibilité
magnétique entre les tissus. Il est donc nécessaire, lorsque l’on a pour objectif une quantification
la plus précise possible, de s’affranchir de ces artéfacts en corrigeant les images et en s’efforçant
éventuellement de réduire les effets du bruit. Autrement dit, une image IRM sans post-traitement
sera difficilement exploitable pour faire de la quantification.
Le contexte de notre étude est l’imagerie par IRM bas champ. Les IRM peuvent être classés
en trois catégories suivant l’intensité du champ statique utilisé : le bas champ (<0.5 T), le moyen
champ, compris entre 0.5 T et 1.5 T, et le haut champ supérieur à 1.5 T. Les IRM bas champ
sont relativement peu nombreux en France, mais représentent une proportion non négligeable
du parc dans d’autres pays. Au Japon par exemple, la moitié du parc correspond à des IRM
de champ inférieur à 1 T [Imamura et al., 2005]. L’inconvénient majeur des IRM bas champ
est leur moins bon rapport signal sur bruit (RSB). En effet, l’intensité du signal en IRM est
proportionnelle à l’intensité du champ magnétique statique. Le niveau de bruit quant à lui est
équivalent car il dépend principalement de l’électronique de mesure. Ainsi, le RSB observé à
bas champ est plus faible qu’à haut champ. C’est pourquoi certaines applications cliniques ne
sont possibles qu’à haut champ. Il s’agit entre autres de l’imagerie cardiaque, de l’angiométrie
par IRM ou de l’imagerie fonctionnelle qui étudie les zones cérébrales activées en fonction
des stimuli appliqués au patient. Cependant, les appareils bas champ permettent d’obtenir une
précision du diagnostic comparable à celle obtenue à haut champ dans un grand nombre de cas
cliniques [Merl et al., 1999]. Ils ont l’avantage d’avoir un coût moins élevé et de pouvoir plus
aisément être conçus dans une architecture ouverte qui améliore le confort du patient et permet
l’accès pour des interventions sous IRM [Daanen et al., 2000; Sequeiros et al., 2007; Clasen et
al., 2007]. Il existe également à bas champ des appareils dédiés aux extrémités qui permettent de
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faire de l’imagerie ostéo-articulaires à moindres coûts tout en gardant un potentiel diagnostique
équivalent à des appareils à plus haut champ [Folkesson et al., 2007]. Enfin, les artéfacts liés à
l’intensité du champ magnétique ont moins d’impact sur les images à bas champ.
En résumé, notre étude a pour objectif la correction et le débruitage d’images IRM bas
champ, pondérées T1, afin de permettre une quantification, la plus précise possible, de la répar-
tition des tissus adipeux et musculaires chez le poisson.
1.2 Méthodologie utilisée
Au-delà de la cible applicative privilégiée, il s’agit de proposer une méthode de correction
et de débruitage d’images IRM, en prenant en compte plus spécifiquement le cas particulier
des images pondérées T1. On se trouve typiquement dans une situation de type problème in-
verse [Idier, 2001]. En effet, la question est de savoir comment retrouver, à partir des images
acquises, l’image qu’aurait fournie un IRM « parfait ». La résolution de ce type de problèmes
passe par l’inversion du modèle de « dégradation » des images. Si on note s l’image observée,
u l’image « parfaite », u les paramètres de nuisance qui viennent perturber l’image, θ les
paramètres d’acquisition de l’image et n le bruit de mesure, on peut écrire :
s = f(u,u, θ) + n (1.1)
où f est le modèle de dégradation de l’image parfaite par les paramètres de nuisance. Le bruit
de mesure en IRM est additif et peut être considéré comme gaussien sous certaines conditions
respectées dans notre cas. Résoudre le problème inverse revient à chercher la solution uˆ qui
minimise une fonctionnelle d’erreur entre l’image réelle, s, et l’image « synthétique » fournie
par le modèle c’est-à-dire ici f(u,u, θ). Cette fonctionnelle est typiquement celle définie par
la méthode des moindres carrés qui consiste à minimiser la somme des carrés des écarts entre




(sℓ − f(uℓ,uℓ, θ))2 (1.2)
où on a noté L la taille de l’image, sℓ, uℓ,uℓ les valeurs au point ℓ de s, u et u respec-
tivement. Minimiser J revient à trouver les solutions qui permettent la meilleure attache aux
données possible.
Les problèmes inverses sont potentiellement mal conditionnés. Cela signifie que la solution
est très sensible au bruit. Pour rendre la solution plus robuste, il est recommandé d’ajouter des
informations a priori sur les solutions recherchées. Par exemple, on peut avoir des a priori
sur la régularité spatiale des images. Afin de prendre en compte ces aspects, la fonctionnelle à
minimiser est complétée avec des termes de régularisation, on dit encore que la fonctionnelle
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(sℓ − f(uℓ,uℓ, θ))2 + γ1D1(u) + γ2D2(u) (1.3)
où D1 et D2 sont deux fonctions qui prennent des valeurs d’autant plus petites que les variables
sont régulières. Elles ne sont pas obligatoirement égales, les a priori en termes de régularité de
u et u n’étant pas forcément les mêmes. Pour fixer les idées, une forme possible pour ces
opérateurs serait :
D2(u) = ‖Du‖2 (1.4)
où D est un opérateur de différence de points voisins dans une image. Ainsi D2(u) = 0 pour
une image constante et prend une valeur d’autant plus élevée que les différences entre points
voisins sont élevées. Enfin, γ1 et γ2 sont les poids attribués à chacun de ces termes. Leurs valeurs
ont bien évidemment une influence sur les solutions.
Lors de cette étude, nous verrons qu’un seul jeu de données ne sera pas suffisant dans notre
cas et qu’il faudra acquérir plusieurs images pour résoudre le problème. Ceci peut se faire
facilement en IRM en jouant sur les paramètres d’acquisition θ.
Afin de résoudre ce problème inverse, nous ferons appel à des techniques classiques d’op-
timisation. Nous nous trouverons dans le cas délicat où le modèle f n’est pas linéaire et nous
verrons comment surmonter cette difficulté. Nous montrerons également comment nous propo-
sons de choisir les paramètres γ1 et γ2 réglant la régularisation.
1.3 Organisation des chapitres
Dans le chapitre 2 nous présentons le modèle de formation d’une image IRM. La première
partie du chapitre consiste à détailler les aspects physiques sous-jacents à cette technique. Cette
partie de rappels s’appuie très largement sur la littérature existante. La technique IRM est rela-
tivement complexe et nous nous sommes efforcés de ne conserver que les informations utiles à
la compréhension de la suite des travaux, et notre description des phénomènes physiques n’est
pas exhaustive. Dans une seconde partie nous ferons la revue des artéfacts en IRM. En par-
ticulier nous examinerons ceux qui peuvent être négligés dans le cadre de l’IRM bas champ.
Nous établirons alors le modèle de dégradation des images. Nous verrons que l’influence des
inhomogénéités du champ RF sur les images se traduit par un terme multiplicatif dont la va-
leur varie spatialement en fonction du contenu des voxels, alors qu’il est couramment admis
que ce terme multiplicatif est constant. Nous étudierons également la nature du bruit n qui,
rappelons-le, n’est pas négligeable à bas champ. La troisième partie du chapitre est consacrée
à la validation du modèle à partir de données expérimentales. Nous verrons les limites de ce
modèle, en particulier dans le cas des acquisitions 2D.
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Le chapitre 3 est dédié à l’étude de l’état de l’art en matière de correction des inhomogé-
néités spatiales dans les images IRM. Nous commençons le chapitre en étudiant plus particu-
lièrement les dégradations des images dans le cas particulier des images pondérées T1. Nous
examinerons les différents modèles de dégradation utilisés ainsi que les méthodes de correc-
tion proposées dans la littérature. Nous les avons classées en deux catégories distinctes, selon
qu’elles utilisent ou pas des images complémentaires de fantômes ( objets uniformes dont une
image peut être considérée comme une image de la dégradation). Nous verrons qu’aucune mé-
thode proposée jusqu’ici ne corrige le biais lié au tissu rencontré dans le cas de la pondération
T1.
Le chapitre 4 présente la méthode de résolution du problème inverse que nous proposons.
Dans ce chapitre nous montrons dans un premier temps qu’il est nécessaire de compléter le
modèle f pour prendre en compte la spécificité des images pondérées T1 Cela nous amènera à
définir un modèle pour l’échantillon observé qui sera considéré comme une somme pondérée de
tissus élémentaires. Dans ce modèle les inconnues seront les proportions de chacun des tissus
ainsi que des constantes caractéristiques de ces tissus. Nous construirons la fonctionnelle J
avec des termes d’attache aux données et des termes de régularisation des différentes variables.
Nous détaillerons les algorithmes de minimisation de J en considérant dans un premier temps
une version non-régularisée ne comportant que les termes d’attache aux données, puis dans un
second temps en incluant les termes de régularisation. Nous verrons également dans ce chapitre
comment utiliser des images de fantômes.
Le chapitre 5 sera consacré à la présentation des résultats. Ces résultats sont basés à la fois
sur des simulations et sur des tests effectués sur images réelles. Ces images ont été acquises sur
un objet « modèle » et sur un poisson. Nous verrons que notre méthode apporte dans un cadre
unifié une solution pour corriger les variations spatiales du signal liées aux inhomogénéités de
la RF et réduire le bruit dans les images.
Dans le chapitre 6 nous aborderons le problème du choix des images à acquérir pour obtenir
la meilleure estimation possible des inconnues. En effet, plusieurs images sont nécessaires et le
choix des meilleurs paramètres d’acquisition n’est pas évident à faire a priori. Nous proposons
une approche de type « plan d’expérience » pour résoudre ce problème et montrons des premiers
résultats.
Enfin dans le chapitre 7 nous conclurons notre étude et dresserons les perspectives de nos
travaux à la fois en termes d’applications, de méthodes mais aussi en termes d’extension à des
protocoles d’acquisition différents de celui utilisé dans cette étude.
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L’objectif de ce chapitre est d’établir un modèle pour la description du signal IRM. Afin de
procéder à l’établissement de ce modèle, nous étudierons en premier lieu le processus de forma-
tion d’une image IRM, en particulier dans le cas d’une séquence « écho de spin ». Ensuite nous
aborderons les artéfacts d’acquisition qui correspondent à des paramètres de nuisance. Puis,
nous examinerons lesquels sont négligeables dans le cadre de l’IRM bas-champ et nous com-
plèterons le modèle en conséquence. Nous présenterons pour finir des résultats expérimentaux
qui permettront de confronter le modèle à la réalité et d’en cerner les limites. Notre apport dans
cette partie du travail ne concerne pas l’établissement du modèle proprement dit qui a déjà fait
l’objet de publications. Il concerne principalement le choix des artéfacts à prendre en compte
ou à négliger dans notre cas d’étude et également la validation expérimentale de ce modèle,
détaillée à la fin de ce chapitre.
2.1 Formation d’une image IRM
Nous détaillons le processus de formation d’une image IRM afin de comprendre le modèle
qui sera utilisé par la suite et d’être en mesure d’en cerner les limites. Nous nous sommes
inspirés de différents documents expliquant la physique de l’IRM et établissant le modèle de
formation des images [Liang et Lauterbur, 1999; Bonny, 1996; Guinet et Grellet, 1992; Balac,
1997]. Cette première section du chapitre ne correspond donc pas à une contribution originale,
mais il nous a semblé nécessaire de développer la mise en place du modèle que nous utiliserons
dans la suite du document.
Nous commencerons par étudier le signal sans tenir compte des aspects de codage spatial
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que nous aborderons dans un deuxième temps. La technique IRM est basée sur l’utilisation d’un
champ magnétique permanent couplé à des impulsions de champ magnétique radiofréquence.
Nous étudierons l’effet de ces deux types de champ sur un échantillon. Grâce à la résolution
des équations de Bloch, nous serons ensuite en mesure d’établir un modèle pour le signal d’une
séquence « écho de spin ». Nous verrons finalement comment, par l’utilisation de gradients de
champ magnétique, le codage spatial est réalisé pour donner des images.
Nous commençons par l’étude de l’effet d’un champ permanent sur un ensemble de noyaux
d’hydrogène.
2.1.1 Effet d’un champ permanent sur un ensemble de noyaux d’hydro-
gène
La technique IRM est globalement basée sur l’exploitation des propriétés magnétiques de
l’hydrogène dont le noyau en rotation peut être considéré comme un petit aimant, que l’on ca-
ractérise par son moment magnétique intrinsèque ~m (ce moment magnétique est proportionnel
au moment cinétique, appelé spin. Dans la suite du document, et par abus de langage, nous nous
référerons aux noyaux et à leur moment magnétique en utilisant le terme « spin »).
Un champ magnétique permanent, ~B0, est appliqué à l’ensemble des spins. Sous l’action de
ce champ, les spins sont animés d’un mouvement dit de précession autour d’un axe parallèle à
~B0, comme illustré figure 2.1, où ~B0 est orienté suivant l’axe ~z du repère R = (O,~x, ~y, ~z) (le
vecteur ~z est défini par le sens du champ ~B0, les deux autres directions étant choisies de façon
arbitraire). Ce mouvement s’effectue à une pulsation ω0. On peut l’assimiler au mouvement
d’une toupie autour de son axe, et il vérifie la relation dite de Larmor :
ω0 = γB0, (2.1)
en notant B0 = ‖ ~B0‖. γ est une constante spécifique du noyau appelée constante gyromagné-
tique. Pour exemple, γ = 2.675.108 rd/s/T pour le noyau d’hydrogène.
Seules deux orientations sont possibles pour ~m : parallèle ou anti-parallèle à ~B0. En fait,
une partie des spins s’aligne parallèlement au champ, l’autre anti-parallèlement. Le nombre de
spins s’orientant parallèlement étant plus élevé, on obtient une aimantation macroscopique non
nulle, somme de toutes les aimantations de chacun des spins. Le vecteur de magnétisation ~M
représentant cette magnétisation est parallèle à ~B0. En effet, chaque vecteur de magnétisation
élémentaire ~m possède une composante non nulle dans le plan perpendiculaire à ~B0. Cepen-
dant, la phase de ces vecteurs est aléatoire et ainsi leur somme est nulle, comme le montre la
figure 2.2.
Le champ magnétique ~B0, qui opère en quelque sorte un alignement des spins, conduisant
à la formation d’une aimantation macroscopique qui précesse à la fréquence de Larmor, ne
suffit pas à fournir une information. Tout au plus, permettrait-il, en mesurant l’aimantation
macroscopique générée, de quantifier le nombre de noyaux d’hydrogènes en présence. C’est
pourquoi un second champ magnétique est appliqué comme nous allons le détailler ci-après.






FIG. 2.1: Mouvement de précession d’un spin dans le repère R = (O, ~x, ~y, ~z).
~B0
FIG. 2.2: Répartition parallèle et anti-parallèle des spins amenant à une aimantation macroscopique
parallèle à ~B0.
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2.1.2 Effet d’un champ magnétique radio-fréquence
L’idée générale est d’exciter l’ensemble des spins pour l’amener hors-équilibre, et d’ob-
server le retour à l’équilibre, également appelé relaxation. L’évolution temporelle de cette re-
laxation est caractéristique de l’environnement des spins (nature de la molécule à laquelle ils
appartiennent et de l’interaction de ces molécules avec leur environnement) ce qui permet de
distinguer les tissus entre eux et d’obtenir des contrastes dans les images.
Pour exciter cet ensemble de spins, il « suffit » d’appliquer, temporairement, un champ ma-
gnétique supplémentaire, noté ~B1, d’orientation perpendiculaire à ~z, variable, de pulsation notée
ω1. Si ω1 = ω0, les spins, excités à leur propre fréquence, entrent en résonance et voient leur axe
de précession basculer pour s’aligner sur celui de ~B1. Une fois l’application de ~B1 stoppée, les
spins reviennent à leur position d’équilibre en suivant une évolution temporelle caractéristique
du tissu. Ce champ magnétique ~B1 est appelé champ radio-fréquence (RF), ou simplement RF,
puisque les fréquences en jeu sont de l’ordre de la dizaine de MHz (la fréquence de rotation des
spins est de f0 = γ/2π = 42, 58MHz pour B0 = 1T.)
2.1.3 Définition du repère du laboratoire et du repère tournant
Pour poursuivre plus commodément l’étude, nous introduisons un second repère. Le premier
repère,R, est lié à l’imageur, c’est le repère du laboratoire ; le second repère, le repère tournant,
notéR′ = (O,~x′, ~y′, ~z), est animé d’un mouvement de rotation uniforme autour de l’axe (O,~z)
à la vitesse angulaire ~Ω = −ω1~z. Il est représenté figure 2.3. Dans ce repère tournant le champ
~B1 apparaît stationnaire, ce qui simplifiera l’analyse ultérieure.
Nous définissons ici les notations qui nous serviront par la suite. Nous noterons Mx, My
et Mz les composantes de ~M dans le repère R, Mx′ , My′ et Mz les composantes de ~M dans
le repère R′. Nous définissons également la forme complexe de l’aimantation dite transversale
(car appartenant au plan perpendiculaire à ~B0). Elle s’écrit
Mxy = Mx + iMy (2.2)
dans le repère fixe et
Mx′y′ = Mx′ + iMy′ (2.3)
dans le repère tournant.
Nous conduirons l’étude de l’évolution de l’aimantation au cours du temps dans le repère
R′. C’est cependant Mxy que l’on cherche à établir. En effet, le signal IRM est recueilli par des


















FIG. 2.3: Repère fixe et tournant et orientation des champs magnétiques.
À chaque instant t, l’aimantation transversale exprimée dans le repère fixe s’écrit en fonction
de l’aimantation transversale exprimée dans le repère tournant de la façon suivante :
Mxy = Mx′y′e
−iω1t. (2.5)
Ainsi, après démodulation du signal autour de la fréquence ω1, le signal est directement lié
à Mx′y′ . On peut donc facilement déduire Mxy de Mx′y′ .
Afin de modéliser le comportement d’un système de spins soumis à un champ magnétique
permanent et un champ magnétique RF, nous allons utiliser les équations établies par Bloch.
2.1.4 Les équations de Bloch
L’évolution temporelle de ~M en présence d’un champ magnétique ~B est décrite par l’équa-












Le premier terme du second membre décrit le mouvement libre du moment magnétique
macroscopique dans un champ magnétique ~B = ~B0 + ~B1. Les deux autres termes traduisent
le retour à l’équilibre du système selon des constantes de temps T2 et T1. T2 est appelé « temps
de relaxation transversale » puisqu’il régit le retour à l’équilibre de l’aimantation transversale
Mxy. T1, qui régit le retour à l’équilibre de Mz est appelé « temps de relaxation longitudinale ».
Ici, M0 désigne l’intensité du moment magnétique macroscopique d’équilibre.
Afin de résoudre cette équation différentielle, il est préférable de passer dans le repère tour-







− ~Ω ∧ ~M (2.7)
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où l’on a noté




Précisons que ~B1 peut être indifféremment orienté suivant ~x′ ou ~y′. On suppose, sans perte









((ω0 − ω1) ~z + ω1~y′) . (2.10)















= Mx′ω1 − Mz −M0
T1
(2.11)
Afin de résoudre ce système d’équations, nous allons nous placer dans deux configurations
différentes. En effet, l’IRM utilise une succession d’impulsions de champ magnétique RF ~B1
et de plages de temps où ~B1 n’est plus appliqué et où le système se relaxe vers sa position
d’équilibre. Nous allons étudier la réponse du système de spins dans ces deux cas.
2.1.5 Réponse à une impulsion RF
Les impulsions RF sont très brèves, de l’ordre de la milliseconde. Elles sont très petites
devant les temps de relaxation qui sont de l’ordre de la centaine de millisecondes, voire de la
seconde. Ainsi, on peut négliger le phénomène de relaxation pendant l’application de la RF.
De plus on ne s’intéresse ici qu’au cas simple où l’excitation RF se fait à la résonance, c’est-à-
dire dans le cas où ω0 = ω1. Dans ce cas, ω = 0 et le système de Bloch prend alors la forme




























en notant M0x′ = Mx′(0), M
0
y′ = My′(0) et M
0
z = Mz(0).
Ainsi, à la résonance, l’application du champ ~B1 peut être assimilée à une rotation d’axe
~y′ parallèle à ~B1. L’angle de cette rotation dépend de ω1, qui est directement lié à l’amplitude
de ~B1, comme le montre l’équation (2.9) et au temps d’application, c’est-à-dire à la durée de
l’impulsion. Si ti est la durée de l’application du champ RF, alors l’angle α de rotation de
l’aimantation autour de ~y′ sera donné par α = ω1ti.
2.1.6 Relaxation du système à l’arrêt de l’impulsion
La relaxation du système intervient à l’arrêt de l’impulsion RF. Le système tend alors vers
une repousse de l’aimantation longitudinale et une destruction de l’aimantation transversale
pour rejoindre son état d’équilibre. Le système peut toujours être décrit par le système d’équa-
tion (2.11), où on supposera toujours ω = 0 et où ω1 = 0 puisque seul subsiste le champ















Ce système d’équations se résout facilement et on obtient la variation de chacune des com-
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Les composantes transversales tendent à disparaître avec une constante de temps T2, tandis
que la composante longitudinale tend vers sa valeur d’équilibre M0.
Nous avons établi les équations régissant l’évolution temporelle de l’aimantation lors d’une
impulsion RF et lors de la relaxation. Nous allons maintenant étudier plus précisément la sé-
quence « écho de spin ».
2.1.7 La séquence écho de spin
Après avoir exposé le principe de base d’une séquence « écho de spin », nous établissons
maintenant le modèle du signal à l’aide des équations précédemment posées.
Principe de formation d’un écho
L’IRM combine les impulsions RF et les phases de relaxation afin d’obtenir un signal per-
mettant de caractériser l’objet examiné. Nous allons étudier plus particulièrement la séquence
« écho de spin », que nous noterons dans la suite SE. Cette séquence est très classique en IRM,
et c’est elle qui a été utilisée dans la majeure partie de nos travaux. Avant de décrire cette sé-
quence, il est nécessaire d’aborder un phénomène qui joue un rôle prépondérant et que nous
avons jusqu’ici ignoré, qui est le déphasage naturel des spins. Le champ magnétique ~B0 idéa-
lement homogène, présente en fait des inhomogénéités locales, qui induisent des variations de
la fréquence de rotation des spins compte tenu de la relation de Larmor donnée en (2.1). Ainsi,
comme le montre la figure 2.4, l’aimantation transversale, une fois basculée, par exemple d’un
angle de 90˚ autour de l’axe ~y′ (figure 2.4(a)), est composée d’aimantations de fréquences va-
riables qui acquièrent une phase différente au cours du temps (figure 2.4(b)). Sur cet exemple,
ω2 > ω1. Ce phénomène induit une disparition prématurée du signal. La particularité de la sé-
quence « écho de spin » est d’appliquer, au bout d’un temps τ , une impulsion RF supplémentaire
d’un angle de 180˚. Cette bascule, par exemple autour de l’axe ~x′ comme illustré figure 2.4, a
pour effet de retarder les spins qui étaient en avance. En attendant le même temps τ , on observe
alors un rephasage des spins qui se retrouvent en phase au temps t = 2τ et produisent ainsi un
signal observable (figure 2.4(d)). On dit que les spins produisent un écho. Le premier angle est
appelé « angle de bascule », le second angle, « angle de refocalisation ».
Une séquence SE suit donc le chronogramme suivant représenté figure 2.5 : une première
impulsion d’un angle α est appliquée (typiquement α = 90˚). Le système se relaxe ensuite
pendant une durée égale à τ .





















FIG. 2.4: Illustration de la refocalisation des spins lors d’une séquence « écho de spin ».






FIG. 2.5: Chronogramme de la RF pour une séquence SE et évolution temporelle du module de l’aiman-
tation transversale.
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Une seconde impulsion d’un angle β = 180˚ est appliquée afin de permettre aux spins de
se rephaser. Le signal est acquis à t = 2τ au moment de l’écho. De plus, on répète cette série
d’impulsions et de relaxations un nombre suffisant de fois pour atteindre un régime d’équilibre.
Ceci permet d’obtenir un signal dépendant à la fois de T2 par le biais de la décroissance de
l’aimantation transversale, mais aussi de T1 puisqu’on limite ainsi la repousse de l’aimantation
longitudinale. Le temps d’écho TE = 2τ , et le temps de répétition, noté TR, sont les deux
paramètres principaux d’une séquence SE.
Nous pouvons maintenant modéliser le signal d’une SE en suivant l’état de l’aimantation
à chaque étape de la séquence. Cependant, il faut préalablement reprendre la résolution des
équations de Bloch dans le cas de la relaxation afin de prendre en compte le phénomène de
déphasage ignoré section 2.1.6.
Relaxation intégrant le phénomène de déphasage
Afin de modéliser le phénomène de déphasage précédemment évoqué, il est nécessaire
d’abandonner l’hypothèse ω = 0. Nous allons toutefois la conserver dans le cas de la réponse
à une impulsion RF. En effet, comme nous le verrons par la suite, les valeurs de ω restent suffi-
samment faibles pour pouvoir être négligées dans ce cas. Ce n’est pas le cas lors de la relaxation.

















ce qui conduit à la solution :







My′(t, ω) = (−M0x′ sinωt+M0y′ cosωt)e−t/T2




En particulier, l’aimantation transversale peut s’écrire sous la forme :





Afin de suivre l’évolution des différentes composantes de ~M nous utiliserons les équa-
tions (2.13) décrivant le phénomène de résonance et les équations (2.17) régissant la relaxation.
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Les développements mathématiques qui suivent sont inspirés de ceux proposés dans [Liang et








L’objectif est de déterminer l’amplitude du signal d’écho en fonction de T1, T2, TE ,TR, α et
β, respectivement angles de bascule et de refocalisation.
Nous nous proposons de suivre au cours du temps l’aimantation d’un spin précessant à la
pulsation ω, caractérisé par une aimantation longitudinale initiale égale à M0z (ω) et des temps
de relaxation égaux à T1(ω) et T2(ω). On suppose que ces temps de relaxation ne dépendent pas
de ω et on notera T1(ω) = T1 et T2(ω) = T2 ∀ω.











Application de l’angle de bascule. Après la première impulsion d’angle α, au temps t = 0+,
les composantes de l’aimantation deviennent, conformément au système d’équations (2.13) et
en posant M0x′ = M0y′ = 0, : 

Mx′(ω, 0+) = −M0z (ω) sinα
My′(ω, 0+) = 0




Relaxation pendant une durée τ . Vient ensuite une période de temps pendant laquelle le
système se relaxe. Elle est d’une durée égale à τ . A l’issue de cette période, conformément au
système d’équations (2.17) :


Mx′(τ, ω) = −M0z (ω) sinα cosωτF2
My′(τ, ω) = M
0
z (ω) sinα sinωτF2
Mz(τ, ω) = M0 (1− F1) +M0z (ω) cosαF1
(2.21)
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Application de l’angle de refocalisation. Une nouvelle impulsion d’un angle β est appliquée.
Nous la supposerons, sans perte de généralité, appliquée le long de l’axe ~y′ ; les composantes
de ~M juste après cette impulsion, à t = τ+, deviennent :

Mx′(τ+, ω) = Mx′(τ, ω) cosβ −Mz(τ, ω) sinβ
My′(τ+, ω) = My′(τ, ω)
Mz(τ+, ω) = Mx′(τ, ω) sinβ +Mz(τ, ω) cosβ
(2.22)
ce qui se réécrit sous la forme :

Mx′(τ+, ω) = −M0z (ω) sinα cosβ cosωτF2
− (M0 (1− F1) +M0z (ω) cosαF1) sin β
My′(τ+, ω) = M
0
z (ω) sinα sinωτF2
Mz(τ+, ω) = −M0z (ω) sinα sin β cosωτF2
+ (M0 (1− F1) +M0z (ω) cosαF1) cosβ
(2.23)
Afin d’obtenir une écriture plus compacte de l’aimantation transversale,Mx′(τ+, ω) etMy′(τ+, ω)
peuvent se réécrire sous la forme, notant β2 = β/2 :

Mx′(τ+, ω) = −M0z (ω) sinα cos2 β2 cosωτF2
+M0z (ω) sinα sin
2 β2 cosωτF2
−(M0 (1− F1) +M0z (ω) cosαF1) sin β
My′(τ+, ω) = M
0
z (ω) sinα cos
2 β2 sinωτF2
+M0z (ω) sinα sin
2 β2 sinωτF2
(2.24)
ainsi, la forme complexe de l’aimantation transversale s’écrit :
Mx′y′(τ+, ω) = M
0
z (ω) sinα
(− cos2 β2 e−iωτ + sin2 β2 e+iωτ)F2
− (M0 (1− F1) +M0z (ω) cosαF1) sin β (2.25)
Relaxation pendant une durée τ . Enfin, le système se relaxe de nouveau pendant une période
de durée égale à τ et l’évolution de l’aimantation entre τ et 2τ s’écrit pour t > τ , d’après
l’équation (2.18) :
Mx′y′(t, ω) = Mx′y′(τ+, ω)e
−t−τ/T2e−iω(t−τ) (2.26)
En reprenant l’équation (2.25), cette expression se réécrit, toujours pour t > τ :
Mx′y′(t, ω) = M
0
z (ω) sinα
(− cos2 β2 e−iωτ + sin2 β2 e+iωτ)F2e−t−τ/T2e−iω(t−τ)
− (M0 (1− F1) +M0z (ω) cosαF1) sin βe−t−τ/T2e−iω(t−τ) (2.27)
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ce qui devient , en regroupant les termes et en remplaçant F2 par son expression en fonction de
t et T2 :
Mx′y′(t, ω) = M
0
z (ω) sinα sin
2 β2 e
−t/T2e−iω(t−2τ) −M0z (ω) sinα cos2 β2 e−t/T2e−iωt
− (M0 (1− F1) +M0z (ω) cosαF1) sin βe−t−τ/T2e−iω(t−τ). (2.28)
Pour un ensemble constitué d’un grand nombre de spins, les second et troisième termes de
l’équation (2.28) correspondent à une disparition du signal, puisque la phase entre les différents
spins va augmenter avec le temps. Au contraire, le premier terme correspond à un rephasage des
spins ; ce terme va augmenter jusqu’à atteindre son maximum à t = 2τ = TE . Comme nous
l’expliquerons plus loin, l’acquisition du signal en IRM se fait en même temps que l’application
d’un gradient de champ magnétique qui disperse de fait les pulsations. Ainsi, on peut considérer
que ω varie de 0 à 2π. Cette partie de l’aimantation transversale va alors produire un signal, S,
au temps t = TE , qui sera égal à





ce qui se réécrit :




En notant M0z =
∫ 2π
0
M0z (ω)dω on obtient :
S = M0zE2 sinα sin
2 β2. (2.31)
Calcul de M0z . Il reste à déterminer la valeur de M0z pour obtenir l’expression complète du
signal. Le système d’équation (2.24) donne la valeur de l’aimantation transversale à t = τ+,
juste après l’application de l’angle de refocalisation. La séquence enchaîne par une relaxation
de durée t = τ à l’issue de laquelle le signal d’écho est acquis, le système se relaxe ensuite pen-
dant une durée égale à TR − 2τ avant l’application d’un nouvel angle α. M0z est l’aimantation
longitudinale à l’équilibre. On peut montrer que l’équilibre est atteint après un nombre relative-
ment faible d’applications d’enchaînements α→ τ → β. Lorsqu’il est atteint, Mz(TR) = M0z .
Mz(TR) se déduit de Mz(τ+) après une relaxation de durée TR − τ :
Mz(TR) = M0
(
1− e−TR−τ/T1)+Mz(τ+)e−(TR−τ)/T1 , (2.32)
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ce qui en développant devient d’après l’équation (2.23) :






(−M0z (ω) sinα sin β cosωτE2 + (M0 (1− F1) +M0z (ω) cosαF1) cosβ)E1F1 .































1− cosα cosβE1 . (2.37)
Modèle complet du signal. On peut ainsi écrire l’expression du signal sous la forme, en
remplaçant β2 par β/2 :










1− cosα cosβE1 . (2.38)
En pratique le temps τ est court devant le temps de relaxation T1. Ainsi on peut supposer que
F1 ≈ 1. L’expression simplifiée du signal devient :




1− cosα cosβE1 . (2.39)
Cette expression complète du signal est corroborée dans [Bonny et al., 1998]. On la retrouve
également dans [DiIorio et al., 1995] et dans [Wang et al., 2005], cependant le terme sin2 β
2
y
est omis. Il est à noter que cette erreur a été rectifiée par un des auteurs dans [Wang et al., 2006].
Après avoir établi le modèle du signal, il est nécessaire de comprendre comment est codée
une image en IRM. En effet, le processus de codage est concerné par certains artéfacts dont nous
ferons par la suite la liste afin de compléter le modèle. Auparavant nous ouvrons une parenthèse
pour expliquer ce que signifie le terme « pondération » en IRM, en particulier la pondération T1
que nous avons utilisée dans notre étude.
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Pondération du signal
L’équation (2.39) montre que le signal IRM dépend du nombre de protons par le biais de
M0 qui représente l’intensité du moment magnétique macroscopique d’équilibre et qui est pro-
portionnel à la densité de protons, du rapport TE/T2 et du rapport TR/T1. Pour obtenir des
contrastes en IRM entre les différents tissus, on peut adapter les valeurs de TE et de TR en
fonction des tissus imagés. Par exemple, pour des tissus ayant des temps de relaxation T2 diffé-
rents, une valeur de TE adéquate permettra d’obtenir un signal différent entre ces deux tissus.
On parlera alors de « pondération T2 ». Lorsque les tissus se distinguent par leurs valeurs de
T1, c’est sur le paramètre TR qu’il faut jouer afin d’obtenir une « pondération T1 » avec un
contraste maximal entre les tissus. Enfin, dans le cas où ce sont les densités de protons qui sont
différentes, un signal acquis avec un TE petit devant les T2 et un TR grand devant les T1 don-
nera un contraste pondéré en densité de protons. C’est la pondération T1 qui est utilisée dans
notre application. En effet, pour un champ magnétique de 0.2 T, les T1 du tissu musculaire et
du tissu adipeux sont respectivement de l’ordre de 500 ms et de 100 ms (ces valeurs ont été
obtenues par des mesures RMN). La figure 2.6 représente la différence de signal entre les deux
tissus en fonction du TR, pour une valeur de TE de 15 ms . Les T2 des tissus sont estimés à
respectivement 400 ms et 80 ms, les densités de protons à 1 et 0.9. On voit que la différence de
signal est maximale pour un TR autour de 180 ms. Outre le contraste optimal entre tissus de
différents T1, l’intérêt de cette pondération réside dans l’utilisation de TR relativement courts,
ce qui, on le verra plus loin, permet de réduire le temps d’acquisition.
2.1.8 Codage de l’image
Dans la section précédente nous n’avons pas abordé la localisation du signal dans l’espace.
Pour distinguer le signal en fonction de sa localisation, l’IRM utilise la propriété des spins dé-
crite par la relation de Larmor (2.1). L’idée de base est la suivante : la fréquence des spins est
proportionnelle à l’intensité du champ magnétique permanent. En appliquant un gradient spatial
de champ magnétique, on induit un gradient spatial de fréquences. Une fréquence correspond
ainsi à une position. Le signal recueilli est alors une somme de signaux de fréquences diffé-
rentes. La transformée de Fourier du signal permet de calculer les amplitudes liées à chaque
fréquence et ainsi de les coder spatialement.
On distingue deux types d’acquisition, en 2D et en 3D. En 2D, une portion relativement fine
de l’espace est sélectionnée, c’est la « sélection de coupe », et le codage spatial est effectué en 2
dimensions. En sélectionnant successivement plusieurs portions de l’espace on réalise ainsi une
image 3D de l’objet.
En revanche, en acquisition 3D, le codage spatial se fait dans les trois directions de l’espace
sans procéder à une sélection de coupe ce qui permet de réaliser des coupes plus fines et qui plus
est jointives. Ainsi, le codage 3D apporte une meilleure résolution spatiale. En contrepartie, le
temps d’acquisition est plus élevé.























FIG. 2.6: Différence de signal entre le tissu adipeux et le tissu musculaire en fonction du TR.
Acquisition 2D
Processus de sélection de coupe. Par souci de simplification nous traiterons le cas où la
portion de l’espace à sélectionner est une coupe perpendiculaire à l’axe ~z comme montré dans
la figure 2.7. Cependant il est à noter qu’il est possible de réaliser des coupes d’orientation
quelconque en modifiant l’orientation du gradient de champ magnétique.
Notre objectif ici est de déterminer la RF à appliquer pour sélectionner un plan de coupe

















Un gradient de champ magnétique ~Gc orienté suivant la direction ~z s’écrit :
~Gc = Gz~z (2.42)
En présence de ce gradient qui se superpose au champ ~B0, la fréquence de Larmor à la position
z s’écrit :
ω(z) = ω0 + γGzz, (2.43)




FIG. 2.7: Coupe sélectionnée suivant l’axe ~z.
ou encore la fréquence, f(z), s’écrit :











où on a noté fc, la fréquence centrale de la coupe donnée par :









Le champ B1 appliqué peut s’écrire sous la forme d’une fonction enveloppe Be1 modulée





Une approche possible pour déterminer B1(t) est d’utiliser le formalisme de la transformée de
Fourier. En effet, on cherche à construire un signal qui contient toutes les fréquences définies
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on en déduit que :
B1(t) ∝ ∆fsinc (π∆ft) e−i2πfct. (2.51)
Ainsi, on doit choisir ω1 tel que :
ω1 = 2πfc (2.52)
et pour l’enveloppe Be1 la forme suivante :
Be1(t) = Asinc (π∆ft) . (2.53)
où A est une constante. A déterminera l’amplitude de Be1 et ainsi, comme nous l’avons vu
précédemment dans la section 2.1.5, l’angle de bascule.
Cette fonction B1(t) est en pratique irréalisable puisque les impulsions RF sont appliquées
pendant un temps limité, relativement court, de l’ordre de la milliseconde. Ainsi, en utilisant une
impulsion RF tronquée dans le temps, le plan de sélection ne sera pas parfait. Cette approche par
transformée de Fourier est par ailleurs une approximation puisque le comportement des spins
pendant l’excitation n’est pas linéaire. De plus, il est impératif de limiter la puissance de la RF
déposée, en particulier dans le cas d’examens de patients, ce qui limite les possibilités. Il existe
de nombreux travaux sur la définition de la RF permettant d’obtenir les meilleurs profils de
coupe possibles, que nous ne détaillerons pas ici. Retenons que le processus de sélection coupe
ne permet par d’obtenir des plans de coupe complètement parfaits.
Codage en 2D dans le plan de coupe. Une fois la coupe sélectionnée, il s’agit de mettre en
place un codage 2D, permettant de localiser le signal à l’intérieur de la coupe. Deux types de
codage sont utilisés, le codage par la fréquence et le codage par la phase. Ayant fait l’hypothèse
précédemment que le plan de coupe était perpendiculaire à ~z, nous considérerons ici que le
codage par la fréquence permet de coder spatialement la direction ~x et que le codage par la
phase code la direction ~y.
Le codage selon la fréquence nécessite l’application d’un gradient magnétique suivant la
direction ~x pendant l’acquisition du signal et l’échantillonnage du signal sur un nombre de
points égal au nombre de points désirés dans l’image suivant cette direction. Ainsi, le signal
n’est plus acquis au seul instant TE comme indiqué section 2.1.7 mais pendant une plage de
temps. Comme il est montré figure 2.5, de part et d’autre du temps d’écho TE le signal subit
une croissance puis une décroissance liées à la fois à la diminution exponentielle en T2 de
l’aimantation transversale et aux inhomogénéités locales du champ magnétique B0 qui créent
des déphasages. On peut montrer [Liang et Lauterbur, 1999] que cette variation suit également
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∆B0 représentant la variation locale de B0.




Lors de l’acquisition du signal, un gradient de champ magnétique est appliqué suivant la
direction ~x. Ce gradient s’écrit :
~Gf = Gx~x. (2.56)
Ainsi, les spins acquièrent différentes pulsations en fonction de leur localisation qui s’écrivent :
ω = γGxx (2.57)
On notera S(x, y, ps(z0)) la distribution spatiale du signal d’écho S dans le plan ps(z0),
défini par l’équation (2.39). Le signal acquis est la somme des signaux émis par tous les spins







Le codage par la fréquence n’est pas suffisant puisqu’il ne permet que de coder une direction
de l’espace. Pour coder la seconde direction on utilise un codage par la phase. Ce codage se fait
en appliquant pendant une durée tp un gradient de champ magnétique ~Gp orienté suivant l’axe
~y et défini par :
~Gp = Gy~y. (2.59)
Pendant ce temps d’application tp, les spins acquièrent une phase φ égale à :
φ = γGyytp (2.60)









Après changement de variables approprié, on peut montrer que S(x, y, ps(z0)) se déduit
de S1(t, tp) par transformée de Fourier bi-dimensionnelle (le détail des calculs peut être trouvé
dans [Balac, 1997]). Plus précisément, S(x, y, ps(z0)) est le module de la transformée de Fourier
de S1(t, tp).
Le chronogramme simplifié d’une séquence SE 2D avec sélection de coupe et codage en
fréquence et en phase est décrit figure 2.8. La séquence démarre par un premier angle de bascule
couplé à un gradient selon la direction ~z qui permet de sélectionner la coupe. Un gradient de
déphasage suivant ~y est ensuite appliqué. Si l’axe ~y correspond aux lignes dans l’image, pour
une image avec Ny lignes, la séquence est répétée Ny fois avec des valeurs de Gy différentes.
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FIG. 2.8: Chronogramme simplifié d’une SE 2D.
L’angle de refocalisation est appliqué couplé également à un gradient suivant ~z. Lors de la
lecture du signal autour du temps d’écho, un gradient suivant ~x est appliqué pour effectuer le
codage en fréquence. Le temps d’acquisition est ainsi proportionnel à NyTR.
Il est à noter qu’un gradient suivant l’axe ~z est appliqué après l’application de la première
RF. En effet, lors de cette RF les spins basculent tout en acquérant une phase qui dépend de leur
position dans la coupe. Ce gradient permet de les rephaser. De même, un gradient est appliqué
suivant l’axe ~x afin de compenser le déphasage induit par le gradient de lecture. L’application
de ce premier gradient permet d’obtenir un rephasage complet des spins au milieu de la fenêtre
temporelle d’acquisition, qui correspond au temps d’écho.
Acquisition 3D
En acquisition 3D, aucune sélection de coupe n’est effectuée. Le codage 3D est réalisé
en ajoutant un codage supplémentaire au codage en fréquence et en phase dans la troisième
dimension. Soit ~Gp′ ce gradient de champ qui s’applique alors dans la direction ~z. Il s’écrit :
~Gp′ = Gz~z. (2.62)
Similairement à l’équation (2.61), on peut écrire le signal sous la forme :
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FIG. 2.9: Chronogramme simplifié d’une SE 3D.
De manière similaire au codage 2D, S(x, y, z) peut se déduire de S1(t, tp, tp′) par transfor-
mée de Fourier tri-dimensionnelle.
Le chronogramme simplifié d’une séquence SE 3D est décrit figure 2.9. La séquence dé-
marre par un premier angle de bascule. Un gradient de déphasage suivant ~y et suivant ~z est
ensuite appliqué. La séquence est répétée Ny fois avec des valeurs de Gy différentes et Nz fois
avec des valeurs de Gz différentes, Nz étant le nombre d’images réalisées dans la direction ~z.
L’angle de refocalisation est appliqué. Puis, lors de la lecture du signal autour du temps d’écho,
un gradient suivant ~x est appliqué pour effectuer le codage en fréquence. Le temps d’acquisition
dans le cas d’une séquence 3D est proportionnel à NyNzTR.
2.2 Artéfacts
Dans cette section, nous passerons en revue les différents artéfacts rencontrés en IRM. Ceux-
ci sont relativement nombreux et de natures différentes. Les défauts rencontrés peuvent être
par exemple des distorsions géométriques, des variations d’intensité ou des oscillations du si-
gnal [Henkelman et Bronskill, 1987; Porter et al., 1987]. Certains défauts peuvent être négligés,
en particulier lorsque le champ permanent est faible, ce qui est le cas pour les travaux dévelop-
pés ici. Nous allons aborder successivement les artéfacts liés aux défauts de champ permanent,
du champ RF, de la chaîne de mesure électronique et enfin les défauts liés au principe même
de l’IRM. Nous détaillerons quels artéfacts nous avons de choisi de négliger et quels artéfacts
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nous avons intégrés au modèle.
2.2.1 Défauts de champ permanent, de non-linéarité des gradients et de
déplacement chimique
Le champ permanent ainsi que les gradients de champ magnétiques présentent des imper-
fections :
– Le champ magnétique B0 peut présenter des inhomogénéités spatiales par construction.
Les fabricants s’attachent à obtenir des champs les plus homogènes possible mais il sub-
siste toujours des variations. Il est à noter que l’installation d’un IRM est suivie d’un
réglage minutieux du champ magnétique à l’aide de petits aimants complémentaires afin
d’adapter l’appareil à son environnement.
– Les gradients de champ magnétique qui servent au codage de l’image sont supposés être
linéaires. Cependant, générés par des bobines, ils peuvent présenter des non-linéarités. De
plus, les commutations rapides de champ magnétique par les bobines de gradients pro-
duisent des courants de Foucault, eux-mêmes à l’origine de petits champs magnétiques.
– Lorsque des zones connexes de l’objet étudié présentent des susceptibilités magnétiques
différentes, comme c’est le cas en particulier entre l’air et les tissus, on observe une
déformation du champ magnétique permanent, d’autant plus élevée que la différence de
susceptibilité est grande.
– Enfin, le champ magnétique subit des variations locales en fonction de l’environnement
chimique. Ainsi les protons de l’eau et les protons des tissus gras n’expérimente pas le
même champ magnétique et présentent de fait des vitesses de précession différentes.
Ces défauts de champ permanent ont quatre conséquences majeures :
– à l’échelle du voxel : des défauts de champ intra-voxel génèrent une perte de signal plus
ou moins importante en fonction des séquences utilisées. Cette perte de signal est due au
déphasage des signaux émis par les différents spins qui sont ensuite additionnés. Cepen-
dant, et c’est un des intérêts majeurs de cette séquence, ce problème est corrigé en SE par
l’angle de refocalisation. On peut donc négliger ce défaut dans le cadre de nos travaux.
– à l’échelle de l’image : on observe un déplacement en position du signal, générant des dis-
torsions géométriques dans les images. En effet, le codage basé sur des variations linéaires
du champ n’est plus effectué correctement. Ces distorsions géométriques s’accompagnent
de variations d’intensité locales avec une augmentation d’intensité à un endroit corrélée
à une perte d’intensité à un autre endroit.
– la sélection de coupe subit également des distorsions, voire un déplacement. En effet, elle
est basée sur la sélection d’une plage de fréquences qui est modifiée par les défauts du
champ permanent.
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– les spins sensés entrer en résonance lors de l’application de la RF, ne le sont pas tout à fait.
C’est le phénomène d’« off-résonance » qui implique que l’angle de bascule expérimenté
par les spins n’est pas celui espéré [Bittoun, 1987]. Contrairement aux autres défauts de
champ permanent, ce défaut ne génère pas de distorsion mais une variation de l’intensité.
Nous allons procéder à une évaluation numérique de ces artéfacts pour évaluer s’ils peuvent
être négligés dans le cadre d’une IRM bas champ.
Les distorsions. Dans le cas des distorsions, on peut calculer une approximation du dépla-
cement occasionné par une inhomogénéité de champ permanent. Considérons par exemple le
codage de l’image en une dimension suivant l’axe ~x. Soit x la position réelle et x′ la position
mesurée. On peut montrer que
x′ = λxx (2.64)
avec




où on a noté Gx le gradient de codage en x et G′x le gradient supplémentaire de champ ma-
gnétique induit par les défauts de champ [Haacke et al., 1999]. Ainsi, plus le gradient G′x sera
grand, plus la distorsion géométrique sera importante.





∆B correspondant à la variation de champ magnétique observée sur une distance δx.
L’hétérogénéité de construction est plus élevée en bas-champ qu’en haut champ. Ceci est
principalement dû aux types d’aimant utilisés, aimants résistifs dans le cas des IRM bas champ
(< 0, 5T), et aimants à supraconducteur, plus homogènes, dans le cas des IRM à haut champ.
Sur notre IRM nous avons mesuré des variations de l’ordre de 4 parties par million (ppm) sur
une distance de 200 mm. Les variations mesurées sur des IRM à champ plus élevés sont plus
faibles, de l’ordre de 0.2 ppm sur la même distance [Chen et al., 2006]. Nous négligeons ici
l’inhomogénéité liée aux non-linéarités de gradient. En effet, ces non-linéarités sont essentiel-
lement observées dans les zones éloignées du centre de l’aimant et nous considérons que ces
zones peuvent être évitées dans un grand nombre de cas. Ainsi dans le cas d’un IRM bas-
champ on peut estimer que ∆B = 4e−6B0 et δx = 200mm ; pour les IRM à plus haut-champ
∆B = 0.2e−6B0 pour la même valeur de δx.
Dans le cas d’une variation liée à une différence de susceptibilité magnétique, on estime
que la différence maximale que l’on rencontre est de l’ordre de ∆B = 0.9 ppm. C’est le cas des
interfaces eau/air. Cette différence est observée à l’échelle du pixel, sur une distance d’environ
δx = 1mm.














B0 (T) 0.2 0.5 1 1.5 3
Défaut de 1.00 1.00 1.00 1.00 1.00
champ permanent
Différence de 1.08 1.19 1.38 1.56 2.13
susceptibilité magnétique
Déplacement chimique 1.29 1.73 2.46 3.19 5.38
TAB. 2.1: Valeurs de λx en fonction de la source d’inhomogénéité et de l’intensité du champ B0.
Enfin, la différence de précession entre les protons de l’eau et ceux des tissus gras est
de 3.5 ppm. Elle s’observe également à l’échelle du pixel, soit 1 mm. Ainsi, dans ce cas
∆B = 3.5e−6B0 et δx = 1mm.
Les valeurs obtenues sont récapitulées tableau 2.1. Elles ont été obtenues en considérant que





où fe est la fréquence d’échantillonnage du signal, et FOVx la taille du champ de vue selon la
direction x. La valeur de 2.4 mT/m a été obtenue en prenant fe = 20 kHz et FOVx = 0.2 m.
On observe que, dès B0 = 1T, la valeur de la distorsion peut dépasser la taille d’un voxel
(cas où λx > 2). Par contre, en IRM bas-champ, on peut considérer ces distorsions comme
négligeables dans la mesure où elles ne dépassent pas la taille d’un voxel.
Si on considère la distorsion suivant l’axe ~z on peut écrire :
∆z′ = λz∆z (2.68)
avec




On peut estimer que les valeurs prises par G′z sont les mêmes que G′x. Les valeurs de Gz sont
également du même ordre de grandeur que Gx. Ainsi on retrouve pour λz les mêmes valeurs
que pour λx et on peut porter les mêmes conclusions, à savoir que la distorsion géométrique liée
à des défauts de champ permanent est négligeable dans le sens de l’épaisseur de coupe.
Enfin, des mesures utilisant un objet test de la société SpinSafety confirment ces données ;
elles permettent de quantifier, sur notre imageur, les distorsions géométriques sur une cercle de
190 mm de diamètre et un carré de 122 mm de côté. Sur le cercle les distorsions sont inférieures
à 3% et le taux d’ovalisation du carré inférieur à 2%. Ces mesures englobent plusieurs sources
d’inhomogénéité, entre autres les non-linéarités de gradient.
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artéfact d’off-résonance. En ce qui concerne l’artéfact d’off-résonance, on peut montrer que
le module de l’aimantation transversale, après un angle de bascule d’un angle α est égal à [Liang
et Lauterbur, 1999]
|Mx′y′(O+)| = M0z sin θ
√
sin2 α + (1− cosα)2 cos2 θ (2.70)










θ = arctan (ω1/∆ω0).
ω1 est de l’ordre de grandeur de ω0 donné par la relation de Larmor ; si on considère que
l’écart de pulsation lié aux inhomogénéités est au maximum de 3.5 ppm (ce qui correspond au
déplacement chimique de la graisse) alors ωeff ≈ ω0 et θ ≈ 90˚. Ainsi on peut considérer que
|Mx′y′(O+)| ≈M0z sinα et considérer ce phénomène comme négligeable.
2.2.2 Défauts d’émission et de réception de la RF
Le système RF est constitué d’une partie émettrice, qui produit le champ magnétique ~B1 et
une partie réceptrice qui recueille le signal émis par les spins. En fonction des constructeurs et
du type d’antenne, certaines antennes peuvent être émettrices, réceptrices ou réaliser les deux
fonctions. L’émission et la réception subissent des inhomogénéités spatiales.
Défauts en transmission
Les défauts en transmission ont plusieurs sources :
– Les antennes n’émettent pas de façon spatialement homogène. Ainsi l’angle de bascule
des spins provoqué par le champ B1 est variable dans l’espace, ce qui induit une modifi-
cation du signal. De plus on peut rappeler ici le phénomène d’off-résonance qui peut être
assimilé à un défaut de RF en transmission.
– De plus, la RF est utilisée en 2D pour sélectionner la coupe. Celle-ci n’a pas la même
épaisseur sur toute l’image, et le nombre de protons participant au signal pour un voxel
donné varie en fonction de sa position ce qui module l’intensité en fonction de la position.
– Enfin, la pénétration des ondes RF peut être modifiée en fonction de la conductivité de
l’objet imagé. De plus, il peut également se former des ondes RF stationnaires qui dé-
pendent de la permittivité des tissus. Ces effets augmentent avec le champ et sont négli-
geables au moins jusqu’à 1.5 T [Simmons et al., 1994].
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Défauts en réception
La RF émise par l’échantillon n’est pas reçue avec la même sensibilité par l’antenne en
fonction de la position. En particulier, les zones positionnées près de l’antenne sont vues avec
une meilleure sensibilité que les zones éloignées de l’antenne. Ceci est particulièrement vrai
en antenne de surface, utilisée pour l’imagerie des petites zones, où l’intensité du signal est
particulièrement amplifiée pour les zones proches de l’antenne. On observe également ce phé-
nomène avec les antennes de type « corps » ou « tête ». Dans ce cas, les variations d’intensité
restent importantes et peuvent atteindre 20%.
Sur la figure 2.10 sont représentées cinq images d’un cylindre rempli d’huile et acquises
à différentes positions dans l’IRM. L’antenne émettrice est une antenne intégrée au corps de
l’IRM, alors que l’antenne réceptrice est une antenne tête positionnée autour du cylindre. On
peut observer nettement les variations d’intensité. L’intensité est plus forte sur les bords de l’ob-
jet, plus faible à l’intérieur, et cet effet est accentué lorsqu’on s’éloigne du centre de l’aimant.
Ce sont ces défauts d’intensité que nous nous efforcerons de corriger par la suite.
2.2.3 Défauts de la chaîne électronique
Le signal IRM est classiquement détecté en quadrature. Les défauts de la chaîne de détection
peuvent provenir en premier lieu de mauvais réglages : présence d’offset, de gains différents sur
les deux canaux, de défaut de quadrature (déphasage), de la caractéristique fréquentielle de la
réception (atténuation de certaines fréquences). Cela se traduit par des artéfacts différents, tels
que des lignes obliques ou verticales dans l’image. A priori ces défauts peuvent être réglés de
façon instrumentale.
En revanche le bruit de mesure ne peut être évité et doit être pris en compte si on veut pou-
voir améliorer les images. Comme nous le verrons par la suite, le rapport signal à bruit, RSB,
est un point clé de l’IRM car il est relié à la résolution spatiale et au temps d’acquisition. Le
bruit provient de trois sources principales : la résistance de l’antenne réceptrice, les pertes di-
électriques et inductives dans l’échantillon et la chaîne électronique de traitement du signal reçu
par l’antenne [Bonny, 1996]. Il est à noter que la pondération de chaque source de bruit dans le
bruit total dépend de la fréquence et, qu’à bas-champ, la source dominante est l’antenne [Red-
path, 1998]. Ce bruit est un blanc gaussien additif [Sijbers et al., 1998], et sa variance V suit la






où e représente l’épaisseur de la coupe, tx et ty la taille du champ de vue dans les directions ~x et
~y,Nx et Ny, le nombre de pixel dans les deux directions de l’image, ∆t le pas d’échantillonnage
du signal et nacc le nombre d’accumulations du signal. En effet, afin de réduire la variance du
bruit, on procède en IRM au moyennage de plusieurs acquisitions. Ainsi, pour réduire le bruit on
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FIG. 2.10: Images d’un cylindre rempli d’huile, acquises de gauche à droite à -45 mm, -22.5 mm, 0 mm,
22.5 mm et 45 mm du centre de l’aimant. L’échelle des couleurs est représentée à droite. Les pixels
d’intensité inférieure à 1400 sont représentés en noir, ceux d’intensité supérieure à 2400 en blanc.
peut augmenter le nombre d’acquisitions, ce qui se fait au détriment du temps d’acquisition. On
peut également augmenter l’épaisseur de coupe, ce qui réduit la résolution dans cette direction.
On peut également opter pour un champ de vue plus grand, ou diminuer le nombre de pixels, ce
qui reviendra également à réduire la résolution spatiale. Ainsi, en IRM, l’opérateur est amené à
effectuer un compromis entre la variance du bruit, le temps de mesure et la résolution.
Le signal quant à lui dépend de la séquence ; dans tous les cas il est proportionnel à M0 qui
est donné par la loi de Curie :
M0 = ρ
γ2h2B0I (I + 1)
3kBT
(2.73)
où ρ est la densité volumique de noyaux, I est le nombre quantique de spin (I=1/2 pour le
proton), h est la constante de Planck, kB est la constante de Boltzmann et T est la température.
Ainsi, toutes choses étant égales par ailleurs, le signal sera d’autant plus élevé que B0 sera
grand, ce qui est un intérêt des IRM haut champ.
Le bruit est additif gaussien et s’ajoute à chacune des composantes de l’aimantation trans-
versale. Comme nous l’avons vu section 2.1.8 l’image IRM est le module de la transformée
de Fourier du signal acquis. Le signal est acquis par un détecteur en quadrature qui mesure
à la fois la composante réelle et la composante imaginaire de l’aimantation transversale. Le
bruit s’ajoute à chacune de ces composantes. La transformée de Fourier préserve les caracté-
ristiques gaussiennes du bruit. En revanche, le calcul du module n’est pas linéaire et le bruit
dans l’image n’est pas gaussien. Il suit la loi de Rice. Cependant, lorsque le RSB est supérieur
à 5 on peut assimiler cette loi à une loi gaussienne centrée [Gudbjartsson et Patz, 1995]. Nous
nous placerons dans cette configuration qui couvre une large gamme d’applications. Cependant,
il existe des cas où le signal est relativement faible et où le temps acceptable d’acquisition est
faible aussi ce qui rend le RSB inférieur à 5. Dans ce cas, afin de pouvoir conserver l’hypothèse
d’un bruit gaussien centré additif, il faudrait conserver la partie réelle et la partie imaginaire de
l’aimantation lors des traitements ultérieurs.
2.2.4 Défauts liés au principe de formation des images
Il existe des défauts qui sont liés au principe même de formation des images :
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– Comme nous l’avons vu section 2.1.8, le processus de sélection de coupe ne peut être
parfait, même en l’absence d’inhomogénéité du champ B0, car la RF est émise en un
temps fini. Nous redétaillerons ce point dans la section suivante.
– Le phénomène de Gibbs, lié à l’utilisation de la transformée de Fourier, est observé dans
les images lorsqu’il existe des discontinuités de l’intensité. Ce défaut qui se propage gé-
néralement sur plusieurs pixels, peut être réduit en appliquant un filtre sur le signal avant
la transformée de Fourier. Nous ne l’avons pas pris en compte dans notre étude.
– Défauts liés à l’échantillon : des mouvements ou la présence de flux créent des artéfacts
dans les images. Les applications agrolimentaires sont peu ou pas concernées par ces
problèmes que nous avons considérés comme inexistants par la suite. Ceci n’est pas tout
à fait vrai, puisque lors d’un procédé alimentaire, l’objet d’étude est susceptible d’évoluer
et de changer de forme, comme dans le cas de la pousse du pain par exemple. On pourra
néanmoins considérer que les temps d’acquisition sont choisis suffisamment petits par
rapport à la dynamique du phénomène.
2.2.5 L’artéfact de sélection de coupe
Nous revenons plus en détail sur l’artéfact de sélection de coupe. En effet, les imperfections
de sélection de coupe sont non négligeables et d’autant plus importantes que le temps de répéti-
tion TR est court devant T1. Elles dépendent de la nature de la RF employée et de la séquence.
Ce problème a été étudié particulièrement dans les années 1980, lors de l’essor de l’IRM en
applications cliniques [Robinson et al., 1987; McRobbie et al., 1986, 1987; Young et al., 1985;
Joseph et Axel, 1984] et en particulier dans le cas de la mesure des T1 par écho de gradient [Ha-
nicke et al., 1988; Young et Payne, 1987]. Les travaux exposés dans [Joseph et Axel, 1984]
insistent notamment sur les imperfections de la RF de refocalisation. Ces imperfections existent
quand la RF appliquée est sélective c’est-à-dire quand un gradient de champ magnétique est ap-
pliqué simultanément. Lors d’une séquence d’écho de spin, on peut éventuellement utiliser une
RF de refocalisation non sélective. Cependant dans ce cas il n’est pas possible d’acquérir plu-
sieurs coupes en même temps. En effet pendant l’intervalle de temps TR, on peut sélectionner
successivement plusieurs coupes positionnées à plusieurs endroits différents, en appliquant des
impulsions RF sélectives. Une première coupe est sélectionnée par le biais d’une RF sélective
lors de l’application de l’angle de bascule et de l’angle de refocalisation, le signal est ensuite ac-
quis. Pendant le temps d’attente égal à TR−TE , il est possible d’appliquer le même processus
à une autre coupe. Cela permet de gagner un temps précieux lors de l’étude tridimensionnelle
d’un objet. C’est pourquoi, nous nous positionnerons dans le cas d’une impulsion RF de 180˚
sélective.
La plupart des auteurs ont combiné des études expérimentales et des études par simulation.
Afin d’analyser cet artéfact nous avons utilisé un simulateur d’images IRM, SIMRI, basé sur la
résolution des équations de Bloch [Benoit-Cattin et al., 2005]. Ce simulateur permet de calculer
l’état de l’aimantation en tout point d’un objet virtuel en résolvant numériquement les équations
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de Bloch dans le cas de l’application du champ RF et lors de la relaxation. On peut ainsi simuler
une séquence complète d’acquisition. Toutes les simulations ont été réalisées en utilisant un
objet virtuel de taille 16×16×80 dans les directions ~x, ~y et ~z. Nous supposons que la sélection
de coupe se fait dans un plan perpendiculaire à ~z. Nous observons l’état de l’aimantation le
long de la dimension ~z au point central de coordonnées x = 8, y = 8 afin d’analyser le profil
de la coupe en regardant l’aimantation transversale le long de la direction de coupe. En ce qui
concerne l’évolution temporelle de la RF au cours de la durée de l’impulsion, nous avons utilisé
celles implémentées par Siemens dans notre imageur, représentées figures 2.11 et 2.12 qui
correspondent respectivement aux RF « 90◦ » et « 180◦ ».
Réponse à une RF élémentaire
Regardons dans un premier temps la réponse à une RF élémentaire. Les figures 2.13 et
2.14 représentent le module de l’aimantation transversale après l’application, sur une aimanta-
tion purement longitudinale, d’une RF de 90˚ et de 180˚ respectivement. Pour une impulsion
sélective de 90˚, on cherche à obtenir une aimantation transversale dans une zone égale à la
largeur de la coupe. Pour l’impulsion sélective de 180˚ on ne devrait obtenir aucune aimanta-
tion transversale puisque l’aimantation longitudinale basculant d’un angle 180˚ reste purement
longitudinale. Dans le cas de la RF de 90˚ on peut observer que la réponse n’est pas exactement
idéalement rectangulaire, cependant la forme n’est pas très éloignée de celle recherchée. Pour
l’impulsion RF de 180˚ en revanche, la réponse est très éloignée de celle attendue. En effet, il se
crée une aimantation transversale notamment sur les bords de la coupe. L’aimantation transver-
sale n’est nulle qu’au centre de la coupe. Ce sont les imperfections de cette impulsion RF qui
sont prépondérantes dans les défauts de sélection de coupe en écho de spin.
Simulation d’une écho de spin
Afin d’observer le profil de coupe dans le cas d’une séquence en écho de spin, nous avons
simulé une telle séquence. Nous l’avons fait dans un cas simplifié en utilisant le chronogramme
représenté figure 2.8. Nous n’avons pas implémenté une séquence SE complète, telle qu’implé-
mentée sur les machines. En particulier par souci de simplicité, nous n’avons pas implémenté
les gradients dits de « crusher » qui permettent d’éviter le signal formé à l’extérieur de la coupe.
Ainsi, dans la suite, il faudra considérer que l’aimantation de part et d’autre de la coupe est
atténuée dans la réalité par ces gradients. De plus, des gradients dits de spoilers sont appliqués
afin de supprimer toute aimantation transversale à la fin de chaque cycle. Nous l’avons simulé
en affectant directement la valeur 0 aux composantes x et y de l’aimantation à la fin de chaque
cycle.
Nous avons fait varier dans un premier temps le rapport R1 = TR/T1 dans l’ensemble
{0.2, 0.5, 1, 1.4, 2, 6}. L’angle de bascule a été fixé à 90˚. L’angle de refocalisation a été gardé
constant et égal à 180˚.










































































position dans la coupe
zone délimitant la coupe idéale
α = 90° 






























position dans la coupe
zone délimitant la coupe idéale
α = 180° 
FIG. 2.14: Module de l’aimantation transversale après une impulsion sélective de 180˚ appliquée à une
aimantation purement longitudinale.





























position dans la coupe
zone délimitant la coupe idéale
R1 = 4.00R1 = 2.00R1 = 1.28R1 = 1.00R1 = 0.50R1 = 0.28
FIG. 2.15: Module de l’aimantation transversale pour différents rapports TR/T1.
La figure 2.15 représente le module de l’aimantation transversale le long de la coupe.
L’angle de refocalisation est sélectif. On remarque, comme attendu, compte tenu des imperfec-
tions de la RF de refocalisation, que le profil de coupe est loin d’être parfait et est d’autant moins
rectangulaire que le rapport R1 est petit, ce qui est le cas en IRM pondérée T1. Ces résultats sont
similaires aux résultats expérimentaux présentés dans [Young et al., 1985]. Les modulations du
profil à l’intérieur de la coupe sont variables tandis que les modulations à l’extérieur de la coupe
sont relativement similaires.
Les profils dépendent du rapportR1 mais aussi de l’angle de bascule utilisé. Les figures 2.16
et 2.17 montrent l’aimantation transversale en fonction de l’angle de bascule de la première RF
respectivement pour un rapport R1 de 0.28 et de 1.28, choisis ici car ils seront rencontrés par
la suite dans nos applications. Outre des profils variant de forme avec l’angle de bascule, on
observe un décalage spatial de la modulation du profil de coupe à l’intérieur de celle-ci.
Pour comparaison, nous avons simulé une écho de spin qui n’utiliserait pas d’impulsion
sélective lors de la refocalisation. Les profils de coupe présentés figure 2.18 sont nettement
meilleurs, même pour des petites valeurs du rapport R1.
2.2.6 Modélisation du signal incluant les artéfacts
Compte tenu des artéfacts présents en IRM, il est nécessaire de compléter le modèle obtenu






























position dans la coupe
zone délimitant la coupe idéale
α  =  60°
α =  90°
α = 120°
FIG. 2.16: Module de l’aimantation transversale pour R1 = 0.28 pour trois valeurs d’angle de bascule





























position dans la coupe
zone délimitant la coupe idéale
α  =  60°
α =  90°
α = 120°
FIG. 2.17: Module de l’aimantation transversale pour R1 = 1.28 pour trois valeurs d’angle de bascule
différents, 60˚, 90˚ et 120˚ degrés avec une RF sélective.





























position dans la coupe
zone délimitant la coupe idéale
R1 = 4.00R1 = 2.00R1 = 1.28R1 = 1.00R1 = 0.50R1 = 0.28
FIG. 2.18: Module de l’aimantation transversale pour différentes valeur de R1 avec une RF de refocali-
sation non-sélective.
de la revue des artéfacts, nous pouvons négliger à bas-champ les délocalisations du signal mais
par contre il est nécessaire de prendre en compte les défauts d’homogénéité de la RF. Le défaut
de RF en réception peut être modélisé par un biais multiplicatif dont la valeur dépendra de la
position par rapport à l’antenne. On notera par la suite la position par l’indice ℓ. La valeur de ce
biais au pixel ℓ sera notée Rℓ . En ce qui concerne le défaut de la RF en transmission, on peut
considérer qu’elle peut être modélisée par un biais multiplicatif qui s’applique à l’amplitude
du champ RF ~B1 et donc à l’angle de bascule. En effet, comme nous l’avons vu section 2.1.5,
l’angle de bascule est proportionnel à l’amplitude du champ ~B1. On notera ηℓ le biais à la
position ℓ. En ce qui concerne le défaut de sélection de coupe la situation est plus complexe
puisque la modulation de l’intensité dépend à la fois de R1 et de l’angle de bascule. De plus,
un profil de coupe dépend de la RF utilisée, éventuellement également de la façon dont la
séquence est implémentée ; on peut par exemple ajouter une première RF en début de séquence
afin d’atténuer cet artéfact. En conséquence, nous n’avons pas pris cet artéfact en compte et,
dans la suite de ces travaux, l’épaisseur de la coupe sera considérée comme constante et parfaite.
Enfin, nous avons vu qu’il était nécessaire de prendre en compte le bruit de mesure qui peut être
considéré comme additif, gaussien et centré. Il sera noté nℓ. Ainsi, le signal Sℓ d’une écho de
spin au pixel ℓ se réécrit :




1− cos ηℓα cos ηℓβE1ℓ
+ nℓ (2.74)
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M0ℓ, E2ℓ et E1ℓ étant respectivement les valeurs de M0, E2 et E1 au pixel ℓ. Nous pouvons
d’ores et déjà remarquer, et nous reviendrons plus en détail sur ce point important dans la
suite du document, que la variation de signal due aux inhomogénéités de la RF en émission
dépend du T1. En effet, en pondération T1, comme c’est le cas dans notre étude, E1ℓ n’est pas
négligeable et le dénominateur de l’expression (2.74) varie en fonction de E1ℓ et de ηℓ. Ceci est
une particularité de la séquence écho de spin pondérée en T1.
2.3 Confrontation du modèle aux mesures expérimentales
Afin de confronter le modèle aux mesures expérimentales, nous avons utilisé deux objets
de géométrie différentes. L’objet A, était une sphère remplie d’eau additionnée de NiSO4. Le
temps de relaxation longitudinal, mesuré par RMN, était de l’ordre de 500 ms. L’objet B était
un parallélépipède d’épaisseur 20 mm, rempli de la même solution.
2.3.1 « Écho de spin » 2D
Afin de valider l’expression du signal établie en (2.74), nous avons effectué des mesures
sur l’IRM du Cemagref de Rennes. C’est un IRM 0.2 T (Open, Siemens). Toutes les images
présentées dans ce rapport ont été acquises avec ce matériel. L’antenne d’émission est différente
de l’antenne de réception. L’antenne d’émission est unique et logée dans la coque de la machine.
Il existe plusieurs types d’antenne de réception dédiée aux applications cliniques (antenne corps,
tête, poignet, ...). Nous avons utilisé l’objet A positionné dans l’antenne tête dont la taille était
adaptée aux applications visées. La séquence utilisée était une écho de spin avec un temps
d’écho TE = 15 ms, le champ de vue était de 256mm × 256mm et la taille de la matrice
128×128. L’épaisseur de coupe était de 4mm. Nous avons fait varier le temps de répétition TR
de sorte à obtenir un rapport R1 ∈ [0.2, 0.5, 1, 1.4, 2, 6]. L’angle de bascule a été varié de 60˚ à
120˚ par pas de 10˚. L’angle de refocalisation a été gardé constant et égal à 180˚. La coupe était
réalisée au centre de l’aimant dans la direction dite transverse (parallèle à l’axe ~z). Les mesures
sur les images on été effectuées en calculant la moyenne des niveaux de gris sur une région au
centre de l’image. On notera r cette région et les valeurs des paramètres s’y rapportant seront
indicés par r.
L’expression établie en (2.74) nous donne le modèle du signal. Concrètement, il ne nous est
pas possible de connaître la valeur de M0r qui dépend non seulement de la densité de protons
de l’échantillon, de la température, mais aussi du gain de la chaîne d’acquisition. Il n’est pas
possible non plus de connaître la valeur de Rr. Par contre on peut accéder à une mesure de ηr en
utilisant la méthode proposée dans [Stollberger et Wach, 1997]. On considère deux signaux, S1r
et S2r acquis avec des angles de bascule égaux respectivement à α1 et 2α1, un bruit de mesure
égal à n1 et n2, et un temps de répétition TR suffisamment long pour que E1r = 0. Ces deux
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signaux s’écrivent : {









En négligeant le bruit de mesure, on peut estimer la valeur de ηr en faisant le rapport des deux





Nous avons effectué cette mesure sur un cylindre rempli d’huile et avons trouvé une valeur de
0.96 pour ηr.
En notant :
G = RrM0rE2r (2.77)
et




1− cos ηrα cos ηrβE1r , (2.78)
alors l’expression du signal d’une écho de spin, S(α, ηr, R1) devient :
S(α, ηr, R1) = Gg(α, ηr, R1). (2.79)
La valeur de G est inconnue. Nous l’avons estimée en considérant que le modèle décrit le
mieux la réalité lorsque R1 a la valeur la plus élevée, égale à 6 ici, et que α = 90˚. Ainsi, en












on peut évaluer l’erreur du modèle en connaissant l’écart de κ par rapport à 1 qui est la valeur
de référence pour un modèle parfait.
La figure 2.19 montre les valeurs de κ en fonction du rapport R1 pour les différentes valeur
de l’angle de bascule α.
L’écart du modèle aux données est relativement important et la variation de la réponse du
modèle en fonction de α, pour une même valeur de R1, est de plus en plus dispersée avec les
faibles valeurs de R1. Quelque soit l’angle, la valeur de κ augmente, atteint un maximum et
redécroît. Il est à noter que, pour un angle de 110˚ et R1 = 0.2, la valeur de κ est très proche de
1 alors qu’elle ne l’est pas pour les autres valeurs de R1. Tout se passe comme si au moins deux
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phénomènes étaient en jeu et pouvaient se compenser pour donner le résultat attendu. Nous
n’avons pas d’explication pour ce phénomène.
Compte tenu des résultats de l’étude par simulation de la sélection de coupe, nous avons
émis l’hypothèse que cet écart était principalement dû à l’imperfection de la sélection de coupe.
Pour le vérifier nous avons comparé ces résultats avec des résultats acquis avec une séquence
3D.
2.3.2 « Écho de spin » 3D
Nous avons tout d’abord souhaité tester le modèle en utilisant une séquence 3D, qui elle
n’effectue pas de sélection de coupe mais un codage en phase. Ce type de séquence n’est pas
disponible classiquement sur les IRM, vraisemblablement à cause des temps d’acquisition éle-
vés qu’elle entraîne et qui sont incompatibles avec les applications cliniques. Cependant Phi-
lippe Massot et Jean-Michel Franconi du laboratoire « Résonance Magnétique des Systèmes
Biologiques » de l’université de Bordeaux ont ébauché pour nous une séquence écho de spin
3D adaptée à notre IRM. Des réglages nécessaires pour adapter cette séquence à notre IRM
seraient nécessaires pour une utilisation en routine. Cependant nous avons pu l’utiliser de fa-
çon satisfaisante sur l’objet B, vraisemblablement en raison de sa faible épaisseur ; en effet, les
spins positionnés de part et d’autre de la zone d’intérêt sont susceptibles de polluer les images.
Cet objet était positionné au centre de l’aimant. Nous avons réalisé les mêmes acquisitions que
précédemment, hormis pour R1 = 6 où l’acquisition a été limitée au cas où α = 90˚. Nous
avons effectué 16 coupes d’une épaisseur de 5 mm. La figure 2.20 représente la valeur de κ en
fonction de R1 pour différentes valeurs de α. Les écarts du modèle par rapport aux données
sont beaucoup plus faibles qu’avec une spin écho en 2D. Ils restent plus élevées pour les faibles
valeurs de R1 mais sans dépasser 10% d’erreur contre 30% dans le cas de la séquence 2D. Ces
données confirment qu’une grande partie des écarts entre le modèle et les données provient du
processus de sélection de coupe.
2.3.3 « Écho de gradient » 2D et 3D
Nous avons également observé la différence de réponse du modèle dans le cas d’une sé-
quence « écho de gradient ». En effet pour ce type de séquence, une version 3D était disponible
sur notre imageur. Cette séquence diffère de la séquence SE par l’absence d’impulsion de refo-
calisation. Nous avons utilisé une séquence « écho de gradient » avec destruction de l’aimanta-
tion résiduelle à la fin de chaque cycle ; son acronyme est FLASH. Les profils de coupe entre
une écho de spin et la séquence FLASH ne sont pas comparables. En particulier, la séquence
FLASH 2D n’utilisait pas les mêmes formes de RF pour la sélection de coupe. Nous avons
effectué des acquisitions pour des valeurs d’angle de bascule variant de 10 à 90˚ par pas de
10˚ pour des valeurs de R1 égale à 0.2 et 0.5. L’épaisseur de coupe pour la FLASH 2D était
de 10 mm, et de 5 mm pour la FLASH 3D. Les acquisitions ont été effectuées sur l’objet B





















FIG. 2.19: Valeur de κ en fonction de R1 pour les différentes valeur de l’angle de bascule α. La valeur
idéale attendue est 1.
positionné au centre de l’aimant. De manière similaire au cas de l’écho de spin, des mesures
préliminaires effectuées sur un cylindre rempli d’huile végétale (T1 ≈ 110 ms) ont permis de
mesurer la valeur de ηr dans la zone de mesure, en utilisant des angles de bascule de 45˚ et 90˚
avec une valeur de TR de 700 ms. Pour la FLASH 2D, nous avons mesuré une valeur relative-
ment faible de 0.85, contre une valeur de 0.99 pour la FLASH 3D. Cette faible valeur pour la
FLASH 2D peut s’expliquer par une atténuation délibérée de l’angle de bascule réalisée par le
constructeur.
L’expression du signal d’une écho de gradient S ′(α, ηr, R1) est donnée par :
S ′(α, ηr, R1) = RrM0r exp(−TE/T ∗2r) (1−E1r)
sin ηrα
1− E1 cos ηrα. (2.82)
En notant
G′ = RrM0r exp(−TE/T ∗2r) (2.83)
et
g′(α, ηr, R1) = (1− E1r) sin ηrα
1−E1 cos ηrα, (2.84)
l’expression du signal en écho de gradient devient
S ′(α, ηr, R1) = G
′g′(α, ηr, R1). (2.85)





















FIG. 2.20: Valeur de κ en fonction de l’angle α pour les différentes valeur de R1 dans le cas de la
séquence SE 3D. La valeur idéale attendue est 1.
Cette fois-ci nous avons fait l’acquisition seulement pour deux valeurs de R1, 0.2 et 0.5 et
nous avons choisi d’estimer à chaque fois la valeur de G′ en prenant pour référence la valeur de
la mesure pour un angle de 90˚. Ainsi pour chaque valeur de R1, et en notant M ′r(α, ηr, R1) la
mesure réalisée en écho de gradient :
G′ =
g′(90˚, ηr, R1)
M ′r(90˚, ηr, R1)
, (2.86)







La figure 2.21 montre les différentes valeurs de κ′ pour une séquence FLASH 2D et 3D,
pour différentes valeurs de R1 et en fonction de l’angle α. On note que le modèle est nettement
plus précis dans le cas de la FLASH 3D, et, comme dans le cas de la séquence écho de spin, la
précision augmente avec R1. Ces mesures prouvent une nouvelle fois que l’artéfact de sélection
de coupe n’est pas négligeable et explique une partie de l’écart entre les données et le modèle.








 10  20  30  40  50  60  70  80  90
α (°)
flash 2d R1=0.2 flash 2d R1=0.5flash 3d R1=0.2flash 3d R1=0.5
modèle parfait
FIG. 2.21: Valeur de κ′ en fonction de l’angle α pour les différentes valeur de R1 dans le cas de la
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FIG. 2.22: Evolution du niveau de gris sur une image de saumon pour différentes valeurs de α et de TR.
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2.3.4 Cas d’un objet non homogène et d’une SE 2D
Les mesures précédentes ont été effectuées sur des objets homogènes, en particulier avec
une homogénéité dans l’épaisseur de coupe. Pour observer les effets de l’artéfact de sélection
de coupe sur un objet quelconque, nous avons effectué des acquisitions sur un objet présentant
a priori des inhomogénéités à l’intérieur de l’épaisseur de coupe. Il s’agit d’un saumon. La
chair de ce type de poisson est constituée d’une succession de couches de muscle et de gras
arrangées de telle sorte qu’une coupe d’épaisseur 4 mm contient inévitablement une proportion
de chacun de ces tissus. La figure 2.22 représente les niveaux de gris selon une ligne de l’image
pour trois configurations d’acquisition différentes, α = 60˚ et TR = 140ms, α = 90˚ et
TR = 140ms, α = 90˚ et TR = 700ms. Les temps de relaxation des tissus sont respectivement
de l’ordre 110 ms et de 500 ms pour le tissus adipeux et le muscle. Il existe une différence dans
la variation des niveaux de gris entre les profils mesurés sur les images à TR = 140ms et
l’image à TR = 700ms, en particulier dans les zones de forte transition. Cela peut s’expliquer
par la différence de profil de coupe entre les différents TR. Dans les zones de fortes transition,
l’inhomogénéité dans l’épaisseur de coupe est susceptible d’être plus importante. La différence
de variation n’était pas observable à TR = 140ms pour les deux valeurs de α différentes.
2.3.5 Conclusion sur la validation expérimentale
Cette validation expérimentale a montré qu’il existait des écarts entre le modèle et les don-
nées relativement importants pour des valeurs de R1 petites et que cet écart était en grande partie
dû aux artéfacts de sélection de coupe. Néanmoins, n’ayant pas à notre disposition de séquence
SE 3D, nous avons choisi de travailler avec une séquence SE 2D tout en conservant ce modèle
sachant que le développement d’une séquence SE 3D est tout à fait envisageable. L’interpré-
tation des résultats devra se faire à l’aune de ce défaut identifié du modèle. Il sera également
nécessaire d’être vigilant quant aux choix des différentes images à acquérir, compte tenu des
décalages observés entre les images. Nous le verrons plus loin, l’utilisation de fantômes pourra
permettre de s’affranchir de ce problème particulier.
2.4 Conclusion
Nous avons étudié dans ce chapitre le processus de formation d’une image IRM et nous
avons pu établir, grâce aux équations de Bloch, le modèle du signal pour une séquence SE.
Nous avons passé en revue les différents artéfacts rencontrés en IRM et évalué ceux qui pou-
vaient ne pas être pris en compte dans le cadre de l’IRM bas-champ. Nous avons exclu de notre
problématique les artéfacts liés aux défauts de champ permanent et nous avons en revanche
considéré comme non-négligeables les inhomogénéités de la RF en émission et en réception
ainsi que le bruit de mesure. Nous avons complété le modèle pour inclure ces artéfacts. Nous
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n’avons pas pris en compte l’artéfact de sélection de coupe qui, d’après des mesures expéri-
mentales, a un effet relativement important en particulier lorsque que le TR est petit devant le
T1. Nous avons vu également que la variation du signal due aux inhomogénéités de la RF en
émission dépendait du T1 ce qui est une particularité de la séquence écho de spin pondérée en
T1. Nous reprenons en détail ce point dans le chapitre suivant avant de faire un état de l’art des
méthodes de correction des inhomogénéités d’intensité.
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CHAPITRE 3
Étude bibliographique
Ce chapitre est consacré à la revue bibliographique des méthodes de corrections des inhomo-
généités d’intensité dans les images IRM. Comme nous l’avons vu dans le chapitre précédent,
il est possible dans le cadre de l’IRM bas champ de négliger les déformations de l’image liées
aux inhomogénéités du champ permanent. C’est pourquoi nous avons écarté de cette revue bi-
bliographique les méthodes de reconstruction des images qui ont pour objectif la correction
des artéfacts de champ permanent menant à des erreurs de localisation. Nous nous focaliserons
donc sur les méthodes permettant de corriger les inhomogénéités d’intensité liées aux défauts
du champ RF. En outre, nous ne présentons pas ici une étude des travaux dédiés uniquement à
la réduction du bruit dans les images IRM. En effet, l’approche que nous avons utilisée propose
un cadre unifié de correction et de débruitage qui se rapproche plus des méthodes de correction.
Nous commencerons cette étude par un rappel du modèle utilisé, en étudiant en particulier les
caractéristiques du biais engendré par les inhomogénéités qui se décompose en deux termes
dont l’un dépend des tissus. Cela nous permettra de mettre en évidence les spécificités de notre
problème. Ensuite nous aborderons l’état de l’art proprement dit.
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3.1 Caractéristiques du biais engendré par les inhomogénéi-
tés RF
3.1.1 Modélisation du signal
Comme il est démontré dans le chapitre 2 le signal IRM d’une écho de spin peut s’écrire
sous la forme :
Sℓ = GRℓM0ℓE2ℓf(ηℓ, θ, T1ℓ) (3.1)
avec
f(ηℓ, θ, T1ℓ) =
1
2
sin ηℓα (1− cos ηℓβ)(1−E1ℓ)
1−E1ℓ cos ηℓα cos ηℓβ . (3.2)
M0ℓ, E1ℓ et E2ℓ étant respectivement les valeurs de M0, E1 et E2 au voxel ℓ. Rappelons que E1ℓ





T2ℓ et T1ℓ représentent les valeurs de T2 et T1 au voxel ℓ, et θ = {α, β,TR} est un ensemble de
paramètres à choisir par l’opérateur lors de l’acquisition des images. Nous rappelons ici que α
correspond à l’angle de bascule, β à l’angle de refocalisation et TR au temps de répétition.Rℓ et
ηℓ modélisent respectivement l’inhomogénéité de la RF en réception et en émission. Le facteur
G complète ici le modèle développé dans le chapitre 2 afin de prendre en compte le gain global
de la chaîne d’acquisition. Comme il est démontré en annexe A, nous pouvons considérer que
ce gain est un facteur constant indépendant de θ.
M0ℓ désigne l’intensité du moment magnétique macroscopique d’équilibre dans le voxel ℓ.
Son expression est donnée par la loi de Curie :
M0ℓ = ρℓ
γ2h2B0I (I + 1)
3kBT
(3.3)
où ρℓ est la densité volumique de noyaux dans le voxel ℓ, I le nombre quantique de spin (I = 1/2
pour le proton), h la constante de Planck, kB la constante de Boltzmann et T la température.
Nous nous proposons maintenant d’examiner en détail le biais engendré par les inhomogé-
néités de la RF. En particulier nous allons mettre en évidence qu’une partie de ce biais dépend
du tissu par l’intermédiaire du temps de relaxation T1.
3.1.2 Découplage des inhomogénéités en deux biais
Le signal s∗ℓ en l’absence d’inhomogénéité (i.e., Rℓ = 1 et ηℓ = 1) s’écrit :
s∗ℓ = GM0ℓE2ℓf(1, θ, T1ℓ). (3.4)
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1− E1ℓ cos ηℓα cos ηℓβ . (3.7)
Mℓ est un biais multiplicatif qui dépend uniquement de Rℓ et ηℓ. Le terme Nℓ en revanche forme
un biais dont la valeur dépend du tissu composant le voxel ℓ par l’intermédiaire du temps de
relaxation T1ℓ. En ce sens on ne peut plus parler pour Nℓ de biais multiplicatif. Dans la suite
nous nous référerons à Nℓ en tant que « biais non-multiplicatif ». Les valeurs prises par Nℓ sont
représentées figure 3.1 en fonction de ηℓ et du rapport TR/T1ℓ, dans le cas d’images pondérées
T1 avec TR/T1ℓ < 1.5, pour α = 90◦ et β = 180◦. Une étude préliminaire a permis d’établir
que la gamme de variation pour ηℓ dans un IRM 0.2−T équipé d’une antenne tête était de 0.85
à 1.15. Pour ηℓ = 1, il n’y a pas d’inhomogénéité induite par une variation spatiale de la RF en
émission, donc pas de biais (Nℓ = 1). Pour ηℓ > 1, le biais Nℓ augmente jusqu’à 1.15 pour de
faibles valeurs de TR/T1ℓ. Pour ηℓ < 1, Nℓ décroît jusqu’à 0.9 et atteint sa valeur la plus faible
pour les plus faibles valeurs de TR/T1ℓ.
En présence de plusieurs tissus avec des valeurs différentes de TR/T1, comme ce sera le cas
dans la suite, ceci correspond bien à un comportement non-multiplicatif puisque ces différents
tissus sont affectés par des biais différents.
C’est le cas par exemple pour le tissu adipeux et le muscle, pour lesquels TR/T1 est égal
respectivement à 1.4 et 0.28, pour TR = 140 à 0.2−T. Ces deux cas sont repris en détail sur
la figure 3.2 où l’évolution de Nℓ en fonction de ηℓ pour ces deux tissus est représentée. Les
valeurs de Nℓ sont sensiblement différentes en fonction du tissu en particulier pour les valeurs
basses et hautes de ηℓ. Le signal du tissu adipeux est moins sensible aux variations de ηℓ que
le signal du muscle. Nous pouvons remarquer en outre que comparativement au tissu adipeux,
le signal du muscle sera plus atténué pour des valeurs de ηℓ faibles et plus rehaussé pour de
grandes valeurs de ηℓ.
Selon la précision recherchée, il peut être nécessaire de corriger ce biais non-multiplicatif
qui dépend du T1 du tissu inclus dans chaque voxel. C’est le cas pour l’application visée par nos
travaux. Les effets attendus sur la physiologie des poissons des différentes conditions d’élevage
sont relativement faibles et nécessitent des précisions de mesures les plus élevées possible.
Nous abordons maintenant la revue des méthodes existantes permettant de corriger les inho-
mogénéités du signal. Nous commencerons par étudier les différents modèles qui ont été utilisés
avant d’aborder les différentes méthodes.
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FIG. 3.2: Biais non-multiplicatif Nℓ en fonction de ηℓ pour α = 90◦ et β = 180◦ et pour deux valeurs de
TR/T1 correspondant au tissu adipeux (1.40) et au muscle (0.28).
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3.2 État de l’art en correction d’inhomogénéités RF
Les tout premiers articles traitant de la correction des inhomogénéités d’intensité datent de
1986 ; le nombre d’articles par an est devenu plus important et régulier depuis 1998, de 5 à 8
par an, prouvant que ce thème fait régulièrement l’objet de travaux de recherche tout en restant
limité à une communauté relativement réduite [Vovk et al., 2007].
Trois articles récents proposent une revue des méthodes de correction d’images IRM [Vovk
et al., 2007; Belaroussi et al., 2006; Hou, 2006], tandis que deux autres articles proposent une
comparaison des performances de plusieurs algorithmes [Arnold et al., 2001; Velthuizen et al.,
1998].
Nous allons dans un premier temps examiner les différents modèles utilisés par les auteurs,
puis proposer une classification des méthodes et étudier les différents algorithmes selon cette
classification.
3.3 Modèles utilisés
La plupart des méthodes de correction proposées dans la littérature s’appuient sur une mo-
délisation de l’inhomogénéité par un biais multiplicatif auquel s’ajoute un bruit centré gaussien.
Ainsi, si on note mℓ le signal acquis au pixel ℓ, bℓ le biais, sℓ le signal « vrai » dénué d’inhomo-
généité et nℓ le bruit de mesure on peut écrire :
mℓ = bℓsℓ + nℓ. (3.8)
Ce biais est supposé lisse, c’est-à-dire qu’il est supposé suivre des variations lentes dans
l’espace.
Il est à noter que des modèles alternatifs ont été proposés. C’est le cas notamment dans [Prima
et al., 2001] où un bruit modélisant la variation physiologique des tissus est intégré dans le mo-
dèle. Ce bruit, que l’on notera nbioℓ , et également considéré gaussien centré, s’additionne au









Certains auteurs, [Wells et al., 1996; Guillemaud et Brady, 1997; Van Leemput et al.,
1999a,b], ont utilisé la transformation logarithmique afin de transformer le biais multiplicatif
en biais additif en écrivant :
logmℓ = log bℓ + log sℓ + n
′
ℓ. (3.10)
où n′ℓ est un bruit qu’ils ont supposé gaussien centré ; en fait ce bruit ne l’est pas si on se réfère
au modèle « simple » exprimé en (3.8) ou plus général exprimé en (3.9). Les auteurs ne donnent
pas plus de précisions sur ce point.
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Seuls nos précédents travaux, présentés dans [Collewet et al., 2002], modélisent, dans le
cas d’une séquence en écho de spin, le biais comme dépendant du tissu car s’exerçant de façon
multiplicative à la fois sur le signal mais aussi sur les angles de bascule et de refocalisation,
c’est-à-dire sur la RF à la fois en émission et en réception. Il est à noter cependant que cet état
de fait est discuté ans [Velthuizen et al., 1998; Sled et al., 1998; Mangin, 2000; Cohen et al.,
2000] où il est souligné que le biais dépend du tissu par le biais des temps de relaxation, et
qu’une modélisation par un biais purement multiplicatif peut ne pas être suffisante.
3.4 Méthodes proposées
Les méthodes de correction proposées dans la littérature sont classiquement séparées en
deux grandes familles : les méthodes « prospectives » et les méthodes « rétrospectives ». Les
méthodes dites « prospectives » utilisent des images complémentaires. Ce sont dans certains
cas des images acquises sur l’échantillon d’intérêt en utilisant des antennes de types différents.
Plus fréquemment, ces images complémentaires sont des images acquises sur des mires, ou
fantômes ; ce sont des objets, cylindres ou sphères, remplis d’un liquide qui peut être de l’huile
ou de l’eau additionnée de sels minéraux qui lui confèrent des temps de relaxation compa-
rables à ceux des tissus humains ; ces fantômes, remplis d’un liquide homogène, donneraient
une image complètement homogène en l’absence de biais ; en présence de biais cette image
présente des inhomogénéités telles qu’illustré figure 3.3 ; on peut considérer que cette image est
l’image du biais recherché. Ces méthodes ont fait l’objet des premiers travaux et ont été quasi-
ment abandonnées au profit des méthodes « rétrospectives » qui s’appuient uniquement sur les
informations contenues dans les images pour proposer une estimation du biais. Ces dernières
présentent l’avantage de ne pas nécessiter d’acquisitions supplémentaires.
3.4.1 Méthodes prospectives
L’idée générale de ces méthodes est donc de compléter l’image à corriger par une ou plu-
sieurs images issues soit de fantômes, soit acquises avec une autre antenne.
Utilisation de fantômes
Plusieurs auteurs ont rapporté des travaux utilisant des images de fantôme. La démarche
commune à ces méthodes est d’identifier le biais à l’aide des images de fantôme ; une fois ce
biais estimé, il est utilisé pour diviser l’image à corriger conformément au modèle décrit par
l’équation 3.8.
Dans [Condon et al., 1987; Tofts et al., 1994; Davenel et al., 1999] le biais est estimé
directement en le prenant égal à l’image du fantôme. Cette image est acquise avec un nombre
d’accumulations du signal suffisamment élevé pour réduire le bruit au minimum [Davenel et al.,
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FIG. 3.3: Image d’une sphère remplie d’huile
1999]. Cette méthode a été utilisée dans [Tofts et al., 1994] pour corriger des images de moelle
épinière et dans [Davenel et al., 1999] pour la correction d’images de carcasses de porc.
Dans [Condon et al., 1987] une seconde technique a été utilisée pour décroître l’inhomogé-
néité. Les profils de correction de chaque ligne indicée par x et de chaque colonne indicée par




Cy = exp(−Kyy2). (3.12)
Les paramètres Kx et Ky sont identifiés à partir des images du fantôme. L’intensité de chaque
pixel à la position (x, y) est ensuite divisée par le produit CxCy. Cette approche a l’avantage
de ne pas introduire de bruit lors de la correction, les variations de Cx et Cy étant spatialement
lisses. Une approche similaire est présentée dans [Tincher et al., 1993] où le biais est directe-
ment modélisé en 2D, comme une surface polynomiale dont les paramètres sont identifiées à
l’aide de l’image du fantôme.
Des images de fantôme sont également utilisées dans [McVeigh et al., 1986]. Ces images
filtrées sont converties en matrice de facteurs de correction pour chaque pixel. Il est à noter
que ces auteurs font la distinction entre l’inhomogénéité de réception qui affecte l’intensité du
signal et l’inhomogénéité de la phase. Cette dernière peut avoir un effet sur les images lorsque
la séquence utilisée est sensible à l’information fournie par la phase, ce qui n’est pas le cas en
« écho de spin ».
Dans des travaux précédents, nous avons proposé une méthode de correction à base d’images
de fantôme dans le cas particulier des séquences d’écho de spin pondérées en T1 [Collewet
et al., 2002] ; contrairement aux méthodes précédemment citées, le biais n’est pas considéré
comme purement multiplicatif ; ainsi la correction des images fait intervenir le modèle considéré
dans ce document. Une des limites de cette méthode est, outre la nécessité d’acquérir des images
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de fantôme, la connaissance requise a priori de signaux de référence pour chacun des tissus. De
plus, cette méthode, que nous présenterons dans la partie résultats, est valide uniquement pour
des paramètres d’acquisition particuliers, et ne comporte aucune capacité de débruitage des
images.
Un des principaux inconvénients des méthodes précédemment citées est la nécessité d’ac-
quérir des images de fantôme avec les mêmes paramètres (type de séquence, orientation et
position des coupes) que les images à corriger, ou de positionner des marqueurs comme pro-
posé dans [Moyher et al., 1995], ce qui alourdit les acquisitions. Il est à noter que la méthode
proposée dans [Wicks et al., 1993] calcule un fantôme 3D à partir d’interpolations d’images
2D, ce fantôme 3D représentant l’inhomogénéité dans tout l’espace, ce qui permet d’éviter de
nouvelles acquisitions de fantôme. La seconde raison plaidant en défaveur de ces méthodes est
qu’elles font l’hypothèse que la déformation d’intensité ne dépend pas du patient, ou de l’objet
imagé, ce qui est faux, en particulier dans le cas des champs magnétiques élevés. Cependant
dans le cadre de l’IRM bas-champ cette sensibilité à l’échantillon est plus faible et peut poten-
tiellement être négligée. Enfin, à moins d’acquérir régulièrement des images de fantôme, ces
méthodes ne prennent pas en compte les variations éventuelles des inhomogénéités de la RF au
cours du temps. Cependant, les caractéristiques de ces inhomogénéités dépendent largement de
la géométrie des antennes et on peut raisonnablement penser qu’elles sont invariantes dans le
temps.
Nous retiendrons donc que ces méthodes sont exploitables à bas-champ mais, sauf une ex-
ception, ne traitent que les cas où le biais est purement multiplicatif. Elles permettent toutefois
une nette amélioration de la qualité des images en réduisant les inhomogénéités d’intensité.
En contrepartie de leur simplicité d’implémentation, elles nécessitent l’acquisition d’images de
fantômes.
Utilisation de plusieurs antennes
Certains auteurs ont suggéré l’utilisation de plusieurs images acquises avec des antennes
différentes. Ceci a été proposé dans le cas de correction d’images IRM acquises par des an-
tennes de surface. Ces antennes qui sont positionnées au contact de la partie à imager (le coude
ou le genou par exemple dans les applications cliniques) fournissent un très bon RSB au prix
d’une inhomogénéité d’intensité très grande. En combinant à l’image acquise par une antenne
de surface, une image acquise par une antenne « volumique » plus grande, produisant moins
d’inhomogénéité mais avec un RSB beaucoup plus faible, on peut espérer réduire l’inhomogé-
néité produite par l’antenne de surface. Dans ce cas, l’image acquise par l’antenne « volumique »
est supposée dénuée de toute inhomogénéité. Dans [Brey et Narayana, 1988; Narayana et al.,
1988] le biais est calculé en divisant l’image de l’antenne de surface par l’image de l’antenne
« volumique ». Afin de réduire le temps d’acquisition, l’acquisition par l’antenne « volumique »
peut se faire à une résolution plus grossière et après recalage par interpolation avec la résolution
de l’image de l’antenne de surface le procédé précédent est utilisé [Lai et Fang, 2003]. De plus,
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l’image du biais est modélisée par une surface spline afin d’en assurer le caractère lisse. Une
approche très intéressante, car plus générale, et capable de gérer simultanément plusieurs types
d’images, a été proposé plus récemment dans [Fan et al., 2003]. Cette approche, similaire à
celle qui sera utilisée dans les travaux présentés dans ce document, est basée sur la définition
d’un critère à minimiser. Le signal acquis par l’antenne « volumique », noté mvℓ , est supposé
n’être entaché d’aucun biais. Le signal acquis par l’antenne de surface, noté msℓ , est entaché par
un biais bℓ. Ils s’écrivent en fonction du signal « vrai » sℓ :




msℓ = bℓsℓ + n
s
ℓ . (3.14)
où nvℓ et nsℓ représentent le bruit de mesure respectivement pour l’antenne « volumique » et
l’antenne de surface. Les auteurs se proposent de minimiser le critère défini par :
J (b, s) = λ1
N∑
ℓ=1
(mvℓ − sℓ)2 + λ2
N∑
ℓ=1
(msℓ − bℓsℓ)2 + λ3 ‖Lb‖2 + λ4 ‖Ds‖pp . (3.15)
où on a noté b = (bℓ), s = (sℓ) et N le nombre de pixels. Les termes λ1, λ2, λ3 et λ4 sont
des poids positifs. ‖.‖ représente la norme ℓ2, ‖.‖p la norme ℓp. L et D sont des opérateurs
effectuant des différences entre pixels voisins.
La solution est obtenue par minimisation de J :
(bˆ, sˆ) = argmin
b,s
J (b, s). (3.16)
Les deux premiers termes du critère représentent la fidélité des données au modèle. Le
troisième terme permet d’assurer la régularisation de la solution bˆ puisque ce terme sera d’autant
plus faible que bˆ sera lisse. Enfin, le quatrième terme permet de régulariser la solution sˆ dans
une optique de débruitage. En choisissant p < 2 la régularisation préserve les discontinuités
dans l’image assurant ainsi un débruitage de la solution sˆ tout en conservant les contours. Cette
approche est très riche puisqu’elle permet outre la correction de l’inhomogénéité de l’image une
diminution du bruit. De plus, il est éventuellement possible d’augmenter le nombre d’images, en
utilisant des paramètres d’acquisition différents par exemple, afin d’accroître les performances
de l’algorithme. Il suffirait dans ce cas d’ajouter autant de termes de fidélité aux données et de
régularisation que nécessaire au critère à minimiser.
Les approches combinant différentes antennes sont intéressantes car elle permettent de com-
penser l’inhomogénéité des antennes de surface et de profiter ainsi de leur excellent rapport si-
gnal à bruit. Cependant, leur principal défaut est, outre l’augmentation du temps d’acquisition,
la rémanence de l’inhomogénéité de l’antenne « volumique ». En outre, aucune de ces méthodes
ne considère le biais lié au tissu.
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3.4.2 Méthodes rétrospectives
À partir de 1996, les auteurs ont majoritairement préféré faire porter leurs recherches sur
les méthodes dites « rétrospectives ». Ces méthodes présentent l’avantage d’utiliser uniquement
les informations contenues dans l’image à corriger. Ainsi, elles ne nécessitent pas d’acquisi-
tions complémentaires et sont potentiellement capables de corriger les inhomogénéités liées à
la fois à l’appareil mais aussi à l’échantillon. De plus, elles sont indépendantes de la séquence
d’acquisition. Il est à noter que la plupart des travaux présentés sont liés à des applications sur
le cerveau. Ainsi certaines méthodes tirant parti de l’existence des structures anatomiques ne
pourront être exploitées dans un cas général et en particulier dans notre cible applicative. Les
méthodes rétrospectives peuvent être divisées en plusieurs catégories. La première, qui corres-
pond aux toutes premières méthodes proposées est constituée par des approches par filtrage.
On distingue ensuite un ensemble de méthodes basées sur la modélisation d’une surface para-
métrique. Une troisième famille est formée par des algorithmes basés sur la combinaison de la
segmentation d’images et de la correction du biais. Enfin, les méthodes basées uniquement sur
l’exploitation des histogrammes d’intensité constituent la quatrième catégorie. Nous détaillons
ci-après chacune de ces catégories.
Méthodes par filtrage
L’idée générale des méthodes de filtrage est de supposer que le biais induit des variations
lentes de l’intensité dans les images qui peuvent être séparées des variations rapides attribuées
à l’échantillon. Le filtrage homomorphique est utilisé dans [Brinkmann et al., 1998]. L’idée
sous-jacente est de considérer qu’en absence d’inhomogénéité, la moyenne, ou la médiane,
dans une fenêtre quelconque de l’image est égale à la moyenne, ou à la médiane, de l’image
complète. Une application de ce type de filtrage est présentée dans [Ardizzone et al., 2005]
pour la correction d’images IRM du genou. Dans [Cohen et al., 2000] le filtrage est réalisé de la
façon suivante : l’image est convoluée par un filtre gaussien en utilisant une multiplication dans
le plan de Fourier. Ensuite l’image est divisée par sa version filtrée. Le filtrage est également
utilisé dans [Zhou et al., 2001; Milchenko et al., 2006] et le biais déduit d’une combinaison
de l’image par sa version filtrée. Enfin, dans [Vokurka et al., 1999], le biais est estimé à partir
de l’image de gradient. Les régions de l’image correspondant à des zones homogènes sont
ensuite intégrées afin de reconstruire le biais. Outre le processus de filtrage, cette méthode fait
l’hypothèse de l’existence de zones homogènes dans l’image, ce qui ne correspond pas à notre
cas d’étude. Citons enfin une méthode de filtrage à base de transformées d’ondelette détaillée
dans [Han et al., 2001].
Ces méthodes ont l’avantage de la simplicité de mise en œuvre. Cependant elles ne sont pas
capables de distinguer des variations lentes du signal liées à l’échantillon lui-même, variations
lentes que l’on peut particulièrement rencontrer dans des applications où l’objet d’étude ne
présente pas particulièrement de structures observables. Elles sont donc susceptibles d’enlever
de l’information pertinente.
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Modélisation d’une surface paramétrique
Les méthodes classées dans cette catégorie modélisent le biais par une surface paramétrique.
Les surfaces utilisées sont de type splines ou polynomiales. Cette approche permet de prendre
en compte la nature lisse du biais. Les paramètres de la surface sont identifiés à l’aide d’infor-
mations recueillies d’une manière ou d’une autre dans l’image puisque seule cette image est
disponible. La surface une fois calculée est utilisée pour corriger l’image.
La méthode proposée dans [Dawant et al., 1993] est basée sur l’identification de points de
référence. Il s’agit de points identifiés comme appartenant à une zone constituée de matière
blanche. La surface ainsi calculée représente le biais puisque la matière blanche est sensée avoir
la même intensité quelle que soit la position. Ces points sont soit définis manuellement, soit
issus d’une pré-classification par réseau de neurones. Cette méthode a fait l’objet d’améliora-
tions exposées dans [Meyer et al., 1995] avec en particulier la prise en compte de données 3D et
l’automatisation de la sélection des points de référence. Dans [Zhuge et al., 2002], une méthode
itérative permet de segmenter des zones homogènes, puis de les approximer par une surface
polynomiale du second ordre afin d’en déduire le biais. Enfin, une combinaison d’une approche
basée sur l’exploitation des histogrammes et sur la modélisation du biais par une surface spline
a été proposée dans [Milles et al., 2007]. Le même type d’approche est utilisé dans [Styner et
al., 2000] avec cette fois une modélisation du biais à l’aide de polynôme de Legendre.
Cette approche par modélisation d’une surface nécessite la présence de zones homogènes
afin de constituer la base d’informations nécessaires à l’identification des paramètres. Elle ne
convient donc pas à des images ne présentant pas de zones bien délimitées, ce qui est le cas
dans notre application.
Segmentation des images
La correction des inhomogénéités est souvent une étape de prétraitement nécessaire pour
faciliter la segmentation de l’image ; d’autre part, une fois l’image segmentée, la détermination
du biais est triviale. C’est pourquoi de nombreux auteurs ont proposé de combiner les deux
étapes en les considérant comme imbriquées, chaque procédure apportant une information à
l’autre.
Dans [Wells et al., 1996] un algorithme EM est utilisé pour identifier le biais en se servant
des probabilités du signal : le nombre de tissus est fixé et une probabilité est associée à chacun.
L’algorithme EM permet l’estimation entrelacée de deux distributions couplées : les paramètres
des gaussiennes correspondant à chaque tissu et les paramètres du biais. L’algorithme estime
alternativement le biais en se basant sur les distributions d’intensité de chaque classe. Une mise
à jour de ces distributions est effectuée à partir de l’estimation précédente du biais. La méthode
propose donc une correction alliée à une segmentation basée uniquement sur les intensités.
Dans [Guillemaud et Brady, 1997] les auteurs ont amélioré cet algorithme en gérant particu-
lièrement les classes de tissus ne possédant pas une distribution gaussienne des intensités, en
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particulier les « volumes partiels » ; les pixels dits en « volumes partiels » sont les pixels cor-
respondant à une zone situées aux interfaces des tissus ; relativement nombreux en IRM du
fait des épaisseurs de coupe non négligeables, ils sont constitués non pas d’un seul tissu mais
de plusieurs tissus, deux en général. Une approche similaire qui utilise également des classes
complémentaires pour segmenter les volumes partiels est décrite dans [Gispert et al., 2004].
La méthode proposée combine correction et classification en se basant sur les niveaux de gris.
La distribution des intensités est modélisée par une somme de trois gaussiennes et par deux
intégrales modélisant les volumes partiels. A chaque itération une approche bayésienne calcule
les seuils de classification donnant le minimum de recouvrement entre les classes. A partir de
l’image classifiée à l’aide de ces seuils, le biais est estimé et un filtrage est appliqué afin d’ob-
tenir un biais spatialement lisse. L’algorithme est itératif et le critère d’arrêt est l’amplitude de
la variation des seuils de classification. Une approche différente par classification utilisant la
logique floue a été utilisée dans [Lee et Vannier, 1996] et [Pham et Prince, 1999]. L’approche
par logique floue est intéressante dans le cas de l’IRM où on rencontre de nombreux pixels en
« volume partiel » ; dans [Pham et Prince, 1999], les auteurs ont ajouté à cette classification
floue une régularisation spatiale du biais.
Les méthodes de segmentation qui viennent d’être citées n’exploitent pas les informations
de voisinage qui pourraient aider la classification d’un pixel en fonction de celle de ses voi-
sins. C’est pourquoi plusieurs auteurs ont intégré une modélisation par champ de Markov afin
d’améliorer les performances [Rajapakse et al., 1997; Rajapakse et Kruggel, 1998; Li et al.,
2005; Van Leemput et al., 1999b]. L’algorithme de classification par logique floue précédem-
ment cité a également fait l’objet de cette amélioration [Ahmed et al., 2002]. La méthode décrite
dans [Zhang et al., 2001] combine une segmentation par champ de Markov avec la méthode
d’estimation du biais proposée dans [Guillemaud et Brady, 1997].
Dans [Prima et al., 2001] l’algorithme EM est utilisé pour identifier, dans le cas de l’ima-
gerie cérébrale, les moyennes et les écarts types des différents tissus ainsi que les paramètres
caractérisant le biais. De plus, le maximum de vraisemblance est calculé en prenant en compte
pour chaque voxel sa probabilité d’appartenir à un tissu compte tenu de données fournies par un
atlas : l’image est recalée par rapport à l’atlas et pour chaque voxel on obtient ainsi, en fonction
de son intensité mais aussi de sa position, une probabilité d’appartenir à un tissu.
Ces méthodes alliant segmentation et correction sont particulièrement bien adaptées aux
applications cérébrales, applications pour lesquelles elles ont été principalement développées.
Elles s’appuient sur l’existence de structures distinctes liées à l’anatomie du cerveau, l’existence
de zones homogènes étant une information primordiale dans ce cas. De plus, elles fournissent
une carte de segmentation qui est en fait l’information pertinente. Cependant, elles ne sont pas
adaptées au cas où aucune structure segmentable n’existe.
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Exploitation des histogrammes
La dernière famille de méthodes rétrospectives est composée d’approches qui se focalisent
sur les caractéristiques de l’histogramme des niveaux de gris. La méthode la plus populaire,
et qui fait le plus fréquemment l’objet de comparaison de performances, est celle proposée
dans [Sled et al., 1998]. L’idée générale est de considérer que l’inhomogénéité a tendance à
modifier la distribution des intensités en l’élargissant. Une approche itérative est employée pour
estimer à la fois le biais multiplicatif et la distribution réelle des intensités. Le biais multiplicatif
est transformé en biais additif en prenant le logarithme du signal. Les hypothèses, pour ce biais,
sont celles d’une distribution gaussienne centrée, caractérisée par sa pleine largeur à mi-hauteur,
et d’une variation lente dans l’espace, modélisée par des splines. La distribution U de l’image
corrigée est estimée en déconvoluant la distribution F du biais de la distribution V de l’image
non corrigée. Ensuite, l’espérance du signal est estimée en chaque point connaissant F et U .
Cette nouvelle image est soustraite de l’image précédente et représente une estimation du biais
qui est filtrée par l’intermédiaire de splines. La méthode est itérative et reprend à l’estimation
de la distribution de U . Le processus s’arrête lorsque le biais estimé ne varie presque plus. La
méthode décrite dans [Shattuck et al., 2001] quant à elle utilise dans un premier temps l’histo-
gramme global pour calculer les moyennes des 3 tissus présents dans le cerveau et la variance,
attribuée au bruit uniquement. Ensuite, localement chaque histogramme est modélisé par une
somme de gaussiennes : 3 gaussiennes de tissus purs et 3 intégrales de gaussiennes représen-
tant des mélanges de tissus, dont les moyennes sont affectées par le biais. Les proportions de
chaque gaussienne ainsi que le biais sont identifiées par une méthode de descente de gradient.
Une spline cubique modélise ensuite le biais.
Toujours en se basant uniquement sur l’histogramme des niveaux de gris, plusieurs travaux
cherchent à minimiser l’information contenue dans les images. Ces méthodes sont basées sur
les hypothèses suivantes :
– L’inhomogénéité RF ajoute une information à l’image dénuée d’inhomogénéité.
– L’entropie est un bon indicateur de la quantité d’information contenue de les images.
La méthode présentée dans [Likar et al., 2001] utilise l’entropie de Shannon-Wiener. Le biais,
qui peut dans cette méthode être additif ou multiplicatif, est modélisé par une somme de poly-
nômes. De plus la moyenne des signaux des images dégradée et corrigée est imposée égale afin
d’éviter d’obtenir une image corrigée complètement uniforme qui ne contiendrait plus aucune
information ; la diminution de l’information est donc contrainte. Afin d’estimer les coefficients
des polynômes qui minimisent l’entropie dans l’image corrigée, les auteurs utilisent la mé-
thode d’optimisation de Powell. Cette méthode a été reprise récemment dans [Ji et al., 2007]
où les auteurs proposent une amélioration de l’algorithme d’optimisation. La méthode exposée
dans [Mangin, 2000] utilise l’algorithme du recuit simulé pour minimiser une énergie compo-
sée de trois parties : l’entropie de l’image, une contrainte sur la régularité du biais et un terme
permettant de préserver le niveau d’intensité dans l’image et ainsi l’information utile.
Ces méthodes restent relativement « aveugles » à la quantité d’information enlevée de l’image
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originale et comme il est signalé dans [Sled et al., 1998] elles sont susceptibles de supprimer
des informations réellement contenues dans l’échantillon. Cependant, lorsqu’il s’agit d’une pré-
étape avant une segmentation, ceci n’est pas obligatoirement source d’erreur, car dans ce cas on
ne cherche pas à identifier le biais très précisément [Mangin, 2000].
3.5 Conclusion
Toutes les approches proposées, à l’exception d’une, font l’hypothèse d’un biais multipli-
catif. Il est à noter que cette hypothèse est plus ou moins valide en fonction des séquences
utilisées et des temps de relaxation des tissus en présence. Les méthodes « prospectives » sont
relativement simples à mettre en place ; elles sont mieux adaptées aux IRM bas champ car elles
ne corrigent pas le biais éventuel apporté par l’échantillon. Elles nécessitent des acquisitions
supplémentaires mais qui peuvent être faites une fois pour toutes si on néglige l’évolution de
la réponse de l’appareil dans le temps. Un suivi longitudinal de plusieurs années réalisé dans
notre laboratoire confirme la validité de cette hypothèse. L’algorithme proposé dans [Fan et
al., 2003] est particulièrement intéressant car il allie la correction du biais à un débruitage de
l’image et propose une approche générale capable de prendre en compte un nombre d’images
supérieur à celui strictement nécessaire afin d’améliorer les performances de l’algorithme. En
ce qui concerne les méthodes « rétrospectives », celles à base de filtrage, d’identification du
biais à une surface paramétrique et d’exploitation des histogrammes des niveaux de gris sont
susceptibles de supprimer des informations liées à l’échantillon puisqu’elles considèrent toute
variation lente comme indésirable ; or il peut exister dans l’échantillon des variations lentes ef-
fectives qu’il faut conserver. De plus les méthodes à base de surfaces paramétriques nécessitent
la présence de zones homogènes afin de pouvoir identifier les paramètres. Les méthodes alliant
segmentation et correction, et en particulier les méthodes s’appuyant sur une modélisation par
champ de Markov, forment une classe à part ; en effet, elles fournissent, outre la correction des
images, une carte de segmentation qui est la finalité recherchée. Elles sont donc particulièrement
adaptées aux échantillons présentant des structures identifiables.
Le chapitre suivant est dédié à la présentation de notre méthode de correction qui présente
l’originalité par rapport aux méthodes présentées ici de prendre en compte le biais dépendant du
tissu. Nous le verrons alors, il nous sera nécessaire d’ajouter au modèle de formation du signal
IRM un modèle de l’échantillon qui sera vu comme une somme de tissus élémentaires connus.
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CHAPITRE 4
Méthode de correction
Ce chapitre est dédié à la présentation de la méthode de correction des inhomogénéités du
champ RF en émission et en réception. Afin de prendre en compte la spécificité du biais non-
multiplicatif que nous avons détaillée dans le chapitre précédent, nous superposerons au modèle
du signal IRM un modèle de l’échantillon qui sera décrit comme la composition d’un nombre
déterminé de tissus élémentaires. La méthode de correction consistera alors à estimer en chaque
voxel de l’image la proportion de chacun des tissus et ainsi d’en restituer la répartition spatiale.
Cette méthode repose sur la minimisation d’une fonction de coût dont nous distinguerons deux
versions : une version basée uniquement sur l’adéquation des données au modèle et une ver-
sion comprenant des termes supplémentaires de régularisation introduisant un effet de lissage.
Après quelques rappels sur des techniques classiques de minimisation, nous détaillerons nos
l’algorithmes.
4.1 Modélisation de l’échantillon
Dans le cas de l’IRM pondérée T1, nous avons vu qu’une partie du biais dépend du tissu. La
connaissance du temps de relaxation T1 est nécessaire afin de calculer l’intensité de ce signal
en l’absence d’inhomogénéité. A priori, le tissu (ou les tissus pour les voxels dits en « volume
partiel ») présents dans le voxel ℓ ne sont pas connus. Cependant, dans un grand nombre de cas,
nous avons une connaissance du nombre et des caractéristiques des tissus composant l’échan-
tillon à analyser. C’est le cas par exemple en imagerie cérébrale où les tissus attendus sont au
nombre de trois : la matière blanche, la matière grise et le liquide céphalo-rachidien. Pour notre
cadre applicatif, comme pour un grand nombre d’étude chez l’être humain, nous sommes en
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présence de deux tissus, le tissu adipeux et le tissu musculaire. Ainsi, nous pouvons en quelque
sorte modéliser de manière relativement générale l’échantillon dont nous souhaitons corriger
les images en considérant que chaque voxel contient une certaine proportion de tous les tissus
potentiellement présents.
Considérons ainsi un objet composé de I tissus. Chacun de ces tissus émet un signal dont
l’intensité est proportionnelle à sa quantité. Ceci est exprimé par les équations (3.1) et (3.3) qui
mettent en évidence le lien de proportion entre l’intensité du signal et la densité de protons, donc
la quantité de matière, à l’intérieur du voxel. De plus, dans le cadre de cette étude, nous pouvons
considérer que le signal d’un voxel est la somme des contributions de chaque tissu à l’intérieur
du voxel. En effet, en imagerie par écho de spin, comme nous l’avons illustré figure 2.4, tous les
spins sont rephasés au moment de l’écho, ce qui constitue le principe même de cette séquence.
Il est à noter que cette modélisation de l’échantillon est d’autant plus intéressante qu’elle permet
de gérer les voxels en volume partiel qui sont particulièrement présents dans notre application
mais qui se retrouvent dans la plupart des images IRM étant donné les épaisseurs de coupe non
négligeables qui sont utilisées. L’expression du signal complexe sℓ dans le voxel ℓ, de module
sℓ et de phase φℓ s’écrit :
sℓ = sℓe
iφℓ . (4.1)
La contribution siℓ du tissu i, de module siℓ et de phase φiℓ s’écrit de la même façon :
siℓ = siℓe
iφiℓ. (4.2)
Le signal d’un voxel dans l’image correspond à la somme des contributions de chaque tissu et

















De ce fait, pour chaque voxel ℓ, on peut écrire en détaillant l’expression de siℓ, que le signal




kℓiM0ℓiE2ℓif(ηℓ, θ, T1ℓi) + nℓ (4.5)
où f est définie par l’équation (3.2), kℓi ∈ [0, 1] est la proportion du tissu i dans le voxel ℓ, M0ℓi
et E2ℓi, les valeurs de M0ℓ et E2ℓ pour le tissu i, T1ℓi le temps de relaxation longitudinal du tissu
i et nℓ le bruit.
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Enfin, si on considère que chaque voxel est rempli de tissus, c’est-à-dire si on exclut le cas
de volumes partiels avec l’air, la relation suivante est vérifiée :
I∑
i=1
kℓi = 1, ∀ℓ = 1, . . . , L, (4.6)
L représentant le nombre de points dans l’image.
Il est à noter qu’en cas d’utilisation d’un autre type de séquence, en particulier la séquence
« écho de gradient », les phases φiℓ ne sont pas nulles. Elles dépendent de l’espèce chimique
à laquelle appartiennent les spins, et sont différentes s’il s’agit d’une molécule de graisse ou
d’eau. Dans ce cas alors, on ne peut additionner les modules et le modèle devrait alors inclure
le déphasage entre les différentes espèces chimiques.
Ce nouveau modèle plus complet étant établi, nous allons étudier comment il est possible
de l’intégrer à la méthode de correction en examinant dans un premier temps les variables à
identifier.
4.2 Variables à identifier
L’objectif de la méthode de correction est de retrouver pour chaque voxel le signal s∗ℓ qui se-




GkℓiM0ℓiE2ℓif(1, θ, T1ℓi). (4.7)
À ce stade les inconnues sont les variables suivantes :
– M = (M0ℓi) de taille L× I ;
– T = (T2ℓi) de taille L× I ;
– T = (T1ℓi) de taille L× I ;
– k = (kℓi) de taille L× I qui se réduit à L× (I − 1) étant donnée la contrainte (4.6) ;
– R = (Rℓ) de taille L ;
– η = (ηℓ) de taille L.
soit au total (4I+1)L inconnues ou encore (4I+1) images, ce qui par exemple dans le cas d’un
modèle d’échantillon à deux tissus correspond à 9 images. Le nombre de données nécessaires
étant de l’ordre du nombre de variables à estimer, il est impératif de diminuer le nombre de
variables sous peine de devoir acquérir un nombre d’images rédhibitoire.
En premier lieu, nous pouvons faire l’hypothèse que les caractéristiques des tissus sont
indépendantes de la position ℓ. En réalité, il existe une variabilité des temps de relaxation T2
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et T1 pour un même tissu, en fonction de la localisation physique. C’est le cas par exemple en
imagerie cérébrale où les temps de relaxation de la matière blanche et de la matière grise varient
en fonction de la zone du cerveau [Cho et al., 1997]. Le coefficient de variation a été estimé à
environ 10% pour les tissus cérébraux [Agartz et al., 1991] ; la même variation a été observée
pour les tissus musculaires et adipeux lors d’une étude sur l’imagerie du cou [Markkola et
al., 1998]. Nous allons considérer par la suite que ce phénomène est négligeable et faire ainsi
l’hypothèse que M0ℓi = M0i, T2ℓi = T2i et T1ℓi = T1i ∀ℓ = 1, . . . , L.
De plus, G, M0i et E2i peuvent être regroupées afin de former une meta variable tout en
permettant de reconstruire le signal corrigé. En effet, en posant
Oi = GM0iE2i, (4.8)




kℓiOif(ηℓ, θ, T1ℓi) + nℓ (4.9)




kℓiOif(1, θ, T1ℓi). (4.10)
Nous nous référerons par la suite à Oi comme « signal de référence » du tissu i.
Nous nous appuierons également sur une connaissance a priori des valeurs des T1i. En
effet ces valeurs peuvent être mesurées préalablement soit par RMN, soit par des séquences
spécifiques en IRM. Nous avons évalué la sensibilité du biais non-multiplicatif à la valeur du
T1ℓ. La figure 4.1 représente l’évolution de la valeur du biais dépendant du T1ℓ en fonction
de ηℓ, dans le cas des tissus adipeux et musculaires, avec des variations du T1ℓ de 20% qui
correspondraient à la fois à l’incertitude de mesure du T1ℓ et à la variabilité physiologique.
Ainsi nous avons considéré un temps de relaxation longitudinal de 80 ms, 100 ms et 120 ms
pour le tissu adipeux et de 400 ms, 500 ms et 600 ms pour le tissu musculaire. On peut observer
qu’une connaissance incertaine du T1ℓ permet d’approcher de manière relativement précise les
valeurs du biais Nℓ ou plus précisément permet de conserver la distinction entre les deux types
de tissus.
Ainsi, après avoir fait ce regroupement de variables et les hypothèses précédemment explici-
tées, les variables inconnues sontR, η, k = (kℓi) etO = (Oi) ce qui correspond à (I+2)L+ I
scalaires. Étant donnée la contrainte (4.6) ce nombre se réduit à (I+1)L+I scalaires inconnus.
L’acquisition d’une seule image correspondant à L données n’est pas suffisante pour l’esti-
mation de cet ensemble de variables. Ainsi, nous nous proposons d’acquérir J images sj = (sjℓ)
différentes, J étant choisi tel que JL > (I + 1)L+ I . Ceci est possible en IRM puisqu’on peut
faire varier les différents paramètres d’acquisition que sont l’angle de bascule α, l’angle de
refocalisation β et le temps de répétitionTR. Il est à noter qu’augmenter le nombre d’images






























FIG. 4.1: Biais non-multiplicatif Nℓ en fonction de ηℓ à TR = 140ms pour différentes valeurs de T1 pour
le tissu adipeux (80 ms, 100 ms et 120 ms) et pour le tissu musculaire (400 ms, 500 ms et 600 ms)
n’implique pas systématiquement une augmentation du temps d’acquisition ce qui n’est en gé-
néral pas souhaitable. En effet, tout particulièrement à bas champ, les images sont en fait la
moyenne de plusieurs acquisitions en vue de réduire le bruit. Le temps d’acquisition pour une
image 2D, tacq , est ainsi donné par :
tacq = Nl TR na (4.11)
oùNl est le nombre de lignes et na le nombre d’accumulation du signal. En attribuant un nombre
d’accumulations naj à chaque image tel que
∑
j najTRj = naTR, le temps total d’acquisition
ne sera pas modifié. Chacune des images sj contiendra plus de bruit qu’une image acquise avec
na accumulations. Cependant la quantité de bruit cumulée sur la totalité des images sj ne sera
pas plus importante, tandis que les données seront plus informatives grâce à la diversité des
paramètres d’acquisition. De plus, toujours dans le cadre de l’IRM bas-champ, nous pouvons
envisager d’acquérir une partie de ces images sur des fantômes comme nous le verrons par la
suite. Enfin, dans le cas où le temps d’acquisition est une contrainte forte et où l’utilisation de
fantômes n’est pas adaptée comme en IRM haut champ par exemple, il est également envisa-
geable de réduire le nombre de lignes Nl. En effet, comme nous le verrons par la suite, nous
pouvons rechercher des solutions spatialement régulières qui peuvent pallier une diminution de
la résolution spatiale.
Il est à noter que nous avons choisi de ne pas faire varier le temps d’écho TE . En effet, la
variable Oi est liée à TE par le biais de E2i. Faire varier TE reviendrait à augmenter le nombre
de variables ce que nous avons choisi d’éviter.
Une fois les données acquises, il s’agit d’estimer les variables d’intérêt qui nous permettront
ensuite de reconstruire le signal sans inhomogénéité. Nous nous trouvons dans un schéma clas-
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sique de problème inverse où il s’agit d’estimer un ensemble de variables à partir de données
expérimentales et d’un modèle de formation des données. Ce type de problème se rencontre,
entre autres, dans un grand nombre d’applications en imagerie telles que l’imagerie par ul-
trasons, l’imagerie optique, la tomographie par rayons X, ou encore bien sûr l’IRM. Il s’agit
généralement de reconstruire une image « idéale » à partir d’informations partielles ou dégra-
dées [Idier, 2001b]. Nous allons aborder dans les sections suivantes la méthode de résolution
de ce problème inverse. Elle est basée sur un critère, ou fonction de coût, qu’il s’agira de mini-
miser. Ce critère permet à la fois de prendre en compte le modèle de formation des images tel
que nous l’avons défini précédemment et d’intégrer des informations a priori sur les solutions
telles que la régularité spatiale. Nous aborderons successivement la définition de ce critère et
les techniques d’optimisation permettant de trouver les solutions qui correspondent à la valeur
minimale de cette fonction de coût.
4.3 Définition des fonctions de coût
Les méthodes d’inversion reposent donc classiquement sur la minimisation d’un critère, ou
fonction de coût. Nous allons définir successivement deux critères. Le premier correspond à
la maximisation de la vraisemblance des données. Le second contient des termes de pénali-
sation supplémentaires, permettant d’assurer un caractère régulier aux solutions recherchées,
autrement dit d’effectuer un débruitage en plus de la correction d’inhomogénéité.
4.3.1 Maximum de Vraisemblance
L’estimation des variables peut se faire classiquement en utilisant la méthode du maximum
de vraisemblance. Soit un échantillon observé (x1, . . . , xn) et une loi de probabilité Pθ. La vrai-
semblance quantifie la probabilité que les observations proviennent effectivement d’un échan-
tillon de la loi Pθ. La méthode consiste à chercher les variables qui maximisent cette vraisem-
blance.
Il est aisé d’établir la vraisemblance d’un signal IRM. En effet, comme nous l’avons vu au
chapitre 2 le bruit peut être considéré comme additif et gaussien lorsque le RSB est suffisam-
ment élevé, ce qui est le cas dans les images qui nous intéressent ici. Ainsi, en considérant le














où σj représente l’écart type du bruit pour le signal sj et où on a noté fijℓ = f(ηℓ, θj , T1i).
La vraisemblance V des LJ mesures sjℓ est le produit des vraisemblances car le bruit est








Maximiser V est équivalent à maximiser lnV et il est aisé de démontrer que cela revient à



















La minimisation de la fonction de coût consiste à estimer Rˆ, kˆ, ηˆ et Oˆ tels que :
(Rˆ, kˆ, ηˆ, Oˆ) = arg min
R,k,η,O
J1(R,k,η,O). (4.16)
De plus, dans notre cas particulier, ces variables sont soumises à la contrainte (4.6), il s’agit
donc ici d’une minimisation sous contrainte. Il est à noter que nous avons choisi de ne pas
ajouter des contraintes supplémentaires telles que la positivité de Rℓ et de ηℓ ou encore imposer
kℓ ∈ [0 . . . 1]. Ce choix est discutable. Il a cependant le mérite de simplifier l’implémentation.
Nous examinerons ce point lors de la présentation des résultats.
4.3.2 Ajout de termes de régularisation
Les solutions recherchées sont des images sur lesquelles nous avons un a priori de régu-
larité. C’est le cas pour R et η dans notre application et également pour k dans une moindre
mesure. En effet, R et η dépendent de la géométrie de l’antenne. Ils suivent la loi de Biot et
Savart et on peut considérer qu’ils varient lentement dans l’espace [Milles et al., 2006; Tofts,
1994]. Ainsi, on peut envisager d’introduire un terme de régularisation sur ces deux variables.
Une régularisation sur les cartes de proportion des tissus k peut également être introduite. Ce-
pendant elle doit être de nature différente de celle appliquée à R et η. En effet la variation spa-
tiale des proportions des tissus n’est pas obligatoirement lisse et il est par exemple souhaitable
de conserver les discontinuités apparaissant aux frontières séparant des tissus. C’est pourquoi
nous proposons d’utiliser une régularisation préservant les bords pour k. Cette régularisation
permettra en revanche de diminuer l’effet du bruit.
Ainsi, dans le cas où des solutions régularisées seront recherchées, nous proposons de mi-
nimiser la fonction de coût J2 définie par :




(‖dtck‖)+ γR ‖DR‖2 + γη ‖Dη‖2 , (4.17)
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toujours en respectant la contrainte (4.6).
Les termes de régularisation correspondent en quelque sorte à une infidélité au modèle en
apportant des informations supplémentaires sur la régularité spatiale des solutions.
Nous nous proposons maintenant d’étudier séparément les termes de régularisation.
Régularisation de k






où fonction φ, représentée figure 4.2 est une fonction scalaire définie par
φ(u) =
√
δ2 + u2 (4.19)
et ‖·‖ est la normeL2 usuelle. C représente l’ensemble des paires de voxels adjacents c = {r, s},
avec r < s selon un ordre arbitraire. dc est le vecteur des différences finies, de taille L × 1, et
tel que dtck = [kr1 − ks1, · · · , krI − ksI ]t.
Le paramètre γk est un poids positif, et δ un scalaire. Ces deux paramètres règlent de fa-
çon liée la régularisation de la carte des proportions k. Le paramètre δ intervient dans la forme
de la fonction φ. La fonction φ s’applique à la norme des proportions. En effet, la variable k
correspond à I images, chaque image correspondant à la carte des proportions d’un des tissus.
Régulariser séparément ces images n’a pas de sens et nous avons opté pour la régularisation de
la distance des proportions entre deux voxels adjacents, qui se traduit par la norme L2. De plus
cette régularisation n’est pas quadratique mais fait appel à la fonction paramétrable φ. Nous
avons pour objectif de conserver les discontinuités dans l’image tout en éliminant les variations
plus faibles liées au bruit de mesure. Ainsi, nous souhaitons éviter de pénaliser trop fortement
les grandes variations de proportions entre deux voxels voisins placés de part et d’autre d’une
interface entre tissus. Pour comprendre la nature de la fonction φ il est intéressant d’en étudier
la dérivée qui correspond à la variation de la pénalisation en fonction des différentes distances
de proportions entre voxels voisins. Pour une fonction de régularisation linéaire, équivalente à
δ = 0, le poids des différents termes est directement proportionnel à leur valeur et la varia-
tion de la pénalisation est donc constante. Dans le cas où la régularisation est quadratique, i.e.
φ(u) = u2, la variation de la pénalisation augmente linéairement avec u. Ainsi, les fortes varia-
tions de u seront plus fortement pénalisées. La fonction φ représente un cas intermédiaire dont
les caractéristiques varient avec la valeur de δ. La figure 4.3 illustre les variations de φ′ pour
δ = 0.1, 0.3 et 0.5 ainsi que pour le cas linéaire et le cas quadratique. Plus δ est faible, plus
vite on se rapproche du cas linéaire lorsque u augmente. Dans tous les cas on se dirige vers une
asymptote où toutes les valeurs de variation de proportion auront la même contribution relative.
δ définit en quelque sorte une valeur seuil en dessous de laquelle la fonction φ se comporte
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FIG. 4.2: Variations de φ(u) =
√
















































FIG. 4.3: Variations de φ′(u) pour φ(u) =
√
δ2 + u2 pour δ =0.1, 0.3 et 0.5 et comparaison avec le cas
linéaire où φ(u) = u et le cas quadratique où φ(u) = u2
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comme une fonction quadratique et au dessus de laquelle elle se comporte comme une fonction
linéaire.
Le choix des hyperparamètres γk et δ se fera en fonction de la régularité que l’on veut impo-
ser à k. Il dépendra de la nature des images. Cet aspect est abordé plus loin dans le document.
Régularisation de R et η
Les termes de régularisation de R et η sont de nature équivalente et sont égaux respective-
ment à
JR = γR ‖DR‖2 (4.20)
et
Jη = γη ‖Dη‖2 (4.21)
D = [d1, · · · , dtC]t est une matrice de taille C × L, où C = CardC. C correspond donc au
nombre de paires de voxels adjacents. Ainsi D est un opérateur de différences finies entre voxels
voisins.
Ces termes représentent une régularisation quadratique qui pénalise fortement les grandes
variations spatiales. Les paramètres γR et γη sont des poids positifs ; ils permettent de régler la
régularité des solutions recherchées. Plus ces paramètres sont grands, plus les solutions trouvées
sont lisses. Il s’agit donc de régler ces paramètres afin d’obtenir un compromis entre la régularité
des solutions et leur justesse.
4.3.3 Cas particulier de l’estimation de O
À ce stade, une remarque particulière sur la variableO s’impose. En effet, R et O sont liés
multiplicativement. Ainsi, tous les couples (CR, O/C) (avec C > 0) donnent des mesures
équivalentes. Les valeurs de O peuvent être approchées par calibration préalable, on peut donc
les considérer éventuellement comme connues. Cependant, on peut également envisager de les
estimer et dans ce cas, afin de lever cette indétermination, nous serons amenés à acquérir des
images dans des conditions particulières. En effet, afin d’être en mesure d’estimer les signaux
de référence O couplés multiplicativement à R, il est nécessaire de disposer d’information où
ces deux variables sont découplées. C’est le cas sur des images de fantômes où seule la variable
R est « représentée ». R = (Rℓ) et η = (ηℓ) dépendent de la géométrie et de la composition de
l’objet imagé. En particulier, la pénétration des ondes RF à l’intérieur de l’échantillon dépend
de la nature de ce dernier [Tofts, 1994]. Cependant, dans le cas des IRM bas-champ, cette
dépendance est faible [Sled et Pike, 1998] et nous pouvons choisir de la négliger. Ainsi, nous
pouvons considérer que les valeurs de Rℓ et ηℓ sont indépendantes de l’objet observé et seront
donc les mêmes sur un échantillon quelconque et sur un fantôme. Alors en dehors de toute
régularisation, la fonction de coût J1 peut s’écrire sous la forme de la somme de deux fonctions
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où JO est le nombre de signaux acquis sur l’objet et Op est le signal de référence du fantôme.
J1E correspond aux images acquises sur l’échantillon et J1P aux images acquises sur la fan-
tôme.
En considérant que R est estimé grâce à l’image acquise sur le fantôme, et en « oubliant »
l’estimation de η qui est découplée de celle de k et de O = (Oi), on dispose ainsi de LJo
mesures pour estimer L(I − 1) + I inconnues (les LI proportions kℓi qui vérifient la contrainte
et les I signaux de référence Oi ). En choisissant Jo tel que
LJo > L(I − 1) + I (4.24)
on peut espérer estimer à la fois k et O. Pour I = 2 par exemple acquérir JO > 2 images est a
priori suffisant.
4.3.4 Recensement des diverses configurations
Comme nous venons de le voir, l’utilisation de fantômes est envisageable et dans certains
cas nécessaire. Dans un premier temps, nous traiterons le cas où les images sont acquises uni-
quement sur l’échantillon. Cela exclut la possibilité d’estimer les signaux de référence, qui
doivent alors être mesurés par un autre moyen, mais présente l’intérêt de ne pas se cantonner au
cadre de l’IRM bas-champ et d’offrir une méthode générale de correction d’images IRM. Nous
envisagerons ensuite le cas où des fantômes sont utilisés, rendant possible l’estimation de O et
permettant également des simplifications dans la recherche des solutions.
Nous commencerons la présentation des méthodes de résolution par le cas sans fantôme.
Avant d’examiner plus en détail la minimisation des deux critères J1 et J2, nous commence-
rons par spécifier les notations qui seront utilisées par la suite et ferons quelques rappels très
généraux sur la minimisation d’un critère convexe. Nous proposerons ensuite une méthode de
minimisation de J1 basée sur la recherche de solutions sur une grille prédéfinie pour η. Puis,
avant d’aborder la minimisation de la version régularisée J2, nous présenterons alors deux al-
gorithmes de base auxquels nous ferons appel dans notre schéma d’optimisation, il s’agit de
l’algorithme de Gauss-Seidel (ou de descente par blocs) et de l’algorithme du gradient conju-
gué. L’estimation de la variableO et l’utilisation d’images de fantôme seront traitées en dernier
lieu.
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4.4 Notations utilisées
Nous utiliserons les notations suivantes dans la suite du texte :
– Soit J une fonction de N scalaires xi (i = 1, . . . , N).
– La dérivée de J suivant la variable xi sera notée ∇xiJ .
– La matrice hessienne de J suivant la variable xi se notera ∇2x2iJ .
– Soit J une fonction de N vecteurs xi (i = 1, . . . , N). La dérivée de J suivant xi sera
notée ∇xiJ .
– ◦ représente le produit de Hadamard qui correspond au produit termes à termes de deux
matrices ou de deux vecteurs.
– Soit un vecteur v de taille N . diag(v) représente la matrice diagonale de taille N × N
dont les éléments diagonaux sont égaux aux éléments de v.
4.5 Minimisation d’un critère convexe
Soit J (x) une fonction dont on veut trouver le minimum. En d’autres termes on cherche la




Nous nous plaçons dans le cas où la fonction est convexe et nous considérons le cas où x ∈ RM .
La convexité d’une fonction se traduit par la propriété suivante :
J (ωx1 + (1− ω)x2) 6 ωJ (x1) + (1− ω)J (x2) ∀x1,x2 ∈ RM , ω ∈]0 . . . 1[
Par exemple, pour M = 1 cette propriété s’interprète de la façon suivante : ∀x1, x2 ∈ R, le
segment ]A1, A2[∈ R2, où A1 = (x1,J (x1)) et A2 = (x2,J (x2)), est situé au-dessus de la
courbe représentative de J comme illustré figure 4.4.
En d’autres termes, la représentation d’une fonction convexe correspond à un graphe dont
la partie bombée est tournée vers le bas. Les fonctions convexes possèdent des propriétés inté-
ressantes dont celles d’être unimodales, ce qui signifie en particulier que tout minimum local
est global. Ainsi, trouver le minimum d’une telle fonction revient à trouver le point qui annule
son gradient. Pour une fonction convexe, l’endroit de gradient nul est le minimiseur global. La
solution recherchée peut s’exprimer alors par : xˆ est la solution de
∇xJ (x) = 0. (4.26)
La résolution de cette équation est plus ou moins triviale en fonction de J . On distingue
classiquement le cas quadratique, dont la résolution est facilitée, des cas non quadratique où il
est nécessaire de faire appel à des algorithmes de résolution itératifs.








FIG. 4.4: Illustration d’une fonction convexe.
Dans le cas où J est une fonction quadratique, elle peut s’écrire sous la forme :
J (x) = 1
2
xtAx− xtB + C (4.27)
où A est une matrice symétrique définie positive. Le gradient de J s’exprime de la façon
suivante :
∇xJ (x) = Ax−B (4.28)
et la solution recherchée se déduit alors facilement et est égale à
xˆ = A−1B (4.29)
L’inversion de la matrice A peut se révéler compliquée quand le nombre d’inconnues est
grand. Elle peut être facilitée par certaines propriétés de la matrice A et faire appel à des tech-
niques non itératives ; cependant si le nombre d’inconnues est grand, le coût de mémorisation
devient prohibitif [Idier, 2001b] et il faut se tourner vers des méthodes itératives. Nous serons
amenés à utiliser une méthode itérative telle que la méthode du gradient conjugué.
Dans le cas où la fonction J n’est pas quadratique mais reste convexe, la solution xˆ, sauf
cas particuliers, ne peut plus s’exprimer de manière explicite. Ceci peut se résoudre également
en utilisant l’algorithme du gradient conjugué.
Après ces rappels, très généraux, sur la minimisation d’une fonction convexe, nous nous
intéressons dans un premier temps à la minimisation du critère non régularisé avant d’aborder
la minimisation de la version régularisée.
4.6 Minimisation de J1
Le critère non régularisé présente l’avantage de ne nécessiter aucun réglage d’hyperpara-
mètres puisque les poids λj sont directement liés à la variance du bruit dans les images, variance
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accessible facilement à la mesure [Sijbers et al., 1998]. De plus, dans notre cas, la structure de
ce critère permet une résolution accélérée par un changement de variable approprié : en posant
R′ = (R′iℓ) avec R
′
iℓ = Rikℓi, le problème de minimisation se réécrit de la façon suivante : il
s’agit de trouver Rˆ′ et ηˆ tels que :




























Ce changement de variable présente deux intérêts majeurs. D’une part le problème n’est plus
contraint et d’autre part le nombre de variables est réduit ce qui permettra de faciliter le proces-
sus d’estimation.
Outre la simplification amenée par ce changement de variable, il est très intéressant de
remarquer que, en l’absence de régularisation, le problème est séparable, c’est-à-dire que la
solution peut être recherchée point par point. En effet, le critère peut se réécrire sous la forme




J ′1ℓ(R′ℓ, ηℓ) (4.32)
avec













où R′ℓ = (R′1ℓ...R′Iℓ). Minimiser J ′1(R′,η) est équivalent à minimiser chaque sous-critère
J ′1ℓ(R′ℓ, ηℓ).
L’approche que nous avons suivie est la suivante : nous proposons de calculer Rˆ′ℓ, qui mi-
nimise J ′1ℓ(R′ℓ, ηℓ), en fonction de ηℓ et d’utiliser l’expression analytique de cette solution afin
d’obtenir un critère dépendant uniquement de ηℓ. Afin d’exprimer analytiquement Rˆ′ℓ, on peut
montrer que J ′1ℓ(R′ℓ, ηℓ) peut s’écrire également :








ℓ −R′ℓtMℓtS′ℓ + C, (4.34)




103 4.6. Minimisation de J1




et C un scalaire égal à S′ℓ
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J ′1ℓ(Rˆ′ℓ, ηℓ) s’écrit alors en injectant cette expression de Rˆ′ℓ dans l’équation (4.34) :








tS′ℓ + C. (4.38)




avec Kℓ(ηg) défini par :
Kℓ(ηg) = S′ℓtMg(MgtMg)−1MgtS′ℓ. (4.39)
Afin de trouver ηˆℓ, nous proposons de tester successivement Ng solutions et de retenir celle qui
donne la plus grande valeur pour Kℓ. Nous savons que ηˆℓ est compris entre 0.85 et 1.15. En
envisageant un pas de 10e−4 par exemple, cela correspond à Ng = 3000 ce qui est réalisable
dans un temps de calcul raisonnable. Cela fournira la solution avec une précision suffisante
compte-tenu de la sensibilité de la fonction f en fonction de η. Cependant, il est nécessaire
de renouveler l’opération pour les L points ce qui peut allonger singulièrement les temps de
calcul. On remarque toutefois que les différentes valeurs prises par la matrice Mg en fonction
de ηg ne dépendent pas du point ℓ. Ainsi, il est possible de « paralléliser » le calcul de la façon
suivante : soit Tg la matrice carré triangulaire supérieure telle que TgtTg = MgtMg (Tg peut
être obtenue par la décomposition de Cholesky). Kℓ(ηg) s’écrit :
Kℓ(ηg) = S′ℓtMg(TgtTg)−1MgtS′ℓ = S′ℓtMgTg−1Tg−1tMgtS′ℓ (4.40)
en posant Dg = Tg−1tMgt, nous obtenons :
Kℓ(ηg) = S′ℓtDgtDgS′ℓ = ‖DgS′ℓ‖2 . (4.41)
En notant S′ la matrice de taille J ×L dont les éléments sont définis par S′(j, ℓ) = S′ℓ(j) etQg
la matrice de taille I × L définie par Qg = DgS′, le calcul pour une valeur de ηg donnée peut
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K est alors une matrice de taille L × Ng. Il suffit alors de déterminer pour chaque ℓ, la valeur
de ηg correspondant à la valeur maximale de K(ℓ, ηg). Une fois ηˆℓ estimé, le calcul effectif des
R′ℓ se fait en utilisant l’équation (4.37).
La recherche de la solution dans le cas du critère non régularisé est donc relativement ra-
pide et se fait de manière non-itérative. Cette approche est d’autant plus intéressante qu’elle
peut fournir une initialisation pertinente des variables dans le cas de la minimisation du critère
régularisé qui, comme nous allons le voir maintenant, nécessite une résolution itérative poten-
tiellement lourde en temps de calcul.
4.7 Minimisation de J2
La minimisation de J2 ne peut pas se faire de façon aussi simple que celle de J1. En effet,
dans ce cas, le problème n’est plus séparable point par point et aucune solution ne peut être
exprimée de façon analytique comme précédemment. Nous allons faire appel à une résolution
de type itératif. Schématiquement, nous nous placerons dans le cadre d’une minimisation par
blocs, chaque minimisation d’un bloc mettant en jeu un algorithme de minimisation itératif,
l’algorithme du gradient conjugué. Nous détaillons ci-après l’approche par blocs et l’algorithme
du gradient conjugué.
4.7.1 Approche par blocs
Si nous excluons pour l’instant la variable O, nous sommes en présence de trois groupes
de variables, R, η et k. Ces variables correspondent à des propriétés physiques distinctes et
ne sont pas obligatoirement dans la même échelle de valeurs. De plus, comme nous le détaille-
rons plus loin, ces variables ont un comportement différent vis-à-vis de la fonction à minimiser.
C’est pourquoi nous avons choisi d’utiliser une résolution du problème en traitant séparément
l’optimisation du critère groupe de variables par groupe de variables. Nous avons utilisé une ap-
proche itérative de type Gauss-Seidel par blocs, un bloc correspondant à un groupe de variables.
Ce type d’algorithme converge vers un minimum local du critère, sous réserve de conditions
mathématiques larges [Bezdek et al., 1987].
Le principe général de cette approche est le suivant :
• Initialisation des solutions
• Tant que le critère d’arrêt n’est pas atteint
• étape 1 : η et k étant fixés à leur valeur courante, une solution exacte ou approchée
de Rˆ minimisant le critère est recherchée
• étape 2 : η etR étant fixés à leur valeur courante, une solution exacte ou approchée
de kˆ minimisant le critère est recherchée
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• étape 3 :R et k, étant fixés à leur valeur courante, une solution exacte ou approchée
de ηˆ minimisant le critère est recherchée
• Calcul du critère d’arrêt
• fin tant que
Le critère d’arrêt peut être un seuil sur la valeur de la fonction de coût ou un seuil sur
la valeur de la norme du gradient de la fonction de coût. C’est cette solution que nous avons
retenue. Ainsi les étapes 1, 2 et 3 sont répétées, jusqu’à ce que la norme du gradient de J par
rapport à (R,η,k) devienne suffisamment petite, i.e., ‖∇J(R,η,k)(Rˆ, ηˆ, kˆ)‖ 6 ε.
Ainsi chaque étape de l’algorithme par blocs correspond à la minimisation du critère selon
un groupe de variables. Il est à noter que deux cas de figure sont possibles à chaque étape suivant
que la solution exacte qui minimise le critère est calculable ou pas. Dans le cas où le calcul de
la solution exacte est impossible ou trop coûteux, il suffit de calculer une solution approchée.
En effet il n’est pas nécessaire de trouver la solution exacte à chaque étape puisque les valeurs
des autres variables seront amenées à changer au cours des différentes itérations. Il suffit de
faire évoluer la solution dans le bon sens. L’approche de la solution du problème se fait ainsi de
manière itérative. Afin de calculer une solution approchée nous aurons recours à l’algorithme
du gradient conjugué que nous détaillons ci-après.
4.7.2 Algorithme du gradient conjugué
L’algorithme du gradient conjugué est un algorithme de minimisation itératif. Il est basé sur
le calcul successif de directions de descente du critère. Ces directions sont conjuguées, c’est-
à-dire orthogonales dans la métrique définie par le produit scalaire 〈u, v〉 = utAv où A est le
Hessien de la fonction à minimiser. À chaque direction, le calcul d’un pas de descente est néces-
saire afin de quantifier l’évolution de la solution dans cette direction. Cet algorithme possède la
particularité, dans le cas d’un critère quadratique, d’assurer la convergence asymptotique en N
itérations dans le cas de N variables. Dans les autres cas, il assure la convergence de la solution
vers le minimiseur local. Il existe plusieurs variantes de calcul des directions successives, nous
avons choisi de travailler avec celle proposée par Polak-Ribière. L’algorithme de minimisation
d’un critère J (x) s’écrit de la façon suivante :
• xˆ = x0 ; initialisation de la solution
• Pour i de 1 à N
• g = ∇xJ (xˆ)
• si i = 1 alors d← −g sinon d← −g + (g − g
old)tg
||gold||2 d
• calcul du pas µˆ dans la direction de descente : µˆ est calculé de telle sorte que
xˆ+ µˆd = argmin
µ
ψ(µ)
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avec
ψ(µ) = J (xˆ+ µd)
• mise à jour de la solution : xˆ← xˆ+ µˆd
• sauvegarde du gradient gold ← g qui sera utilisé dans l’itération suivante
• fin pour
L’utilisation de cet algorithme nécessite en premier lieu d’être capable de calculer le gradient
du critère, ce qui est notre cas. Ensuite, un autre point important est l’étape de recherche de pas
dans la direction de descente. Cette recherche du pas µˆ est une recherche mono-dimensionnelle.
Elle est plus ou moins triviale en fonction de la fonctionJ . Dans le cas où le critère à minimiser
est une fonction quadratique, alors il est facile de montrer que l’expression de µˆ est donnée par :
















Cependant, dans la résolution de notre problème nous rencontrerons également des cas où la
recherche du pas n’est pas triviale, le critère ne pouvant pas s’assimiler à une forme quadratique.
Nous aurons en ce cas recours à une adaptation de la méthode du gradient conjugué que nous
détaillerons alors.
Après avoir présenté ces deux algorithmes qui forment la base de notre méthode, nous allons
détailler chacune des étapes de ce schéma de descente par blocs de variables. Nous traitons ici
le cas où les signaux de référence sont connus à l’avance.
4.7.3 Minimisation suivant R
Le critère est une fonction quadratique de R. Soit δj le vecteur de taille L × 1 dont les
composantes sont égales à
∑
iOikℓifijℓ, pour ℓ = 1, . . . , L, le critère se réécrit en remplaçant















(‖dtck‖)+ γRRtDtDR + γηηtDtDη.
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Le gradient du premier terme de J2 en fonction de Rℓ s’écrit : 2
J∑
j=1
λj δjℓ(Rℓδjℓ − sjℓ), et en




λj δj ◦ (δj ◦R− sj). Le gradient du terme de régularisation surR est égal à 2γRDtDR
















λjδj ◦ sj (4.49)
on se retrouve dans le cas décrit par l’équation (4.29) avec A = AR et B = BR. La matrice
AR est de taille L × L. Pour fixer les idées sur la forme de la matrice AR, considérons que
R est une image composée de 4 points répartis en 2 lignes et de 2 colonnes. Elle s’écrit en










Le terme ‖DR‖ est en réalité composé de la somme de deux termes :
‖DR‖ = ‖DvR‖ + ‖DhR‖ (4.51)
où Dv et Dh effectuent respectivement les différences dans les directions verticale et horizon-
tale. Dv et Dh s’écrivent :
Dv =
(
+1 −1 0 0





+1 0 −1 0
0 +1 0 −1
)
(4.53)
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Le termeDtD dans l’expression du gradient est en réalitéDvtDv +DhtDh qui s’exprime de






+2 −1 −1 0
−1 +2 0 −1
−1 0 +2 −1
0 −1 −1 +2

 (4.54)































Si cette matrice de taille réduite prise pour exemple reste inversible, dans un cas réel, où les
tailles d’image sont de l’ordre de 256 × 256, la matrice AR de taille 2562 × 2562 ne peut
être inversée de façon directe. C’est pourquoi nous sommes amenés à utiliser l’algorithme du
gradient conjugué pour calculer une solution approchée de Rˆ.
Le calcul de la direction de descente se fait selon la formule de Polak-Ribière détaillée dans
l’algorithme en utilisant l’expression de ∇RJ2 donnée equation (4.47). Le calcul du pas dans
la direction de descente est trivial. En effet, le critère est une fonction quadratique de R, et le
calcul se fait selon la formule (4.45) avec A = AR et B = BR .
L’algorithme du gradient conjugué est itéré un nombre de fois nR prédéfini. En pratique nR
est relativement petit, de l’ordre de 5. En effet, dans le cadre d’un algorithme de type Gauss-
Seidel, il n’est pas utile de trouver la valeur exacte de la solution à chaque sous-étape, une évo-
lution de la variable vers la solution suffit. Cependant, afin d’accélérer le processus de conver-
gence de l’algorithme, nous avons ajouté à cette étape une sur-relaxation qui se traduit par une
mise à jour de Rˆ de la façon suivante :
Rˆ(i) = ωRˆ(i) + (1− ω)Rˆ(i−1), (4.56)
i étant le numéro de l’itération. Dans le cas quadratique la convergence est assurée si ω ∈ ]0, 2[,
et est plus rapide si ω ∈ ]1, 2[ [Press et al., 1988]. Nous avons fixé empiriquement ω = 1.8.
Il est à noter qu’il existe une autre façon d’accélérer la convergence. Il s’agit du « précon-
ditionnement » de la matrice A. Nous le citons ici pour mémoire car nous n’avons pas exploré
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cette solution. En effet, pour la résolution de l’équation Ax = B, le nombre d’itérations né-
cessaires à la convergence de l’algorithme du gradient conjugué dépend du rapport entre la plus
grande et la plus petite des valeurs propres de A. L’idée du préconditionnement est d’effectuer
un changement de base et de résoudre la résolution deCAx = CB en choisissantC telle que
le rapport entre la plus grande et la plus petite des valeurs propres de CA soit le plus faible
possible. Il existe différentes méthodes permettant de calculer une matrice C répondant à ce
problème.
Après avoir explicité la minimisation de J2 par rapport à la variable R, nous présentons
maintenant la seconde étape du schéma de descente par blocs, à savoir l’estimation de ηˆ.
4.7.4 Minimisation suivant η











jℓ(δjℓRℓ − sjℓ), et similairement au calcul du gradient en fonction de R, on peut
exprimer ∇ηJ (R,k, η) sous la forme :





j ◦ (δj ◦R− sj) + 2γηDtDη, (4.57)
Contrairement au cas précédent, la solution ηˆ qui annule le gradient ne peut s’exprimer de
façon explicite. Il est donc nécessaire de faire appel à une technique itérative, comme celle du
gradient conjugué. Comme dans le cas de l’étape précédente, un nombre d’itérations nη rela-
tivement faible sera utilisé afin de faire progresser la solution sans chercher à s’approcher le
plus près possible du minimum. Il est à noter que, de plus, le critère n’est pas convexe en fonc-
tion de η. Ceci peut amener l’algorithme de minimisation à converger vers un minimum local.
Nous considérerons par la suite qu’une initialisation adéquate de η évite cette convergence vers
une mauvaise solution. La solution du critère non régularisé par exemple peut être considérée
comme une initialisation acceptable, suffisamment proche de la solution pour s’assurer d’être
positionnée dans le bon « bassin d’attraction » et ainsi d’éviter la convergence vers un minimum
local. Le point délicat réside alors dans le calcul du pas dans la direction de descente. En effet,
ce calcul n’est pas trivial car J2 n’est pas une fonction quadratique de η. Nous allons étudier
ci-après quelles sont les stratégies possibles dans ce cas.
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Recherche du pas dans la direction de descente dans le cas non quadratique
Lorsque le pas ne peut être calculé exactement, on aboutit à une minimisation dite faible,
c’est-à-dire qu’on se propose de calculer un pas µˆ qui permet faire décroître « suffisamment »
le critère. La problématique de recherche de pas n’est pas propre à l’algorithme du gradient
conjugué et il existe de nombreuses contributions à cette question dont on peut trouver une revue
dans [Labat, 2006]. Un des problèmes soulevés est la recherche d’un pas qui permet d’assurer la
convergence de l’algorithme de minimisation. Il existe, pour s’en assurer, des critères établis par
Wolfe. Nous détaillerons dans un premier temps ces critères, puis nous exposerons la méthode
que nous avons utilisée dans notre cas de figure.
Critères de Wolfe
Les critères permettant le choix d’un pas faisant décroître suffisamment la fonction de coût
et assurant la convergence de l’algorithme dans la direction de descente sont définis par les
« inégalités de Wolfe » :




où ν1 et ν2 sont des constantes qui vérifient :
0 < ν1 < ν2 < 1 (4.59)
et la fonction ψ est définie section 4.7.2. La première inégalité, appelée condition d’« Armijo »
consiste à imposer que la décroissance du critère soit inférieure à ν1 fois celle qui serait obser-
vée avec une décroissance linéaire. Cette condition ne suffit pas car elle peut se satisfaire de
pas trop petits. La seconde inégalité, dite « condition de courbure », permet d’imposer un pas
suffisamment grand en assurant que la pente de la fonction ψ au pas µˆ soit plus grande que ν2
fois celle en 0. De plus, afin d’éviter une pente ψ′(µˆ) trop positive, une dernière condition est
ajoutée qui, en complément des deux premières, définit les conditions fortes de Wolfe :
|ψ′(µˆ)| 6 ν2|ψ′(0)| (4.60)
Pour fixer les idées, la figure 4.5 montre un exemple d’intervalle défini par les critères de
Wolfe pour une fonction arbitraire ψ définie par
ψ(µ) = (x− 0.5)6 + 10x5 + 2(x− 5)4 + 5x3 + 10x2 + 30x+ 5 (4.61)
et pour ν1 = 1e− 4 et ν2 = 0.5 comme suggéré dans [Labat, 2006]. Dans cet exemple, un pas
compris entre 0.86 et 1.85 satisfait aux conditions de Wolfe.
Il existe des algorithmes permettant d’implémenter une recherche de pas vérifiant les condi-
tions fortes de Wolfe. Leur inconvénient majeur est de nécessiter le réglage des deux paramètres
ν1 et ν2. C’est pourquoi nous avons choisi d’utiliser une approche différente qui cependant vé-
rifie les critères de Wolfe et ainsi est assurée de la convergence. Cette approche est basée sur
l’approximation du critère par une fonction quadratique majorante.
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FIG. 4.5: Illustration de l’intervalle défini par les critères de Wolfe pour la fonction définie par l’équa-
tion (4.61) et pour ν1 = 1e− 4 et ν2 = 0.5
Approximation par une quadratique majorante
L’idée générale de l’approche que nous avons utilisée est de majorer la fonction J2 par
une forme quadratique Q pour se ramener à un cas où le calcul du pas est trivial. Le calcul
de la direction de descente s’effectue sur le critère J2 et le calcul du pas dans la direction de
descente sur la forme quadratique Q. Comme il est démontré plus loin, le Hessien de la fonction
J2 possède un majorant, donc, selon [Böhning et Lindsay, 1988] et [Lange et al., 2000],
la fonction J possède une approximation quadratique majorante. Ainsi, dans la direction de
descente d, Q(η + µd) est une fonction quadratique de µ et il est trivial de calculer le pas µˆ tel
queQ(x+µˆd) est minimal. D’autre part, l’hypothèse A.3 de [Labat et Idier, 2008] est respectée
ce qui assure la convergence de cet algorithme. Si on compare cette approche à celle de la
recherche d’un pas vérifiant les conditions fortes de Wolfe, faire une approximation supérieure
du critère par une quadratique revient en fait à régler automatiquement les paramètres ν1 et ν2.
La figure 4.6 donne un exemple de l’approximation quadratique d’une fonction dans un
cas monodimensionnel en un point donné (ici η = 0.95). La quadratique a pour courbure la
courbure maximale de la fonction à majorer et est tangente à cette fonction au point courant.
Démontrons que le Hessien de J2 admet un majorant. La fonction J2 en fonction de η peut




J2ℓ(ηℓ) + γη ‖Dη‖2 + T (4.62)
















FIG. 4.6: Illustration de l’approximation supérieure quadratique d’une fonction dans un cas monodimen-
sionnel












avec Ciℓ = RℓOikℓi. À partir de l’équation (4.62), il est facile d’exprimer la matrice Hessienne


























oùNij(η) = F 2ij(η) etMikj(η) = 2F 1ij(η)F 1kj(η)+F 2ij(η)F 0kj(η)+F 0ij(η)F 2kj(η)Notons fmax = maxη f(η)































M = diag(bℓ) + 2γηD
t
D, (4.70)
alors, d’après les équations (4.64) et (4.66), il est évident que M − ∇2J2(η) est une matrice
semi-définie positive et que M représente le Hessien de la quadratique majorante de J2.
En pratique, Mmaxikj , Mminikj , Nmaxij et Nminij peuvent être calculées au préalable, une fois pour
toutes en utilisant une discrétisation fine de η entre une limite basse et une limite haute. Enfin,
remarquons que les valeurs de Ciℓ = RℓOikℓi sont normalement positives, rendant vraisembla-
blement inutiles le calcul de Mminik et Nmaxi . Cependant nous n’avons pas choisi de contraindre
les solutions pour Rℓ et kℓi à être respectivement > 0 et ∈ [0, 1] ce qui implique que nous
pouvons rencontrer des cas où Ciℓ < 0.
Le calcul du pas dans la direction de descente se fait en utilisant l’équation (4.44), en rem-
plaçant la matriceA par la matrice M. En effet, M représente la matrice hessienne de la forme





Nous abordons à présent la dernière étape du schéma d’optimisation par blocs, à savoir
l’estimation de kˆ.
4.7.5 Minimisation suivant k
La minimisation suivant k se fait en appliquant nk itérations du gradient conjugué. Le vec-
teur gradient ∇kJ2(R,k, η) s’exprime sous la forme d’une matrice de taille L× I
















où 1I est le vecteur unité de taille I × 1, et Vj est une matrice de taille L × I dont les entrées
sont égales à OiRℓfijℓ.
Pour le calcul de la direction de descente, nous utilisons la forme de Polak-Ribière en utili-
sant l’expression du gradient donné par l’équation (4.72). Cependant, cette forme est modifiée
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afin de prendre en compte la contrainte (4.6). En effet, seules les solutions satisfaisant cette
contrainte sont acceptables. Pour s’en assurer, nous restreignons l’algorithme à évoluer dans
l’hyperplanH défini par (4.6). Dans cette optique, le gradient est remplacé par sa projection sur
H, i.e.,
gk = ∇kJ2 −∇kJ21I1tI/I. (4.73)
Cette projection garantit que la solution trouvée satisfera la contrainte [Luenberger, 1997].
Pour le calcul du pas dans la direction de descente, contrairement au cas où la minimisation
se fait selon η, nous nous trouvons dans un cas plus classique, déjà décrit dans la littérature
consacrée aux approches « semi-quadratiques ». Étant donné que φ est strictement convexe, il
peut être facilement montré que J2 est strictement convexe en fonction de k, et donc est une
fonction unimodale de k. La stratégie de recherche de pas dans la direction de descente est celle
proposée dans [Labat et Idier, 2008]. Cette méthode exploite l’idée générale des algorithmes
semi-quadratiques qui est d’introduire un critère augmenté à l’aide d’une variable auxiliaire
b. Si on note K ce critère, il est tel que J (x) = argminbK(x, b) où K est une fonction
quadratique de x. Ainsi J et K possèdent le même minimum qui peut être trouvé itérativement
en minimisant le critère augmenté K alternativement selon x et b. Deux formes différentes ont
été proposées et nous avons choisi d’utiliser la forme appelée ARTUR dans [Charbonnier et al.,
1997], Geman & Reynolds dans [Idier, 2001a] et multiplicative dans [Nikolova et Ng, 2001].
Dans le cas où la fonction φ satisfait aux conditions décrites dans [Charbonnier et al., 1997]
(système d’équations (12)), il existe une fonction ψ strictement convexe et décroissante sur un
intervalle ]0,M [ telle que :













(wt2 + ψ(w)) (4.75)






ainsi, en remplaçant t par ‖dck‖ et ωt par bc on peut définir le critère augmenté K(k, b) qui
possède le même minimum que Jk :
K(k, b) = γk
∑
c∈C
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(on ne s’intéresse ici dans un premier temps qu’au terme non quadratique de J2 défini par
l’équation (4.18)). Afin de pouvoir se référer au formalisme utilisé précédemment, nous adop-
tons une nouvelle représentation de la carte des proportions. Soit k′ le vecteur de taille LI × 1
tel que k′ = [k1 . . .kI ]t avec ki = (kℓi). Si on note Pj la matrice creuse de taille L× LI dont
les éléments sont définis par Pj(n,m) = RnOmfmjn pour m ∈ {n, n + L, . . . , n + (L− 1)I}
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 (4.79)









∥∥vtck′∥∥2 + ψ(bc)) (4.80)



















Ainsi le calcul du pas dans la direction de descente se fait en utilisant l’équation (4.45) en


















Nous avons abordé les trois sous-étapes de l’approche de descente par blocs en examinant
la minimisation du critère en fonction des trois blocs de variable R, η et k. Nous proposons
de récapituler cette approche dans la section suivante avant d’aborder l’utilisation d’images de
fantômes et l’estimation des signaux de référence.
4.7.6 Récapitulation de l’algorithme de minimisation du critère régula-
risé
Pour l’optimisation du critère régularisé, nous avons adopté une approche de descente par
blocs qui se détaille comme suit :
Chapitre 4. Méthode de correction 116
• Initialisation des solutions
• Tant que le gradient du critère est supérieur à un seuil
• estimation de R : nR itérations du gradient conjugué. La forme quadratique du cri-
tère permet le calcul du pas optimal dans la direction de descente. La solution est
sur-relaxée pour accélérer la convergence de l’algorithme
• estimation de η : nη itérations du gradient conjugué. Le critère est approximé par une
quadratique majorante de courbure constante calculée à partir de la borne supérieure
du Hessien. Le calcul du pas est effectué pour minimiser cette quadratique dans la
direction de descente
• estimation de k : nk itérations du gradient conjugué. La direction de descente est
projetée sur le plan respectant la contrainte qui traduit que la somme des proportions
est égale à 1. Un algorithme de résolution de type semi-quadratique est utilisé pour
le calcul du pas dans la direction de descente.
• fin tant que
4.8 Utilisation d’images de fantôme, estimation de O
Nous traitons maintenant le cas où nous utilisons des images d’un fantôme. Dans ce cas
l’estimation des signaux de référence est possible comme expliqué section 4.3.3. Les images
d’un fantôme peuvent être utilisées de plusieurs façons. On peut considérer que R et η ne
dépendent pas du tout de l’objet en présence dans l’IRM et vouloir alors pré-calculerR et η une
fois pour toute à l’aide des images acquises sur le fantôme. Il restera alors à estimer seulement
k, ou k et O. On peut également considérer que l’estimation de R et η sera plus précise en
considérant simultanément toutes les images. Nous allons détailler ici toutes ces configurations
en commençant par le cas où on ne cherche pas à estimer les signaux de référence.
4.8.1 Utilisation d’images d’un fantôme sans estimation de O
Dans le cas où on considère les signaux de référence connus et où on a acquis des images sur
un fantôme, on peut envisager d’estimerR et η séparément sur ces images. C’est le cas que nous
allons traiter en premier ici. Il est important de noter que dans ce cas, il faut au minimum deux
images de fantôme pour estimer les deux cartes RF. Ceci ne pose pas de problème particulier,
puisque l’acquisition des images sur un fantôme se fait « hors-ligne ».
Nous rappelons qu’en présence d’images de fantôme, la fonction de coût non régularisée
J1 s’écrit comme la somme de deux sous-critères, J1E et J1P qui se rapportent respectivement
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et










Estimation séparée de R et η sur les images de fantôme
• Estimation de R et η sur les image de fantôme
Dans le cadre de l’estimation de R et η sur les images de fantôme, nous nous plaçons
d’emblée en l’absence de régularisation. En effet, l’acquisition des images de fantôme
se faisant une fois pour toute, elle peut être effectuée avec un nombre d’accumulations
important afin de rendre le bruit négligeable. Nous sommes alors amenés à minimiser le
critère J1P défini par l’équation (4.85). Nous considérons que le signal de référence du
fantôme, Op est connu. Il est à noter que nous devons également introduire la connais-
sance du temps de relaxation T1p du produit contenu dans le fantôme ce qui ne pas de
problème particulier. Afin de minimiser ce critère, nous proposons d’utiliser la même dé-
marche que celle proposée pour la minimisation deJ1 décrite section 4.6 qui rappelons-le,
consiste à estimer η par tests successifs sur une grille prédéterminée de valeurs de ηℓ et
d’en déduire Rˆ par son expression analytique. Ici encore, le problème est séparable et









J1Pℓ s’écrit également sous la forme :
J1Pℓ(Rℓ, ηℓ) = 1
2
RtℓMℓ
tMℓRℓ − RtℓMℓtS′ℓ + C, (4.87)








et C un scalaire égal à S′ℓ
t
S′ℓ. On peut alors appliquer la même méthode que celle propo-
sée section 4.6 pour obtenir une solution pour Rˆ et ηˆ.
Une foisR et η estimés il reste à estimer les proportions. Ici deux cas se présentent selon
que l’on désire régulariser ou non les solutions.
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• Estimation de k non régularisée
Ce cas est relativement simple puisqueJ1 est quadratique en fonction de k. En effet, J1E,
qui est la partie du critère qui dépend de k, s’écrit, en tenant compte de la contrainte (4.6)





















Une nouvelle fois, le problème est séparable et la minimisation de J1E est équivalente à
















avec kl = (kℓ1, ...kℓI−1). Le critère est donc une fonction quadratique de la variable kl.










l − (kl)tMℓtS′ℓ + C, (4.93)














tMℓ est une matrice de taille (I − 1)× (I − 1) facile à inverser.
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• Estimation de k avec régularisation
Dans le cas où une régularisation est nécessaire afin de réduire l’effet du bruit sur le calcul
des proportions k, nous pouvons reprendre à ce stade le même algorithme que celui utilisé
lors de la minimisation du critère régularisé en l’appliquant à la sommeJ1E+Jk,Jk étant
défini par l’équation (4.18). Il s’agit donc d’utiliser l’algorithme du gradient conjugué
adapté au cas de la régularisation non quadratique. La différence ici est que nous itérons
l’algorithme jusqu’à obtenir une valeur suffisamment faible de ‖∇k(J1E + Jk)‖.
EstimationR, η et k simultanément
Si on ne souhaite pas séparer l’estimation de R et η il est possible d’utiliser exactement la
même approche que celle utilisée en l’absence d’images de fantômes lorsque toutes les images
sont acquises sur l’échantillon. Afin d’utiliser le même formalisme, nous pouvons écrire dif-
féremment l’expression du signal mesuré sur le fantôme. Le signal sjℓ mesuré sur le fantôme
s’écrit :
sjℓ = RℓOpfpjℓ (4.97)




















où cette fois-ci fijℓ = f(ηℓ, θj , T1ij) et O′ij représente les signaux de référence. Cette modifi-
cation dans l’écriture est nécessaire pour tenir compte du fait que les signaux sont acquis sur
différents objets, l’échantillon d’intérêt et le fantôme. Pour les images acquises sur le fantôme,
c’est-à-dire pour j > JO, O′ij = Op et T1ij = T1p ∀i ∈ 1..I . Pour les images acquises sur
l’échantillon, c’est-à-dire pour j 6 JO, O′ij = Oi et T1ij = T1i ∀i ∈ 1..I .
Nous pouvons donc conserver la même approche que celle proposée dans le cas où toutes les
images sont acquises sur l’échantillon, section 4.6 pour la version non régularisée et section 4.7
pour la version régularisée. Il est à noter que cela revient à calculer des proportions de tissus
sur les images de fantômes, mais en imposant des tissus avec des caractéristiques strictement
identiques.
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4.8.2 Estimation des signaux de référence
L’estimation des signaux de référence est rendue possible par la présence d’images acquises
sur des fantômes. De même que précédemment, deux approches ici sont possibles, à savoir
estimer R et η séparément ou au contraire combiner l’estimation de toutes les variables en
utilisant toutes les images. Nous nous plaçons dans les deux cas en l’absence de régularisation.
En effet, régulariser tend à introduire un biais qui pourrait fausser les résultats sur les signaux de
référence. Dans le cas où une régularisation serait nécessaire, il est possible d’estimer dans un
premier temps les signaux de référence sans régularisation et de régulariser ensuite l’estimation
de k, η et R.
Afin de s’affranchir de l’estimation de Op nous proposons d’effectuer un changement de

























Comme précédemment nous considérerons deux cas, suivant que l’on estimeRn et η sépa-
rément sur les images de fantômes ou non .
Estimation de Rn et η séparément
• Estimation de Rn et η sur les images de fantôme
Nous proposons de calculer de façon similaire à la méthode proposée section 4.6 les va-
riables Rˆn et ηˆ minimisant J1P , c’est-à-dire en exprimant analytiquement la solution Rˆn
en fonction de η et en cherchant ηˆ sur une grille. Les calculs détaillés dans la section 4.6




• Estimation de k et On
L’estimation de k etOn se fait en utilisant les images acquises sur l’échantillon. La mini-
misation du critère J1E suivant k etOn = (Oni ) se fait en utilisant un schéma de descente
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par blocs en séparant la minimisation suivant k de celle suivantOn. La minimisation sui-
vant k se fait de façon similaire à celle décrite précédemment par les équations (4.90) à
(4.96), en remplaçant R par Rn.
La minimisation suivantOn se fait de façon similaire comme suit : le gradient de J1E en
fonction de On, ∇OnJ1E s’exprime sous la forme
∇OnJ1E = AOOn −BO (4.103)

















La taille réduite de la matrice AO permet de calculer directement On :
On = A−1O BO (4.106)
De même que pour les estimations de Rˆ dans le cas régularisé, une sur-relaxation de la
solution peut également être envisagée.
Estimation de R, η, k et O simultanément
Dans le cas où on considère que R et η dépendent de l’objet observé, il semble pertinent
d’estimer R et η en utilisant la totalité des informations à notre disposition. Il s’agit donc de
minimiser le critère J1 que l’on réécrit en regroupant tous les termes, qu’ils correspondent à




















ij/Op. Similairement au changement de variable que nous avions opéré sec-
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Pour minimiser ce critère nous proposons une nouvelle fois d’utiliser une descente par blocs en
alternant une minimisation en fonction deR′n et η par une approche par recherche de η sur une
grille et une minimisation en fonction de On similaire à celle utilisée dans le cas précédent.
Après avoir répertorié les différentes configurations, dans le cas d’acquisition de toutes les
images sur l’échantillon d’intérêt ou d’une partie des images sur un fantôme, il nous reste à
aborder le réglage des paramètres qui régissent les différents algorithmes utilisés.
4.9 Réglage des paramètres
Les paramètres régissant notre algorithme sont les suivants :
– nR, nη et nk qui représentent le nombre d’itérations du gradient conjugué respectivement
pour les étapes d’estimations de Rˆ, ηˆ et kˆ. Comme nous l’avons déjà discuté auparavant,
il n’est pas nécessaire d’effectuer un grand nombre d’itérations à chaque sous étape. Nous
n’avons pas étudié ce point en détail et avons fixé nR, nη et nk à 5. Une autre approche
possible serait de ne pas fixer un nombre d’itérations mais d’imposer une décroissance
relative de la norme du gradient. Ainsi les trois paramètres seraient réduits à un seul.
– ǫ qui est la valeur seuil pour le gradient, qui permet d’arrêter les itérations de l’algorithme
de Gauss-Seidel. Nous prendrons une valeur de seuil qui dépend du nombre de points
utilisés : ǫ = 3L10−2.
– γR, γη, γk et δ qui permettent de régler la régularité des solutions.
Contrairement aux paramètres précédents, un choix judicieux est impossible à déterminer a
priori pour la valeur des hyperparamètres de régularisation γR, γη, γk et δ. Il existe différentes
techniques permettant de les régler [Idier, 2001b] de façon non supervisée comme la méthode
de la courbe en L [Hansen, 1992] ou encore la validation croisée généralisée (VCG) [Golub
et al., 1979]. Ces méthodes sont appropriées au cas où un seul paramètre doit être réglé. La
méthode (VCG) est particulièrement adaptée lorsqu’il n’existe qu’un terme de régularisation,
de surcroît quadratique. Notre cas est plus complexe puisque les termes de régularisation sont
au nombre de trois dont deux seulement sont quadratiques. Il existe des méthodes permettant le
réglage automatique des hyperparamètres telles que la méthode MCMC (Markov Chain Monte
Carlo). Malheureusement, ce sont des méthodes très coûteuses en temps de calcul.
En revanche, il est possible de faire appel à un apprentissage supervisé. En effet, pour une
application donnée, il est possible de construire un ensemble d’apprentissage statistiquement
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représentatif sur lequel le réglage des hyperparamètres est effectué et conservé pour l’ensemble
des données. Par exemple, dans le cas particulier du poisson, nous considérons que la variabilité
de la répartition spatiale des proportions est suffisamment faible pour pouvoir être représentée
par un échantillon. Nous pouvons alors envisager de régler les hyperparamètres par simulation
sur cet échantillon représentatif. Nous avons donc adopté l’exploration d’un espace d’hyperpa-
ramètres afin de choisir la combinaison donnant l’erreur la plus faible sur un exemple simulé.
Nous avons focalisé le calcul de l’erreur sur les proportions k que nous avons considéré comme
variables d’intérêt. En effet R et η que nous devons estimer afin d’être en mesure de corriger
les images sont en fait des paramètres de nuisance.
Le chapitre suivant est dédié à la présentation des résultats. Afin de tester l’algorithme pro-
posé, d’en quantifier les performances et d’en cerner les limites, nous avons utilisé à la fois des
données simulées et bien évidemment des données réelles acquises soit sur un objet « modèle »
constitué d’objets élémentaires, soit sur un poisson, cadre applicatif de notre étude.
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CHAPITRE 5
Résultats
Ce chapitre est dédié à la présentation des résultats. Il est constitué de trois parties. Après
avoir introduit le cadre général de nos expérimentations, nous abordons dans une première par-
tie la correction sans estimation des signaux de référence et avec l’acquisition d’images de fan-
tômes. Nous traitons notamment du réglage des hyperparamètres. Dans une seconde partie nous
discutons des résultats obtenus avec des images acquises uniquement sur l’échantillon d’intérêt,
toujours sans estimation des signaux de référence. Enfin, nous abordons dans la troisième partie
l’estimation des signaux de référence. Pour chaque configuration nous nous appuyons à la fois
sur des résultats de simulation et sur des résultats obtenus sur des images réelles. Les résul-
tats de simulation nous permettent de confirmer la faisabilité de notre méthode en supposant le
modèle de formation des images parfait avant de nous confronter au cas des images réelles.
5.1 Introduction
Afin d’évaluer les performances de notre méthode nous nous sommes appuyés à la fois sur
des images réelles et sur des images simulées.
– Dans le cas des images réelles nous avons utilisé deux types d’échantillons :
– Un objet modèle constitué de deux cylindres disposés côte-à-côte et remplis d’eau
dopée pour l’un et d’huile végétale pour l’autre. L’intérêt de cet objet modèle est
qu’il nous fournit la vérité de terrain puisque la proportion de tissu adipeux dans
l’eau est de 0% et de 100% dans l’huile.
– Un saumon, qui représente la cible applicative de nos travaux. Dans ce cas, nous
n’avons pas accès à la vérité de terrain puisqu’il n’est pas possible de connaître de
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manière précise la répartition exacte des tissus. Cependant, comme nous le verrons
par la suite, nous avons mis en œuvre un dispositif permettant de comparer les ré-
sultats sur des images acquises soit à différents endroits dans l’appareil, soit avec
des niveaux de bruit différents, ce qui permet d’apporter malgré tout des conclu-
sions. Le poisson est supposé être constitué de deux tissus, le tissu adipeux et le
tissu musculaire.
– En ce qui concerne les simulations nous avons utilisé deux types d’échantillon virtuel :
– Une darne virtuelle de saumon, obtenue à l’aide d’une image réelle et associée à des
cartes RF déduites également de mesures effectuées sur l’IRM.
– Un objet test de taille réduite, défini par différentes valeurs de kiℓ, Rℓ et ηℓ qui
permettent de balayer 56 combinaisons différentes. Cet objet « général » et de taille
relativement réduite sera utilisé dans le cas où un grand nombre de simulations sera
envisagé.
Les degrés de liberté de la méthode sont relativement nombreux et nous avons été amenés
à restreindre le champ d’investigation. En effet, la méthode est paramétrée par les variables
suivantes :
– Le nombre d’images J et les paramètres d’acquisition correspondant θj . Nous présen-
terons dans le chapitre suivant une proposition de définition d’un critère permettant de
choisir les meilleurs signaux au sens de la meilleure estimation des variables. Ce point
n’a pas été entièrement traité et n’a pas été exploité dans les résultats qui suivent. Ce
point sera à développer afin de pouvoir choisir a priori les différentes combinaisons de
signaux donnant les performances optimales. Dans la suite des résultats, les signaux ont
été choisis pour différentes raisons qui seront détaillées au cas par cas.
– Les paramètres γR, γη, γk et δ qui régissent l’importance de la régularisation des so-
lutions. Comme nous l’avions indiqué dans le chapitre précédent, nous effectuerons le
réglage de ces hyperparamètres par simulation en nous appuyant sur des données de syn-
thèse que nous considérons comme représentatives de l’ensemble des échantillons que
nous sommes susceptibles de rencontrer dans ce cadre applicatif. Nous présenterons ces
résultats en amont des résultats obtenus sur images réelles.
– Le critère d’arrêt de la boucle principale itérant sur les différents blocs d’estimation. Nous
avons utilisé deux critères d’arrêt différents, selon que nous sommes en configuration de
simulation ou en correction d’images réelles. En simulation, le critère est basé sur un seuil
sur l’erreur L1 d’estimation des cartes de proportions k. Sur images réelles, le critère
d’arrêt est un seuil sur la norme du gradient du critère.
– nR, nk et nη qui correspondent au nombre d’itérations du gradient conjugué dans le cas
d’une optimisation du critère régularisé. Les valeurs de nR, nk et nη ont été fixées à 5.
Une alternative aurait été, par exemple, d’itérer suffisamment de fois pour atteindre une
certaine diminution relative du critère. Nous n’avons pas considéré que ce point était
crucial et avons choisi de ne pas l’étudier dans le cadre de ces résultats.
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– Le paramètre ω permettant la sur-relaxation dans l’étape d’estimation de R. Nous avons
choisi de fixer ω à 1.8, sachant que ce paramètre est compris entre 1 et 2.
– Les valeurs de T1i que nous avons choisi de ne pas estimer et qu’il faut donc imposer
à l’algorithme. Nous les avons fixés à 110 ms et 500 ms respectivement pour le tissu
adipeux et le tissu musculaire.
Nous commencerons la présentation des résultats en considérant les signaux de référence
comme connus a priori. Nous présenterons dans un premier temps des résultats dans le cas
d’une image acquise sur l’échantillon et de deux images acquises sur un fantôme. En effet,
comme nous l’avons vu au chapitre 2, le modèle que nous utilisons présente des imperfections
et notamment, comme montré figure 2.22, il peut exister des décalages entre images acquises sur
l’échantillon avec des paramètres d’acquisition différents. L’utilisation de fantôme est a priori
favorable pour notre méthode, en tout cas en IRM bas-champ où la variation des cartes RF en
fonction de l’objet imagé est potentiellement négligeable. Après avoir montré des premiers ré-
sultats de correction sur l’objet modèle, nous traiterons le cas du saumon. Après avoir effectué
le réglage des hyperparamètres à l’aide de simulations, nous présenterons des résultats de cor-
rection sur des images réelles acquises sur un saumon. Ces résultats permettront d’apprécier les
performances en terme de correction et l’apport des termes de régularisation dans la fonction de
coût. De plus, ils ont été comparés aux résultats obtenus par une méthode « directe » que nous
expliciterons par la suite.
Dans un second temps, nous étudierons le cas où toutes les images sont acquises sur l’échan-
tillon. Nous le ferons en simulation et aussi sur images réelles acquises sur l’objet modèle et sur
le saumon. Nous aborderons enfin des résultats sur l’estimation des signaux de références, à la
fois en simulation, sur l’objet modèle et sur le saumon.
Nous commençons la présentation des résultats par le cas où les signaux de référence sont
supposés connus et où une partie des images est acquise sur un fantôme.
5.2 Correction sans estimation des signaux de référence et
avec fantômes
5.2.1 Conditions d’acquisition et paramètres de l’algorithme
Nous présentons dans un premier temps les conditions d’acquisition des images réelles et
de génération des images simulées ainsi que les paramètres de l’algorithme. Nous présentons
également une méthode dite « directe », basée sur la résolution analytique d’un système d’équa-
tions, à laquelle nous comparerons notre algorithme.
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Conditions d’acquisition
Nous avons utilisé des images acquises sur un objet modèle et sur un saumon pour évaluer
les performances de notre algorithme.
– L’objet modèle était constitué de deux cylindres remplis respectivement d’eau dopée avec
du sodium dodecyl sulfate (SDS) (Merck), et d’huile végétale. Les valeurs de T1 de l’huile
et de l’eau dopée ont été mesurées par RMN à 0.47 T et modifiées en conséquence pour
en obtenir une estimation à 0.2 T (500 ms pour l’eau dopée et 110 ms pour l’huile). Cet
objet modèle est donc constitué de deux « tissus » dont les caractéristiques RMN sont
proches de celles des tissus du saumon. Il présente l’intérêt comme nous l’avons signalé
précédemment de fournir, par construction, la vérité de terrain. En revanche, les images
acquises sur cet objet ne contiennent aucun voxel en volume partiel.
– Le saumon a été préalablement ouvert, éviscéré et recousu afin de ne conserver que la
chair du poisson. Cette chair est constituée de deux tissus, le tissu musculaire et le tissu
gras. Leurs T1 sont connus approximativement. Ils ont été mesurés par RMN : T1 ≈ 110
ms pour le tissu gras et T1 ≈ 500 ms pour le muscle.
Dans le cas de deux tissus, le nombre minimal d’images à acquérir est de trois. Dans cette
première phase de résultats nous avons utilisé ce nombre minimal d’images, dont une seule était
acquise sur l’échantillon et deux sur un fantôme. Le fantôme était un cylindre rempli d’huile
végétale.
– s1 a été acquise sur l’objet d’intérêt, avec pour paramètres d’acquisition
θ1 = (90
◦, 180◦, 140 ms). Ces paramètres fournissent une image pondérée en T1 où le
contraste entre le tissu adipeux et le tissu musculaire, ou l’eau dopée et l’huile, est élevé.
– Deux autres images (s2, s3) ont été acquises une fois pour toutes sur un cylindre rempli
d’huile. Les paramètres d’acquisition étaient respectivement
– θ2 = (60
◦, 180◦, 700 ms)
– θ3 = (120
◦, 180◦, 700 ms)
Nous avons choisi ces paramètres afin de pouvoir comparer les résultats de notre mé-
thode avec ceux de la méthode « directe » détaillée plus loin. En outre, le fait de faire
varier l’angle de bascule de 60◦ à 120◦ permet a priori d’obtenir des informations com-
plémentaires et utiles pour l’estimation de η. Le fait d’utiliser un TR long devant les T1i
présente a priori l’intérêt de fournir des images non pondérées T1 et avec un RSB plus
élevé.
Élimination des voxels du fond
Les pixels du fond ne satisfont pas à la contrainte (4.6). Ils peuvent être facilement détectés
par un simple seuillage et exclus de l’analyse. Seuls les voxels n’appartenant pas au fond sont
pris en compte dans les calculs. Pour les termes de régularisation, l’ensemble des cliques défini
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section 4.3.2 est déterminé en conséquence. Ainsi, un voxel situé en bordure de la zone qui
détermine l’ensemble des voxels d’intérêt aura moins de voisins qu’un voxel situé au centre de
cette zone. Il appartiendra donc à moins de cliques.
Paramètres de l’algorithme
Dans le cas de l’objet modèle nous n’avons pas régularisé les solutions, l’objectif sur cet
objet étant d’estimer la faisabilité de la méthode en terme de correction des inhomogénéités de
la RF.
Dans le cas du saumon, l’algorithme complet a été testé. R, η, k1 et k2 ont été initialisés
en utilisant la méthode présentée section 4.6 c’est-à-dire en minimisant le critère non régularisé
en procédant par une recherche de η sur une grille de valeurs prédéterminées. Nous rappelons
qu’un nombre fixe de 5 itérations a été choisi pour les trois étapes où intervient l’algorithme
GC.
Un point clé de notre méthode est le choix des hyperparamètres λj, γR, γη, γk et δ. Comme
nous l’avons expliqué dans le chapitre 4, selon l’interprétation probabiliste du critère J , λj
correspond à l’inverse de la variance du bruit de la jème image. La variance du bruit peut
facilement être estimée à partir des images IRM en utilisant la méthode proposée par [Nowak,
1999]. Afin de choisir les autres paramètres, γR, γη, γk et δ nous avons effectué un ensemble de
simulations avec
– γR et γη ∈ {0, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6, 1e7, 1e8}
– γk ∈ {0, 1, 1e1, 1e2, 1e3}
– δ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6}.
L’ensemble des valeurs choisies pour γR, γη et γk a été choisi empiriquement car aucune de
ces valeurs ne peut être déterminée a priori. Par contre, la valeur de δ peut être comparée à
‖dck‖, et considérée comme un seuil au-dessous duquel la fonction φ n’a plus un comportement
quadratique. ki représentant une proportion de tissu ∈ {0, 1}, nous avons choisi pour δ des
valeurs entre 0.1 et 0.6.
En ce qui concerne les simulations, le critère d’arrêt de l’algorithme était un seuil sur l’évo-
lution de l’erreur d’estimation. Nous avons défini l’erreur d’estimation ǫk comme la norme L1







|kactℓ1 − kestℓ1 |. (5.1)
Nous avons arrêté l’algorithme quand |ǫk(n) − ǫk(n − 1)|, n étant le nombre d’itérations, est
devenu plus petit que 10−2, ce qui correspond à une erreur sur les proportions inférieure à
0,01%.
En ce qui concerne les images réelles, l’algorithme a été stoppé quand ‖∇J (R,η)‖ deve-
nait plus petit que ε = 3L× 10−2.
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Comparaison avec un algorithme utilisant une approche « directe »
Afin d’évaluer les performances de notre méthode de correction nous proposons de la com-
parer avec une méthode existante proposée dans [Collewet et al., 2002]. Cette dernière est res-
treinte à des valeurs de paramètres d’acquisition particulières et est basée sur la résolution d’un
système d’équations sous l’hypothèse d’un bruit nul. En utilisant θ2 et θ3 précédemment décrits
pour acquérir des images sur un objet homogène avec T1 ≈ 110 ms, nous pouvons considérer
que E1 ≈ 0 puisque T1 ≪ TR. De plus, avec α3 = 2α2 et β3 = β2, nous obtenons en l’absence
de bruit : 






s2ℓ = Rℓ Op sin ηℓα2 (1− cos ηℓβ2)
s3ℓ = Rℓ Op sin 2ηℓα2 (1− cos ηℓβ2)
(5.2)
où Op est le signal de référence du produit homogène. T11, T12, O1, O2 et Oh considérés comme








s1ℓ − O2f(ηℓ, θ1, T12)
O1f(ηℓ, θ1, T11)−O2f(ηℓ, θ1, T12)








Cette méthode impose un choix de paramètres d’acquisition bien précis. Cependant elle a
l’avantage d’être simple et rapide. Nous nous y référerons par la suite en tant que méthode
« directe » par opposition à l’approche inverse utilisée dans notre méthode présentée.
Construction des images simulées
Une image virtuelle de poisson a été construite à partir d’une image réelle en utilisant la
méthode « directe » sur une image acquise avec un rapport signal sur bruit très élevé. Les deux
images (s2, s3) simulent des images acquises sur un objet homogène. R et η ont également
été calculés à partir d’images réelles. Du bruit gaussien a été ajouté aux trois images. L’écart
type du bruit ajouté aux images a été respectivement de 100 pour s1 et 30 pour s2 et s3. Un
niveau de bruit plus faible a été ajouté aux deux dernières car elle correspondent à des images
acquises une fois pour toutes et peuvent donc l’être avec un temps d’acquisition plus long. Ces
valeurs de bruit sont à comparer avec les valeurs des signaux. Les valeurs moyennes du signal
sont respectivement de 650, 2000 et 2200 pour s1, s2 et s3.
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5.2.2 Acquisition des images réelles
s1 a été acquise sur un saumon ou sur l’objet modèle, et (s2, s3) sur un cylindre rempli
d’huile. Le poisson était réfrigéré à 5◦C pendant la mesure pour éviter les fluctuations du si-
gnal dues à des variations de température. Afin de valider les performances de notre algorithme,
cinq images s11, . . . , s51 de la même coupe (virtuelle) du poisson ont été acquises en effectuant
une translation de 22.5mm entre chaque acquisition, le long de l’axe z (i.e., l’axe perpendicu-
laire aux plans de coupe). Dans un IRM dénué d’artéfacts, ces cinq images seraient les mêmes,
puisqu’elles ne dépendraient pas de leur zone d’acquisition. Dans un IRM réel elles diffèrent
et devraient être équivalentes après correction. En ce qui concerne l’objet modèle, ce dispositif
n’était pas nécessaire puisque les cylindres étaient disposés de façon à ce que leur axe de symé-
trie soit perpendiculaire au plan de coupe des images. Ainsi les cinq zones correspondant aux
cinq images sont identiques et devraient donc donner les mêmes images après correction.
Sur le saumon, deux niveaux de bruit différents ont été obtenus en faisant varier le nombre de
moyennages du signal, ceci afin de tester les capacités de débruitage de notre algorithme. Un en-
semble d’images a été acquis sans aucun moyennage, nous nous y référerons par la suite comme
les images fortement bruitées.Un second ensemble d’images a été acquis avec un moyennage
sur 10 acquisitions qui seront référencées par la suite comme les images peu bruitées.
Le champ de vue était de 200mm × 200mm et la taille de la matrice N = 256 × 256.
L’épaisseur de coupe était de 4mm pour s1. Elle a été augmentée à 10mm pour s2 et s3, ceci
afin d’augmenter le RSB.
Les quantités Oi ont été directement mesurées sur s1 : une région remplie de tissu gras a été
manuellement sélectionnée et son intensité moyenne mesurée. De la même façon, une région
connue comme physiologiquement très peu grasse (moins de 1%) a été choisie pour mesurer
le signal de référence du muscle. Dans le cas de l’objet modèle, deux régions sélectionnées
respectivement dans l’eau dopée et dans l’huile ont permis d’offrir une mesure des signaux de
référence.
Nous apportons ici des précisions quant à la mesure des signaux de référence dans les
images. Soit mi un point de mesure situé dans le tissu i. Le signal mesuré avec les paramètres
θj s’écrit
sjmi = Rmi Oif(ηmi, θj , T1i). (5.4)
D’où l’on tire :
Oi =
sjmi
Rmif(ηmi , θj , T1i)
. (5.5)






Ceci est une approximation. Afin de diminuer les erreurs liées à cette façon de faire, nous avons
effectué dans le mesure du possible les mesures pour tous les tissus dans la même zone mij et
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le plus près possible du centre de l’aimant où η est quasiment égal à 1. En ce qui concerne la
valeur de Rmi , on peut montrer que si les mesures sont effectuées au même endroit, c’est-à-dire
mi = m ∀i ∈ 1..I , considérer Rm = 1 revient à effectuer le changement de variable R en
R/Rm et ne modifie pas les différents critères définis équations (4.14), (4.17), (4.84), (4.85),
(4.99).
5.2.3 Résultats de corrections avec images de fantômes et sans estimation
de O
Résultats sur l’objet modèle (images réelles)
Dans un premier temps nous avons testé notre algorithme sur l’objet modèle afin d’évaluer
rapidement les potentialités de la méthode. La proportion de tissu adipeux calculées sur les cinq
images devrait être les mêmes sur les cinq images de l’objet modèle. La figure 5.1 représente
les histogrammes des proportions du tissu adipeux calculées à partir des images brutes. Ces
proportions ont été calculées en résolvant la seconde équation du système (5.3) en supposant
R = η = 1, c’est-à-dire en ignorant les inhomogénéités. On observe clairement les effets des
inhomogénéités RF car les histogrammes ne sont pas similaires. Les effets des inhomogénéités
sont d’autant plus forts que l’image a été acquise loin du centre de l’IRM. La figure 5.2 repré-
sente quant à elle les histogrammes des proportions calculées par la méthode de correction. En
comparant les histogrammes avant et après correction, nous voyons que l’algorithme a permis
de retrouver quasiment les mêmes proportions dans les cinq images. Cependant les proportions
attendues sont de 0% pour les voxels appartenant à l’eau dopée et 100% pour les voxels appar-
tenant à l’huile. Les résultats obtenus sont légèrement différents. En effet, la valeur moyenne
des proportions mesurées dans l’eau dopée est de−2.2% et pour les pixels de l’huile de 94.7%.
Ces premiers résultats démontrent que la méthode permet de considérablement réduire l’ef-
fet des inhomogénéités RF et mettent également en évidence une imprécision des résultats sur
la valeurs des proportions. Ceci peut être dû à plusieurs effet. Ces images ont été acquises en
2D, et nous savons que le modèle de formation des images ne prend pas en compte les artéfacts
de sélection de coupe. Cette erreur de modèle se retrouve également dans l’estimation des si-
gnaux de référence qui comme nous l’avons vu équation (5.5) se base également sur le modèle
de formation des données. Enfin, nous avons fait l’hypothèse que les inhomogénéités RF ne dé-
pendaient pas de l’objet, ce qui est rigoureusement faux. Cependant, notre méthode améliore de
manière significative la ressemblance entre les images et ces résultats permettent d’envisager de
tester l’algorithme sur notre cible applicative. Nous allons maintenant étudier les performances
de l’algorithme sur le saumon. Auparavant nous étudierons le réglage des hyperparamètres,
qui comme nous l’avons expliqué précédemment, se fait par simulation. À l’occasion de ces
simulations, nous comparerons les résultats de notre algorithme avec ceux d’une méthode « di-
recte ». Nous montrerons également l’apport de la régularisation en comparant les résultats sur
des images à faible et fort niveau de bruit.



















































FIG. 5.2: Histogrammes des proportions de tissu adipeux après correction.
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Réglage des hyperparamètres (simulations)
Afin de déterminer les valeurs optimales pour les hyperparamètres, nous avons effectué
les simulations pour toutes les combinaisons décrites précédemment. Les meilleurs résultats,
correspondant à la plus faible valeur pour ǫk, ont été obtenus pour
γR = 1e
5, γη = 1e
4, γk = 1e
1, δ = 0.3. (5.7)
La Figure 5.3 montre l’évolution de ǫk pour γR = 1e5 et γη = 1e4 en fonction de γk et δ. La
Figure 5.4 montre l’évolution de l’erreur pour γk = 1e1 et δ = 0.3 en fonction de γR et γη. Il
est à noter que l’échelle est logarithmique pour γR, γη et γk.
La Figure 5.3 montre que la norme L1 ǫk est peu sensible aux variations de γR et γη. La
sensibilité en fonction de γη est très faible : de la plus faible à la plus forte valeur de γη, ǫk
varie seulement de 5 à 7%. ǫk est plus sensible à la valeur de γR, car des valeurs de γR trop
élevées produisent des erreurs importantes. Ceci est lié au fait que la précision de l’estimation
de R a plus d’influence sur l’estimation de k que l’erreur sur η. Ceci se déduit facilement de
l’expression de kℓ1 en fonction de Rℓ et ηℓ dans le système d’équations (5.3) : la sensibilité de
kℓ1 en fonction de Rℓ est plus élevée que celle en fonction de ηℓ.
La Figure 5.4 montre que la valeur de γk a plus d’influence sur l’erreur, bien que la même
erreur est obtenue alors que γk varie de 1 à 100. Le paramètre δ semble avoir une influence
limitée sur le résultat.
En fait, la norme L1 ne nous donne qu’une indication sur la performance de l’algorithme.
En particulier, des résultats avec la même erreur peuvent correspondre à des images d’aspect
différent. Ceci est illustré par la Figure 5.5. Les trois images ont été obtenues avec γR = 1e5,
γη = 1e
4 et γk = 1e1. De gauche à droite la valeur de δ était respectivement 0.1, 0.3 et 0.6,
l’erreur correspondante de 4.6, 4.4 et 4.6. Comme attendu, l’image obtenue avec la plus faible
valeur de δ paraît moins bruitée et possède des régions plus homogènes, tandis que celle obtenue
avec la plus grande valeur de δ paraît plus bruitée. Cela montre les limites du critère utilisé
pour choisir les meilleurs hyperparamètres et suggèrerait de le définir en fonction des objectifs
particulier de l’application visée. Cependant, nous considérons que ce critère nous donne une
indication acceptable ici, d’autant que les images réelles que nous aurons à traiter ci-après
auront le même type de structure que l’image utilisée pour les simulations. C’est pourquoi,
dans la suite, les hyperparamètres ont été fixés aux valeurs données par (5.7).
Comparaison des résultats avec ou sans régularisation et avec la méthode « directe »
La méthode de correction avec régularisation donne une erreur de 4.4% avec un choix opti-
mal des hyperparamètres.
Sans aucune régularisation, l’erreur augmente jusqu’à 7.3%. En d’autres termes la régula-
risation apporte un gain de 3%. Dans notre contexte applicatif, ce gain n’est pas négligeable
135 5.2. Correction sans estimation des signaux de référence et avec fantômes

















FIG. 5.3: ǫk fonction de (γR, γη) pour (γk, δ) = (1e1, 0.3).
















FIG. 5.4: ǫk fonction de (γk, δ) pour (γR, γη) = (1e5, 1e4).
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FIG. 5.5: k estimé avec γR = 1e5, γη = 1e4 et γk = 1e1. De gauche à droite : δ = 0.1, 0.3 et 0.6. L’erreur
est 4.6, 4.4 et 4.6.
car une variation de 1% est significative. En l’absence d’estimation du biais non-multiplicatif,
l’erreur était de 6.6% ce qui prouve l’intérêt de le prendre en compte.
Enfin, la méthode directe donne une erreur de 7.4% qui est à comparer avec notre méthode
sans aucune régularisation. Comme attendu, elle donne la même erreur, mais ne reste utilisable
que pour des conditions d’acquisition particulières.
Une autre façon d’illustrer les performances de la correction est d’observer les histogrammes
des proportions de tissu adipeux. La figure 5.6 représente l’histogramme vrai, après correction
sans régularisation et après correction avec régularisation. On observe sur cette figure l’effet
de la régularisation qui permet de recaler quasiment complètement l’histogramme avec l’histo-
gramme « vrai » hormis un léger décalage dans la zone des proportions les plus élevées.
Résultats de correction sur le saumon (images réelles)
Les deux images de gauche de la Figure 5.7 sont deux des cinq images acquises sur la
même coupe virtuelle du poisson, à différentes positions dans l’IRM, dans le cas des images
très bruitées. Les deux images corrigées correspondantes sont à droite. Les couleurs les plus
claires correspondent au tissu gras et les plus sombres au muscle.
Les effets des inhomogénéités RF sont clairement visibles sur les images originales. En
particulier l’image à 45mm a des intensités plus faibles. Après correction les deux images
retrouvent des intensités similaires. Les histogrammes des proportions de tissu adipeux sont
représentés sur la Figure 5.8 pour les cinq images originales, et sur la Figure 5.9 pour les cinq
images corrigées. Les histogrammes dans le cas des cinq images originales diffèrent significati-
vement les uns des autres à cause des inhomogénéités, tandis que les histogrammes des images
corrigées sont similaires. De plus, les images corrigées ont des histogrammes moins étalés, car
leur niveau de bruit est plus faible grâce à la régularisation des solutions.
Pour certains voxels, la proportion de tissus adipeux est négative ou supérieure à 100% ce
qui est naturellement impossible. Le nombre de voxels ayant une proportion négative est en fait
























correction avec regularisation 
FIG. 5.6: Histogrammes des proportions de tissu adipeux vrai, après correction sans ou avec régulari-
sation obtenus sur image de poisson simulée avec images de fantôme
FIG. 5.7: De gauche à droite : images originales acquises à 0 mm et 45 mm du centre du système IRM,
et les images corrigées correspondantes.
























































FIG. 5.9: Histogrammes des proportions de tissu adipeux sur les cinq images de saumon après correc-
tion.
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très faible. Les voxels présentant une proportion de tissu adipeux supérieure à 1 sont localisés
dans la partie ventrale du poisson, là où le taux est maximal. Cette erreur peut être due, au
moins en partie, à une erreur sur les signaux de référence, une erreur de modèle, mais aussi à
une composition différente du tissu adipeux dans cette zone physiologique particulière.
La Figure 5.10 montre les histogrammes des proportions de tissu adipeux pour les cinq
images après correction partielle : seul R a été estimé et pris en compte dans la correction,
tandis que η était supposé égal à 1. Cette configuration est équivalente à modéliser l’inhomo-
généité par un biais purement multiplicatif. Le résultat confirme que cela ne suffit pas. Ceci est
particulièrement vrai pour les zones qui contiennent plus de muscle que de gras car pour ce tissu
le rapport TR/T1 est plus faible et le biais multiplicatif plus élevé.
Effets de la régularisation (images réelles)
Afin de quantifier les effets de la régularisation, nous avons calculé la norme L1 de la dif-
férence entre d’une part les images fortement bruitées corrigées avec et sans régularisation, et
d’autre part avec les images faiblement bruitées corrigées sans régularisation. Ces dernières font
ainsi office de référence.
La Figure 5.11 montre la norme L1 de la différence entre k1 estimé à partir des images
fortement bruitées (avec et sans régularisation) et k1 estimé à partir des images faiblement
bruitées (sans régularisation). En fonction de la position, la régularisation apporte un gain de
2.3 à 2.7%. Cette apport est significatif et confirme celui observé dans l’étude par simulation qui
était de 3%. Comme nous l’avons vu précédemment, le niveau de bruit en IRM est en partie lié
au temps d’acquisition. On voit qu’avec une procédure de régularisation, on peut éventuellement
envisager une diminution du temps d’acquisition tout en conservant les mêmes performances
ce qui peut être très intéressant dans certaines applications où le temps d’acquisition est crucial.
Effets de l’initialisation (images réelles)
Nous finirons cette partie des résultats en évoquant l’influence de l’initialisation sur les
résultats. La figure 5.12 représente l’évolution de Log J pour deux initialisations différentes :
l’une pour une initialisation par estimation de la solution non-régularisée selon la méthode
décrite section 4.6, l’autre en initialisant à 1 les cartes RF et les cartes de proportions à 0.5.
Comme attendu, l’initialisation par la solution non-régularisée converge en moins d’itéra-
tions, 28 dans cet exemple contre 38 pour l’initialisation par des cartes RF et de proportions
constantes. Il est à noter que les deux méthodes d’initialisation convergent vers la même solu-
tion. Cette constatation amène une réflexion sur l’existence éventuelle de minima locaux. En
effet, du fait de la non-linéarité de la fonction f , nous ne pouvons pas garantir que le critère
que nous minimisons ne possède pas de minima locaux. Néanmoins nous n’avons pas rencon-
tré de convergence vers un minimum local lors des nombreux calculs que nous avons menés.
L’initialisation par la solution non régularisée est de plus un moyen de se rapprocher de la so-





















































FIG. 5.11: Norme L1 de l’erreur, entre k1 estimé à partir des images fortement bruitées (avec et sans
régularisation) et k1 estimé à partir des images faiblement bruitées (sans régularisation).


























initialisation B (voir légende)
FIG. 5.12: Évolution de logJ en fonction des itérations pour deux conditions d’initialisation différentes :
‘A’ représente l’initialisation avec la solution de la version non-régularisée, ‘B’ représente l’initialisation
définie par : R(0) = η(0) = 1, and k(0)1 = k
(0)
2 = 1/2
lution. Cependant, même avec une initialisation avec des cartes RF et des cartes de proportions
constantes, la convergence a toujours eu lieu vers le minimum global. En ce qui concerne les
temps de calculs, ils sont, sur cette image de 12000 points, de l’ordre de 1 seconde pour le calcul
de la solution non régularisée et de 4 secondes par itération, ce qui correspond à un temps de
l’ordre de 2 minutes pour 30 itérations. Ces temps ont été mesurés sur un PC à 2 GHz et avec
un code programmé en langage scilab.
Après avoir présenté les résultats obtenus dans le cas où une partie des images a été acquise
sur un fantôme, nous allons maintenant aborder le cas où toutes les images sont acquises sur
l’échantillon.
5.3 Correction sans estimation des signaux de référence et
sans fantôme
L’objectif est de vérifier qu’en l’absence de fantômes les performances restent équivalentes.
En effet, nous savons que l’utilisation de fantômes peut entraîner des erreurs en particulier
lorsque le champ magnétique est élevé puisque la RF dépend de l’objet observé. Sauf men-
tion contraire, nous avons utilisé les mêmes paramètres d’acquisition que précédemment :
θ1 = (90
◦, 180◦, 140 ms), θ2 = (60
◦, 180◦, 700 ms) et θ3 = (120◦, 180◦, 700 ms). Nous al-
lons dans un premier temps observer les résultats obtenus en simulation sur la même image
synthétique de poisson que nous avons utilisée précédemment, puis nous passerons aux images
réelles acquises sur l’objet modèle et sur le saumon.
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5.3.1 Simulations sans fantôme
Nous avons effectué des simulations avec trois niveaux de bruit différents. Tout d’abord
nous avons simulé des niveaux de bruit équivalents à ceux utilisés dans le cas des simulations
avec fantôme à savoir 100 sur s1 et 30 sur s2 et s3. Ensuite, nous avons simulé des niveaux de
bruit équivalents pour les trois images, en choisissant 30 puis 100. L’objectif de ces tests était
d’apprécier le comportement de la méthode en l’absence d’images de fantômes, de comparer les
performances avec et sans fantômes, de quantifier l’apport de la régularisation avec les mêmes
valeurs d’hyperparamètres réglées précédemment dans le cas avec images de fantôme.
La figure 5.13 représente les histogrammes des proportions de tissu adipeux « vrais », après
correction sans régularisation et après correction avec régularisation pour un bruit d’écart type
100 sur s1 et 30 sur s2 et s3. Les figures 5.14 et 5.15 représentent les mêmes informations
obtenues à partir d’images simulées affectées respectivement d’un bruit d’écart type 30 et 100.
On peut observer dans les trois cas une amélioration des résultats avec la régularisation qui
tend à recaler l’histogramme de l’image corrigée avec celui de l’image originale. On peut re-
marquer également que lorsque le niveau de bruit sur s1 est élevé, les erreurs sur les proportions
sont plus élevées pour les proportions faibles ce qui s’explique par le fait que dans ce cas le RSB
est plus faible car le signal est plus faible. On peut également remarquer qu’il y a peu de diffé-
rences entre les résultats acquis avec un bruit pour s1, s2 et s3 respectivement de 100, 30 et 30
ou 100, 100 et 100 alors que le niveau de bruit global est moins élevé dans la première configu-
ration. Ceci peut s’expliquer par le fait que c’est l’image s1 qui comporte le plus d’informations
en ce qui concerne la proportion de tissus adipeux car le contraste entre les tissus y est élevé,
contrairement aux images s2 et s3. Ainsi le niveau de bruit dans ces deux images influencent
moins l’erreur sur k.
Le tableau 5.1 récapitule les erreurs L1 sur les proportions avec et sans régularisation en
fonction du bruit ajouté dans les images.
bruit sur s1 100 30 100
bruit sur s2 30 30 100
bruit sur s3 30 30 100
erreur L1 sans régularisation (%) 11.78 4.21 13.74
erreur L1 avec régularisation (%) 6.25 2.46 6.54
TAB. 5.1: Erreurs L1sur k , avec et sans régularisation, pour différents niveaux de bruit dans les images
simulées
Comme attendu, les résultats se dégradent avec le niveau de bruit et l’erreur L1 diminue de
manière significative avec la régularisation dans les trois cas de figure. Dans le cas où le bruit est
respectivement de 100, 30 et 30 pour s1, s2 et s3 les résultats sont à comparer avec ceux obte-
nus avec des images de fantômes qui rappelons le étaient de 7.4% et 4.4% respectivement sans
et avec régularisation. Les erreurs obtenues sans fantômes sont nettement plus élevées. Elles
























correction avec regularisation 
FIG. 5.13: Histogrammes des proportions de tissu adipeux, « vrai », après correction, sans et avec
























correction avec regularisation 
FIG. 5.14: Histogrammes des proportions de tissu adipeux, « vrai », après correction sans et avec régu-
larisation, pour un écart type du bruit égal à 30 sur les 3 images.
























correction avec regularisation 
FIG. 5.15: Histogrammes des proportions de tissu adipeux, « vrai », après correction sans et avec régu-
larisation, pour un écart type du bruit égal à 100 sur les 3 images.
sont plus élevées également sur R et η. On peut compléter cette observation en comparant les
histogrammes des figures 5.6 (cas avec fantôme) et 5.13 (cas sans fantôme) ce qui confirme les
meilleures performances dans cas avec fantôme. L’utilisation de fantôme est donc favorable à
la précision de l’estimation des variables. En présence de fantôme, l’estimation de R et de η
ne dépend pas des proportions de tissus, ce qui explique ces meilleurs résultats. Cette conclu-
sion, vraie en simulation, n’est pas forcément directement transposable aux images réelles où
les écarts de la RF entre l’échantillon et l’objet peuvent exister, défavorisant potentiellement
l’utilisation de fantômes.
5.3.2 Images acquises sans fantôme sur objet modèle (images réelles)
La figure 5.16 représente les histogrammes de proportion de tissus adipeux obtenus après
correction sans régularisation sur les images acquises sur l’objet modèle. Il est à noter que les
images s2 et s3 n’ont pas été acquises avec un temps de répétition TR=700 ms mais avec un
temps de répétition de TR=500 ms.
On peut observer que les histogrammes sont recalés. Cependant, les proportions obtenues
sont dégradées par rapport à la version avec fantôme dont les résultats sont donnés figure 5.2.
Elles sont à la fois plus éloignées des valeurs cibles de 0% et 100% et plus dispersées.
Afin d’expliquer cette différence, il peut être intéressant de comparer les valeurs de R et
η obtenues dans les deux cas. Sur la figure 5.17 on peut observer à gauche la cartographie de
R estimée avec les images de fantômes et à droite la même cartographie estimée sans images
de fantômes. Sur chacune des cartographies, la partie gauche correspond au cylindre rempli
d’eau dopée et à droite au cylindre rempli d’huile. La figure 5.18 correspond aux mêmes confi-

























FIG. 5.16: Histogrammes des proportions de tissu adipeux après correction sans régularisation, à partir
de 3 images acquises sur objet-modèle.
gurations mais pour les cartographies de η. Les cartographies estimées à partir des images de
fantômes sont beaucoup moins bruitées. Cela s’explique facilement par le fait que les images
acquises sur le fantôme l’ont été avec un plus grand nombre d’accumulations. On s’aperçoit que
les valeurs de R et de η diffèrent plus entre les configurations avec et sans fantômes, pour les
voxels appartenant à l’eau dopée. Cette différence peut être due à une réalité physique. Cepen-
dant elle est très vraisemblablement due au moins en partie à l’erreur de modèle qui, comme
montré figure 2.19, est d’autant plus importante que le rapport TR/T1 est faible, ce qui est
le cas pour l’eau dopée. Cet écart sur R et η expliquent en partie la mauvaise estimation des
proportions sur les tubes d’eau.
Ainsi, la méthode de correction a échoué à retrouver des proportions acceptables, cependant
l’erreur commise est la même quelque soit la position ce qui amène à retrouver des images
recalées. Ceci est confirmé figure 5.19 où sont représentés les histogrammes des proportions
calculées par la méthode de correction sur des images acquises avec les paramètres suivants :
θ1 = (90
◦, 180◦, 300 ms), θ2 = (60
◦, 180◦, 500 ms) et θ3 = (120◦, 180◦, 500 ms) (noter le
changement d’échelle sur l’axe x). Les proportions sont fausses mais les histogrammes sont
recalés.
5.3.3 Images acquises sans fantôme sur le saumon (images réelles)
La figure 5.20 représente les histogrammes de proportion de tissus adipeux obtenue sur les
images acquises sur le saumon après correction sans régularisation ; la figure 5.21 représente
les mêmes informations mais en présence de régularisation. Ces figures sont à comparer avec
la figure 5.9. On peut remarquer que le recalage est déficient pour l’image acquise à −45 mm
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FIG. 5.17: Cartographies de R obtenues avec images de fantômes à gauche, sans images de fantômes
à droite. Dans chacune des cartographies la partie de gauche correspond au cylindre d’eau dopée, celle
de droite au cylindre d’huile.
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FIG. 5.18: Cartographies de η obtenues avec images de fantômes à gauche, sans images de fantômes
à droite. Dans chacune des cartographies la partie de gauche correspond au cylindre d’eau dopée, celle
de droite au cylindre d’huile.

























FIG. 5.19: Histogramme des proportions de tissu adipeux obtenues après correction sur trois images
acquises sur l’objet modèle, une à TR = 300 ms et deux à TR = 500 ms
et que la régularisation améliore légèrement le recalage des quatre autres images. Le nombre
de voxels ayant des proportions négatives est devenu non-négligeable par rapport au cas où des
images de fantôme avaient été utilisées. Globalement les résultats sont donc moins bons, même
s’ils restent relativement acceptables en terme de recalage des niveaux de gris.
5.3.4 Conclusion sur la correction sans fantômes et sans estimation des
signaux de référence
Globalement les résultats obtenus sont moins bons que ceux obtenus avec des images de
fantômes. Les résultats de simulation ont montré que R et η étaient moins bien estimés, ce qui
est logique puisque leur estimation est liée à celle des proportions, alors que dans le cas des
images de fantôme leur estimation est indépendante des proportions. Cependant on observe que
l’algorithme fournit des proportions similaires dans les images acquises à différents endroits.
5.4 Correction avec estimation des signaux de référence
Comme nous l’avons vu dans les résultats précédents, une erreur sur les signaux de référence
amène à un calcul de proportions erroné. L’estimation des signaux de référence est donc un
point important. Nous avons dans un premier temps vérifié les performances de l’estimation
des signaux de référence en simulation puis nous l’avons testé sur images réelles.

























FIG. 5.20: Histogrammes des proportions de tissu adipeux après correction sans régularisation, à partir

























FIG. 5.21: Histogrammes des proportions de tissu adipeux après correction avec régularisation, à partir
de 3 images acquises sur le saumon.
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5.4.1 Résultats en simulation
Étude « générale »
Nous avons testé l’estimation des signaux référence sur un jeu de données de taille 56 fabri-
qué à partir de plusieurs combinaisons possibles de Rℓ, ηℓ et k1ℓ choisies respectivement entre
0.8 et 1.4, 0.8 et 1.2 et 0 et 1. Nous nous sommes positionnés dans la configuration où deux
images étaient acquises sur l’échantillon et deux images sur le fantôme. Les paramètres d’ac-
quisition sur le fantôme étaient θ3 = (60◦, 180◦, 700 ms) et θ4 = (120◦, 180◦, 700 ms). Nous
avons testé deux ensembles de paramètres d’acquisition sur l’objet qui diffèrent par le TR de
θ1 et θ2 :
– θ1 = (60
◦, 180◦, 140 ms) et θ2 = (120◦, 180◦, 140 ms)
– θ1 = (60
◦, 180◦, 300 ms) et θ2 = (120◦, 180◦, 300 ms)
L’écart type du bruit de mesure était égal à 30. Nous avons considéré que l’estimation des
signaux de référence pouvait être réalisée une fois pour toutes. Ainsi, nous pouvons faire l’hy-
pothèse que les images utilisées sont peu bruitées. De plus, nous avons testé à la fois en estimant
R et η à partir des images de fantômes comment décrit section 4.8.2 ou en estimant conjoin-
tement R, η, k et O comme décrit section 4.8.2. Enfin, nous avons fait varier les valeurs des
signaux de référence O1 et O2 de 1500 à 2500. L’objectif de ces tests en simulation était de
vérifier la faisabilité de la méthode pour estimer les signaux de référence et évaluer les erreurs
commises dans un large nombre de configurations.
Le tableau 5.2 récapitule les résultats. Nous y avons noté les valeurs minimales et maximales
des erreurs relatives des signaux de référence rencontrées dans l’ensemble des tests.
Les résultats montrent une équivalence des performances selon la méthode utilisée pour R
et η. En revanche, les performances sont meilleures pour un TR de 300 ms avec des erreurs
relativement faibles, de l’ordre de 5%. Par la suite nous testerons uniquement la version qui
estimation deR et η erreur erreur
TR séparément sur fantômes relative sur O1 (%) relative sur O2 (%)
ou conjointement min/max min/max
140 ms séparément −8 / +13 −10 / +6
140 ms conjointement −7 / +13 −10 / +6
300 ms séparément −5 / +6 −6 / +3
300 ms conjointement −6 / +6 −6 / +3
TAB. 5.2: Erreurs relatives sur les signaux de référence et écarts entre l’erreur L1 sur les proportions
dans le cas où les signaux sont estimés et le cas où ils sont connus, en fonction du TR des images s1
et s2
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estimeR et η séparément sur les images de fantômes et nous utiliserons un TR de 300 ms pour
les images acquises sur l’échantillon.
Résultat en simulation sur l’image synthétique de poisson
Nous avons testé l’estimation de O sur l’image synthétique de poisson en estimant R et η
à partir des images de fantômes. Nous avons utilisé les mêmes jeux de paramètre que précé-
demment en choisissant la configuration TR = 300 ms. Nous avons également testé la méthode
de correction en l’absence de l’estimation des signaux de référence afin de pouvoir comparer
les erreurs sur les proportions avec et sans estimation de O. Les signaux de référence « vrais »
étaient respectivement de 1 et 1.023 ; les signaux ont été estimés à 1.000 et 1.027. L’erreur L1
sur les proportions était de 2.27% contre 2.26% dans le cas sans estimation de O. Ces résul-
tats montrent la faisabilité de l’estimation de O sur une image de type saumon et permettent
d’envisager des tests sur images réelles.
5.4.2 Résultats sur des images de tube (images réelles)
Nous avons testé l’estimation des signaux de référence sur l’objet-modèle en utilisant la
configuration avec TR = 300 ms. La figure 5.22 représente les histogrammes des proportions
de tissu adipeux dans le cas de la correction sans estimation de η et de la correction complète.
Les proportions moyennes mesurées sur les cylindres d’eau et d’huile sont respectivement
de 6.8% et de 95.4% après correction. Il y a donc un écart avec les valeurs attendues, cepen-
dant les histogrammes sont relativement bien recalés. La figure 5.22 est à comparer avec la
figure 5.2 pour laquelle les signaux de référence avaient été mesurés et non pas estimés. Les
histogrammes dans le cas de l’estimation de O sont un peu mieux recalés en particulier pour la
zone correspondant à l’huile.
Les valeurs des signaux de références obtenues sont respectivement de 0.97 et 1.05 pour
l’huile et l’eau dopée. Nous rappelons ici que l’expression d’un signal de référence est donnée
par :
Oi = GM0iE2i. (5.8)
Afin d’évaluer la pertinence de ces résultats nous n’avons pas accès à la valeur vraie étant
donné que le gain G n’est pas accessible. Cependant nous pouvons évaluer le rapport de ces
deux valeurs. Compte tenu des valeurs estimées des temps de relaxation T2i et des densités de
protons ρi évaluées à ρ1 = 0.9 et ρ2 = 1 pour l’huile et l’eau respectivement, on attend un








Le rapport trouvé ici est égal à 1.08 ce qui n’est pas complètement incohérent sans être toutefois
très exact.

























FIG. 5.22: Histogrammes des proportions de tissu adipeux après correction avec estimation de O, à
partir des images acquises sur l’objet-modèle.
La figure 5.23 représente l’évolution de la valeur des signaux de référence O1 et O2 en
fonction des itérations. Ce graphe prouve que les valeurs obtenues sont stables et n’évoluent
plus, qu’un minimum a été atteint.
Ces résultats d’estimation des signaux de référence sont donc globalement satisfaisants.
5.4.3 Résultats sur des images de poisson
Nous avons également testé l’estimation des signaux de référence sur un poisson en ac-
quérant, outre deux images sur cylindre d’huile, une image avec θ1 = (60◦, 180◦, 300) et
θ2 = (120
◦, 180◦, 300). Les signaux de référence ont été estimés à 0.89 et 0.64 respectivement
pour le tissu adipeux et pour le tissu musculaire. Même s’il est difficile de connaître exactement
les signaux de référence, le rapport des deux signaux de référence est très vraisemblablement
trop élevé. La figure 5.24 tend à montrer que la correction permet de recaler les intensités des
images mais les valeurs de proportion des tissus sont trop élevées puisque les proportions les
plus faibles se situent autour de 30%. En outre l’histogramme s’est resserré (à noter le change-
ment d’échelle sur le nombre de voxels par rapport à la figure 5.9).
La figure 5.25 représente l’évolution de la valeur des signaux de référence O1 et O2 en fonc-
tion des itérations. De même que précédemment, ce graphe prouve que les valeurs obtenues
sont stables et n’évoluent plus. Cependant, il est à noter que cette stabilité est atteinte beaucoup
plus tardivement que dans le cas de l’objet-modèle. Les cas sont différents puisque les propor-
tions réelles dans le cas du saumon sont réparties de façon continues entre 0 et 1. De plus, le
décalage spatial possible entre deux images, illustré figure 2.22, est sans effet dans le cas par-
ticulier de l’objet modèle, mais pénalise le cas où les variations spatiales de la structure sont à












































FIG. 5.24: Histogrammes des proportions de tissu adipeux après correction avec estimation de O, à
partir des images acquises sur le saumon.





















FIG. 5.25: Evolution de l’estimation des signaux de référence sur les poissons en fonction des itérations
une fréquence élevée comme dans le cas du saumon.
5.5 Conclusion
Nous avons évalué séparément les performances de notre méthode avec ou sans images
acquise sur un fantôme et avec ou sans estimation des signaux de référence. Dans le cas où
une partie des images est acquise sur un fantôme, la méthode de correction donne globalement
des résultats satisfaisants. Le réglage des hyperparamètres effectué en simulation sur une image
statistiquement représentative permet d’améliorer les performances de la méthode en termes
de débruitage. Ceci a été observé en comparant des résultats sur des images acquises avec
des niveaux de bruit différents. D’une manière générale, les proportions de tissu estimés dans
les images ne dépendent plus, ou quasiment plus de la position d’acquisition. Cependant, ces
proportions ne sont pas toujours exactes, on remarque en particulier des proportions de tissu
adipeux supérieures à 1 dans le saumon.
Dans le cas où toutes les images sont acquises sur l’échantillon, les résultats sont moins
bons et ceci a été constaté à la fois en simulation et sur images réelles. L’estimation des signaux
de référence a donné des résultats excellents en simulation. Le passage aux images réelles n’a
pas vraiment confirmé cette performance, en dehors du cas de l’estimation des signaux de réfé-
rence sur l’objet modèle, avec des images acquises à TR = 300 ms, où les proportions estimées
ont été aussi proches de la vérité terrain que dans le cas où les signaux de référence avaient été
mesurés au préalable. En revanche, l’estimation des signaux de référence n’a pas donné de ré-
sultats satisfaisants sur les images de saumon. Une des causes possibles de ce résultat mitigé est
le décalage des signaux, observé sur un objet hétérogène, dû aux variations du profil de coupe
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en fonction de l’angle de bascule. Cependant, il est à noter que la méthode de correction tend à
recaler les histogrammes entre eux. Ces résultats ont mis également en évidence, par exemple
lors des simulations pour l’estimation des signaux de référence, de variations dans les perfor-
mances en fonction des paramètres d’acquisition. Dans le chapitre suivant nous abordons une
méthode qui permettrait de choisir a priori les paramètres d’acquisition en vue d’une estimation
optimale.
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CHAPITRE 6
Choix des signaux
Dans ce chapitre nous abordons la problématique du choix des signaux à acquérir afin d’ob-
tenir les meilleurs résultats lors de la correction des images. En effet, comme nous l’avons
vu dans la partie consacrée aux résultats, les performances de notre algorithme dépendent, en
toute logique, des informations disponibles au départ. Cette question est donc cruciale. Nous
ne l’avons pas traitée de manière complète mais présentons ici une ébauche de réflexion et
quelques résultats préliminaires. Nous nous sommes basés sur des travaux concernant la mise
en place de plans d’expérience. Il s’agit de trouver quelles sont les meilleures expériences à
réaliser afin d’obtenir le maximum d’information. Nous exposons dans un premier temps la
théorie, puis nous montrons quelques résultats qui mettent en évidence la possibilité d’utiliser
ce type de méthodes dans notre cas.
6.1 Théorie
Les paramètres que l’on peut faire varier lors de l’acquisition d’un signal IRM sont le temps
de répétition TR, l’angle de bascule α, l’angle de refocalisation β ainsi que le nombre d’acccu-
mulations noté n. Nous rappelons qu’augmenter le nombre d’accumulations permet d’augmen-
ter le RSB en réduisant le bruit. En contrepartie, cela augmente également le temps d’acquisition
qui est proportionnel à nTR. Dans cette étude, nous nous plaçons d’emblée dans un contexte où
le temps d’acquisition maximum admissible est déterminé. Le problème sans contrainte est sans
intérêt pratique et sa solution est triviale : acquérir un nombre infini de signaux et/ou les répéter
infiniment. Se baser sur un temps d’acquisition maximal correspond au compromis que l’on est
amené à faire en pratique lors d’une expérimentation. Il s’agit par exemple de limiter le temps
Chapitre 6. Choix des signaux 158
d’acquisition par échantillon lorsque l’on a un grand nombre d’échantillons à examiner. On ap-
pellera par la suite « protocole », l’ensemble des signaux utilisés (θj ,nj) avec θj = (TRj , αj, βj)
et nj le nombre d’accumulations du signal j . Une façon de choisir le protocole, est d’effectuer
des simulations sur l’ensemble des protocoles possibles. En fonction du nombre de configura-
tions θj et du temps total admissible, le nombre de protocoles possibles peut être relativement
élevé et rendre l’approche par simulation impossible. On le verra par la suite, pour un nombre
de couples (TRj, αj) relativement restreint et en gardant βj constant, on peut être amené à
considérer plus de 280000 protocoles. Lors d’une approche par simulation, il est nécessaire,
de plus, de répéter plusieurs fois l’expérience avec des réalisations de bruit différentes ce qui
amène à réaliser plusieurs millions de simulations. Même en considérant un problème de taille
réduite cela peut mener à des temps de calcul prohibitifs. Cette constatation amène à rechercher
une autre façon de prédire les performances de l’estimation des variables en fonction du proto-
cole utilisé. Cette problématique est en fait une problématique de type « plan d’expérience » où
il s’agit de planifier les expériences à réaliser en vue d’obtenir les meilleures estimations pos-
sibles des paramètres d’intérêt. Nous nous sommes basés sur la théorie des plans d’expérience
détaillée dans [Walter et Pronzato, 1994].
Selon ces auteurs, pour planifier une expérience d’une manière optimale la marche à suivre
est la suivante :
– définir un critère d’optimalité C qui est une grandeur scalaire,
– définir l’ensemble des protocoles possibles,
– calculer C pour chaque protocole,
– choisir le protocole correspondant à la valeur maximale de C.
Classiquement, les critères d’optimalité sont calculés à partir de la matrice d’information de
Fisher, notée F , qui dépend à la fois des paramètres à estimer, notés x, et du protocole d’acqui-
sition noté P . Le critère C(x, P ) est défini par :
C(x, P ) = Φ(F (x, P )), (6.1)
où Φ est une fonction scalaire de F (x, P ).
Avant de préciser cette fonction Φ, rappelons la définition de F . Nous nous plaçons ici dans
le cadre de l’estimation par maximum de vraisemblance comme détaillé section 4.3.1. De ce fait
nous ne prenons pas en compte les termes de régularisation, par souci de simplification et en
considérant qu’un protocole optimal dans le cas non-régularisé devrait permettre une estimation
robuste dans le cas régularisé également.
Si on noteJ (s,x, P ) l’anti log-vraisemblance des observations s acquises avec le protocole
P et paramétrées par x, alors l’estimation par maximum de vraisemblance revient à chercher xˆ
tel que :




L’estimateur au sens du maximum de vraisemblance est asymptotiquement normal et non biaisé.
En d’autres termes, si on note x∗ la valeur vraie des paramètres, xˆ suit une loi normale
N (x∗, F−1(x∗, P )) quand le nombre de mesures tend vers l’infini. F est définie par :
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. (6.3)
F−1 est assimilable à la matrice de covariance de x. Ainsi, lorsque F−1 possède des valeurs
propres faibles, l’estimateur de x∗ aura une covariance faible ce qui signifie que les données
sont informatives. Dans le cas contraire, si les valeurs propres de F−1 sont élevées, l’estimation
sera imprécise faute d’information suffisante dans les données. Le critère d’optimalité le plus
utilisé conduit à minimiser le déterminant de F−1(x, P ), qui est égal au produit des valeurs
propres, ou, ce qui revient au même, maximiser det F (x, P ). Une expérience qui minimise
det F−1(x, P ) est dite «D optimale ».
Examinons maintenant comment calculer F . Nous nous trouvons dans le cas d’une réso-
lution au sens des moindres carrés non-linéaires. Nous reprenons ci-après les développements
exposés section dans [Walter et Pronzato, 1994, section 5.3.1.4], en adaptant les calculs et les
notations à notre cas particulier. Nous nous plaçons d’emblée dans le cas de deux tissus mais le
raisonnement reste valable pour un nombre de tissus quelconque.
On note x = (xℓ) le vecteur des inconnues avec xℓ = (kℓ1, ηℓ, Rℓ) et m(xℓ, θj) le modèle de
formation des données tel que :
sjℓ = m(xℓ, θj) + njℓ, (6.4)
njℓ représentant le bruit de mesure. Comme détaillé section 4.3.1, J est alors égale à :





Jℓ(xℓ, θ1, · · · , θJ) (6.5)





σ représentant l’écart type du bruit observé sans accumulation du signal, et où Jℓ s’écrit :







Le protocole P est défini par l’ensemble {(θ1, n1), · · · , (θJ , nJ)}. Le problème est donc sépa-
rable et l’expression (6.3) se réécrit :
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avec p, q ∈ {1 · · ·L} × {1 · · ·L}. ∂Jp
∂xp








(sjp −m(xp, θj)) ∂m
∂xp
(xp, θj). (6.10)

































Le bruit de mesure est spatialement indépendant et décorrélé entre les acquisitions ce qui
implique que
E(sp|xp,sq|xq) (nj1p nj2q) = σ
2
j δpq δj1j2, (6.13)
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Nous savons comment calculer F et avons déterminé un critère dit de « Ds optimalité ».
Ce critère considère toutes les variables comme équivalentes. Cependant, certaines variables
peuvent éventuellement être considérées comme des variables de « nuisance » dont l’estimation
est nécessaire mais qui ne sont pas les variables d’intérêt que l’on cherche à mesurer. Dans
notre cas, les variables R et η sont des variables de nuisance qu’il est nécessaire d’estimer afin
d’avoir accès à la variable k qui est une variable d’intérêt. Il est alors possible de définir un
critère d’optimalité pour l’estimation d’une sous partie des variables, le plus utilisé étant celui
de la « Ds optimalité ». Si on partitionne le vecteur des inconnues x en deux sous-vecteurs xa
et xb, xa représentant les variables d’intérêt et xb les variables de nuisance, alors, la matrice de














la matrice F−1 se partitionne, sous l’hypothèse que Fbb est inversible, en
F−1 = (6.19)
(
(Faa − FabF−1bb Fba)−1 −(Faa − FabF−1bb Fba)−1FabF−1bb
−F−1bb Fba(Faa − FabF−1bb Fba)−1 F−1bb + F−1bb Fba(Faa − FabF−1bb Fba)−1FabF−1bb
)
Seuls les paramètres xa nous intéressent, nous cherchons donc à minimiser une fonction scalaire
deXaa, donc deF−1aa . Il s’agira par exemple de minimiser le déterminant det(Faa−FabF−1bb Fba)−1
ou, ce qui revient au même maximiser det(Faa − FabF−1bb Fba).
Nous avons donc défini deux critères qu’il s’agira de maximiser. Le critère D optimal, noté
CD, égal à det F et le critère Ds optimal noté CDs égal à det(Faa − FabF−1bb Fba).
Après avoir défini ces critères, nous les comparons tour à tour avec les résultats obtenus en
simulation. Nous montrerons que le critère CDs peut être considéré comme un bon indicateur
des performances de l’algorithme et nous nous en servirons pour une étude plus large. Avant de
présenter les résultats, nous détaillons au préalable l’implémentation du calcul de CD et CDs .
6.2 Calcul des critères d’optimalité CD et CDs
6.2.1 Calcul de la matrice F
Il est intéressant de remarquer au préalable que le calcul des sous-matrices Fℓℓ peut être vu
comme une somme pondérée de matrices élémentaires. En notant kℓ1 = xℓ(1), ηℓ = xℓ(2) et
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(xℓ, θj). Le calcul
de la matrice F revient alors à une somme pondérée de matrices ce qui permet d’alléger les
temps de calcul.
6.2.2 Calcul de CD
CD consiste à maximiser det F (x, P ) en fonction de P . Pour chaque valeur du protocole P ,
det F (x, P ) est calculé et on cherche le maximum parmi toutes les valeurs. Comme le montre





Fℓℓ étant définie par l’équation (6.16). Dans notre étude, et dans le cas particulier de deux tissus,
Fℓℓ est une matrice de taille 3× 3 dont il est facile de calculer le déterminant.
6.2.3 Calcul de CDs
CDs consiste à maximiser det(Faa − FabF−1bb Fba) en fonction de P . Notre variable d’intérêt

























F11(2, 1) F11(3, 1) 0 0 · · · 0 0





























F11(2, 2) F11(2, 3) · · · 0 0
















0 0 · · · FLL(2, 2) FLL(2, 3)
0 0 · · · FLL(3, 2) FLL(3, 3)

 (6.24)
L’inversion de Fbb ne pose pas de problème particulier, la matrice étant bloc-diagonale. Cepen-
dant, afin de simplifier l’implémentation, il est intéressant de remarquer que F étant partitionnée
selon (6.18) le déterminant de F s’écrit :
det F = det Fbb det (Faa − FabF−1bb Fba). (6.25)
On a donc




De même que det F , det Fbb est facile à calculer.
Après avoir détaillé l’implémentation des calculs, nous présentons maintenant les résultats.
Dans un premier temps, nous comparons les critères CD et CDs avec des résultats de simulation
sur un ensemble de protocoles possible réduit et dans un second temps nous examinons les
valeurs du critère CDs sur un ensemble plus large.
6.3 Résultats
6.3.1 Comparaison des critères CD et CDS avec des résultats de simulation
Nous nous sommes positionnés dans le cas de deux tissus avec des T1 équivalents à ceux
utilisés dans notre étude à savoir 110 ms et 500 ms. Nous avons utilisé des données de synthèse
avec différentes combinaisons de k1ℓ, Rℓ et ηℓ qui sont représentées figure 6.1. k1ℓ varie entre
0 et 1, Rℓ entre 1 et 1.4 et ηℓ entre 0.9 et 1.1. Le nombre de points L est égal à 495. Ces
combinaisons ont été construites afin de couvrir une large gamme de situations réalistes. Le
résultat ne présente pas la structure spatiale d’un cas réel, mais ceci n’a pas d’importance ici
puisque les critères d’optimalité calculés ne dépendent pas de l’organisation spatiale des pixels.
Afin de comparer les critères CD et CDS avec des résultats de simulation nous avons créé
un jeu de test réduit. Nous avons choisi TRj ∈ {100, 300, 700}, αj ∈ {60, 90, 120}. Afin de
garder un nombre de protocoles possibles raisonnable, βj est resté fixé à π pour tous les signaux.
Cela correspond donc à 9 configurations θj . Le temps d’acquisition a été fixé à 2 s par ligne
d’image, ce qui correspond à un peu moins de 10 minutes pour une image de taille 256 × 256
puisque le temps d’acquisition est égal nTRNy,Ny étant le nombre de lignes de l’image. L’écart
type du bruit pour une seule accumulation a été choisi égal à 100, ce qui correspond au bruit
typiquement mesuré sur notre IRM. Nous nous sommes placés dans un cas sans fantôme. Nous
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FIG. 6.1: De gauche à droite : k, R et η utilisés pour générer les données simulées
avons calculé tous les protocoles possibles existant à partir des 9 configurations θj en faisant
varier le nombre d’accumulations nj afin d’obtenir un temps d’acquisition de 2s par ligne. De
plus, nous avons imposé un nombre de signaux supérieur ou égal à 3, qui est le minimum requis
nécessaire pour l’estimation dans le cas de deux tissus. Cela correspond à 3557 protocoles
possibles.
En simulation nous avons estimé les variables en considérant le critère non régularisé et en
adoptant l’algorithme de résolution avec recherche d’une solution pour η sur une grille, détaillé
section 4.6. Les bornes minimum et maximum pour ηℓ ont été fixées respectivement à 0.7 et
1.3. Nous avons effectué pour chaque simulation 20 réalisations du bruit et nous avons calculé
la moyenne des erreurs L1 sur la variable k.
Afin de valider la pertinence des critères CD et CDs nous avons tracé l’évolution de l’erreur
trouvée en simulation selon l’ordre décroissant de ces critères. Plus la valeur de ces critères est
élevée, plus l’erreur attendue doit être petite. La figure 6.2 montre les erreurs sur k classées par
ordre décroissant de CD, qui considère les R, η et k comme paramètres d’intérêt. La figure 6.3
quant à elle montre les erreurs sur k classées par ordre décroissant de CDs qui considèreR et η
comme paramètres de nuisance.
La première chose à noter est que les valeurs des erreurs sont relativement élevées et peuvent
même être très élevées dans des cas où visiblement le niveau de bruit était trop élevé pour obtenir
une estimation correcte des variables.































FIG. 6.3: erreurs L1 sur k en % classées par Ds optimalité décroissante
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tion de CD. CD rend compte de la variance liées à toutes les variables, tandis que CDs rend
compte de la variance sur k ce qui explique la meilleure corrélation de ce dernier avec l’erreur
L1 sur k calculée en simulation. On remarque cependant que la relation liant l’erreur de simu-
lation avec CDs n’est pas strictement croissante, néanmoins, surtout pour les plus petites valeurs
d’erreur, on peut considérer ce critère comme fiable. En effet, en choisissant le protocole cor-
respondant à la valeur maximale CDs on est quasiment certain d’obtenir une erreur parmi les
plus faibles possibles. C’est donc ce critère que nous avons considéré pour la suite des résultats
sur un jeu de test plus important.
Valeurs de CDs sur un jeu de test étendu
Pour étudier plus finement le critère CDs , nous avons créé un second jeu de test où nous avons
étendu le nombre de possibilités pour TRj que nous avons choisi dans un ensemble de temps
égal à {100, 200, 300, 400, 500, 600, 700}, les autres paramètres étant identiques à ceux utilisés
dans le premier jeu de test. Cela correspond à 21 couples θj et 286950 protocoles possibles.
Nous n’avons pas réalisé de simulations sur ce jeu de test et avons uniquement calculé CDs .
La figure 6.4 représente sous forme d’imagettes les 10 meilleurs protocoles au sens du critère
CDs . Chaque ligne d’une imagette correspond à des αj égaux, 60◦, 90◦ et 120◦ en partant du bas
vers le haut. Chaque colonne correspond à un TRj donné, de 100 ms à gauche vers 700 ms à
droite. La barre de niveau de gris correspond à des temps d’acquisition exprimés en ms. Une
intensité blanche correspond à une non-utilisation du couple (TRj , αj). Les niveaux d’intensité
de gris correspondent au temps accordé à l’acquisition de la configuration correspondante. Plus
le gris est intense, plus le temps d’acquisition est important. La figure 6.5 quant à elle, représente
sous forme d’imagettes les 10 moins bons protocoles au sens du critère CDs .
On remarque que les 10 « meilleurs » protocoles sont similaires et correspondent à une
combinaison faisant intervenir à la fois des signaux acquis à TR court et à TR long. De plus il
est à noter que les meilleurs protocoles utilisent 4 types de signaux différents, ce qui n’était pas
évident à prédire a priori d’une manière générale. Dans les protocoles les plus performants on
retrouve des combinaisons de 4 ou 5 signaux. Les combinaisons à 3 signaux, qui correspondent
au nombre minimal de signaux à acquérir, donnent globalement de moins bonnes performances.
Les 10 moins bons protocoles correspondent à deux typologies. Soit ils sont la combinaison de
configurations n’utilisant que des TR courts, soit une combinaison de TR avec un seul angle
de bascule de 120◦.
6.4 Conclusion
Cette étude préliminaire nous a permis de valider l’utilisation du critère de Ds optimalité,
utilisé classiquement dans la planification d’expérience, pour qualifier les performances de l’al-
gorithme d’estimation. Ce critère est à préférer au critère de D optimalité qui ne découple pas
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FIG. 6.4: Images rangées par ordre décroissant de CDs de gauche à droite et de bas en haut, pour les
dix valeurs les plus grandes de CDs. Les colonnes des images correspondent à de TR différents variant
de 100 ms à 700 ms. Les lignes correspondent à des αj différents variant de bas en haut de 60◦ à 120◦.
La barre de niveau de gris à droite correspond aux temps d’acquisitions des signaux. Un niveau blanc
correspond à une non-utilisation du signal.
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FIG. 6.5: Images rangées par ordre décroissant de CDs de bas en haut et de gauche à droite, pour les
dix valeurs les plus petites de CDs. Les colonnes des images correspondent à de TR différents variant
de 100 ms à 700 ms. Les lignes correspondent à des αj différents variant de bas en haut de 60◦ à 120◦.
La barre de niveau de gris à droite correspond aux temps d’acquisitions des signaux. Un niveau blanc
correspond à une non-utilisation du signal.
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les variables de nuisance des variables d’intérêt. L’utilisation de ce critère permet de tester un
plus grand nombre de protocoles possibles sans générer des temps de calcul prohibitifs. Cepen-
dant, le nombre de combinaison augmente très rapidement avec le nombre de configurations
possibles (on est passé de 3000 à 280000 en augmentant le nombre de TRj de 3 à 7). On a
pu mettre en évidence l’intérêt de cet outil qui permet de considérer un grand nombre de pro-
tocoles, avec notamment un nombre de signaux éventuellement plus grand que le nombre de
signaux requis. Cette étude a été menée sur un objet test de taille réduite, mais compte tenu de
la possibilité de précalculer les dérivées secondes des Jjℓ, le passage à des objets de taille plus
importante ne devrait pas générer des temps de calcul trop élevés.
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CHAPITRE 7
Conclusion et perspectives
Nous avons présenté dans ce document une méthodologie de correction et de débruitage
d’images IRM en vue de réaliser la quantification de la répartition des tissus, en particulier chez
le poisson. Notre travail s’est positionné dans le cas de l’IRM bas champ. Un des principaux
avantages de l’IRM bas champ est le moindre impact des inhomogénéités du champ permanent
B0 sur les images. Ainsi, seules les inhomogénéités liées à l’émission et à la réception du champ
RF B1 sont à prendre en compte. En contrepartie le RSB est beaucoup plus faible et le bruit de
mesure ne peut pas être négligé. Nous avons donc proposé une méthode permettant, dans un
cadre unifié, de corriger les effets des inhomogénéités spatiales du champ RF et de diminuer le
bruit.
Nous avons dans un premier temps étudié le processus de formation du signal IRM et dé-
taillé l’obtention du modèle du signal dans le cas d’une écho de spin pondérée en T1. L’étude de
ce modèle nous a permis d’identifier les effets des inhomogénéités du champ RF sur l’image.
En particulier, nous avons constaté que les inhomogénéités en émission induisent un biais dans
les images qui dépend du tissu. Afin de pouvoir corriger ce biais, nous avons superposé au mo-
dèle du signal, un modèle de l’échantillon. Nous avons considéré que chaque voxel était rempli
d’une proportion inconnue de tissus. Les variables à identifier sont alors la carte des inhomo-
généités de la RF en émission, en réception, la carte de proportions des tissus et des signaux de
référence caractéristiques de ces tissus.
Nous avons proposé une démarche basée sur la méthodologie de résolution des problèmes
inverses ce qui nous a permis de construire un cadre unifié pour la correction et le débruitage.
Cette méthode est basée sur l’acquisition de plusieurs images et sur la minimisation d’un critère
contenant à la fois des termes d’attache aux données et des termes de régularisation permettant
d’obtenir des solutions spatialement lisses. La régularisation des cartes de champ RF choisie est
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quadratique, celle des cartes de proportions est non-quadratique afin de préserver les disconti-
nuités dans l’image.
Nous avons constaté une faiblesse du modèle de formation du signal IRM que nous avons
pu attribuer à l’imperfection de la sélection de coupe dans le cas des images acquises en 2D. En
ce qui concerne les résultats de correction et de débruitage, la méthode de correction a donné
des résultats globalement satisfaisants, en particulier dans le cas où une partie des images est
acquise sur un fantôme. Rappelons que l’utilisation de fantômes est acceptable à bas champ où
les inhomogénéités du champ RF dépendent peu de l’échantillon. L’apport de la régularisation
a été constaté en comparant des résultats sur des images avec des niveaux de bruit faibles et éle-
vés. Le réglage des hyperparamètres effectué en simulation s’est révélé relativement robuste et
pertinent sur les images réelles. Les proportions de tissu estimées dans les images ne dépendent
quasiment plus de la position d’acquisition. Cependant, ces proportions ne sont pas toujours
exactes, on remarque en particulier des proportions de tissu adipeux supérieures à 1 dans le
saumon. Ceci est en partie dû à une mauvaise connaissance des signaux de référence. Des résul-
tats de simulation ont montré la potentialité de la méthode pour estimer également ces signaux
de référence. Cependant, les résultats sur images réelles n’ont pas été probants, exceptés sur un
objet modèle. Cet échec est au moins en partie lié aux erreurs de modèle dues aux imperfections
de la sélection de coupe.
Enfin, nous avons également proposé une démarche pour choisir les signaux permettant la
meilleure estimation des variables. Cette démarche est basée sur la théorie des plans d’expé-
rience et les premiers résultats ont montré qu’il était possible de l’utiliser dans notre cas. En
particulier nous avons montré l’intérêt de séparer les variables en deux groupes, variables de
nuisance et variables d’intérêt, afin de calculer un critère pertinent permettant d’apprécier a
priori les performances de notre algorithme.
Les perspectives à ces travaux sont nombreuses et concernent différentes voies de recherche.
Nous les détaillons ci-après. Elles concernent entre autres la modélisation du signal IRM, l’ex-
tension à d’autres types de séquences, l’amélioration des performances de l’algorithme d’op-
timisation, l’évaluation de la méthode sur d’autres types d’images, par exemple en imagerie
clinique, l’extension de la méthodologie à d’autres types d’applications agroalimentaires et l’ex-
ploitation plus complète de l’approche de planification d’expérience.
7.1 Amélioration du modèle et extension à la séquence « écho
de gradient »
Une première voie serait d’améliorer la modélisation du signal qui nous l’avons vu n’est pas
complètement satisfaisante. En effet, la modélisation du signal d’une écho de spin pondérée en
T1 que nous avons utilisée ne permet pas de prendre en compte les imperfections de sélection
de coupe. Une alternative serait d’utiliser un modèle empirique m(α, β,TR/T1) qui donne-
rait la variation de l’épaisseur de coupe en fonction des angles de bascule, de refocalisation et
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du rapport TR/T1. Ce modèle pourrait être établi à partir de données acquises sur des objets
modèles à rapport TR/T1 connus par exemple. Il présenterait par contre l’inconvénient de dé-
pendre entre autres des caractéristiques des impulsions RF utilisées et d’être une « boîte noire »
potentiellement inexploitable lors de changements d’appareil ou de séquence.
Il sera évidemment très intéressant de tester notre algorithme sur des images acquises en
3D, dénuées de l’artéfact de sélection de coupe. L’éventualité de l’utilisation d’une séquence
3D pose le problème du type de séquence. En effet, les séquences en écho de gradient, plus
rapides car utilisables avec des temps de répétition plus petits, sont plus fréquemment adoptées
en 3D. Nous avons étudié l’adaptation de notre méthode à ce type de séquence. Le modèle de
formation du signal est légèrement différent et se complique dans le cas de l’imagerie de type
gras/muscle car il existe un déphasage entre le signal du tissu adipeux et le signal du muscle.
Contrairement au cas de l’écho de spin, le module du signal d’un voxel comprenant à la fois
du tissu adipeux et du tissu musculaire n’est pas égale à la somme des signaux issus des deux
tissus. Il semble toutefois possible d’adapter la méthode. Le signal complexe d’une écho de
gradient d’un tissu i au voxel ℓ, noté Zℓi est donné par :
Zℓi = RℓGρie
−TE/T ∗
2ig(ηℓ, θj , T1i)e
iφℓi (7.1)
où φℓi est le déphasage du tissu i et g s’écrit :
g(ηℓ, θ, T1) = (1−E1) sin ηℓα
1− E1 cos ηℓα. (7.2)
Similairement à la démarche que nous avons adoptée dans ce document, nous pourrions définir










∣∣Zℓi − Rℓ kℓi O∗1 g(ηℓ, θj, T1i)eiφℓ1 −Rℓ (1− kℓi) O∗2 g(ηℓ, θj, T1i)eiφℓ2∣∣2
(7.3)







∣∣Zℓi − aℓeiφℓ1∣∣2 (7.4)
avec
aℓ = Rℓ kℓi O
∗
1 g(ηℓ, θj , T1i)−Rℓ (1− kℓi) O∗2 g(ηℓ, θj, T1i)eiδφℓ (7.5)
Il est à noter que δφℓ = δφ ∀ℓ ∈ {1 · · ·L} puisque le déphasage entre les deux espèces
chimiques ne dépend pas de la localisation. De plus δφ, qui dépend du TE , est connu. Ainsi
nous n’avons pas introduit de variables supplémentaires.
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ainsi on peut envisager d’estimer en chaque point aℓ, c’est-à-dire estimer Rℓ, ηℓ et kℓ, avec la
même approche que dans le cas de l’écho de spin, et de mettre à jour la variable φℓ1 en utilisant
l’équation (7.6).
Il existe avec ce type de séquence une pondération en T ∗2 . Dans notre méthode nous avons
supposé le T2 de chacun des tissus constant. Cette hypothèse risque d’être moins bien vérifiée
avec le T ∗2 . Des essais préliminaires sur des fantômes nous ont permis de constater que cette
hypothèse reste valable en utilisant un TE suffisamment court.
En outre, toujours dans le cas de la quantification de tissu adipeux, on peut également envi-
sager de combiner des images acquises en écho de gradient comme dans le cas des séquences
de type Dixon en faisant varier les TE . Cette technique est classiquement utilisée pour obtenir
des images où les deux types de tissu donnent un signal en phase ou en opposition de phase.
Une approche telle que celle que nous avons utilisée ici permettrait également l’exploitation de
ces images en apportant éventuellement une régularisation qui améliorerait les résultats.
D’un point de vue matériel, une alternative très intéressante serait d’utiliser une antenne en
émission-réception. Ce type d’antenne est utilisé à la fois pour émettre le champ RF mais aussi
pour réceptionner le signal. Ainsi, dans ce cas, R = η, ce qui nous permet de supprimer une
variable à estimer. De plus, cela permettrait également de s’affranchir de la linéarité du biais
en fonction de R qui mène à des situations d’indétermination en particulier avec les signaux
de référence et qui impose l’utilisation de fantôme dans le cas où on souhaite les estimer. La
non-linéarité du signal en fonction de η serait alors un facteur favorable à un découplage entre
le signal et le biais.
Enfin, il est à noter que le modèle pourrait également être enrichi, en particulier si la mé-
thode est utilisée avec un IRM à champ plus élevé, en prenant en compte le phénomène d’off-
résonance dont nous avons parlé en détail chapitre 2, section 2.2. En effet, dans le cas où nous
sommes en présence de protons appartenant à des molécules d’eau et de lipide, nous savons
que les fréquences de résonances de ces deux espèces sont différentes. Ainsi, l’atténuation de
l’angle de bascule n’est pas tout à fait le même pour les deux types de protons. Il est envisa-
geable de prendre en compte ce phénomène en complétant le modèle utilisé ce qui présente une
possibilité d’amélioration des résultats.
7.2 Du point de vue de l’algorithme
En ce qui concerne l’algorithme, plusieurs pistes sont à explorer. Nous avons constaté que
l’algorithme calculait des proportions de tissu négatives ou supérieures à un, ce qui est assuré-
ment faux. Ces erreurs sont probablement dues à une mauvaise estimation des signaux de réfé-
rence. On pourrait évidemment utiliser un algorithme d’optimisation sous contrainte d’inégalité
en forçant les proportions à être comprises entre zéro et un. Cette démarche serait vraisembla-
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blement très profitable lors de l’estimation des signaux de référence qui pourrait bénéficier de
cet apport d’information sur les proportions.
Afin d’accélérer l’algorithme, la stratégie de recherche de pas dans l’étape d’estimation de la
variable η pourrait éventuellement être modifiée. En effet, notre méthode assure la diminution
du critère mais bride l’évolution de la solution, dans le cas de l’estimation de la variable η,
dans la mesure où le calcul du pas est basée sur une approximation supérieure quadratique du
critère. Le calcul de ce pas de descente dans la direction du gradient pourrait faire l’objet d’une
recherche itérative, en envisageant des plus grandes valeurs de pas. Cela permettrait d’accélérer
la convergence.
Enfin, nous n’avons pas inclus l’estimation de temps de relaxation T1 qui pourrait être faite
au même titre que l’estimation des signaux de référence. Afin de ne pas alourdir les temps de
calcul, il pourrait être envisagé de faire une recherche des solutions optimales sur une grille
prédéterminée.
7.3 Applications potentielles en l’imagerie clinique
En termes d’applications, notre méthode pourrait être utilisée pour des applications cli-
niques, éventuellement sur des IRM à plus haut champ, en gardant à l’esprit que les inhomogé-
néités liées aux défauts du champ permanent ne sont pas modélisées.
Contrairement à la plupart des applications en agroalimentaires, hormis les études sur ani-
maux vivants, le temps d’acquisition est un paramètre crucial en imagerie clinique. En effet,
les mouvements du patient, les pulsations cardiaques, la respiration, sont la source d’artéfacts
dans les images et le temps d’acquisition doit être le plus court possible. La méthode que nous
proposons requiert l’acquisition de plusieurs images avec des paramètres de séquence diffé-
rents. Cependant, cela n’est pas obligatoirement synonyme de temps d’acquisition plus élevé.
L’idée est plutôt, à durée d’acquisition constant, de répartir le temps sur différentes images ap-
portant des informations complémentaires. C’est l’idée que nous avons considérée dans l’étude
de la planification d’expérience en comparant des protocoles à temps d’acquisition équivalents.
Dans le cas où plusieurs accumulations du signal sont utilisées, ce qui est classique en IRM bas
champ, la répartition du temps se fait naturellement en jouant sur le nombre d’accumulation de
chacun des signaux. Dans le cas où une seule accumulation est utilisée, il est possible de réduire
les temps d’acquisition en effectuant une acquisition partielle du plan de Fourier, ce qui revient
à diminuer la résolution spatiale. Dans ce cas de figure, de nombreux travaux proposent des
méthodes de reconstruction d’image, basées sur une régularisation spatiale, permettant de « ré-
cupérer » la résolution qui aurait été obtenue avec une acquisition complète du plan de Fourier.
L’imagerie parallèle qui permet d’acquérir des images à l’aide de plusieurs antennes présente
une autre façon de réduire les temps d’acquisition . Chaque antenne couvre une partie de la
« scène » à observer. Ici le problème posé est un problème de reconstruction de l’image à partir
d’une certains nombre d’observations ce qui entre encore dans le cadre générale de la résolu-
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tion de problèmes inverses. Pour un temps d’acquisition donné, il serait possible de combiner
ces méthodes de réduction du temps d’acquisition avec l’acquisition de plusieurs images afin
d’obtenir les informations nécessaires à la correction des inhomogénéités.
Il est à noter que le nombre d’images nécessaires a été considéré comme égal à I+1, I étant,
rappelons-le, le nombre de tissus. Dans le cas de l’imagerie cérébrale par exemple, il serait a
priori nécessaire d’acquérir une image supplémentaire si on considère que le nombre de tissus
est égal à trois, à savoir la matière blanche, la matière grise et le liquide céphalo-rachidien. Ce-
pendant, on peut vraisemblablement supposer qu’un voxel ne peut contenir simultanément que
deux tissus. Ainsi, une modélisation à deux tissus resterait valable. Cette modélisation serait à
compléter avec une carte de présegmentation indiquant quels tissus sont potentiellement pré-
sents. En notant Lr, l’ensemble des voxels ne contenant pas de tissu r, on peut réécrire le terme
















sous la contrainte ∑
i6=r
kℓi = 1. (7.8)
Ainsi, pour chaque voxel, le nombre d’inconnues est égal à I .
Signalons enfin que, dans le cas de cette application, comme dans le cas des applications
cliniques en général utilisant des appareils haut champ, l’estimation des signaux de référence,
qui nécessite l’acquisition d’images de fantômes, serait potentiellement dégradée compte tenu
de la dépendance du champ RF à l’échantillon imagé. Ceci dépendra sans doute des antennes et
des fantômes utilisés, ainsi que des parties du corps humain à examiner. D’une manière générale,
dans le cas de l’IRM haut champ, l’impact de la forme et de la composition de l’échantillon
étudié sur la RF devra être étudié afin d’apprécier l’erreur commise en supposant que la RF ne
dépend pas de l’échantillon lors de l’utilisation de fantômes.
7.4 Applications en agroalimentaire
D’autres applications en agroalimentaires pourraient également bénéficier de nos dévelop-
pements. Dans un grand nombre de cas nous cherchons à mesurer un paramètre physique « via »
une image IRM. C’est le cas par exemple de l’imagerie du pain où on cherche à quantifier la
teneur en eau et où la température est un paramètre important dans la mesure où elle influence
le signal IRM. Une méthode de type problème inverse est alors tout à fait adaptée. Ici le pro-
blème est plutôt une question de débruitage et d’estimation de paramètres physiques. En effet,
le produit est de taille relativement petite et les images sont peu affectées par les inhomogé-
néités d’intensité. C’est un cas qui soulève également le problème des volumes partiels avec
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de l’air. En effet, la contrainte indiquant que la somme des tissus est égale à un n’est plus uti-
lisable. On est ici en présence d’un seul tissu avec des voxels plus ou moins remplis d’air en
fonction de la porosité de la pâte. Des images de fantôme seront probablement nécessaires. De
plus, l’hypothèse de bruit gaussien centré que nous avons faite dans les images de poisson ne
sera plus valable car le RSB est inférieur à 3. Afin de conserver cette hypothèse, importante
dans la mise en place du critère à minimiser, il sera nécessaire de considérer les images réelles
et imaginaires et non plus l’image en module. En effet, la nature du bruit dans ces images est
gaussienne. L’utilisation des images sous forme complexe ne pose pas de problème particulier
a priori. On utilisera la même approche que celle proposée ci-dessus pour la séquence écho de
gradient, équations (7.3) (7.4) (7.5) (7.6). La différence est que les signaux, notés Yℓi sont a







∣∣Yℓi −RℓkℓiO1 f(ηℓ, θj, T1i)eiφℓ − Rℓ(1− kℓi)O2 f(ηℓ, θj , T1i)eiφℓ∣∣2 (7.9)







∣∣Yℓi − bℓeiφℓ∣∣2 (7.10)
avec
bℓ = Rℓ kℓi O1 g(ηℓ, θj, T1i)−Rℓ (1− kℓi) O2 g(ηℓ, θj , T1i). (7.11)







D’autres applications sont bien évidemment envisageables. Dans le cas de l’étude du fruit de
la tomate, les acquisitions sont réalisées avec des antennes de surface qui possèdent une grande
inhomogénéité spatiale. Dans ce cas, c’est le problème de la correction qui prédomine. Dans
le cas de la quantification du tissu de gras chez le porc, la méthode sera d’autant plus intéres-
sante qu’une segmentation des tissus avec prise en compte des volumes partiels est recherchée.
Cependant, dans ce cas, une attention particulière devra être apportée afin de gérer la présence
des os. Ceux-ci sont composés globalement de deux parties, une partie minérale ne donnant
aucun signal et une partie composée par la moelle qui elle donne du signal. La modélisation de
l’échantillon sera alors à revoir, ou bien la méthode ne sera valide que sur certaines parties de
l’image.
7.5 Du point de vue de la planification d’expérience
Nous terminons ces perspectives en évoquant les potentialités de la planification d’expé-
rience. Nous n’avons présenté sur ce sujet que des résultats préliminaires. Concrètement, nous
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procédons en deux temps. Nous calculons au préalable toutes les combinaisons possibles de si-
gnaux étant donné un temps d’acquisition. Nous calculons ensuite les critères D optimal et Ds
optimal pour chacune de ces combinaisons. Ce dernier calcul est relativement rapide puisqu’il
est lié à une somme pondérée de matrices précalculées. En revanche, le calcul de l’ensemble
des combinaisons peut d’avérer très long en fonction du nombre de combinaisons envisagées.
Nous n’avons pas, par exemple, fait varier les valeurs de l’angle de refocalisation β qui pourrait
apporter une variabilité appréciable dans les signaux. C’est pourquoi nous souhaitons trouver
une approche qui donnerait la capacité de tester un plus grand nombre de combinaisons sans
alourdir les temps de calcul de manière importante. Cela permettrait d’exploiter au mieux la pos-
sibilité en IRM de faire varier les protocoles d’acquisition pour obtenir des images porteuses
d’informations complémentaires.
ANNEXE A
Remarques sur le gain
Comme indiqué dans l’équation (3.1), le signal est amplifié par un gain noté G. Ce gain
est fixé lors d’une procédure de calibrage. Il assure une valeur d’intensité pré-déterminée pour
l’image d’un fantôme de calibrage fourni avec l’appareil et acquis avec une séquence particu-
lière.
S’il est difficile de connaître le gain, on peut par contre supposer que la procédure d’ac-
quisition IRM assure un gain global constant quelque soit le protocole d’acquisition. Le signal
IRM est dans un premier temps échantillonné et numérisé via un convertisseur A/N. On ap-
plique ensuite une transformée de Fourier au signal numérisé. Cette transformée de Fourier est
amplifiée également par un facteur multiplicatif. Dans le cas de l’open 0.2 T de Siemens, lors
de la procédure de calibrage de l’appareil, le gain du convertisseur A/N, noté G∗C et exprimé en
dB, et le facteur multiplicatif appliqué lors de la FFT, noté G∗F , sont réglés de façon à avoir un
niveau de gris de 2000 pour une séquence écho de spin (TR = 600 ms, TE = 30 ms, épaisseur
= 10 mm) appliqué à un fantôme spécifique. Ce couple de valeur définit ce que Siemens appelle
SRM qui est défini par :
SRM = G∗F10
G∗C/20 (A.1)
SRM correspond donc au gain global appliqué au signal en entrée du convertisseur A/N. Lors de
l’acquisition d’un signal quelconque, le gain du convertisseur A/N, Gc, est réglé en fonction du
signal de façon à utiliser la totalité de la gamme de l’amplificateur. Le facteur d’échelle, GFFT




Toutefois une correction est apportée à GF pour tenir compte de la taille du voxel et du facteur
Q de l’antenne.
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– Correction liée à la taille du voxel : cette correction permet de prendre en compte la taille
du voxel de telle sorte que l’intensité du signal ne dépende pas de la taille du voxel. Si
on note V ∗ et V les tailles de voxel utilisées respectivement pour le calibrage et pour
l’acquisition courante, on définit le facteur correctif multiplicatif Fv égal à
Fv = V
∗/V (A.3)
Ainsi, si le voxel courant est plus petit, on augmente le signal pour retrouver le signal
d’un voxel de la taille du voxel de calibrage. Cette correction conserve bien l’idée du gain
constant entre deux acquisitions.
– Correction liée au facteur Q l’antenne : La puissance de la RF dépend de la charge de
l’antenne, c’est-à-dire du nombre de protons présents dans l’antenne. Le niveau du signal
peut éventuellement être atténué à cause d’une charge plus élevée de l’antenne, il est
donc nécessaure de corriger l’intensité en tenant compte de ce facteur. La correction se
base sur la puissance transmise nécessaire au réglage de l’impulsion 180˚, notée P ∗t pour
la phase de calibrage et Pt pour l’acquisition courante. Cette puissance est directement
proportionnelle au facteur Q de l’antenne et peut être ainsi utilisée pour calculer le facteur




Au total le gain apporté au signal en entrée du convertisseur A/N est :
G = FvFQGF10
GC/20 (A.5)
Si on fait confiance à la correction de facteur Q proposée par Siemens, on peut donc consi-
dérer que le gain est constant quelque soit le protocole d’acquisition. Une réserve est à apporter
quand la procédure de calibrage s’insère entre deux acquisitions. Dans ce cas les valeurs de
SRMmeanvalue et de Ptcal peuvent avoir été modifiées. On peut considérer que ces modifications
permettent de prendre en compte un éventuel changement du comportement de l’IRM, dans ce
cas on peut considérer que la variation compense une dérive de l’appareil. On peut également
considérer qu’elles sont liées à une imparfaite répétabilité de la procédure de calibrage (par
exemple modification de la température du fantôme de référence). Dans ce cas le gain G ne
pourrait plus être considéré comme constant.
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Débruitage et correction d’images IRM
Application à la caractérisation de produits agroalimentaires
L’imagerie par résonance magnétique (IRM) est une modalité non-invasive développée pour le diag-
nostic clinique. D’autres domaines se sont approprié cette technique, comme l’analyse de produits agroa-
limentaires. Le cadre applicatif de nos travaux est l’étude de la répartition des tissus adipeux chez le
poisson en IRM bas champ. Au-delà de la visualisation, c’est la quantification des tissus qui nous inté-
resse ici. Une quantification précise requiert le débruitage des images et la correction des inhomogénéités
d’intensité liées à la variation spatiale du champ magnétique radiofréquence (RF). En IRM pondérée-T1
utilisée ici, les inhomogénéités de la RF ont un effet complexe et introduisent un biais qui dépend du
tissu en présence. La méthode proposée aborde de façon unifiée la correction et le débruitage dans le
cadre de la résolution des problèmes inverses. Elle prend en compte un modèle de biais issu de la phy-
sique de l’IRM auquel s’ajoute un modèle de l’échantillon vu comme une somme pondérée de tissus.
La méthode est basée sur la minimisation d’un critère pénalisé comprenant des termes d’attache aux
données et des termes de régularisation assurant des solutions spatialement lisses tout en conservant les
contours dans l’image. Elle impose d’acquérir plusieurs images avec des protocoles différents. La mi-
nimisation est basée sur une résolution par blocs de variables, chaque bloc faisant appel à l’algorithme
du gradient conjugué. Des résultats obtenus sur des images de poisson valident l’approche. Nous pré-
sentons de plus les résultats préliminaires d’une démarche de planification d’expérience pour choisir les
protocoles permettant une estimation optimale des variables.
Mots-clés : IRM, bruit, inhomogénéités, pondération T1, problèmes inverses, critère pénalisé, gra-
dient conjugué, planification d’expérience
Compensation of MRI images for intensity inhomogeneities and noise.
Application to food products analysis.
Magnetic resonance imaging (MRI) is a non-invasive modality designed for clinical diagnosis. Other
domains also exploit this technique, such as food products analysis. The applicative aim of our work
is the study of the repartition of fat tissues in fish. We are particularly interested in the quantification
of the tissues. An accurate quantification requires the denoising of the images and the correction of the
intensity inhomogeneities due to the spatial variation of the radiofrequency magnetic field (RF). We use
T1-weighted images. In this case, the effects of the RF inhomogeneities are complex since the bias that
is induced in the images depends on the tissue. The proposed method takes place in the inverse problem
framework where denoising and correcting are tackled jointly. It is based on a physical model of the
MRI signal and a model of the sample considered as made of a finite number of tissues. The method
relies on the minimisation of a penalised criterion. This criterion consists of a data-fitting term added
with regularisation terms in order to ensure spatially smooth solutions while preserving the edges in the
image. The method needs several images acquired with different protocols. The minimisation is based
on a block-coordinate descent approach where each block consists in iterations of the conjugate gradient
algorithm. Results obtained on images of fish validate our approach. We also present preliminary results
on the optimisation of the choice of the protocols which lead to the best estimation of the variables. These
results rely on the theory of experiment planning.
Keywords : MRI, noise, inhomogeneities, T1-weighted, inverse problems, penalised criterion, conju-
gate gradient, experiment planning
