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In this paper, we consider a semiparametric regression model where the unknown
regression function is the sum of parametric and nonparametric parts. The parametric
part is a finite-dimensional multiple regression function whereas the nonparametric part
is represented by an infinite series of orthogonal basis. In this model, we investigate the
large sample property of the Bayes factor for testing the parametric null model against
the semiparametric alternative model. Under some conditions on the prior and design
matrix, we identify the analytic form of the Bayes factor and show that the Bayes factor is
consistent, i.e. converges to infinity in probability under the parametric null model, while
converges to zero under the semiparametric alternative, as the sample size increases.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The finite-dimensional linear regression model is the most popular statistical model in modeling the conditional
distribution of the response variable given the covariates. When the model is fitted to a data set, there can be a vast number
of possible departures from the chosenmodel assumptions. After themodel fitting, the data analyst typically performsmany
model checking procedures to see the degree of departures in various directions. In this paper, we consider a specific type
of departure: the departure of themean function from the finite-dimensional regression function. In particular, we consider
the semiparametric additive regressionmodel as the encompassingmodel, in which themean function is assumed to be the
sum of the parametric and nonparametric parts. The parametric part represents the null model whose mean function is a
finite-dimensionalmultiple regression function,whereas the nonparametric part is a possible departure from the nullmodel
which is represented by an infinite series of the orthogonal basis consisting of trigonometric functions. In this model, we
investigate large sample properties of the Bayes factor for testing the parametric nullmodelwhosemean function consists of
only the parametric part against the semiparametric alternativemodel whosemean function comprises both the parametric
and nonparametric parts.
The testing problemwe consider in this paper has been investigated in the literature. From the frequentist side, [1,2] have
considered the problem in the setting similar to ours. Aerts et al. [3] casts the problem into the testing problem of the null
model versus many possible finite-dimensional alternatives and the posterior probability of the null model is approximated
by the BIC. From the Bayesian side, [4], which motivated us to investigate further theoretical aspects of Bayes factors in
the semiparametric regression model, has studied the Bayesian approach to the testing problem as well as the estimation
problem of the regression function, and provided numerical results of Bayes factors.
The asymptotic properties of the Bayes factor in nonparametric or semiparametric models have been studied mainly
in nonparametric density estimation problems related to goodness of fit testing. These theoretical results include [5–8].
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Compared to the previous approaches to density estimation problems for goodness of fit testing and model selection, little
work has been done on nonparametric regression problems. To the best of our knowledge, this is the first asymptotic result
of the Bayes factor in this nonparametric regression model.
The common approach to the assessment of the large sample behavior of the Bayes factor in density estimation problems
has been through the general framework, i.e., by verifying sufficient conditions that are already existing or that aremodified
from the existing ones. The approach we take in this paper is rather direct. We obtain the closed form of the Bayes
factor, which was possible because the marginal distributions of the responses under the null and alternative models
are multivariate normal distributions. The asymptotic behavior of the Bayes factor is studied based on the closed form.
Specifically, as the sample size increases, with the appropriate conditions on the covariance structures of the regression
function and the design matrix, we show that the Bayes factor converges to infinity under the parametric model and the
Bayes factor converges to zero almost surely under the semiparametric alternative. In this regard, our asymptotic results
also provides additional theoretical justifications of the previous empirical work done by Lenk [4].
This paper is organized as follows. In Section 2, we describe the model, the prior and the testing problemwe consider. In
Section 3, we provide the analytic form of the Bayes factor based on the finite-dimensional normal regression theory. The
main part of the paper, the large sample properties of the Bayes factor under the null as well as the alternative model are
studied in Section 4. Finally, concluding remarks with discussion are made in Section 5.
2. Description of the problem
Suppose that we have the following model
yi = dTi β + g(xi|θ)+ i, i = 1, . . . , n, (1)
where y1, . . . , yn are response variables and the unobserved errors 1, . . . , n are known to be i.i.d. normalN(0, σ 2)with σ 2
known. Themean function of the regressionmodel in (1) has two parts: parametric and nonparametric parts. The parametric
part is assumed to be a linear function of p-dimensional covariate di and the nonparametric part g(x|θ) is assumed to be
expressed as an orthogonal series expansion of trigonometric functions
g(x|θ) =
∞∑
j=1
θjϕj(x), (2)
where xi ∈ [0, 1], i = 1, . . . , n and ϕj are trigonometric functions where ϕ1(x) = 1, ϕ2(x) =
√
2 sin(2pix), ϕ3(x) =√
2 cos(2pix), ϕ4(x) =
√
2 sin(4pix), ϕ5(x) =
√
2 cos(4pix), . . ., and θ = {θj}∞j=1 with θj =
∫ 1
0 ϕj(x)g(x|θ)dx. Note that{ϕj}∞j=1 consist of an orthogonal basis for square integrable functions. Also, we assume that θ ∈ Θ, where
Θ =
{
(θ1, θ2, . . .)
T :
∞∑
j=1
θ2j j
2q <∞
}
(3)
for some fixed integer q ≥ 1. Note thatΘ is the parameter space restricted to Sobolev-type subspaces of `2 (e.g. [9,10]).
In addition to the basic model structure, we assume the orthogonality in the design matrix. Let Z0 be the n × p matrix
defined as Z0 = [d1, . . . , dn]T and Z1 be the n × ∞ matrix as Z1 = [ϕ1,ϕ2, . . .], where ϕi = (ϕi(x1), . . . , ϕi(xn))T. We
assume that the design matrix is orthogonal in the following way :
XTnXn = nIn, ∀n ≥ 1, (4)
where Xn = (Z0, Z1,n−p) and Z1,k = (ϕ1, . . . ,ϕk). Note (4) has been also assumed by Lenk [4], and similar assumptions can
be also found in [1]. When there is no parametric part, the orthogonality of the design matrix is verified under a so-called
‘‘special’’ trigonometric model in [11].
Based on the above setup for regression model (1) and the assumption of the orthogonal design matrix (4), we consider
a Bayesian model selection problem in a semiparametric regression problem. Specifically, we would like to choose between
a Bayesian semiparametric model and its parametric counterpart by the criterion of the Bayes factor for two hypotheses,
H0 : yi = dTi β + i, versus H1 : yi = dTi β +
∞∑
j=1
θjϕj(xi)+ i. (5)
In other words, the null hypothesis is equivalent to H0 : θ1 = θ2 = · · · = 0 while the alternative hypothesis is equivalent
to the hypothesis that there exists at least one fixed integer N ≥ 1 such that θN 6= 0.
As for the prior of β and θ under H1, we assume β and θ are independent and
β ∼ N(0,∆0) (6)
and θk’s are independent and
θk ∼ N(0, τ 2k ), k = 1, 2, . . . , (7)
where∆0 is a p× p diagonal matrix with diagonal elements (γ 21 , . . . , γ 2p ). For the prior of β under H0, we use (6) which is
the same as the prior of β under H1.
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We consider two types of the prior variances for the coefficient of the trigonometric series depending on the rate
decreasing to 0, that is :
θk ∼ N(0, τ 2k ), τ 2k =
{
k−δ, δ ≥ 3,
exp(−ck), c > 0, (8)
both of which are obviously square integrable,
∑
k τ
2
k < ∞. These conditions are comparable to those considered in [4],
in which k−δ is called the ‘algebraic smoother’ and exp(−ck) is called the ‘geometric smoother’. Also a similar structure to
the ‘algebraic smoother’ in (8) was considered in [9] for the convergence rates of posterior distributions in nonparametric
regression problems.
Remark 1. As mentioned before, [4] also considered (5) to check the adequacy of the parametric versus semiparametric
models using the Bayes factor. Testing problem (5) was also considered in a non-Bayesian context, for examples, see [1,2].
3. Bayes factor and marginal distribution
In this section, we derive the marginal distribution of the response and the analytic form of the Bayes factor.
By model (1), given Dn = (d1, . . . , dn), xn = (x1, . . . , xn), β, and θ, the response yi follows the normal distribution with
mean ηi and variance σ 2, where ηi = dTi β+
∑∞
j=1 θjϕj(xi), for i = 1, 2, . . . , n. Thus, given covariates and ηn = (η1, . . . , ηn)T,
the n-dimensional response vector Yn = (y1, . . . , yn)T follows the n-dimensional normal distribution with mean ηn and
covariancematrix σ 2In, where In is the n×n identitymatrix. Also from the prior distributions specified in (6) and (7), we can
deduce that the joint distribution of ηn is the multivariate normal distribution (MVN) with mean zero and n× n covariance
matrix Z0∆0ZT0 + Z1∆1ZT1 , where∆1 is the infinite-dimensional diagonal matrix with diagonal elements (τ 21 , τ 22 , . . .).
In summary, we have the following:
Yn|ηn ∼ MVNn(ηn, σ 2In), ηn ∼ MVNn
(
0n, Z0∆0ZT0 + Z1∆1ZT1
)
. (9)
Thus, the usual posterior computation yields the following result :
Result 1. Suppose the distribution of ηn and Yn are given by (9). Then, the posterior distribution of P(ηn|Yn) is the multivariate
normal with the following mean and variance:
E(ηn|Yn, σ 2) = Σ1,n(Σ1,n + σ 2In)−1Yn
Var(η|Yn, σ 2) = (Σ−11,n + (σ 2In)−1)−1
= Σ1,n(Σ1,n + σ 2In)−1σ 2In,
whereΣ1,n = Z0∆0ZT0 + Z1∆1ZT1 . Furthermore, marginally Yn follows
Yn ∼ MVN(0, σ 2In + Σ1,n). (10)
Note the (i, j)th element ofΣ1,n,
Σ1,n(i, j) =
p∑
k=1
γ 2k di,kdj,k +
∞∑
k=1
τ 2k ϕk(xi)ϕk(xj), i, j = 1, . . . , n, (11)
where di,k denotes the kth element of dTi = (di,1, . . . , di,p). To ensure the finiteness of (11), we simply assume that∑∞
k=1 τ
2
k <∞.
Applications of the previous result yield that, for i = 0, 1, the marginal distribution of Yn under Hi is Nn(0,Ωi), where
Ω0 = σ 2I + Z0∆0ZT0
Ω1 = σ 2I + Z0∆0ZT0 + Z1∆1ZT1 .
Hence, the Bayes factor for testing problem (5) is given by
B01 = P(Y|H0)P(Y|H1) =
√
det(Ω1)√
det(Ω0)
exp
{− 12YTnΩ−10 Yn}
exp
{− 12YTnΩ−11 Yn} . (12)
To study the asymptotic behavior of the Bayes factor, we will directly use the analytic form of the Bayes factor (12) in the
next section. This is different from themost theoretical studies on the Bayes factor in nonparametric models which typically
take indirect routes, using general theorems on the large sample properties of the posterior.
4. Asymptotic behavior of Bayes factors
In this section, we explore the asymptotic behavior, in particular, the consistency of the Bayes factor for testing problem
(5). The Bayes factor is said to be consistent if
lim
n→∞ B01 = ∞, a.s. P
∞
0 (or in P
∞
0 probability) under the H0, (13)
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and
lim
n→∞ B01 = 0 a.s. P
∞
1 (or in P
∞
1 probability) under the H1. (14)
Here, P0 represents the true probability measure belonging to the null model, and P∞0 and P
n
0 are the product measures of
infinite and n-copies of P0, respectively. P1, P∞1 and P
n
1 are similarly defined.
In this section, we investigate the consistency of the Bayes factor, by establishing (13) and (14), under the semiparametric
regression model described in the previous sections. By examining the analytic form of the Bayes factor (12) directly, it
becomes clear that the main difficulty comes from the fact that the covariance matrix involves infinitely many terms, and
that it is difficult to assess the asymptotic behavior of the determinants and quadratic forms. We overcome this difficulty
by truncating the regression function up to the first n terms, and use the corresponding covariance matrix to approximate
the original covariance matrix. We will do this under H0 and H1 in turn.
DefineΩ1,n as the covariance matrix of the marginal distribution of Yn under H1 with themean function truncated to the
first n terms, or equivalently when yi = dTi β +
∑n−p
j=1 θjϕj(xi)+ i, for i = 1, . . . , n. Then,Ω1,n has the following structure:
Ω1,n = σ 2I + Z0∆0ZT0 + Z1,n−p∆1,n−pZT1,n−p
= σ 2I + XnDnXTn ,
where
Dn =
(
∆0 0
0 ∆1,n−p
)
and∆1,k is the k× k diagonal matrix with diagonal elements (τ 21 , . . . , τ 2k ). The covariance matrixΩ1,n is decomposed as :
Ω1,n = Xn
[
σ 2
n
In + Dn
]
XTn . (15)
LetΩ0 be the covariance matrix of the marginal distribution of Yn under H0. Then,Ω0 can be represented as
Ω0 = σ 2I + Z0∆0ZT0 + Z1,n−p0n−p,n−pZT1,n−p
= σ 2I + XnCnXTn ,
where
Cn =
(
∆0 0
0 0
)
.
and has the following decomposition :
Ω0 = Xn
[
σ 2
n
In + Cn
]
XTn . (16)
These two matrix decompositions are useful for matrix inversions and calculating determinants, as shown in Lemma 2.
Lemma 2. Let Ω1,n andΩ0 be defined as in (15) and (16), respectively, and suppose Xn satisfies (4). Then, the following hold.
(1) XnXTn = XTnXn = nIn,
(2) det(Ω1,n) = nn∏pi=1 ( σ 2n + γ 2i )∏n−pi=1 ( σ 2n + τ 2i ), and
(3) det(Ω0) = npσ 2(n−p)∏pi=1 ( σ 2n + γ 2i ), and
(4) Ω−11,n = 1n2 Xn
[
σ 2
n In + Dn
]−1
XTn .
(5) Ω−10 = 1n2 Xn
[
σ 2
n In + Cn
]−1
XTn .
Proof. Multiplying Xn and XTn to Eq. (4) from the right and left, we have
XnXTnXnX
T
n = nXnXTn .
Multiplying (XnXTn )
−1 to the above equation from the left, we get (1). The rest of the lemma follows without much
difficulty. 
Next, let
B˜01 =
√
det(Ω1,n)√
det(Ω0)
exp
{− 12YTnΩ−10 Yn}
exp
{− 12YTnΩ−11,nYn} , (17)
which is an approximation of B01 withΩ1 replaced byΩ1,n.
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By Lemma 2, we have
2 log B˜01 =
{
log
det(Ω1,n)
det(Ω0)
}
− {YTnΩ−10 Un − YTnΩ−11,nYn}
=
n−p∑
i=1
log
σ 2 + nτ 2i
σ 2
− YTnQnYn,
where
Qn = 1n2 Xn
[
0 0
0 Q1,n−p
]
XTn and Q1,n−p = Diag
(
n2τ 2i
(σ 2 + nτ 2i )σ 2
, i = 1, . . . , n− p
)
.
To establish the consistency of the Bayes factor, we focus on log B˜01 first, and the remaining terms will be considered later.
Without loss of generality, we assume σ 2 = 1 in the remainder of this section. Lemma 3 regarding infinite series will be
useful to evaluate log B˜01.
Lemma 3. Let sn,1 = ∑ni=1 nτ2i1+nτ2i , sn,2 = ∑ni=1 log(1 + nτ 2i ), and sn,3 = ∑ni=1 ( nτ2i1+nτ2i )2. Suppose the sequence (τ 2i , i =
1, 2, . . .) is either an algebraic or geometric smoother for some δ ≥ 3 and c > 0. Then, the three series are divergent. In particular,
the following hold.
(1) sn,1 =
{
O
(
n1/δ
)
, if τ2i = i−δ , δ ≥ 3
O (log n) , if τ2i = exp(−ci), c > 0.
(2) sn,2 ≥ sn,1 and sn,2 − sn,1 ≥ c1sn,1 for some c1 > 0.
(3) 0 < sn,3 ≤ sn,1.
Proof. (1) The order of sn,1 is identified by applying the proof of the integral test (e.g. see Buck [12]). Let a(x) = nτ(x)1+nτ(x) ,
where τ(x) is a monotonic decreasing nonnegative function. Note that a(x) is also a monotonic decreasing function.
Since a(x) is monotonic and |a(x)| ≤ 1, a(i+ 1) ≤ ∫ i+1i a(x)dx ≤ a(i), which leads to∑ni=1 a(i) = O(∫ n1 a(x)dx).
First, consider the case of the algebraic smoother, i.e., τ 2i = i−δ , δ ≥ 3. Note∫ n
1
n
xδ + ndx = n
1/δ
∫ n1−1/δ
n−1/δ
1
tδ + 1dt
and
lim
n→∞
∫ n1−1/δ
n−1/δ
1
tδ + 1dt = Iδ
where Iδ =
∫∞
0
1
1+tδ dt <∞. Thus, s1,n = O
(
n1/δ
)
.
Second, consider the case of the geometric smoother, i.e., τ 2i = exp(−ci) for some c > 0. Note that∫ n
1
n
ecx + ndx =
1
c
∫ ecn/n
ec/n
1
t(t + 1)dt =
1
c
[
log
t
t + 1
]ecn/n
ec/n
= 1
c
[
log
ecn/n
ecn/n+ 1 − log
ec/n
ec/n+ 1
]
= 1
c
log
ecn(ec + n)
(ecn + n)ec = O(log n).
(2) Note that
sn,2 − sn,1 =
n∑
i=1
(
log(1+ nτ 2i )−
nτ 2i
1+ nτ 2i
)
. (18)
and h(x) = log(1+ x)− x1+x is an increasing function with h(x) > 0, for all x > 0. Thus, sn,2 − sn,1 ≥ 0.
First, consider the case of the algebraic smoother. Since h(x) > 1− e−1e when x > e− 1, we have
sn,2 − sn,1 ≥
b( n2 )1/δc∑
i=1
1
e
=
⌊(n
2
)1/δ⌋ 1
e
.
Since sn,1 = O(n1/δ), it follows that there exists a positive constant c1 such that sn,2 − sn,1 ≥ c1sn,1.
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Second, consider the case of the geometric smoother. The result follows from
sn,2 − sn,1 ≥ log
(
1+ n
ec
)
− 1
and
log
(
1+ n
ec
)
− 1 = O(log n).
(3) Since
( x
1+x
)2 ≤ x1+x , it follows that sn,3 ≤ sn,1. 
Lemma 4. Let Yn = (y1, . . . , yn) where yi’s are independent normal random variables with mean dTi β and variance σ 2 = 1.
Then, there exists a positive constant C1 such that
1
sn,1
[
n−p∑
i=1
log(1+ nτ 2i )− YTnQnYn
]
> C1,with probability tending to 1.
This implies that, under H0,
log B˜01
n→∞−→ ∞, in probability.
Proof. Let Zn = (Z1, . . . , Zn)where Zi’s are independent standard normal random variables. Note that Yn d= Zn + Z0β and
YTnQnYn = (Zn + Z0β)TQn(Zn + Z0β)
= ZTnQnZn + ZTnQnZ0β + (Z0β)TQnZn + (Z0β)TQnZ0β.
By the orthogonality of the design matrix (4), we have
(Z0β)TQn = (Z0β)T 1n2 Xn
[
0 0
0 Q1,n−p
]
XTn = 0
and thus
YTnQnYn = ZTnQnZn.
Using the expectation formula of the quadratic form given in [11], we obtain
0 < E
(
ZTnQnZn
) = tr(Qn) = n−p∑
i=1
nτ 2i
(1+ nτ 2i )
= sn,1.
Note that
Q 2n =
1
n4
Xn
[
0 0
0 Q1,n−p
]
XTnXn
[
0 0
0 Q1,n−p
]
XTn =
1
n3
Xn
[
0 0
0 Q 21,n−p
]
XTn ,
and
tr(Q 2n ) =
1
n2
n−p∑
i=1
(
n2τ 2i
1+ nτ 2i
)2
=
n−p∑
i=1
(
nτ 2i
1+ nτ 2i
)2
.
Similarly, using the variance formula of the quadratic form of the multivariate normal variables, we have
Var(ZTnQnZn) = 2tr(Q 2n ) = 2
n∑
i=1
(
nτ 2i
1+ nτ 2i
)2
= 2sn,3.
Let cn = sn,2−sn,12sn,1 . Then,
Pr
{
1
sn,1
[
n−p∑
i=1
log(1+ nτ 2i )− YTnQnYn
]
≤ cn
}
= Pr
[
1
sn,1
{
YTnQnYn
} ≥ sn,2
sn,1
− cn
]
= Pr
[
1
sn,1
{
YTnQnYn − E(YTnQnYn)
} ≥ sn,2 − E(YTnQnYn)
sn,1
− cn
]
≤ 1
s2n,1
Var(YTnQnYn){(
sn,2−sn,1
2sn,1
)2} = 8sn,3(sn,2 − sn,1)2 n→∞−→ 0,
where the last statement holds from the Chebyshev inequality and Lemma 3.
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Since sn,2 − sn,1 ≥ c1sn,1 for some c1 > 0 by Lemma 3, cn ≥ c1/2.
Hence, we conclude that there exists a positive constant C1(= c1/2) such that
1
sn,1
[
n−p∑
i=1
log(1+ nτ 2i )− YTnQnYn
]
> C1, with probability tending to 1.
Consequently, it follows that
2 log B˜01 =
n−p∑
i=1
log(1+ nτ 2i )− YTnQnYn n→∞−→ ∞, in probability. 
Lemma 5. Suppose the sequence (τ 2i , i = 1, 2, . . .) is either an algebraic or geometric smoother for some δ ≥ 3 and c > 0.
Then,
1
sn,1
tr(Ω−11,n −Ω−11 ) n→∞−→ 0.
Proof. Since Ω1 − Ω1,n is the covariance matrix of η∗(x) = ∑∞k=n−p+1 θkϕk, it is a positive definite matrix and thus
Ω−11,n − Ω−11 is also a positive definite matrix [13, Theorem 24, p. 22]. Thus, tr
(
Ω−11,n
) ≥ tr (Ω−11 ). Also, from the matrix
analogue of the Cauchy–Schwarz inequality [13, Sec. 11.3], we have
tr
(
ϕTkΩ
−1
1,n
) ≤ √tr (ϕTkϕk) tr (Ω−21,n) = ‖ϕk‖‖Ω−11,n‖,
where
‖Ω−11,n‖ =
{
tr
(
Ω−21,n
)}1/2 = [ 1
n2
{
p∑
i=1
(
σ 2
n
+ γ 2i
)−2
+
n−p∑
i=1
(
σ 2
n
+ τ 2i
)−2}]1/2
.
Note that
p∑
i=1
(
σ 2
n
+ γ 2i
)−2
≤ p(
σ 2
n +mini γ
2
i
)2 = n2p(
σ 2 + nmin
i
γ 2i
)2 ≤ pmin
i
γ 4i
= O(1).
and
n−p∑
i=1
(
σ 2
n
+ τ 2i
)−2
≤
n−p∑
i=1
1
(σ 2/n)2
≤ n
3
σ 4
= O(n3).
Thus, it follows that ‖Ω−11,n‖ = O(n1/2).
Since supx∈[0,1] ‖ϕk(x)‖ <
√
2 from the construction of the orthogonal basis in (2), it follows that ‖ϕk‖2 =∑n
i=1 ϕk(xi)2 ≤
√
2 · n. Thus,
1
sn,1
tr(Ω−11,n −Ω−11 ) =
1
sn,1
tr
(
Ω−11,n[Ω1 −Ω1,n]Ω−11
)
= 1
sn,1
∞∑
k=n−p+1
τ 2k
(
ϕTkΩ
−1
1,n
[
ϕTkΩ
−1
1
]T)
≤ 1
sn,1
‖Ω−11,n‖2
∞∑
k=n−p+1
τ 2k ‖ϕk‖2
≤ n
2
sn,1
∞∑
k=n−p+1
τ 2k .
First, consider the case when the sequence (τ 2i , i = 1, 2, . . .) is an algebraic smoother for some δ ≥ 3. Since∑
k>n
1
kδ
≤ 1
δ − 1
1
nδ−1
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and sn,1 ≥ c2n1/δ for some c2 > 0 for sufficiently large n, we have
0 ≤ 1
sn,1
tr(Ω−11,n −Ω−11 ) = O
(
1
nδ+1/δ−3
)
.
From the fact δ + 1/δ > 3, we obtain the desired result.
Second, consider the case of the geometric smoother for some c > 0. Note
∞∑
i=n−p+1
τ 2i =
∞∑
i=n−p+1
exp(−ci) = exp(−c(n− p+ 1))
1− exp(−c) =
exp(c(p− 1)) exp(−cn)
1− exp(−c)
and for some c3 > 0sn,1 = c3 log n for sufficiently large n from the proof of Lemma 3(1). Thus,
1
sn,1
tr(Ω−11,n −Ω−11 ) = O
(
n2 log n
exp(cn)
)
n→∞−→ 0.
This completes the proof. 
Now, we are ready to discuss the asymptotic behavior of B01 under H0, by evaluating it based on the previous lemmas, in
Theorem 6.
Theorem 6. Consider the testing problem in (5). Suppose that the true model is H0 and let Pn0 denote the true distribution of
the whole data, with p.d.f. p0(y|β0) = φ{(y − dTβ0)/σ }, where φ(·) is the standard normal density. Assume that the sequence
(τ 2i , i = 1, 2, . . .) is either an algebraic smoother for δ ≥ 3 or a geometric smoother for c > 0. Then, the Bayes factor is consistent
under the null hypothesis H0:
lim
n→∞ B01 = ∞, in P
n
0 probability.
Proof. Note
log B01 = 12 log
det(Ω1)
det(Ω0)
− 1
2
YTn
[
Ω−10 −Ω−11
]
Yn
= log B˜01 +Λ1,n +Λ2,n,
where
Λ1,n = 12 log
det(Ω1)
det(Ω1,n)
and Λ2,n = −12Y
T
n
[
Ω−11,n −Ω−11
]
Yn.
Since Ω1 − Ω1,n is a positive definite matrix, det(Ω1) ≥ det(Ω1,n) from the result of the determinants of nonnegative
definite matrices [13, Theorem 25, p. 22]. Thus,Λ1,n ≥ 0.
Next, we showΛ2,n = op
(
sn,1
)
. Note
EYTn
[
Ω−11,n −Ω−11
]
Yn = σ 2tr
[
Ω−11,n −Ω−11
]+ βTZT0 [Ω−11,n −Ω−11 ] Z0β.
SinceΩ−11,n −Ω−11 ,Ω−11,n andΩ−11 are all nonnegative definite matrices, it follows that
0 ≤ βTZT0
[
Ω−11,n −Ω−11
]
Z0β ≤ βTZT0Ω−11,nZ0β.
By the orthogonality of the design matrix (4), we have ZT0Xn = XTnZ0 = n[Ip, 0n−p]. Thus, similarly to the proof of Lemma 5
we get
βTZT0Ω
−1
1,nZ0β =
1
n2
βTZT0Xn
[
σ 2
n
In + Dn
]−1
XTnZ0β
=
p∑
i=1
β2i
(
σ 2
n
+ γ 2i
)−1
= O(1).
Let ε > 0. By the Markov inequality and Lemma 5, we have
Pr
{
1
sn,1
YTn
[
Ω−11,n −Ω−11
]
Yn > 
}
≤ 1
sn,1
EYTn
[
Ω−11,n −Ω−11
]
Yn
ε
≤ 1
sn,1
tr
[
Ω−11,n −Ω−11
]
ε
+ 1
sn,1
βTZT0Ω
−1
1,nZ0β
ε
n→∞−→ 0.
Note thatΩ−11,n−Ω−11 is nonnegative definite and thus, YTn
[
Ω−11,n −Ω−11
]
Yn is a nonnegative random variable. Therefore,
Λ2,n = op
(
sn,1
)
.
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The above results with Lemma 4 imply there exists a constant C1 such that
1
sn,1
log B01 ≥ 1sn,1 log B˜01 + op(1) > C1 + op(1).
That is,
B01 ≥ exp
[
sn,1{C1 + op(1)}
] n→∞−→ ∞ in Pn0 probability.
This completes the proof. 
Next, we consider the asymptotic behavior of the Bayes factor under H1. We first investigate the quadratic form of
independent normal random variables, YTnQnYn assuming that the true model for Yn is in H1.
Lemma 7. Let Yn = (y1, . . . , yn) where yi’s are independent normal random variables with mean dTi β +
∑n−p
j=1 θjϕj(xi) and
variance σ 2 = 1 and let
tn = E
(
YTnQnYn
)
.
Then,
lim
n→∞
1
tn
YTnQnYn = 1, in P∞1 probability.
Proof. From the moment formula of the quadratic form of normal random variables, the expectation and variance of
quadratic form YTnQnYn are given by
E
(
YTnQnYn
) = tr(Qn)+ E(Yn)TQnE(Yn)
=
n−p∑
i=1
nτ 2i
1+ nτ 2i
+ E(Yn)TQnE(Yn)
= sn,1 + tn,
and
Var(YTnQnYn) = 2tr(Q 2n )+ 4E(Yn)TQ 2n E(Yn).
Note
tn = E(Yn)TQnE(Yn)
= (βT, θTn−p)XTn
1
n2
Xn
[
0 0
0 Q1,n−p
]
XTnXn[βT, θTn−p]T
= (βT, θTn−p)
[
0 0
0 Q1,n−p
]
[βT, θTn−p]T
= θTn−pQ1,n−pθn−p =
n−p∑
i=1
n2τ 2i θ
2
i
1+ nτ 2i
.
Since supi θi <∞, we have
tn ≤ sup
i
θ2i n
n∑
i=1
nτ 2i
1+ nτ 2i
= O(ns1,n).
On the other hand, consider a fixed positive integer N ≥ 1 such that θ2N > 0 and a sufficiently large nwith nτ
2
N
1+nτ2N
≥ 1/2. For
such n and N ,
tn =
n−p∑
i=1
n2τ 2i θ
2
i
1+ nτ 2i
≥ nθ2N
nτ 2N
1+ nτ 2N
= θ
2
N
2
n.
Further, similarly to the previous calculation, we have
E(Yn)TQ 2n E(Yn) = (βT, θTn−p)XTn
1
n3
Xn
[
0 0
0 Q 21,n−p
]
XTnXn[βT, θTn−p]T
= 1
n
θTn−pQ
2
1,n−pθp =
1
n
n−p∑
i=1
n4τ 4i θ
2
i
(1+ nτ 2i )2
.
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As in the case of E(Yn)TQnE(Yn), we have
E(Yn)TQ 2n E(Yn) ≤
n∑
i=1
n3τ 4i θ
2
i
(1+ nτ 2i )2
≤ n sup
i
θ2i
n∑
i=1
n2τ 4i
(1+ nτ 2i )2
= O(nsn,3).
Consider a fixed positive integer N ≥ 1 such that θ2N > 0 and a sufficiently large n with nτ
2
N
1+nτ2N
≥ 1/2. Again, for such n
and N ,
E(Yn)TQ 2n E(Yn) =
n−p∑
i=1
n2τ 2i θ
2
i
(1+ nτ 2i )
≥ nθ2N
(
nτ 2N
(1+ nτ 2N)
)2
≥ θ
2
N
4
n.
By combining Lemma 3 and the previous result, we have
Var
(
YTnQnYn
) ≤ O (nsn,1) .
Furthermore, note that E(Yn)TQnE(Yn) ≥ E(Yn)TQ 2n E(Yn).
Let ε > 0. By the Chebyshev inequality,
Pr
{∣∣∣∣ 1tn YTnQnYn − E(Y
T
nQnYn)
tn
∣∣∣∣ > ε} ≤ Var(YTnQnYn)t2nε2 = O(n1/δ−1) n→∞−→ 0.
Since
lim
n→∞
E(YTnQnYn)
tn
= lim
n→∞
(
sn
tn
+ tn
tn
)
= 1,
lim
n→∞
1
tn
YTnQnYn = 1, in probability.
This completes the proof. 
Lemma 8. (1)
lim
n→∞
1
tn
log
det(Ω1)
det(Ω1,n)
= 0;
(2) Let sn,2 =∑ni=1 log(1+nτ 2i ), where the sequence (τi, i = 1, 2, . . .) is either an algebraic smootherwith δ ≥ 3 or a geometric
smoother with c > 0, and σ 2 = 1. Then, sn,2 = o(tn).
Proof. (1) From a property of the determinant of the positive definite matrix [13, Theorem 28, p. 23], we have
det(Ω1) ≤
n∏
i=1
(
σ 2 +
p∑
k=1
γ 2k d
2
ik +
∞∑
k=1
τ 2k ϕ
2
k (xi)
)
= nn
n∏
i=1
(
σ 2
n
+
p∑
k=1
γ 2k d
2
ik
n
+
∞∑
k=1
τ 2k ϕ
2
k (xi)
n
)
,
where dik is the kth element of di.
From Lemma 2(2), we have
det(Ω1,n) = nn
p∏
i=1
(
σ 2
n
+ γ 2i
) n−p∏
i=1
(
σ 2
n
+ τ 2i
)
.
Thus,
log
det(Ω1)
det(Ω1,n)
≤ λ1,n − λ2,n,
where
λ1,n =
n∑
i=1
log
(
σ 2
n
+
p∑
k=1
γ 2k d
2
ik
n
+
∞∑
k=1
τ 2k ϕ
2
k (xi)
n
)
= O(1).
and
λ2,n =
p∑
i=1
log
(
σ 2
n
+ γ 2i
)
+
n−p∑
i=1
log
(
σ 2
n
+ τ 2i
)
= O(1).
Therefore, it follows that 0 ≤ 1tn log det(Ω1)det(Ω1,n)
n→∞−→ 0.
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(2) We apply the same technique as in the proof of Lemma 3.
First, consider the algebraic smoother case. Note∫ n
1
log
(
1+ n
xδ
)
dx = n
1/δ
δ
∫ n
n1−δ
y−1−1/δ log(1+ y)dy,
and
lim
n→∞
∫ n
n1−δ
y−1−1/δ log(1+ y)dy = Iδ,
where Iδ =
∫∞
0 y
−1−1/δ log(1+ y)dy <∞. We show Iδ <∞ below.
Let
Iδ = Iδ,1 + Iδ,2
=
∫ 1
0
y−1−1/δ log(1+ y)dy+
∫ ∞
1
y−1−1/δ log(1+ y)dy.
Note that
Iδ,1 ≤
∫ 1
0
y−1−1/δydy <∞,
and
Iδ,2 =
∫ ∞
1
y−1−1/δ log(1+ y)dy
= [−δy−1/δ log(1+ y)]∞1 + ∫ ∞
1
δ
y1/δ(1+ y)dy <∞.
Combining the above results, we have Iδ <∞. Therefore, sn,2 = O
(
n1/δ
)
, which in turn implies o(tn).
Second, consider the case of the geometric smoother. Note that, for all i,
log
(
1+ ne−ci) ≤ log (1+ ni−δ) ,
which together with the algebraic smoother case implies sn,2 = o(tn). 
Combining the results in the previous lemmas, we state the following theorem that establishes the consistency of the
Bayes factor when the true model belongs to H1.
Theorem 9. Consider the testing problem in (5). Suppose that the true model is in H1 and let Pn1 denote the true distribution of
the whole data, with p.d.f. p1(y|β1, θ1) = φ{(y− dTβ1)+ g(x|θ1)/σ }, where φ(·) is the standard normal density. Assume that
the sequence (τ 2i , i = 1, 2, . . .) is either an algebraic smoother for δ ≥ 3 or a geometric smoother for c > 0. Then, the Bayes
factor is consistent under the alternative hypothesis H1:
lim
n→∞ B01 = 0, in P
n
1 probability.
Proof. Note that
log B01 = 12 log
det(Ω1)
det(Ω0)
− 1
2
YTn
[
Ω−10 −Ω−11
]
Yn
= log B˜01 +Λ1,n +Λ2,n,
where
log B˜01 = 12 log
det(Ω1,n)
det(Ω0)
− 1
2
YTn
[
Ω−10 −Ω−11,n
]
Yn,
Λ1,n = 12 log
det(Ω1)
det(Ω1,n)
and Λ2,n = −12Y
T
n
[
Ω−11,n −Ω−11
]
Yn.
First, by Lemma 8(2),
1
tn
log
det(Ω1,n)
det(Ω0)
= 1
tn
n−p∑
i=1
log(1+ nτ 2i ) n→∞−→ 0.
Therefore, from Lemma 7,
1
tn
log B˜01
n→∞−→ −1
2
, in Pn1 probability.
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Second, from Lemma 8(1), 1tnΛ1,n
n→∞−→ 0. Finally, note that Λ2,n is a nonpositive random variable since Ω−11,n − Ω−11 is a
nonnegative definite matrix.
Therefore, by combining the above results, there exists C2 > 0 such that
lim sup
n→∞
1
tn
log B01 ≤ −C22 , with probability tending to 1.
Hence, B01
n→∞−→ 0, in Pn1 probability. This completes the proof. 
5. Discussion
In this paper, we proved the consistency of the Bayes factor for the semiparametric regression problem. We began by
considering the semiparametric regression model with additive normal noises as a multivariate normal problem with a
suitable mean vector and a covariance matrix. This specific approach enabled us to identify the Bayes factor in a closed
form based on the ratio of two marginal densities, which are two multivariate normal densities. We then investigated the
asymptotic behavior of the Bayes factor which is the ratio of two multivariate normal densities. We established that the
Bayes factor under the parametric null model, converges to infinity while under the alternative hypothesis, the Bayes factor
converges to zero as the sample size increases, known as a Bayes factor consistency, which is usually expected to be achieved
from finite-dimensional viewpoints but is still demanding with infinite-dimensional parameter spaces as we dealt with in
this paper.
The theory presented in the paper has some limitations. First, we assumed that the noise variance σ 2 is known and the
unknown variance case has not been discussed. A common approach to the unknown variance is to assign a conjugate prior
on the variance, namely, the inverse gamma prior for σ 2. In this case, the marginal distribution of the responses would be
a multivariate t distribution, and the asymptotic evaluation of the Bayes factor is deemed to be extended without much
difficulty. This case will be considered elsewhere.
Second, we assumed two specific structures for the variances of the trigonometric series coefficients θ, the algebraic
smoother and the geometric smoother, which have been used in the literature. It seems that the crucial assumption for the
variance structure is the square summability. We expect that our approach could be extended for more general variance
structures.
Third, we need to investigate further the issue of the orthogonality in the design matrix. In the current approach, we
assumed that the design matrix is orthogonal for simplicity. This assumption can be verified with suitable choices of the
orthogonal basis, such as Fourier basis as we did in the paper, and the appropriate rate of covariates (either fixed or random)
to fill out their domains, usually bounded intervals.
Finally, the approach taken in this paper depends crucially on the normal error assumption. The more general error
distribution assumption can be accommodated if the marginal distribution can be approximated by that under the normal
error assumption. Possibly, the Laplace approximation can be used in two ways. One way is to approximate the marginal
distribution of Y by that under the normal assumption and use the results of the current paper. The other way is to
approximate the marginal distribution of Y by that under the parametric regression model with increasing number of
covariates, and then use the Laplace approximation.
These issues are all important and challenging, but we are hopeful of addressing all of them in the near future.
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