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ABSTRACT
Small web applications have a tendency to get bigger. Yet
despite the current popularity of web applications, little has
been done to help programmers to leverage the performance
and scalability benefits that can result from the introduc-
tion of parallelism into a program. Accordingly, we present
a technique for the automatic parallelisation of whole web
applications, including persistent data storage mechanisms.
We detail our prototype implementation of this technique,
Ceth and finally, we establish the soundness of the process by
which we extract coarse-grained parallelism from programs.
Categories and Subject Descriptors
D.2.7 [Software Engineering]: Distribution—Conversion
from sequential to parallel forms
Keywords
Parallelising compilers, parallelisation, web applications
1. INTRODUCTION
The ever-increasing amount of parallel hardware being in-
corporated into commodity computer systems is driving the
development of tools designed to enable programmers to
take advantage of these advances in hardware without in-
troducing extra complexity into the development cycle, or
requiring legacy code to be discarded. The way in which
this parallel hardware is programmed is very different to
the way in which conventional “single-threaded” hardware is
programmed. Without changes in the way software is de-
veloped, parallel hardware will not necessarily be used to its
full potential. To this end, it remains an open question as
to how we can continue to develop software using existing
methods, while making greater use of parallelism.
While there have been attempts to provide general solutions
to this problem, the survey by Mukherjee and Gurd [12] sug-
gests that such “one-size-fits-all” approaches have not yet
yielded the results or simplicity that might allow them to
be widely adopted. We propose a compilation and analy-
sis system “Ceth”, which programmatically extracts course-
grained parallelism from sequential, imperative programs.
Ceth is designed specifically for the web application domain
(i.e. it deliberately attempts to solve only a subset of the
problem) and thus it can perform effective automatic paral-
lelisation without the need for the programmer to explicitly
state where parallelism may be introduced.
1.1 The Web Application Domain
Web applications, commonly known as “web apps”, are com-
puter programs (or groups of computer programs) that run
on an Internet-connected web server. A user accesses a web
server using a web browser, which connects over a network
socket and communicates with the server using the HTTP
protocol. All user input to the program is given at the
time the request is made, in a manner that is analogous
to command line parameters. The web server then invokes
the requested web application with the specified parame-
ters. A web application can be implemented in a variety of
languages and development environments. Output from the
program execution is sent back to the client’s web browser
over the same network socket. This output usually takes
the form of an HTML document, which is then rendered by
the web browser. No execution of code takes place on the
client-side.
The fact that all execution takes place on the server-side
gives developers a lot of flexibility when it comes to devel-
oping dynamically-generated web sites. Often a database
will be employed to maintain data persistence between indi-
vidual user requests (each invocation of the web application
terminates upon completion of its output generation, remov-
ing any possibility of data persistence).
Web applications are most often written in an imperative,
monolithic style. Code responsible for business logic is in-
termingled with display code. Separation of concerns into
functions or modules is rare, and is generally only done to a
limited degree. This is because many web applications are
developed as “small” projects, with small budgets and very
little pre-planning or regard for normal software develop-
ment practice. The limited audiences for most web applica-
tions generally encourage a rapid-prototyping development
approach which ignores constraints such as resources or fu-
ture scalability. Unfortunately, the nearly unlimited poten-
tial audience available to a site on the web means that the
popularity of a site can increase dramatically, leaving little
room for poorly constructed applications to be scaled up.
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One of the most popular web application development lan-
guages is PHP, often used in conjunction with the free SQL
database system, MySQL [8]. The readable syntax and
lack of many “advanced” programming constructs (such as
threading) makes it ideal and accessible for novice program-
mers. It does not provide any readily-available mechanisms
for separating logic and display, nor for any kind of encap-
sulation or modularity [1]. A common method for scaling
up a web application written in PHP is to attempt crude
front-end caching of results, adding read-only database in-
stances on separate servers to attempt to ease the load on
any one point in the system. In the most extreme cases, the
application may be rewritten entirely. While these strategies
tend to be a fairly effective in practice, the time and cost
associated with scaling an application upwards in this man-
ner raises questions about the efficacy of this solution. For
example, it is unlikely that a system relying on these meth-
ods could scale upwards at the same rate as the increase in
demand.
1.2 Code and Data Distribution
The introduction of concurrency can be an extremely ef-
fective means of scaling up a web application [3]. This may
take the form of parallelism in the program (that is, splitting
the program into pieces that may be executed on separate
processors), or parallelism in the database, where the persis-
tent data-store may be divided among multiple processors
or servers. While the focus of this project is primarily on the
former strategy, it is possible to achieve both by using the
same mechanism for the automatic extraction of parallelism
from sequential program code. The output from this auto-
matic parallelisation process is both n parallel threads, as
well as a template for the distribution of a program’s data.
1.3 Related Work
The problem of extracting non-loop parallelism from gen-
eral purpose languages such as FORTRAN and C has been
examined at length by [6, 7]. However, the techniques they
describe seek to introduce parallelism into computationally-
intensive programs, in contrast to the data-intensive nature
of web applications.
Many others have attempted to extract fine-grained paral-
lelism from high-performance applications so as to increase
throughput or optimise a particular aspect of computation,
such as loop parallelism or vectorisation (e.g. [14, 2, 5]).
These approaches are almost universally geared towards ex-
ploiting raw computational power for primarily numerical
applications, such as computer graphics or scientific com-
puting. There is generally little or no need to this type of
fine-grained parallelism in web applications, where typical
parallelism is employed as a means of enabling scalability,
rather than attempting to optimize a particular specialised
numerical task.
2. CONCURRENCY
Concurrency is a property of systems which consist of mul-
tiple components executing at the same time and possibly
interacting [13]. This is a desirable property within mod-
ern applications because it enables the efficient utilisation of
parallel hardware, such as multi-core processors. Similarly,
by limiting the ways in which the individual components of
a concurrent system may communicate (i.e. limiting com-
munication to explicit message-passing rather than implied
communication through the use of shared variables), we may
also utilise parallel hardware more efficiently through the
distribution of the data that a given concurrent system re-
lies upon.
2.1 Task-level parallelism
Within the general realm of parallel execution strategies,
there are various ways of characterising parallel workloads.
The most common target of automatic parallelisation efforts
is loop-level parallelism, which is usually considered to be a
special case of fine-grained parallelism, whereby the size of
each parallel work unit is relatively small. Loop-level paral-
lelism attempts to execute independent iterations of a loop
as separate “threads”. The rationale for this type of paral-
lelism is that most of the time spent executing a program
is spent in loops. This type of parallelism, however, is not
necessarily useful for web applications. Unlike more gen-
eral computing applications, the display-intensive nature of
web applications is unlikely to lend itself to small, indepen-
dent loops. Instead of this loop-level parallelism, the focus
of this project is statement-level coarse-grained parallelism.
With this in mind, an individual statement is the smallest
unit which will be considered for parallelisation. The result-
ing concurrent processes will each consist of approximately
n/m statements, where n is the total number of statements
in the program and m is the number of parallel threads to
be constructed.
3. SEMANTIC ANALYSIS
When approaching automatic parallelisation, it is useful to
consider a sequential program to be the parallel composition
of two or more parallel programs, where the “true concur-
rency” information has been discarded (for the necessary
purpose of writing the program down in some order). This
is why automatic parallelisation is usually conceptualised as
the“extraction”of concurrency information from a program,
rather than the introduction of such information.
When considering concurrency within programs at a per-
statement level, the main focus of semantic analysis is to de-
termine which statements share dependencies. This is most
often characterised by a case in which two statements at-
tempt to read and/or write the same variable in some order.
If statement A assigns to variable x the value 10, and state-
ment B adds 1 to the value of x, then these two statements
both share a dependency on x. The consequence of two such
statements sharing a data dependency is that the order in
which they are executed becomes significant. Assuming x
is initialised to zero, the effect of executing A and then B
is very different to executing B and then A (in the former
case, x will have a final value of 11, in the latter, x will have
a final value of 10). Obviously if some statement C that
assigned the value 10 to y were considered, the final state
of the variables x and y would remain the same no matter
which order A and C were executed in. A;C (A and then C
in sequence), C;A and indeed A||C (A executed in parallel
with C) are all semantically equivalent. For the purposes of
this project, it is important at all later stages to define what
it means for two programs to be semantically equivalent.
Definition: For any two programs P1 and P2, and an initial
environment E, P1 ≡ P2 if E
P1−−→ F and E
P2−−→ G such that
F = G.
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This definition gives us a means by which to evaluate any po-
tential program transformation step taken during paralleli-
sation. Two programs are semantically equivalent iff, after
termination, they leave the environment in the exact same
state. Environmental equality in this case includes the or-
der in which any output is generated, as well as the order
in which any interactions with data that is external to the
program occur.
The issue of non-terminating programs deserves some men-
tion in this definition of equality. Within the web appli-
cation domain, there are a number of elements (e.g. the
client’s web browser, the web server and various network
connections along the way) that will “time out” waiting for
a divergent web application to terminate. For this reason,
we consider the post-state for a non-terminating program to
simply be the state in which the environment is left once the
program is (forcibly) terminated by a time-out. For the pur-
poses of “observational equality”, it is reasonable to assume
that the time-out occurs at the same point during the exe-
cution of each program being observed. Furthermore, given
that the exact behaviour of a non-terminating program is
not well-defined for web applications, it is not a particularly
important distinction within this domain.
3.1 Atomicity of control structures
Much of the focus of automatic parallelisation efforts has
been on loop-level parallelism. This is a reasonably well-
established technique (e.g. [14, 2, 5]). So as to focus in-
stead on the comparatively novel non-loop parallelisation
techniques, we treat all loops as atomic operations, rather
than attempting any loop parallelisation. While there does
not appear to be any reason that the paralleliser we describe
could not be extended to incorporate loop parallelisation
techniques, this has not yet been investigated.
In order to allow for and while loops to be parallelised
along with the rest of the program, they are simply treated
as atomic, indivisible program statements that may be par-
allelised only as a whole (and not as individual loop itera-
tions).
Similarly, attempting to parallelise program code within a
compound if − else block represents additional complexity
within the paralleliser that serves little purpose. In order
for if statements to be properly parallelised, it is assumed
that a simple syntactic transformation is performed as some
early stage of the compilation process, in which an if block
featuring n statements is broken up into n if statements with
a single statement in the body.
3.2 Aliasing
A common problem facing parallelisation schemes (particu-
larly those concerned with loop-level parallelism) is aliasing.
Aliasing occurs where two (or more) different variables may
refer to the same region of memory, and consequently up-
dating one variable causes the value of both variables to
change. The most common examples of aliasing would be
pointers in C, references in C++/Java and variable vari-
ables in some versions of PHP. The presence of aliasing in
a program causes problems for even the most sophisticated
parallelisation schemes (e.g. [11]). For our purposes, alias-
ing is specifically disallowed in all cases.
4. PARALLELISM EXTRACTION
In general terms, the strategy we have developed for the
extraction of parallelism from sequential programs attempts
to add annotations to each statement of the program that
give a complete description of its behaviour with regard to
program state (i.e. reading and writing regions of memory
associated with variables).
Once all the statements in the program are “guarded” by
annotations, it is possible to move statements into other
threads in such a way that their “view” of the program state
remains unchanged.
The statement annotations consists of assertions (or groups
of assertions) guaranteeing certain values for what we term
sequence numbers. These are essentially “version numbers”
for variables. When some variable a is introduced within
the current scope, its sequence number (denoted Na) is ini-
tialised to zero. The set N contains sequence numbers for
each and every variable in the program. Where some dupli-
cate name may exist, all occurrences of that variable may be
renamed within that scope to some unique name, without
changing the meaning or intent of the program.
These sequence numbers closely resemble the “subscripts”
used in static single assignment form, an intermediate rep-
resentation format often employed by optimising compilers
[4].
4.1 Statement Annotation
Annotations are of the form {P} S {Q}, as is standard
within conventional Hoare logic [9]. However, while con-
ventional Hoare logic dictates that P and Q would contain
an assertion for each variable in S, the modified Hoare logic
that we use for parallelism extraction instead uses assertions
for the sequence number of each variable in S. It is also im-
portant to note that our modified logic (being very simple)
is able to be applied forwards (that is, the post-condition Q
is calculated from the pre-condition P ), rather than back-
wards as is the case in traditional Hoare logic as it is used
for program correctness proofs.
In the simplest terms, an annotation for a particular state-
ment will require in the pre-condition that a particular “ver-
sion” of a variable be available within the current environ-
ment (i.e. that a particular version of a variable is the cur-
rent one) and will make a guarantee in the post-condition
either that the variable may never be updated by that state-
ment, or it will reflect the possibility of the variable being
updated (whether it actually is updated or not is immate-
rial) by incrementing the version number for that variable.
For a simple statement such as a = 1, the pre- and post-
conditions would take the form: {Na = 0} a = 1 {Na = 1},
stating that in order for this statement to execute with its
original intent, a must not have been updated by any other
statement prior to this point in the execution, and after this
statement is executed, a will have been updated at most
once (i.e. once or potentially not at all). A sequence number
with the value 0 denotes an uninitialised variable, that has
neither been declared within the current scope, nor assigned
a value. Upon the declaration of a variable (e.g. num a =
123), the sequence number is incremented from 0 to 1.
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4.2 Definitions
To make the formalisation of the parallelisation process eas-
ier, we define a function ρ(S) that takes a statement S and
returns the set of variables which occur within it. For ex-
ample, ρ(a = b+ c) = {a, b, c}.
Similarly, to help describe the result of combining pre- and
post-conditions for different statements, we define an “over-
write” operator (⊲) and a function max:
Nx ⊲ Ny ,

Nx if Nx ≥ Ny
Ny if Nx < Ny
max(Q,V ) , [x|Nx ∈ Q,Ny ∈ V, x = Nx ⊲ Ny]
The max function takes two sets of post-conditions (Q and
V ) as arguments and for all assertions of the form Nx = k
that occur in both sets, returns only the occurrence with
the highest value of k. This allows for the construction of
a single post-condition for a statement (such as if) where
the post-conditions of two sub-clauses could potentially each
contain different conflicting sequence number values for the
same variable.
Finally, the definition of what it means for a given environ-
ment E (essentially the set of values in N at a given point
in time) to satisfy a pre-condition P must be formalised:
sat(P,E) , ∀Nx ∈ P.Nx ∈ E
This relation simply states that for each predicate in P , there
is a corresponding statement in E that makes the predicate
true.
4.2.1 Assignment
{k > 0, Nx = k,N
E
1 = v1, ...}x := E{Nx = k + 1, N
E
1 = v1, ...}
For assignment, the sequence number of the target variable
x will always be incremented in the post-condition. The se-
quence numbers for all other variables in ρ(E) (NE1 , N
E
2 , ...)
remain unchanged between the pre- and post-condition. A
statement such as a = b+ c will be annotated as:
{Na = k,Nb = l, Nc = m} a = b + c {Na = k + 1, Nb =
l, Nc = m}
4.2.2 Sequential Composition
{P}S{Q}, {U}T{V }, U ⊂ Q
{P}S; T{(Q− U) ∪ V }
The sequential composition of a program S and a statement
T results in a program that includes T appended to S. It
must be the case that the pre-condition of T is a subset of
the post-condition of S in order for Q to satisfy U . This
may be shown to be the case in all correct programs, as
any variable in U that did not also appear in Q would be
undefined, and therefore the program will be rejected by the
compiler.
4.2.3 While Rule
{P}B{Q}
{P}while b do B done{Q}
The pre- and post-conditions for a while statement are the
pre- and post-conditions for the body, B, which will contain
assertions about the variables that occur in the body, in
addition to the elements of the boolean condition b. The
number of iterations that while will perform is unimportant
in this case, as it is treated as atomic, so the pre- and post-
conditions need only indicate whether or not a given variable
can potentially be modified during the execution of the loop
or not. The number of times which the variable is modified
during loop execution is immaterial.
4.2.4 If Rule
{P}B{Q}, {U}C{V }
{P ∪ U}if b then B else C{(Q∆V ) ∪max(Q,V )}
The pre-condition for an if statement is the union of the
pre-conditions of the sub-clauses, B and C, with a condition
for the conditional boolean variable b. The post-condition is
computed by taking the union of the symmetric difference of
Q and V (all elements in one set but not in both, denoted ∆)
and the result of max(Q,V ). This returns a post-condition
equivalent to the union of both post-conditions, removing
conflicting sequence number conditions.
Obviously, because the boolean condition b could potentially
be undecidable at compile-time (or indeed non-terminating!),
it is not possible to say which of B or C will actually be exe-
cuted at runtime. To accommodate this “limitation” (which
essentially equates to non-determinism), the system assumes
that the result of the entire if statement will be the “worst-
case”, where the “worst case” is the largest sequence number
that each variable could possibly be associated with after
the execution of either B or C.
Themax function is used to find the worst-case post-condition,
insofar as that while B may only modify a given variable
once (therefore increasing its sequence number by one), the
C clause may modify the same variable n times (increasing
its sequence number by n). The sequence number for that
variable after evaluation of the entire if statement is taken
to be the greater of the two.
4.2.5 Output
{P}E{Q}
{Noutput = k, P}print E{Noutput = k + 1, Q}
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The pre- and post-condition for an output statement are
the pre- and post-conditions for the output expression, E, in
conjunction with a sequence number condition for the output
global variable. The manner in which output ordering is
preserved will be discussed more fully in subsection 6.2.
4.3 Coverage and soundness
These rules are derived directly from the grammar for the
Ceth language. Through the complete application of the
rules above to a well-formed Ceth program in-order, one
will obtain a guarded program that satisfies the following
conditions:
• For a given statement {P}S{Q}, where P and Q are
computed using the rules above, ∀x ∈ ρ(S).Nx ∈ P ∧
Nx ∈ Q.
• For two statements {P1}S1{Q1} and {P2}S2{Q2}, ∀x ∈
(ρ(S1)∩ρ(S2)).(Nx = k) ∈ P1∧(Nx = j) ∈ P2∧k ≤ j.
• For any assignment statement {P}x := E{Q}, Nx ∈
P < Nx ∈ Q.
In the simplest terms, the guarantee there will never be a
“free” variable in any statement S (i.e. one that is not refer-
enced in a pre- and post-condition), is enough to guarantee
coverage of all statements.
5. EXECUTION STRATEGY
The actual parallelisation process is designed to take output
from the early stages of compilation (primarily the Abstract
Syntax Tree) to which sequence number annotations have
been added, and generate an execution strategy. We use the
term “execution strategy” to refer to the set of statement-
to-sub-program mappings and the set of sub-program-to-
physical node mappings, i.e. both the configuration in which
statements are distributed across parallel sub-programs and
the distribution of the sub-programs and their dependent
datasets across parallel elements of the target execution en-
vironment (e.g. some architecture-specific notion of a“thread”,
a processor core or a cluster node). The most important as-
pect of execution strategy generation is that the resulting
sub-programs, when executed in parallel, are semantically
equivalent to the original input program.
The definition of semantic equivalence given in subsection 3
is very general, but it is sufficient for the purposes of ensur-
ing that any transformation that is performed in the course
of parallelising a program does not change the meaning of
that program (by our definition, its observable effect on pro-
gram state).
The first step towards constructing a parallel execution strat-
egy within Ceth is to initialise n empty sub-programs (as
specified by the programmer). Each sub-program has its
own environment, that consists of a set of sequence variables
that are particular to that sub-program. The effect of declar-
ing a variable (and therefore incrementing its sequence num-
ber) in one sub-program is restricted to that sub-program’s
environment. It has no effect on the environment of any
other sub-program within the execution strategy. The only
way in which one sub-program can modify the environment
of another is through an explicit synchronisation.
A synchronisation is a communication between two sub-
programs, where the value of some variable is exchanged.
In practice this means that one sub-program with an out-of-
date copy of a variable will synchronise with some other sub-
program so as to obtain the latest copy. Both sub-programs
pause their execution and wait for the synchronisation to fin-
ish upon encountering a “sync” instruction. When executing
the program, the effect of a synchronisation is to exchange
a value, however, during the semantic analysis phase, the
effect of a synchronisation is to update the sequence num-
ber for a given variable in one thread to reflect the sequence
number for that variable in another thread. This process is
modeled by the Synchronisation rule:
{P}S{Q} ‖ {U}T{V }
{k > 0, Nx = k, P}S{Q} ‖ {U}T{V,Nx = k}
5.1 Naïve execution strategy
The generation of an execution strategy is a reasonably
straight-forward process that we have developed. The pro-
cess is parameterised on the number of threads n that the
user wishes to generate from a single input program S.
5.2 Technique
1. Taking the first statement {U}s{V } ∈ S, calculate the
subset C(s) of sub-programs to which s may poten-
tially be added (C(s) = {p|p ∈ P ∧ sat(U, p)}). This
is the set of sub-programs in which the current envi-
ronment (corresponding to post-condition of the last
statement currently in the sub-program) satisfies the
pre-condition of s. Randomly select one of these sub-
programs and add s to it (according to the Sequential
composition rule given in subsection 4.1).
2. If there is no sub-program that can satisfy U , add a
synchronisation p1
a
−→ p2 where p1, p2 ∈ P ∧ p1 6=
p2 ∧ a ∈ ρ(s).
3. Repeat steps 1 and 2 until all statements in S have
been placed within a sub-program.
Program 1 An example program
num apples = random();
num oranges = random();
if(apples < oranges) print "We need more apples!";
if(apples > oranges) print "We need more or-
anges!";
The generation of a suitable execution strategy for Program
1 begins with the addition of annotations, to create the so-
called guarded program (Program 2).
From this guarded program, it is possible to begin the distri-
bution of statements across N sub-programs. For the pur-
poses of this example we will assume N = 2, however, it
should be reasonably apparent that this technique gener-
alises to cases where N > 2.
Considering each statement in-order, it is necessary to first
place statement 1. Its precondition requires that Napples =
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Program 2 A guarded program
{Napples = 0} num apples = random(); {Napples = 1}
{Noranges = 0} num oranges = random(); {Noranges = 1}
{Napples = 1, Noranges = 1, Noutput = 0}
if(apples < oranges) print "We need more apples!";
{Napples = 1, Noranges = 1, Noutput = 1}
{Napples = 1, Noranges = 1, Noutput = 1}
if(apples > oranges) print "We need more or-
anges!";
{Napples = 1, Noranges = 1, Noutput = 2}
0. This is satisfied immediately, as all sequence numbers are
assumed to be initialised to 0 within the “empty” environ-
ment by default. Therefore we may (randomly) choose to
place statement 1 in sub-program 1 or sub-program 2. As-
suming we choose sub-program 1, the environment for sub-
program 1 is updated to reflect the addition of the state-
ment. The set of sequence numbers is updated so that
Napples = 1 within sub-program 1, while remaining un-
changed for sub-program 2.
Continuing in this manner, assume statement 2 is placed
randomly in in sub-program 2. In order to place statement 3,
we require a sub-program environment in which Napples = 1
and Noranges = 1. Since no such sub-program exists, it is
necessary to add a synchronisation. Choosing the variable
apples from sub-program 1 as the synchronisation source
and sub-program 2 as the synchronisation target, it is now
possible to place statement 3 in sub-program 2, as the envi-
ronment now satisfies the pre-condition. Table 1 shows the
actions taken in each step in order to construct the eventual
execution strategy.
This process is not the only means of constructing an execu-
tion strategy, however, it does have the advantage of being
very simple, and very efficient in terms of time and space.
In the two sub-programs derived from Table 1, there is a
degree of asymmetry present in the arrangement of state-
ments. The size of this example is such that we have actu-
ally increased the total number of statements (adding one
synchronisation). Over larger programs though, the decom-
position of statements is intended to result in the division
of many independent elements with only a few synchronisa-
tions added.
6. SOUNDNESS
Theorem 1. At each point in the construction of the exe-
cution strategy using the technique above, the pre-conditions
of all statements placed within sub-programs are satisfied by
the environment in which they are placed, i.e., for any sub-
program S consisting of {P}S0;S1; ...;Sn−1{Q}; {U}Sn{V },
it is always the case that sat(U,Q) is true.
Proof. By induction on the structure of the sub-program.
Assume we have two possibly-empty sub-programs, {PA}A{QA}
and {PB}B{QB}, for which the condition above is true, and
an annotated source program S.
Base Case: The empty pre-condition (which the very first
statement of S must have, as it may not require the existence
of anything within the empty environment) is satisfied by the
newly-initialised environment, i.e., sat({}, φ) = true.
Now we must consider two cases:
Case: If C(Sn) 6= φ, then sat(Sn, QA) or sat(Sn, QB) is
true, by the definition of C(Sn). In this case, the sequen-
tial composition rule may be applied to Sn and {Px}x{Qx}
(where x ∈ C(Sn)), which yields a sub-program for which
the sat condition above is true.
Case: If C(Sn) = φ, then Sn may not be composed with
either sub-program without the addition of at least one syn-
chronisation. A finite number of synchronisations will yield
a sub-program which satisfies Sn for three reasons:
1. ρ(P ) ⊆ ρ(P ; sync(x)) (a synchronisation will always
introduce zero or one new variables into the environ-
ment of P )
2. ρ(P ) ⊆ ρ(S) (i.e. there are never more variables in
the environment of a sub-program than there are in the
original program, as none of the rules given in subsec-
tion 4.1 provide a means of introducing bindings in P
that are not present in S).
3. ρ(s) ⊆ ρ(S) where s ∈ S (i.e. there are never more
variables in the environment of a given statement than
there are in the entire program).
By the definition of sat, we can see that any sub-program
environment E that contains bindings for all the elements
of ρ(Sn) may be composed with Sn such that sat(Sn, E) is
true.
This case with 2 sub-programs may be shown to extend to n
sub-programs by induction over the number of sub-programs.
Theorem 2. Having established correctness of the con-
struction process, we now show that the resulting sub-programs
share the same pre- and post-conditions as the original input
program, i.e.:
Taking a program {P}S{Q} and two sub-programs, {P1}S1{Q1}
and {P2}S2{Q2}, P → P1 ∪ P2 and Q→ Q1 ∪Q2, allowing
us to conclude that {P}S{Q} ≡ {P1 ∪P2}S1 ‖ S2{Q1 ∪Q2}
Proof. By induction on the structure of the sub-programs,
S1 and S2.
Base Case: If P is empty, P1 and P2 are also empty, as
the execution strategy generation steps provide no means of
introducing new bindings in P1 or P2 that are not present in
P (i.e. P1 ∪ P2 ⊆ P ). Similarly, if P is empty, Q is empty,
as Q cannot contain statements about unguarded variables
(P → Q).
Case: Given that each statement in S is in S1 ∪ S2, and no
other statements are in S1∪S2, the pre- and post-conditions
are identical (as no rules are provided to manipulate asser-
tions during execution strategy generation).
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S C(S) SP1 Env. SP2 Env. Action
1 {1, 2} {} {} Add to SP1
2 {1, 2} {Napples = 1} {} Add to SP2
3 φ {Napples = 1} {Noranges = 1} SP1
apples
−−−−→ SP2
3 {2} {Napples = 1} {Noranges = 1, Napples = 1} Add to SP2
4 {2} {Napples = 1} {Noranges = 1, Napples = 1, Noutput = 1} Add to SP2
- - {Napples = 1} {Noranges = 1, Napples = 1, Noutput = 2} -
Table 1: Execution strategy generation steps
By inspection, one can see that P1 ∪P2 = P and Q1 ∪Q2 =
Q, therefore P → P1 ∪ P2 and Q→ Q1 ∪Q2.
6.1 Optimisation
The execution strategy resulting from the initial construc-
tion process is likely to be far from optimal, encompassing
many more synchronisations than are actually required, and
possibly resulting in a wildly uneven distribution across the
sub-programs. In order to search for a globally optimal so-
lution, a Simulated Annealing (SA) optimisation technique
[10] is employed. To use this technique, it must be possible
to compute a numerical score that indicates the optimality
of a particular solution (an energy function, in SA parlance).
The energy function that we use in Ceth is given as Eq. 1.
energy(P,α, β) = α
|P |X
i=0
(|Pi| − |P |)
2 + β
0
@ |P |X
j=0
|Pj | − s)
1
A
−1
(1)
This energy function for some execution strategy P is tuned
according to two weighting parameters; the importance of
an even distribution of program code and data across n sub-
programs (α), or minimisation of the number of synchroni-
sations that have been added in order to generate a solution
(β). These tuning properties allow for the execution strategy
to reflect the hardware realities of the target execution envi-
ronment. In shared-memory systems with fast inter-process
communication, the cost of a synchronisation may be very
low, in which case it makes sense to maximise the number of
sub-programs. In other situations, the cost of a synchronisa-
tion may be large, in which case a programmer may choose
to sacrifice a larger number of sub-programs in favour of
minimising the number of synchronisations. The ability to
create a new execution strategy with a simple re-compilation
is an extremely valuable aspect of this technique. This could
allow system administrators to handle unexpected increases
in the use of a web application by simply adding new hard-
ware, without requiring any modification of the program
code.
6.2 Output ordering
One of the most visible outcomes from the non-determinism
arising from parallel execution of programs that generate
output is that without special consideration, the order in
which output is generated may be unpredictable and incon-
sistent. Consider a program (and equivalent three threads)
that is supposed to generate “1”, “2”and“3”as output. Since
the program consists of three separate print statements, the
paralleliser places each print statement in a separate thread.
The parallel execution of these three threads may generate
output in any order, resulting in outputs such as 321, 213,
132 etc., depending on the exact order in which program
execution reaches the print statement in each thread. In or-
der to guarantee that output is generated in the same order
by the parallelised version of the program as in the original,
it is necessary to provide a mechanism for the compiler to
guarantee this property.
Output statements such as “print” are annotated using the
Output rule. This rule makes reference to an implicit param-
eter output. The effect of using a print statement is the same
as assigning to the output variable, modifying its sequence
number. The output variable is defined by the compiler as
existing only in sub-program 1. Through optimisation, it is
usually the case that print statements end up in sub-program
1 (avoiding extra synchronisations). Through the sequence
number mechanism, it is possible to maintain output order-
ing as written in the original program without having to
restrict output in any particular way.
6.3 Data distribution
So far the discussion of automatic parallelisation has primar-
ily concerned the distribution of program statements across
sub-programs, however, there is another aspect to achieving
improved scalability and performance through parallelisa-
tion - Data distribution, whereby persistent data external
to the program itself is stored on separate servers. Within
this system, the way in which data is accessed and modified
is guarded by sequence numbers in the same way that the se-
mantics of statements are preserved. While persistent data
in web applications is most commonly stored in relational
databases, it is possible to model the manner in which they
are used much more simply. For the purposes of distribut-
ing data across execution nodes, we use a very conservative
strategy, choosing to not divide datasets in cases where it
would introduce extra complexity despite being “correct” in
some sense. The operations we expose for operating on per-
sistent data are as follows:
• Create(Type,Key, V alue) - Create an object of type
Type, indexed by Key that holds the value V alue.
• Read(Key,Type) - Retrieve the value currently in-
dexed by Key.
• Update(Key,Type, V alue) - Replace the current value
indexed by Key with V alue.
• Delete(Key, Type) - Delete the entry indexed by Key.
• Map(Fn,Type) - For every object o of type Type, re-
place its current value with the result of calling the
function Fn(o).
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These operations should be reasonably familiar to anyone
who has used relational databases. If one conceptualises
“objects” as simple containers that are approximately equiv-
alent to rows in a database table, and each distinct object
“type” as a different database table, we quickly arrive at a
set of primitive operations with reasonably trivial mappings
to most SQL database operations used in web applications.
For example, Create is equivalent to an SQL INSERT ,
while Read corresponds to a single-item SELECT by key.
Update and Delete map directly to their SQL counter-parts.
TheMap operation can model a SELECT or UPDATE of
multiple items in a database table. The conservative nature
of this approach becomes clear when we consider a simple
SQL statement such as UPDATE table1 SET cost = 1
WHERE cost > 10. If we suppose that table1 has 100
rows, 10 of which have a value greater than 10 in the cost
column, a total of 10 rows would be updated upon executing
this SQL command. Within the Ceth data model, however,
the “type” would be table1, and a Map command will be
used with some function that checks for a cost value greater
than 10 and returns a modified object if the condition is
true. Because the Map command may potentially modify
every object (or “row”) of type table1, in the worst-case,
every member of table1 has been modified.
We have chosen to annotate statements with sequence num-
bers on a per-type basis, where the modification of any one
object of a given type causes the sequence number for that
type to be incremented. In modeling an SQL“JOIN”, where
multiple tables are accessed or modified, the sequence num-
bers for all types involved are updated. In the case of reading
and accessing objects, the pre-condition demands that the
sequence number for the type be some value k.
The inclusion of persistent data in the annotations for indi-
vidual statements provides the ability for data to be parti-
tioned in the same way that statements that depend upon
it can be. If a given type has no sequence number within
the environment of a given sub-program, it is assumed to
be inaccessible from within that environment, and therefore
statements within that sub-program must synchronise with
another sub-program to access that data (in which case the
energy function used in optimisation dictates that it is more
optimal for statements that depend on particular data to
be closer to the data). While it would likely be undesirable
for Ceth to perform the data partitioning automatically, it
outputs enough information at compile-time to allow a pro-
grammer to confidently partition data in such a way that
the program will run as though it were still using a single
database.
7. FUTURE WORK
The most obvious additional feature for this paralleliser would
be incorporating loop-level parallelisation within the same
mechanism, allowing for the extraction of two types of par-
allelism using only one set of annotations. The combination
of two types of parallelism could provide greater benefits
for more computationally-intensive applications. Similarly,
the techniques employed here could easily be extended to
other program domains, with potential to be refined as a
general technique that may be applicable to any imperative
language that does not allow for aliasing (or which allows
aliasing to be reliably factored out).
8. CONCLUSION
Automatic parallelisation is increasingly relevant given re-
cent trends in hardware configurations, and given the preva-
lence of web applications, work within this domain seems to
be of some significance. We have demonstrated that a sys-
tem such as Ceth can be used to successfully extract task-
level parallelism from sequential web applications using the
techniques we have developed.
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