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Abstract—Multicellular systems play a key role in bioprocess
and biomedical engineering. Cell ensembles encountered in these
setups show phenotypic variability like size and biochemical
composition. As this variability may result in undesired effects in
bioreactors, close monitoring of the cell population heterogeneity
is important for maximum production output, and accurate
control. However, direct measurements are mostly restricted to a
few cellular properties. This motivates the application of model-
based online estimation techniques for the reconstruction of
non-measurable cellular properties. Population balance modeling
allows for a natural description of cell-to-cell variability. In
this contribution, we present an estimation approach that, in
contrast to existing ones, does not rely on a finite-dimensional ap-
proximation through grid based discretization of the underlying
population balance model. Instead, our so-called characteristics
based density estimator employs sample approximations. With
two and three-dimensional benchmark examples we demonstrate
that our approach is superior to the grid based designs in terms
of accuracy and computational demand.
Index Terms—Biological systems; Estimation; Distributed pa-
rameter systems
I. INTRODUCTION
MULTICELLULAR systems are a fundamental part ofbiomanufacturing processes and typically display phe-
notypic cell-to-cell variations, for instance in cell size, gene
expression levels or concentrations of intracellular signaling
molecules. This heterogeneity affects not only individual cell
dynamics but also the interaction of cells with their kind
and other species, and is presumed to cause reduced product
yields and even process instabilities in bioreactors [1]. Close
monitoring of the cell population’s dynamics is therefore
important for efficient biomanufacturing.
Experimental data of heterogeneous cell populations is
available through high-throughput single cell measurements
(e.g. flow cytometry) in the form of population snapshot data
[2]. This setup does not provide single cell time series data but
information on a representative sample from the population
at discrete time points. The samples can be represented by
density distributions with respect to the measured cellular
properties. Examples of the collection of such data to an-
alyze population heterogeneity are [3], where three cellular
* Corresponding author: armin.kuper@kuleuven.be
properties of yeast are measured, or [4], where an automated
flow cytometry setup is presented that can capture population
snapshots with high time resolution. Technical and financial
restrictions usually prevent the direct measurement of all
relevant intracellular states. To reconstruct the non-measurable
quantities, model-based online state estimation methods are
required. Here, available data is continuously combined with
mathematical model predictions.
Population balance modeling is a framework to account
for heterogeneity in large, dynamic populations that is also
well established for describing populations of living cells [5].
The resulting population balance equation (PBE) is a multi-
dimensional partial differential equation (PDE) that describes
the dynamics of the cell distribution through a number den-
sity function (NDF) with respect to the distributed cellular
properties. State-of-the-art methods in estimation and control
for PBE models typically use grid based approaches and are
mostly restricted to one- or two-dimensional density functions,
as for example encountered in chemical engineering setups [6],
[7]. The computational load increases exponentially with the
model dimension for these grid based approaches, rendering
them infeasible for high-dimensional PBEs that often arise for
multicellular systems.
Motivated by this, we introduce a so-called characteris-
tics based density estimator. Rather than solving the PBE
through a finite-dimensional approximation, we use a sample
approximation by drawing a set of candidate cells from the
initial distribution. Candidate cells are propagated with the
single cell model. Their distribution is approximated by a
Gaussian mixture density (GMD) representing an estimate
for the NDF. Estimated and measured density function are
combined through regularized resampling. This enables an
accurate reconstruction of the unmeasured properties with a
significantly reduced numerical effort in comparison to the
finite-dimensional approximation approach.
Structure and contributions: We start with an introduction
of population balance modeling (Section II). Subsequently, we
explain the fusion of model predictions with measurements
on the population level (Section III). Using multi-dimensional
numerical case studies, we show that our proposed density
estimator is more accurate and computationally more efficient
than a grid based particle filter (Section IV). The numerical
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case studies resemble pure growth processes. Phenomena such
as cell division and death will be incorporated in later works.
Related work: For biotechnological setups previous work
has already incorporated flow cytometry into the observer
and control design, such as in [8]. The underlying model
is however an ODE system with states representing average
population values and parameters assumed to be scalar, rather
than distributed. The median population fluorescence is used
from flow cytometry measurements. Information about the
shape of the measured distributions is not exploited.
Flow cytometry data is typically also used in parameter
estimation for stochastic reaction network models [9]. Even
though there is a conceptual relation between such models
and the PBE models considered in this paper, a crucial
difference is that for the stochastic network models, usually
a finite-dimensional vector of scalar parameters is estimated
[10], whereas in PBE models an infinite-dimensional density
function over the parameter (and state) space needs to be
estimated.
II. MODELING CELL POPULATIONS
In classical approaches, ordinary differential equations
(ODEs) are applied to characterize the dynamics of individual
cells
x˙ = f (x), y = h(x) . (1)
Here, the state vector x ∈ Ω ⊂ Rdx may consist of internal
variables and static parameters. Usually, the measurement
output y ∈ Rdy does not contain all cell states: dy < dx. Cell-
to-cell variability can be described with a time-dependent cell
number density function n : Rdx ×Ω→ R+ : (t,x) 7→ n(t,x)
over the intracellular states [5]. Its temporal evolution can be
derived within the framework of population balance modeling
and is given by the population balance equation (PBE)
∂n
∂ t
(t,x)+div(n(t,x) f (x)) = 0 . (2)
Here, we assume that the system is well-mixed and therefore
neglect spatial derivatives. The second expression on the
left hand side describes the evolution of the NDF due to
intracellular dynamics. In this work, we focus on short time
horizons and slow population dynamics, where cell division
and cell death are negligible. Taking these phenomena into
account would result in a non-zero right hand side.
We will impose a no-influx boundary condition
(n f )(t,∂Ω) = 0. The initial condition is n(t0,x) = n0(x).
Given the assumptions above and the boundary condition, the
total number of cells N remains constant.
PBEs represent multi-dimensional PDEs for which analyt-
ical solutions are rarely found. Numerical solution schemes
based on a finite-dimensional discretization of the distributed
variables, e.g. finite volume method [11], result in a large
system of ODEs. Here, the computational load increases expo-
nentially with the dimension of the PBE. Alternatively, a solu-
tion via the method of characteristics [12] yields a system of
dx+1 ODEs resulting from the reparameterization of the PBE,
which has to be solved for the initial and boundary conditions.
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Fig. 1: Schematic representation of model based dynamic density estimation
in cell population setups. The process model, here a two-dimensional PBE,
and a measurement model of flow cytometry are run in parallel to the true
process. Prediction and measurement are continuously compared to correct
the estimate of the two-dimensional cell heterogeneity.
Thus, in case of a no-influx boundary condition, the temporal
evolution of the NDF can be approximated through a sample
approximation of the initial NDF and propagation of each
sample through the characteristic ODE system. Unlike finite-
dimensional approximations, the method of characteristics is
free of numerical diffusion.
III. MODEL BASED DYNAMIC DENSITY ESTIMATION
Measurements often do not capture the complete cellular
state vector x. Consider a two-dimensional example where
individual cells are heterogeneous with respect to size z and
growth rate g, thus x = (z,g)T . Through measurements, only
the cell size is available y = h(x) = z. Flow cytometry allows
the measurement of a vast number of cells which can be
represented by a density function ny :Rdy×Ω→R+ : (t,y) 7→
ny(t,y). This is the NDF marginalized over the non-measurable
states and for our two-dimensional example it reads
ny(t,z) =
∫ ∞
0
n(t,z,g)dg. (3)
With the help of a suitable model to relate measured cell
sizes and non-measurable growth rates, the two-dimensional
distribution can be reconstructed from the measurements, see
Fig 1 for a schematic representation of the general idea.
A commonly found paradigm for fusing model predictions
with observations is Bayes’ theorem [13]. The states and
measurements are formulated as probability density functions
(PDFs) since they are subject to random perturbations. We will
first look at Bayes’ rule on the single cell level and later show
how it can be applied to the population level. For the single
cell model it is
p(xk|y1:k) =
p(yk|xk)p(xk|y1:k−1)
p(yk|y1:k−1)
. (4)
Here, p(xk|y1:k) is the posterior PDF of the state after
all measurements until time step k have been factored in.
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p(yk|xk) is the likelihood function and describes how likely
the measurement for the predicted state is. p(xk|y1:k−1) is
the prior predicted PDF of the state, which we can obtain
from our process model. Finally, p(yk|y1:k−1) is a normalizing
constant. There are different methods to solve Bayes’ theorem,
such as Kalman filtering, or particle filtering. We will briefly
recapitulate particle filtering in the next section and then apply
it to the PBE.
A. Particle filtering
Particle filters solve Bayes’ theorem (4) through sequential
Monte Carlo sampling. A set of NP samples (particles) xik
and weights wik with i = 1, ...,NP is used to approximate the
posterior PDF. Through sequential adjustments of the weights
according to
wik ∝
p(yk|xik)p(xik|xik−1)
pi(xik|xi0:k−1,y1:k)
wik−1 (5)
the posterior PDF is approximated. Here, a proposal dis-
tribution pi(·) is used instead of the normalizing constant
p(yk|y1:k−1), as sampling from the latter is often not possible.
Above we assumed that the model has Markov properties.
The weights are normalized such that they sum to unity. We
are free in choosing the importance density pi(·). An obvious
choice is to set the importance density as the prior density
p(xik|xik−1). This is called a bootstrap particle filter. Now,
only the likelihood function has to be evaluated to update the
weights.
A common issue with particle filters is that the particle set
degenerates, so that only a few particles will have a significant
weight [13]. This can be overcome by resampling a new set of
particles around those that have a significant weight. Simply
copying high weight particles will lead to an impoverishment,
i.e. all particles will be identical. Regularized resampling [13]
prevents this by forming a continuous distribution of the
particle-weight set.
Resampling every time instance is not always needed. We
therefore introduce an effective number of particles Ne f f ≈
1/(∑NPi=1(w
i
k)
2) [13].
B. Particle filter for the discretized PBE
Discretizing the PBE (2) on a grid with Nnode nodes yields
a large system of ODEs which we can formulate as a state
space model
dngrid
dt
= Angrid + rgrid . (6)
Here, A ∈ RNnode×Nnode is a sparse matrix resulting from the
discretization of the divergence term div(n(t, x) f (x)). The
NDF is now represented as a vector ngrid ∈ RNnode×1. In
the particle filter context, this discretized PBE represents the
process equation with process noise rgrid . The measurement
equation is given as
ngridy =Cn
grid + vgrid . (7)
Here, C is the measurement matrix resulting from the discrete
approximation of the marginal distribution, and vgrid is the
measurement noise. Note that the actual measurement noise
acts on single cell measurements and not directly onto the
density function ny. Therefore, (7) does not give an exact
representation of the measurement noise.
A classical particle filter can now be implemented for the
obtained discretized system. The mean of the posterior PDF is
given as nˆgridk|k = ∑
NP
i=1 w
i
kn
grid,i
k|k , here in time-discrete form for
time step k.
C. Characteristics based density estimator
The characteristics based density estimator is inspired by
the particle filter’s sample approximations of the uncertainty
PDFs. We apply the sample approximations to the NDF itself.
The involved steps are:
(I) From the initial NDF nˆ0(x) Ncand candidate cells x j
are sampled. To represent uncertainty of single cells,
we attach a covariance W 0 ∈ Rdx×dx to each candidate
cell. We approximate the uncertainty with the unscented
transformation [14], so that for each candidate cell a set
of 1+2 ·dx sigma points is created. All sigma points of all
candidate cells are propagated with the single cell model
χ j,ek|k−1 = f (χ
j,e
k−1|k−1), (8)
with j = 1, ...,Ncand indicating the candidate cell, and e =
0, ...,2dx indicating its sigma point.
(II) Afterwards, the mean of each sigma point set, its covari-
ance, as well as its corresponding measurement output
are calculated
x jk|k−1 =
2dx
∑
e=0
qemχ
j,e
k|k−1 (9)
W jk|k−1 =
2dx
∑
e=0
qec
(
χ j,ek|k−1− x jk|k−1
)(
χ j,ek|k−1− x jk|k−1
)T
(10)
y jk|k−1 =
2dx
∑
e=0
qemh
(
χ j,ek|k−1
)
(11)
Here, qec and q
e
m are the sigma point weights for the
covariance and mean [14], respectively.
(III) The distribution of measured candidate cells is approxi-
mated by a GMD
y jk|k−1 ∼ nˆchary,k|k−1 =
NGMD
∑
l=1
α lyN (y|µ ly,Ply) , (12)
where NGMD refers to the number of components in the
mixture distribution. It should be as low as possible to
limit computational cost, while still accurately describing
the distribution. Each component l is defined by its mean
µ ly, covariance P
l
y, and mixing proportion α ly.
(IV) Estimated and measured distribution are now combined
by constructing a new GMD. Its mixing proportions are
obtained by first evaluating the measured candidate cells
on the measurement density function
α˜ j = ny,k(y
j
k|k−1), (13)
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Fig. 2: (a) Evaluation of the candidate cells on the measured density function.
(b) Combination of estimated and measured density function through the
construction of a new GMD.
and subsequently normalizing α j = α˜ j/(∑Ncandj α˜
j). The
posterior GMD is constructed using the candidate cells
as the component means
x jk|k ∼ nˆchark|k (x) =
Ncand
∑
j
α jN (x|x jk|k−1,bw). (14)
This idea is illustrated in Fig 2. The covariance, or
bandwidth bw is calculated via Scott’s rule of thumb [15],
and the same for all candidate cells.
(V) Sampling a new set of candidate cells as in (IV) is not
always necessary. The Kullback-Leibler divergence [16]
is used as a measure for the distance between estimated
and measured density function
DKL(nˆchary,k ||ny,k). (15)
We approximate it with a Monte Carlo approximation
for which we use the already existing candidate cells as
samples. We define a threshold DmaxKL above which we
proceed as in (IV) and reset the covariance W 0. Below
DmaxKL , we keep the prior candidate cells and the current
covariance W jk|k−1.
IV. NUMERICAL CASE STUDY
Two-dimensional benchmark: The first benchmark process
is a two-dimensional PBE that describes a heterogeneous cell
population with cells differing in size z and growth rate g.
Cells first grow with a constant growth rate. After reaching a
threshold size z∗ = 3.5, their growth rate slowly decreases as
they reach a saturation size zmax = 6
z˙ =
{
g if z < z∗
g/3.5 · (zmax− z) if z≥ z∗
g˙ =0 y = z.
(16)
Only the cell size is available through measurements. Initial
cells are normally distributed
(z0, g0)T ∼ n0 =N (µ 0,P0), (17)
with mean µ 0 = (1.5, 0.5)T and covariance matrix P0 =
diag(0.1, 0.01). The estimators start with an initial estimate
of the NDF of µˆ 0 = (1.3 ·µ1,0, 1.3 ·µ2,0)T and Pˆ0 = 1.5 ·P0.
The corresponding PBE reads
∂n
∂ t
(t,z,g) =−∂ (z˙n)
∂ z
− ∂ (g˙n)
∂g
=−∂ (z˙n)
∂ z
. (18)
Under the assumption of trivial (no-influx) boundary condi-
tions, we numerically solve the system with the method of
characteristics by solving the initial value problem for 1000
samples drawn from n0. To mimic experimental snapshot data
received through flow cytometry for the cell size, 300 out
of the 1000 samples are randomly selected in time steps of
∆t = 0.33 over tsim = 20. A bias-free, normally distributed
noise with variance R = 0.01 is added to single cell measure-
ments. Subsequently, a GMD with NGMD = 3 is fitted to the
300 measured sample cells to construct the measured density
function ny.
Three-dimensional benchmark: For the second benchmark
process we consider a gene expression model of a heteroge-
neous cell population. The single cell model reads
z˙1 = k1− z1 , z˙2 = k2z1− z2 , k˙1 = 0 ,
y = z2. (19)
Cells differ in mRNA concentration z1, protein concentration
z2, and transcription rate k1. The translation rate k2 = 2 is
assumed to be known and homogeneous throughout the cell
population. Only the protein concentration is available through
measurements. Initially, cells are distributed according to
(z1,0, z2,0, k1,0)T ∼ n0 =N (µ 0,P0) , (20)
with mean vector µ 0 = (1, 1, 2)T and covariance matrix
P0 = I · 0.1, where I ∈ R3×3. The initial estimate is set
to µˆ 0 = (1.2 · µ1,0, 1.2 · µ2,0, 0.8 · µ3,0)T and Pˆ0 = 1.1 · P0.
Artificial snapshot measurements are generated in the same
fashion as for the two-dimensional PBE. In contrast, we now
consider noise-free measurements, as well as measurements
that are subject to a multiplicative and log-normal distributed
noise v× ∼ exp
(
N (0, I ·10−2)), as this is the main type of
disturbance observed in biological experiments [17].
Ensemble observability: Following the theory developed in
[18], ensemble observability denotes the property that the NDF
can be reconstructed from the measured marginal distributions.
Applying the conditions discovered in [18], the model (19) is
ensemble observable. Because of the non-linearity, no condi-
tions are known to formally check ensemble observability of
the first case study model (16). We conjecture that this is also
ensemble observable.
A. Implementation details
The process equations are implemented in MATLAB in
time-continuous form. The ODE solver ode45 is used for the
numerical solution. The finite volume method is used for the
grid based approach. Here, we set the option NonNegative to
suppress negative values for the solution of the NDF. Unfortu-
nately, this option increases the computational load drastically.
A very fine grid may reduce the magnitude of negative values,
but never prevent them completely. To preserve that sampled
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TABLE I: TUNING-PARAMETERS OF THE GRID BASED PARTICLE FILTER
FOR THE TWO-DIMENSIONAL CASE STUDY.
2D case study
Particles NP 120
Resampling threshold on Ne f f NP/10
Resampling bw Scott’s rule
Nodes in x 80
Nodes in g 30
TABLE II: TUNING-PARAMETERS OF THE CHARACTERISTICS BASED DEN-
SITY ESTIMATOR FOR THE TWO AND THREE-DIMENSIONAL CASE STUDIES.
Case study
2D 3D
Candidate cells 300 100
Sampling threshold DmaxKL 0.08 0.05
Sampling bw 1/3· Scott’s rule 3/4· Scott’s rule
Cell uncertainty∗ W 0 I ·3.86 ·10−12 I ·5.2 ·10−6
GMD components NGMD for ny 3 3
EM max. iterations 500 400
* The identity matrix I is of dimension R2×2 for the 2D-case and R3×3
for the 3D-case.
Tuning-parameters do not differ between the noise-free and noisy
three-dimensional case study.
particles contain no negative entries for the NDF, we transform
the filtering distributions logarithmically, sample the particles,
and transform them back again.
For the approximation of sample distributions with a GMD
in the characteristics based algorithm, we employed the MAT-
LAB function gmdistribution.fit which uses the expectation
maximization (EM) algorithm. Tables I and II list the tuning
parameters of a grid based bootstrap regularized resampling
particle filter and our characteristics based density estimator
for both benchmarks. Ad hoc and process knowledge were
used to select appropriate tuning-parameters.
B. Results
Two-dimensional benchmark: We define the L1 norm be-
tween estimated and reference marginal NDF as
L1,ζ (t) =
∫ ∞
0
|nζ (t,ζ )− nˆζ (t,ζ )|dζ . (21)
For the cell size and growth rate marginal distribution this
is shown in Fig 3. For both estimators the estimation error
decreases, albeit stronger for the measurable cell size than for
the non-measurable growth rate. Note that the initial Gaussian
distribution of the cells deforms (not shown) as cells reach the
threshold size z∗ at different time points due to their inherent
heterogeneity.
The computational complexity O(NPN
dx
node) increases expo-
nentially with the model dimension dx for the grid based de-
sign. As such, only a few discretization points were employed,
see Table I. This resulted in numerical diffusion and explains
the particle filter’s poorer performance. In addition only 120
particles could be employed.
For the characteristics based design the computational com-
plexity is O(dxNcand(1+2dx)) plus the effort of the EM algo-
rithm, which depends on the maximum number of iterations
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Fig. 3: Comparison of the L1 norm estimation error for the cell size and
growth rate marginal distribution, between the grid based particle filter and
characteristics based density estimator.
and number of components, see Table II. The grid based
particle filter algorithm ran for 27.3 hours on a 6th generation
i5 3.2GHz and 8GB of RAM, while the characteristics based
density estimator was finished in less than 10 minutes.
Three-dimensional benchmark: For the three-dimensional
case study we only implemented the characteristics based
approach, as the two-dimensional model was already too
computationally demanding for the grid based approach.
The artificial measurements and the estimated marginal dis-
tributions of the mRNA concentration z1, the protein concen-
tration z2, as well as the transcription rate k1 are shown in Fig
4a, 4b, and 4c, respectively. All distributions are normalized by
the total number of cells. Our characteristics based approach
is able to track the measured, as well as the unmeasured
marginal distribution with sufficient accuracy. Remarkably, the
artificial measurement distribution differs from the reference
distribution, although measurements on the single cell level
are considered to be noise-free. The nature of the measurement
setup reveals why: it only allows to obtain a sample of the cell
population, which might not accurately represent the whole
population.
In addition to the noise-free measurements, we also con-
ducted simulations with measurement noise to examine its
influence on estimation performance. Each scenario was sim-
ulated 10 times, over which the L1 estimation error was
averaged. This is shown in Fig 5 for each marginal distribution.
Unsurprisingly, measurement noise negatively affected the
estimation performance for all three marginal distributions,
though not severely.
V. SUMMARY
We proposed a novel online state estimation approach
for the dynamic reconstruction of cell density distributions
from cell population snapshot data. In contrast to grid based
approaches our characteristics based density estimator uses
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Fig. 5: Estimation error plots for all three states, averaged over ten simulation runs. Red lines show the averaged L1 norm of the estimation error for the
noise-free measurements, while blue lines represent the noisy case. Shaded areas indicate one standard deviation from the averaged value.
sample approximations of the NDF. The computational com-
plexity is reduced from scaling exponentially with the model
dimension to an approximately quadratic increase with the
model dimension. This is a significant improvement, as high-
dimensional models often arise from complex cellular dynam-
ics. We showed for two and three-dimensional benchmarks
that our approach is not only less computationally demanding,
but also more accurate than the discretization based designs.
In future works we plan to extend the proposed technique
to problems with cell division and cell death, multimodal
distributions, and stochastic single cell dynamics.
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