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Abstract
We continue our investigations of the improved Nernst–Planck–Poisson model intro-
duced in [DGM13]. In the paper [DDGG16] the analysis relies on the hypothesis that the
mobility matrix has maximal rank under the constraint of mass conservation (rank N − 1
for a mixture of N species). In this paper we allow for the case that the positive eigen-
values of the mobility matrix tend to zero along with the partial mass densities of certain
species. In this approach the mobility matrix has a variable rank between zero andN − 1
according to the number of locally available species. We set up a concept of weak solu-
tion able to deal with this scenario, showing in particular how to extend the fundamental
notion of differences of chemical potentials that supports the modelling and the analysis in
[DDGG16]. We prove the global-in-time existence in this solution class.
1 Introduction
We consider a bounded domain Ω ⊂ R3 representing an electrolytic solution. The boundary
of Ω possesses a disjoint decomposition ∂Ω = Γ ∪ Σ: The surface Γ represents an active
surface, an interface between the electrolyte and an external material. In the context of bat-
teries this external material is often a metallic electrode. The surface Σ is an inert outer wall.
The electrolyte is a compressible mixture of N ∈ N species A1, . . . ,AN with mass densities
ρ1, . . . , ρN . Each species Ai is a carrier of atomic mass mi ∈ R+, charge zi ∈ Z and specific
volume Vi ∈ R+. We assume that the system is isothermal. In ]0, T [×Ω the mixture obeys the
following system of partial differential equations
∂ρi
∂t
+ div(ρi v + J
i) = ri for i = 1, . . . , N (1)
∂% v
∂t
+ div(% v ⊗ v − Svisc) +∇p = −nF ∇φ (2)
−0 (1 + χ)4φ = nF . (3)
Here, v denotes the barycentric velocity of the mixture, while for i = 1, . . . , N the quantities J i
and ri denote the dissipative diffusion flux, and the mass production due to chemical reactions
for the ith constituent. In the momentum balance (2), we have introduced the total bulk mass
density % :=
∑N
i=1 ρi, the viscous stress tensor Svisc, the pressure p, and the Lorentz force
−nF ∇φ for a quasi-static approximation of the electro-dynamical phenomena. The function
nF is the density of free charges. Moreover, 0 is the Gauss constant, while χ denote the
dielectric susceptibility of the medium assumed constant as well.
In order to formulate constitutive equations for the quantities J , r and p, the free energy of the
system must be specified. We assume that its density %ψ is given in the form %ψ = h(θ, ρ),
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where the function h is defined via
h(θ, ρ) =
N∑
i=1
ρi h
ref
i + h
mech(ρ) + hmix(θ, ρ)
hmech = K F (
N∑
i=1
ni Vi)
hmix = kB θ
N∑
i=1
ni
N∑
i=1
yi ln yi
(4)
Here hrefi (i = 1, . . . , N ) are constants related to certain reference states of the pure con-
stituents. The number densities n1, . . . , nN of the constituents are defined via ni := ρi/mi
(i = 1, . . . , N ). The mechanical free energy is an increasing function of the dimensionless
quantity
∑N
i=1 ni Vi =: n · V (a ’volume density’ for the mixture). The constant K > 0 is
the compression modulus of the mixture. In the definiton of the mixing-entropy, kB denotes the
Boltzmann constant and θ is the absolute temperature assumed constant. The quantity
∑N
i=1 ni
is the total number density and yi := ni/(
∑N
i=1 ni) (i = 1, . . . , N ) are the number fractions
summing up to one.
The chemical potentials of the mixture are defined via µi = ∂ρih(θ, ρ1, . . . , ρN) for i =
1, . . . , N . Thus, under the particular constitutive assumption (4)
µi = ci +K
Vi
mi
F ′(n · V ) + kB θ
mi
ln yi for i = 1, . . . , N , (5)
where c1, . . . , cN are certain constants. The following constitutive equations and definitions are
assumed:
J i = −
N∑
j=1
Mi,j D
j for i = 1, . . . , N , (6a)
Dj := ∇
(µj
θ
)
+
1
θ
zj
mj
∇φ for j = 1, . . . , N (6b)
ri = −
s∑
k=1
∂DRkΨ(D
R
1 , . . . , D
R
s ) γ
k
i , D
R
k := γ
k · µ (6c)
Svisc(∇v) = η D(v) + λ div v Id (6d)
p = −h(θ, ρ) +
N∑
i=1
µi ρi (6e)
nF =
N∑
i=1
zi
mi
ρi (6f)
In (6a), M is a symmetric, positive semi definite N × N matrix called the mobility matrix,
while D ∈ RN×3 is the diffusion driving force. In (6c), s ∈ N ∪ {0} is the number of
chemical reactions. The vector γk ∈ RN (k = 1, . . . , s) does not as usual denote the sto-
ichiometric vector γstoi,k ∈ ZN associated with the reactions. For reasons of notation we set
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γk := γstoi,ki mi for i = 1, . . . , N and k = 1, . . . , s. The reaction potential Ψ is defined on
Rs and assumed convex. The entries of the vector DR ∈ Rs are called reaction driving forces.
The assumption (6d) is the usual expression for the Newtonian viscous stress tensor: Here
D(v) = (∂ivj + ∂jvi)i,j=1,...,3 while η > 0 and λ +
2
3
η ≥ 0 are the coefficients of shear
and bulk viscosity. The constitutive assumption (6e) for the pressure is called the Gibbs-Duhem
equation, while (6f) is actually the definition of the free charge density.
The equations (1), (2), (3) with the constitutive equations (6) based on the choice (4) of the
free energy density are the constituent parts of a generalised model of Poisson–Nernst–Planck
type first proposed in [DGM13] and extensively developed in [DGL14], [DGM15] and [Guh14].
This model provides a general description of electrolytes in the presence of electrochemical
interfaces for non equilibrium situations. In this paper, the focus is on mathematical analysis and
we will consider for the system (1), (2), (3) simplified boundary conditions. At first we assume
no velocity slip, and Dirichlet conditions for the electrical potential on the active boundary
v = 0 on ]0, T [×∂Ω (7)
φ = φ0 on ]0, T [×Γ, ∇φ · ν = 0 on ]0, T [×Σ
At second, for the diffusion-reaction equation we assume that
J i · ν = 0 on ]0, T [×∂Ω for i = 1, . . . , N
In connection to (7), this condition means that no adsorption of species is taking place on
]0, T [×∂Ω. Let us add that due to the preliminary work in the section 5.3 of [DDGG16], we
know that surface chemical reactions and surface adsorption can to a certain extend be mod-
elled by the condition J i · ν = −rˆΓi + J0i . Here rˆΓ has the structure of a reaction term and J0
can be understood as an external source. Our methods fully allow to consider also this more
general condition, but as it leads to additional technical work, we will not do it here.
The mobility matrix In [DDGG16], the existence of weak solutions was proved for the case
that the mobility matrix M is of the form M = M(ρ1, . . . , ρN) with a matrix-valued mapping
M satisfying the following conditions:
(a) Continuity: M is a continuous map from RN+ into the set of RN×N symmetric, positive semi
definite matrices (Notation: RN×Nsym,+);
(b) ’Mass conservation’: M(ρ) 1N = 0 for all ρ ∈ RN+ (1N := (1, 1, . . . , 1) ∈ RN );
(c) Linear growth: There is a constant λ¯ > 0 such that |M(ρ)| ≤ λ¯ (1 + |ρ|) for all ρ ∈ RN ;
(d) rank M = N − 1: Denoting λ1(ρ) ≥ λ2(ρ) ≥ . . . ≥ λN(ρ) = 0 the ordered eigenvalues
of M(ρ), there is λ > 0 such that the second smallest eigenvalue satisfies λN−1(ρ) ≥ λ
for all ρ ∈ RN+ .
The main result of [DDGG16] shows that, except for the possible occurrence of a complete
vacuum (which would be non-physical under the assumptions of the model), the weak solution
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satisfies ρi > 0 almost everywhere in ]0, T [×Ω for i = 1, . . . , N . This means that all N
components of the mixture are (almost) everywhere available. In particular, the choices of the
mobility matrix allowed in [DDGG16] are suited to describe mixtures that do not exhibit species
vanishing.
On the other hand, local species vanishing is certainly a phenomenon of interest. If the mass
density ρi of a species tends to zero, then also the corresponding diffusion flux J i must tend
to zero. This is a necessary consequence of the physical definition J i = ρi (vi − v) of the
diffusion flux. Here vi is the (partial) velocity of constituent i and v is the barycentric velocity. In
the regime of finite velocities, we must expect the asymptotical behaviour
|J i|
ρi
≤ C . (8)
In this paper we investigate choices of the matrix M , and we set up a concept of weak solution,
that allow for the local emergence of sub-mixtures of size strictly smaller thanN . More precisely,
we assume that the model specifies species that may vanish locally, for which the corresponding
fluxes have the property (8). In order to fix ideas, we shall call these species the critical species.
Thus, from the viewpoint of notation, there is an index set IM ⊆ {1, . . . , N} specified by the
model, such that for all i ∈ IM , the diffusion flux J i of the species Ai vanishes if its mass
density ρi tends to zero. For the map M it is therefore natural to assume, instead of (d), that
rankM(ρ) = |{1, . . . , N} \ IM |+ |{i ∈ IM : ρi > 0}| − 1 (9)
Here | · | applied to a discrete set denotes the cardinality. The assumption (9) means that the
rank of the mobility matrix is N − 1 minus the number of vanishing species with index in the set
IM . In this paper, we will focus on the assumption that M degenerates at linear rate, meaning
that there is a constant C1 > 0 such that
|M i,j(ρ)| ≤ C1 ρi for all i, j ∈ IM , ρ ∈ RN0,+ . (10)
This is motivated by (8). At second, we require that M does not degenerate faster than lin-
early. Denoting λ1(ρ) ≥ . . . ≥ λN−1(ρ) ≥ λN(ρ) the ordered eigenvalues of M(ρ), we
choose a permutation {i1(ρ), . . . , iN(ρ)} of the index set {1, . . . , N} such that the p first
indices {i1, . . . , ip} correspond to the non-critical species, that is, {i1, . . . , ip} = IcM :={1, . . . , N} \ IM and such that the indices ip+1, . . . , iN correspond to the ordering ρip+1 ≥
. . . ,≥ ρiN of the mass densities. The mapping M degenerates at linear rate if there is some
c > 0 such that
λk−1(ρ) ≥ c ρik for k = p+ 1, . . . , N . (11)
It might appear non trivial to verify the condition (11) for concrete choices of M . In the case of
a mapping M of class C1, we can show that the handy criterion
∂ρkMk,k(ρ) ≥ c0 > 0 on the hypersurface {ρ ∈ R0,+ : ρk = 0} for all k ∈ IM (12)
suffices for (11). Typical examples of a map M satisfying (a), (b), (c) and (10), (12) are
M i,j(ρ) = d ρi
(
δi,j − ρj∑N
k=1 ρk
)
for i, j = 1, . . . , N .
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Here, d > 0 is some diffusion constant. In this case IM = {1, . . . , N}, and making use of
(6e), (6f) and % :=
∑N
i=1 ρi, the diffusion fluxes are
J i = d ρi
(
∇µi − 1% ∇p+ ( zimi − n
F
%
)∇φ
)
for i = 1, . . . , N .
Every diffusion flux is proportional to the corresponding mass density. A more subtle example
is the ansatz of the paper [DGM13], where
M(ρ) = PT diag(d1 ρ1, . . . , dN−1 ρN−1, 1)P , P :=

1 0 . . . 0 −1
0 1 . . . 0 −1
...
...
...
...
...
0 0 . . . 1 −1
0 0 . . . 0 0
 ∈ RN×N .
In this case, the assumption (10) holds true for IM = {1, . . . , N − 1}, and the diffusion fluxes
are
J i =
{
di ρi
(
∇(µi − µN) + ( zimi −
zN
mN
)∇φ
)
if i < N
−∑N−1k=1 Jk for i = N .
Thus the species AN (the solvent in electrochemical applications) enjoys a singular status.
The assumption M = M(ρ) in connection to (10) leads to difficulties in mathematical analysis
in connection to two possible extreme behaviours of the total mass density %: emergence of a
vacuum (% = 0) or blow-up (% = +∞). We are not able to overcome them directly. Though
the principal modelling principles based on (4) and (6) in fact completely fail if the total mass
density is lower/larger than some critical positive values, the analysis has to require an extension
of the constitutive relations (6a) also in extreme cases. Instead ofM = M(ρ), we will therefore
investigate a model where the mobility matrix depends on a regularised mass density
M = f0(%)M(ρ˜
δ0) . (13)
Here, f0 ∈ C0,1(R+) is a globally Lipschitz continuous function bounded away from zero by
some positive constant f
0
. The parameter δ0 > 0 is an arbitrarily small, but fixed number, and
the modified mass density vector ρ˜δ0 ∈ RN+ associated with ρ ∈ RN+ is chosen to satisfy
ρ˜δ0 = ρ for δ0 ≤
N∑
i=1
ρi ≤ δ−10 (14)
c0(%) ρ˜
δ0
i ≤ ρi ≤ c1(%) ρ˜δ0i for i = 1, . . . , N . (15)
The functions c0, c1 in (15) are positive, continuous functions defined on ]0,+∞[. The model
(13) possesses the following properties:
 It is, due to (14), identical with the original model M = M(ρ) in the range of admissible
total mass densities δ0 ≤ % ≤ δ−10 (for appropriate choices of f0);
 It provides, in view of (15), the correct asymptotic of species vanishing for all 0 < % <
+∞;
 Allows to overcome the analytical difficulties associated with the possible emergence of
a vacuum, or the blow-up of the mass density.
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Assumptions on the remaining data For the analysis we assume F ∈ C(R0,+)∩C2(R+)
is convex. Moreover, we assume that there are 3
2
< α < +∞ and constants 0 < c0, c1 such
that
F (s) ≥ c0 sα − c1 for all s > 0 . (16)
In the neighbourhood of zero, we assume that F (s) behaves like s ln s, more precisely we
assume that there is s0 > 0 and constants k0, k1 > 0 such that
k0
s
≤ F ′′(s) ≤ k1
s
for all s ∈ [0, s0] . (17)
It was show in the paper [DDGG16] that these assumptions are favourable. For the reaction
potential Ψ, we assume that it is of classC2(Rs), non-negative, that∇Ψ(0) = 0 and moreover
that
Ψ(DR)
|DR| → ∞ for |D
R| → ∞ . (18)
The domain Ω ⊂ R3 possesses a boundary of class C0,1. In connection to the optimal regularity
of the solution to the Poisson equation with mixed-boundary conditions, we need to introduce a
further exponent r(Ω, Γ) as the largest number in the range [2,+∞[ such that
−4u = f in [W 1,β′Γ (Ω)]∗ implies u ∈ W 1,βΓ (Ω)
for all f ∈ [W 1,β′Γ (Ω)]∗ and all β ∈]r′, r[ . (19)
We require that (see [DDGG16] for details)
α′ :=
α
α− 1 < r ,
whit α from (16). This of course might be a restriction only if α < 2. For the boundary data, we
assume that
ρ0 ∈ L∞(Ω; (R+)N)
v0 ∈ L∞(Ω; R3)
φ0 ∈ L∞(0, T ; W 1,r(Ω)) ∩ L∞(]0, T [×Ω)
∂tφ0 ∈ W 1,02 (]0, T [×Ω) ∩ Lα
′
(]0, T [×Ω) .
(20)
2 Sub-mixtures
In this section we show that the assumption (4) on the free energy function h and the assumption
(10) for the mapping M allow at the formal level for a model consistent local reduction of the
number of constituents of the mixture. We define for (t, x) ∈ Q the local dimension number
N1(ρ(t, x)) := |{i ∈ {1, . . . , N} : ρi(t, x) > 0}| .
If N1 < N , a sub-mixture occurs locally in Q. We then expect that the equations (1) and the
constitutive equations (6) possess natural extensions so that the sub-mixture is described by
the same modelling principles. In the remainder of the paper I ⊂ {1, . . . , N} always denote
an ordered index set, and Ic := {1, . . . , N} \ I .
6
Proposition 2.1. Assume (10) for a given index set IM . Then, the model for a mixture of N
species based on the equations (1) and the constitutive relations (6) allows (formally) for the
consistent occurrence of every sub-mixture associated with an index set I = {i1, . . . , iN1} ⊇
Ic
M
. Then, by definition ρi > 0 for i ∈ I and ρi = 0 for i ∈ Ic. We define ρI := (ρi1 , . . . , ρiN1 )
and further
hI(θ, ρI) :=
∑
i∈I
hrefi ρi +K F (
∑
i∈I
Vi ni) + kB θ
∑
i∈I
ni
∑
i∈I
yi ln yi , (21)
and µI := ∇ρIhI(θ, ρI). Then there are:
(1) A continuous mapping M
I
from RN1+ into RN1×N1sym,+ such that M
I
1N1 = 0 on RN1+ ;
(2) A number sI ∈ N ∪ {0}, sI ≤ s;
(3) Vectors γI,1, . . . , γI,s
I ∈ RN satisfying γI,ki = 0 for i ∈ Ic and the conditions∑
i∈I
γI,ki = 0,
∑
i∈I
γI,ki
zi
mi
= 0 for k = 1, . . . , sI ;
(4) A convex, non negative potential ΨI defined on RsI such that∇ΨI(0) = 0
such that the constitutive relations (6) allow for the following natural extensions:
J i = −
∑
j∈I
M
I
i,j(ρ
I)Dj for i ∈ I , Dj := ∇
(
µIj
θ
)
+
1
θ
zj
mj
∇φ for j ∈ I
ri = −
sI∑
k=1
∂kΨ
I(DI,R1 , . . . , D
I,R
sI
) γI,ki for i ∈ I DI,Rk = γI,k · µ for k = 1, . . . , sI
p = −hI(θ, ρI) +
∑
i∈I
µi ρi, n
F =
∑
i∈I
zi
mi
ρi
The remainder of the section is devoted to the formal proof of this result. At first it is obvious that
if ρi tends to zero for i ∈ Ic, then h(θ, ρ) converges to hI(θ, ρI), and µik tends to∇ρIikh
I(ρI)
for k = 1, . . . , N1. Since we can verify that ρi µi tends to zero for i ∈ Ic, the pressure p tends
to pI := −hI +∑i∈I ρi µi.
Second, the theory of mixtures in [DGM13] requires the existence of a mobility matrix M I ∈
RN1×N1sym,+ subject to the constraint M I 1N1 = 0 such that the diffusion fluxes obey
J i =
{
−∑j∈IM Ii,j (∇µj + zjmj ∇φ) for i ∈ I
0 for i ∈ Ic
Under (10), we simply callM
I
(ρ) ∈ RN1×N1sym,+ the sub-block associated with cancelling inM(ρ)
the raws and columns of indices in Ic. Then, we can verify that
rankM
I
= N1 − 1, M I 1N1 = 0 .
7
For the chemical reactions, the situation is more complex. We start with some elementary alge-
braic considerations. If I = {i1, . . . , iN1} ⊂ {1, . . . , N} is an ordered index set of cardinality
N1, we introduce for X ∈ RN the vector PI(X) ∈ RN such that (PI(X))j = Xj for j ∈ I
and (PI(X))j = 0 for j ∈ Ic.
Let γ1, . . . , γs be the vectors associated with the reactions. We introduce
V = VI := span{PIc(γ1), . . . , PIc(γs)}
d = dI := dimV ≤ min{|Ic|, s} .
For notational simplicity, we will assume that the d first vectors PIc(γ1), . . . , PIc(γd) are lin-
early independent. If the number of reactions s is strictly larger than d, then we can moreover
introduce coefficients {Aj`}j=1...,s−d, `=1,...,d such that
PIc(γ
d+j) =
d∑
`=1
Aj`PIc(γ
`) . (22)
For k = 1, . . . , s− d we now define a reduced vector
γI,k := γd+k −
d∑
`=1
Ak` γ
` .
We verify easily that PIc(γI,k) = 0. Since moreover γI,k belongs to the span of γ1, . . . , γs,
the properties of these vectors imply that
γI,k · 1N = 0, γI,k · z
m
= 0 for k = 1, . . . , s− d .
so that the vectors γI,1, . . . , γI,s−d vectors can be identified again as describing admissible re-
actions for the mixture associated with the indices in I . In order to finish the proof of Proposition
2.1 concerning the reactions, we now need to quote an auxiliary Lemma. The proof is entirely
algebraic and we give it in the Appendix.
Lemma 2.2. Let I = {i1, . . . , iN1} ⊂ {1, . . . , N} be an ordered index set of cardinality
1 ≤ N1 ≤ N . Denote dI = dim VI , and sI := s− dI .
Then, there are:
 A function ΨˆI ∈ C1(RsI × RdI ), (Y, w) 7→ ΨˆI(Y, w) such that for all w ∈ RdI the
mapping Y 7→ ΨˆI(Y, w) is of class C2(RsI ), strictly convex, and achieves its minimum
at zero;
 A mapping r0 : RdI → span{γI,k}k=1,...,sI of class C1(RdI ) with r0(0) = 0;
such that the algebraic equations−∑sk=1 ∂kΨ(γ1 ·µ, . . . , γs ·µ) γk = r are valid for µ ∈ RN
and r ∈ span{γ1, . . . , γs} if and only if
r = −
sI∑
k=1
∂YkΨˆ
I(γI,1 · µ, . . . , γI,sI · µ; r˜) γI,k +
dI∑
j=1
r˜j γ
j + r0(r˜) ,
where r˜1, . . . , r˜dI are the coordinates of PIc(r) in VI (in the basis {PIc(γk)}k=1,...,dI ).
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Assuming for now the validity of Lemma 2.2, we consider the sub-mixture such that ρi = 0 for
i ∈ Ic in a point of Q. Then, the function ρi has a global minimum in this point such that also
the derivatives satisfy ∂tρi = 0 = ∂xρi. Then, the Pdes (1) formally yield
ri = ∂tρi + ρi divW
i +W i · ∇ρi = 0 for i ∈ Ic (23)
W i := v + J i/ρi for i = 1, . . . , N .
Thus the coordinates r˜1, . . . , r˜dI of r in VI are trivial. For Y ∈ RsI , we define ΨI(Y ) :=
ΨˆI(Y, 0), and the Lemma 2.2 yields (at the formal level) r = −∑sIk=1 ∂kΨI(γI,1·µ, . . . , γI,sI ·
µ) γI,k. This finishes the proof of the Proposition 2.1.
3 The concept of solution
As in the paper [DDGG16], the analytical apparatus requires a relaxation of the concept of
solution in order to deal with 1) the fact that the mobility matrix has not full rank and 2) the
possible occurrence of vacuum. In this paper we must in addition relax the formal model set
up in the section 2 concerning sub-mixtures, because the non-linearity of the reaction rates
introduces effects that are not captured by the formal reduction of section 2.
We at first introduce a notation. Let I = {i1, . . . , i|I|} ⊆ {1, . . . , N} be an ordered index set
of cardinality |I|. Then we define
QI := {(t, x) ∈ Q : ρi(t, x) > 0 ∀ i ∈ I, ρi(t, x) = 0∀ i ∈ Ic} (24)
For two different index sets I1, I2 we have λ4(QI1 ∩ QI2) = 0. Due to the problem of occur-
rence of a possible vacuum described in [DDGG16], we can expect to meaningfully introduce
the variable q only on the set
Q+(%) := {(t, x) ∈ Q : %(t, x) > 0} .
We next introduce the main concepts needed to describe the solution class: relative chemical
potentials, representation of diffusion and reaction phenomena.
3.1 Relative chemical potentials
For a mixture of N constituents, we used in the paper [DDGG16] the variables Πµ ∈ RN−1
and called the components of this vector ’relative chemical potentials’. Here Π : RN → RN−1
is a linear reduction operator defined by means of an arbitrary, but fixed basis {η1, . . . , ηN−1}
of the plane
(1N)⊥ := {X ∈ RN : 1N ·X =
N∑
i=1
Xi = 0}
via Πµ := (µ · η1, . . . , µ · ηN−1). In the case that the mixture is allowed to reduce locally its
index N , this procedure has no natural extension. Nevertheless there is a way to meaningfully
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introduce relative chemical potentials: We define for µ ∈ RN
q = µ− max
j=1,...,N
µj 1
N . (25)
We immediately see that qi ≤ 0 for i = 1, . . . , N . Moreover there is i such that qi = 0. Thus
the natural domain of the variable q is the N − 1 dimensional hypersurface ∂RN− .
If only N1 < N species, corresponding to an index set I of indices, are available on a subset
QI , then µk = −∞ for all k ∈ Ic. Thus, qi = µi − maxj=1,...,N µj = µi − maxj∈I µj for
i ∈ I . In this way, the finite relative chemical potentials are nothing else but the relative chemical
potentials of the smaller mixture, and we see that this concept is robust under the reduction of
the number of species. Now, a solution to the system of diffusion–reaction equations (1) by
given barycentric velocity and electric fields consists of
 A scalar function % : Q→ R0,+ (total mass density);
 A vector field q : Q→ ∂RN− (relative chemical potentials).
The state-variables ρ1, . . . , ρN are recovered from the total mass density and the (relative)
chemical potentials using a similar strategy as in the paper [DDGG16].
Proposition 3.1. Assume the free energy function h satisfies the ansatz (4), and that the func-
tion F belongs to C2(R+)∩C(R0,+), is convex and possesses a surjective first derivative F ′.
Then there are mappings:
 R ∈ C(R0,+ × ∂RN− ; RN) ∩ C1pw(R+ × ∂RN− ; RN);
 M ∈ C(R+ × ∂RN− ) ∩ C1pw(R+ × ∂RN− )
such that the non-linear algebraic equations µ = ∇ρh(ρ) are valid for µ ∈ RN and ρ ∈ RN+ if
and only if there are % ∈ R+ and q ∈ ∂RN− such that
ρ = R(%, q), ρ · 1N = % and µ− max
i=1,...,N
µi 1
N = q, max
i=1,...,N
µi =M (%, q) .
We prove Proposition 3.1 in the section 4 devoted to preliminary results below. As a fundamental
peculiarity of the present problem, the chemical potentials might assume infinite values. Indeed
it is obvious to verify that qi = −∞ for all i such that ρi = 0. We will therefore need the
following complement to Proposition 3.1:
Lemma 3.2. The mappingsR, M possess natural extensions
 R ∈ C(R+ × ∂RN− ; RN) ∩ C1pw(R+ × ∂RN− ; RN);
 M ∈ C(R+ × ∂RN− ) ∩ C1pw(R+ × ∂RN− ).
This means that for every ordered index set I = {i1, . . . , iN1} ⊂ {1, . . . , N} of cardinality
1 ≤ N1 < N , there are
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 RI ∈ C(R+,0 × ∂RN1− ; RN1) ∩ C1pw(R+ × ∂RN1− ; RN1);
 M I ∈ C(R+ × ∂RN1− ) ∩ C1pw(R+ × ∂RN1− )
such that if {qn}n∈N ⊂ ∂RN− is a sequence satisfying
∃ qi = lim
n→∞
qni for i ∈ I, lim sup
n→∞
qni = −∞ for i ∈ Ic ,
then R(%, qn) → RI(%, qI) and M (%, qn) → M I(%, qI), with qI := (qi1 , . . . , qiN1 ).
Moreover for the function hI from (21) the non-linear algebraic equations µI = ∇ρIhI(ρI) are
valid for µI ∈ RN1 and ρI ∈ RN1+ if and only if there are % ∈ R+ and qI ∈ ∂RN1− such that
ρI = RI(%, q), ρI · 1N1 = %
µI − max
i=1,...,N1
µIi 1
N1 = qI , max
i=1,...,N1
µIi =M
I(%, qI) .
This statement is proved in the algebraic section 4 as well.
3.2 Diffusion fluxes and diffusion entropy production
Due to the fact that the chemical potentials are allowed to assume infinite values, we must in
comparison to [DDGG16] change our approach on diffusion phenomena. Basically the vector J
of diffusion fluxes is incorporated to the solution vector.
In order to obtain a global representation of the fluxes J that is making the connection to the
chemical potentials, we exploit a new (weighted) estimate that shows that the so-called nor-
malised mass densities ρnorm := R(1, q) are bounded in the class W 1,02 (Q; RN). Here R
denotes the mapping mentioned in the Proposition 3.1 and the Lemma 3.2. Making use of the
identity q = ∇h(ρnorm)−maxi=1,...,N ∇ih(ρnorm) 1N , we obtain the equivalent representation
N∑
j=1
Mi,j∇qj =
N∑
k=1

N∑
j=1
Mi,j D
2
j,kh(ρ
norm)︸ ︷︷ ︸
=Di,k
 ∇Rk(1, q) . (26)
We call the newly introduced matrix D := M D2h(ρnorm) a diffusion matrix.
The natural energy identity for the problem (1), (2), (3) has been derived in [DDGG16], Definition
4.2. In comparison to this paper, we also use another representation of the entropy production
due to diffusion. In the case that the rank of the mobility matrix M is N − 1 we have
ξD :=
N∑
i=1
J i ·Di = M D ·D = M−1 J · J
M−1 J · J :=
N−1∑
i=1
1
λi(M)
(ei(M) · J)2 . (27)
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Here, λ1(M), . . . , λN−1(M) denote the positive eigenvalues of M . The corresponding eigen-
vectors are denoted e1(M), . . . , eN−1(M). Assume now that the mixture can locally reduce
its index. If the eigenvalues of M are ordered in such a way that λ1(M) ≥ . . . ≥ λN−1(M),
then we obtain a natural representation of the entropy production due to diffusion via
ξD =
N2(t,x)−1∑
i=1
1
λi(M)
(ei(M) · J)2 =: M−1 J · J .
Here N2 is the number defined via N2(t, x) := |IcM |+ |{i ∈ IM : ρi > 0}|.
3.3 Representation of the reactions
The representation of the reaction term for weak solutions is affected by the fact that in approx-
imating schemes, we do not obtain the strong, or pointwise convergence of the components
of relative chemical potentials that tend to −∞. Thus, the reaction driving forces γk · q might
oscillate. On the other hand, the relationship between production rate and driving forces is given
by −R = ∇Ψ(DR) and is in general non-linear. Thus we see that, in general, weak limits of
production rates and driving forces do not satisfy the latter identity. In fact, a weak limit of the
vector DR cannot even be called a driving force for the reactions, since its vanishing does not
imply R = 0 any more.
We introduce the vector fieldR of the reaction rates, assuming values inRs, as a new variable in
the solution vector. In this way, the reaction term associated with the weak solution has globally
a representation ri =
∑s
k=1 Rk γ
k
i for i = 1, . . . , N .
The weak limit of the reaction driving force still contributes to entropy. On a set QI of the struc-
ture (24), we can split the driving force DRk as
DRk = γ
k · q = γk · PI(q) + γk · PIc(q) .
Since PI(q) is finite on QI and since DR satisfies a bound in the Orlicz class LΨ due to the
energy identity, the component γk ·PIc(q) remains finite even if qi → −∞ for i ∈ Ic. Introduce
a linear space VI := span{PIc(γ1), . . . , PIc(γs)}. Due to the latter consideration, we obtain
that the projection of PIc(q) in VI is bounded in L1(QI). Thus, a weak limit of γk · q can be
described as
γk · (PI(q) +XI) for a certain XI ∈ VI .
Recall that for the reaction entropy production ξR we have the representation
ξR = −R ·DR = Ψ(DR) + Ψ∗(−R) .
For the weak solution, we obtain due to the previous considerations
ξR ≥ Ψ∗(−R) +
∑
I⊂{1,...,N}
χQI Ψ(γ
1 · (PI(q) +XI), . . . , γs · (PI(q) +XI)) .
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Thus, if we define
Ψ˜I(qI) := inf
X∈VI
Ψ(γ1 · (PI(q) +XI), . . . , γs · (PI(q) +XI)) , (28)
we see that ξR ≥ Ψ∗(−R) +
∑
I χQI Ψ˜
I(qI) =: Ψ∗(−R) + Ψ˜(q).
We will make use the latter inequality as a relaxation of the entropy concept concerning the
reactions. Only in the case that R depends linearly on DR we also recover the representation
of Proposition 2.1 of the reaction density. In this case
ri(t, x) =
{
−∑sIk=1∇kΨI(γI,1 · q, . . . , γI,sI · q) γI,ki for i ∈ I
0 for i ∈ Ic
3.4 Weak solution
An essential property of solutions is the energy identity. In the context of weak solutions, it is
relaxed to a dissipation inequality.
Definition 3.3. We say that (%, q, v, φ, J, R) satisfies the (global) energy (in)equality with
free energy function h and mobility matrix M if and only if the associated fields and variables
(6) satisfy for almost all t ∈]0, T [∫
Ω
{
1
2
% v2 +
1
2
0 (1 + χ) |∇φ|2 + h(ρ)
}
(t)
+
∫
Qt
{
S(∇v) : ∇v +M−1 J · J + (Ψ˜(q) + Ψ∗(−R))
}
(<)
=
∫
Ω
{
1
2
%0 |v0|2 + 1
2
0 (1 + χ) |∇φ0(0)|2 + h(ρ0)
}
−
∫
Ω
{
nF φ0 − 0 (1 + χ)∇φ · ∇φ0
}∣∣∣∣t
0
+
∫
Qt
{
nF φ0,t − 0 (1 + χ)∇φ · ∇φ0,t
}
.
Here Ψ˜ is defined via (28).
The estimates resulting from the energy identity and the assumptions on the data yield the
natural solution class for the problem. For the variables %, φ and v we introduce the conditions
% ∈ L∞,α(QT ; R0,+) (29)
v ∈ W 1,02,S(QT ; R3) (30)√
% v ∈ L∞,2(QT ; R3) (31)
φ ∈ L∞(QT ), ∇φ ∈ L∞,β(QT ; R3) , (32)
with the exponents α > 3/2 and r(Ω,Γ) > 2 of the conditions (16) and (19), and with
β := min
{
r(Ω, Γ),
3α
(3− α)+
}
.
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Due to weighted regularity, the natural class for the variable q is intricate. The relative chemical
potentials are a Lebesque measurable mapping q : Q+(%) → ∂RN− = {q ∈ [−∞, 0]N :
qi = 0 for at least one i} such that
R(1, q) ∈ L˜∞% (Q; RN) ∩ W˜ 1,0%,2 (Q; RN) . (33)
Here, we define f ∈ X˜% (X = L∞(Q) or X = W 1,02 (Q)) via the condition
∃ g ∈ X : g = f almost everywhere in Q+(%) (34)
‖f‖X˜% := infg∈X with (34) ‖g‖X .
For the variables J , we have the regularity
J ∈ L2, 2α1+α (Q; RN×3), 1N · J = 0 almost everywhere in Q , (35)
and the weighted regularity
M−1 J · J ∈ L1(Q) , (36)
with the definition (27). For the variable R we consider the conditions
−R ∈ LΨ∗(Q; Rs) . (37)
The natural class B also encodes an information concerning the conservation of global mass.
We additionally introduce the auxiliary variable
ρ¯ :=
∫
Ω
ρ =
∫
Ω
R(%, q) , (38)
and a function Φ∗ ∈ C(R+×R+) constructed from the function Ψ as in the paper [DDGG16].
We are now in the position to introduce the solution class.
Definition 3.4. Let (%, q, v, φ, J, R) such that % satisfies (29), v satisfies (30), (31), φ satis-
fies (32), and q satisfies (33). We define a number
[(%, q, v, φ, J, R)]B(T,Ω, α,M,Ψ) :=
‖%‖L∞,α(Q) + ‖v‖W 1,02 (Q) + ‖
√
% v‖L∞,2(QT ) + ‖φ‖L∞(Q) + ‖∇φ‖L∞,β(Q)
+ ‖J‖
L
2, 2α1+α (Q)
+ [−R]LΨ∗ (Q) + ‖p‖
L
min{1+ 1
α
,
5
3
− 1
α
}
(Q)
+ [ρ¯]CΦ∗ ([0,T ]) + ‖R(1, q)‖W˜ 1,0%,2 (Q) .
We say that (%, q, v, φ, J, R) belongs to the class B = B(T, Ω, α, M, Ψ) if and only if
[(%, q, v, φ J, R)]B(T,Ω, α,M,Ψ) is finite.
We now give the definition of a weak solution.
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Definition 3.5. We call weak solution to the Problem (P ) a vector (%, q, v, φ, J, R) ∈
B(T, Ω, α, M, Ψ) such that the energy inequality and the global mass identity of Definition
3.3 are valid and such that the quantities ρ := R(%, q)χQ+(%), and r, p and n
F obeying the
definitions (6), satisfy the relations
−
∫
Q
ρ · ψt −
∫
Q
(ρi v + J
i) · ∇ψi =
∫
Ω
ρ0 · ψ(0) +
∫
Q
r · ψ (39)
−
∫
Q
% v · ηt −
∫
Q
% v ⊗ v : ∇η −
∫
Q
p div η +
∫
Q
S(∇v) : ∇η (40)
=
∫
Ω
%0 v
0 · η(0)−
∫
Q
nF ∇φ · η
0 (1 + χ)
∫
Q
∇φ · ∇ζ =
∫
Q
nF ζ , φ = φ0 as traces on ]0, T [×Γ . (41)
for allψ ∈ C1c ([0, T [; C1(Ω; RN)), η ∈ C1c ([0, T [; C1c (Ω; R3)) and ζ ∈ L1(0, T ; W 1,2Γ (Ω)).
Moreover, the following identities are valid: If I ⊆ {1, . . . , N} is an ordered set of indices with
cardinality larger than one, then
J i =
{∑N
k=1Di,k∇Rk(1, q) +
∑N
j=1Mi,j
zj
mj
∇φ for i ∈ I
0 for i ∈ Ic a. e. in Q
I ,
with the matrix D defined in (26) and QI as in (24).
3.5 Main result
Theorem 3.6. Let Ω ∈ C0,1. Assume that the free energy function F satisfies (16) and (17)
and that the mobility matrix M is given by (13) with M satisfying (a), (b), (c) and the conditions
(10), (12) for a fixed index set IM ⊆ {1, . . . , N} arbitrary. Let Ψ ∈ C2(Rs) be convex, and
satisfy ∇Ψ(0) = 0 and (18). Assume that the initial data ρ0 and v0, and the boundary datum
φ0 satisfies (20). Assume moreover that one of the following conditions is valid:
(1) α ≥ 2;
(2) 9
5
≤ α < 2 and r(Ω, Γ) > α′;
(3) 3
2
< α < 9
5
, r(Ω, Γ) > α′ and the vectors m ∈ RN+ and V ∈ RN+ are parallel.
Then, the problem (P ) possesses a weak solution in class B(T, Ω, α, M, Ψ).
For the case that the index set IM is a strict subset of {1, . . . , N}, we have an additional
information for the species corresponding to the indices in Ic
M
= {1, . . . , N} \ IM .
Proposition 3.7. Assumptions of Theorem 3.6 with Ic
M
6= ∅. For all i ∈ Ic
M
and all compact
sets K ⊂⊂ {t ∈]0, T [ : ρ¯i(t) > 0}
‖qi‖L2(Q+(%)∩[K×Ω]) < +∞ .
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In words, this statement means that at every time for which the total mass ρ¯i =
∫
Ω
ρi dx of
constituent i ∈ Ic
M
does not vanish, the domain Ω is decomposed into a set in which this
constituent is almost everywhere available and a set occupied by a complete vacuum. Thus,
in the physical regime (no vacuum), the constituents with index in Ic
M
(for instance the solvent
AN in the original model of [DGM13]) do not locally vanish as long as they are not entirely
consumed.
The remainder of the paper is devoted to the proof of these results. In the next section we set
up the preliminaries that allow to deal with the new condition (10).
4 Preliminaries
4.1 Relative chemical potentials, normalised mass densities
At first we introduce the mappingsR andM associated with the equations µ = ∇ρh(ρ).
It turns out convenient to introduce the relative chemical potentials in the following way: For
i = 1, . . . , N , and µ ∈ RN , we define qi = µi − supj=1,...,N µj . Then the variable q takes
values in the ∂RN− . Throughout the paper we employ the notations R0,+ = R+ ∪ ∂R+ and
RN0,+ = RN+ ∪ ∂RN+ . Moreover we abbreviate 1 := 1N , and we denote 1⊥ := {X ∈ RN :
X · 1 = 0}.
Lemma 4.1. There are a function M ∈ C(R+ × ∂RN− ) and a vector field R ∈ C(R0,+ ×
∂RN− ; RN0,+) such that the equations (cp. (5))
µ = ∇h(ρ) (42)
are valid for µ ∈ RN and ρ ∈ RN+ if and only if there are % ∈ R+ and q ∈ ∂RN− such that
ρ = R(%, q), ρ · 1 = %, µ− sup
i=1,...,N
µi 1 = q, sup
i=1,...,N
µi =M (%, q) .
MoreoverR establishes a bijection between R+ × ∂RN− and RN+ .
Proof. Assume that µ = ∇h(ρ) for some µ ∈ RN and ρ ∈ RN+ . Let i0 ∈ {1, . . . , N} be arbi-
trary. We consider the basis {ξ1, . . . , ξN} of RN given by {e1, . . . , ei0−1, ei0+1, . . . , eN , 1}.
Then the associated basis vectors η1, . . . , ηN such that ηi · ξj = δi,j for i, j = 1, . . . , N are
ηk =

ek − ei0 for k = 1, . . . , i0 − 1
ek+1 − ei0 for k = i0, . . . , N − 1
ei0 for k = N
.
We apply the Corollaries 5.2, 5.3 of [DDGG16] and obtain that there are mappings R = Ri0
andM =M i0 ∈ C1(R+, RN−1) such that the validity of (42) is equivalent with the existence
of a pair (r, p) ∈ R+, RN−1 depending on i0 such that
ρ = Ri0(r, p), r = ρ · 1
p = (µ · η1, . . . , µ · ηN−1), µi0 =M i0(r, p) .
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For the proof we must recall from the proof of Corollary 5.2 of [DDGG16] that the number
M i0(r, p) is defined as the unique solution to the implicitly equation
r = 1 · ∇h∗
(
N−1∑
k=1
pk ξ
k +M i0(r, p)1
)
. (43)
Here, h∗ is the Legendre-transform of the free energy function h which is a convex function of
class C2 defined on the entire RN . Moreover, the vector fieldRi0 is defined viaRi0(r, p) :=
∇h∗(∑N−1k=1 pk ηk +M i0(r, p)1).
We now introduce the maps R andM . At first we define these mappings on R+ × (∂RN− )o.
The surface (∂RN− )o consists of the relative interiors of the planar faces of ∂RN− . If q ∈ (∂RN− )o,
there is a unique i0 ∈ {1, . . . , N} such that qi0 = 0. For s > 0 we then define
p = p(i0) := (q1, . . . , qi0−1, qi0+1, . . . , qN)
M (s, q) :=M i0(s, p), R(s, q) := Ri0(s, p) .
We easily see that these definitions at once yield continuous extensions of M , R to ∂RN− .
Indeed, if q ∈ ∂RN− is such that there are i0 6= i1, qi0 = 0 = qi1 , then
N−1∑
k=1
pk(i0) ξ
k(i0) =
∑
i 6=i0
qi e
i =
N∑
i=1
qi e
i =
∑
i 6=i1
qi e
i =
N−1∑
k=1
pk(i1) ξ
k(i1) .
Call Π :=
∑N−1
k=1 pk(i0) ξ
k(i0). Then, using the construction (43), we see that
1 · ∇h∗(Π +M i0(r, p(i0))1) = r = 1 · ∇h∗(Π +M i1(r, p(i1))1) ,
and it follows first that M i0(r, p(i0)) = M i1(r, p(i1)), and second, making use of the def-
inition of Ri0 that Ri0(r, p(i0)) = Ri1(r, p(i1)). This shows that M is of class C(R+ ×
∂RN− ). Moreover,R is of class C(R+ × ∂RN− ; RN). Making use of the additional information
Ri(s, q) ≤
∑N
i=1 ρi = s, we obtain even via trivial extension thatR ∈ C(R0,+×∂RN− ; RN).
At last, it remains to prove the bijective character of R. Let ρ ∈ RN+ arbitrary. Then, we can
choose i0 such that∇i0h(ρ) = maxi=1,...,N ∇ih(ρ), and since we know thatRi0 is a bijection
(see the Corollary 5.3 in [DDGG16]), there is p ∈ RN−1 such that ρ = Ri0(ρ · 1, p). We then
define
q = (p1, . . . , pi0−1, 0, pi0 , . . . , pN) ,
and by definition we obtain that ρ = R(ρ · 1, q). This proves the surjectivity. In order to prove
the injectivity, assume that R(s1, q1) = R(s2, q2) =: ρ. Then s1 =
∑N
i=1Ri(s1, q
1) =∑N
i=1Ri(s2, q
2) = s2. We call s1 = s = s2. Further
∇h∗(q1 +M (s, q1)1) = R(s, q1) = R(s, q2) = ∇h∗(q2 +M (s, q2)1) ,
and since∇h∗ is invertible, it follows that
q1 +M (s, q1)1 = q2 +M (s, q2)1 .
On the other hand, sinceM (s1, q1) = maxi=1,...,N ∇ih(ρ) =M (s2, q2) by construction, it
follows thatM (s, q1) =M (s, q2) and finally that q1 = q2.
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Lemma 4.2. DefineM andR as in the Lemma 4.1. Then there is a positive constant C such
that for all q ∈ ∂RN−
|M (s, q)| ≤ C (1 + max{sα−1, s−1}) . (44)
The functionM is of class C1pw(R+ × ∂RN− ) and its derivatives satisfy the inequalities
1
C1 s
≤ |∂sM (s, q)| ≤ K F
′′(s)
C0
, |∇τqM (s, q)| ≤
(
C1
C0
K sF ′′(s)
)1/2
The vector fieldR is of class C1pw(R+ × ∂RN− ; RN) and its derivatives satisfy the inequalities
|∂sR(s, q)| ≤
(
C1
C0
K sF ′′(s)
)1/2
, |∇τqR(s, q)| ≤ C1 s .
Here C0, C1 are positive constants, and ∇τq is the tangential gradient on ∂RN− . Moreover, for
i, j = 1, . . . , N
|∂τqjRi(s, q)| ≤ C min{ρi, ρj} if ej is tangential to ∂RN− .
Proof. Let (s, q) ∈ R+ × ∂RN− . We define ρ := R(s, q) and µ := q +M (s, q)1. Since
M (s, q) = maxi=1,...,N µi, we can resort to the representation (4) of the free energy function
to see for a certain i0 that
M (s, q) ≤ ci0 +
Vi0
mi0
K F ′( V
m
· ρ) + kB θ
mi0
ln yi0 .
Thus, as yi0 ≤ 1,
M (s, q) ≤ ci0 +
Vi0
mi0
K [F ′]+( V
m
· ρ) ≤ c˜1 (1 + |ρ|α−1) ≤ c1 (1 + sα−1) .
Choose an index i1 such that ni1 = maxi=1,...,N ni. Then yi1 ≥ 1/N and it follows that
M (s, q) ≥ µi1 ≥ ci1 −
Vi1
mi1
K |[F ′]−( V
m
· ρ)| − kB θ
mi1
lnN
≥ − c0 (1 + s−1) .
Thus, we can conclude that (44) is valid. Next we investigate the derivatives. The Corollaries
5.2 and 5.3 of [DDGG16] yield the representation
∂sM (s, q) =
1
D2h∗1 · 1 , ∂sRi(s, q) =
D2h∗ei · 1
D2h∗1 · 1 for i = 1, . . . , N . (45)
Here, h∗ is the Legendre-transform of the free energy function h. In (45), it is evaluated at the
point µ = ∇h(ρ).
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Owing to the Lemma 5.7 of [DDGG16], we can rely uniformly on RN+ on the estimates
|D2i,jh∗(∇h(ρ))| ≤ C1 min{ρi, ρj} ≤ C1 s
D2h∗(∇h(ρ))1 · 1 ≥ C0 1
K F ′′(s)
Therefore it follows that
1
C1 s
≤ ∂sM (s, q) ≤ K F
′′(s)
C0
|∂sRi(s, q)| ≤
(
D2h∗i,i
D2h∗1 · 1
)1/2
≤
(
C1
C0
K sF ′′(s)
)1/2
.
Next we compute from (43) that the tangential derivatives on the planar face Fi0 are given by
∂qjM (s, q) = −
D2h∗ej · 1
D2h∗1 · 1 for j ∈ {1, . . . , N} \ {i0}
∂qjRi(s, q) = D
2h∗ej · ei − D
2h∗ej · 1D2h∗ei · 1
D2h∗1 · 1 for j ∈ {1, . . . , N} \ {i0} (46)
We obtain the estimates
|∇τqM (s, q)| ≤
(
C1
C0
K sF ′′(s)
)1/2
, |∇τqR(s, q)| ≤ C1 s .
Here∇τq is the tangential gradient on (∂RN− )o. We also obtain that
|∂τqjRi(s, q)| ≤ C min{ρi, ρj} for ej tangential to ∂RN− .
Next we show a compactification property of the functions R and M which is necessary to
deal with chemical potentials of infinite value. We introduce the following way of speaking:
Remark 4.3. We say that a sequence {qn}n∈N ⊂ ∂RN− converges in ∂RN− if there exist k ∈
{1, . . . , N} and an ordered set I = {i1, . . . , ik} ⊆ {1, . . . , N} such that
∃ lim
n→∞
qni ∈ R0,− for all i ∈ I
lim sup
n→∞
qni = −∞ for all i ∈ {1, . . . , N} \ I .
We call qI := (limn→∞ qni1 , . . . , limn→∞ q
n
ik
) ∈ Rk the ’limit element’ of {qn}n∈N.
Lemma 4.4. Let 1 ≤ k ≤ N and I = {i1, . . . , ik} ⊂ {1, . . . , N} be an ordered index set.
Then, there are a functionM I ∈ C(R+ × ∂Rk−) ∩ C1pw(R+ × ∂Rk−) as well as a functions
RI1 . . . ,R
I
k ∈ C(R0,+ × ∂Rk−) ∩ C1pw(R+ × ∂Rk−) with values in R0,+ with the following
property: If qn → qI in ∂RN− (sense of Remark 4.3), then for s > 0 arbitrary
M (s, qn)→M I(s, qI), R(s, qn)→ RI(s, qI) ,
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and moreover
∂sM (s, q
n)→ ∂sM I(s, qI)
∂sR(s, q
n)→ ∂sRI(s, qI)
∂qijM (s, q
n)→ ∂qIjM I(s, qI) for j = 1, . . . , k
∂qijR(s, q
n)→ ∂qIjRI(s, qI) for j = 1, . . . , k
Proof. Preliminary consideration: We consider a sequence {(ρn, µn)}n∈N ⊂ RN+ × RN
connected via µn = ∇h(ρn). We assume that there exists limn→∞ ρn ∈ RN0,+ and that
ρn ·1→ s > 0. For i ∈ {1, . . . , N} arbitrary, it then obviously follows that ρni → 0 if and only
if µni → −∞. We define
J := {j ∈ {1, . . . , N} : lim
n→∞
ρnj > 0} |J | := cardinality of J .
Then, there is an ordered representation J = {j1, . . . , j|J |}, and we easily show that h(ρn)→
hJ(ρj1 , . . . , ρj|J|), with h
J given by the formula (21) (with I := J ). Thus the conjugate function
satisfies
h∗(µn) =
N∑
i=1
µni ρ
n
i − h(ρn)→
∑
j∈J
µj ρj − hJ(ρj1 , . . . , ρj|J|)
= (hJ)∗(µj1 , . . . , µj|J|)) (47)
∇j`h∗(µn) = ρnj` →ρj` = ∇`(hJ)∗(µj1 , . . . , µj|J|) for ` = 1, . . . , |J | .
Here (hJ)∗ is the Legendre transform of the function hJ in R|J |.
Consider a sequence {qn} ∈ ∂RN− converging to qI in the sense of Remark 4.3. We define
corresponding µn := qn +M (s, qn), and ρn := ∇h∗(µn) = R(s, qn).
At first we have to show that there is a functionM I defined inR+×∂Rk− such thatM (s, qn)→
M I(s, qI). We defineM I := x as the unique solution to the implicit equation
s =
k∑
`=1
∇`(hI)∗(qI + x1) .
Indeed, from the construction of the implicit functionM in (43), we know that
s = 1 · ∇h∗(qn +M (s, qn)1) .
Since |M (s, qn)| ≤ C(s) (see the inequality (44)), we can extract from every subsequence a
sub-subsequence, say nj , such thatM (s, qnj)→ x˜ ∈ R as j →∞. For this sequence, the
criterion (47) yields
s =
k∑
`=1
∇`(hI)∗(qI + x˜1) .
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Thus, it follows that limn→∞M (s, qn) exists and is equal to the implicit functionM I(s, qI).
Next we observe thatR(s, qn) = ∇h∗(qn +M (s, qn)1) satisfies
Rij(s, q
n)→ RIj (s, qI) := ∇j(hI)∗(qI +M I(s, qI) 1k) for j = 1, . . . , k ,
With the convergence ofR at hand, the convergence of the derivatives follows from the repre-
sentation formula (45), (46).
Remark 4.5. Making use of the Lemma 4.2, we see thatR and its derivatives admit a continu-
ous extension on ∂RN− in a very precise sense. We from now on write shortly
R ∈ (C ∩ C1pw)(R+ × ∂RN− ; RN+ )
as an abbreviation for the convergence properties stated in Lemma 4.4.
Next we investigate the curves s 7→ R(s, q). We introduce to this aim the mass fraction
mapping X(s, q) := R(s, q)
s
which is obviously well-defined from R+ × ∂RN− into the set
RN1,+ = {X ∈ RN+ ;
∑N
i=1Xi = 1}.
Lemma 4.6. There is a constant C = C(θ, K, V, m) > 0 such that for all q ∈ ∂RN− and all
0 < s1 < s2 < +∞
R(s2, q) ≤ R(s1, q) (max{1, 1
s1
})1+C k¯(s1, s2),
k¯(s1, s2) :=
{
s1+C2 if s2 < 1
e
1+C
α−1 (s
α−1
2 −max{s1,1}α−1) otherwise
and moreover
R(s2, q) ≥ R(s1, q) (min{1, s1})C k(s1, s2)
k(s1, s2) :=
{
s−C2 if s2 < 1
e−
C
α−1 (s
α−1
2 −max{s1,1}α−1) otherwise
Proof. We fix q ∈ ∂(RN− )0. Throughout the proofR(s) := R(s, q). Due to Lemma 4.1, there
holds
∂sRi(s) =
D2h∗ei 1
D2h∗11
(∇h(R(s)) = Ri(s)
s
(1 + ci(s))
ci(s) :=
1
kB θ
mi − R(s)·1
R(s)· V
m
Vi − (m ·R(s)− R(s)·V
R(s)· V
m
)
s
K F ′′(R(s)· V
m
) (R(s)· V
m
)2
+ 1
kB θ
(
m ·R(s) + s
V 2
m
·R(s)
(R(s)· V
m
)2
− 2 R(s)·V
R(s)· V
m
)
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For s ∈ R+, X ∈ RN1,+ and i = 1, . . . , N , we define
γi(s, X) := γ(s, X; θ, K, V, m)
=
1
kB θ
mi − Vi
X· V
m
− (m ·X − X·V
X· V
m
)
1
K F ′′(sX· V
m
) sX· V
m
(X· V
m
)
+ 1
kB θ
(
m ·X +
V 2
m
·X
(
V
m
·X)2
− 2 X·V
X· V
m
)
Making use of the latter abbreviation, we equivalently express the latter relation via
∂sRi(s) = Xi(s) (1 + γi(s, X(s)))) . (48)
We recall that c0 ≤ F ′′(t) t ≤ c1 max{1, t}α−1 for all t ∈ R+. Moreover, for i = 1, . . . , N
we can introduce Ai = (miXi)1/2 and Bi := (
V
m
·X)−1 Vi (Ximi )1/2 and see that
m ·X +
V 2
m
·X
( V
m
·X)2 − 2
X · V
X · V
m
= |A−B|2 ≥ 0 .
Thus, we easily show that |γi(s, X)| ≤ C(θ, K, V, m) max{1, sα−1}. Owing to (48), it now
follows that
∂s lnRi(s) ≤ (1 + C) max{1, s
α−1}
s
∂s lnRi(s) ≥ −C max{1, s
α−1}
s
.
The claim follows easily.
For ρ ∈ RN+ , there is q ∈ ∂RN− such that ρ = R(ρ · 1, q) (Lemma 4.1). We define the
normalisation ρnorm of ρ via
ρnorm := R(1, q) .
Making use of the properties of R, we show that
∑N
i=1 ρ
norm
i = 1. Moreover, applying the
Lemma 4.6 we find that(ρ · 1)C ≤
ρnormi
ρi
≤
(
1
ρ·1
)1+C
if ρ · 1 ≤ 1
e−
1+C
α−1 (ρ·1)α−1 ≤ ρnormi
ρi
≤ e Cα−1 (ρ·1)α−1 otherwise
4.2 Preliminary properties associated with the mobility matrix
In this section, we consider a mapping M ∈ C1(RN0,+;RN×Nsym,+) such that the properties
M(ρ)1 = 0 (49)
M i,j(ρ) ≤ C ρi for i, j ∈ IM ⊆ {1, . . . , N} (50)
rankM(ρ) = |Ic
M
|+ |{i ∈ IM : ρi > 0}| − 1 . (51)
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are satisfied uniformly. Here IM is an ordered index set fixed by the model. We moreover as-
sume linear growth of M so that the norm ‖M‖C1 is in fact a global Lipschitz constant. We
commence with two technical lemmas.
Lemma 4.7. Let M ∈ C1(RN0,+;RN×Nsym,+) satisfies the conditions (49), (50) and (51). Assume
moreover that there is a constant c0 > 0 such that for all ρ ∈ RN0,+ \ {0}
∂ρkMk,k(ρ) ≥ c0 for all k ∈ IM . (52)
Denote λ1(ρ) ≥ . . . ,≥ λN(ρ) = 0 the ordered eigenvalues of M(ρ). For ρ ∈ RN+ ,
let {i1, . . . , iN} be a permutation depending on ρ of the index set {1, . . . , N} such that
{i1, . . . , ip} = IcM and such that ρip+1 ≥ ρip+2 ≥ . . . ≥ ρiN . Then there are λ > 0 and
a constant c1 > 0 depending on c0, ‖M‖C1 and on N such that for all ρ ∈ RN+
λj(ρ) ≥ λ for j = 1, . . . , p− 1
λj(ρ) ≥ c1 min{1, ρij+1} for j = p, . . . , N − 1 .
Proof. We abbreviate p := |Ic
M
| ≥ 0. Due to (51), the rank of M(ρ) is at least p − 1 on
RN0,+, so that the eigenvalues λ1(ρ), . . . , λp−1(ρ) are strictly positive on RN0,+. Thus, since M
is continuous, λp−1 achieves a strictly positive minimum on RN0,+, which we denote λ.
The remainder of the proof is devoted to the second inequality. We introduce the planar faces
of ∂RN+ via Fi := {ρ ∈ RN0,+ : ρi = 0} for i = 1, . . . , N . Consider a vector ρ¯ in the relative
interior Fj0,o of Fj0 , j0 ∈ IM . This means that j0 is exactly the one index such that ρ¯j0 = 0.
Then, owing to (50), the matrix M(ρ¯) has a trivial eigenvalue associated with the eigenvector
ej0 .
Consider next ρ ∈ RN+ , and let ξ1(ρ), . . . , ξN−1(ρ), 1/
√
N be any system of orthonormal
eigenvectors ofM(ρ). If ρ approaches some element ρ¯ inFj0,o the second smallest eigenvalue
λN−1(ρ) tends to zero. The limiting eigenvector ξN−1(ρ¯) satisfies ξN−1(ρ¯) ∈ span{ej0 , 1},
and since ξN−1 · 1 = 0 it follows that
ξN−1(ρ¯) =
1√
2 (1− 1/√N)
(ej0 − 1√
N
) =: α ej0 + β 1 .
Thus as ρ→ ρ¯ we have the convergence
λN−1(ρ)→ 0, ξN−1(ρ)→ α ei0 + β 1 . (53)
On the other hand, exploiting the orthonormalty of {ξi}i=1,...,N we obtain for all i, j = 1, . . . , N
and ρ ∈ RN+ the formula
∂ρiλj(ρ) = (∂ρiM)(ρ) ξ
j(ρ) · ξj(ρ) .
For ρ→ ρ¯ ∈ Fj0,o and j = N − 1, we obtain from (53) and (49), (52) that
∂ρj0λN−1(ρ¯) = α
2 (∂ρj0M j0,j0)(ρ¯) ≥ c0 .
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Thus, since M is of class C1, there is a neighbourhood U of the hyper-surface
⋃
i∈IM Fi in
RN+ such that λN−1(ρ) ≥ c˜0 mini∈IM ρi = c˜0 ρiN therein. Recall that in RN+ \ U we must
have rankM(ρ) = N − 1. Thus
λN−1(ρ) ≥ min{ inf
RN+ \U
λN−1, inf
U
λN−1}
≥ c1 min{1, ρiN} .
The procedure can be iterated. In the next step we consider the matrix M(ρ) on a planar face
of ∂RN− , say Fj0 , j0 ∈ IM . Denote M
j0
(ρ) the (N − 1) × (N − 1) matrix associated with
cancelling the row and column with index j0 inM(ρ). The relative boundary ofFj0 is composed
of the (N − 2)−dimensional manifolds Ci = {ρ ∈ Fj0 : ρi = 0}, i ∈ {1, . . . , N} \ {j0}.
The relative interior Ci,o is the subset of Ci such that ρi = 0 for exactly the index i.
Just as before, we can show for each part Cj1,o of ∂Fj0 such that j1 ∈ IM that
∂j1λinf(M
j0
(ρ)) = (∂ρj1M j1,j1)(ρ) ≥ c0 on Cj1,o .
Thus, ∂j1λN−2(ρ) ≥ c0 on Cj1,o, and there is a neighbourhood of the set
⋃
j1∈IM , j1 6=j0 Cj1 in
the face Fj0 such that λN−2(ρ) ≥ c˜0 ρj1 = c˜0 ρiN−1 . Thus for all j0 ∈ IM
λN−2(ρ) ≥ c1 min{1, ρiN−1} on Fj0
For ρ ∈ RN+ , it follows that
λN−2(ρ) ≥ λN−2(ρ1, . . . , ρiN−1, 0, ρiN+1, . . . , ρN)− ‖M‖C1 ρiN
≥ c1 min{1, ρiN−1} − ‖M‖C1 ρiN .
Thus, for the case that ρiN ≤ c1/(2 ‖M‖C1) min{1, ρiN−1}, we obtain that
λN−2(ρ) ≥ c1
2
min{1, ρiN−1} .
Otherwise ρiN ≥ c1/(2 ‖M‖C1) min{1, ρiN−1} and it follows that
λN−2(ρ) ≥ λN−1(ρ) ≥ c1 min{1, ρiN} ≥ c˜1 min{1, ρiN−1} .
Overall λN−2(ρ) ≥ c min{1, ρiN−1}. We spare the reader with the details of the continuation
of this rather tedious procedure.
Lemma 4.8. Let M ∈ C1(RN0,+;RN×Nsym,+) satisfy the conditions (49) and (50). For ρ ∈ RN+ , let
{i1, . . . , iN} be a permutation of the index set {1, . . . , N} such that {i1, . . . , ip} = IcM and
such that ρip+1 ≥ ρip+2 ≥ . . . ≥ ρiN . Then there is a constant c > 0 depending on ‖M‖C1
such that for any system of orthonormal eigenvectors ξ1, . . . , ξN of M(ρ) associated with the
ordered eigenvalues λ1 ≥ . . . ,≥ λN and for every k ∈ {p+ 2, . . . , N}
dist(ξk−1, span{eik , . . . , eiN , 1} ∩B1) ≤ c ρik .
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Proof. Let k ∈ {p+ 2, . . . , N}. Suppose that ρik = . . . = ρiN = 0, while ρip+1 , . . . , ρik−1 >
0. Then, the assumption (50) implies that eik , . . . , eiN , 1 are eigenvectors of M(ρ) associated
with a trivial eigenvalue. These eigenvalues are precisely λN , . . . , λk−1. Thus, the correspond-
ing eigenvectors ξN , . . . , ξk−1 have to span the linear space span{eik , . . . , eiN , 1}.
For ρ ∈ RN+ we can use the Lipschitz property of M to see that
|ξj(ρ)− ξj(ρ1, . . . , 0, . . . , 0︸ ︷︷ ︸
ik,...,iN thcomponents
, . . . , ρN)| ≤ CM ρik for all j .
Thus, as ξk−1 ∈ span{eik , . . . , eiN , 1} ∩B1 whenever ρik = 0, we obtain that
dist(ξk−1(ρ), span{eik , . . . , eiN , 1} ∩B1) ≤ CM ρik .
After establishing these two technical points we now turn to the properties actually of interest to
us in order to obtain estimates on the chemical potentials.
Lemma 4.9. Let b ∈ L∞(RN0,+; 1⊥) be a vector field such that bi(ρ) ≤ cb ρi for i = 1, . . . , N
and all ρ in RN0,+. For r ∈ RN+ , denote {i1(r), . . . , iN(r)} a permutation of the index set
{1, . . . , N} as in Lemma 4.7. For all r, ρ ∈ RN+ , the system of equations M(r)X = b(ρ)
possesses a unique solution X = X(r, ρ) ∈ 1⊥ such that
|X| ≤ C(N, M) cb
∑
i∈IM
ρi
ri
+ |ρ|
 .
Proof. Consider the system of equations M(r)X = b(ρ). Then, the unique solution X ∈ 1⊥
is given by X =
∑N−1
i=1
b(ρ)·ξi(r)
λi(r)
ξi(r). We now apply the Lemma 4.8, and we obtain for k =
p+ 2, . . . , N the existence of vectors ak, ck ∈ RN such that
ξk−1(r) = ak + ck, ak ∈ span{eik , . . . , eiN , 1} ∩B1, |ck| ≤ c rik .
Note that since ck = ξk−1(r)−ak, it follows that |ck| ≤ 2, and therefore |ck| ≤ c min{1, rik}.
Clearly, since b · 1 = 0, it follows that
|b(ρ) · ak| ≤ |ak|
∣∣∣∣∣
N∑
j=k
b(ρ) · eij
∣∣∣∣∣ ≤ cb
N∑
j=k
ρij
|b(ρ) ≤ ck| ≤ c cb |ρ| min{1, rik} .
Thus |b(ρ) · ξk−1(r)| ≤ cb
(∑N
j=k ρij + c |ρ| min{1, rik}
)
. Making use of the Lemma 4.7,
λk−1(r) ≥ c1 min{1, rik}. Thus
|X| ≤
p+1∑
k=2
|b(ρ) · ξk−1(r)|
λk−1(r)
+
N∑
k=p+2
|b(ρ) · ξk−1(r)|
λk−1(r)
≤ cb λ−1 |ρ|+ cb
N∑
k=p+2
1
min{rik , 1}
N∑
j=k
ρij .
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Next we observe by the definition of ip+1, . . . , iN that
N∑
k=p+2
1
min{rik , 1}
N∑
j=k
ρij ≤
N∑
k=p+2
N∑
j=k
ρij
min{rij , 1}
≤ C
|ρ|+ ∑
i∈IM
ρi
ri
 .
The claim follows.
Corollary 4.10. Let b ∈ L∞(RN0,+; 1⊥) be a vector field such that bi(ρ) ≤ cb ρi for i =
1, . . . , N and all ρ in RN0,+. Let q ∈ ∂RN− and 0 < s, t < +∞. Then, the system of equations
M(R(s, q))X = b(R(t, q)) possesses a unique solution X ∈ 1⊥ such that
|X| ≤
{
C cb
(
max{1, s−1}1+C k¯(s, t) + t) if s < t
C cb
(
1
min{1, t}C k(t, s) + t
)
if s ≥ t
where k¯(·, ·), k(·, ·) are the functions defined in the Lemma 4.6.
Proof. In the statement of Lemma 4.9, we choose r = R(s, q) and ρ = R(t, q). We apply
the estimates of Lemma 4.6 and the claim follows.
Corollary 4.11. Let ρ ∈ RN+ such that
∑N
i=1 ρi ≥ δ0 > 0. Let k0 ∈ {1, . . . , N} be an index
such that ρk0 = maxi=1,...,N ρi. Then, for all i ∈ IcM the equations M(ρ)X = ei − ek0
possess a unique solution X i ∈ (1N)⊥ such that |X i| ≤ c(δ0).
Proof. The unique solution to M(ρ)X = ei − ek0 is given by
X =
N−1∑
j=1
(ei − ek0) · ξj(ρ)
λj(ρ)
ξj(ρ) .
Due to the Lemma 4.8, there are for j = p+ 2, . . . , N vectors aj, cj ∈ RN such that
ξj−1(ρ) = aj + cj, aj ∈ span{eij , . . . , eiN , 1} ∩B1, |cj| ≤ c ρij .
From the choice of i ∈ Ic
M
and of ip+1, . . . , iN ∈ IM , we obtain that ei · eij = 0 for j =
p+ 1, . . . , N . Moreover
|(ei − ek0) · aj| =
∣∣∣∣∣
N∑
`=j
ek0 · ei`
∣∣∣∣∣ =
{
1 if k0 ∈ IM and ρk0 ≤ ρij
0 otherwise
Moreover, note that |cj| = |ξj−1(ρ) − aj| ≤ 2, and therefore |cj| ≤ c min{1, ρij}, and
|(ei − ek0) ≤ cj| ≤ c min{1, ρij}. Therefore
|X| ≤
p+1∑
j=2
|(ei − ek0) · ξj−1(ρ)|
λj−1(ρ)
+
N∑
j=p+2
|(ei − ek0) · ξj−1(ρ)|
λj−1(ρ)
≤ c λ−1 + c
N∑
j=p+2
min{1, ρij}
λj−1(ρ)
+ χIM (k0)
∑
j∈{p+2,...,N}, ρij≥ρk0
1
λj−1(ρ)
≤ C (1 + χIM (k0) min{1, ρk0}−1) .
It remains to observe that the definition of k0 implies that ρk0 ≥ N−1
∑N
i=1 ρi ≥ N−1 δ0.
26
5 The existence procedure
At first using the main existence Theorem 4.4 for the case of positive mobilities (cp. [DDGG16]),
we construct approximate solutions. We will prove existence for the model where the mobility
matrix is given by
M = f0(%)M(R(Tδ0(%), q)) .
Here Tδ0(%) := min{max{δ0, %}, δ−10 } is a cut-off operator from below and above, while
f0 is a globally Lipschitz continuous, strictly positive function on R0,+. Moreover, we choose a
convex non-decreasing weight function ω ∈ C2(R) via the formula (148)-(150) of [DDGG16] in
order to regularise the free energy. Further specification is not necessary here.
Proposition 5.1. For n ∈ N, and µ ∈ RN define
q := µ− sup
i=1,...,N
µi 1
N , % :=
N∑
i=1
(∂ih
∗(µ) +
1
n
ω′(µi))
Mn = Mn(µ) := f0(%)M(R(Tδ0(%), q)) +
1
n
Id .
Assume thatα > 3. Then, there is a vector (µn, vn, φn) ∈ B(T, Ω, α, N, Ψ) (see [DDGG16],
Definition 4.1) solving (P ) = (Pn) in the sense of Definition 4.3 in [DDGG16].
Proof. We can apply the approximation/existence procedure of the section 11 in [DDGG16]
based on a Galerkin ’discretisation’. Note that Mn is a function of µ instead of ρ as in fact
required in this paper. But on the one hand, we easily show that the correct growth condition
f0(%) |M(Tδ0(%), q))| ≤ C(δ0, f0) (1 + |ρ|), ρ := R(%, q)
is satisfied. On the other hand, since Mn has full rank = N for all n ∈ N, the estimate of
Lemma 8.19 in [DDGG16] guaranties that vacuum does not occur. Thus, pointwise conver-
gence of the chemical potentials µ is equivalent with pointwise convergence of the partial mass
densities ρ, and the strategy of section 11 of [DDGG16] can be applied one to one.
5.1 A priori estimates
Since the Definition 3.5 implies that an energy inequality is satisfied, we automatically obtain
the natural a priori estimates. We define (see [DDGG16] for details)
ρni := ∂ih
∗(µn) + τ ω′(µni ) for i = 1, . . . , N ,
DR,nk := γ
k · µn for k = 1, . . . , s ,
J i,n := Mni,j
(
∇µnj + zjmj ∇φn
)
pn := h
∗(µn) +
1
n
N∑
i=1
ω(µni ), n
F
n :=
n∑
i=1
ρni
zi
mi
.
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Proposition 5.2. Let β := min{r(Ω, Γ), 3α
(3−α)+} ≥ α′. Then
‖ρn‖L∞,α(Q) + ‖√%n vn‖L∞,2(Q;R3) ≤ C0 ,
‖vn‖W 1,02 (Q;R3) ≤ C0 ,
‖φn‖L∞(Q) + ‖φn‖L∞(0,T ;W 1,β(Ω)) ≤ C0
‖DR,n‖LΨ(Q;Rs) ≤ C0
N∑
i=1
‖J i,n‖
L
2, 2α1+α (Q)
+ [−Rn]LΨ∗ (Q;Rs) ≤ C0
‖pn‖
L
1+min{ 1
α
,
2
3
− 1
α
}
(Q)
≤ C0
‖nFn ∇φn‖
L
∞, βα
β+α (Q;R3)
≤ C0 .
Proof. These are direct consequences of the energy inequality and of the Navier-Stokes equa-
tions (pressure bound). Compare to the Propositions 8.1, 8.2 and the Lemma 8.5 in [DDGG16].
The main difference to the paper [DDGG16]is that we do not possess a global control on ∇q,
but only weighted estimates. Thus, the procedure described in the section 8.2 of [DDGG16] to
control the chemical potentials must be adapted.
Lemma 5.3. Let u ∈ C1(Q, R+). Then the shifted mass density vector ρ˜n := R(u, qn)
satisfies ‖∇ρ˜n‖L2(Q;RN×3) ≤ C0(‖u‖C1(Q)).
Proof. Throughout this proof we forget about the indices n. We compute
∇ρ˜i = ∇Ri(u, q) = Ri,s(u, q)∇u+
N∑
j=1
Ri,qj ∇qj .
Making use of (46), we can resort to the representation
∇ρ˜i −Ri,s(u, q)∇u =
N−1∑
j=1
(
D2h∗ei · ej − D
2h∗ei · 1D2h∗ej · 1
D2h∗1 · 1
)
∇qj
=
N∑
j=1
(
D2h∗ei · ej − D
2h∗ei · 1D2h∗ej · 1
D2h∗1 · 1
)
∇qj
We now call bj(ρ˜) := D2h∗ei · ej − D2h∗ei·1D2h∗ej ·1D2h∗1·1 at µ := ∇h(ρ˜). We obtain owing to
Lemma 4.2 that bj(ρ˜) ≤ cb ρ˜j for j = 1, . . . , N . Moreover we obviously have b · 1 = 0. Let
s1 := Tδ0(%). Invoking the Corollary 4.10, the system of equations
M(R(s1, q))X = b(ρ˜) = b(R(u, q)) ,
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possesses a unique solution X ∈ 1⊥ such that |X| ≤ C¯(‖u‖L∞ , δ0). Thus
∇ρ˜i −Ri,s(u, q)∇u =
N∑
j=1
M(R(s1, q))j∇qj ·X
=
N∑
j=1
M(R(s1, q))j
(
∇µj + zj
mj
∇φ
)
·X −∇φ
N∑
j=1
M(R(s1, q))j
zj
mj
·X
= M(R(s1, q))D ·X −∇φ z
m
· b .
Further, it follows that
|∇ρ˜i −Ri,s(u, q)∇u| ≤
√
M(R(s1, q))D ·D
√
M(R(s1, q))X ·X
+ | z
m
| |∇φ| cb |R(u, q)| .
The choice of our approximation mappingsMn guaranties thatM(R(s, q)) ≤ f−1
0
Mn in the
sense of positive semi definite matrices. It follows that
|∇ρ˜i −Ri,s(u, q)∇u| ≤ f−10
√
M D ·D
√
M(R(s1, q))X ·X + C |∇φ| |u|
≤ C(‖u‖L∞(Q)) (
√
M D ·D + |∇φ|) .
We note that M D · D is the dissipation due to diffusion which is bounded in L1(Q). Finally
we observe that |Ri,s(u, q)∇u| ≤ C |u|α−12 |∇u|, and the claim follows from the bounds of
Proposition 5.2.
We also note a special estimate for associated with the index set Ic
M
.
Lemma 5.4. For i ∈ Ic
M
and parameters , δ > 0, define
J i,n,δ := {t ∈]0, T [ : |{x : ρni (t, x) ≥ }| ≥ δ} , | · | := λ3
Then the sequence of functions qni (t, x)χJ i,n,δ (t) satisfies a uniform bound in L
2(Q).
Proof. Define k0 = k0(t, x) as an index such thatRk0(s1, q) = supk=1,...,N Rk(s1, q). Here
and throughout this proof, we omit the n indices and we abbreviate s1 := Tδ0(%). Due to the
Corollary 4.10, we can solve for all i ∈ Ic
M
the equations M(R(s1, qn))X = ei − ek0 , and
the solutions satisfy |X i| ≤ c(δ0). Thus
M(R(s1, q
n))X ·D = ∇(qi − qk0) + ( zimi −
zk0
mk0
)∇φ .
It follows that
|∇(qi − qk0)| ≤ 2 | zm | |∇φ|+
√
M(R(s1, qn))D ·D
√
M(R(s1, qn))X ·X
= 2 | z
m
| |∇φ|+
√
M(R(s1, qn))D ·D
√
(ei − ek0) ·X
≤ c (|∇φ|+
√
M D ·D) .
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Thus, ‖∇(qi − qk0)‖L2(Q) ≤ C0. Next recall that qk0 = ∇k0h(R(s1, q)) − M (s1, q).
SinceM (s1, q) ≤ c1 (1 + sα−11 ) (Proof of Lemma 4.2), and since the choice of k0 ensures
Rk0(s1, q)/s1 ≥ N−1
qk0 = ck0 +K
Vk0
mk0
F ′( V
m
·R(s1, q)) + kB θ
m0
ln yk0 −M (s1, q)
≥ −c˜1(δ0) (1 + sα−11 ) .
Since moreover qk0 ≤ 0, it follows that |qk0| ≤ c˜1(δ0) (1 + sα−11 ) ≤ c1(δ0) and we conclude
that ‖qk0‖L∞(Q) ≤ C0. Next we make use of an inequality in the paper [DDGG16] (Lemma 8.7,
(191)). For , δ > 0 arbitrary and t ∈]0, T [ we obtain the alternative
‖qi(t)− qk0(t)‖L1(Ω) ≤ C∗(δ) (‖∇(qi(t)− qk0(t))‖L1(Ω) + −1)
or
|{x : qi(t, x)− qk0(t, x) < −1}| ≤ δ or |{x : qi(t, x)− qk0(t, x) > −−1}| ≤ δ .
We are going to precise this alternative. First, making use of the Sobolev embedding theorem
‖qi(t)− qk0(t)‖L2(Ω) ≤ C ‖∇(qi(t)− qk0(t))‖L2(Ω) + ‖qi(t)− qk0(t)‖L1(Ω) .
Thus, we obtain for t ∈]0, T [ the new alternative
‖qi(t)‖L2(Ω) ≤ (C∗(δ) + 1) (‖∇(qi(t)− qk0(t))‖L2(Ω) + −1) + ‖qk0‖L∞(Q)
or
|{x : qi(t, x)− qk0(t, x) < −1}| ≤ δ or |{x : qi(t, x)− qk0(t, x) > −−1}| ≤ δ .
Second, for  appropriate, we have |{x : |qk0(t)| ≥ −1}| = 0, therefore
|{x : qi(t, x)− qk0(t, x) > −−1}| ≤ δ ⇒ |{x : qi(t, x) > −2 −1}| ≤ δ .
Moreover, recalling the Lemma 8.8 of [DDGG16]
|{x : qi(t, x) > −2 −1}| ≤ δ =⇒ |{x : ρi(t, x) > /2}| ≤ δ + C0 α .
Thus we attain for t ∈]0, T [ the new alternative
‖qi(t)‖L2(Ω) ≤ (C∗(δ) + 1) (‖∇(qi(t)− qk0(t))‖L2(Ω) + −1) + ‖qk0‖L∞(Q)
or
|{x : ρi(t, x) > /2}| ≤ δ + C0 α .
5.2 Extraction of weakly convergent subsequences
The extraction of weakly convergent subsequences has been extensively described in the sec-
tion 9 of [DDGG16]. Exploiting informations on distributional time-derivatives of ρ, % v and φ, it
is possible to identify the weak limits of the products % v and % v⊗ v and to obtain the compact-
ness of ∇φ. Since we have no new conceptual input, we quote without further comments the
following Lemma.
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Lemma 5.5. It is possible to extract a subsequence such that
ρn → ρ weakly in Lα(Q; RN), ρn(t)→ ρ(t) weakly in Lα(Ω; RN) for a. a. t ∈ [0, T ]
Jn → J weakly in L2, 2α1+α (Q; RN×3)
Rn → R weakly in L1(Q; Rs)
vn → v weakly in W 1,02 (Q; R3)
pn → p weakly in L1+min{
1
α
,
2
3
− 1
α
}(Q)
φn → φ strongly in W 1,02 (Q)
z
m
· ρn∇φn → zm · ρ∇φ weakly in L1(Q; R3)
%n v
n ⊗ vn → % v ⊗ v weakly in L 5α−33α (Q; R3×3)
%n (v
n − v)→ 0 strongly in L1(Q; R3) .
Note that Lemma 5.5 guaranties the passage to the limit in the distributional relations (39), (40),
(41). All the problem is to prove the connection relation between p and ρ and to introduce limit
chemical potentials in order to connect J and R with the driving forces.
6 Compactness
6.1 Compactness of the total mass density
The first task is to prove the compactness of the sequence of total mass densities {%n}n∈N. The
core of the method is the Lions-technique described extensively in the section 10 of [DDGG16],
which relies on the estimates of Proposition 5.2, the (weak) compactness statements of Lemma
5.5 and the structural properties of the Navier-Stokes system. In fact, we need only to derive
one single property of the pressure function which will turn out sufficient in order that the Lions
machinery of section 10 the paper [DDGG16] applies. The pressure function P : R+ × ∂RN−
is defined via P (s, q) := h∗(q +M (s, q)1). It is elementary to show using (6e) that
P (s, q) = (−F + idF ′)( V
m
·R(s, q)) for all (s, q) ∈ R+ × ∂RN− . (54)
The derivatives of the pressure function are given by the expressions
∂sP (s, q) =
s
D2h∗1 · 1 ,
∂qjP (s, q) = Rj(s, q)− s
D2h∗1 · ej
D2h∗1 · 1 if e
j is tangent to ∂RN− .
where h∗ is evaluated at µ = q +M (s, q)1 = ∇h(R(s, q)). Owing to the Lemma 4.2, this
implies the inequalities
1
C1
≤ ∂sP (s, q) ≤ K
C0
F ′′(s) s (55)
|∂qjP (s, q)| ≤ CRj(s, q) (1 +K F ′′(s) s) .
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From our approximation scheme of Proposition 5.1, we obtain that
pn = P (%n, q
n) .
We shall make use of the Lemma 4.9 in order to obtain a control on modified pressure gradients.
Lemma 6.1. Let P be the pressure function of (54). Let u ∈ C1(Q; R0,+).
Then ‖∇P (u, qn)‖L2(Q) ≤ C0(u).
Proof. We make use of the representation P (u, qn) = (−F + IdF ′)( V
m
·R(u, qn)). Thus
∇P (u, qn) = (IdF ′′)( V
m
·R(u, qn)) V
m
· ∇R(u, qn) .
On the one hand (IdF ′′)( V
m
·R(u, qn)) ≤ (IdF ′′)(| V
m
| |R(u, qn)|) ≤ C ‖u‖α−1L∞(Q). On the
other hand, we apply the Lemma 5.3 in order to control∇R(u, qn).
With this statement we can establish the uniform-in-time compactness of the sequence {%n}
as long as α > 3. We follow the lines of section 10 in [DDGG16]. For k ∈ N, and s ∈ R+ we
denote Tk(s) := min{s, k}, and we extract a diagonal subsequence such that
Tk(%n)→ ak weakly in Lp(Q) for some p > 1 .
It turns out that everything is reduced to the conclusion of the following Lemma.
Lemma 6.2. For all t ∈ [0, T ] there holds:
lim sup
n→∞
∫
Qt
(pn Tk(%n)− p ak) ≥ c0 lim sup
n→∞
∫
Qt
(Tk(%n)− ak)2 .
If P is moreover a convex function of %, then
lim sup
n→∞
∫
Qt
pn Tk(%n) ≥
∫
Qt
p Tk(%) + c0 lim sup
n→∞
∫
Qt
(Tk(%n)− Tk(%))2 .
Proof. We can represent pn = P (%n, qn). Due to (55), ∂sP ≥ c0. For arbitrary non-negative
u ∈ C1(Q), we have
(P (%n, q
n)− P (u, qn)) (Tk(%n)− Tk(u)) ≥ c0 (Tk(%n)− Tk(u))2 .
In particular, we choose u = un,δ := (φδ ? Tk(%n)), where φδ is a smooth time-space con-
volution kernel and δ > 0 is fixed. We note that |P (un,δ, qn)| ≤ c |un,δ|α ≤ Cδ. Moreover,
the Lemma 6.1 yields ‖∇P (un,δ, qn)‖L2(Q) ≤ C(‖un,δ‖W 1,∞(Q)) ≤ C0,δ. Thus, we can find
b ∈ L∞+ (Q), ∇b ∈ L2(Q) and a subsequence in n such that P (un,δ, qn) → b weakly in
Lp(Q) for all 1 ≤ p < +∞ and ∇P (un,δ, qn) → ∇b in L2(Q). Exploiting the weak conver-
gence pn ⇀ p and Tk(%n) ⇀ ak, we then show that
lim sup
n→∞
∫
Qt
pn Tk(%n)−
∫
Qt
p Tk(φδ ? ak)
≥
∫
Qt
b (ak − Tk(φδ ? ak)) + c0 lim sup
n→∞
∫
Qt
(Tk(%n)− Tk(φδ ? ak))2 .
Letting δ tend to zero lim supn→‘∞
∫
Qt
(pn Tk(%n) − p ak) ≥ c0 lim supn→∞
∫
Qt
(Tk(%n) −
ak)
2.
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We can conclude this subsection with the following statement (see [DDGG16], Lemma 10.6 and
Lemma 10.10):
Proposition 6.3. Let α > 3. Then, the family
⋃
t∈]0,T [
⋃
n∈N{%n(t)} is compact in L1(Ω).
6.2 Compactness of the partial mass densities
We prove a preliminary inequality.
Lemma 6.4. Consider the mapping R of Corollary 4.1. Let K ⊂ L1(Ω; RN) be a weakly
sequentially compact set, and K∗ ⊂ L1+(Ω) a sequentially compact set. Let φ1, φ2, . . . ∈
C∞(Ω, RN) be a countable, dense subset of C∞c (Ω, RN).
For all δ > 0, there are C(δ) > 0 and k(δ) ∈ N such that
‖R(w1)−R(w2)‖L1(Ω) ≤δ
∑
i=1,2
‖∇R(1, w¯i)‖L1(Ω)
+ C(δ)
k∑
i=1
∣∣∣∣∫
Ω
(R(w1)−R(w2)) · φi
∣∣∣∣
for all wi = (wi1, w¯
i) ∈ L1(Ω; R0,+× ∂RN− ) (i = 1, 2) such thatR(1, w¯i) ∈ W 1,1(Ω; RN)
and such that
R(wi) ∈ K, wi1 ∈ K∗ for i = 1, 2, ‖R(w1)−R(w2)‖L1(Ω) ≥ δ .
Proof. If the claim is not true, there is δ0 > 0 such that for all n ∈ N, we can find for i =
1, 2 a wi,n ∈ L1(Ω; R0,+ × ∂RN− ) such that R(wi,n) ∈ K , wi,n1 ∈ K∗ and such that
‖R(w1,n)−R(w2,n)‖L1(Ω) ≥ δ0 satisfying moreover the property
‖R(w1,n)−R(w2,n)‖L1(Ω) ≥δ0
∑
i=1,2
‖∇R(1, w¯i,n)‖L1(Ω)
+ n
n∑
i=1
∣∣∣∣∫
Ω
(R(w1,n)−R(w2,n)) · φi
∣∣∣∣ .
As the set K is bounded, we obtain first that ‖∇R(1, w¯i,n)‖L1(Ω) ≤ C δ−10 for all n ∈ N.
Therefore, we can extract a subsequence such that
∃ lim
n→∞
R(1, w¯i,n) almost everywhere in Ω .
Thus, using the bijective character of R, we easily show that w¯i,n converges pointwise almost
everywhere in the sense of the compactification 4.3.
We further note that wi,n1 ∈ K∗ implies for a subsequence that wi1(x) := limn→∞wi,n1 (x)
exists in R0,+ for almost all x ∈ Ω. Thus, the limit of R(wi,n1 , w¯i,n) exists almost everywhere
in Ω and the claim follows, since the condition ‖R(w1,n)−R(w2,n)‖L1(Ω) ≥ δ0 is violated for
large values of n.
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Corollary 6.5. There is a subsequence for which there exists limn→∞ ρn(t, x) for almost all
(t, x) ∈ Q. Moreover, in the set Q+(%) there exists limn→∞ qn(t, x) in the sense of the
Remark 4.3.
Proof. We apply the inequality of the previous Lemma with w1 := (%n(t), qn(t)) and w2 :=
(%n+p(t), q
n+p(t)). We choose K :=
⋃
n∈N, t∈]0,T [{ρn(t)} and K∗ :=
⋃
n∈N, t∈]0,T [{%n(t)}.
Thus, we obtain that either ‖ρn(t)− ρn+p(t)‖L1(Ω) ≤ δ, or that
‖ρn(t)− ρn+p(t)‖L1(Ω) ≤δ (‖∇R(1, qn(t))‖L1(Ω) + ‖∇R(1, qn+p(t))‖L1(Ω))
+ C(δ)
k(δ)∑
i=1
∣∣∣∣∫
Ω
(ρn(t)− ρn+p(t)) · φi
∣∣∣∣ .
Thus it easily follows after integration on [0, T ] that
‖ρn − ρn+p‖L1(Q) ≤ δ (1 + 2 sup
n∈N
‖∇R(1, qn)‖L1(Q))
+ C(δ)
k(δ)∑
i=1
∫ T
0
∣∣∣∣∫
Ω
(ρn(t)− ρn+p(t)) · φi
∣∣∣∣
≤ C1 δ + 2C(δ)
k(δ)∑
i=1
sup
j≥n
∫ T
0
∣∣∣∣∫
Ω
(ρj(t)− ρ(t))) · φi
∣∣∣∣
Therefore
lim sup
n→∞
sup
p≥0
‖ρn − ρn+p‖L1(Q)
≤ C1 δ + 2C(δ)
k(δ)∑
i=1
lim sup
n→∞
sup
j≥n
∫ T
0
∣∣∣∣∫
Ω
(ρj(t)− ρ(t))) · φi
∣∣∣∣
= C1 δ + 2C(δ)
k(δ)∑
i=1
lim sup
n→∞
∫ T
0
∣∣∣∣∫
Ω
(ρn(t)− ρ(t))) · φi
∣∣∣∣
The integrand | ∫
Ω
(ρn(t)−ρ(t)))·φi| is majorated by cφi ‖ρn‖L∞,1(Q) and converges pointwise
to zero. Thus, lim supn→∞ supp≥0 ‖ρn − ρn+p‖L1(Q) = 0, and this establishes the strong
convergence in L1(Q; RN).
It also follows thatR(%, qn) converges almost everywhere, and we use the properties ofR to
show that qn converges in the sense of the Remark 4.3 in Q+(%). This means that for every
index set I ⊂ {1, . . . , N} with cardinatlity |I| ≥ 1, there exists a vector field qI : QI → R|I|
such that
qnik → qIk almost everywhere in QI for I = {i1, . . . , i|I|}
lim sup
n→∞
qni = −∞ almost everywhere in QI for all i ∈ Ic
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6.3 Limit identification
Consider an index set I ⊆ {1, . . . , N} with |I| ≥ 1. It is obvious by definition that QI ⊆
Q+(%). On the other hand, % > 0 implies that there is at least one index such that ρi0 > 0.
Therefore, up to a set of measure zero
Q+(%) =
⋃
I⊆{1,...,N}, I 6=∅
QI ,
Thus, qn → q almost everywhere in⋃I⊆{1,...,N}, I 6=∅QI , and this implies that
∃ lim
n→∞
ρn,norm = RI(1, qI) almost everywhere in QI .
Moreover, since ρ = R(%, q) in Q+(%) due to the same reasons, we obtain that
lim
n→∞
ρn,norm = R(1, q) = ρnorm almost everywhere in Q+(%) . (56)
On the other hand, the sequence {ρn,norm} is uniformly bounded in the class L∞(Q; RN) ∩
L2(0, T ; W 1,2(Ω; RN)). Thus, there is u ∈ L∞(Q; RN) ∩ L2(0, T ; W 1,2(Ω; RN)) such
that
ρn,norm → u weakly in L2(Q) ∇ρn,norm → ∇u weakly in L2(Q) .
Combining with (56), we clearly obtain that ρnorm = u in Q+(%). This shows that the normalisa-
tion of the limit mass densities inQ+(%) belongs to the restriction of elements ofL∞(Q; RN)∩
L2(0, T ; W 1,2(Ω; RN)) to this set.
Consider next the sequence of total mass densities {ρ¯n}n∈N. Due to the estimate in the class
CΦ∗([0, T ]), we obtain that ρ¯n → ρ¯ =
∫
Ω
ρ uniformly on [0, T ]. Let K ⊂⊂ {t : ρ¯i(t) > 0}.
Then infn≥n0, t∈K ρ¯
n(t) > 0 for n0 appropriate. Thus, we can find parameters , δ > 0 such
that
K ⊆ J i,n,δ := {t ∈]0, T [ : |{x : ρni (t, x) ≥ }| ≥ δ} .
Recall now the statement of Lemma 5.4. For i ∈ Ic
M
, we obtain that
‖qni ‖L2(K×Ω) ≤ ‖qni χJ i,n,δ (t)‖L2(K×Ω) ≤ C0(K) .
Thus, by Fatou’s Lemma ‖qi‖L2(Q+∩[K×Ω]) ≤ lim infn→∞ ‖qni ‖L2(K×Ω) < +∞. This proves
the statement 3.7.
We next investigate the limit diffusion fluxes J . We start from the equivalent representation
Jn,i =
N∑
k=1
Dni,k∇ρn,normk +∇φnMn zm · ei +
1
n
∇ρn,normi
Dni,k := f0(%n)
n∑
j=1
M(R(Tδ0(%n), q
n))i,j D
2hj,k(ρ
n,norm) .
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We make use of (differentiate in (5))
D2hj,k(ρ
n,norm) =
Vj
mj
Vk
mk
K F ′′( V
m
· ρn,norm)− kB θ
mjmk
1
1
m
· ρn,norm
+
kB θ
mj
δj,k
ρn,normj
.
Since
∑N
i=1 ρ
n,norm
i = 1 it follows that |D2hj,k(ρn,norm)| ≤ c (1 + δj,kρn,normj ). We recall also that
|M(ρ)i,j| ≤ C min{ρi, ρj}, and we obtain that
|Dni,k| ≤ c f0(%n)
(
|R(Tδ0(%n), qn)|+
N∑
i=1
Ri(Tδ0(%n), q
n)
Ri(1, qn)
)
≤ c(δ0, f0) (1 + %n)
We make use of the pointwise convergence of ρn,norm in the set Q+, and we obtain that Dn →
D = Mi,j D2hj,k(ρnorm) pointwise almost everywhere in Q+(%). Moreover, we can choose for
every  > 0 a set Q+ ⊂ Q+, λ4(Q+ \ Q+ ) ≤  such that %n converges uniformly on Q+
(Egoroff theorem). It clearly follows that
Jn,i →
N∑
k=1
Di,k∇ρnormk +∇φM zm · ei weakly in L1(Q+ ) .
This shows that J = D∇ρnorm + ∇φM z
m
first in Q+ , and then letting  tend to zero also
almost everywhere in Q+.
6.4 Passage to the limit in the energy identity
Passage to the limit with the entropy production due to diffusion MnDn ·Dn Here we
use the equivalent representation
MnDn ·Dn = [Mn]−1 Jn · Jn =
N−1∑
i=1
1
λi(Mn)
|J i,n · ξi(Mn)|2 .
At first we note that for i = 1, . . . , N−1, the sequence [λi(Mn)]−1/2 Jn ·ξi(Mn)) is bounded
in L2(Q; R3). Thus, there is a limiting element ai ∈ L2(Q; R3) such that [λi(Mn)]−1/2 Jn ·
ξi(Mn))→ ai weakly in L2 and ‖ai‖L2 ≤ lim infn→∞
∫
Q
MnDn ·Dn.
Next we consider the set QI, := {(t, x) ∈ QI : ρi(t, x) ≥  for all i ∈ I}. Due to the
Egoroff Theorem, we can find Q˜I, ⊂ QI, with λ4(QI, \ Q˜I,) ≤  and ρi,n → ρi uniformly
on Q˜I,.
Assume now that the cardinality of I satisfies |I| ≥ 2. Then by assumption, the |I| − 1 first
eigenvalues λ1(Mn), . . . , λ|I|−1(Mn) form sequences uniformly bounded away from zero on
Q˜I,.
[λi(M
n)]−1/2 → [λi(M)]−1/2 strongly in Lp(Q˜I,) .
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Since on the other hand Jn · ξi(Mn)→ J · ξi(M) weakly in L2α/(1+α)(Q+), it follows that
ai = [λi(M)]
−1/2 J · ξi(M) a. e. in Q˜I, for i = 1, . . . , |I| − 1 ,
and letting  tend to zero, we obtain the latter representation almost everywhere in QI . Thus∫
QI
|I|−1∑
i=1
1
λi(M)
|Jn · ξi(M)|2 ≤ lim inf
n→∞
∫
QI
MnDn ·Dn .
Passage to the limit with the entropy production due to reaction
∫
Q
(Ψ(DR,n)+Ψ∗(−Rn))
Let I be an index set. Recall that qni → qi pointwise almost everywhere inQI for all i ∈ I . Due
to the Egoroff theorem, there is for all ` ∈ N a set A` ⊂ QI such that λ4(QI \A`) ≤ `−1 and
the convergence is uniform on A`. Consider now for ` ∈ N a set
QI,` := {(t, x) ∈ QI : |qI | ≤ `} ∩ A` .
We split the reaction driving forces γk · qn = γk · PI(qn) + γk · PIc(qn), and we obtain for n
an estimate ∫
QI`
Ψ(γ1 · PIc(qn), . . . , γs · PIc(qn)) ≤ [DR,n]LΨ(Q) + C(`) . (57)
We defineXn to be the orthogonal projection of qn on the space VI = span{PIc(γk)}k=1,...,s.
Due to (57), we can extract a subsequence such that Xn converges weakly in L1(QI` ; Rs) to
a limit element X , and this yields
lim
n→∞
∫
QI,`
Ψ(DR,n) ≥
∫
QI,`
Ψ(γ1 · (PI(q) +X), . . . , γs · (PI(q) +X)) ≥
∫
QI,`
Ψ˜I(qI) ,
where we make use of the definition
Ψ˜I(qI) := inf
X∈VI
Ψ(γ1 · (PI(q) +X), . . . , γs · (PI(q) +X)) .
Thus, if we make use of the fact that Rn → R in L1(Q; Rs), it follows that
lim inf
n→∞
∫
Q
(Ψ(DR,n) + Ψ∗(−Rn)) ≥
∫
Q
(Ψ∗(−R) +
∑
I⊂{1,...,N}
χQI Ψ˜
I(qI)) .
This finishes the proof of Theorem 3.6 in case that α > 3.
6.5 The case α ≤ 3
The matrices Mn have full rank and generate a perturbation in the equation of conservation of
total mass. It was a technical requirement of the Lions method that the pressure growth satisfies
α > 3 to pass to the limit n → ∞. If the growth exponent of the mechanical free energy (via
the function F ) is in the range 3
2
< α ≤ 3, we assume first that we have replaced F by
37
Fδ, with Fδ(s) = F (s) + δ s4. Using the approximation method of Proposition 5.1, we then
establish existence for the regularised problem and we obtain a solution family indexed by δ. In
this subsection we briefly indicate how to pass to the limit δ → 0 in order to complete the proof
of the Theorem 3.6.
In fact, it turns out that the compactness of the family of mass densities {ρδ}δ>0 is sufficient to
derive the result. In order to prove the compactness, we will use the following information (the
validity of which follows from the definition of the class B): For all u ∈ C1(Q; R+) there is an
extension function f = fδ,u ∈ L∞(Q; RN+ ),∇f ∈ L2(Q; RN×3) such that
‖f‖L∞(Q;RN ) + ‖∇f‖L2(Q;RN×3) ≤ C0(‖u‖C1)
R(u, qδ) = f almost everywhere in Q+(%δ) .
(58)
Recall thatR(u, qδ) is well defined in Q+(%δ) for qδ in the class B.
Let us now show how we derive the validity of the Lemma 6.2. We express∫
Q+(%δ)
(P (%δ, q
δ)Tk(%δ)− P (%δ, qδ)u)
=
∫
Q+(%δ)
(P (%δ, q
δ)− P (u, qδ)) (Tk(%δ)− u) +
∫
Q+(%δ)
P (u, qδ)) (Tk(%δ)− u)
≥ c0
∫
Q+(%δ)
(Tk(%δ)− u)2 +
∫
Q+(%δ)
P (u, qδ) (Tk(%δ)− u)
We now call p˜δ := (−F + IdF ′)( Vm ·f). Then, p˜δ = P (u, qδ)) onQ+. Moreover, onQ\Q+,
we have p˜δ (Tk(%δ)− u) = −p˜δ u ≤ 0. It follows that∫
Q
(P (%δ, q
δ)Tk(%δ)− P (%δ, qδ)u) =
∫
Q+(%δ)
(P (%δ, q
δ)Tk(%δ)− P (%δ, qδ)u)
≥ c0
∫
(Q+(%δ)
(Tk(%δ)− u)2 +
∫
Q
p˜δ (Tk(%δ)− u) .
Thus, denoting p the weak limit of {pδ} we then obtain as in the proof of Lemma 6.2
lim inf
δ→0
∫
Q
pδ Tk(%δ)−
∫
Q
p u ≥ c0 lim inf
δ→0
∫
(Q+(%δ)
(Tk(%δ)− u)2 .
Thus, as u→ ak
lim inf
δ→0
∫
Q
pδ Tk(%δ)−
∫
Q
p ak ≥ c0 lim inf
δ→0
∫
(Q+(%δ)
(Tk(%δ)− ak)2 .
This is sufficient to obtain the uniform in time compactness of the family of total mass densities
{%δ}δ>0.
We obtain the compactness of the partial mass densities with an inequality similar to Lemma
6.4, 6.5, Here we have to replace R(1, qi) which are not defined in vacuum by the extension
functions given in the definition of the class W˜ 1,0%,2 (Q). We spare the reader with the technical
details.
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A Appendix
Proof of Lemma 2.2 Let r ∈ span{γ1, . . . , γs} and µ ∈ RN be given.
We denote DR = (γ1 ·µ, . . . , γs ·µ) ∈ Rs. Let I ⊂ {1, . . . , N} be an ordered index set. We
are going to construct the solution operator of the algebraic equations
−
s∑
k=1
∂kΨ(D
R)︸ ︷︷ ︸
=:Rk
γki = ri for i ∈ Ic . (59)
By assumption, PIc(r) ∈ V . Therefore, there is a representation ri =
∑d
k=1 r˜k γ
k
i for all
i ∈ Ic, with the coordinates r˜1, . . . , r˜d of PIc(r) in V . Making use of the matrix A from (22),
we see that the conditions (59) are then equivalent for i ∈ Ic to
d∑
k=1
Rk γ
k
i +
s∑
k=d+1
Rk (
d∑
`=1
Ak−d` γ
`
i ) =
d∑
`=1
r˜` γ
`
i .
Obviously, making use of the fact that {PIc(γk)}k=1,...,d is a basis of V , the latter is valid if and
only if
R` +
s∑
k=d+1
Ak−d` Rk = r˜` for ` = 1, . . . , d . (60)
We next interpret (60) as implicit equation as follows: For X ∈ Rd and Y ∈ Rs−d we define
L(X, Y ) := (X, Y + AX) ∈ Rd × Rs−d
Ψ˜(X, Y ) := Ψ(L(X, Y )) .
Consider now the points Y and X defined via
Y` := γ
I,` · µ for ` = 1, . . . , s− d, X` := γ` · µ for ` = 1, . . . , d .
Then, we have the identities
γj · µ =
{
Xj for j = 1, . . . , d
Yj−d +
∑d
k=1A
j−d
k Xk for j = d+ 1, . . . , s .
Straightforward calculations now show that the equations (60) are equivalent to−∂X`Ψ˜(X, Y ) =
r˜` for ` = 1, . . . , d, or more precisely
∂XΨ˜
γ1 · µ, . . . , γd · µ︸ ︷︷ ︸
=X
, γI,1 · µ, . . . , γI,s−d · µ︸ ︷︷ ︸
=Y
 = −r˜ . (61)
Next we want to compute the functional matrix of the system (60), (61). To this aim, we make
use of the potential Ψ and we split its variable DR ∈ Rs as (D, D¯) ∈ Rd × Rs−d. Then for
k, ` = 1, . . . , d
∂2Xk, X`Ψ˜(X, Y ) = ∂
2
Dk,Dl
Ψ + AT` ∂
2
Dk,D¯
Ψ + ATk ∂
2
D`,D¯
Ψ + AT` A
T
k ∂
2
D¯,D¯Ψ , (62)
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where Ψ is evaluated at L(X, Y ). For η ∈ Rd arbitrary, it follows that
∂2X,XΨ˜(X, Y ) η · η = ∂2Ψ(η, A η) · (η, A η)
≥ λinf(∂2Ψ) (η2 + |Aη|2) ≥ c0 |η|2 .
Thus, it turns out that Ψ˜ is strictly convex in the first variable, and the equations−∂XΨ˜(X, Y ) =
r˜ define implicitly the variable X as a function of r˜ ∈ Rd and Y ∈ Rs−d. We denote G,
(Y, r˜) 7→ X the solution mapping. Clearly, G(Y, r˜) is nothing else but ∇Ψ˜∗(−r˜, Y ) of the
convex conjugate in the first variable X of the function Ψ˜. For the derivatives of the solution
mapping G, we obtain that
Gi,Yj(Y, r˜) = −
d∑
`=1
(∂2Ψ˜X,X)
−1
i,` ∂
2Ψ˜X`,Yj
= −
d∑
`=1
(∂2Ψ˜X,X)
−1
i,`
(
∂2Dl,D¯jΨ + A
T
` ∂
2
D¯j ,D¯
Ψ
)
Gr˜(Y, r˜) = −(∂2Ψ˜X,X)−1 .
Due to (61) we obtain for ` = 1, . . . , d that
γ` · µ = G`(γI,1 · µ, . . . , γI,s−d · µ, r˜) .
We define sI := s− d the reduced number of reactions. For (Y, r˜) ∈ RsI ×Rd, introduce the
reduced potential
Ψˆ(Y, r˜) :=Ψ(L(G(Y, r˜), Y )) + r˜ ·G(Y, r˜)
− Y · ∇D¯Ψ(L(G(0, r˜), 0))− (Ψ(L(G(0, r˜), 0)) + r˜ ·G(0, r˜)) . (63)
Next we shall prove that Ψˆ ∈ C1(RsI × Rd) is non-negative, and the function Y 7→ Ψˆ(Y, r˜)
is C2 and convex for all r˜ ∈ Rd.
Making use of the definition (63), we compute for k = 1, . . . , sI
∂YkΨˆ(Y, r˜) = (∂XΨ˜(G(Y, r˜), Y ) + r˜) ·GYk(Y, r˜) + Ψ˜Yk(G(Y, r˜), Y )
−∇D¯kΨ(L(G(0, r˜), 0))
= Ψ˜Yk(G(Y, r˜), Y )−∇D¯kΨ(L(G(0, r˜), 0))
= ∂k+dΨ(L(G(Y, r˜), Y ))− ∂k+dΨ(L(G(0, r˜), 0)) . (64)
Here we use that G is the solution mapping to −∂XΨ˜(X, Y ) = r˜. Since ∇Ψ is of class C1,
we obtain from (64) that ∂Y Ψˆ is of class C1 as well. Moreover it is obvious that ∂Y Ψˆ(0, r˜) = 0.
For k, ` = 1, . . . , sI , we further compute
∂Yk,Y`Ψˆ(Y, r˜) = Ψ˜Yk,X(G(Y, r˜), Y ) ·GY`(Y, r˜) + Ψ˜Yk,Y`(G(Y, r˜), Y ) .
Due to (60) that we can differentiate in Y , we have for m = 1, . . . , d and k = 1, . . . , sI that
∂2Xm,XΨ˜ ∂YkG+ ∂
2
Xm,Yk
Ψ˜ = 0. Thus
∂2Yk,Y`Ψˆ(Y, r˜) = Ψ˜Yk,Y` − (Ψ˜X,X)−1 Ψ˜Yk,X Ψ˜Y`,X ,
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where D2Ψ˜ is evaluated at (G(Y, r˜), Y ). Thus, ∂2Y,Y Ψˆ is the Schur complement of the block
∂2X,XΨ˜ of the Hessian D
2Ψ˜. Since Ψ˜ is a strictly convex function (see (62)), this proves that
D2Ψˆ is strictly positive definite, which is sufficient for the strict convexity. Further, making use
the identity (60),
r =
s∑
`=1
R` γ
` =
d∑
`=1
R` γ
` +
s∑
`=d+1
R` γ
`
=
d∑
`=1
(r˜` −
s∑
k=d+1
Ak−d` Rk) γ
` +
s∑
k=d+1
Rk γ
k
=
d∑
`=1
r˜` γ
` +
s∑
k=d+1
Rk (γ
k−d −
d∑
`=1
Ak−d` γ
`)
=
d∑
`=1
r˜` γ
` +
s∑
k=d+1
Rk γ
I,k−d .
Using now (64), we see for k = 1, . . . , sI
−Rk+d = ∂YkΨˆ(Y, r˜) + ∂k+dΨ(L(G(0, r˜), 0)) , Y = (γI,1 · µ, . . . , γI,s
I · µ)
It follows that
r =−
sI∑
k=1
∂YkΨˆ(γ
I,1 · µ, . . . , γI,sI · µ, r˜) γI,k
−
sI∑
k=1
∂k+dΨ(L(G(0, r˜), 0)) γI,k +
d∑
`=1
r˜` γ
` .
We set r0 := −∑sIk=1 ∂k+dΨ(L(G(0, r˜), 0)) γI,k and the claim follows.
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