Abstract-Current syntactic machine translation (MT) systems implicitly use beam-width unlimited search in learning model parameters (e.g., feature values for each translation rule). However, a limited beam-width has to be adopted in decoding new sentences, and the MT output is in general evaluated by various metrics, such as BLEU and TER. In this paper, we address: 1) the mismatch of adopted beam-widths between training and decoding; and 2) the mismatch of training criteria and MT evaluation metrics. Unlike previous work, we model the two problems in a single training paradigm simultaneously. We design a loss-augmented approach that explicitly considers the limited beam-width and evaluation metric in training, and present a simple but effective method to learn the model. By using beam search and BLEU-related losses, our approach improves a state-of-the-art syntactic MT system by +1.0 BLEU on Chinese-to-English and English-to-Chinese translation tasks. It even outperforms seven previous training approaches over 0.8 BLEU points. More interestingly, promising improvements are observed when our approach works with TER.
I. INTRODUCTION

I
N Machine Translation (MT), syntactic approaches have had witnessed progress over the past decade. Many good models have been developed. The simplest of these is learning formally syntactic translation from word-aligned string pairs where translation is not required to respect syntactic annotation [1] . More sophisticated models can benefit from parse trees on either language side or both [2] - [6] . These systems have good abilities in handling long-distance dependency and syntactic movement. For example, systems based on source or target syntax have shown very promising results in several MT evaluation tasks [4] , [7] , and modern systems learned from syntax on both language sides can achieve state-of-the-art performance on Chinese-toEnglish translation which is a well-known difficult task [6] . Despite differences in detailed modeling, the learning procedure of syntactic MT systems resembles the usual pipeline in Statistical Machine Translation (SMT): 1) translation is modeled via a weighted log-linear model where each translation rule/derivation is associated with a number of translation features; 2) then translation rules and features are learned on largescale bitext (call it training) 1 ; 3) then feature weights are tuned on a handful of sentences with reference translations (call it tuning). After that, new sentences can be decoded with the learned model (call it decoding) and the translation is evaluated by various metrics, e.g., BLEU [8] and TER [9] . Here beam pruning and/or other aggressive pruning methods have to be adopted due to the large complexity of underlying structure of sentences. However, too few derivations are harmful to syntactic translation [6] . For good performance, syntactic MT systems have to access a large number of rule derivations and run slower than the phrase-based counterparts. 2 In most syntactic MT systems, the training process is straightforward: we define a training criterion and learn features by the criterion. For example, a widely used method is that translation rules are extracted from a parsed bilingual corpus, and then probability-like features are learned by relative frequency estimation. Such a method is easy to implement but there appear mismatches between training and decoding. In particular,
1) The search strategies are mismatched. In decoding, exact search is impractical and beam pruning is employed to throw away all hypotheses beyond the beam width. Yet current training methods directly learn features by accessing all possible derivations over the given string/tree pair, as if exact search is always applicable. In other words, beamwidth unlimited search is implicitly assumed in training, whereas beam-width limited search is adopted in decoding.
2) The training criterion and MT evaluation metric are mismatched. Learning MT features are generally designed for a maximum likelihood story. However, the evaluation metric is based on some different factors, e.g., the n-gram precision as in BLEU. 1 We assume that the language model is ready in advance. It is not involved in the training process of MT systems in this paper. 2 For phrase-based models with an integrated n-gram language model, a leftto-right decoder has a time complexity of 2 m V n −1 m 2 , where m is the length of source sentence, V is the size of target-language vocabulary, and n is the order of language model. For syntactic models, even a binary grammar with L distinct non-terminal labels results in a time complexity of m 3 V 4(n −1) L if we use the CKY (Cocke-Kasami-Younger) algorithm. In most large-scale systems, we decode input source sentences with less than 40 words but generate the target string over a vocabulary of over 500 K entries. As a result, syntax-based models have a much higher complexity than phrase-based models when we develop practical systems. Fig. 1 . Illustration of the mismatch problems-the decoder has to choose a derivation that is not the "best" one learned by the trainer.
The mismatch problems may result in an unpleasant situation: desired derivations cannot be kept within the beam even when we decode a training sentence with the parameters learned from it. See Fig. 1 for an example of derivations (or decoding paths) in multi-stage beam search. In Fig. 1 d 1 is the best "path" predicted by the model learned via maximum likelihood estimation; whereas the decoder prunes out d 1 at the second stage when we decode the source sentence s with beam search. Instead it chooses an "always-in-beam" path d 2 with a bad translation (as indicated by the BLEU score). To make matters worse, a good-quality derivation d 3 has a low rank although it survives in beam pruning.
A natural solution to these problems is to take the mismatch problem into account and guide the training process towards models that make use of the real factors in decoding, that is, we prefer to learn the MT model from deviations that are less likely to be pruned and are of a high BLEU score. Several research groups have been aware of this and made good attempts. E.g., Liu and Huang [10] and Yu et al. [11] proposed to model search errors for MT training and learned feature weights on bitext using violation-fixing perceptron [12] . Another line of research is large-scale BLEU-oriented training for MT. E.g., He and Deng [13] developed an expected BLEU training method to learn phrase and lexicon translation features for phrase-based MT. But all these methods are task specific, rather than unifying different kinds of problems. To date, it is rare to see studies on addressing the two problems in a single framework of MT training.
In this paper we instead present a loss-augmented approach to learning features for syntactic MT. We introduce a loss function into the training criterion and model additional factors (e.g., search error and evaluation metric) by designing an appropriate loss. In this way we can guide MT training towards derivations that always stay within the beam and are of a good evaluation score. In particular, our model has several benefits: 1) Unlike previous work, we address the mismatch of search strategies between training and decoding as well as the mismatch of optimization criteria between evaluation metric and likelihood simultaneously, rather than optimizing for individual problems.
2) Our approach does not require forced decoding-like methods for oracle generation which suffers greatly from a high failure rate and insufficient use of training data [10] , [11] . Instead, all bilingual data can be used to learn MT features. 3) Our approach is compatible with the general framework of MT training and is very easy to implement. It does not rely on sophisticated optimization like stochastic gradient descent which is not involved in popular MT toolkits. All we need is a slight modification to the existing modules if one already has a syntactic MT system. We experiment with our approach in a state-of-the-art linguistically-motivated system. On large-scale Chinese-toEnglish and English-to-Chinese translation tasks, we obtain an average improvement of +0.8 BLEU. More interestingly, promising improvements are observed when our approach works with TER. In addition, we study various factors affecting our approach, including model convergency, training speed and sensitivity analysis of system parameters.
The rest of the paper is structured as follows. Section II briefly introduces the MT system used in this work. Section III describes our loss-augmented approach. Then, Section IV presents experimental evaluation of our approach. After reviewing the related work in Section V, the paper is concluded with a summary.
II. THE USED MT SYSTEM
The system used in this work is based on synchronous contextfree grammars (SCFGs) which are popular in SMT. In the following we describe the translation model, rule extraction, training and decoding methods used in the system.
A. Translation Rules and Derivations
An SCFG is a system N, W s , W t , S, Ψ , where N is a set of non-terminals, W s and W t are sets of terminals (or words) in the source and target languages, S ⊆ N is a set of start symbols, and Ψ is a finite set of productions. Each production is an SCFG rewrite rule of the form
where LHS is a non-terminal; α and β are sequences of terminals and non-terminals in the source and target languages. The only constraint here is that non-terminals in α and β are aligned in a 1-to-1 fashion.
When applying SCFGs, we can rewrite an aligned pair of nonterminals with the source and target-language sides of an SCFG rule. This operation requires that the labels of the substituted non-terminals must match the LHS label of the rewriting rule. Given a string pair, the generation process can be described as a sequence of SCFG rule applications, say, a derivation of SCFG rules.
In MT, different versions of SCFGs can be applied. A simple but effective way is hierarchical phrase-based translation [1] . It induces SCFGs with no syntactic annotations. Instead, SCFGs are extracted from word-aligned parallel data using Hiero-style heuristics [14] . E.g., we can first extract initial phrase pairs from the bitext and then obtain hierarchical phrase rules (i.e., rules with non-terminals on the right hand side). See Fig. 2 for example Hiero-style rules extracted from a sentence pair with word alignments, where the non-terminals are labeled with X only.
Hiero-style grammars are formally syntactic, but rules are not constrained by source (or target) language syntax. An alternative is to perform GHKM rule extraction to introduce linguisticallymotivated non-terminals from source (or target) phrase structure trees [15] . In the GHKM approach, translation equivalency relations are modeled from source-language syntactic trees to target language strings using derivations of GHKM rules [4] . A GHKM rule is a tuple of a source tree-fragment s r , a target string t r , and the alignments between the frontier non-terminals of s r and t r , for example,
is a GHKM rule. We can transform it into the SCFG form by keeping the frontier non-terminal annotations and discarding the internal tree structure (or flattening the tree) [16] , like this
We refer to SCFG rules transformed from the GHKM rules as tree-to-string rules. As the non-terminals are annotated with source syntactic labels, applying tree-to-string rules is constrained to the "well-formed" constituents. See Fig. 2 for treeto-string rules extracted from a tree-string pair.
For diverse rule types, we jointly use Hiero-style and tree-tostring rules in decoding [17] , [18] . We follow the idea presented in [16] . Under such a model, a derivation can be made up of a mixture of Hiero-style and tree-to-string rules. It is doing something similar to "fuzzy" MT [6] : rule substitution does not require exact match of non-terminal labels, instead syntactic categories are used to model syntactic compatibility. In this way, more syntax-sensitive derivations are available to translation.
B. Mathematical Model and Features
Following the general framework of weighted synchronous grammar [19] , we assign a score (or weight) to each translation rule r via a log-linear model [20] :
where {θ i (·)} are the features defined on rules, and {λ i } are the corresponding weights. We have the following feature functions for rule r = LHS → α, β : 1) Phrase-based-like translation probabilities P(α|β) and P(β|α). 2) Rule generation probabilities P(r|LHS), P(r|α) and P(r|β). 3) Lexical weights P lex (α|β) and P lex (β|α) estimated by Koehn et al.' s method [21] . 4) A constant (exp(1)) to learn a preference for less or more rules in a derivation. 5) Indicators (exp(1)) for glue rules, Hiero-style and tree-tostring rules individually. 6) Number of substitutions (exp(#)) where the label of the substitution site matches LHS of the rule, and number for the unmatched case. They are analogies to the fuzzy matching features of syntactic rules [6] . Let t d be the target string encoded in a derivation d. Then the score of d is defined as the product of rule weights, with a multiplication of the n-gram language model lm(t d ) and the length of target string exp(|t d |).
where λ lm and λ w b are the feature weights of the language model and target sentence length. Then, the probability of d is defined as
C. Training and Decoding
Given a set of translation rules, training can be regarded as a process of estimating the values of the associated parameters {θ i } (or θ for short) from the bilingual data. In this work we re-strict MT training to phrase-based-like translation probabilities (i.e., P(α|β) and P(β|α)) and rule generation probabilities (i.e., P(r|LHS), P(r|α) and P(r|β)), and do not discuss the learning process of the remaining "off-the-shelf" features. 3 A popular method for training these parameters is to maximize the likelihood value of the bilingual data, which is implemented by either summing the likelihood over all derivations or using the best derivation (Viterbi) as an approximation. For example, given a pair of sentences (s, t), we can formulate training as to obtain the optimal parameter set by maximizing the probability of Viterbi derivations in log-scale:
Hered is the Viterbi derivation for (s, t), and D(s, t) is the set of all derivations from the source string s to the target-string t. The subscript θ in P θ (·) is to emphasize that the probability is determined by the given parameter set.θ is the maximum-likelihood estimates of the features, and can be obtained using either the Viterbi training algorithm [22] or the relative frequency estimation. In this work we take both methods as baselines for comparison. Given a set of translation rules and features (as well as feature weights), decoding can be cast as finding the translation encoded in the most likely derivation of ruleŝ
where D(s, ·) represents the set of derivations from the sourcestring to any target-string. The decoding process is in general implemented with the algorithms used in syntactic parsing, such as the CKY parsing algorithm [23] . However, exact decoding is impractical for most SMT systems, especially when we decode with a high-order language model. Beam search has to be employed to prune the search space and explore the most promising candidates. Take CKY-style decoding as an example. On each source span (corresponding to a search stage), only the top-k partial derivations according to model score are kept and the rest are discarded.
III. LOSS-AUGMENTED TRAINING
Here we present a way to incorporate prior knowledge into the training process of syntactic MT systems. In this method, all we need is to add a loss function to the training objective. Although the loss function can be designed in many ways, we resort to two simple forms-1) a search-related loss that penalizes derivations outside beam; 2) an evaluation-metric-like loss that penalizes derivations with a lower evaluation score. Such a method has several advantages:
1) Because the loss function is only incorporated in training,
there is no modification of the tuning/decoding step. The decoding of test sentences can proceed as usual. 2) Our loss function is designed to address the mismatch problems. By training with this loss function, the learned model can be easily used to alleviate the problems. 3) Loss-augmented training unifies different problems. It is convenient to exploit various factors in a single framework of MT training.
A. The Model
We slightly modify the objective function of training and make the training process sensitive to the mismatch problems described in Section I. More specifically, we use a loss function to model the additional factors that are taken into account in training, e.g., this function can penalize derivations outside beams, and/or penalize derivations with a lower BLEU score.
We incorporate the loss function into the training process. For the method shown in Eqs. (4) and (5), we re-define the Viterbi derivation aŝ
where t is the reference target-string, log(P θ (d)) is the score of the MT model, and
) is the loss function that imposes a penalty score. Then, we reuse Eq. (4) to obtain the optimized parameters. The idea of this approach is pretty simple. We guide the system for a preference of derivations with a "best" loss-augmented score (as in Eq. (7)), rather than the "best" derivations in the original MT model. The preferred derivations are then employed in parameter optimization via a standard training method (as in Eq. (4)).
Note that Eq. (7) differs from Eq. (5) also in derivation space. Eq. (7) learns a translation model with derivations that are more likely to be explored during real decoding (i.e., D(s, ·)), instead of the "best" derivations indicated by two-way training (i.e., D(s, t)) as in Eq. (5). 4 In this way, Eq. (7) can explore derivations that do not exactly match t. The matching degrees can be controlled by the loss function. For example, when the loss function is designed as minus BLEU score scaled by a large positive number, Eq. (7) does exactly the same thing as Eq. (5). In addition, in this work we enforce a constraint that all derivations used training differ from t in 25% of the words at most, that is, in Eq. (7) D(s, ·) excludes derivations whose target string is far from t. Thus we can save computation on unlikely derivations and speed up the system.
B. Loss Functions
Our loss function possesses two properties. First, it penalizes derivations which are likely to be outside beam at some search stages. Second, it penalizes derivations which possess a lower evaluation score (e.g., a lower BLEU score). In this work these factors are modeled with two loss functions loss beam (·) and loss goodness (·). They are then interpolated in a linear fashion to form the loss function used in Eq. (7) loss
where α 1 and α 2 are the coefficients.
For the design of loss beam (·), we first introduce the concept of rank for a derivation. Given a source span u and a derivation d, we define η (d, u, D(s, ·) ) (or η(d) for short) to be the rank of d in competing with other derivations within D(s, ·) on u, i.e., the rank in the beam. Then, we define loss beam (·) to be
where span(d) is the set of source spans associated with each rule application in d.span(d) models all the span units and corresponding search stages for a derivation. For example, in Fig. 2 , we have a derivation d that is formed by applying rules {r 4 (2, 5) , (3, 3) , (4, 5)} 5 where each span corresponds to a rule application (see below).
(
is designed to model the behavior of d in beam pruning. In beam pruning, d (or its partial derivation) has to compete with other derivations to survive on each span u ∈ span(d). If the rank of d is beyond the beam width, it is pruned out. Therefore we define l beam (·) to be
Here k is the beam width, k m is a parameter indicating the rank margin from the beam-width boundary that we start to penalize the given candidate, and C is the clipping level of the penalty score we tend to give. See Fig. 3 for an example curve of l beam (·). It can be seen as a shifted and rescaled version of the hard tanh function. 6 The idea behind this model is that we would like to penalize derivations with a constant C when they are outside the beam over a margin k m ; on the other hand, when derivations are within the beam and their associated ranks are below k − k m , we do not disturb them and assign them a zeroloss; otherwise, d is penalized with a linear function whose 5 In this work a span (beg, end) means a range from position beg to position end. 6 Here we do not choose the standard version of the tanh function tanh(x) = e x −e −x e x + e −x because it is sometimes numerical unstable and is not so easy to optimize. Instead the hard tanh function has almost the same curve as tanh but is much easier to compute. slope is C/2k m . Thus, l beam (·) is a continuous and bounded function, which possesses the desired characteristics preferred by the influence curve of robust statistics [24] . Fig. 4 shows the values of l beam (·) and loss beam (·) for an example derivation. Note that, to use loss beam , we should adopt a larger beam width which is considerably greater than k + k m during training (say, 100, for k = 30 and k m = 10). In this way, more derivations can be involved when we train the model with this loss function.
Next, we switch to the design of loss goodness (·). As there are plenty of evaluation methods, we have many choices to define loss goodness (·). In this work we use BLEU for technical description and experiments. We choose BLEU because it is the most widely used metric in MT evaluation. Note that although we restrict ourselves to BLEU in this paper, our method is applicable to other metrics. In the experiment section, we show that the loss-augmented training method also works well with TER and obtains promising improvements by several MT evaluation metrics.
We choose a similar formulation as that used in [25] . We define loss goodness (·) as an approximation of the (minus) BLEU in log-scale: where |t d | is the length of the target string yielded by d, ϕ(d) is the set of n-grams encoded in d, g n is an n-gram, and c(g n , t) counts the occurrence of g n in the reference target-string t. In Eq. (11), log |t d | indicates a brevity penalty. We use the length of the translation to penalize short translations. It has been shown to have a similar effect as the standard version in original BLEU and can be applied to any partial translations [26] .
is the log-scale geometric average of n-gram precisions. The clipping count of n-gram is ignored to speed up n-gram counting, as is in [25] . Obviously, such a loss function tends to give larger penalties to the derivations whose associated target strings deviate more from the given target-language training sentence t, that is, it prefers the derivations that match t better.
C. Training
To learn model parameters, we employ a Viterbi training-like method. See Fig. 5 for the pseudo-code of the algorithm.
The input of the algorithm is the feature functions (i.e., θ), fixed feature weights (i.e., w) and loss function loss(·). It first initializes the model with the parameters obtained from an existing training method. Here we use the method presented in [14] and [15] where the model is learned from the extracted rules using relative frequency estimation. We choose this method because it has been successfully used in several successful syntactic MT systems.
Afterwards, the parameters are updated in an iterative fashion via the following two steps: 1) We learn the Viterbi derivation given the parameters according to Eq. (7) (as in line 4 of Fig. 5 ). To do this, we just need to incorporate the loss function into our model for decoding (loss-augmented decoding), and output the 1-best derivation for each source sentence in the training set. 2) We learn the parameters given the derivation (as in line 5
of Fig. 5 ). Like most state-of-the-art SMT systems [1] , [3] , [21] , [27] , maximum likelihood estimation can be used to train the model parameters. In this work we choose a simple way for implementation and perform relative frequency estimation on the Viterbi derivations. Also, the add-alpha smoothing technique is employed to train the model for better generalization ability on test data. Like the hard expectation-maximization (EM) algorithm, the above method focuses on maximizing the likelihood of the 1-best derivation. A natural extension is to use n-best derivations or derivation forest instead. In n-best or forest-based training, derivations (as well as translation rules) are associated with their posteriors or weights [28] . Once the derivations and rules are weighted, the parameter estimation procedure can proceed as usual, but with weight counts [29] . In this work we experiment with the 1-best, n-best and forest-based methods.
Another note on the algorithm. The main body of the learning process in Fig. 5 has similarities to the hard version of the EM algorithm [30] , e.g., both of them update the Viterbi derivation (d (i) ) and the optimal parameters (θ (i+1) ) in an iterative manner. On the other hand, there appear differences between them. In EM, the goal is to find maximum likelihood (or maximum a posteriori) estimates of model parameters, i.e., the objective is to maximize a likelihood function. However, the objective of our model is to find the derivation via a likelihood function plus additional losses. As arbitrary loss functions can be used, the resulting training algorithm is not guaranteed to converge to a local optimum. Fortunately, as is shown in the evaluation section (see Section IV), our method works well in real world tasks and shows a good ability of convergency in most cases. Fig. 6 shows the complete version of our training paradigm. The LEARNTHETA procedure learns feature values. We can use either the algorithm in Fig. 5 or the baseline methods presented in Section II. The LEARNWEIGHTS procedure learns feature weights on the tuning set. In this work we use the Minimum Error Rate Training (MERT) method [31] . One complete pass of the two procedures is a training epoch, and the feature values and weights can be updated for T epoches.
Note that this method provides a very flexible way for learning syntactic MT models. For example, it is a standard way to train syntactic MT models if we use the relative-frequency estimation for LEARNTHETA and MERT for LEARNWEIGHTS [14] ; On the other hand, it is the loss-augmented training if we use the algorithm in Fig. 5 for LEARNTHETA and iterate the training process for epochs.
D. Interpolation
The loss-augmented training and maximum likelihood/relative frequency-based training are two ways to estimate parameters of the MT model. The loss-augmented method focuses more on introducing additional factors into the training process, while the usual method (see Section II) is likelihood-oriented and fits better in a statistic story. It is therefore desirable to interpolate the two models when having the final parameter estimation. To do this, we can add an additional round of training. Let θ baseline be the model obtained via the baseline method described in Section II, θ new be the model obtained via loss-augmented training. The final model θ final is a linear interpolation of θ baseline and θ new (12) where b controls the preference to the baseline model. Also, we re-tune the feature weights for θ final .
IV. EVALUATION
We evaluated our approach on Chinese-to-English and English-to-Chinese translation.
A. Experimental Setup
Our training corpus consists of 2.7 million sentence ChineseEnglish bitext from NIST12 OpenMT. We ran GIZA++ on the bitext to produce bidirectional alignments and then the growdiag-final-and method to obtain symmetric alignments. For Chinese word segmentation, we ran NiuParser on the Chinese side [32] . For syntactic parsing, we ran the Berkeley Parser [33] on both Chinese and English sides. The parse trees were then binarized in a left-heavy fashion. 7 For the syntactic model, syntaxbased (tree-to-string) rules with up to five non-terminals were extracted. For the hierarchical phrase-based model, phrasal rules and hierarchical phrase-based rules with up to two non-terminals were extracted. All these rules were learned using the NiuTrans open-source toolkit [34] .
We trained two 5-gram language models: one on the Xinhua portion of the English Gigaword in addition to the Englishside of the bitext, used by Chinese-to-English systems; one on the Xinhua portion of the Chinese Gigaword in addition to the Chinese-side of the bitext, used by English-to-Chinese systems. All language models were smoothed using the modified KneserNey smoothing method [35] .
For Chinese-to-English translation, our tuning set (919 sentences) was the NIST MT 03 evaluation data. The test sets (3486 sentences) contained all newswire evaluation data of NIST MT 04, 05 and 06. For English-to-Chinese translation, our tuning set (995 sentences) and test set (1859 sentences) were the evaluation data sets of SSMT 07 and NIST MT 08 Chinese-English track, respectively. All source-side parse trees were produced in the same way as that used on the training data.
We used a CKY-style decoder with cube pruning [14] and beam search to decode new sentences. Both tree-to-string rules and Hiero-style rules were used in the same decoding paradigm as described in [16] . All feature weights were optimized using minimum error rate training [31] .
We used a beam width of 30 for decoding. To train our model, we adopted a beam width of 100. k, k m and C (Eq. (10)) were set to 30, 10 and 10, respectively. The weighting coefficients α 1 and α 2 (Eq. (8)) were set to 0.1 and 5, which were tuned on the development set. The iteration number of our approach (i.e., I in Fig. 5 ) was set to 5 which was sufficient for a stable result. 7 We used left-heavy binarization because it showed good results for Chinese syntactic trees [16] .
By default, the joint training was performed for one epoch (i.e., T = 1 in Fig. 6 ). In additon, add-alpha smoothing (alpha = 0.5) was used for parameter estimation in this work.
B. Baselines
Several baseline methods were chosen for comparison in this study.
1) The first of these is relative frequency estimation on all extracted rules. Due to its simplicity and effectiveness, this method has been widely adopted in current state-ofthe-art syntactic MT systems [6] , [14] , [15] . Therefore, we chose it as the primary baseline in our experiments. 2) The second baseline is the system trained on the best forced-decoding derivations [36] . This method first generates the derivations that reach the target-string exactly, and then learns the parameters from these derivations. In this way, it can lead to a model that focuses more on the desired training paths instead of considering all paths equally. 3) In addition, SEARN [37] was selected for our empirical comparison. This algorithm maintains two sets of parameters. The first set is the parameters learned from the "optimal" derivations which are obtained via forced-decoding. The second parameter set is learned from the derivations that the MT system actually sees in practice. Then a new model is obtained by interpolating these two sets of the parameters. Since beam search is employed to generate the second set of training paths, SEARN implicitly considers the search problem during training. 4) We also implemented the discriminative method that learned the parameters on the best BLEU derivations in the n-best list [38] . Basically this method is on the same theme as SEARN. It implicitly takes beam-width limitation into account by using the best candidate within the n-best list. 5) Moreover, we employed the method that maximizes the likelihood (see Section II-C), including learning from Viterbi derivations (i.e., Viterbi training), learning from n-best derivations (i.e., n-best training), and learning from derivation forests (i.e., forest-based training). Note that the forest-based training is doing something similar to the primary baseline where the probabilities are obtained via relative frequency estimation on all the rules involved in the derivation forest. The difference lies in that the forest-based training method uses fractional counts for maximum likelihood estimation, while the primary baseline counts each rule occurrence as unit one.
C. Results
1) Impact of Loss Functions:
We start with a study on how the proposed loss functions affect the translation quality in terms of case insensitive BLEU. 8 To isolate the contributions of each loss function from the other, we investigate the individual impact of loss beam and loss goodness , respectively, i.e., varying α 1 when We then study the effectiveness of using loss beam and loss goodness simultaneously. To do this, we adjust the system along the dimensions of α 1 and α 2 . Seen from Tables III and IV, we can have a larger BLEU improvement by seeking a better corelation between loss beam and loss goodness . Our system outperforms the baseline over 0.8 BLEU points when α 1 = 0.1 and α 2 ∈ [1, 5] . Table V shows the BLEU result of various systems. We see, first of all, that the proposed approach outperforms the baselines on both translation tasks. Learning rules and parameters from derivation forests performs best, followed by the n-best and 1-best (Viterbi-style) methods. This result indicates that our approach can learn a better model by accessing more derivations in training.
2) Comparison With Other Approaches:
Also, we interpolate different models with the primary baseline. Table V shows that the model interpolation helps. The best system is obtained when we have an interpolation factor of b = 0.5. It achieves +0.87 (zh-en) and +0.88 (en-zh) BLEU improvements over the baselines with the same interpolation coefficient. It even achieves an average improvement of +1.09 BLEU over the baselines with no model interpolation.
In Table V , we also report the results of a standard hierarchical phrase-based system [14] and a standard tree-to-string system [4] . For tree-to-string translation, we use the binarized parse trees in training and decoding as described in Section IV-A. Both our primary baseline and improved systems outperform the hierarchical phrase-based and tree-to-string counterparts. As described in Section III, loss-augmented training is a general approach. So we also apply it to the hierarchical phrase-based and tree-to-string systems. It is observed that it works well with these systems (see Table V ). On both translation tasks, the improvement is over 0.8 BLEU points, which indicates that our approach is applicable to different types of systems.
3) Impact of Beam Width:
In addition to BLEU, we also study how fast our proposed approach and the baseline can run on the training set. Fig. 7 shows the speed comparison for different settings of beam width. 9 Note that the curves of Viterbibased, n-best-based and forest-based loss-augmented training are not distinguishable. Because loss-augmented training requires running the decoder on the entire training set, most of the training time is consumed by the generation of desired derivations rather than the parameter estimation program. As a result, the training time does not vary too much for these methods. So we remove the curves of n-best and forest-based training for clear figures.
We see that loss-augmented training is slower than the primary baseline based on relative frequency estimation, e.g., in the default setting (beam width = 100), it is 0.90 sentence/second vs. 28.0 sentence/second on the zh-en task. It is even slower when we enlarge the beam width. To speed up the system, a good way might be to parallelize the training process. E.g., in our implementation, we distribute both the derivation generation and parameter learning (lines 4-5 in Fig. 5 ) to a cluster of computers in a standard map-reduce fashion. In this way, the loss-augmented training can be finished in no more than 12 hours, and is not a bottleneck in system development and tuning. 10 Then we plot BLEU as a function of beam width. Fig. 8 shows that both the baseline and loss-augmented training can benefit from larger beam width. But a too large beam does not help. E.g., when we use a beam width of 200, there is almost no BLEU improvement on the test data, but the systems are very slow. 
4) Convergence of Different Measures:
The proposed approach requires an iterative process of learning model parameters (see Fig. 5 ). It is therefore worth a study on the convergency issue. Fig. 9 shows the BLEU score and 1-best model score of our approach against iteration number (i.e., I). As model interpolation is useful, we interpolate our model and primary baseline with b = 0.5. Here iteration 0 represents the system where loss-augmented training is not employed. The curves in Fig. 9 show that the system converges by both measures. In our experiments three iterations are enough to obtain a stable improvement.
5) Joint Training With Weight Tuning: As described in Fig. 6 , we can learn feature values (i.e., θ) and feature weights (i.e., w) jointly. The process can be iterated for epoches. We investigate the system behavior in this joint learning framework. Fig. 10 shows that our system can benefit from joint training with weight tuning. More interestingly, forest-based training obtains a larger improvement than the 1-best and n-best counterparts. As more rules and parameters are accessed in forest-based training, it requires more training epoches for convergence.
6) Sensitivity Analysis: There are four parameters in our model, including the margin k m , the clipping level C, the loss weights α 1 and α 2 . Note that k m and C are only related to loss beam . So we first study the system behavior under different settings of k m and C when α 1 = 0.1 and α 2 = 0. In this way it is easier to see the influence of k m and C to loss beam only. To do this, we fix k m = 10 and vary the value of C. Table VI shows that a too high/low clipping level is harmful. In our system, choosing C in [10, 20] achieves the best result on both translation tasks.
We then study the impact of margin k m given the optimal choice of C (=15). Table VII shows that introducing a margin into training can enhance the generalization ability of the model on the test set. However, a large value of k m is not beneficial. This is because a large margin disturbs derivations within the beam and over-twists their associated ranks. This phenomenon may accompany with the overfitting problem, and thus has a side-effect on the test set.
Note that the best choice of k m and C may change when α 2 = 0. A better way to fine tune these parameters is to consider both α 1 and α 2 while adjusting k m and C. However it is impractical to find the optimized values of k m , C, α 1 and α 2 simultaneously. We instead use a simple method. For each choice of α 1 , we find the best value of α 2 in Tables III and IV . Then, we adjust k m and C in a similar way as in Tables VII and VI. Table VIII shows the best setting of k m and C for different values of α 1 and α 2 . We see a better BLEU score under the fine tuned parameters. But the improvement is modest. Also, the optimal value of k m and C does not vary too much for different choices of α 1 and α 2 . Another note on α 1 and α 2 . Because the model score of MT systems and the scores of loss functions are not in the same scale, their influences are not directly comparable. After normalizing these scores with their associated variances, it is found that 1) the MT model score is more important than the loss functions used in this work (the relative weight is 2.79); and 2) loss beam (·) and loss goodness (·) possess similar influence (relative weight is 1.24 which slightly favors loss beam (·)). This result agrees with the observation in Tables I and II that loss beam (·) and loss goodness (·) have similar contributions to the BLEU improvement.
7) Experiments on Other Metrics:
Although we restrict ourselves to BLEU-based loss in this work, our approach is applicable to other MT evaluation metrics. There are many choices, e.g., TER and WER. To integrate these evaluation metrics into loss-augmented training, all we need is to replace loss goodness with the negative score of the corresponding metric. 11 Here we test loss-augmented training for TER which is another popular method of MT evaluation.
Another interesting question is how the loss-augmented training performs if we use more metrics for evaluation rather than BLEU and TER. Therefore we report the result of NIST [39] , GTM [40] , WER [41] , and PER [42] . In this way, we have a better assessment of the translation quality.
We reuse the default setting in the previous experiment and tune feature weights by minimizing TER on the tuning set. Tables IX and X show that the loss-augmented training approach works well with TER. It obtains a +0.60 -TER improvement on the test sets. More interestingly, our approach outperforms the baseline over 0.3 BLEU points even when we train and tune the system using TER. Also, loss-augmented training shows promising results for other metrics. E.g., there are also improvements of NIST, WER and PER on both tasks. This result indicates that the improvement of translation quality here is general and can be demonstrated by several metrics. In addition, it is observed that the BLEU score drops when we switch from BLEU-based tuning to TER-based tuning. It reflects some inconsistency between different error measures. Another explanation is that TER prefers short translations which result in a large brevity penalty in BLEU.
8) Real Examples and Analysis:
We also examine whether the improvements persist when the translation quality is judged by humans. To do this, we randomly select 200 sentences from the data set used in the zh-en task. Two judges participate in this experiment. Both of them are qualified translators who are skilled in reading and writing English. In the evaluation, they are required to carefully read the translation, and do 5-point scoring on each MT output according to its translation quality. We observe that the improvement in human evaluation is consistent with the improvement of automatic evaluation score. The loss-augmented system outperforms the baseline by more than 0.15 points (3.60 vs. 3.43), which is statistically significant at p < 0.01.
We then analyze the data to see where the improvement is from. See Fig. 11 for real examples generated by different systems. In Example 1, a good rule NP is pruned by the baseline system due to beam search. This results in a bad translation "export mix" (the reference is "export commodity structure"). The situation is much better when loss-augmented training is used, where the desired rule survives in beam search and leads to the correct translation. Similar phenomena are observed in Examples 2 and 3. In Example 2, a desired rule NP → NR 1 NP 2 , many NR 1 NP 2 is selected by the loss-augmented system, while it is pruned out in an intermediate search stage in the baseline system. Similarly, in Example 3, NP → NP 1 NP 2 , integrated utilization of NP 1 NP 2 is kept in beam search and generates the correct translation "integrated utilization of national mineral resources" for " ".
V. RELATED WORK
Over the past decades, researchers have developed powerful methods of learning feature values and weights for modern SMT systems. Among these are maximum likelihood training [21] , [27] , discriminative training [43] , Bayesian training [44] , [45] , MERT [31] , minimum risk training [46] , [47] , maximum margin training [48] , [49] , and pairwise ranking optimization (PRO) [50] , [51] . Although widely used, these approaches do not address the mismatch problems between training and decoding. Most systems are still resorting to a paradigm of relative frequency estimation plus MERT/PRO.
To our knowledge, only a few studies consider the limited beam-width problem in learning NLP models. Perhaps the earliest is Daumé's work [37] , where the beam-width is implicitly considered in training. He proposed a general approach (SEARN) that learned structured prediction systems from both ideal decoding paths (associated with the benchmark) and actual decoding paths (obtained using beam search), instead of from ideal paths only. Similar ideas can be found in incremental parsing [12] , [52] , where the assumption of exact inference is removed in training and the decoder with approximate inference is used in the training stage. But these approaches were not actually experimented in SMT systems.
In MT, Liang et al. [38] proposed a discriminative method that was similar to SEARN and applied it to their MT system. In their work the beam-width limitation problem was implicitly addressed by selecting the best candidate from the n-best list. But they did not explicitly modeled the beam-width limitation in training. More recently, Yu et al. [11] and Zhao et al. [53] adapted the max-violation perceptron algorithm [12] to phrasal and hierarchical phrase-based models. In this way, MT systems can learn better weights by avoiding invalid updates in perceptron (i.e., towards derivations with good scores but outside beams). These systems require forced-decoding-like methods to obtain reference derivation for weight updates. It may result in decoding failure and insufficient use of training data.
Another line of research is to develop BLEU-oriented objectives for learning feature values of MT models. For example, He and Li [13] proposed an expected BLEU-based method. They designed an objective with an expected BLEU score and KL regularization, and trained MT models via the extended Baum-Welch algorithm. By learning phrase and lexicon translation probabilities with this approach, their phrase-based system achieved very promising result on German-to-English and Chinese-to-English translation tasks. Also, Rosti et al. [54] used expected BLEU training to tune weights of component systems in system combination.
To date, few studies have addressed the two mismatch problems in a single MT training paradigm. This motivates us to develop a loss-augmented approach to addressing both problems simultaneously. Apart from this, there appear other differences from previous work. For example, our approach does not require forced decoding, and thus can make use of full data. Also, it does not rely on complicated optimization algorithms and is very easy to implement. More importantly, we are the first to report results on addressing the mismatch problems in linguisticallymotivated systems. In our experiments, we demonstrate the effectiveness of our approach in a good syntactic MT system by a quantitative comparison with several baselines.
Another note on loss-augmented training. Loss-augmented approaches are not new in NLP. They have been used in several NLP tasks [55] - [58] . But it is rare to see work on applying them to learn probability-like features of MT models. In this work we employ loss-augmented approaches to introduce additional factors into MT training. Although we do not focus on the theoretical side of loss-augmented training in MT, it is interesting to see that such a method works well in improving a syntactic MT system.
Actually the forced decoding method discussed in this paper is also related to forced alignment [59] - [62] . Forced alignment is usually used to align transcription (in text) to audio signals of spoken word. Like forced decoding, forced alignment is required to align the input sequence to a given output sequence. On the other hand, there is an obvious difference between them. Forced decoding in MT needs to take the reordering problem into account, while forced alignment in speech recognition does not need to do so due to its nature of monotonic alignment.
VI. CONCLUSION AND FUTURE WORK
We have proposed an approach to addressing the two problems simultaneously: 1) the mismatch of adopted beam-widths between training and decoding; and 2) the mismatch of optimization criterion between likelihood value and evaluation score. We use a loss-augmented approach that models beamwidth limitation and goodness of translation as two factors in training. In this way, we can introduce additional factors into training (e.g., search error and evaluation metric) by designing an appropriate loss. On large-scale Chinese-to-English and English-to-Chinese MT tasks, it obtains significant improvements over the state-of-the-art baselines.
Although the framework presented here is simple, it requires more parameters to tune. An interesting issue we would investigate is how to fine tune these parameters in an easier manner. E.g., we plan to use model selection techniques to learn better models. Another issue that needs further investigation is that how our approach behaves when it works with expected BLEU training. A straightforward way to do this is to design an expected BLEU-based loss and introduce it into our training objective. Actually the loss goodness function used in this work is doing something similar to the objective function used in expected BLEU training. It is thus worth an empirical comparison of these approaches as well as an exploration on the combination of them.
