We propose an abstract notion of a type theory to unify the semantics of various type theories including Martin-Löf type theory, two-level type theory and cubical type theory. We establish basic results in the semantics of type theory: every type theory has a bi-initial model; every model of a type theory has its internal language; the category of theories over a type theory is bi-equivalent to a full sub-2-category of the 2-category of models of the type theory.
Introduction
One of the key steps in the semantics of type theory and logic is to establish a correspondence between theories and models. Every theory generates a model called its syntactic model, and every model has a theory called its internal language. These constructions often yield a (bi-)adjunction, sometimes a (bi-)equivalence, between the (2-)category of theories and the (2-)category of models. Classical examples are the equivalence of simply typed λ-calculi and cartesian closed categories (Lambek and Scott 1986) , the equivalence of extensional Martin-Löf theories and locally cartesian closed categories (Seely 1984) , the equivalence of first-order theories and hyperdoctrines (Seely 1983) , and the equivalence of higher-order theories and elementary toposes (Lambek and Scott 1986) . Recently, homotopy type theory (The Univalent Foundations Program 2013) is expected to provide an internal language for what should be called "elementary (∞, 1)-toposes". As a first step, Kapulkin and Szumi lo (2019) showed that there is an equivalence in a weak sense between the category of dependent type theories with intensional identity types and the category of finitely complete (∞, 1)-categories.
As almost all type theories and logics have correspondences between theories and models, it is natural to ask if one can define a general notion of a "type theory" or "logic" and establish correspondences between theories and models in a uniform way. One possible approach is to fix a type theory or logic expressive enough and study subsystems of it. For example, subsystems of first-order logic such as regular logic, coherent logic and geometric logic have their categorical counterparts. This approach can produce strong results about subsystems of the logic, but it is hard to generalize the results to other kinds of type theory and logic.
Another approach to defining type theories and logics is to use a logical framework, that is, a language in which type theories and logics can be adequately encoded. Most logical frameworks are designed to unify a wide range of type theories and logics. For example, the Edinburgh Logical Framework (Harper et al. 1993 ) is sufficiently expressive to encode first-order logic, higherorder logic, various λ-calculi, and more. There are some studies in the semantics of logical frameworks (Fu 1997; Simpson 1993) in which the notion of a model of (an encoding of) a type theory is introduced. However, they lack the notion of a theory over a type theory and thus one cannot obtain an internal language from a model of a type theory.
Sometimes a type theory and a theory over a type theory need not be distinguished, but in order to study a correspondence between theories and models, we have to make a clear distinction between a type theory and a theory over a type theory. By a "type theory" we mean something specified by a collection of sorts, type constructors, logical connectives, quantifiers and so on, while by a "theory over a type theory" we mean something specified by a collection of types, terms, propositions, axioms and so on. For example, the basic dependent type theory, which is a type theory, is specified by a sort Type of types and a sort el(A) of terms of A for each type A : Type, while the theory of a category, which is a theory over the basic dependent type theory, is specified by a type O : Type of objects, a family of types M : el(O) → el(O) → Type of morphisms, terms representing identity and composition, and some equations. In usual logical framework encodings, all of sorts, constructors, types, terms and axioms are put together into a single signature.
In this paper we propose an abstract but simple notion of a type theory and establish a correspondence between theories and models. Although our notion of a type theory cannot include all type theories, it does include a wide range of type theories with various features: Martin-Löf type theory (MartinLöf 1975) which has dependent types; two-level type theories (Altenkirch et al. 2016; Annenkov et al. 2017; Voevodsky 2013) which have a sort of fibrant types as well as a sort of types; cubical type theory (Cohen et al. 2018 ) which has a formal interval and composition and gluing operations. Roughly speaking, our type theories are the type theories that admit a semantics based on categories with families (Dybjer 1996) .
Our notion of a type theory is inspired by natural models of homotopy type theory given by Awodey (2018) . He pointed out that a category with families is the same thing as a representable map of presheaves and that type and term constructors are modeled by algebraic operations on presheaves. This observation leads us to the notion of a category equipped with a class of arrows called representable maps, which we call a representable map category. Our proposal is that a type theory is a (small) representable map category and a model of a type theory is a structure-preserving functor into a presheaf category.
The intuition behind this definition comes from the functorial semantics of algebraic theories (Lawvere 1963 ) and first-order categorical logic (Makkai and Reyes 1977) in which a theory is identified with a structured category and a model of a theory (which is a different notion from a model of a type theory) is identified with a structure-preserving functor into the category of sets. This idea could be summarized by the slogan "Theories as categories". Following this slogan, a type theory or logic can be identified with a structured category, because it can be seen as a theory in another language such as a logical framework. Our idea is then summarized by the slogan Type theories (logics) as categories.
To justify this intuition, we introduce a logical framework whose signatures can be identified with small representable map categories. More precisely, we construct the syntactic representable map category of a signature of this logical framework and, conversely, show that every small representable map category is equivalent to the syntactic representable map category of some signature. Once a type theory is identified with a category, it can be seen as a kind of algebraic theory. We then define a theory over a type theory to be a model of the algebraic theory, that is, a functor into the category of sets (preserving specified limits). This definition coincides with various algebraic approaches to the theory of dependent types (Garner 2015; Isaev 2018; Voevodsky 2014) in which a theory is defined to be a model of an essentially algebraic theory.
With these simple definitions of a type theory, a theory over a type theory and a model of a type theory, we establish a correspondence between theories and models in a purely categorical way. We have two main results. For a type theory T, the models of T form a 2-category Mod T and the theories over T form a category Th T . We construct a 2-functor L T : Mod T → Th T (regarding Th T as a locally discrete 2-category) which assigns to each model of T its internal language. The first main result is that the 2-functor L T has a left bi-adjoint (Theorem 7.17) which assigns to each theory over T its syntactic model. The second main result is that this bi-adjunction induces a bi-equivalence between a full sub-2-category of Mod T and the locally discrete 2-category Th T (Theorem 7.26).
In Section 3 we review natural models of type theory. In Section 4 we introduce representable map categories, type theories and models of a type theory. The rest of the paper splits into two branches independent from each other. One branch (Section 5) is devoted to giving syntactic examples of our type theories using our logical framework. On the other branch (Section 6-7), we develop the semantics of our type theories. In Section 6 we construct a bi-initial model of a type theory (Theorem 6.8). Using bi-initial models we show in Section 7 the main results: the bi-adjunction between Mod T and Th T (Theorems 7.17); the bi-equivalence between a full sub-2-category of Mod T and Th T (Theorem 7.26).
Preliminaries
We fix terminology and notation on categories and 2-categories.
(1). We refer the reader to Kelly and Street (1974) for basic concepts of 2-category theory.
(2). In general we use prefix "2-" for strict 2-categorical notions and prefix "bi-" or "pseudo-" for weak 2-categorical notions: the composition of 1-cells in a 2-category is associative up to equality, while that in a bi-category is associative only up to coherent isomorphism; a 2-functor preserves composition of 1-cells on the nose, while a pseudo-functor does only up to coherent isomorphism. There are some exceptions: pseudo-(co)limits are strict 2-categorical (co)limits and bi-(co)limits are weak 2-categorical (co)limits.
(3). Let P be some property on a functor. We say a 2-functor F : A → B is locally P if the functor F : A(A, A ) → B(F A, F A ) satisfies P for all objects A, A ∈ A. For example, F is locally fully faithful if the functor
is fully faithful for all objects A, A ∈ A.
(4). Let F : A → B be a 2-functor. We say F is bi-essentially surjective on objects if, for any object B ∈ B, there exists an object A ∈ A such that F A is equivalent to B in B. We say F is a bi-equivalence if it is bi-essentially surjective on objects, locally essentially surjective on objects and locally fully faithful.
(5). A 2-functor F : A → B is said to have a left bi-adjoint if, for any object B ∈ B, there exist an object GB ∈ A and a 1-cell η B : B → F GB such that, for any object A ∈ A, the composite
is an equivalence of categories. The 1-cell η B : B → F GB is called the unit. For an object A ∈ A, we have a 1-cell ε A : GF A → A called the counit such that F ε A • η F A is isomorphic to the identity on F A.
(6). One can show that if a 2-functor F has a left bi-adjoint and the unit and counit are equivalences, then F is a bi-equivalence.
(7). We say a category E is contractible if the unique functor E → 1 into the terminal category is an equivalence. In other words, E has some object and, for any objects A, B ∈ E, there exists a unique arrow A → B.
(8). For a category E, we denote by |E| the largest groupoid contained in E, that is, the subcategory of E consisting of all the objects and the isomorphisms.
(9). A cartesian category is a category that has finite limits. A cartesian functor between cartesian categories is a functor that preserves finite limits.
(10). We fix a Grothendieck universe U . By "small" we mean "U -small".
(11). Set denotes the category of small sets. Cat denotes the 2-category of small categories.
(12). For a functor K : C → Set and an arrow u : c → c in C, we denote by u · (−) the map K(u) : K(c) → K(c ). For a contravariant functor P : C op → Set, we denote by (−) · u the map P (u) : P (c ) → P (c) for an arrow u : c → c in C. We use similar notation for pseudo-functors C → Cat.
Natural Models of Type Theory
We review natural models of dependent type theory (Awodey 2018 ). Natural models are described in terms of presheaves and representable natural transformations, but we prefer to work with discrete fibrations, which are essentially the same things as presheaves, because it becomes easier to describe morphisms of models of a type theory introduced in Section 4.1.
Discrete Fibrations
Definition 3.1. A discrete fibration is a functor p : A → S such that, for any object a ∈ A and arrow u : J → p(a) in S, there exists a unique arrow v : b → a such that p(v) = u. Such a unique arrow is denoted byū a : u * a → a or a·u → a. When p : A → S is a discrete fibration, we say A is a discrete fibration over S and refer to the functor p as p A . For a discrete fibration A over S, a discrete fibration B over T and a functor F : S → T , a map A → B of discrete fibrations over F is a functor h : A → B such that p B • h = F • p A . A map of discrete fibrations over the identity functor on S is called a map of discrete fibrations over S. For discrete fibrations A and B over S, we denote by DFib S (A, B) the class of maps A → B of discrete fibrations over S. For a small category S, we will refer to the category of small discrete fibrations over S and their maps as DFib S .
The following is immediate from the definition.
Proposition 3.2. For a functor p : A → S, the following are equivalent.
(1). p is a discrete fibration.
(2). The diagram
is a pullback.
(3). For any object a ∈ A, the functor A/a → S/pa induced by p is an isomorphism.
For a small category S, the category DFib S is equivalent to the category of presheaves over S: for a presheaf P over S, its category of elements S P together with the projection S P → S is a discrete fibration over S; for a discrete fibration A over S, we have a presheaf I → A(I) where A(I) denotes the fiber p −1 A (I). A representable presheaf S(−, I) corresponds to the slice category S/I with domain functor S/I → S. We say a discrete fibration A over S is representable if it is isomorphic to S/I for some I ∈ S. We call the functor S I → S/I ∈ DFib S the Yoneda embedding. The Yoneda Lemma for discrete fibrations is formulated as follows.
Theorem 3.3 (The Yoneda Lemma). Let S be a category and A a discrete fibration over S. For any object I ∈ S, the map
is bijective.
By the Yoneda Lemma, we identify an element a ∈ A(I) with the corresponding map S/I → A of discrete fibrations over S.
Discrete fibrations are stable under "base change".
Proposition 3.4. Let p A : A → S be a discrete fibration.
(1). If
is a pullback of categories, then p A : A → S is a discrete fibration. If this is the case, the discrete fibration A over S is called the base change of A along F and denoted by F * A.
(2). If σ : F ⇒ G : S → S is a natural transformation and
are pullbacks, then there exists a unique pair (σ * , σ) consisting of a map σ * : A 2 → A 1 of discrete fibrations over S and a natural transformation
Proof. Straightforward.
Representable Maps of Discrete Fibrations
Definition 3.5. Let f : A → B be a map of discrete fibrations over a category S. We say f is representable if it has a right adjoint as a functor A → B.
Remark 3.6. Representable maps of presheaves are usually defined by the equivalent condition of Corollary 3.11 below (The Stacks Project Authors 2019, Tag 0023). Definition 3.5 is convenient to describe morphisms of models of a type theory introduced in Section 4.1.
Remark 3.7. For a discrete fibration A over a category S, the following are not equivalent in general.
(1). The discrete fibration A is representable.
(2). The unique map A → S of discrete fibrations over S is representable.
It follows from Corollary 3.11 below that if S has a terminal object then (2) implies (1) and that if S has finite products then (1) implies (2).
Proposition 3.8. For a category S, the identity maps of discrete fibrations over S are representable and representable maps of discrete fibrations over S are closed under composition.
Proof. By definition.
Lemma 3.9. Let f : A → B be a map of discrete fibrations over a category S and b ∈ B an object. Then we have a pullback of discrete fibrations over S Proposition 3.10. Let f : A → B be a map of discrete fibrations over a category S. For objects b ∈ B and a ∈ A and an arrow e : f a → b in B, the following are equivalent.
(1). (a, e) is the universal arrow from f to b.
(2). The square
Proof. The pair (a, e) is the universal arrow from f to b precisely when it is the terminal object in the comma category (f ↓ b). This is equivalent to that the discrete fibration (f ↓ b) over S is representable by p A (a) ∈ S, that is,
. But this is equivalent to that S/p A (a) ∼ = b * A by Lemma 3.9.
Corollary 3.11. Let f : A → B be a map of discrete fibrations over a category S. Then f is representable if and only if, for any object I ∈ S and element b : S/I → B, the pullback b * A is a representable discrete fibration over S.
Corollary 3.12. Representable maps of discrete fibrations over a category S are stable under pullbacks: if f : A → B is a representable map of discrete fibrations over S and h : B → B is an arbitrary map, then h
be a square of categories that commutes up to isomorphism, and suppose that f and f have right adjoints δ and δ respectively. We say this square satisfies the Beck-Chevalley condition if the canonical natural transformation gδ ⇒ δh defined by the following diagram is an isomorphism.
We demonstrate how to model type constructors using representable maps of discrete fibrations. First we recall the notions of a pushforward and a polynomial functor.
Definition 3.16. Let E be a cartesian category. For an arrow f : A → B in E, the right adjoint to the pullback functor f * : E/B → E/A, if exists, is called the pushforward along f and denoted by f * .
Definition 3.17. Let E be a cartesian category. A polynomial (from 1 to 1) in E is an arow f : A → B in E such that the pushforward f * exists. We define a functor P f : E → E called the polynomial functor associated with f to be the composite
where A * is the pullback functor along A → 1 and B ! is the forgetful functor.
Remark 3.18. A polynomial in Definition 3.17 is a special case of a more general polynomial in a category with pullbacks given by Weber (2015) .
Since the category of discrete fibrations over a category S is equivalent to the category of presheaves over S, the pushforward along an arbitrary map exists. But the pushforward along a representable map has a simple description. be a commutative triangle of categories and suppose that p is a discrete fibration. Then f is a discrete fibration if and only if q is.
Proof. By Proposition 3.2.
Proposition 3.20. Let f : A → B be a representable map of discrete fibrations over a category S. The pushforward along f exists and is given by the base change along the right adjoint δ f : B → A to f .
Proof. Let g : C → A be a map of discrete fibrations over S. By Lemma 3.19 the functor g is a discrete fibration. By Proposition 3.4, the unit 1 ⇒ δ f f induces a map f * (δ f ) * C → C of discrete fibrations over A, which gives the universal map from f * to C.
Let f : A → B be a representable map of discrete fibrations over a category S. Since the pushforward f * exists by Proposition 3.20, we have the associated polynomial functor P f = B ! f * A * . Consider the discrete fibration P f B over S. It is the pullback
by the construction of f * given in Proposition 3.20. Hence, an element of P f B over I ∈ S is a pair (b 1 , b 2 ) of elements b 1 ∈ B(I) and b 2 ∈ B({b 1 } f ). One can think of b 2 as a type family over b 1 . Then a map t : P f B → B is thought of as a type constructor that takes types b 1 ∈ B(I) and b 2 ∈ B({b 1 } f ) and returns a type t(b 1 , b 2 ) ∈ B(I). Syntactically, t is a type constructor of the form
where the expression x.b 2 means that the variable x is bound. Similarly, a map s : P f A → A is a term constructor that takes a type b 1 ∈ B(I) and a term a 2 ∈ A({b 1 } f ) and returns a term s(b 1 , a 2 ) ∈ A(I). For example, dependent products are modeled by maps Π : P f B → B and abs : P f A → A of discrete fibrations over S such that the square
commutes and is a pullback. The commutativity means that abs has a typing rule
and being a pullback means that abs induces a bijection between the set of terms I, x : b 1 a 2 : b 2 and the set of terms I c : Π(b 1 , x.b 2 ). We refer the reader to Awodey (2018) for further examples.
Representable Map Categories
We have seen that models of type theory are described in terms of representable maps of discrete fibrations and pushforwards along representable maps. This observation leads us to the notion of a category equipped with a class of representable maps.
Definition 4.1. A representable map category consists of the following data:
• a cartesian category E;
• a class of arrows of E called representable arrows or representable maps satisfying the following conditions:
• identity arrows are representable and representable arrows are closed under composition;
• representable arrows are stable under pullbacks: if
is a pullback square and f is representable, then f is representable;
• the pushforward f * : E/A → E/B along a representable arrow f : A → B exists.
A Example 4.4. Let E be a representable map category. For an object A ∈ E, the slice category E/A carries a structure of a representable map category: an arrow in E/A is representable if it is a representable arrow in E. For an arrow f : A → B, the pullback functor f * : E/B → E/A is a representable map functor. Thus A → E/A is part of a pseudo-functor E op → Rep when E is small.
Definition 4.5. Let E be a representable map category. We denote by (E → ) r the full subcategory of E → consisting of the representable arrows. For an object A ∈ E, we denote by (E/A) r the full subcategory of E/A consisting of the representable arrows B → A.
We also introduce the notion of a representable map category under a fixed representable map category for future use.
Definition 4.6. Let C be a representable map category. A representable map category under C is a representable map category E equipped with a representable map functor I E : C → E. A representable map functor E → F under C between representable map categories under C is a pair (F, σ) consisting of a representable map functor F : E → F and a natural isomorphism σ :
For representable map categories E and F under C, we denote by (C \ Rep)(E, F) the category of representable map functors under C and natural transformations under C. For a representable map category E under C and a representable map functor H : C → F, we say H extends to a representable map functor G : E → F when there exists a representable map functor (G, σ) : E → (F, H) under C.
Type Theories and Their Models
Definition 4.7. A type theory is a small representable map category.
Definition 4.8. Let T be a type theory. A model of T consists of the following data:
• a small category S called the base category with a terminal object 1;
A morphism S → T of models of T consists of the following data:
• a functor F : S → T ;
• for each object A ∈ T, a map F A : A S → A T of discrete fibrations over F : S → T satisfying the following conditions:
• F preserves terminal objects;
(1) commutes;
• for any representable arrow f : A → B in T, the naturality square (1) satisfies the Beck-Chevalley condition.
A 2-morphism σ : F ⇒ G : S → T of morphisms of models of T is a natural transformation σ : F ⇒ G between the underlying functors such that, for any object A ∈ T, there exists a (necessarily unique) natural transformation
We denote by Mod T the 2-category of models of T and their morphisms and 2-morphisms. . We will give examples of type theories in Section 5 via a syntactic construction. In the rest of this subsection, we describe what kind of objects a type theory T does and does not have. Suppose T has a representable arrow p : E → U . We think of U as the object of types and E as the object of terms. T also has the object P p U of families of types: as P p is defined to be U ! p * E * , an arrow a : X → P p U corresponds to a pair (a 0 , a 1 ) of arrows a 0 : X → U and a 1 : a * 0 E → U . Similarly P p E is the object of families of terms. One can inductively show that an arrow a : X → P n p U corresponds to a tuple (a 0 , . . . , a n ) of arrows a 0 : X → U, a 1 : a * 0 E → U, . . . , a n : a * n−1 E → U for every natural number n. Hence T contains a tree
which is precisely the basic structure of type dependency given by Garner (2015) and Voevodsky (2014) . This tree also has the weakening, projection and substitution operations.
T can have more complicated structure of type dependency. Suppose T has another representable arrow q : F → V . One may think of V as the object of fibrant types of two-level type theory (Annenkov et al. 2017) or the object of face formulas of cubical type theory (Cohen et al. 2018 ). An arrow a : X → P q U corresponds to a pair (a 0 , a 1 ) of arrows a 0 : X → V and a 1 : a * 0 F → U . Hence P q U is the object of families of types in U indexed over a type in V . Similarly P p V is the object of families of types in V indexed over a type in U . We even have the object P p P q P p V of families of types in V indexed over a family of types in U indexed over a family of types in V indexed over a type in U . In this way T contains the basic structure of mixed type dependency, which seems to be hard to describe in a combinatorial way.
T need not have the exponential U U unless the unique arrow U → 1 is representable. U U is the object of families of types indexed over all types, but not all type theories have such families indexed over all types. For example, generalized algebraic theories (Cartmell 1986 ) cannot have families of types indexed over all types. This is why we require a representable map category to have pushforwards only along representable arrows.
Another Definition of Morphisms of Models
We give an alternative description of morphisms of models of a type theory for future use.
Definition 4.10. Let I be a small 2-category and F : I → Cat a 2-functor. We define a category (DFib I ) F as follows.
• The objects are the 2-functors A : I → Cat equipped with a 2-natural transformation
• The maps A → B are the 2-natural transformations f :
We say a map f : 
• for an object i ∈ I, we define
• for a 1-cell u : i → i in I, we have a natural isomorphism
Using Proposition 3.4, we have a unique pair ((δ
• the 2-cell part is defined in a natural way.
Then we can prove the following in the same way as Proposition 3.20.
Proposition 4.11. Let f : A → B be a representable map in (DFib I ) F . Then the pushforward along f exists and is given by the base change along the right adjoint δ f : B → A to f .
Corollary 4.12.
(1). For a 2-functor F : I → Cat, the category (DFib I ) F is a representable map category.
(2). For 2-functors F : I → Cat and H : I → I, the precomposition with H induces a representable map functor
We consider the case that I is the category {0 → 1}. In this case we write (DFib → ) F for (DFib I ) F . Let F : S → T be a functor between small categories. By definition, an object of (DFib → ) F is a commutative square
F of categories such that p A and p B are small discrete fibrations and a map
of categories such that f and g are maps of discrete fibrations over S and T respectively. Such a square is representable if f and g are representable maps of discrete fibrations and the square satisfies the Beck-Chevalley condition. There are representable map functors dom : (DFib → ) F → DFib S and cod : (DFib → ) F → DFib T induced by the inclusions {0} → {0 → 1} and {1} → {0 → 1} respectively.
Let T be a type theory and S and T models of T. From the description of (DFib → ) F above, a morphism S → T of models of T is regarded as a pair (F, F (−) ) consisting of a functor F : S → T that preserves terminal objects and a representable map functor
Note that the functor (dom, cod) : (DFib → ) F → DFib S ×DFib T is a discrete isofibration: for any object G ∈ (DFib → ) F and isomorphisms f : dom G ∼ = A in DFib S and g : cod G ∼ = B in DFib T , there exists a unique isomorphism h : G ∼ = H in DFib S such that dom h = f and cod h = g. Thus, to give a morphism S → T of models of T, it suffices to give a functor F : S → T preserving terminal objects and a representable map functor
T . Similarly, a 2-morphism of models of a type theory T can be seen as a representable map functor. Let F, G : S → T be morphisms of models of T and σ : F ⇒ G a natural transformation between the underlying functors. Then σ is a 2-functor Θ → Cat from the 2-category Θ depicted as 0 1.
We have representable map functors dom : (DFib
Then σ is a 2-morphism of models of T if and only if there exists a (necessarily unique) representable map functorσ :
Logical Framework
This section is devoted to giving examples of representable map categories. We will not use the results of this section in the rest of the paper. We introduce a logical framework to give a syntactic way to construct representable map categories.
We first explain our logical framework informally. The formal definition will be given in Section 5.2. Our logical framework is a dependent type theory with a sort of types and a subsort * ⊂ of representable types. The sort supports extensional identity types a = b. We only have dependent function types of the form Γ A :
.
The way to encode a type theory in our framework is to declare constants. Each constant α must have its context Γ and sort s. When α is a constant of a sort s over a context Γ, we write α : Γ ⇒ s. So an encoding of a type theory is a well-ordered set of constants like
. . .
which we call a signature. Γ i must be a context defined only using constants (α j ) j<i . The sort s i can be , * or a type A over Γ i defined only using (α j ) j<i . An equation is encoded to a constant of the form α : Γ ⇒ a = b, but we just write : Γ ⇒ a = b when the name α of the equation is irrelevant.
Coding Type Theories
We give several examples of how to encode type theories in our framework.
Example 5.1. We define Σ DT T to be the following signature.
Such a pair (Type, el) plays a similar role to that of a universe in Fu's framework (Fu 1997) . We call Σ DT T the signature for basic dependent type theory.
We consider extending Σ DT T by adjoining type constructors.
Example 5.2. Π-types in Type are encoded as follows.
Example 5.3. Intensional identity types in Type are encoded as follows.
Example 5.4. A universe (à la Tarski) is encoded to the following constants.
For nested universes U 0 : U 1 , we add two pairs of such constants (U 0 , el U0 ) and (U 1 , el U1 ) and a "name" of U 0 in U 1 :
Since our logical framework can have an infinitely long signature, one can encode infinitely many universes
One can add dependent products on U in two ways. In both ways we add a type constructor
One way is to add an equation
assuming Type has dependent products. The other way is to add constants and equations in a similar manner to dependent products in Type. In the latter way the equation
Type need not hold, but one can show that el U (Π U (A, B)) and Π(el U (A), λx.el U (Bx)) are isomorphic in an appropriate sense.
Example 5.5. Various two-level type theories (Altenkirch et al. 2016; Annenkov et al. 2017; Voevodsky 2013 ) have a sort of fibrant types as well as a sort of types. We extend Σ DT T by the constants Fib : () ⇒ ι : (A : Fib) ⇒ Type and several type constructors. For readability we often omit ι. A major difference between Type and Fib is that Type supports extensional identity types or intensional identity types satisfying axiom K while Fib supports intensional identity types Id Fib without axiom K and the induction principle for identity types in Fib only works for families of Fib:
Example 5.6. To encode propositional logic, we begin with the following signature.
Prop : () ⇒ true : (P : Prop) ⇒ * mono : (P : Prop, x : true(P ), y : true(P )) ⇒ x = y
The equation mono implies that true(P ) has at most one element. One may extend this signature by adding logical connectives like , ⊥, ∧, ∨ and ⊃.
. . . 
In this encoding a term can depend on the validity of a proposition, allowing us to write a partial function. For example, a term of type (x : el(A)) → true(P x) → el(B) is a partial function from A to B defined on those a : el(A) satisfying P , where A : Type, B : Type and P : el(A) → Prop. One may add the following constants so that ⊥ becomes the initial object and P ∨ Q the pushout of P and Q under P ∧ Q. 
Example 5.8. We can encode much more complicated type theory. Cubical type theory (Cohen et al. 2018 ) is an extension of dependent type theory with a formal interval and cofibrant predicates. So we extends the signature for basic dependent type theory with ⇒ comp(A, P, λxi.ai, a0, λx.refl a0 ) = a1
Note that the type of comp is essentially the same as the type of composition structures in the axiomatic approach to the semantics of cubical type theory given by Orton and Pitts (2018) . The gluing operation is encoded as follows, assuming that Type has enough type constructors to define the type Equiv(A, B) : Type of equivalences between types A : Type and B : Type.
Glue : (P : Cof, A : true(P ) → Type, B : Type, f : (x : true(P )) → el(Equiv (Ax, B) )) ⇒ Type unglue : (P : Cof, A : true(P ) → Type, B : Type, f : (x : true(P )) → el(Equiv (Ax, B) ), a : el(Glue (P, A, B, f ) )) ⇒ el(B) glue : (P : Cof, A : true(P ) → Type, B : Type, f : (x : true(P )) → el(Equiv (Ax, B) ),
⇒ el(Glue (P, A, B, f )) . . .
Formal Definition
We assume that we are given an infinite set of variables x, y, . . . and a set of constant symbols α, β, . . .. Definition 5.9. Pre-terms are defined by the following grammar:
The expression x.B means that the variable x is considered to be bound. We always identify α-equivalent pre-terms. We use the following notations:
We write ba for app(A, x.B, b, a) when the terms A and x.B are clear from the context. The type annotation in λ(x : A).b and a = A b is often omitted and we simply write λx.b and a = b respectively. For pre-terms a, b and a variable x, the substitution a[b/x] is defined in the ordinary way.
Definition 5.10. A pre-signature is a function on a well-ordered set of constant symbols. We denote by () the unique function on the empty set. We denote by |Σ| the domain of a pre-signature Σ. We write Σ = (α 0 : Φ 0 , α 1 : Φ 1 , α 2 : Φ 2 , . . . ) when |Σ| = {α 0 < α 1 < α 2 < . . . } and Σ(α i ) = Φ i for every α i ∈ |Σ|. We write (α : Φ) ∈ Σ when α is in the domain of Σ and Σ(α) = Φ. For an element α ∈ |Σ|, we write Σ| α for the restriction of Σ to {β ∈ |Σ| | β < α}. Definition 5.11. A pre-context is a finite sequence of the form (x 1 : A 1 , . . . , x n : A n ) with pre-terms A 1 , . . . , A n and distinct variables x 1 , . . . , x n . We denote precontexts by Γ, ∆, . . .. We write x ∈ Γ when Γ = (x 1 : A 1 , . . . , x n : A n ) and x = x i for some i.
Definition 5.12. A judgment is one of the following forms.
For pre-contexts Γ and ∆ = (y 1 : B 1 , . . . , y m : B m ) and a finite sequence of pre-terms f = (f 1 , . . . , f m ), we write Σ | f : Γ → ∆ for the finite sequence of judgments
We define the set of legal judgments to be the smallest set of judgments closed under the rules listed in Figure 1 . Here we omit the obvious rules for ≡ to be a congruence relation.
Definition 5.13. A signature is a pre-signature Σ such that Σ sig is a legal judgment. A context over Σ is a pre-context Γ such that Σ | Γ ctx is a legal judgment. For contexts Γ and ∆ over Σ, a context morphism Γ → ∆ is a finite sequence of pre-terms f such that Σ | f : Γ → ∆ is a finite sequence of legal judgments. Assume ∆ = (y 1 : B 1 , . . . , y m : B m ). We say context morphisms
. . , f m−1 /y m−1 ]) are legal judgments. A type over a context Γ over a signature Σ is a pre-term A such that Σ | Γ A : is a legal judgment. We say a type A is representable if Σ | Γ A : * is a legal judgment. For a type A, a term of A is a pre-term a such that Σ | Γ a : A is a legal judgment.
We have weakening and substitution properties. In the following propositions, we write Σ | Γ J for a judgment of the form Σ | Γ ctx, Σ | Γ a : A or Σ | Γ a ≡ b : A and Σ J for a judgment of the form Σ sig or Σ | Γ J .
Proposition 5.14 (Weakening on signatures). Let Σ, Σ , Σ be pre-signatures with pairwise disjoint domains. If Σ, Σ sig and Σ, Σ J are legal judgments, then so is Σ, Σ , Σ J .
Proposition 5.15 (Weakening on contexts). Let
J is a legal judgment and x ∈ (Γ, Γ ), then Σ | Γ, x : A, Γ J is a legal judgment. 
Syntactic Representable Map Categories
Definition 5.17. For a signature Σ, we define a small category R(Σ) as follows.
• The objects are the contexts over Σ.
• The morphisms Γ → ∆ are the equivalence classes of context morphisms Γ → ∆.
• The identity on Γ = (x 1 : A 1 , . . . , x n : A n ) is represented by the context morphism (x 1 , . . . , x n ).
• For morphisms f : Γ 1 → Γ 2 and g : Γ 2 → Γ 3 , the composition g • f is represented by the substitution g[f ].
A generating representable morphism in R(Σ) is a morphism isomorphic to the projection (Γ, x : A) → Γ with Σ | Γ A : * . A representable morphism in R(Σ) is a composite of generating representable morphisms.
It is well-known that the syntactic category of a type theory with dependent product types and extensional identity types is locally cartesian closed (Seely 1984 ). The same argument shows that R(Σ) is a representable map category.
Proposition 5.18. Let Σ be a signature.
(1). R(Σ) is a representable map category.
(2). For any α ∈ |Σ|, the functor R(Σ| α ) → R(Σ) induced by the weakening on signatures is a representable map functor.
We call R(Σ) the syntactic representable map category of Σ. It is the representable map category "freely generated by Σ" in the following sense: if |Σ| does not have a greatest element, then R(Σ) is the "colimit" of (R(Σ| α )) α∈|Σ| ; if Σ = (Σ , α : Γ ⇒ ), then R(Σ) is obtained from R(Σ ) by "freely adjoining the morphism α → Γ"; if Σ = (Σ , α : Γ ⇒ * ), then R(Σ) is obtained from R(Σ ) by "freely adjoining the representable morphism α → Γ"; if Σ = (Σ , α : Γ → A) with Γ A : , then R(Σ) is obtained from R(Σ ) by "freely adjoining the section α of A → Γ". More precisely, we have the following universal property.
Theorem 5.19. Let E be a representable map category and Σ a signature.
(1). If |Σ| does not have a greatest element, then the functor |Rep(R(Σ), E)| → lim α∈|Σ| |Rep(R(Σ| α , E))| induced by the weakening functors R(Σ| α ) → R(Σ) is an equivalence.
(2). If Σ = (Σ , α : Γ ⇒ ), then for any representable map functor H :
(3). If Σ = (Σ , α : Γ ⇒ * ), then for any representable map functor H :
(4). If Σ = (Σ , α : Γ ⇒ A) with Σ | Γ A : , then for any representable map functor H : R(Σ ) → E, the functor |(R(Σ ) \ Rep)(R(Σ), E)| G → Gα ∈ E/HΓ(1, HA) is an equivalence.
Remark 5.20. We only claim the universal property of R(Σ) in the (2, 1)-categorical sense. We do not have the 2-categorical universal property in the case of item (3). Given an arrow f : A → B between objects in a representable map category E such that the unique arrows A → 1 and B → 1 are representable, let G, H : R(α : () ⇒ * ) → E be the representable map functors corresponding to A and B respectively. We cannot extend f to a natural transformation σ : G ⇒ H unless f is an isomorphism: there is no obvious arrow
Sketch of the proof of Theorem 5.19.
(1). If Σ = (), then R(Σ) contains only the empty context, which is the terminal object, and thus Rep(R(Σ), E) is contractible. If Σ is non-empty but does not have a greatest element, then the set of objects of R(Σ) is the union of the sets of objects of R(Σ| α ) indexed over α ∈ |Σ| and, for objects Γ, ∆ ∈ R(Σ| α ), the hom-set R(Σ)(Γ, ∆) is the filtered colimit colim β∈|Σ| α<β
R(Σ| β )(Γ, ∆). From this description one can see that the functor |Rep(R(Σ), E)| → lim α∈|Σ| |Rep(R(Σ| α ), E)| is in fact an isomorphism.
The others are proved using standard techniques of the semantics of dependent type theory. Consider item (2) which claims that, given a representable map functor H : R(Σ ) → E and an object A ∈ E/HΓ, one can extend H to a representable map functor G : R(Σ) → E such that Gα ∼ = A and such an extension is unique up to unique isomorphism. We try to define G as follows: Gα = A; Gβ = Hβ for β ∈ |Σ |; for terms ∆ a : B and ∆ b : B, we define G(a = b) to be the equalizer of Ga and Gb; for types ∆ B : * and ∆, y : B C : , we define G((y : B) → C) to be the pushforward of GC along the representable arrow GB → G∆. But we will face the ordinary coherence problem: pullbacks in E preserve type constructors only up to isomorphism rather than on the nose.
To solve this coherence problem, we use Hofmann's splitting technique (Hofmann 1995). As E has finite limits, we have the right adjoint splitting U of the codomain fibration E → → E (Streicher 2019). Hofmann showed that the right adjoint splitting of a locally cartesian closed category supports extensional identity types and dependent product types. For extensional identity types we do not need the local cartesian closedness, and thus U supports extensional identity types. We also have a split fibration R over E defined by the pullback
Hofmann's proof also works in this setting, and thus U supports dependent product types indexed over a type from R. Then we can interpret a context Γ as an object GΓ ∈ E, a type Γ B : as an object GB ∈ U (GΓ), a representable type Γ B : * as an object GB ∈ R(GΓ) and a term Γ b : B as a section of GB → GΓ.
Semantic Adequacy
Suppose that we could encode the syntax of a type theory into a signature Σ as explained in Section 5.1. Theorem 5.19 describes the universal property of the syntactic representable map category R(Σ), but it does not mean that Σ is an adequate encoding of the type theory. To say that Σ is semantically adequate, the 2-category Mod R(Σ) must be bi-equivalent to the 2-category of models of the type theory. To achieve the semantic adequacy, we give a concrete description of the 2-category Mod R(Σ) .
Suppose Σ is a signature of the form Σ = (Σ , α : Γ ⇒ ). We define a 2-category (DFib ↓ Γ (−) ) as follows:
• the objects are the pairs (S, α S ) objects S ∈ Mod R(Σ ) and α S ∈ DFib S /Γ S ;
• the morphisms (S, α S ) → (T , α T ) are the pairs (F, F α ) consisting of a morphism F : S → T of models of R(Σ ) and a map F α : α S → α T of discrete fibrations over F : S → T such that the diagram
There is the obvious 2-functor Mod
factors through the locally full sub-2-category (DFib ↓ Γ (−) ) r ⊂ (DFib ↓ Γ (−) ) consisting of those objects (S, α S ) such that α S → Γ S is a representable map of discrete fibrations over S and those morphisms (F, F α ) : (S, α S ) → (T , α T ) such that the diagram (2) satisfies the Beck-Chevalley condition.
Suppose Σ = (Σ , α : Γ ⇒ A) with Σ | Γ A : . We define a 2-category Sect(A (−) ) as follows:
• the objects are the pairs (S, α S ) consisting of a model S of R(Σ ) and a section α S of the map A S → Γ S of discrete fibrations over S;
• the morphisms (S, α S ) → (T , α T ) are the morphisms F : S → T of models of R(Σ ) such that the diagram
• the 2-morphisms F ⇒ G are the 2-morphisms of models of R(Σ ).
There is the obvious 2-functor Mod R(Σ ) → Sect(A (−) ).
Theorem 5.21. Let Σ a signature.
(1). If Σ = (), then the 2-functor Mod R(Σ) → Cat 1 is a bi-equivalence, where Cat 1 denotes the 2-category of small categories with terminal objects.
(2). If |Σ| is non-empty and does not have a greatest element, then the induced
Sketch of the proof. Note that the 2-functors in the statement are locally faithful. It remains to show that those 2-functors are bi-essentially surjective on objects, locally essentially surjective on objects and locally full. We only demonstrate the statement (3). The others can be proved using the same idea. To show that the 2-functor Mod R(Σ) → (DFib ↓ Γ (−) ) is bi-essentially surjective on objects, let S be a model of R(Σ ) and p : A → Γ S a map of small discrete fibrations over S. By Theorem 5.19, the representable map functor (−) S : R(Σ ) → DFib S extends to a representable map functor (−)
) is locally essentially surjective on objects, let S, T be models of R(Σ), F : S → T a morphism of models of R(Σ ), and G : α S → α T a map of discrete fibrations such that the diagram
F and G is an object of (DFib → ) F /F Γ . Thus, By Theorem 5.19, the representable map functor
The local fullness is proved in a similar way using the representable map category (DFib Θ ) σ instead of (DFib → ) F , where Θ is the 2-category 0 1.
Example 5.22. Consider the signature Σ DT T = (Type : () ⇒ , el : (A : Type) ⇒ * ) from Example 5.1. By Theorem 5.21, the 2-category Mod(R(Σ DT T )) is biequivalent to the 2-category defined as follows:
• the objects are the triples (S, Type S , el S ) consisting of a small category S with a terminal object, a small discrete fibration Type S over S and a representable map el S → Type S of small discrete fibrations over S, that is, the categories with families;
• the morphisms S → T are the triples (H, H Type , H el ) consisting of a functor H : S → T preserving terminal objects and maps • the 2-morphisms H ⇒ G : S → T are the natural transformations σ : H ⇒ G between the underlying functors such that there exist (necessarily unique) natural transformations σ Type : H Type ⇒ G Type and σ el : H el ⇒ G el over σ.
Our choice of 2-morphisms of categories with families is quite natural, but there is another choice: the indexed natural transformations between the associated indexed categories (Clairambault and Dybjer 2014) . The difference is that a collection of types is regarded as a set in our definition while it is regarded as a category in the other definition.
Signatures Associated with Representable Map Categories
We have shown that every signature generates a small representable map category. Conversely, we show that every small representable map category is equivalent to the syntactic category of some signature. We first introduce some constructions of signatures. Let Σ be a signature.
• • For context morphisms f, g : Γ → ∆ over Σ with ∆ = (y 1 : B 1 , . . . , y m : B m ), we can equalize f and g by extending Σ with equations :
• For a context morphism f : Γ → ∆ over Σ, we can invert f by adjoining to Σ a context morphism f −1 : ∆ → Γ, equalizing f −1 [f ] and 1 Γ and equalizing f [f −1 ] and 1 ∆ .
• For a context morphism f : Γ → ∆ over Σ, we can make f representable by extending Σ with constants α : ∆ ⇒ * and β : Γ ⇒ α(f ) and inverting the context morphism (f, β) : Γ → (∆, z : α).
Definition 5.23. Let E be a small representable map category. We construct a signature Σ E as follows:
(1). add a constant A : () ⇒ for every object A ∈ E;
(2). add a constant f : (x : A) ⇒ B for every arrow f : A → B in E; We have a representable map functor E A → (x : A) ∈ R(Σ E ). Using Theorem 5.19, we have the following.
Theorem 5.24. Let E be a small representable map category. For any representable map category F, the induced functor
is an equivalence. In particular, we have an equivalence E R(Σ E ) in the 2-category Rep.
Bi-initial Models
In this section and the next section, we develop the semantics of type theory with the definitions of a type theory and a model of a type theory introduced in Section 4.1. The first step is to construct a bi-initial model of a type theory.
Democratic Models
Usually a bi-initial model of a type theory is a syntactic one and has a special property: every object is represented by a finite sequence of types. We introduce a class of models of a type theory satisfying this property, generalizing the notion of a democratic category with families (Clairambault and Dybjer 2014) .
Definition 6.1. Let S be a model of a type theory T. We inductively define contextual objects in S as follows:
(1). the terminal object 1 ∈ S is a contextual object;
(2). if I ∈ S is a contextual object, f : A → B is a representable arrow in T and b ∈ B S (I) is an element over I, then the context extension {b} f ∈ S is a contextual object.
Note that the terminal object 1 and the context extension {b} f are determined only up to unique isomorphism. We include all the terminal objects and all the context extensions in the class of contextual objects so that the class of contextual objects is closed under isomorphisms. We say S is democratic if every object of S is contextual. We denote by Mod dem T the full sub-2-category of Mod T consisting of the democratic models.
Proposition 6.2. Any morphism F : S → T of models of a type theory T carries contextual objects in S to those in T .
Proof. Immediate from the definition. Definition 6.3. Let S be a model of a type theory T. We define a model S ♥ of T as follows.
• The underlying category S ♥ is the full subcategory of S consisting of the contextual objects.
• For an object A ∈ T, we define A S ♥ to be the pullback
S
♥ is indeed a model of T because S ♥ is closed under context extensions. We call S ♥ the heart of S.
Let S be a model of a type theory T. By definition S ♥ is a democratic model of T and the obvious inclusion S ♥ → S is a morphism of models of T. The heart S ♥ is the largest democratic model contained in S in the following sense.
Proposition 6.4. Let S be a model of a type theory T. The inclusion S ♥ → S induces an isomorphism of categories
for any democratic model T of T.
Proof. By Proposition 6.2, every morphism T → S from a democratic model T factors through S ♥ .
Theorem 6.5. Let T be a type theory, S a democratic model of T and T an arbitrary model of T. Let F, G : S → T be morphisms of models of T.
(1). There is at most one 2-morphism F ⇒ G.
(2). Every 2-morphism F ⇒ G is invertible.
Consequently, every connected component of Mod T (S, T ) is contractible.
Proof. Let σ : F ⇒ G be a 2-morphism. Each component σ I : F I → GI is uniquely determined by the following properties.
• σ 1 : F 1 → G1 must be the unique arrow into the terminal object G1. Since F 1 is also the terminal object, σ 1 is invertible.
• For an object I ∈ S, a representable arrow f : A → B in T and an element b ∈ B S (I), the diagram
. Such an arrow σ {b} f is unique because G preserves context extensions. If σ I is invertible, then so is σ {b} f : the inverse σ
The Bi-initial Model of a Type Theory
Lemma 6.6. Let S be a small cartesian category.
(1). The Yoneda embedding S → DFib S preserves finite limits.
(2). For any arrow u : I → J in S, the map of discrete fibrations u : S/I → S/J is representable with right adjoint u * : S/J → S/I.
(3). The Yoneda embedding preserves existing pushforwards.
Proof. The first two claims are obvious. To prove the third, let u : I → J and v : J → K be arrows in S and suppose that the pushforward v * I ∈ S/K exists. By definition, for any arrow w :
). This means that we have a pullback
and thus S/v * I is the pushforward of u : S/I → S/J along v : S/J → S/K by Proposition 3.20.
Definition 6.7. Let T be a type theory. The Yoneda embedding T/(−) : T → DFib T is a representable map functor by Lemma 6.6, so we have a model (T, T/(−)) of T. We denote by I(T) the heart of (T, T/(−)) and call it the bi-initial model of T due to Theorem 6.8 below.
We describe the model I(T) in more detail. For an object I ∈ T, a representable arrow f : A → B in T and an object (b :
Thus the underlying category I(T) is the full subcategory of T consisting of those objects A ∈ T such that the unique arrow A → 1 is representable. For an object A ∈ T, the discrete fibration A I(T) is the comma category I(T)/A defined by the pullback
dom Theorem 6.8. Let T be a type theory and S a model of T. Then the category Mod T (I(T), S) is contractible.
Proof. We show that there exists a morphism I(T) → S and that morphisms I(T) → S are unique up to unique isomorphism. We first show the existence of a morphism I(T) → S. For every object I ∈ I(T), the unique map I S → S of discrete fibrations over S is representable.
In particular, the discrete fibration I S ∈ DFib S is representable because the category S has a terminal object. Hence the restriction of (−) S : T → DFib S to I(T) factors, up to natural isomorphism, as a functor F : I(T) → S followed by the Yoneda embedding S → DFib S . For objects A ∈ T and I ∈ I(T), we have natural isomorphisms DFib S (I S , A S ) ∼ = DFib S (S/F I, A S ) ∼ = A S (F I). Then, for an object A ∈ T, we define F A : A I(T) → A S to be the map of discrete fibrations over F corresponding to the natural transformation T(I, A) 
which satisfies the Beck-Chevalley condition by Corollary 3.14. Thus we have
To show the uniqueness of morphisms I(T) → S, let G : I(T) → S be another morphism of models of T. By Theorem 6.5, it suffices to show that there exists a 2-morphism F ⇒ G. Let I ∈ I(T) be an object. The BeckChevalley condition for the square
implies that GI ∈ S, together with G I (1 I ) ∈ I S (GI), is the representing object for the discrete fibration I S over S. Thus, by the construction of F , the functors diagram
commutes. Thus, by the construction of F A , the maps F A and G A of discrete fibrations must be isomorphic over the isomorphism F ∼ = G. Hence F and G are isomorphic as morphisms of models of T.
Internal Languages
We introduce the notion of a theory over a type theory and define the internal language of a model of a type theory as follows.
Definition 7.1. Let T be a type theory. A theory over T or T-theory is a cartesian functor K : T → Set. We denote by Th T the category of T-theories and their maps, that is, natural transformations.
Definition 7.2. Let T be a type theory and S a model of T. We define a T-theory
The goal of this section is to show that the internal language S → L T S is part of a right bi-adjoint (Theorem 7.17) and induces a bi-equivalence Mod dem T Th T (Theorem 7.26).
The idea behind the definition of a theory over a type theory is that a type theory, ignoring the structure of a representable map category, is an essentially algebraic theory of a structure of types and terms. Recall from Section 4.1 that if a type theory T contains a representable arrow p : E → U , then it contains a tree P
of type dependency which supports the weakening, projection and substitution operations. Then a cartesian functor K : T → Set, which is regarded as a model of this essentially algebraic theory of a structure of types and terms, consists of a set K(P 0 p U ) of constant types, a set K(P 0 p E) of constant terms, a set K(P 1 p U ) of pairs (a 0 , a 1 ) consisting of a type a 0 ∈ K(P 0 p U ) and a family of types a 1 over a 0 , and so on. Since K is functorial and preserves finite limits, the family of sets {K(P n p U ), K(P n p E) | n = 0, 1, 2, . . . } is closed under the weakening, projection and substitution operations. This is precisely what we mean by a "theory over a type theory", that is, a collection of types and terms closed under the constructors of the type theory.
Filtered Pseudo-colimits of Representable Map Categories
In this preliminary subsection we show that the 2-category of representable map categories has filtered pseudo-colimits.
Definition 7.3. Let E : D → Cat be a pseudo-functor from a small category D.
We define a small category plim d∈D E d called the pseudo-limit of E as follows.
• An object of plim d∈D E d consists of the following data:
satisfying the following conditions:
-for any arrows f :
Ag commutes.
•
commutes.
Definition 7.4. Let D be a category. We say D is filtered if every finite diagram in D has a cocone. D is cofiltered if D op is filtered.
Definition 7.5. Let E : D → Cat be a pseudo-functor from a filtered small category D. We define a small category pcolim d∈D E d as follows.
• The objects of pcolim d∈D E d are the pairs (d, A) of objects d ∈ D and A ∈ E d .
There are the obvious functors
is an isomorphism of categories. We call pcolim d∈D E d the filtered pseudo-colimit of E.
Note that this construction is due to Grothendieck (Artin et al. 1972 , Exposé VI) and now considered as a special case of 2-filtered bi-colimits (Descotte et al. 2018; Dubuc and Street 2006) .
An important property of filtered pseudo-colimits is that filtered pseudocolimits in Cat commute with finite bi-limits (Descotte et al. 2018) . We only use the following special cases.
Lemma 7.6. Filtered pseudo-colimits commute with finite cotensors. More precisely, for a pseudo-functor E : D → Cat from a filtered small category D and J a finite category, the canonical functor
is an equivalence of categories.
Lemma 7.7. Filtered pseudo-colimits commute with slicing. More precisely, for a pseudo-functor E : D → Cat from a filtered small category D and objects d 0 ∈ D and A ∈ E d0 , the canonical functor
is an equivalence of categories. (1). If all E d are cartesian categories and all E f : E d → E d are cartesian functors, then pcolim d∈D E d is a cartesian category and the functors ι d :
(2). Suppose the hypotheses of (1) hold. Let d 0 be an object of D and u : A → B an arrow in E d0 . Suppose that, for any arrow f : d 0 → d, the pushforwards along f · u exist and that, for any arrows f :
Then pushforwards along ι d0 (u) exist and the functor ι d0 : E d0 → pcolim d∈D E d carries pushforwards along u to those along ι d0 (u).
Proof. Since limits in a category E is given by the right adjoint to the diagonal functor E → E J , the statement (1) is an immediate consequence of Lemma 7.6. For (2) consider the diagram
This diagram commutes up to canonical isomorphism by (1). The horizontal functors are equivalences by Lemma 7.7. Thus u * has a right adjoint because pcolim f (f · u)
* has a right adjoint by assumption.
Let E : D → Rep be a pseudo-functor from a filtered small category D. We define an arrow in pcolim d∈D E d to be representable if it is isomorphic to the image of a representable arrow in E d by ι d for some d ∈ D. Then, by Proposition 7.8, pcolim d∈D E d forms a representable map category and the functors ι d : E d → pcolim d∈D E d are representable map functors. The following is immediate from the construction.
Proposition 7.9. Let E : D → Rep be a pseudo-functor from a filtered small category D and F a representable map category. Then the canonical functor
is an isomorphism of categories.
Type Theory Generated by a Theory
As a theory K over a type theory T consists of types and terms, we can obtain another type theory T[K] by adding to T the types and terms of K as constants.
To make it precise, we will show that, for an object A ∈ T, the slice category T/A is the type theory obtained from T by freely adjoining a constant of sort A (Proposition 7.15). Then the type theory T[K] is defined to be a suitable filtered pseudo-colimit of slices T/A.
Lemma 7.10. Let C be a small cartesian category and A : C → Set a functor. Then A is cartesian if and only if its category of elements C A is cofiltered.
Proof. The proof can be found, for instance, in Mac Lane and Moerdijk (1992, Section VII.6 ).
Definition 7.11. Let K be a theory over a type theory T. We define a type theory T[K] to be the filtered pseudo-colimit of the pseudo-functor
Rep.
A →T/A By definition, an object of T[K] is a triple (A, c, f ) consisting of an object A ∈ T, an element c ∈ K(A) and an object f ∈ T/A. We think of an object A ∈ T as an object of T[K] via the inclusion A → (1, * , A), where * is the unique element of K(1).
Lemma 7.12. Let K be a theory over a type theory T. For an object A ∈ T, we have a natural bijection
Proof.
By Lemma 7.12 we identify an element c ∈ K(A) with the corresponding arrow c : 1
Proposition 7.13. Let K be a theory over a type theory T and E a locally small representable map category. For a representable map functor H : T → E, we have an equivalence of categories
that sends a representable map functor G : T[K] → E equipped with a natural isomorphism σ A : GA ∼ = HA for A ∈ T to the natural transformation K(A) c → σ A • Gc ∈ E(1, HA).
To prove Proposition 7.13, we show that the slice category T/A over an object A ∈ T is the representable map category obtained from T by freely adjoining an arrow 1 → A. Let E be a representable map category and A ∈ E an object. We have a representable map functor A * : E → E/A defined by A * B = A × B and an arrow ∆ A : 1 → A * A in E/A represented by the diagonal arrow A → A × A.
Lemma 7.14. Let E be a cartesian category and A ∈ E an object. For every object f : B → A of E/A, we have the following pullback in E/A.
f A×f is a pullback in E.
Proposition 7.15. Let E be a representable map category and A ∈ E an object. For any representable map category F and representable map functor H : E → F, the functor
Proof. Since F(1, HA) is a discrete category, it suffices to show that every fiber of the functor is contractible. Let a : 1 → HA be an arrow. By Lemma 7.14, a representable map functor G : E/A → F equipped with a natural isomorphism σ : GA * ∼ = H such that σ A • G∆ A = a must send an object f : B → A of E/A to the pullback Gf HB 1 HA.
Hf a
Hence such a pair (G, σ) is unique up to unique isomorphism. Also such a (G, σ)
Proof of Proposition 7.13. We have equivalences of categories ( HA) . Then use Proposition 7.15.
The Bi-adjunction of Theories and Models
Proposition 7.16. For a type theory T, the map S → L T S is part of a 2-functor L T : Mod T → Th T , where we regard Th T as a locally discrete 2-category.
Proof. For a morphism F : S → T of models of T, an object A ∈ T and a map c : S → A S , we regard c as an element c ∈ A S (1) and define L T F (c) : T → A T to be the map corresponding to the element
T is the unique map such that the diagram
In this subsection we show the following theorem.
Theorem 7.17. For a type theory T, the 2-functor L T : Mod T → Th T has a left bi-adjoint.
Definition 7.18. Let K be a theory over a type theory T. We define a 2-category (K ↓ L T ) as follows:
• the objects are the pairs (S, m) consisting of a model S of T and a map m : K → L T S of T-theories;
• the morphisms (S, m) → (T , n) are the morphisms F : S → T of models of T such that L T F • m = n;
• the 2-morphisms are those of Mod T .
Lemma 7.19. For a type theory T, the 2-functor L T has a left bi-adjoint if and only if the 2-category (K ↓ L T ) has a bi-initial object for every T-theory K.
Proof. Let K be a T-theory, S a model of T and m : K → L T S a map of T-theories. For a model T of T, consider the functor
is a discrete category, this functor is an equivalence if and only if every fiber is contractible. But the fiber over a map n :
We have a 2-functor
Lemma 7.20. For a theory K over a type theory T, the 2-functor
Proof. It is clear that the 2-functor is locally faithful. It remains to show that the 2-functor is bi-essentially surjective on objects, locally essentially surjective on objects and locally full.
To show that the 2-functor is bi-essentially surjective on objects, let S be a model of T and m : K → L T S a map of T-theories. By Proposition 7.13 the representable map functor (−) S : T → DFib S extends to a representable map functor (−)
To show that the 2-functor is locally essentially surjective on objects, let S and T be models of T[K] and F :
commutes. Thus we have a map K → (DFib → ) F (F, F (−) ) of T-theories that sends an element c ∈ K(A) to the commutative square (3). By Proposition 7.13 the representable map functor
The local fullness is proved in a similar way using (DFib Θ ) σ instead of (DFib → ) F , where Θ is the 2-category 0 1.
Proof of Theorem 7.17. Let K be a T-theory. We have a bi-equivalence
by Lemma 7.20. Hence (K ↓ L T ) has a bi-initial object by Theorem 6.8. By Lemma 7.19 the 2-functor L T has a left bi-adjoint.
We can extract an explicit construction of the left bi-adjoint of L T from the proof of Theorem 7.17. Let K be a theory over a type theory T. We will denote by (
The Bi-equivalence of Theories and Models
For a model S of a type theory T, we denote by
In this section we study the unit and counit of this bi-adjunction M T L T in more detail.
Proposition 7.21. Let T be a type theory and K a T-theory. Then the map
Thus the unit of the bi-adjunction M T L T is always an isomorphism. On the other hand, the counit is not an equivalence in general, but we can say that it is always an embedding in the following sense.
Proposition 7.22. Let S be a model of a type theory T.
(1). The functor ε S : M T (L T S) → S is fully faithful.
(2). For any object A ∈ T, the square
To prove Proposition 7.22 we need a little more work. Let K be a theory over a type theory T and I ∈ M T K and A ∈ T[K] objects. Recall that T[K] is the filtered pseudo-colimit pcolim (B,c)∈ T K T/B. Then, by Lemma 7.14, the objects I, A ∈ T[K] can be written as pullbacks Proof of Proposition 7.22. Use Lemma 7.23 for F = ε S . In this case, G is the identity.
By item (2) of Proposition 7.22, if the underlying functor ε S : M T (L T S) → S is an equivalence, then ε S is an equivalence in the 2-category Mod T , because the base change of a discrete fibration along an equivalence induces a fibered equivalence. The next goal is to characterize the essential image of the functor ε S .
Proposition 7.24. For any theory K over a type theory T, the model M T K of T is democratic.
Proof. We have already seen that every object I ∈ M T K is written as a pullback
for some representable arrow f : B → A in T and element c ∈ K(A). This means that I is the context extension of c ∈ A M T K (1) with respect to f .
Proposition 7.25. Let S be a model of a type theory T. Then the essential image of the functor ε S : M T (L T S) → S is the class of contextual objects. Consequently, ε S is an equivalence in Mod T if and only if S is democratic.
Proof. By Proposition 7.24, the essential image of the functor ε S : M T (L T S) → S consists of contextual objects. Proposition 7.22 implies that the essential image of ε S is closed under context extensions. Hence the essential image of ε S is precisely the class of contextual objects.
In summary, we get a bi-equivalence of theories and democratic models. 
Conclusion
We defined a type theory to be a representable map category and a model of a type theory to be a representable map functor into a category of discrete fibrations. With these definitions we established basic results in the semantics of type theory. This is the first step to a new development of categorical type theory. There are several future directions and related work. Characterization of 2-categories of models When is a 2-category biequivalent to Mod T for some type theory T?
Conceptual completeness
Weaker notions of equivalences of type theories Isaev (2017) showed that, in his formulation, the category of models of a type theory carries a model structure if the type theory has enough structures. This provides a weaker notion of an equivalence of type theories. In our formulation, when does Th T or Mod T carry a model structure?
Constructions of models We would like general constructions of models of a type theory. For instance, what bi-(co)limits does Mod T have? Another important construction of models of a type theory is gluing. But not all type theories admit gluing constructions because intuitionistic properties such as the disjunction property and the existence property are often proved via gluing constructions (Lambek and Scott 1986) . What classes of type theories admit gluing constructions?
Weaker notions of models We developed the semantics of type theory based on categories with families, which are "strict" models of a type theory in the sense that the substitution preserves type constructors on the nose. There are weaker notions of models of a type theory like (non-split) comprehension categories (Jacobs 1993 ). Can we define a weak model of a type theory and build a relationship between ordinary models and weak models? This would help us to understand general coherence problems.
Formulation of type constructors Type constructors are often more than just algebraic operations. In the context of comprehension categories, some type constructors are part of fibered adjunctions (Jacobs 1993) . In the context of natural models, some type constructors are part of polynomial pseudomonads or polynomial pseudoalgebras (Awodey and Newstead 2018) . Since our formulation is an extension of natural models, we expect that polynomials can play a central role in modeling type constructors in our framework.
Limitation Type theories encoded in our framework always have the semantics based on categories with families, which implies that they admit the structural rules of weakening, exchange and contraction and that type and term constructors act uniformly on types and terms over any context. Therefore we cannot directly encode substructural logics such as linear logic, in which some of those structural rules are restricted, or modal logics, in which some inference rules have restrictions on the form of contexts. We will not try to extend our framework to include these logics because this limitation is essential for the simplicity of our framework. We refer the reader to Licata et al. (2017) for a framework for substructural and modal logics.
Higher dimensional type theories Since our notion of a type theory is a purely categorical one, we readily obtain higher dimensional analogues. Does it make any sense?
