Introduction
Dynamic stochastic optimization models play an important role in the management of financial portfolios, energy production and trading, insurance portfolios, supply-chains etc. While one-period models look for optimal decision values or decision vectors based on all available information now, the multi-period models contain planned future decisions, which are functions of the information, which will be available later. That is -except for the first stage decisions -the natural decision spaces for multi-period dynamic models are spaces of functions. As a consequence, only in exceptional cases the solutions may be found by analytical methods, i.e. by looking at the necessary conditions for optimality and finding the solution of a variational problem by considering some functional equations in spaces of functions. In the vast majority of cases, there is no way to find a solution by analytic methods and a numerical solution is sought for. However, numerical calculation on digital computers may never represent infinite dimensional function spaces. The way out of this dilemma is to approximate the original problem by a simpler one, i.e. a surrogate finite dimensional problem which is accessible to computer solution.
As the optimal decision at each stage is a function of the random components observed so far, the only way to reduce complexity is to reduce the range of the random components. If the random components of the decision model is discrete, i.e. take a finite (and in fact a few) number of values, the variational problem is reduced to a vector optimization problem, which may be solved by well known numerical optimization algorithms. The natural question is then how to reconstruct a solution of the basic problem out of the solution of the finite surrogate problem.
Since every finitely valued stochastic processξ 1 , . . . ,ξ T is representable as a tree, we deal with tree approximations of stochastic processes. There are two contradicting goals to be considered: For the sake of the quality of approximation, the tree must be large and bushy, while for the sake of computational solution effort, it should be small. Thus the choice of the tree size must be a compromise. The basic question for finding this compromise is to assess the quality of the approximation in terms of the tree size. It is the purpose of this paper to shed some light on the relation between the approximation quality of the probability model for the random components and the quality of the solution.
Well known limiting results are available, which show that by increasing the size of the approximating tree, one gets eventually the convergence of the optimal values and the solutions (the optimizing functions). Results in this direction were proved by Olsen [7] and Pennanen [8] among others. Recently Römisch et al. [16] have shown a stability result, i.e. an estimate of the approximation error in terms of a new distance between the continuous and the discrete models.
Our approach is quite different from the ones cited above. We start from the description of decision model in terms of the systems dynamics functions, the constraint sets and the objective function. We do not specify a probability space on which the random variables are defined, we specify only their distributions. Then we approximate these distributions in an appropriate setting by simpler, discrete distributions and compare the decision functions and the optimal values in both cases.
In our distributional setup, there is no predefined probability space and therefore there is no room for introducing other filtrations than those which are generated by the random process itself. This is to say that we make the following assumption, which is common in stochastic optimization:
Basic Assumption. The only measurability assumption imposed on the decisions x t at time t is that they are measurable w.r.t. the σ-algebra generated by (ξ 1 , . . . , ξ t ). To put it differently, we assume that the values of ξ t , which are unknown at time t − 1, are completely revealed at time t.
Under this assumption the information σ-algebra F t at time t is the one generated by (ξ 1 , . . . , ξ t ). In our approach, there is no need to consider a filtration distance as is done e.g. in Römisch [16] .
A further consequence of the in-distribution setting is that we describe the decisions as functions of the random observations and not as functions defined on some probability space. To be more precise, let ξ t = (ξ 1 , . . . , ξ t ) denote history of the random observations available up to time t. Then the t-th decision is a function x t (ξ t ) lying in some function space. Noticing that we want to approximate a continuous probability distribution by a discrete one, we remark that this function space should respect weak convergence (i.e. if ξ (n) → ξ weakly, then also x(ξ (n) ) → x(ξ) weakly). Thus we must consider spaces of almost everywhere continuous functions or some subspaces. In this paper, we work with the space of Lipschitz functions. On R n , the class of all Lipschitz functions determines the weak topology on all probabilities, which have a finite first moment. Moreover, the weakest topology making all integrals of Lipschitz functions continuous is generated by the well-known transportation distance, which is convenient since it can be calculated or at least bounded in many examples.
Under some strong regularity assumptions, we show a result, which is of practical relevance to the decision maker: Suppose that the distance between the original probability model and the approximative one is smaller than and that a solution of the approximative problem is found. Then one may construct out of it an η-optimal solution of the original problem. The relation between η and is explicit (see Proposition 3). We measure the distance between the original probability model and its discrete approximation by the conditional transportation distance, which is finer than the usual unconditional transportation distance and accommodates for the dynamic character of the problem.
The paper is organized as follows: In section 2 we describe the distance concepts for probability measures and for constraint sets, section 3 contains the model and in section 4 we state the approximation results. An example is treated in section 5. In the Appendix we have collected two auxiliary results.
Preliminaries
The probability model.
Let ξ = (ξ 1 , ξ 2 , . . . , ξ T ) be a stochastic process with values in Ξ : 
For two Borel measures P ,P on a metric space Ξ, let dl(P,P ) denote the transportation distance (Wasserstein distance)
The transportation distance is related to Monge's mass transportation problem (see Rachev [12] , p. 89) through the following facts:
is arbitrary, but the marginal distributions are fixed such that
(Theorem of Kantorovich-Rubinstein, see [12] , Theorem 5.3.2 and Theorem 6.1.1). The infimum in (2) is attained.
• For distributions on the real line (endowed with the Euclidean metric [18] ).
• If χ is a strictly monotonic, bijective function mapping R to R, defining the distance
By this construction, one may ensure the convergence of higher moments under dl convergence, see Pflug [10] .
The process ξ generates a Borel probability measure P on Ξ. This measure is characterized by its chain of regular conditional distributions
) is the conditional probability of ξ t ∈ A t given the past ξ
Since we deal with complete separable metric spaces, the existence of regular conditional probabilities is ensured (see e.g. Durrett [3] , Chapter 4, Theorem (1.6)).
Assumption (A). The conditional probabilities satisfy dl(P t (·|u
for all u
, for 2 ≤ t ≤ T and some constants M 2 , . . . , M T . Remark. Assumption (A) is trivially satisfied if the process is independent. For Markov processes, the condition (3) reduces to
The ratio
is called the ergodic coefficient of the Markov transition P . If this coefficient is smaller than one, geometric ergodicity holds. Ergodic coefficients were introduced by Dobrushin [2] and extensively used in Pflug [9] . LetP another such probability, again dissected into its chain of conditional probabilities. We introduce the notation
IfP is the distribution of a stochastic process (ξ 1 , . . . ,ξ T ) with finite support, denote byΞ t the support of (ξ 1 , . . . ,ξ t ). The conditional probabilities P t (·|u
) are only well defined, if u
, we set dl(P t (·|u t−1 ),P t (·|u t−1 )) = 0, which is the same as to say that the conditional probabilities ofP are set equal to those of P , for those values, which will not be taken byP with positive probability.
Example. We borrow an Example from Römisch [16] . Consider the tree processes shown in Figure 1 .
The processes on the left do not satisfy condition (A) uniformly in . Moreover, no convergence in the conditional transportation distance to the process on the right holds, as tends to zero. Thus in conditional transportation distance, these process are far apart, while obviously the left processes converge in distribution to the right one, if tends to zero.
Associated to the process of observation ξ t is the the process of decisions x t , where x t are continuous mappings from Ξ
, we work with two norms, the max-norm
and the usual euclidean norm x . The reason for doing so is that, endowed with the max-norm, R m becomes a hyperconvex space (see Appendix), while is it sometimes easier to work with the euclidean norm. Notice that
making it easy to jump from one metric to the other. However, since we calculate Lipschitz constants, the difference matters. Indeed, we will assume that the optimal decisions are Lipschitz. The next Example shows why it is hopeless to get rid of assumptions on the smoothness of the solutions.
Example. Mean Absolute Deviation Regression. Let ξ 1 be a uniform [0,1] variable and let ξ 2 , conditional on ξ 1 , have a normal distribution with mean ξ 1 /2 and variance 1. Denote the distribution of (ξ 1 , ξ 2 ) by P .
We want to solve min
where x(ξ 1 ) is a measurable function of ξ 1 . Obviously the solution is
since the normal distribution is symmetric around zero. However, consider a sequence of discrete measuresP
, converging weakly to P , and assume that these measures sit on (ξ
2,i ) with equal probability 1/n, such that all ξ (n) 1,i are distinct. Then the solutions of
would not converge to (7) in any sense.
Smoothing techniques (sieve techniques) are used in nonparametric regression for ensuring consistency. This technique would for fixed n search a solution in a smooth function space and gradually but slowly increase the function space as n increases. The convergence rate depends on the degree of smoothness of the solution. To put this in terms of optimization, the approximative problem (8) is solved in nonparametric statistics under an additional constraint of smoothness, which is not present in the original problem (6) . Sieve techniques were introduced by Grenander [6] and are standard in nonparametric curve estimation, see for instance Efromovich [4] . Only in rare cases, the additional smoothness condition is superfluous, because of strong shape conditions [13] , [1] .
While in statistical applications, one has to take the data as they are observed, one may choose the approximating model in stochastic optimization. That is, and this is the approach we adopt here, one may choose the approximating model such that also the conditional probabilities of the approximations are close to the original ones. Let us look how this would solve the above nonparametric regression problem. Suppose we choose the points i/(n + 1), i = 1, . . . , n each with probability 1/n as a good approximation of the uniform distribution in the first component. Then choose conditional on ξ 1 = i/(n + 1) a discrete distribution which would come close to the original normal distribution by a transportation distance not larger than . By doing so, also the median would no differ more than and be simple linear interpolation between the points at i/(n + 1) and at (i + 1)/(n + 1) we would have found the true regression line within a sup-norm distance of too.
For an illustration, see Figure 2 . The left hand side shows a completely random sample of the two-dimensional distribution. For the right hand side, we have chosen the x-coordinates as i/5, i = 1, . . . , 4 and only sampled the conditional distributions. In both cases we have shown the (linearly interpolated) solution of problem (6) as a dotted line. 
where proj A (x) denotes the convex projection of the point x onto A. We allow ρ to take the value ∞ and set
The projection distance is larger than the usual Hausdorff distance, which is
since
Remark. Let us show that there is no converse Lipschitz relation be- Example. Let A 1 and A 2 be the hyperplanes A i = {x :
Suppose that s as well as v depend in a Lipschitz way on a parameter u. Then the set-valued mapping u → {x ∈ B(ρ) : s(u) x = v(u)}, for ρ < ∞ is Lipschitz w.r.t. the projection distance d p,ρ , if s(u) is bounded and bounded away from zero and |v(u)| is bounded too.
The projection distance will play a role in our assumptions for the behavior of the constraint set.
The dynamic decision model
We formulate the multistage dynamic decision model as a state-space model. Assume that there is a state vector z t , which describes the situation of the decision maker at time t immediately before he must make the decision. To assume the existence of such a state vector is no restriction at all, since one may always take the complete observed past and the already made decisions
as the state. However, often the vector of required necessary information for further decisions is much shorter. In asset-liability management, for instance, z t contains only all information about the current portfolio composition, the current liabilities and the future payment obligations resulting from these liabilities. No information about past transactions is necessary to keep recorded.
The state variable process (z t ) is a controlled stochastic process, which takes values in metric state spaces Z t (say). The control variables are the decisions x t . The state z t at time t depends on the previous state z t−1 , the previuos decision x t−1 and the observed scenario history ξ t . A transition function g t describes the state dynamics:
The initial state right before the decision at time 0 is known and denoted by z 0 . At the terminal time T , no decisions are made, only the outcome z T is observed. We require that a feasible decision x t at time fulfills a constraint of the form
where X t are closed convex sets. Definition. Let x be a vector of continuous functions x = (x 0 , . . . , x T −1 ), where x t maps Ξ t into R m t . We say that x is Ξ-feasible, if (13) - (15) below are fulfilled.
Let for (u 1 , . . . , u T −1 ) in Ξ be z t recursively defined by
The objective to be minimized is
where F t are version-independent probability functionals, i.e. mappings from a space of random variables on Z t to the real line, where the function value only depend on the distribution and not on the concrete version of the random variable. Examples for version-independent probability functionals are the expectation, the moments, the mean absolute deviation and all typical risk functionals used in finance.
The multistage problem in state-dynamics representation reads
where x is Ξ-feasible i.e. (x 0 , . . . , x t−1 ) satisfies (13) - (15) . (17) The state-dynamic model can be graphically represented as shown in Figure 3 .
The problem (17) is a variational problem, for which explicit solution methods exist only in exceptional cases. We state now a set of smoothness assumptions for the model.
Assumption (B).
• The functions g t satisfy
• The constraints are described by closed convex sets X t (z) which depend in a Lipschitz way on z, when metricized by the projection distance
Here ρ is finite, if we know that the solutions lie in B(ρ), otherwise we set ρ = ∞.
• The version-independent probability functionals F t satisfy
Approximations
Instead of the original problem, (17) we consider a tree process (ξ 1 , . . . ,ξ T ) with distributionP and supportΞ and consider the approximate problem
(18) The next two Theorems tell us how to come from a a solution of the original problem to one of the approximating problem and vice versa. We assume that both problems have Lipschitz solutions. One could state conditions on the structure of the problem which would ensure the Lipschitz property for the approximations out of the Lipschitz property for the original problem. These conditions would contain e.g. linearity of the systems dynamics as well as strict convexity of the functionals F t . We decided not to include this in the present paper. Proposition 1. (Restriction) Suppose that Assumption (B) holds and thatdl(P,P ) = ( 1 , 2 , . . . , T ), where the support of P is Ξ and the support ofP isΞ and finite. Then every Ξ-feasible decision x, which is K t -Lipschitz is alsoΞ-feasible and we have that
and the constants D s,t fulfill the recursion
Proof. It is evident that every Ξ-feasible decision is automaticallyΞ feasible.
Under Assumption (A), one may construct for every t stochastic processes ξ t (u), u ∈ Ξ t−1 andξ t (u), u ∈Ξ t−1 sitting for every t on independent (product) probability spaces such that
This follows from well known Strassen Theory [17] together with Kolmogorov's construction method for stochastic process from their finite dimensional distributions.
The processes ξ t andξ t then appear as compositions
leading to (19). Now we argue pointwise for a specific ω in the probability space. All following calculation are done for this specific ω.
Therefore, taking the expectations,
T Proposition 2. (Extension) Suppose that Assumption (B) holds and thatdl(P,P ) = ( 1 , 2 , . . . , T ) , where the support of P is Ξ and the support ofP isΞ and discrete. Then for everyΞ-feasible decisionx of (17), which is K t -Lipschitz, there is a Ξ-feasible decision x, which is K t -Lipschitz, called the extension of x, such that
The¯ 's are given by (19) and the constants fulfill the recursions
Proof. Again, we construct the two processes on the same probability space. As in Proposition 1, we work pointwise for a specific ω in the probability space. All following calculation are done for this specific ω.
Letx be a K t -Lipschitz,Ξ feasible family of decisions. By the Extension Theorem, we may extend these functions to a family of functions x defined the wholeΞ possible by enlarging the Lipschitz constant to
It may happen that the x functions are not feasible. We have to make them feasible in a recursive way, starting with x 1 , then x 2 and so on.
Let
. This argument gets recursively iterated as in the proof of Proposition 1 leading to the indicated sequences of constants. T Remark. There are various variants of the just proven Theorem, for instance if norms is replaced equivalent ones or if the process ξ is Markovian. For particular models, much finer and better estimates may be found.
Based on this two Propositions, we may prove the following main result. Proposition 3. Suppose that the assumptions of Proposition 1 and 2 hold. Suppose that the approximations have been chosen such that the values of η 1 and η 2 are given. Ifx * is a solution of the approximative problem (18) , then its extension x * is an η 1 + η 2 -solution of the basic problem (17) . Proof. Let x * * be a solution of the basic problem (17) . Sincex * is a solution of the approximate problem (18) ,
and by virtue of the just proven Theorems
Now, by (21), (22) and (23),
Consider an investor, who has initial capital C and wants to invest in m different assets. The price of one unit of asset i at time t is the random quantity ξ t,i . At starting time 0, the prices ξ 0,i are deterministic.
Let ξ t = (ξ t,1 , . . . , ξ t,m ) be the vector price process. The optimization problem is to maximize the acceptability of the final wealth under the selffinancing constraint. It reads as
where A is some acceptability functional. By introducing the wealth at time t as v t = x t−1 ξ t one gets the state-space model
with the dynamics
Under the realistic assumption that the returns are bounded from above and from below, 0 < a ≤ ξ t,i ≤ b < ∞, this dynamics is Lipschitz in the sense of Assumption (A), since x must be bounded due the the initial budget constraint. In addition, the constraint sets are Lipschitz, see the Example at the end of section 2. Probability functionals, which are Lipschitz w.r.t. the transportation distance in R include the expectation, the mean absolute deviation, distortion functionals (and therefore the average value-at-risk as a special case -for distortion functionals see [11] ) and linear combinations of them. Proof.
T
