1. Introduction {#sec0005}
===============

Recent studies have demonstrated the diversity of the gut bacterial microbiome in many species including poultry species. The microbiome of the gut plays a significant role in performing numerous biochemical functions for the host ([@bib0010], [@bib0215], [@bib0065], [@bib0160], [@bib0145], [@bib0175], [@bib0180]), and alterations of the microbiome have been associated with diverse effects on the physiology and the health of the host ([@bib0200], [@bib0195], [@bib0220], [@bib0070], [@bib0025]).

Several studies have characterized the bacterial component of the microbiome associated with specific host phenotypes or status of the bird ([@bib0060], [@bib0045], [@bib0190], [@bib0035], [@bib0115], [@bib0210]). Despite the popularity and economic importance of poultry as a food source, relatively little is known about the viral component of their gut microbiome and its source. Because the bacterial microbiota and the phage/DNA viral component of the microbiome are interdependent ([@bib0130]), the application of 'viral metagenomics' approaches that address DNA viruses has been the next step in assessing gut microbial communities ([@bib0020], [@bib0030]). But, in addition to DNA viruses, the poultry gut also harbors a complex consortium of eukaryotic or RNA viruses ([@bib0120]) which have been associated with a host of enteric disease syndromes ([@bib0090]). Enteric disease in poultry species often involves diarrhea and more progressive forms, such as poult enteritis mortality syndrome (PEMS), poult enteritis complex (PEC), runting-stunting syndrome of broilers (RSS) and several unclassified enteric diseases ([@bib0080], [@bib0055]) result in high mortality. Not only do severe forms result in economic loss, but mild cases of enteritis and those that only affect a few birds in a flock do as well ([@bib0165]). Although a number of different RNA viruses such as avian reoviruses, rotaviruses, astroviruses and coronaviruses, have been isolated from the intestinal contents of clinically ill birds ([@bib0140]), the precise causative agent(s) of enteric disease are not known because knowledge of the composition of the eukaryotic or RNA viral community of the healthy poultry gut is rather limited making it difficult to distinguish between the 'core' and the 'transient' members and to thus identify causes of enteritis.

Recent advances in next-generation sequencing technology have the potential to circumvent the limitations of conventional detection methods and enable insights into gut community microbiota at a high resolution. In this study, our strategy was to examine the intestinal RNA viral flora of a clinically normal turkey, in order to aid in identifying RNA viral enteric pathogens accurately. However, eukaryotic viruses are a small component of the whole gut microbiome and sequencing RNA viruses from any niche has its own set of hurdles to overcome including the overabundance of the contaminating non-viral nucleic acids, lack of a universal phylogenetic marker and labor intensive viral purification methods involving 'density gradients'. There have been several viral metagenomic studies reported to date, characterizing DNA ([@bib0020], [@bib0005], [@bib0185], [@bib0105]) or RNA viruses ([@bib0040], [@bib0225], [@bib0050]) from various parts of the gastrointestinal system and environmental niches. Based on the sample type, these studies have used different protocols to recover viral particles and different sequencing platforms. Variations in the (a) methods to concentrate and purify viral particles, (b) library preparation protocols, and (c) sequencing platforms, have been reported to impact the DNA viral metagenome results ([@bib0085], [@bib0170]). We used the conceptual frameworks of these studies to design and test three different modified protocols with the potential to be used with large sample numbers for processing intestinal tissue and its contents to recover viral particles, while keeping the other parameters such as RNA extraction, library preparation and the sequencing platform exactly the same. In the first part of this study, the same sample was used to compare three tissue processing protocols for viral recovery and viral species richness as determined with an Illumina Miseq sequencing platform. The second part of this study explores modified bioinformatics approaches to analyze the resultant sequence data and gives a snapshot of the viral species richness and diversity present in a clinically normal turkey gut.

2. Materials and methods {#sec0010}
========================

2.1. Sample collection and processing {#sec0015}
-------------------------------------

A 5-week old turkey with no clinical signs of disease was humanely euthanized following guidelines of the University of Minnesota Institutional Animal Care and Use Committee. The intestinal tract, (from duodenum to colon) along with contents, was harvested followed by removal of mesenteric fat and pancreas. The intestinal tissue was re-suspended in an approximately equal volume of 0.9% sterile saline and spiked with 1 ml of Influenza A virus suspension (A/mallard/Minnesota/Sg-00177/2007) at the concentration of 128 HAU/50 μl, followed by thorough homogenization using the PRO250 homogenizer (PRO Scientific, Oxford, CT). The homogenate (∼250 ml) was centrifuged at 4355 ×  *g*/4 °C for 20 min and again at 7741 ×  *g*/4 °C for 20 min to remove large tissue debris. The supernatant was filtered sequentially through 0.8 μm, 0.45 μm and 0.2 μm filters (Millipore, Billerica, MA) to separate virus particles (VPs) less than 0.2 μm in size, from bacteria and larger particles ([@bib0050]). Filters with a PES membrane, were specifically used throughout this study for their low-protein binding characteristics in order to reduce the loss of the VPs ([@bib0110]). The filtrate was divided into six equal parts for further processing and two parts were processed in duplicate for each of the subsequent methods. A schematic of processing methods is presented in [Fig. 1](#fig0005){ref-type="fig"} .Fig. 1Schematic representation of three processing methods used to concentrate viral particles. VPs: viral particles and PEG: polyethylene glycol -- 6000.

### 2.1.1. First processing method {#sec0020}

Polyethylene glycol (PEG) -- 6000 (Sigma--Aldrich, St. Louis, MO) was added at 8% (w/v) to the filtrate and stirred overnight at 4 °C to concentrate the VPs. The mixture was centrifuged at 9798 ×  *g*/4 °C for 30 min, the pellet saved at 4 °C and the process was repeated on the supernatant after which the pellets from the first and second centrifugations were combined. The resultant pellet was re-suspended in an equal volume of 50 mM Tris--HCl, pH 7.4 (Fisher Scientific, Pittsburgh, PA).

### 2.1.2. Second processing method {#sec0025}

The filtrate was treated as described for the first method except that the combined pellet from the two centrifugation steps was re-suspended in 15 ml of cold 0.9% saline. The suspension was sonicated with 6--10 cycles of 20 s runs/10 s pause to separate VPs from PEG particles. PEG particles were pelleted by centrifugation at 7741 ×  *g*/4 °C for 5 min. The supernatant containing the VPs was transferred to a clean tube and ultra-centrifuged at 156,530 ×  *g*/4 °C for 6 h. The supernatant was aspirated, the pellet harvested and re-suspended in an equal volume of 50 mM Tris--HCl, pH 7.4 (Fisher Scientific).

### 2.1.3. Third processing method {#sec0030}

The filtrate was directly ultra-centrifuged at 156,530 ×  *g*/4 °C for 6 h. The supernatant was aspirated, pellet harvested and re-suspended in an equal volume of 50 mM Tris--HCl, pH 7.4 (Fisher Scientific).

2.2. RNA extraction {#sec0035}
-------------------

The re-suspended pellets from each of the three processing methods i.e. six samples were individually mixed in 50 mM Tris--HCl, pH 7.4 and treated with 5 μl of RNAseA (1 mg/ml) (ThermoScientific, Lafayette, CO). The reactions were incubated for 30 min at room temperature, to degrade any non-viral RNA. After RNAseA treatment, Trizol LS reagent (Invitrogen, Grand Island, NY) was added to each suspension at a ratio of 3:1 and was mixed. For each reaction, total RNA from the intact VPs was extracted according to the manufacturer\'s instructions. The quality of the total RNA was determined with a Nanodrop 2000 (ThermoScientific, Wilmington, DE).

2.3. Sequencing {#sec0040}
---------------

### 2.3.1. First sequencing {#sec0045}

Total RNA from each of the processing method was converted to Illumina sequencing libraries using Illumina\'s TruSeq RNA Sample Prep Kit v2 according to manufacturer\'s instructions. Final library size distribution was validated and indexed, and libraries from the three processing methods were then normalized, pooled and size selected at 270 bp ±5% using Caliper\'s XT instrument giving an average insert size of approximately 150 bp. The pooled libraries i.e. six samples were sequenced on a MiSeq 151 PE run. De-multiplexed FASTQ files were used for subsequent analysis.

### 2.3.2. Second sequencing {#sec0050}

To achieve greater sequencing depth and coverage, the library for the processing methods which resulted in the highest species richness was re-sequenced. For re-sequencing, the library size was selected to be 320 bp +-10% giving an average insert size of approximately 200 bp. This library was sequenced on a MiSeq 151 PE run. The FASTQ files were used for subsequent analysis.

2.4. Data analysis {#sec0055}
------------------

### 2.4.1. Sequencing data from all processing methods {#sec0060}

Sequence data was analyzed to identify rRNA-like sequences using the riboPicker tool, version 0.4.3 ([@bib0155]) which uses Burrows--Wheeler Aligner program. All datasets available as of August 2012, on the web-version were selected as reference databases with the thresholds set at 50% coverage, 90% identity and 100 bp alignment length. The quality check for the sequences from each of the processing methods was done using FastQC. AbokiaBLAST, a commercial parallel implementation of NCBI BLAST was used for all blast searches against the NT and NR databases downloaded from NCBI in August 2013. The blastn against the NT database, for the sequences from a single end i.e. only R1 reads from each of the processing methods, was done using default parameters. Blast hits with bit scores below 35 were removed. For the remaining BLAST hits, the NCBI gi ID was used to identify the associated taxon ID from the NCBI taxonomy database. Visualization of the weights of taxonomic nodes was done using MEGAN 4 software.

### 2.4.2. Analysis of second sequencing {#sec0065}

The quality of sequences from the re-sequencing run was evaluated using FastQC. The sequences with bases having a minimum *phred* quality score \<20 were trimmed from the 3′ end using FastQ Quality Trimmer ([@bib0015]).

A modified approach was used to blast the sequences and reconcile the outputs from the paired ends for the re-sequenced dataset (Turkey_reseq) including the removal of duplicate fragments. To do this, paired reads were concatenated and one copy of each fragment was retained. The joined fragments were split to regenerate the forward (split R1) and reverse (split R2) reads. The paired reads were blasted independently against the NT database using the program\'s default parameters. The blast hits with bit scores below 35 were removed. For the remaining blast hits, the NCBI taxonomic ID associated with the sequence was determined and hits without taxonomy IDs were excluded. In order to keep the most robust hits, the blast results were independently grouped by their query IDs for each paired end and the hits with bit scores less than 90% of the highest bit score for the group were discarded. Lastly, all non-viral hits were filtered from the blast results. To reconcile the information from the paired ends F was defined as a sequenced DNA fragment, A as the non-unique set of taxon IDs associated with F\'s R1 read and B as the non-unique set of taxon IDs associated with F\'s R2 read. Using these definitions, the taxon IDs for the paired ends were reconciled into a single non-unique set of taxon IDs, O, for the F fragment according to the following rules: (a) if A = Ø or B = Ø then O = A ∪ B and (b) A ≠ Ø and B ≠ Ø then O = A ∩ B. Our set notation is non-standard in that all sets are non-unique, allowing multiple occurrences of the same taxon ID. As a result, the union and intersection operators are additive with respect to the number of occurrences of a given taxon ID. This reconciled output was used for additional processing i.e. distribution of weight to leaf nodes and pruning the leaf nodes with weight lower than cutoff as described in Section [2.5.1](#sec0075){ref-type="sec"} before MEGAN was used to visualize the taxonomic weights.

2.5. Diversity measurements {#sec0070}
---------------------------

### 2.5.1. Exploration of various parameters on the stability of diversity indices using the Turkey_reseq dataset {#sec0075}

The taxon IDs from the reconciled output indicated associations with nodes in the taxonomic tree. However, most sequences had multiple taxon IDs that mapped to different levels of the tree. To impose a degree of order to the tree weightings, all sequences were forced to map to leaf taxons rather than nodes farther up the tree. If each sequence fragment is considered to provide evidence of a weight of 1, the weight of non-leaf nodes was divided among multiple leaf nodes in a two-step process. First, the weight was divided evenly to all taxonomic nodes associated with a fragment. Secondly, that weight was distributed evenly among all leaf nodes below it. The taxonomic diversity and distinctness indices were calculated as described by Clarke and Warwick ([@bib0125], [@bib0205]) with the modification that '*N*', the number of nodes, was fixed to the number of leaf nodes in the viral domain (213,392) rather than the number of leaf nodes with weight. To provide a consistent sequencing depth for comparison between samples, five subsets of 100,000 reconciled fragments were selected by random sampling. These subsets (roughly 10% of the full dataset) were used to evaluate the effect of even weight distribution on diversity.

The effect of leaf node pruning on diversity scores was evaluated with whole dataset. In order to ensure that a given weight cutoff value had a similar effect regardless of sequencing depth or taxonomy region studied, the leaf node weights were rescaled. In order to rescale, the weight of the leaf nodes was divided by the total number of mapped fragments and multiplied by the total number of leaf nodes. This had the effect of making a cutoff value of 1 equivalent to the weight expected per node if the total weight was distributed uniformly. Actual cutoff values used ranged from 0 to 16 with a cutoff of 1 used for further analysis.

The relationship between sequencing depth and saturation of the taxonomic tree with respect to the calculation of diversity scores was evaluated. The analysis was run with various sized subsamples of the dataset ranging from 0.625% to 100% of the data.

### 2.5.2. Evaluation of the stability of diversity indices using a randomly generated dataset as negative control {#sec0080}

A control dataset of one million fragments was created by randomly sampling from the NT database using a custom script. Paired end reads were modeled by selecting two 100 bp reads from single selected fragments such that the overall fragment size distribution was centered at 220 bp with standard deviation of 20 bp. This dataset was then 'mutated' by randomly altering 20% of the fragment\'s nucleotides. Five different datasets of 0.1 million reads each were created by randomly sampling from this larger dataset. These randomly generated datasets were processed similarly to the Turkey_reseq-derived sequences for even weight distribution and checking the stability of diversity indices, and sub-sampling for calculation of diversity indices. The whole dataset was used for checking the effect of leaf node pruning on diversity scores as described above in Section [2.5.1](#sec0075){ref-type="sec"}.

3. Results {#sec0085}
==========

3.1. Comparison of processing methods {#sec0090}
-------------------------------------

The RNA concentrations and the number of sequences obtained with the first, second and third processing methods are summarized in [Table 1](#tbl0005){ref-type="table"} . The sequence quality in the differentially processed material was checked with FastQC. For all three methods, the majority of the reads maintained *phred* quality scores above 20, and as a result, no quality trimming was performed. Since there was no significant variation in the replicates for following analysis, only the results of one replicate from each processing method are discussed below.Table 1RNA yields and the number of sequences for each of the six samples obtained from the first sequencing run.RNA (ng/μl)260/280 ratioNumber of sequences% GC contentProcessing method 1Replicate 13039.12.07568,19954Replicate 22913.32.06543,68254  Processing method 2Replicate 124.01.71563,87748Replicate 224.91.74547,58747  Processing method 3Replicate 1330.71.87837,65557Replicate 2331.21.87886,84057

The sequencing data from a single end (read 1) was first analyzed to identify rRNA-like sequences using the riboPicker tool. Since viral genomes do not contain 16s or 18s ribosomal genes, the presence of these sequences provided a semi-quantitative measure of eukaryotic or prokaryotic contamination. The analysis revealed that the highest and lowest percentages of ribosomal RNA was detected in the total RNA from the first (95.61%) and second (8.47%) processing methods respectively ([Fig. 2](#fig0010){ref-type="fig"} ).Fig. 2Ratio of ribosomal RNA to non-ribosomal RNA sequences in the material from three processing methods. The sequencing data from all the three processing methods was analyzed using similar parameters with riboPicker tool version 0.4.3. The methods involved (1) concentrating the VPs using PEG, (2) concentrating the VPs using PEG followed by sonication to separate VPs from PEG particles and ultracentrifugation to concentrate the VPs again, and (3) ultracentrifugation to concentrate the VPs.

The blast search against the NT database demonstrated that the total RNA from the second processing method resulted in the largest proportion of reads with hits to the viral domain (23.36% of reads) ([Table 2](#tbl0010){ref-type="table"} ). Similarly, this also had the highest viral richness with 15 different viral genera detected. The most abundant viral sequences detected were from the genera Rotavirus (81.4% of the reads assigned) and Avastrovirus (18.4% of the reads assigned). The Influenza A virus, which was added to the tissue before processing, was detected in the material from the second processing method with 14 reads assigned to the node ([Fig. 3](#fig0015){ref-type="fig"}b). Influenza A virus was also detected in the total RNA from the third processing method with 469 reads assigned to the node, but viruses belonging to only three other viral genera including Rotavirus and Avastrovirus were detected in this material ([Fig. 3](#fig0015){ref-type="fig"}c). Influenza virus was not detected in the material from first processing method and only three viral genera including Rotavirus and Avastrovirus were detected in this RNA ([Fig. 3](#fig0015){ref-type="fig"}a). Based on these results, the RNA obtained with the second processing method was re-sequenced for greater depth and analyzed further.Table 2Results of blastn mapped to NCBI taxonomic tree for the data from three different processing methods. The numbers in the table represent the number of sequences with hits to a particular node.NodeProcessing method 1Processing method 2Processing method 3Total sequences568,199563,877837,655Root6919,175994Cellular organisms566,179395,478826,765Viruses95131,7415480Unclassified sequences48264187Other sequences--28--Not assigned848186594Low complexity2----  % of viruses/total0.02%23.36%0.65%Fig. 3Results of blastn mapped onto a NCBI taxonomic tree using MEGAN. The three panels show the results for RNA derived from three processing methods (a) first, (b) second, and (c) third processing methods. The sizes of the circles are proportional to the number of reads assigned to the particular node and the numbers of reads assigned are shown beside each taxon node.

3.2. Deep sequencing of the RNA from second processing method {#sec0095}
-------------------------------------------------------------

The RNA from the second processing method was re-sequenced for increased coverage resulting in 8,111,627 sequences with an average of 46% GC content for each of the paired end reads for this dataset. Paired reads with perfect fragment duplicates (R1 and R2 identical) were assumed to be PCR artifacts and only one fragment was retained resulting in 5,872,593 unique fragments. The R1 and R2 reads were blasted independently resulting in 1,202,396 (20.47%) and 1,181,025 (20.11%) reads with hits to viral sequences ([Table 3](#tbl0015){ref-type="table"} ). In reconciling the output of hits to virus sequences, we found that (a) 120,895 fragments had hits to R1 but not R2, (b) 99,524 fragments had hits to R2 but not R1, (c) 67,262 fragments had no agreement between the hits to R1 and R2, and (d) 1,014,239 fragments had some agreement between hits to R1 and R2. This resulted in a total of 1,234,658 (calculated from (a) + (b) + (d)) fragments (21.0%) from the Turkey_reseq dataset which had hits to viral sequences.Table 3Results of blastn mapped to NCBI taxonomic tree for re-sequenced data from processing method 2.Split R1Split R2Total reads8,111,627Unique reads5,872,593Reads with hits5,663,193 (96%)5,557,275 (94%) Total hits599,555,638581,830,758 Hits lacking a taxonomy match21,928,51121,292,938 Hits mapping to non-viral taxonomy111,695,287109,848,537Reads with hits to viral taxonomy1,202,3961,181,025

3.3. Effect of different parameters on the stability of the diversity indices {#sec0100}
-----------------------------------------------------------------------------

The reconciled data of fragments with hits to viral sequences was used to visualize the taxonomic tree with MEGAN. The data in [Table 4](#tbl0020){ref-type="table"} summarizes the number of leaf nodes before and after the weight distribution to the leaf nodes of a taxonomic tree. For the randomly sampled datasets of the Turkey_reseq dataset and the Random_NT_1M dataset, the taxonomic diversity and distinctness indices were calculated after weight was distributed evenly ([Fig. 4](#fig0020){ref-type="fig"}a) and the diversity indices were stable for both the experimental and control datasets.Table 4The number of leaf nodes before and after modification for five randomly sampled datasets each from the Turkey_reseq dataset and the Random_NT_1M dataset.DatasourceSeed numberUnique taxa (pre-distribution)Weighted leaf nodes (even distribution)Random_NT_1M144,00865,041243,35566,280343,97165,847444,73565,749544,38366,216  Turkey_reseq113,75638,718211,80140,144314,11039,338414,11039,074513,23038,444Fig. 4Effect of different parameters on the taxonomic diversity and distinctness indices. (a) Diversity indices after even weight distribution to the leaf nodes for five randomly sampled datasets of 0.1 million reads each from each of the Turkey_reseq and the Random_NT_1M datasets. The *X*-axis is the dataset and *Y*-axis is the magnitude of the indices. (b) Diversity indices after leaf node pruning with different cutoff levels for each of the Turkey_reseq (●) and the Random_NT_1M (\*) datasets. The *X*-axis is the cutoffs and *Y*-axis is the magnitude of the indices.

The taxonomic tree was pruned to eliminate bias after even weight distribution and to reduce the effect of spurious mappings. The effect of various pruning values, on diversity measures was investigated ([Fig. 4](#fig0020){ref-type="fig"}b). As expected, based on the observed reduction in the number of species present, more aggressive pruning reduced diversity. Given a similar response to pruning from both the 'Random_NT_1M' and 'Turkey_reseq' datasets, and a lack of evidence for a noise floor in either the diversity vs. cutoff curve or in a histogram of leaf node weights (not shown), the cutoff was selected to be equal to the weight expected by uniform mapping (a cutoff of 1).

3.4. Snapshot of the composition of the RNA viral domain of a turkey gut {#sec0105}
------------------------------------------------------------------------

The data used to calculate diversity scores, with even weight distribution and the pruning of leaf nodes with weight lower than the cutoff, was used as input for MEGAN to visualize the taxonomic tree. Results revealed that approximately 85% of the sequences had hits to RNA viruses and approximately 15% of the sequences had hits to DNA and other viruses ([Fig. 5](#fig0025){ref-type="fig"} ). Among the RNA viruses, the dsRNA viruses and the ssRNA positive-strand viruses were found in abundance (81% together) compared with ssRNA negative-strand viruses and Retro-transcribing viruses (4% together). When summarized to the family level, the dsRNA viruses, ssRNA positive strand viruses and Retroviruses had a dominant single family, Reoviridae (99.6%), Astroviridae (90.9%) and Retroviridae family (92.7%) respectively. Additional families detected in low abundance from the dsRNA viruses, Retroviruses and ssRNA positive strand viruses are shown in [Fig. 6](#fig0030){ref-type="fig"}a, b and [Table 5](#tbl0025){ref-type="table"} respectively. Hits to ssRNA negative-strand viruses showed greater richness with viruses from the Bunyaviridae (34.0%), Paramyxoviridae (26.0%), Rhabdoviridae (17.3%) and Arenaviridae (10.3%) families being well represented. The additional families detected in low abundance are shown in [Fig. 6](#fig0030){ref-type="fig"}c. The viruses from the Reoviridae and Astroviridae families together accounted for 76.3% of total viruses identified. These results were in agreement with the preliminary results of the second processing method in which viruses of the genera Astrovirus (Astroviridae family) and Rotavirus (Reoviridae family) were detected in abundance ([Fig. 3](#fig0015){ref-type="fig"}b).Fig. 5Results of blastn as the percentage of reads by taxon nodes in the viral domain. The 'other viruses' group is comprised of Deltavirus, Satellites, Emaravirus, environmental viruses, unassigned and unclassified viruses, unclassified virophages, ssRNA viruses, archaeal viruses, and phages.Fig. 6Results of blastn with the percentage of reads summarized at each taxon node by the respective RNA viral families. Panels are (a) dsRNA viruses, (b) Retro-transcribing viruses, and (c) ssRNA negative-strand viruses. The *X*-axis lists the virus families and the *Y*-axis is the percentage of the reads summarized within a particular group.Table 5Low abundance families of positive strand ssRNA viruses detected. The percentage corresponds to the number of reads summarized at each taxon node of the respective families.ssRNA positive strand virusesPercentageNarnaviridae0.0022Tetraviridae0.0026Unclassified Picornavirales0.0048Bacillariornaviridae0.0067Unclassified Nidovirales0.0082Unclassified Flexiviridae0.0082Umbravirus0.0108Sobemovirus0.0112Roniviridae0.0123Benyvirus0.0134Iflaviridae0.0295Unclassified ssRNA positive-strand viruses0.0407Leviviridae0.0414Bromoviridae0.0455Dicistroviridae0.0563Tombusviridae0.0578Tymoviridae0.0914Luteoviridae0.0970Virgaviridae0.0988Alphaflexiviridae0.1294Togaviridae0.2130Closteroviridae0.2137Hepeviridae0.2159Caliciviridae0.2667Arteriviridae0.3633Betaflexiviridae0.3886Secoviridae0.4006Coronaviridae0.5374Potyviridae0.9880Picornaviridae1.8748Flaviviridae2.8695

The increase in the resolution of the taxonomic tree to the lowest species level possible further revealed that there were numerous other viruses present in low abundance, with sequences that mapped specifically to leaf nodes. These RNA viruses or variants of these known pathogenic viruses or closely related viruses can be presumed to be present in the turkey gut (supplementary data Fig. S1).

Supplementary Fig. S1 related to this article can be found, in the online version, at [http://dx.doi.org/10.1016/j.jviromet.2014.08.011](10.1016/j.jviromet.2014.08.011){#intr0005}.

Fig. S1Results of blastn mapped onto a NCBI taxonomic tree using MEGAN 4 for the Turkey_reseq dataset. The sizes of the circles are proportional to the number of reads summarized at the node shown beside each taxon/leaf node.

3.5. Dataset size and viral diversity {#sec0110}
-------------------------------------

To assess the measurement of diversity as an effect of dataset size, the stability of diversity indices was explored with both the Turkey_reseq and the Random_NT_1M datasets. For both, repeated sub-sampling of increasing portions of the data demonstrated that both indices were relatively stable after application of the even weight distribution method and pruning of leaves with weights lower than the cutoff ([Fig. 7](#fig0035){ref-type="fig"} ). Since the diversity measures for the Turkey_reseq dataset were stable even when a small portion of the sequence was sub-sampled, we concluded that most of the viral diversity for the tissue was detected and sequenced at a sequencing depth lower than what was obtained in the re-sequencing.Fig. 7Effect of the sub-sampling of different fractions of data (dataset size) on the taxonomic diversity and distinctness indices for each of the Turkey_reseq (●) and the Random_NT_1M (\*) datasets. The average of multiple replicates is plotted for each data point. The *X*-axis is the sub-sampled fractions of the dataset and *Y*-axis is the magnitude of the indices.

To account for species richness, rarefaction curves were computed with increasing proportions of the data (MEGAN with default parameters). At the genus level, the slope increased sharply until approximately 50% of the total data was sampled, after which the curve reached a plateau ([Fig. 8](#fig0040){ref-type="fig"}a). At the species level, the curve reached a plateau only after approximately 90% of the data was sampled ([Fig. 8](#fig0040){ref-type="fig"}b). The rarefaction curve indicated that not only the majority of the genera, but also the majority of the species diversity as well was sampled in the Turkey_reseq dataset.Fig. 8Rarefaction curves for the Turkey_reseq dataset at the (a) genus level and (b) species level, of the viral domain. The *X*-axis is the percentage of the data sampled and the *Y*-axis is the number of species. The curves were created with default parameters using MEGAN.

4. Discussion {#sec0115}
=============

Conventionally, most methods for viral particle purification have involved the use of density gradients which are laborious. The results of this study provide a reasonably efficient protocol for recovery of viruses smaller than 0.2 μm, and which can be used to process multiple samples together, as would be necessary for epidemiologic and surveillance studies.

An initial comparison of the blast results from the three tissue processing methods demonstrated that the majority of the sequences recovered mapped to cellular organisms at varying levels likely because whole intestinal tissue homogenate was used to ensure the recovery of cell-associated RNA viruses. Simultaneously, a comparison of the ribosomal RNA vs. non-ribosomal RNA ratios revealed that the sample from the second processing method had the lowest number of sequences that mapped to ribosomal RNA and the most sequences mapping to the viral domain. Based on these measures, this processing method was selected for the remaining data analysis.

Of all the hits to the viral domain from the Turkey_reseq dataset, approximately 15% of the reads had hits to DNA viruses. This was likely due to the fact that DNase treatment was not incorporated before RNA extraction. Of the 85% of the reads with hits to RNA viruses, approximately 76% had hits to viruses from the Reoviridae and Astroviridae. Of these families, viruses of genera Rotavirus and Astrovirus were present in abundance. Viruses belonging to these genera have been associated with enteric disease syndromes in many host species including turkeys ([@bib0095], [@bib0135]). In addition, recent studies have shown the widespread prevalence of these viruses in poultry flocks across various geographical locations with or without the clinical manifestations of disease ([@bib0120], [@bib0150]). It is very likely that specific viruses from these genera are very closely related and minute differences in the genetic content alter their virulence or changes their ability to infect the host. It is also plausible that some of the species detected in this study are opportunistic pathogens and their population increases significantly in the gut in response to some perturbation, and for this reason, they are routinely isolated from the intestinal contents of birds with enteric disease. It is also possible that the turkey from which the tissue was collected would have developed enteric disease or had recently recovered from enteritis and because data from this study is a snapshot from one bird, it cannot be established if the viruses detected were core or transient members of the gut microbiota. Finally, one major limitation in assigning roles to these viruses is that the identification of the viruses from enteric disease samples has been traditionally done with molecular methods which do not have the species specific resolution. So, although the results from this study, are consistent with previous studies ([@bib0050]) which showed the presence of viruses from Reoviridae, Caliciviridae and Picornaviridae in the turkey gut, for all of the stated reasons, the results do not clarify what these viruses are doing in the turkey gut and what role, if any, they play in causing disease.

The roles of the other viruses, present in the gut, in the health or disease of the turkey host are not known either. A large number of plant viruses were detected, which are likely consumed in the diet or from the environment. A study that investigated the RNA viruses from the feces of healthy individuals detected an abundance of plant pathogenic viruses in human gut ([@bib0225]). Although plant viruses have emerged in animal hosts ([@bib0100], [@bib0075]) they are not generally considered a risk to their animal hosts, a conclusion that is not based on any substantive data. To draw any further biological conclusions and to determine the core vs. the transient RNA viral community, data from multiple birds in various flocks across different geographical locations are needed which can be generated using the methods established with this study.

We thank Ms. Sarah Scharber for her tireless technical assistance with this project. We are grateful for the funding we received from the University of Minnesota, College of Veterinary Medicine Emerging and Zoonotic Disease signature program and the Pomeroy Chair for Avian Health endowment.
