Cloud computing is currently the prevailing mode of designing, creating, and deploying complex applications, and it has implied a paradigm shift in all three areas; even if it taps and extends previous concepts such as service oriented, concurrent, and distributed computing, this shift has to be eventually translated to the algorithmic and conceptual aspects of sciences such as artificial life. In this short paper, we will review how the world of cloud computing has intersected the artificial life field, and how it has been used as an inspiration for new models or the design and implementation of new and powerful algorithms; in the other direction, we will also examine how artificial life concepts such as self-organization have been applied to the field of cloud computing.
inTRODUCTiOn
From its start less than 10 years ago, cloud computing (Qian et al., 2009; Armbrust et al., 2010; Sadiku et al., 2014) has become the dominant computing platform in the past two years. Even if initially it was a metaphor applied to virtualized resources of any kind that could be accessed in a pay-per-use basis, it has extended itself way beyond its initial and simple translation of data center concepts to create completely new software architectures and methodologies for developing, testing, and deploying large-scale applications. Several concepts account for the difference of cloud computing with respect to other, classical, methodologies.
• Infrastructure is fully automatized and described by software; there is no hard boundary between software and hardware, with hardware descriptions and applications that run on them developed at the same time.
• Applications are a loose collection of resources that interact asynchronously; they are independent of each other, and in many cases they have their own vendors or service providers. Some resources are ephemeral, appearing only when they are needed and vanishing afterward; some others are persistent, but all of them behave reactively, becoming active only after they receive information, and asynchronously, never waiting for a response to return but relying instead on promises or other programming language constructs to deliver results to the caller.
• As such a loose collection, cloud-native applications might become organic with parts of them changing continuously, in a process called continuous integration. This complex internal structure and evolution make them, in fact, complex systems that have to be analyzed and designed with that in mind.
On the other hand, artificial life (Wikipedia, 2017) includes the study of this kind of complex systems looking for similarities among them and living systems, ecosystems, or societies, in particular, what is called soft artificial life looks at living systems to create models and algorithms in engineering applications, from optimization to content generation; since these algorithms are generally inspired by natural phenomena they are usually called bio-inspired, although they can properly be called metaheuristics in the sense that they describe a methodology for deciding which heuristics to apply to a particular problem. For instance, ant colony optimization algorithms are bio-inspired algorithms that started as algorithmic models of a biological phenomenon and were published in an artificial life conference (Deneubourg et al., 1991) and were eventually applied to, for instance, optimization of cloud tasks (Li et al., 2011) . However, ant colony optimization algorithms eventually moved away from the mainstream alife community to become purely engineeringoriented methodologies, that is why they are not the focus of this mini-review.
The almost organic and decidedly complex nature of largescale cloud deployments and the fact that they constitute a technosocial system (Vespignani, 2009; Merelo et al., 2016) hints at some relationship between both scientific and engineering fields; however, for the time being that has not been the case to a large extent, to the point that the recent ECAL 2017 conference (Knibbe et al., 2017) only has a passing reference to cloud systems.
That is the reason why we have decided to create this minireview of how cloud computing has been applied in the alife/ complex systems field, with an emphasis on those papers written in the last few years, when the cloud ecosystem has experimented a big diversity expansion, mainly due to the introduction of containers, isolated applications that act like lightweight virtual machines. We will do so in the next section.
FiRST STePS TOwARD CLOUD AS COMPLeX SYSTeMS
One of the most straightforward ways of connecting old algorithms to new technologies is to simply run these algorithms using a straightforward translation of the old technologies. Cloud computing, for instance, offers the possibility of instantiating and using computing nodes at a cost that is a fraction of buying them, or even at no cost if you land an academic grant or your problem falls within the boundaries of the free tier cloud hosts offer. Using these nodes in the same way, we used computers in a data center or under our desktop, it is straightforward to port a parallel implementation of whatever algorithm to a cloud-based one; this presents some challenges and has in fact been addressed in several papers (Radenski et al., 2013; Leclerc et al., 2016) ; for instance (Medel et al., 2017 ) studies how to create models of complex systems using cloud resources (Gutierrez-Garcia and Sim 2010; Merelo-Guervós et al., 2011; Meri et al., 2013 ) presents a system that uses free cloud storage services as a device for interchanging individuals in an evolutionary algorithm; Kopp (2016) reviews technologies that are, in general, available for simulation, focusing on defense applications; however, simulation of adaptive behavior and agent-based systems form the basis of artificial life and it could be applied to it. Several other artificial life systems that use the cloud for storage are presented in a recent review (Taylor et al., 2016) .
There are other ways of translating classical frameworks and algorithms, coming mainly from the fact that cloud computing is an extension of service computing, that is, offering application interfaces for a variety of services over the web. One of the possibilities that cloud computing offers is the virtualization of computing resources and offering them as a service. For instance, offering robot evolution as a service (Chen et al., 2010; Du et al., 2017) so that anyone can work with them without the need to set up their own infrastructure. These new implementations have their own scaling and scheduling issues that can be a challenge, but they are mostly a straightforward shift of x-as-a-frameworkor-implementation to x-as-a-service. Besides, as shown in the paper mentioned above, offering artificial life frameworks as a service contributes to a reduction of costs, which is one of the first-order results of working in the cloud, but still it is only a short step away from service-oriented architectures.
One of the downsides of using the cloud is the need of a permanent connection with possibly a high bandwidth, since most of the computing is done elsewhere and not on user-owned devices. However, there is an interesting complex systems approach to this: the so-called edge computing (Shi et al., 2016) moves cloud resources close to the device or user consuming the service via technologies that allow them to access other services using peer to peer technologies, or using mesh networks or similar technologies to establish services that users of mainly mobile devices can access. Since these edge nodes are similar to a low-hanging cloud that surrounds the user, they also receive the denomination of fog computing (Luan et al., 2015) . Fog computing is studied mainly in the context of the Internet of Things and refers to a computing and communication system architecture that relies on devices that do not belong either to the user or to companies; for instance, devices belonging to other users or to government that lend some capacity to the rest of the users. That is why fog computing with an emphasize collaborative or peer to peer protocols; this decentralized and user-centric architecture imply that the devices and computing nodes constituting this fog are, effectively, a complex adaptive system (CAS) (Yan and Ji-Hong, 2010; Roca et al., 2018) . However, the scale and sheer number of devices used in fog computing exceed by orders of magnitude the one in actual cloud computing system for the time being, so that for the time being these concepts are still not being applied to them. It is just, however, a matter of time and scale when cloud systems will be considered self-organizing and exhibit emergent behavior. We will refer to this in the next section.
COMPLeX CLOUD SYSTeMS
The possibilities of cloud architectures to exhibit some form of soft artificial life were explored from early on, although mainly in blogs and trade conferences (Burela, 2009; Hakimi, 2010) ; this last one mentions the cloud as a complex adaptive system, with most of the features that these systems have such as adaptivity or resiliency. However, since cloud systems are in principle humandesigned, that adaptivity and resiliency does not necessarily exist. Complex adaptive cloud systems would make use of the underlying physical (or virtual) characteristics of the cloud to implement complex systems, although baseline cloud systems have already been studied and modeled as CASs (Chen et al., 2013) .
Using the underlying characteristics of cloud systems would contribute to adaptivity and environment sensitivity. Most cloud systems architectures are based on queues or event systems, which usually form the backbone of the whole cloud architecture and are used to deliver information as well as activate different modules in a way that scales well. This feature is leveraged in Bottone et al. (2016) , which implements an ant-based system using the MQTT queue management framework to deposit virtual pheromones, which are then sniffed by agents in a stigmergic algorithm. Instead of simply implementing an array in one of the virtual nodes or a database that can be read from any client, this is a way that translates bio-inspired algorithms, which are inspired by natural phenomena such as anthill building, flocking, or evolution and are generally based on populations of individuals, to their closest equivalent in a virtual environment, creating cloud native complex adaptive systems.
This can be taken further; every module in a cloud system is not adaptive, performing whatever service it has been programmed to do via its description. But lately, some cloud systems are being built with self-* principles Drăgan et al. (2017) in mind; as services in the cloud acquire autonomy in what is called autonomic computing, that is, self-managed computing infrastructure, adaptation is not far away and services become adaptive, being able to self-organize and the whole system to self-heal, two agencies that make a cloud system acquire complex adaptive behavior, such as being able to reconfigure connections, spawn new copies or eliminate them, all in an autonomic way without needing to rely on a central authority, using peer to peer protocols such as the gossip protocol (Laredo et al., 2007) , which has actually been used for evolutionary algorithms (Laredo et al., 2009 ) before cloud computing was even created; De Wilde (2007, 2011) talk about digital ecosystems in the context of service-based architectures, referring to distributed systems that evolve via agents mapped to nodes. This is a pioneering approach, which could form the basis of complex cloud systems. However, these approaches did not have a continuation when the whole plethora of cloud services started to become popular in the next years.
COnCLUSiOn
As can be observed by the dearth of references for complex adaptive cloud systems or cloud-native artificial life, as opposed to web-native artificial life (Taylor et al., 2016) , we are still in the early stages of its development, with the cloud being used mainly as a resource for the straightforward porting of earlier monolithic, desktop systems. Some steps have been taken in the realization of the complex adaptive nature of systems and in the application of complex systems methods such as stigmergy or gossip protocols to cloud native applications, but it is still an early stage of development. The next few months or years will undoubtedly bring new and unexpected developments to this field that will provide benefits in both directions: insights in the study of cloud as socio-technical systems and new ways of implementing cloud-native artificial life forms.
We would expect these cloud-native artificial life forms to be adaptive, being able to inhabit different kinds of cloud environments, from containers to full-fledged virtual machines, autonomous, in the sense that they should be able to move from one environment to the next and with a certain measure of selfhealing and self-monitoring, and finally, since cloud computing is free only to a certain extent, self-sustaining, probably through bitcoin mining to be able to pay their own expenses. To the extent that virus can be considered, in fact, artificial life organisms (Spafford, 1994) , and in fact, many operate botnets for bitcoin mining (Plohmann and Gerhards-Padilla, 2012 ), this is not as far-fetched as it might seem. A good research program where artificial life meets the cloud might be the right tool to gather insights on them and use them for better purposes.
AUTHOR COnTRiBUTiOnS
J-JM-G has researched the bibliography and written the general outline of the article. MG-V contributed to the abstract and introduction and overall review of the paper. PAC contributed to the state of the art and overall paper revision.
ACKnOwLeDGMenTS
This work has been supported in part by the Spanish Ministry of Economía y Competitividad, project TIN2014-56494-C4-3-P (UGR-EPHEMECH).
