Abstract. The paper studies stochastic optimization (programming) problems with compound functions containing expectations and extreme values of other random functions as arguments. Compound functions arise in various applications. A typical example is a variance function of nonlinear outcomes. Other examples include stochastic minimax problems, econometric models with latent variables, multi-level and multicriteria stochastic optimization problems. As a solution technique a Sample Average Approximation (SAA) method (also known as statistical or empirical (sample) mean method) is used. The method consists in approximation of all expectation functions by their empirical means and solving the resulting approximate deterministic optimization problems. In stochastic optimization this method is widely used for optimization of standard expectation functions under constraints. In this paper SAA method is extended to general compound stochastic optimization problems. The conditions for convergence in mean, almost surely and rate of convergence are established. The study of the convergence rate is based on properties of Rademacher averages of functional sets, concentration inequalities for bounded random functions and on the concept of uniform normalized convergence of random variables. The convergence results are applicable both for discrete and continuous stochastic optimization problems.
1. Introduction. The paper studies stochastic optimization (programming) problems with compound functions containing expectations and extreme values of other random functions as arguments. Compound functions characterize complex performance indicators of stochastic systems. An example is a variance function or deviation risk measures [29, 37] . Other examples include nonlinear utility functions in vector stochastic optimization [22] , econometric models with conditional expectations [19, 28] , stochastic minimax problems [9, Ch. 5 , §4], [10, Sec. 6.10], [11, 35] , multi-stage, multi-level and multi-criteria stochastic programs [46] , penalty functions for general stochastic programming problems [35, 55] , systemic risks and security management [17] . As a solution technique we consider in the present paper only a so-called Sample Average Approximation (SAA) method (also known as empirical mean method [46, Ch. 5, 8] ), consisting in replacement of all expectation functions by their empirical means. For standard stochastic programming problems it was discussed in [1, 8, 23, 24, 26, 36, 42, 43, 46] , where the convergence rate estimates (if given) are based on large deviation technique. Recent developments in SAA method and its applications to stochastic programming problems with equilibrium constraints can be found in [21, 39, 47, 46, 49, 55] . In the present paper we extend the analysis of SAA-method when applied to stochastic programming problems with general compound functions. For the analysis of the convergence rate, we use the concept of Rademacher average for a family of functions and sharp non-asymptotic concentration inequalities developed in statistical learning theory and empirical processes theory. A typical (one stage) stochastic optimization problem (see, e.g., [9, 16, 40, 46] ) consists in optimization of a mathematical expectation function F 0 (x) = IEf 0 (x, ξ) −→ min x∈X (1) subject to mathematical expectation constraints
where ξ(ω) : Ω → Ξ ⊆ IR l is a random variable defined on some probability space (Ω, Σ Ω , P ); IE denotes mathematical expectation over measure P ; f i (x, ξ) : X × Ξ → IR 1 , i = 1, ..., m, are some functions depending on deterministic and stochastic vectors x ∈ X ⊆ IR d , ξ ∈ Ξ respectively. By using non-smooth performance indicators f i (x, ξ), i = 0, 1, ..., m, this model allows to impose quantile-based risk measures and safety constraints. The set X may be discrete, continuous, or mixed.
The Sample Average Approximation method consists in approximation of the functions F i (x) = IEf i (x, ξ) by empirical means F n i (x, ξ n ) = (1/n) n k=1 f i (x, ξ k ), where ξ n = {ξ k } n k=1 , {ξ k } n k=1 are independent identically distributed (iid) observations of the random variable ξ, and then solving the approximate (deterministic under fixed ξ n ) problem
D n (ξ n ) = {x ∈ X : F n i (x, ξ n ) ≤ 0, i = 1, ..., m} .
For notational simplicity we usually do not distinguish in notation random variables and their realizations. Validation of the method is based on the (uniform or epigraphical) laws of large numbers, functional central limit theorems and functional large deviation results, stating probabilistic convergence of approximations F n i to the true functions F i (e.g., see discussions in [1, 40, 46] ). SAA method for the discrete set X was analyzed in [25] .
In this paper we consider a more general problem with so-called compound functions:
H 0 (x) = IEh 0 (x, IEf 1 (x, ξ), ..., IEf l (x, ξ), ξ) −→ min x∈X (4) subject to H i (x) = IEh i (x, IEf 1 (x, ξ), ..., IEf l (x, ξ), ξ) ≤ 0, i = 1, ..., m, (5) where f i (x, z) : X ×Ξ → IR 1 , i = 1, ..., l, and h i (x, y, z) : X ×Y ×Ξ → IR 1 , i = 1, ..., m, are some random criteria functions depending on x ∈ X, y ∈ Y ⊆ IR l and z ∈ Ξ, ξ is a random vector with values in Ξ. An example of a compound function is a variance function, H i (x) = IE (f i (x, ξ) − IEf i (x, ξ)) 2 , where h i (x, y, z) = (f i (x, z) − y) 2 . Other examples will be given in Section 2. A corresponding Sample Average Approximation problem has the form:
h 0 x, (1/n) n k=1 f 1 (x, ξ k ), ... (6) ..., (1/n) ..., (1/n) n k=1 f l (x, ξ k ), ξ j ≤ 0, i = 1, ..., l.
The main issue is to establish convergence and its rate for solutions X n (ξ n ) of (6), (7) to the solution set X * of (4), (5) . The analysis of these issues is based on the uniform law of large numbers (and other related results) for compound functions, stating uniform in x ∈ X convergence H n i (x, ξ n ) ⇒ H i (x) almost surely (a.s.). This law follows from uniform in x ∈ X and in (x, y) ∈ X × Y laws of large numbers for the functions: The rate of the uniform convergence H n i (·, ξ n ) ⇒ H i (·) (with explicit constants) and the rate of the convergence X n (ξ n ) → X * is described by probabilistic inequalities of the form
where λ ∈ (0, 1/2] and C ≥ 0 are some constants, t ≥ 0 is a parameter and Φ(·) is one dimensional distribution function, Pr{·} denotes probability of the event in the brackets. At this point we assume existence of maximum in (10) that is certainly true for continuous functions H i , H n i and a compact set X. Relation (10) is a (tail) concentration inequality describing concentration of the empirical means H n i around H i . As shown in Appendix A relation (10) implies various types of uniform probabilistic convergence of H n i to H i . It allows to estimate the number of observations n necessary to guarantee a given accuracy of approximations H n i . Namely, for given , δ choose t δ ≥ Φ −1 (1 − δ) and n ,δ ≥ ((C + t δ )/ ) 1/λ , then from (10) it follows with probability (1 − δ) that
In many cases the distribution function Φ(t) is exponential, therefore confidence bounds obtained from (10) can be sharp. Under regularity conditions proper approximation of functions H i by H n i implies a good approximation of solution set X * by X n (ξ n ). Constant C in (10) appears to be a right hand side multiplier in the following estimate:
that is also a (mean) concentration inequality establishing rate of uniform convergence in mean for the functional law of large numbers H n i (·, ξ n ) ⇒ H i (·) (see details in Section 3). Relation (11) also allows constructing confidence bounds for approximations using Markov's inequality. Indeed, we have
that corresponds to (10) with Φ(t) = max{0, 1 − C/t}. Therefore, relation (11) is important in itself and for derivation of (10) . We establish estimate (11) for a broad family of functions H i using the concept of Rademacher averages for functional classes (see Appendix B). For example, the estimate
with certain constants C, λ, holds in case of finite discrete sets X (Lemma B.1) or Ξ (Lemma B.3), and also in the case of Hölder continuous functions (10) is exponential (see Section 3), then confidence bounds from (10) are much sharper than estimates obtained from (11) , (12) . Commonly, in probability theory and statistics rate of convergence is analyzed using limit theorems. In a sense they describe anisotropic limit behavior of vector stochastic sequences. For the compound case there are no immediate and easy limit theorems, especially when restrictions are involved. Results about the limiting distributions need to be derived by using Hadamard directional differentiability and by making further convexity-type assumptions. However, one has to take into account that limit theorems, unlike concentration inequalities, hold in the limit (and it is not always known when the limit is approached). Besides the limit distribution often depends on the unknown solution and thus has to be approximated in some way. Also in the case of convergence to a set, when there is no single limit point, one has to develop local conditional limit theorems that may be a big problem. Concentration inequalities lack of these shortcomings, and can be made sharp and completely explicit as we show in the paper.
Concentration inequalities for different random objects (random variables, vectors, functions, sets) are a subject of numerous studies in statistics, probability and learning theory [2] [3] [4] [5] [6] , [20, 27, 30, 48] , [50] [51] [52] . In stochastic programming they appear (for random functions) in [21, 36, 39, 43, 47, 46, 55] . Relation (10) in abstract form was studied in [14] under the name of uniform normalized (UN) convergence of random variables. Definition 1.1. [14] . Let (Ω, Σ Ω , P ) be a probability space, X be a separable metric space with distance function ρ(·, ·). A sequence of random variables θ n : Ω → X, n = 1, 2, ...,, is uniformly normalized (UN) convergent to a random variable θ : Ω → X, with rate (of a numerical sequence) 1/ν n and distribution Φ, if there is a sequence of numbers ν n → ∞, 0 ≤ ν n ≤ ∞, and (left continuous) distribution function
In the definition we reduce convergence of abstract random variables θ n (ω) → θ(ω) to convergence of positive random numbers by using distances ρ n (ω) = ρ(θ n (ω), θ(ω)) ≥ 0. Then these random distances are compared/normalized with a deterministic number sequence 1/ν n tending to zero, which is interpreted as the rate of convergence. Next, normalized random distances ρ n (ω)/(1/ν n ) = ν n ρ n (ω) are compared with some implicit nonnegative random variable ζ (assumed existing), having distribution function Φ(t) = Pr {ζ < t}. Namely, we require that all {ν n ρ n (ω)} are stochastically dominated by ζ, i.e. Pr {ν n ρ n (ω) < t} ≥ Φ(t). This implies that IEν n ρ n (ω) ≤ IEζ = ∞ 0 tdΦ(t). According to the definition we also can say that the nonnegative random variables ρ n (ω) are uniformly normalized convergent to zero (a degenerate random variable) with the same rate 1/ν n and distribution Φ(t).
Thus relations (10), (12) state uniform normalized convergence of functional random variables θ n = H n i (·, ξ n ) to θ = H i (·). It was shown in [14, 34] that relations of type (10) , (12) , (13) have deep connections with other convergence concepts in probability theory. For example, the following statements connect uniform normalized convergence with convergence in mean. Proposition 1.2. Suppose that sequence of random variables {θ n : Ω → X} converges to a random variable {θ : Ω → X} in mean, i.e. lim n→∞ IEρ(θ n , θ) = 0. Then {θ n } is uniformly normalized convergent to θ with ν n = 1/ (IEρ(θ n , θ) + n ) and distribution Φ(t) = max {0, 1 − 1/t}, where {0 < n → 0}.
The statement is a direct consequence of Chebyshev's inequality [14, Theorem 6] .
−→ θ with rate 1/ν n and distribution Φ(t), where the distribution function Φ(t) has the first moment, ∞ 0 tdΦ(t) < ∞. Then the random variables θ n converge to θ in mean with rate 1/ν n , namely, IEρ(θ n , θ) ≤
This statement is a consequence of Proposition A.6 from Appendix A.
Example 1 (UN-convergent to zero sequence of integrable random variables that does not converge to zero in L 1 -mean). Consider random variables θ n (ω) = min {ν n , 1/ ν n · ω 2 , where ω is uniformly distributed on the interval [0, 1] and the number sequence {ν n } satisfies the conditions: 1 ≤ ν n → +∞. Observe that for any t > 0 it holds true
and thus θ n (ω) U N −→ 0 with rate 1/ν n and distribution Φ(t) = max{0, 1 − 1/ √ t} (not having the first moment). But IEθ n (ω) = 2 − 1/ν n → 2, hence the sequence {θ n (ω)} does not converge to zero in mean.
Consider now another random variables ϑ n (ω) = min {ν n , 1/ (ν n · ω)} with the same ω and ν n as before. We have for any t > 0 Pr {ν n |ϑ n (ω)| < t} = Pr min ν 2 n , 1/ω < t ≥ max {0, 1 − 1/t} , and hence ϑ n (ω) U N −→ 0 with rate 1/ν n and distribution ϕ(t) = max{0, 1 − 1/t} (also not having the first moment). But IEϑ n (ω) = (1+2 ln ν n )/ν n → 0, hence the sequence {ϑ n (ω)} does converge to zero in mean (although with less rate than 1/ν n ).
Thus convergence in mean and uniform normalized convergence are not equivalent. Uniform normalized convergence certainly implies convergence in mean if the corresponding distribution function Φ(t) has the first moment. Further properties of uniform normalized convergence, in particular its relation to convergence with probability one are discussed in Appendix A and in [14, 34] . In particular (10) implies uniform convergence of H n i to H i a.s., if
To establish relation (10) for compound function as in (4), (5), we need an appropriate calculus of concentration inequalities (see Appendix A). In Section 4 concentration inequalities are applied to stochastic programming problems, extending available estimates [36, Sec. 5.4] , [43] , [46, Sec. 5.3.1, 7.2.9 ] to compound problems with explicit constants in the convergence rate estimates. Remark that to obtain sharp explicit concentration inequalities (10) , (11) we use corresponding results from the statistical learning theory, that usually assume uniform boundedness of the random continuous functions f i , h i involved. The latter limitation can be relaxed in part by assuming strong tail behavior of random bounds M i (ξ) ≥ sup x∈X |f i (x, ξ)| for problem functions f i (see Remark 1) . The other essential assumption is continuity or Hölder continuity of functions f i (·, ξ) that may not be the case, for example, in two-stage stochastic programming problems with integrality constraints at the second stage (although continuity assumption becomes unnecessary for the discrete set X). In case of continuous decision set X but discontinuous functions f i (·, ξ) our results may be partially applicable by assuming Hölder continuity of f i over the second variable ξ on a compact set Ξ (see Lemma B.4 implying assumption B(iii)) and supposing measurability of supremums (over x ∈ X) of the involved random functions. To avoid consideration of the latter complicated measurability issues we assume throughout the paper continuity in x on a compact set X of all functions involved. Our results also show that to obtain concentration results for compound problems we need to limit Hölder power γ of the external functions h j to γ ∈ (1/2, 1] (see assumption C(iii)) that of course includes Lipschitz case. Finally remark that concentration inequalities although being explicit and exponentially sharp (much better than Chebyshev-Markov polynomial inequalities) also have their own limitations: they are isotropic and describe only tail behavior of normalized large deviations. Furthermore, the advantage of concentration inequalities that they are valid for any (small) sample becomes their weakness in case of large samples, when limit theorems come out to the scene.
Summarizing, the contribution of the paper is threefold. First, we derive strong uniform law of large numbers in the form of concentration inequalities for compound random functions basing on calculations of Rademacher averages of functional sets. Second, we extend results on the convergence and rate of convergence for standard SAA method. The extension concerns of its applicability to problems with nonLipschitz functions and establishing new sharp (mean and tail) concentration inequalities for optimal values and approximate solutions with explicit constants. Third, we develop SAA method for general compound stochastic optimization problems (4), (5) estimating rate of convergence.
In Section 2 we review some applications of compound stochastic optimization problems. In Section 3 we derive a strong uniform law of large numbers for bounded compound functional random variables, and in Section 4 we study empirical approximations of compound stochastic optimization problems. Section 5 concludes. Appendix A reviews the concept of normalized convergence of random variables whereas Appendix B analyzes Rademacher averages of functional sets and their connections to the uniform law of large numbers (in mean). Appendix C contains proofs of main statements from Sections 3, 4.
2. Stochastic programming problems with compound functions. In this section we consider examples of stochastic optimization problems of form (4), (5).
2.1. Penalty function method. Constrained stochastic optimization problem (1), (2) can be exactly or approximately reduced to the problem (4) with nonsmooth function h 0 (x, y, ξ) = y 0 + L m i=1 max {0, y i } and some sufficiently large penalty coefficient L. For stochastic optimization problems such trick was used, e.g., in [35, 56] ; detailed discussion of the penalty function method can be found in [38] .
2.2. Mean-variance problem. In business applications decisions are made with accounting of risk that is often measured by variance or semi-variance. Let f (x, ξ) denote outcome of decision x under random parameter ξ. Denote F (x) = IEf (x, ξ),
expected outcome, standard deviation and semi-deviation for decision x. Meanvariance decision making problem can be formulated as
where C > 0 is a trade-off parameter. If F (x) = IEf (x, ξ) is an analytically intractable function, then F (x), D(x) and D − (x) can be approximated by empirical means,
where ξ n = (ξ 1 , ..., ξ n ) are iid observations of random vector ξ. Accordingly, problems (14) are approximated by the problems
of form (6) with
2.3. Stochastic minimax problems. Stochastic minimax problems reflect impacts of extreme events on decision making under uncertainty. Mathematically they have the following forms:
where
1 is a criterion function; x ∈ X is a decision vector; y ∈ Y is a vector of uncertain parameters characterizing, say, adversaries; ξ : Ω → Ξ is a measurable mapping defined on a measurable space (Ω, Σ Ω ); Π is a set of probability measures on (Ω, Σ Ω ); IE P denotes mathematical expectation over a probability measure P ∈ Π. In general, the set Y in (15) may depend on (x, ξ), and the uncertainty set Y in (16) and the set of measures Π in (15) also may depend on x.
Leaving aside measurability issues and assuming extremums existence in (15) - (17), remark that problems (15) , (16) are particular cases of problem (17) 
Difficulties in solving problems (15) - (17) are connected with nested expectation, maximization operations, and resulting nonsmooth functions. Problem (15) is of form (1) with f 0 (x, ξ) = max y∈Y φ(x, y, ξ). In case of discrete set Y = {ȳ 1 , ...,ȳ m } (or if max y∈Y in (16) is achieved on a discrete subset of Y ) problem (16) falls into class (4) with h 0 (x, y 1 , ..., y m , ξ) = max 1≤i≤m y i and
Problems of type (15) - (17) may have different interpretations (game theoretic, robust solutions, security management, two-stage and bi-level decision making [17] ). Consider a bi-level setting using a defender-attacker terminology. A defender provides civil security to objects i = 1, ..., n from an attack. Denote x = (x 1 ≥ 0, ..., x n ≥ 0) ∈ X a vector of resources allocated at objects i = 1, ..., n to protect them from the attack, where, for example,
It is assumed that the attacker knows vector x and selects object i with probability
The attacked object i gets a damage r i (x i , ω), some decreasing function of x i , depending on some random vector of parameters ω.
The attacker solves the maximization problem,
and the defender solves the expectation minimization problem,
where IE ω denotes mathematical expectation over ω.
If ω is not known to the attacker, then he maximizes the expected damage,
and the defender minimizes maximal expected losses,
In case of the simplex Y = {0 ≤ y ∈ IR n : n i=1 y i = 1} the defender's problems become:
Here function A 2 (x) has form (16) and (4) with
Minimax problems (17) were first studied in [7, 57] . Nurminski (1979) [35] and Ermoliev (1976 Ermoliev ( , 2009 [9, 11] developed stochastic quasi-gradient methods for solving (16) , using information on values and subgradients of random functions φ(·, ·, ξ). To estimate internal expectations the authors suggested on-line iterative averaging procedure parallel to the main stochastic quasi-gradient optimization process. Ermoliev et al. (1985) [12] , Gaivoronski (1991) [18] applied this technique to solve (17) . For convex-concave (saddle point) problems (16) 2.4. Calibration of complex stochastic simulation models. First generation (linear) econometric models had simple closed form solutions, second generation models had explicit optimization form and could be solved by numerical optimization algorithms; whereas third generation models do not even have explicit optimization formulation involving analytically intractable integrals, which however can be approximated by the Monte Carlo technique [19] . This observation can be addressed also to decision making models under uncertainty. There are many reasons for models to include terms in the form of integrals: presence of aggregation effects, partially observable latent variables, unobservable heterogeneity, nonlinear dynamics with unobserved factors, specification resulting from minimization of some expectation criterion [19, 28] .
For example, suppose we need to calibrate parameter x ∈ X of a complex (e.g. autoregression) stochastic simulation model
n , where ζ is a random factor, which can be simulated, IE ζ denotes expectation over ζ. The calibration could be done by the least squares method:
if we knew a closed form expression for the internal expectation IE ζ f (x, ξ 2 , ζ) over the random variable ζ. This is not the case for complex simulation models. It is suggested to replace IE ζ f (x, ξ 2 , ζ) by its sample average approximation
m and instead of (18) to solve the problem
Details and more complicated examples can be found in [19, 28] , where rate of convergence results have the form of limit theorems, see e.g. [19, Proposition 2.3] . In case of nonsmooth functions f (·, ξ 2 , ζ) and in presence of inequality constraints in X such analysis is inapplicable. We will come back to this example in Remark 4 after presenting the main results to illustrate them.
Multicriteria stochastic optimization.
Stochastic cost-benefit analysis leads to fractional stochastic optimization problems of the form (4):
where x ∈ X is a decision vector, ξ is a random vector, f 1 and f 2 are random benefit and cost functions, IE denotes mathematical expectation over ξ.
A common scalarization approach to obtain efficient points in multicriteria programming is a linear aggregation of criteria. But sometimes it makes sense to consider nonlinear aggregation (utility) function, for example, in [22] a norm is used. In case of a vector function IEf (·, ξ) : X → IR m , the corresponding scalar problem may have the form (for some norm)
This is a particular case of problem (4) with h 0 (y) = y .
3. Uniform laws of large numbers for compound random functions. In this section we give new versions of the uniform law of large numbers (LLN) with rate of convergence for compound functional random variables. Usually the rate of convergence in the LLN is formulated either by using functional central limit theorems and the so-called Delta method, or by large deviation technique (see discussions in [43] , [46, Sec. 7.2.5, 7.2.9]). We derive rate of convergence results with explicit constants using a different technique developed in the empirical processes theory and the statistical learning theory [2, 51] . In the next section we apply these results for an alternative to [36, 43] , [46, Sec. 7.2.5, 7.2.9] validation of the empirical mean approximation method with sharp rate of convergence (for bounded random functions). Proofs of all statements of this section are placed in Appendix C.
Let (Ω, Σ Ω , P ) be a complete probability space, X be a complete separable metric space, B X be Borel σ-algebra in X, Y be a Borel subset of l-dimensional Euclidean vector space IR l with norm · , Ξ be a subset of a Euclidean space, f : X × Ξ → Y be a mapping and h, g :
Consider functions of the form
, where IE = IE P denotes mathematical expectation (over measure P ). We are interested in the uniform for x ∈ X approximations of F (x), G(x) and H(x) by empirical means,
In this section we give new versions of the strong uniform law of large numbers with explicit rate of convergence and explicit tail behavior. Related results for F n (x, ξ n ) can be found in [2, 6, 21, 27, 36, 43, 46, 47, 49, 50, 51, 52, 55] and for H n (x, ξ n ) in [33, 56] .
For a random vector function f (·, ξ) : X → IR l and iid random variables (ξ 1 , ..., ξ n ) = ξ n distributed as ξ define the quantity
which measures the maximal deviation of the empirical mean function
For stochastic programming problems (with finite or countable set X) Pflug [36] reviewed results on uniform boundedness in probability (Definition A.5) of the absolute deviations δ n (ξ n ) basing on properties of the family {f (x, ·)} x∈X . In this section we give new results in this direction for the case of uncountable X (a subset of a finite or infinite dimensional space) and continuous compound random vector functions f (x, ξ), employing the concept of Rademacher averages. Using corresponding results of Appendix B, we derive a strong uniform law of large numbers and rate of convergence of δ n (ξ n ) to zero with explicit constants. Next, these results are also extended to a more general case of compound functions.
For a set of points (z 1 , ..., z n ) = z n in Ξ and a sequence of functions {f (·, z i ) :
where σ i are iid random numbers such that σ i ∈ {±1} with probabilities 1/2; IE σ denotes mathematical expectation over σ = (σ 1 , ..., σ n ). Rademacher average of a family of functions {f (·, z) : X → IR} z∈Ξ is defined as
The quantity R n (f, z n ) measures average rate of uniform convergence in the law of large numbers, (1/n)
(ii) the mapping f (x, z) is Carathéodorian, i.e. it is continuous in x ∈ X for all z ∈ Ξ and Borel measurable in z for all x ∈ X; (iii) R n (f j , Ξ) ≤ N f /n α for all j, with some constants N f > 0 and α ∈ (0, 1/2].
Under Assumptions B(i), B(ii) the expectation mapping F (x) = IEf (x, ξ) is continuous by Lebesgue Dominance Convergence Theorem. As it is shown in Appendix B, assumption B(iii) is fulfilled in various cases. For example, if the set X is discrete with |X| ≤ m d elements, then by Lemma B.1
If functions f j (x, ·) are uniformly bounded (by a constant M ) and Lipschitz continuous (with constant L) in the second variable
. Assumption B(iii) holds also for a broad class of composite functions.
The following general statement is true (for the proof see Appendix C); related results can be found in [2, 3, 50, 51] ).
Theorem 3.1. (Basic estimates). Under Assumptions A, B(i), B(ii) the quantity δ n (ξ n ) in (22) is a bounded random variable and the following estimates hold true: 
and hence sequence {δ n (ξ n )} is uniformly normalized convergent (Definition 1.1) to 0 with rate 1/n α and distribution
Remark that Corollary 3.2 holds true in particular (by Lemma B.4) for functions f (x, ξ) : X × Ξ → IR l just continuous in x ∈ X (compact set), but Hölder continuous in ξ on a compact set Ξ ⊂ IR . Corollary 3.3. (A uniform functional strong law of large numbers). Under assumptions of Corollary 3.2 a strong uniform functional law of large numbers (with rate 1/n α , any α ∈ [0, α) ) holds true, i.e. lim n→∞ n α IEδ n (ξ n ) = 0 and with probability one
Remark 1. Extension of Theorem 3.1 to the case of unbounded functions f (x, ξ) is possible by assuming strong tail behavior of random bounds and Hölder constant of f (·, ξ) (compare to [36, Theorem 21] ). Assume that
Then by Theorem 3.1 and iid assumption it holds
whereM is an arbitrary constant that can be taken dependent on n and t. Let us turn now to approximations of compound functions H(x) = IEh(x, IEf (x, ξ), ξ) by the empirical means H n (x, ξ n ) from (21) .
γ for all y , y ∈ Y and all (x, z) ∈ X × Ξ; (iv) for Rademacher averages R n (h, Ξ) of the scalar function h it holds
for some constants N h ≥ 0 and β ∈ (0, 1/2]. As shown in Appendix B (Lemmas B.2, B.4), Assumption C(iv) (similar to Assumption B(iii)) holds for functions h(x, y, z) Hölder continuous in (x, y) or in z.
As illustrated in Section 2 function h can be deterministic, h(x, y, ξ) = h(x, y). In this case Assumption C(iv) can be omitted and in the subsequent Theorem 3.5, Corollary 3.6, corresponding constants N h , β can be formally taken as N h = 0 and β = 1/2.
Let ξ n = {ξ 1 (ω), ..., ξ n (ω)} be a set of iid random variables with the same distribution as ξ(ω), denotē
Proofs of the following statements can be found in Appendix C. 
γ , where δ n (ξ n ) is defined by (22) . 
and
The following corollaries are similar to Corollaries 3.2, 3.3 and are proved in the same way.
Corollary 3.6. (UN-convergence of the sample average approximations of compound functions). Under conditions of Theorem 3.5
where λ = min{γ − 1/2, β, αγ} and C = 2N h + L h (2lN f ) γ ; hence sequence δ n (ξ n ) is UN-convergent to zero with rate 1 n λ and the exponential distribution
Corollary 3.7. (A uniform strong law of large numbers for bounded compound random functions). Under conditions A, B, C by Corollaries 3.6, A.8 a strong uniform law of large numbers (with rate 1/n λ , any λ ∈ [0, λ), λ = min{γ − 1/2, β, αγ} ) holds true, i.e. lim n→∞ n λ δ n (ξ n ) = 0 with probability one, whereδ n (ξ n ) is defined in (27).
4. Sample Average Approximation of compound stochastic programming problems. The analysis of relation between problems (4), (5) and (6), (7) is based on the following parametric problem [33] :
where ζ(x) = (ζ 1 (x), ..., ζ l (x)) and η(x, y) = (η 0 (x, y), ..., η m (x, y)) are functional parameters, (8), (9)) into (28)- (29) leads to problems (4)- (5) and (6)- (7), respectively. Let H * , H * n , ψ * (ζ, η) be optimal values of problems (4)- (5), (6)- (7) and (28)- (29) respectively; X * , X * n , X * (ζ, η) be the sets of optimal solutions and
be the sets of -approximate solutions in problems (4)- (5), (6)- (7) and (28)- (29), respectively, > 0. Let ρ(x , x) be the distance between points x , x ∈ X, and ∆ (X * n , X * ) = sup
Convergence of the Sample Average Approximation method (6), (7) means that H * n → H * , ∆ (X * n , X * ) → 0 and ∆ (X * n , X * ) → 0 in some probabilistic sense, as n → ∞. Validation of this method is now based on establishing stability (continuity and Lipschitz continuity) of the function ψ * (ζ, η) and mappings X * (ζ, η), X * (ζ, η) with respect to functional parameters (ζ, η) (see [15, 33] ); on the use of the uniform in x law of large numbers stating uniform normalized convergences
) and on preservation of these convergences under Lipschitz continuous transformations.
In the next theorem we consider problem (4) (without inequality constraints (5)). Constrained problem (1), (2) can be reduced to form (4) by the penalty function method with h 0 (x, y, ξ) = y 0 + L m j=1 max {0, y j } and sufficiently large penalty coefficient L (see subsection 2.1). The choice of L is a problem itself [38] , but this issue is out of the scope of the present paper. (5)) and suppose that X is a compact subset in IR d with diameter D X . Let sequence {ξ n (ω), n = 1, 2, ...}, mapping f(x, ξ) = (f 1 (x, ξ), ..., f l (x, ξ)) and function h(x, y, ξ) = h 0 (x, y, ξ) satisfy Assumptions A, B, C, respectively. Then lim n→∞ n λ (H * n − H * ) = 0 almost surely (a.s.), lim n→∞ ∆ (X * n , X * ) = 0 a.s., lim n→∞ n λ ∆ (X * n , X * ) = 0 a.s. for any λ ∈ [0, λ), and the following estimates hold true:
For the proof of the theorem look up Appendix C. Other related results for problem (1) with Lipschitz/Hölder function f (·, ξ) can be found in [15, 34, 36, 43, 46, 55] and for problem (4) with particular deterministic function h 0 (x, y) in [56] .
Remark 2. In case of deterministic functions h i (x, y, ξ) = h i (x, y) approximation problem (6), (7) becomes:
In this case Assumption C(iv) can be omitted and N h , β, λ can be set as: [21, 47, 55] by the presence in the latter of a multiplier (may be dependent on the dimension d of the space) in front of the exponential terms. For example, it can be proportional to the number of elements in X (in discrete case) as in [25] or inversely proportional to the size of deviation [46, Theorem 7 .67], possibly in some large power [47] . Inequalities (25) , (32), (33) do not have such a multiplier. Instead, there is the constant (32), (33) depending on the problem at hand, where N f and N h are constants from assumptions B(iii), C(iv) estimating Rademacher averages. Constants N f and N h may not depend on the dimension d of the decision space IR d ⊃ X. We calculate these constants in Lemmas B.1-B.4 of Appendix B. For example, for a discrete feasibility set X with |X| number of elements and for a deterministic function h we use in Theorem 4.1 N f = max {1≤j≤l} sup x∈X, z∈Ξ |f j (x, z)| 2 ln |X|, α = 1/2 (Lemma B.1) and N h = 0,
Remark 4. Relations between nonlinear stochastic programming and mathematical statistics settings are well discussed in the (stochastic optimization) literature [9, 23, 26, 33, 36, 42, 43, 53, 54] . Results of Sections 3, 4, uniform law of large numbers and concentration inequalities, are also applicable to the analysis of statistical problems, in particular, in case of small samples. Simulation based inference in econometrics deals with more complicated nonlinear statistical models containing computationally intractable integral terms [19, 28] . In subsection 2.4 we outlined one such example and sample average approximation approach (19) for its solution. We dealt with a similar to (4) optimization problem:
where IE ξ and IE ζ denote mathematical expectations over independent random variables ξ ∈ Ξ and ζ ∈ Z, f (x, w, z) : X × Ξ × Z → Y , h(x, y, w) : X × Y × Ξ → IR, X, Y, Z, Ξ are compact subsets of some Euclidean spaces. This setting covers only a particular case, where the involved internal integral terms have the form of unconditional mathematical expectation. The problem is approximated by
where ξ n = (ξ 1 , ..., ξ n ) and ζ m = (ζ 1 , ..., ζ m ) are independent and have iid components. The analysis of this approximation scheme can be done in lines of Theorem 4.1. Represent the random objective function of approximation problem (34) as a disturbed deterministic function,
Suppose f = (f 1 , ..., f l ) and h are uniformly bounded by a constants M f and M h on their domains, f (x, w, z) is Lipschitz continuous in (x, w) ∈ X × Ξ uniformly in z ∈ Z with constant L f , h(x, y, w) is Lipschitz continuous in (x, y) ∈ X × Y uniformly in w ∈ Ξ with constant L h . Then for the disturbances the following estimates hold true:
Remark that functionh(x, w) = h(x, IE ζ f (x, w, ζ), w) is Lipschitz continuous in x uniformly in w,
By Lemma B.2 there are explicit constants
. Now by Theorem 3.1 and Corollary 3.2 it holds true
and hence
Thus the quantities∆ n,m (ξ n , ζ m ) converge to zero in mean and in the sense of Definition 1.1 as min{n, m} → ∞ with corresponding rates. From here we can derive convergence results for solutions of (34) similar to Theorem 4.1.
Conclusions.
Starting from Chebyshev's inequality, many probabilistic statements have the form that probability of (normalized) large deviations are less than some tail function tending to zero. For example, such form have Bernstein, Hoeffding, Vapnik-Chervonenkis inequalities, large deviations and concentration of measure theorems, where instead of slowly decaying tail function stands an exponential term. In the paper we establish similar inequalities for solutions of compound stochastic optimization problems, arising in many applications. Namely, using combination of the technique developed in the statistical learning theory and the concept of uniform normalized convergence we derive concentration inequalities and establish uniform laws of large numbers for bounded functional random variables with explicit constants in the rate of convergence. Then these results are applied to the analysis of almost sure convergence and rate of convergence of the Sample Average Approximation method when applied for solution of one-stage compound stochastic programming problems, thus supplementing and extending related results from [13, 14, 15, 23, 25, 26, 32, 33, 42, 43, 46, 47, 53, 55, 56] .
Being non-asymptotic, the obtained explicit concentration inequalities are applicable for a priori choice of the sample size in the SAA-method to guarantee given accuracy of approximation of the problem functions and solutions and/or for a posteriori estimating accuracy of this method. They also may be useful for designing stopping rules in on-line sampling schemes. Although being exponentially sharp, these concentration inequalities still may be too conservative for practical computations. However remark that there are much room for further refinement of these inequalities. In the paper we basically used two techniques from statistical learning theory, Rademacher averages and McDiarmid's bounded difference inequality, and exploited rather limited information on problem functions, namely their uniform boundedness and Lipschitz/Hölder property. But there is a great variety of other prospective techniques [3] , which exploit more information on problem functions (bounds on variances, convexity, differentiability, complexity measures, etc.), and able to provide stronger concentration results. Application of these techniques to stochastic programming problems would be a subject of future research.
Appendix A. Normalized and uniform normalized convergences of random variables.
In this section we briefly review concepts of so-called normalized convergence of random variables and uniform normalized convergence. These concepts are used to characterize rate of convergence for the Sample Average Approximation method.
In many probabilistic studies rate of convergence of random variables to zero is represented in terms of their tail behavior, namely that probability of large deviations of normalized (by tending to zero numbers) random variables goes to 0 faster than some given function of the deviation. In [32] this property was attached a status of normalized convergence of random variables, in [13, 14, 15, 32, 34] connections to other types of convergence were investigated. In [14] a stronger concept of the uniform normalized convergence was introduced; later a similar concept of boundedness in probability with some blow-up function and explicit tail behavior was studied in [36] .
Properties of normalized and uniform normalized convergences have been studied in details in [13, 14, 15, 32, 34] . In particular, it was shown that the uniform normalized convergence implies the normalized convergence, which in turn implies convergence in probability, in mean (under mild conditions), and hence in distribution. Conversely, convergence in mean implies the uniform normalized convergence. Normalized and uniform normalized convergences are preserved under Lipschitz and Hölder transformations. The normalized convergence is preserved also under summation, multiplication, division and the Cartesian product of normalized converging sequences of random variables Every limit theorem of the probability theory implies the normalized convergence of corresponding random variables and under some additional assumptions the uniform normalized convergence. For the normalized convergence Cauchy criterion is applicable.
Definition A.1. (Normalized convergence [14, 15] ). Let (Ω, Σ Ω , P ) be a probability space, X be a separable metric space with distance function ρ(·, ·). A sequence of random variables ξ n : Ω → X, n = 1, 2, ..., is normalized convergent to a random variable ξ : Ω → X, with rate (of a numerical sequence) 1/ν n and distribution Φ(t), if there is a sequence of numbers ν n → ∞, 0 ≤ ν n ≤ ∞, and (left continuous) distribution functionΦ :
where liminf designates the lowest sublimit of the corresponding sequence.
By definition, it is assumed thatΦ(t) = 0 for all t ≤ 0. Relation (35) compares the limit behavior of the random sequence {ρ(ξ n , ξ)} with a normalizing deterministic sequence {1/ν n }, tending to zero.
Remark 5. Instead of (35) we can equivalently require
Indeed, (35) , obviously, implies (36) . Conversely, for any > 0 from (36) it follows liminf n→∞ Pr {ν n ρ(ξ n , ξ) < t} ≥ liminf n→∞ Pr {ν n ρ(ξ n , ξ) ≤ t − } ≥Φ(t − ), hence by left continuity ofΦ(t) inequality (35) holds.
Definition A.2. (UN-convergence [14] ). If in Definition A.1 inequality (35) is fulfilled uniformly in t, i.e. for any > 0 and all n ≥ N ( ) the following takes place,
then we say that {ξ n } is uniformly normalized (UN -) convergent to ξ and denote
For the uniform normalized convergence it is possible to give another equivalent definition (Definition 1.1 in Section 1) as demonstrates the following statement. −→ ξ to hold with rate 1/ν n and some distribution, it is necessary and sufficient existence of one-dimensional distribution function Φ(t) such, that for all n Pr {ν n ρ(ξ n , ξ) < t} ≥ Φ(t) ∀ t ∈ IR 1 . (37) Remark 6. Let us note that (37) can be equivalently replaced by
The uniform normalized convergence may have a different form as the following proposition shows.
Proposition A.4. Suppose that
where lim n→∞ ν n = +∞, 0 ≤ M n ≤M for all n andΦ(t) is a distribution function. Then ξ n U N −→ ξ with rate 1/ν n and distribution Φ(t) =Φ(t −M ). Proof. Substituting t in (39) by t = t −M , we obtain the required property:
1 and all n ∈ {1, 2, ...}. Definitions 1.1, A.1, A.2 specify normalized convergence by the tail behavior of quantities {ν n ρ(ξ n , ξ)}, i.e. in fact we can require (35) - (39) only for all large t, for others t we can putΦ(t) = Φ(t) =Φ(t) = 0.
Statements similar to (37) - (39) often happen in statistical learning and stochastic programming literature (Bernstein, Bennett, Hoeffding, Vapnik-Chervonenkis inequalities, large deviations and concentration of measure theorems, etc., see, e.g.
[2]- [6] , [27, 30] , [46] - [52] ). In [36, Defs. 2, 6] such property is called "boundedness in probability with explicit tail behavior".
1 , where ξ k : Ω → Ξ are iid random variables defined on a probability space (Ω, Σ Ω , P ) and f (x, ·) : Ξ → IR 1 is Borel measurable function for each x ∈ X, is called uniformly bounded in probability with blow-up function ν n and explicit tail function
Here F (t) can be taken monotonic and left continuous. Then according to Definition 1.1 the sequence {δ n (ξ n )} is uniformly normalized convergent to zero with rate 1/ν n and distribution Φ(t) = max{0, 1 − F (t)}.
For stochastic programming problems with countable feasibility set X Pflug (2003) [36] reviews results on the uniform boundedness in probability of the absolute deviations δ n (ξ n ) basing on properties of the family {f (x, ξ k ), x ∈ X, k = 1, 2, ...}. In Section 3 we give similar results for the case of uncountable X (a subset of a finite or infinite dimensional space) for continuous random vector functions f (x, ξ). From this we derive strong law of large numbers and rate of convergence of δ n (ξ n ) to zero in mean with explicit constants. Further in Section 3 these results are extended to a more general case of the so-called compound functions involving expectations as arguments.
An essential practical value of the uniform normalized convergence is that it allows to construct from (37) explicit confidence bounds for ρ(ξ n , ξ). Given a confidence level δ define a δ-quantile q δ such that Φ(q δ ) ≥ δ then from (37) it follows that with probability not less than δ it holds ρ(ξ n , ξ) < q δ /ν n , Pr {ρ(ξ n , ξ) < q δ /ν n } = Pr {ν n ρ(ξ n , ξ) < q δ } ≥ Φ(q δ ) ≥ δ.
Since the property of UN-convergence is preserved under locally Lipschitz transformations ϕ(·) [14, Theorem 8] , explicit confidence bounds can be derived also for the transformed variables ϕ(ξ n ). A more sophisticated δ-method (see [23, 42] , [46, Section 7.2.7] ) gives more accurate anisotropic description of the limit behavior of ϕ(ξ n ) for Hadamard differentiable mapping ϕ(·), but on the basis of more difficult to obtain primary limit theorems of the form ν n (ξ n − ξ) D −→ N with some limit distribution N . Relation (37) means that the random variables ν n ρ(ξ n , ξ) are stochastically dominated by a random variable with distribution function Φ(t), therefore the following property holds true [41] .
Proposition A.6. Relation (37) holds if and only if
for any monotonic function u(t) such that integrals on both sides exist. It was shown [14, Theorem 6 ] that convergence in mean implies the uniform normalized convergence (see Proposition 1.2 in Section 1). Proposition A.6 with u(t) = t gives conditions for the opposite relation and provides explicit rate of convergence in mean (see Proposition 1.3 in Section 1). Besides, according to [14, 32, 34] normalized (and hence uniform normalized) convergence implies convergence in probability and in distribution. Next statements give sufficient conditions for the uniform normalized convergence to imply convergence with probability one.
Proposition A.7. Let ξ n U N −→ ξ with rate 1/ν(n) and distribution Φ(t), assume
Suppose there exists a function µ(t) > 0 such that ν(n)t ≥ ν(nµ(t)) for all n, t > 0. Then lim n→∞ ν 1− (n)ρ(ξ n , ξ) = 0 with probability one (a.s.) and hence ξ n −→ ξ a.s.
Proof. By UN-convergence,
. Therefore, for any t > 0 the criterion of almost surely convergence holds true,
Corollary A.8. Let ξ n U N −→ ξ with rate 1/n λ , λ > 0, and distribution Φ(t).
with probability one. Proof. The statement follows from Proposition A.7 with ν(n) = n λ , µ(t) = t 1/λ , and = 1 − λ /λ. Corollary A.9. Let ξ n U N −→ ξ with rate 1/n λ , λ > 0, and distribution Φ(t).
then lim n→∞ n λ ρ(ξ n , ξ) = 0 with probability one. Proof. By changing variables and by partial integration, for λ = λ − λ we have
Now the statement follows from Corollary A.8. Important examples of normalized and uniformly normalized convergent sequences are given in [13, 14, 15, 32, 33, 34] . Here we give some more examples arising in statistical learning.
Theorem A.10. (Bounded differences inequality [30] ). Let ξ 1 , ..., ξ n : Ω → Z be independent random variables defined on a probability space (Ω, Σ, P ). Assume g n : Z n → IR 1 be a Borel function of n variables such that for some nonnegative constants b n1 , ..., b nm it holds
Further related results of this type can be found in [3] . Corollary A.11. Let conditions of Theorem A.10 hold for n = 1, 2, ..., and lim n→∞ B n = 0, then random variables ∆ n = |g n (ξ 1 , ..., ξ n ) − IEg n (ξ 1 , ..., ξ n )| are UN-convergent to zero with rate √ B n and distribution
Corollary A.12. Let {ξ k , k = 1, 2, ...} be a sequence of independent random variables such that IEξ k = µ and
If lim n→∞ A n /n = 0, then random variables ζ n = (1/n) n k=1 ξ k are UN-convergent to µ with rate 2A n /n and distribution (42) .
As a consequence of Theorem A.10 we have the following important result (a vector variant of this statement is formulated in Theorem 3.1).
Theorem A.13. [2, Theorem 3.1 and formula (3)]. Let X be a separable metric space, Ξ be a Borel subset of Euclidean space IR m , (Ω, Σ, P ) be a probability space, f (x, ξ) : X × Ξ → IR be a function continuous in x for all ξ ∈ Ξ and Borel measurable in ξ for all x ∈ X. Furthermore, let M be a constant such that sup x∈X,ξ∈Ξ |f (x, ξ)| ≤ M . For independent identically distributed random variables ξ, ξ 1 , ..., ξ n : Ω → Ξ define a random variable δ n : Ω → IR by δ n := sup x∈X |(1/n)
In conclusion of this section, we remark that the concept of normalized convergence gives a universal tool for studying convergence of stochastic sequences, namely having established tail relation (37) or (39) we can derive further convergence properties (convergence in probability, in mean, with probability one) depending on properties of the tail distribution function Φ(t) and normalizing sequence 1/ν n .
Appendix B. Rademacher averages and the uniform law of large numbers in mean. In this section we consider properties of Rademacher averages (RA) of functions in connection with a weak uniform law of large numbers. In Section 3 we use these results for the proof of the uniform (functional) law of large numbers in the strong sense, which in turn, is used in Section 4 for empirical approximation of stochastic programs with compound functions.
Let X be a compact set in some metric space; Z be a Borel measurable subset in IR m ; (Ω, Σ Ω , P ) be a complete probability space; f : X × Z → IR 1 be a function of two variables, continuous in the first variable and Borel measurable in the second one; {ξ, ξ 1 , ξ 2 , ...} be a sequence of iid random variables with values in Z. Uniform law of large numbers states that for quantities (22) it holds δ n (ξ n ) → 0 in some probabilistic sense. Using symmetrization arguments (see, e.g., [ 
For a set A ∈ IR n its Rademacher average is defined as [2] :
where {σ i } are iid random variable taking values ±1 with probability 1/2. For a function f :
n : x ∈ X, z 1 ∈ Z, ..., z n ∈ Z}. Then for Rademacher averages (23) , (24) it holds true R n (f, z n ) = R n (A(f, X, z n )) and
. Basic properties and calculus of Rademacher averages (for sets) are reviewed in [2, 3, 48] . Here we supplement these results by estimating Rademacher averages for uniformly bounded continuous functions {f (·, z)} z∈Z defined on X. We calculate estimates of Rademacher averages for particular classes of functions in new Lemmas B.1 -B.4 first assuming discreteness of X or Z, and then supposing Hölder continuity of f (x, z) over x ∈ X or z ∈ Z on compact sets X ⊂ IR n , Z ⊂ IR . As a result we obtain estimates of the form R n (f, z n ) ≤ C/n λ with some constants C > 0 and 0 < λ ≤ 1/2.
Lemma B.1. (RA for a discrete set X). Let the set X ⊂ IR d be discrete and contains a finite number of elements |X| ≤ m d , and assume sup x∈X |f (x,
Proof. For Rademacher average R n (A) of a set A ⊂ IR n with finite number of elements |A| by [2, Theorem 3.3] there is an estimate R n (A) ≤ sup a∈A a 2 ln |A|/n. If for all coordinates a i of a ∈ A it holds |a i | ≤ M i , then
Define vectors z(x) = (f (x, z 1 ), ..., f (x, z n )) ∈ IR n and the set Z = {z(x), x ∈ X}. The set Z contains no more than |X| different vectors z(x) such that |z i (x)| = |f (x, z i )| ≤ M (z i ). Therefore, 
for any x, y ∈ X and z i . Then
for any λ ∈ (0, 1/2)
Proof. Let X is contained in a cube K with edge of length D. For a given , 0 < ≤ D, consider an -grid in K, containing no more than ν = (D/ ) d elements.
The grid constitutes √ d/2 -net for K. Basing on this grid we can construct
For the discrete set N we have by Lemma B.1
, we obtain the first required estimate. For any λ ∈ (0, 1/2),
Since n 1/2−λ ≥ 1 and
, where e = 2.71... is the base of the natural logarithm, we have
Lemma B.3. (RA for a discrete set Z). Let z i ∈ Z and Z contains a finite number N Z elements. Assume function f (·, z) : X → IR is uniformly bounded for each z ∈ Z, i.e. sup x∈X |f (x, z)| ≤ M (z). Then
Proof. For any ∈ (0, D] we can construct √ -net N in Z with no more
For the discrete set N by Lemma B.3 we haveR n (f,z 
is continuous in x ∈ X and Σ Ω -measurable for each fixed x. Supremum in (22) can be replaced by supremum over a countable subset of X, so δ n (ξ n ) is Σ Ω -measurable. Obviously, 0 ≤ δ n (ξ n ) ≤ 2M . Thus δ n (ξ n ) is a bounded random variable on the probability space (Ω, Σ Ω , P ) and the expectation IEδ n (ξ n ) is well defined. For the expectation IEδ n (ξ n ) we have
, that proves the first statement of the theorem.
The second statement is a consequence of Theorem A.10 (McDiarmid's bounded differences inequality). Denote
By Theorem A.10 applied to quantities δ n (ξ n ), we have
Proof of Corollary 3.2. (UN-convergence of the sample average approximations of expectation functions). By Theorem 3.1 IEδ
Taking into account assumption B(iii) we obtain IEδ n (ξ n ) ≤ 2lN f /n α . Since n α ≤ √ n for α ≤ 1/2 and n α IEδ n (ξ n ) ≤ 2lN f , we have the estimate
The second (UN-convergence) statement follows from the latter estimate and Proposition A.4.
Proof of Corollary 3.3. (A uniform functional strong law of large numbers). Let α be any number from the interval [0, α). We can represent δ n (ξ
. By Corollary 3.2 lim n→∞ n α IEδ n (ξ n ) = 0 and the random variable n (ξ n ) = [δ n (ξ n ) − IEδ n ] is uniformly normalized convergent to zero with rate 1/ν(n) = 1/n α and exponential distribution (26) . Now by Corollary A.9 lim n→∞ n α n (ξ n ) = 0 with probability one. Hence the sum δ n (ξ n ) = n (ξ n ) + IEδ n (ξ n ) a.s. converges to zero with rate 1/n α .
Proof of Lemma 3.4. (Auxiliary estimates for the compound case). For any x ∈ X, y ∈ Y and z ∈ Ξ by Hölder property we have |h(x, y, z)| ≤ |h(
By assumption B(i) f (x, ξ) ≤ M , then IEf (x, ξ) ≤ IE f (x, ξ) ≤ M, (1/n) n k=1 f (x, ξ k ) ≤ M, and hence |h(x, f (x, z),
Thusδ n (ξ n ), δ n (ξ n ) are uniformly bounded,
h(x, y, ξ i ) + sup
Also it holds truē δ n (ξ n ) = sup
f (x, ξ k ), ξ i − IEh(x, IEf (x, ξ), ξ)
h (x, IEf (x, ξ), ξ i ) − IEh(x, IEf (x, ξ), ξ)
h (x, y, ξ i ) − IEh(x, y, ξ)
The quantityδ n (ξ n ) is a bounded random variable similar to δ n (ξ n ) (see the proof of Theorem 3.1). Let us show thatδ n (ξ n ) is a random variable. Consider the first term under the modulus in (27) . By Assumptions B functions f (x, ξ k ) are continuous in x, (Σ Ω )-measurable under fixed x. The same is valid for (1/n) n k=1 f (x, ξ k ). Functions h(x, y, ξ i ) are continuous in x, uniformly Hölder continuous in y, hence they are continuous in (x, y). By Assumption C(ii) h(x, y, ξ i ) are measurable. Therefore (1/n) n i=1 h (x, (1/n) n k=1 f (x, ξ k ), ξ i ) is continuous in x and Σ Ω -measurable for a fixed x.
Consider the second term IEh(x, IEf (x, ξ), ξ) in (27) . Function IEf (x, ξ) is continuous in x by Assumptions B. As we noted, function h(x, y, ξ) is continuous in (x, y) and uniformly bounded, hence IEh(x, y, ξ), IEh(x, IEf (x, ξ), ξ) are also continuous in (x, y).
Thus the modulus in (27) is continuous in x and Σ Ω -measurable for a fixed x. By continuity, the supremum in (27) can be replaced by supremum over a countable subset of X, henceδ n (ξ n ) is Σ Ω -measurable.
Proof of Theorem 3.5. (Basic estimates for the compound case). Quantities δ n (ξ n ),δ n (ξ n ) andδ n (ξ n ) are bounded random variables by Theorem 3.1 and Lemma 3.4, so the expectations IEδ n (ξ n ), IEδ n (ξ n ) and IEδ n (ξ n ) are well defined. By symmetrization arguments (see [ h(x, y, ξ i ) − IEh(x, y, ξ) ≤ 2R n (h, ξ n ), and due to assumption C(iv) IEδ n (ξ n ) ≤ 2IER n (h, ξ n ) ≤ 2R n (h, Ξ) ≤ 2N h n β . By Lemma 3.4δ n (ξ n ) ≤δ n (ξ n )+L h (δ n (ξ n )) γ and by Corollary 3.2 IEδ n (ξ n ) ≤ 2lN f /n α , therefore we obtain:
that proves the first statement of the theorem. Let us now prove the second statement. Denotē 
By Theorem A.10 (McDiarmid's bounded differences inequality) applied to quantities δ n (·), we have Pr δ n (ξ n ) − IEδ n (ξ n ) ≥ t < 2 exp −0.5t
therefore Pr n γ−1/2 δ n (ξ n ) − IEδ n (ξ n ) ≥ t < 2 exp −0.5t
Proof of Theorem 4.1. (Rate of convergence of SAA method for compound stochastic optimization). Consider problems (4) and (6). Let H * , H * n and X * , X * n , X * n denote their optimal values and sets of optimal solutions, respectively. Let
f (x, ξ k ), ξ i , δ(ζ) = sup x∈X |ζ(x) − H 0 (x)|,δ(ξ n ) = sup x∈X |ζ n (x, ξ n ) − H 0 (x)|.
Consider the parametric problem [ζ(x) → min x∈X ] with the functional parameter ζ(x), x ∈ X. Denote by ψ * (ζ), X * (ζ) its optimal value and the set of optimal solutions, respectively. By definition, H * = ψ * (H 0 ), H * n = ψ * (ζ n ) and X * = X * (H 0 ), X * n = X * (ζ n ). By [15] , |ψ * (ζ) − ψ * (H 0 )| ≤ δ(ζ), ∆ (X * (ζ), X * (H 0 )) → 0 as δ(ζ) → 0 and ∆ (X * (ζ), X * ) ≤ (2D X / )δ(ζ) (see [15, Theorem 3.11] ). By Theorem 3.5 and Corollaries 3.6, 3.7 lim n→∞ n λ δ (ξ n ) = 0 a.s. for any λ ∈ [0, λ), and it holds IEδ(ξ n ) ≤ C n min{β,αγ} , Pr n λ δ (ξ n ) ≥ C + t < 2 exp −0.5t
where λ = min {γ − 1/2, β, αγ}, C = 2N h + L h (2lN f ) γ . Hence, for any λ ∈ [0, λ) we have
∆ (X * n , X * ) = ∆ (X * (ζ), X * ) → 0 a.s., n λ ∆ (X * n , X * ) = n λ ∆ (X * (ζ), X * ) ≤ 2D X n λ δ (ξ n ) → 0 a.s., and besides,
IE∆ (X * (ζ), X * ) ≤ 2D X IEδ(ξ n ) ≤ 2CD X n min{β,αγ} ; Pr n λ |H * n − H * | ≥ C + t ≤ Pr n λδ (ξ n ) ≥ C + t ≤ Pr n λδ (ξ n ) ≥ n λ C n min{β,αγ} + t ≤ Pr n λδ (ξ n ) ≥ n λ IEδ(ξ n ) + t ≤ Pr n λ |δ(ξ n ) − IEδ(ξ n )| ≥ t ≤ 2 exp −0.5t
Pr n λ 2D X ∆ (X * (ζ), X * ) ≥ C + t ≤ Pr n λδ (ξ n ) ≥ C + t ≤ 2 exp −0.5t
