We describe a new multivariate gamma distribution and discuss its implication in a Poisson-correlated gamma-frailty model. This model is introduced to account for between-subjects correlation occurring in longitudinal count data. For likelihood-based inference involving distributions in which high-dimensional dependencies are present, it may be useful to approximate likelihoods based on the univariate or bivariate marginal distributions. The merit of composite likelihood is to reduce the computational complexity of the full likelihood. A 2-stage composite-likelihood procedure is developed for estimating the model parameters. The suggested method is applied to a meta-analysis study for survival curves.
INTRODUCTION
In many medical studies, individual subjects can experience recurrent or repeated events. For example, cancer patients may experience recurrent superficial tumors or individuals may experience repeated episodes of hospitalization. The recurrence of events results in a positive correlation of event times within an individual. Statistical models have been proposed to analyze these recurrent event data (see Thall and Lachin, 1988; Aalen and Husebye, 1991; Lawless, 1995; Cook and Lawless, 2002) . Broadly, 2 types of approaches have been used. The first, often called the marginal approach (cf. Wei and others, 1989; Pepe and Cai, 1993; Cook and Lawless, 1997) , views the dependence resulting from the recurrent events as nuisance. We will be concerned here with the second approach, which explicitly models the correlation through frailty models.
A way of describing and modeling event occurrences is through counts or numbers of events over specific periods of time. In the context of longitudinal count data, a common assumption is that event counts are conditionally independent Poisson variables given the value Z of a gamma-distributed subject-specific frailty term. Poisson-gamma-frailty models are flexible, and there is a closed form for the marginal distribution of the event counts. The simplest model has a frailty that is constant over time. More natural 246 M. FIOCCO AND OTHERS models have a time-dependent frailty process Z (t). Henderson and Shimakura (2003) proposed a timevarying frailty process that involves a multivariate gamma frailty constructed through a particular relation between the multivariate normal and multivariate gamma distributions. The gamma process of Henderson and Shimakura has mean 1 and constant unknown variance ξ with a first-order autoregressive correlation corr(Z (s), Z (t)) = ρ |s−t| . This choice of correlation is realistic since it is plausible that counts in neighboring time intervals are highly dependent, while those further apart in time are less dependent.
In this paper, we propose a new gamma process which retains the desired means, variance, and covariance structure as described in Henderson and Shimakura but which has explicit finite-dimensional distributions. The formulation of the process was inspired by the bivariate frailty models that have been used in modeling genetic survival data (cf. Yashin and Iachine, 1995; Petersen, 1998) . In these models, related individuals have different but dependent frailties. Yashin and Iachine (1995) suggested decomposing the frailty of each twin in a pair as a sum of 2 independent frailties, one of which is shared by both twins. The frailties are then constructed using independent additive components with a common component for both frailties. The gamma process is used as frailty in a Poisson-gamma-frailty model for counts, as in Henderson and Shimakura (2003) . In their work, marginal distributions are negative binomial. Because the full joint likelihood is intractable, Henderson and Shimakura use composite likelihood (see Lindsay, 1988 ) based on all pairs of time points to estimate the unknown parameters. This is feasible but becomes numerically unstable when high counts are involved. Using our new gamma process, the resulting Poisson-gamma mixture model for the counts retains the desirable property of the formulation of Henderson and Shimakura and, unfortunately, also the fact that full likelihood is still intractable but the marginal and bivariate distributions are tractable. Since composite likelihood using all pairs of observations still entails a high-dimensional maximization problem, we propose to facilitate estimation in this model by using a 2-stage procedure (see Hougaard, 1986; Shih and Louis, 1995; Genest and others, 1995; Glidden, 2000; Andersen, 2004) where the marginal distributions are used to estimate all parameters except the frailty correlation and a second stage with pairs of observations is used to estimate only the correlation.
The paper is organized as follows. In Section 2, we describe the construction of the new gamma process and discuss how to generate data from the proposed multivariate gamma distribution. In Section 3, the new correlated gamma-frailty process will be applied to a model for longitudinal count data. The 2-stage estimation procedure with a composite-likelihood estimation approach is described in Section 4. Details concerning derivation of the standard errors (SEs) for the estimated parameters in the model are given in Section 5. In Section 6, we apply the methodology in a context of meta-analysis for survival curves where the data consist of a longitudinal series of numbers of events and numbers at risk for each of a set of survival studies. In Section 7, methods and results are discussed. In the supplementary material available at Biostatistics online, we examine the performance of the proposed estimation approach through a simulation study based on patient-controlled analgesia, where we compare the 2-stage estimation procedure and a composite-likelihood approach with the model of Henderson and Shimakura. Technical details concerning estimation of the SEs of the estimates are also outlined in the supplementary material available at Biostatistics online.
CONSTRUCTION OF THE PROCESS
We start by describing the new gamma process Z (t) with marginal distribution (α, β) and corr(Z (s), Z (t)) = ρ |s−t| in continuous time. Since the gamma distribution is infinitely divisible, any gamma variable can be split up in arbitrarily many summands, all with the same distribution. So let us assume that
with independent components Z i (t) each having a (α/M, β)-distribution, marginally for fixed t. Each of the summands Z i (t) is generated using a renewal process with constant renewal A new serially correlated gamma-frailty process 247 intensity λ = − log(ρ). This means that in the interval (t, t + t), Z i (t) is replaced by an independent copy with probability λ dt. Obviously, this process has the required marginal distribution (α, β). To consider the bivariate distribution at 2 different time points, fix t 1 and t 2 with t 1 < t 2 . To obtain the distribution of a pair (Z (t 1 ), Z (t 2 )), we can split the summands Z i (t 2 ) defining Z (t 2 ) into the subprocesses that renewed (at least once) in the interval (t 1 , t 2 ) and those that did not. For the subprocesses that renewed, Z i (t 1 ) and Z i (t 2 ) are independent. For those that did not renew,
More precisely, define L R = {i = 1, . . . , M: Z i (t) renewed in the interval (t 1 , t 2 )} and L NR = {i = 1, . . . , M: Z i (t) did not renew in the interval(t 1 , t 2 )} as the set of all summands that did renew and those that did not, respectively. Since the probability of not renewing is given by exp(−λ(t 2 − t 1 )) = ρ t 2 −t 1 , we can construct the frailties, in the spirit of Yashin and Iachine (1995) , as the sums of independent additive components as follows. Let X 0 , X 1 , and X 2 be 3 independent random variables defined as
This yields
We now have Z (t 1 ) = X 1 + X 0 and Z (t 2 ) = X 2 + X 0 with X 0 , X 1 , and X 2 independent gamma random variables and the correlation between Z (t 1 ) and Z (t 2 ) is approximately equal to exp(−λ(t 2 −t 1 )) = ρ t 2 −t 1 . This construction is approximate in that it ignores the random variation in the fraction that is renewed within an interval.
The construction can be made more rigorous in discrete time. For convenience of notation, we consider the timescale (. . . , −3, −2, −1, 0, 1, 2, 3, . . .). In the notation of the hypothetical process described above, let X i j be the sum of all components that renewed in the interval (i − 1, i), did not change in the interval (i, j), and renewed again in the interval ( j, j +1). This sum has a (α(1−ρ) 2 ρ i− j , β)-distribution, asymptotically, as M → ∞. Instead of constructing X i j from the hypothetical renewal processes, we can also take the resulting gamma distribution as the definition of X i j . Thus, we define, for −∞ < i j < ∞, X i j independent with a (α(1 − ρ) 2 ρ i− j , β)-distribution. In view of the renewal process, all components of the process Z t have to be born in some interval before t and will have to die in an interval after t. That means that we can define a discrete version of our process by taking
Correlation between the terms Z s and Z t is induced by the fact that they have certain X i j elements in common. In particular, we have, for s < t, Z s = W s∩t + W s\t and Z t = W s∩t + W t\s , where
It is not hard to show that Z t has the desired marginal (α, β)-distribution and that, for each s, t ∈ Z (Z s , Z t ) has a bivariate-correlated gamma distribution with ρ st = ρ |s−t| .
M. FIOCCO AND OTHERS
The construction with renewal processes is not restricted to the serial correlation structure ρ st = corr(Z (s), Z (t)) = ρ |s−t| specified above. Different correlation structures may be obtained by taking heterogeneous renewal processes which renew with probability λ(t)dt in the interval (t, t + dt). In such a way, ρ st could be made to reflect the distance between s and t in a different way. Any structure such that ρ st = ρ su · ρ ut , for s u t, can be constructed in this way. Also, the correlated frailty model with ρ st ≡ ρ could be obtained without the renewal process using Z (t) = X 0 + X (t) with the same X 0 ∼ (αρ, β) for all t as in (2.1).
It is possible to simulate data from our proposed multivariate gamma distribution. At first sight, this may be seen impossible due to the fact that infinite sums of X i j are used in the construction of Z t . However, by collapsing X i j s, it is possible to generate a T-dimensional gamma distribution Z = (Z 1 , . . . , Z T ) by generating 1 2 T 2 + 5 2 T + 1 independent gamma variables as follows. Define
and
Then, Z t is given by
APPLICATION AS A MIXING DISTRIBUTION FOR A POISSON PROCESS
The multivariate gamma distribution as described above will be used as a frailty vector in a Poisson model for modeling longitudinal count data by setting α = β = θ, which gives a marginal gamma distribution of Z t with mean 1 and variance
be a vector of event counts and let Z = (Z 1 , . . . , Z T ) be the corresponding gamma-frailty vector. Conditional on the unobserved frailties, the event counts are independent Poisson random variables,
where µ t = exp(x t β β β) is assumed to be linearly related to a design vector x t through a log-link and an unknown parameter vector β β β. It is well known that the resulting marginal distribution of Y t is a negative binomial distribution with mean µ t and scale θ , denoted as Y t ∼ NB(µ t , θ). In general, we denote a negative binomial distribution by NB(µ, θ) and the associated probability by
Downloaded from https://academic.oup.com/biostatistics/article-abstract/10/2/245/259836 by guest on 08 April 2019 for µ > 0 and θ > 0, which accommodates the overdispersion indexed by ξ = θ −1 . The marginal moments of Y t are E(Y t ) = µ t and var(Y t ) = µ t + µ 2 t ξ . Correlation of the frailty terms Z s and Z t induces correlation of the corresponding elements of Y given by cov(Y s , Y t ) = ρ st ξµ s µ t . The joint distribution is more complicated; it can be obtained through differentiation of the Laplace transform L(µ µ µ) = E{exp(−µ µ µ Z)}:
but is not manageable in practice except for small values of T . Since the full likelihood is intractable, our estimation procedure is therefore a composite-likelihood procedure based on pairs of observations at times s and t. We write the frailty terms Z s and Z t as the sums of independent additive components as described in Section 2, that is, Z s = X 0 + X s and Z t = X 0 + X t , where X 0 , X s , and X t are the appropriate independent gamma random variables from (2.1) and (2.2). The joint distribution of the pair (Y s , Y t ) may be derived as follows:
where P NB (y; µ, θ) is defined in (3.2) and P BIN (y; n; p) is defined similarly for the binomial distribution. Our proposed multivariate gamma distribution has 2 important advantages over that of Henderson and Shimakura. The first is that the pairwise distribution is computationally far less sensitive for rounding errors because of the absence of extremely large terms that must sum to a number between 0 and 1. In (5) of Henderson and Shimakura, the alternatingly positive and negative terms in the summation can become very large indeed for moderate to high counts and hence result in serious rounding errors. The double sum at the right-hand side of (3.4) is a sum of a product of probabilities, and hence all individual terms are small and positive. Second, it is possible to simulate data from the multivariate proposed gamma distribution for all values of θ. Simulation of the multivariate gamma distribution from Henderson and Shimakura is restricted to θ = q/2 with integer q. Our formulation implies that the parametric bootstrap can be applied to obtain SEs or confidence intervals for the parameters of interest.
ESTIMATION
Recall that in the longitudinal setup y i = (y i1 , . . . , y i T ) denotes the T repeated counts recorded over T occasions for the subject i, where i = 1, . . . , N . Since the observations for the same subject i are collected repeatedly over time they are likely to be correlated. We propose a 2-stage estimation procedure to find the estimates of (β β β, θ, ρ) for the Poisson-gamma-mixed model. First, the regression parameter vector β β β and the dispersion parameter θ are simultaneously estimated from the marginal distributions of the counts. In the second stage, the estimated values of β β β and θ are plugged into the composite likelihood (3.4) based on all pairs of time points for estimating the correlation parameter ρ.
Regression and overdispersion parameter
In the first stage, inference will be based on the marginal negative binomial distributions of the count data with parameters µ and θ. Denote by N and T the number of individuals and time points, respectively. The distribution of Y it is negative binomial NB(µ it , θ) with µ it = exp(x it β β β) for i = 1, . . . , N and t = 1, . . . , T .
The log-likelihood corresponding to the first stage is given by
corresponding to an independent working correlation. Thus, we are also applying composite likelihood as in Henderson and Shimakura but using the marginals instead of the pairs in a first stage. For fixed θ, the negative binomial distribution can be formulated as a generalized linear model (GLM) (with log-link). Extra maximization steps of the log-likelihood with respect to θ can be built around the GLM estimation procedure to estimate β β β and θ jointly. This procedure has been implemented in the function glm.nb in the MASS library by Venables and Ripley (2002) in R and is quick and reliable. SEs for η = (β β β, θ) are found using a sandwich estimator as discussed in Section 5.
Correlation parameter
The estimation of the correlation parameter in the second stage of the estimation procedure is based on the pairwise composite likelihood (3.4) and plugging in the parameter estimates from the first stage.
Recall that Y is and Y it denote the event counts at times s and t, respectively. The composite loglikelihood for all possible pairs of time points s and t and all N subjects is given by
Here,η = (β β β,θ) represents the estimates of β β β and θ obtained in the first stage. An estimate of the correlation parameter ρ is found by maximizing (4.2) or, equivalently, by solving the composite score equation
Note that, with estimates of β β β and θ already obtained, maximization of (4.2) is over the 1D correlation parameter ρ only.
STANDARD ERROR
A parametric bootstrap approach can be applied to estimate the SEs of β β β, θ , and ρ. In contrast to the approach of Henderson and Shimakura (2003) , this is feasible since we can simulate data from the multivariate gamma distribution. Letβ β β,θ, andρ be the estimated parameters from the original data. For one bootstrap data set, we proceed as follows:
1. Givenθ andρ, generate N independent copies z * i = (z * i1 , . . . , z * i T ) from a multivariate gamma with marginal (θ,θ) and correlation corr(Z * is , Z * it ) =ρ |s−t| . 2. Givenβ β β, deriveμ it and generate y * i = (y * i1 , . . . , y * i T ) with y * it ∼ Po(μ it z * it ) independent. 3. From the bootstrap data set y * = (y * 1 , . . . , y * N ), estimate (β β β, θ, ρ) as described earlier, obtaining (β β β * ,θ * ,ρ * ).
Then, the bootstrap parameter estimates can be used to obtain SEs or confidence intervals using standard procedures (cf. Wehrens and others, 2000) . Alternatively, asymptotic theory can be used to obtain SEs for β β β, θ, and ρ using sandwiching estimators in the first stage and in the second stage accounting for the fact that the first-stage estimates are random (see Shih and Louis, 1995; Glidden, 2000; Andersen, 2004; Klaassen and Putter, 2005) . Details are outlined in the supplementary material available at Biostatistics online.
APPLICATION TO A META-ANALYSIS STUDY
In this section, we describe the use of the Poisson model described in Section 3 in the context of metaanalysis for survival curves. We performed a meta-analysis of single survival curves for 10 studies on patients with advanced epithelial ovarian carcinoma. The studies involved in this article come from a meta-analysis of 38 articles performed in Voest and others (1989) . We analyzed a smaller number of studies since our main inclusion criterion was based on homogeneous treatment; only 10 studies among the original 38 reported the same treatment. For each study, the estimates of the survival probabilities at each of a predetermined set of time points are known, as well as the information on length of follow-up. Assuming heterogeneity between studies, our aim is to obtain an overall survival curve.
The predetermined set of time points (0.25, 0.50, 0.75, 1, 1.25, 1.50, 1.75, 2.08, 2.50, 2.92, 3.33, 4 years) were selected on the basis of the survival curves and the follow-up. We will distinguish between time t, referring to the follow-up time, in years since surgery, and "time" j, indicating the index of the time intervals. By using the techniques of Parmar and others (1998) and assuming that patients are censored at a constant rate during each time interval, we reconstruct for each study i and each time interval j ( j = 1, . . . , J ), the number of patients at risk (r i j ), the number of deaths (d i j ), and the number of censored patients (c i j ) during the time interval. In Parmar and others (1998) , a clear distinction is made between the number at risk at the beginning of the interval and the number at risk during the time interval. We have, approximately, r i j = (number at risk at the beginning) − (d i j + c i j )/2. It is well known that for survival data with piecewise constant hazard, the contribution to the likelihood of the jth interval can be obtained by acting as if D j ∼ Po(λ j j r j ), where j is the length of interval j and λ j is the hazard over interval j. When all intervals have length equal to 1, the component j can be absorbed in λ j and the model therefore becomes D j ∼ Po(λ j r j ). Alternatively, we may absorb j into r j and write D j ∼ Po(λ jr j ) withr j = j r j indicating the number of person-years over the interval. Including in this model a frailty component for heterogeneity between studies, we obtain
In model (6.1), λ j is the overall exponential intensity over interval j and Z i j is the gamma-frailty component of the vector Z i with mean 1 and variance ξ introduced to model heterogeneity. We assume first-order autoregressive correlation corr(Z i j , Z ik ) = ρ j−k to model the within-study correlation between the time intervals j and k. In future work, we shall also discuss the adaptations of the model to include other correlation structures including ρ s−t with s and t indicating the follow-up time. Model (6.1) is a special case of (3.1) with µ j = λ jri j = exp(log λ j + logr i j ), so the unknown parameters β β β are given by β = log λ j and logr i j is used as an offset. Table 1 shows the numbers of patients at risk and the number of deaths for each of N = 10 studies and T = 12 time intervals.
In the first stage of the estimation procedure, only the marginal negative binomial distributions Y i j ∼ NB(λ jri j , θ) are employed to estimate the vector β β β and the variance of the marginal gamma distribution θ = ξ −1 . We estimate the parameters β β β and θ by using glm.nb from the MASS library in R with a loglink function and log(r i j ) as offset. The parameter ρ is estimated as described in Section 4.2. SEs for the estimated parameters λ j are obtained by applying a parametric bootstrap as described in Section 5. Results for estimates and SEs for the parameters λ j , ξ , and ρ are shown in Table 2 .
The frailty variance is estimated as 0.47 with a SE of 0.11, indicating significant heterogeneity. The estimated correlation is considerably lower than that in the application described in the supplementary material available at Biostatistics online. The low correlation (0.33) implies that the variation in hazard in the earlier intervals is hardly correlated with the variation in the later intervals.
Finally, we obtain an estimate of the overall survival function by using the estimatedλ j s as parameters of the piecewise exponential distribution. With intervals defined by 0 = t 0 < t 1 < · · · < t J , this survival function is defined asŜ(t) =Ŝ j−1 exp(−λ j (t − t j−1 )) for t j−1 < t t j , whereŜ j are defined recursively asŜ 0 = 1, . . . ,Ŝ j =Ŝ j−1 · exp(−λ j (t j − t j−1 )) with j = 1, . . . , J and using the convention t 0 = 0.
In Figure 1 , the survival function for each study is plotted along with an estimate of the overall survival function. We will explore the consequences of the model for the interpretation of our meta-analytic data in future work.
The bootstrap estimates of the hazards can be used to construct confidence intervals of the overall survival estimates. Alternatively, if the covariance matrix of (λ 1 , . . . ,λ J ) is obtained, the delta method may be used to obtain an estimate of the SE of the overall survival probabilities.
The variation in survival implied by this model is illustrated in Figure 2 , where 100 survival curves have been randomly drawn from the Poisson model described above using the estimates of Table 2 as parameters. Note that Figure 2 shows less variation than Figure 1 because the sampling error has been removed. 
DISCUSSION
In this paper, we have proposed a new multivariate gamma distribution based on renewal processes with constant intensity λ and first-order autoregressive correlation. The construction is based on the infinite divisibility property of the gamma distribution and was inspired by the bivariate frailty models used in modeling genetic survival data.
The new multivariate gamma distribution has been used as a mixing distribution in a Poisson model for longitudinal count data. Since the full likelihood is intractable, we have applied a consistent composite likelihood (cf. Lindsay, 1988 ) and a 2-stage estimation procedure for estimating the parameters in the model. In the first stage, we use the marginal negative binomial distribution to estimate the marginal parameters. In the second stage, the correlation parameter is estimated using the composite score equation The present formulation has 2 important advantages over that of Henderson and Shimakura. The first is that the pairwise distribution (3.4) is computationally far less sensitive to rounding errors because of the absence of extremely large terms. Second, it is possible to simulate data from the proposed multivariate gamma distribution for all values of θ . This leads to the possibility of applying bootstrap techniques to obtain SEs or confidence intervals for the parameters of interest.
Estimated SEs for the parameters β β β, ξ , and ρ obtained with a parametric bootstrap are very similar to the asymptotic SEs. In the supplementary material available at Biostatistics online, we performed a simulation study in order to study the robustness of our procedure against different frailty vectors and to compare the estimation procedure of Henderson and Shimakura with our 2-stage estimation. Results from both estimation procedures were remarkably similar, despite the fact that both assumptions on underlying multivariate frailty distributions and the approach used (1-stage versus 2-stage composite likelihood) differed. The efficiency of our 2-stage estimation was 99% compared to the one-stage composite-likelihood procedure of Henderson and Shimakura. Of course, the loss of efficiency is likely to be higher with respect to a full-likelihood estimation procedure, but quantification of the loss of efficiency requires further study. Estimates appeared to be quite robust to the misspecification of the particular multivariate frailty distribution generating the count data.
Our methodological proposal has been employed in a meta-analysis study for survival curves by transforming the information in each study into longitudinal count data indicating how many patients are at risk, how many die, and how many are censored in consecutive intervals. We modeled the potential heterogeneity between studies and the correlation within studies by means of the mixing distribution for a Poisson process described in Section 3. The estimated parameters were then used to obtain an estimate of the overall survival curve. The advantage of this method is that hardly any assumptions on the shape of the individual survival curves are needed.
Details concerning the R software used for fitting the correlated gamma-frailty model described in this paper and for performing the simulation experiment are available at http://www.msbi.nl/metaanalysis.
