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Abstract
Parallel programming is a form of computation 
in which the calculations are carried out simulta-
neously, operating on the principle where large 
problems can be divided into smaller, which are 
then solved in parallel.
Most common this programming is used in high 
performance computing, but due to the physical 
constraints which prevent frequency scaling the 
interest is even higher. As computers consumption 
has become a problem in the recent years, the par-
allel programming has grown into the dominant 
paradigm in computer architecture, mainly in the 
form of multicore processors.
The paper shows the process of designing paral-
lel programs and it includes some results obtained 
by testing the parallel programming performance 
of different nVIDIA GeForce graphics cards. The 
purpose of the test is to compare performance of 
several types of GPUs for various applications. The 
results of the test could not specifically say which 
GPU is best due to the different features of the cards, 
but they can be used to determine which card offers 
better performances for different parts of the tests.
Key words: Parallel computing, GPU, CUDA, 
GeForce, nVIDIA
1.  Introduction
Computer software is traditionally written for 
serial calculations. To solve a problem an algo-
rithm implemented as a serial stream of instruc-
tions is created. These instructions are executed 
in the computer’s Central Processing Unit (CPU). 
Only one instruction can be executed at one time, 
and after instruction is completed, it is followed 
by the execution of the next instruction. [1]
Figure 1.  Solving problem by serial computa-
tions and CPU
Contrary to this the parallel programming in or-
der to solve this problem uses multiple processing 
elements simultaneously. This is achieved by di-
viding the problem into independent parts so that 
each processing element can execute its part of the 
algorithm simultaneously with the others. [2]
Figure 2.  Solving the problem by parallel  
computing
The processing elements can be different and 
they can include resources such as a computer 
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with multiple processors, several networked com-
puters, specialized hardware, or any combination 
of the foregoing.
The solving problem should allow dividing into 
several parts which will enable performing multi-
ple program instructions at any time and speeding 
up the processing time using multiple computer’s 
resources rather than using a single computing re-
source.
Some of the reasons for the increased usage of 
the parallel computing are the following:
– saving time and money, 
– solving big problems,
– ensuring competitiveness, 
– using non-local resources, 
– limitations of the serial programming.
The rest of the paper is organized as follows. 
The next section gives some basics about design-
ing and building parallel programs. Moreover, 
section 3 explains the limitations and expenses 
related to the parallel computing. The next sec-
tion gives a brief description of the experiment. 
Section 5 explains used techniques and programs 
during the experiment. The obtained results for 
all tested applications, as well as a comparison of 
these results are given in section 6. Finally, section 
7 concludes our work.
2.  Designing and Building Parallel Programs
Designing and building parallel programs is a 
manual process where the programmer is respon-
sible for parallelism identification and implemen-
tation. Very often manual development of parallel 
code is time-consuming, and it is a complex, itera-
tive process prone to errors. The tools that assist the 
programmer in converting serial programs into par-
allel programs exist for a while. The most common-
ly used tool for automated parallelizing of the serial 
program is paralleling compiler or pre-processor.
The parallelizing compiler works in two modes, 
fully automatic and program managed.
2.1.  Understanding the problem and program 
The first step in the parallel software develop-
ment is to understand the problem which should 
be solved in parallel. Before spending time try-
ing to develop a parallel solution to the problem, 
it should be determined whether the problem can 
ever be parallelized.
The following example shows a problem that 
can be solved in parallel.
This problem can be solved in parallel so that 
each of the molecular conformation is indepen-
dently determined. The calculation of the mini-
mum energy conformation is also a problem that 
can be parallelized.
2.2.  Partitioning 
One of the first steps in designing a parallel pro-
gram is to break the problem into discrete pieces 
that can then be distributed in multiple tasks. This 
is known as decomposition or partitioning. 
There are two basic ways of partitioning of the 
calculating work between the parallel tasks: do-
main partitioning and functional partitioning. [3]
*  Domain partitioning 
In this type of partitioning the data related to 
the problem are decomposed. Each parallel task 
then work on part of the data.
Figure 3.  Domain partitioning
There are different ways of data partitioning 
(Figure 4) [1]
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Figure 4.  Data partitioning
*  Functional partitioning
The focus in this approach is on computation 
and the problem is decomposed according to the 
work that must be performed. Then each task ex-
ecutes part of the entire work (Fig. 5). 
Figure 5.  Functional partitioning
2.3.  Data dependencies 
The data dependency is one of the key issues of 
real time programming, and it includes sequential 
and parallel processing. [4] The data dependencies 
are the result of multiple use of the same location 
in the warehouse of various tasks.
The dependencies are very important for paral-
lel programming, because they are one of the main 
inhibitors of parallelism. The analyses of data de-
pendence are needed only for automatic detection of 
parallelism, but they are also essential for many other 
important compiler transformations, such as improv-
ing the memory location and load balancing. [5]
Although during parallel programs designing 
process it is important to identify all data depen-
dencies, the dependencies in the loop are especial-
ly important because the loops are the most com-
mon target of the parallelism.
To deal with data dependencies we need:
– Distributed memory architectures - the necessary 
data communicate in synchronized points. 
– Shared memory architecture - synchronized 
read / write operations between tasks.
2.4.  Load balancing 
Load balancing refers to the practice of distribut-
ing work among tasks so that all tasks are kept busy 
all the time. It can be considered as minimization of 
the assignment idle time. Load balancing is impor-
tant for parallel programs because of its efficiency.
For example, if all assignments are subject to 
barrier synchronization, the smallest task will de-
termine the overall performance.
Figure 6.  Tasks balancing
In general the load balancing techniques fall into 
two categories: centralized load balancing and dis-
tributed load balancing. Centralized scheme usually 
has a main node that is responsible for load han-
dling. As the cluster size increases, for a short time 
the node becomes a bottleneck and causes signifi-
cant performance degradation. To solve this scal-
ability problem, the workload can be sent to mul-
tiple nodes in the cluster, and these emerging the 
idea of  distributed dynamic load balancing. [6]
The load balancing can be achieved in the fol-
lowing way:
– Equal work partitioning for each received task: 
○ For array / matrix operations where each 
task performs similar work, the data set 
is evenly distributed among the tasks. 
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○ For loop iterations where the work done 
in each iteration is similar, the iterations 
are equally distributed among the tasks. 
○ If a heterogeneous mix of machines with 
varying performance characteristics is 
being used, performance analysis tools 
need to be used in order to detect any 
load imbalances.
– Use of dynamic work assignment:
○ Certain classes of problems result in 
unequal load imbalances, even if the data 
is evenly distributed among the tasks: 
* Sparse arrays - some tasks will have 
actual data to work with, while others 
will usually have a “zeros”. 
* Adaptive grid methods - some tasks 
will have to rewrite their network. 
* N-body simulations - some parts may 
migrate to / from the original task 
domain to another task domain, where 
parts of some tasks require more work 
than parts of other tasks.
○ When the workload that each task 
will execute is variable, or is unable to 
predict, then it would be useful to use a 
planner - thread pool approach. As each 
thread completes its work, it goes in the 
row in order to get a new job.
○ It may be necessary to design an 
algorithm which can detect and handle 
load imbalances, as it will appear in the 
code.
2.5.  Granularity 
The granularity of parallel programming is de-
fined as a ratio of the time required for basic com-
munication operation and the time required for 
basic computer operation. [7] In short, granular-
ity is a qualitative measure of the calculations and 
communication ratio.
 – Fine-grain Parallelism means that 
individual tasks are relatively small in terms 
of code and execution time. Data is often 
transmitted in a small amount of computer 
calculations. It makes load balancing easier. 
 – Coarse-grain Parallelism is reversed 
process of the previously mentioned. Here 
the data are transmitted less frequently after 
large amounts of computer calculations. This 
parallelism implies a greater opportunity 
for increased performance, and it is more 
difficult to establish a load balancing.
The most efficient granularity depends on the al-
gorithm and the hardware environment in which this 
algorithm is executed. In most cases the overall costs 
associated with communication and synchroniza-
tion are in large proportion to the execution speed so 
it is advantageous to have coarse granularity.
3.  Limitations and Expenses of the Parallel 
Programming 
The Amdahl’s law states that the potential pro-
gram speedup is defined by a fraction of the code 
(P) which can be parallelized: 
If none part of the code can be parallelized, P=0 
and speedup=1 (no speedup). If all of the code is 
parallelized, then P=1 and the speedup is infinite 
(in theory). 
If 50% of the code can be parallelized, then 
maximum speedup =2, which means that the code 
will run twice as fast. Introducing the number of 
parallel processors, the ratio can be modeled by:
Where P = parallel fraction, n = number of pro-
cessors and S = serial fraction.
It is obvious that there are limits to the parallel-
ism scalability. For example:
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Problems that increase the percentage of par-
allel time with their size are more scalable than 
problems with a fixed percentage of parallel time.
Figure 7.  Parallel part of the code and accelera-
tion (speedup)
Figure 8.  Number of processors and accelera-
tion (speedup)
3.1.  Complexity
In general, the parallel applications are more 
complex than the corresponding serial applica-
tions. They will not only have more instructions to 
be executed simultaneously, but also there will be 
a data flowing between them. 
The costs of complexity are measured in pro-
gramming time in every aspect of the software de-
velopment cycle:
– Design,
– Codding,
– Debugging.
– Setup,
– Maintenance.
4.  Experiment Description
The purpose of testing and experiments was to 
check the performance of several different nVID-
IA GeForce GPUs (Graphical Processor Units), in 
order to analyze the processing speed, the startup 
time, the length of processing time, etc. Some of 
the GPUs were part of the PC, and some part of the 
portable computers (laptops). Moreover, some of 
the machines worked on 32-bit and some of them 
on 64 –bit operating system, so we were able to 
check whether these differences also play a role in 
getting different results during the tests. We must 
also mention that 4 of the computers worked on 
Windows 7 and one on Windows 8 Server operat-
ing system. We tested the same tests (Box Filter, 
Bilateral Filter and Mandelbrot) on all 5 GPUs 
that we used during the experiment:
– GeForce GTX 260 – PC  – 64 bit Windows 7
– GeForce G105M – Laptop – 64 bit Windows 7
– GeForce GT 635M – Laptop – 64 bit Windows 7
– GeForce GTX 480 – Laptop – 64bit Windows 8 
Server
– GeForce 9400M – Laptop – 32bit Windows 7.
During the experiment we obtained different 
results, so that certain GPU in a particular part of 
the test gives better results than the others.
4.1.  GPU features
GPUs on which the testing was performed are 
of the same type, but they all have different fea-
tures and offer a variety of options. Some of these 
features are the CUDA cores, graphics and mem-
ory clock, memory bandwidth, memory interface, 
supported technologies etc.
Table 1 shows the important features of the 
used GPUs, as well as operating system and type 
of computer.
5.  Used techniques and programs
For the testing purposes CUDA platform 
and nVIDIA Visual Profiler program were used. 
CUDA platform is built on nVIDIA GPU proces-
sors, while nVIDIA Visual Profiler is a program in 
which parallel applications were made and tested 
on the GPUs.
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5.1.  CUDA (Compute Unified Device  
Architecture)
CUDA is a parallel programming platform cre-
ated by nVIDIA and implemented in their proces-
sors (GPU). [8]
To understand CUDA, we must first know what 
GPGPU (general-purpose computing on graphics 
processing units) is. Simply put, it is the technique 
in which the GPU is employed to handle and per-
form computations that were previously handled 
only by the CPU. However, the GPU doesn’t have 
the same flexibility and calculation precision as 
the CPU that’s built for general purpose usage, 
and this is where CUDA comes in.
Figure 9.  A flowchart showing how CUDA al-
lows the GPU to work in tandem with the CPU
Table 1.  GPUs features: GeForce GTX 260, GeForce G105M, GeForce GT 635M, GeForce GTX 480, 
GeForce 9400M
GeForce 
GTX 260
GeForce 
G105M
GeForce 
GT 635M
GeForce 
GTX 480
GeForce 
9400M
GPU Engine Specs
CUDA Cores: 96 8 Up to 144
Gigaflops: 396 38 54
Graphics Clock (MHz): 1600 MHz Up to 675 MHz 1100 MHz
Texture Fill Rate 
(billion/sec): Up to 16.2 18.7 3.6
Processor Cores: 16
Memory Specs
Memory Clock: Up to 2000MHz
500(DDR2)/
700(GDDR3)
MHz
DDR3 1200 MHz DDR3 1066/ DDR2 800
Standard Memory 
Config:
Up to 512 MB
Memory Interface 
Width: 128-bit 64-bit Up to 192bit 256-bit 128-bit
Memory Bandwidth 
(GB/sec):
8 (DDR2)/11 
(GDDR3) Up to 43.2 76.8 21
Feature Support
OpenGL: 2.1 2.1 4.1 3.2 3.3
Supported 
Technologies: CUDA, PhysX CUDA
CUDA, OpenCL, 
DirectCompute, 3D 
Vision, DirectX 11, 
Optimus, PhysX
SLI, CUDA, 3D 
Vision, DirectX 
11, PhysX
SLI, CUDA, 
PhysX
Operating System 
and Computer Type
Windows 7, 
64 bit
PC
Windows 7, 
64 bit,
Laptop
Windows 7, 
64 bit,
Laptop
Windows 8, 
64 bit,
Laptop
Windows 7, 
32 bit,
Laptop
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CUDA allows developers access to the virtual 
instruction and parallel computing elements mem-
ory in CUDA GPU. The GPUs have parallel archi-
tecture that allows execution of multiple segments 
going slower rather the fast, and subsequently per-
forming of the segments.
CUDA program executes serial code on the 
CPU, which then calls a series of cores running on 
the GPU. [9]
CUDA provides low and high level API (Ap-
plication Programming Interface). It works with 
all nVIDIA GPU G8x series onwards, including 
GeForce, Quadro and Tesla and it is compatible 
with most of the operating systems. There are sev-
eral advantages that distinguish this platform com-
pared to others:
– The code can read information from 
arbitrary addresses in the memory, 
– There is a large shared memory (up to 48KB 
of multiprocessors) that can be used by all,
– Faster download from and to GPU,
– Full support for integer and bitwise, 
including text searches. [10]
5.2.  nVIDIA Visual 
The program that we used to perform GPU tests 
is nVIDIA Visual Profiler. This tool is a crossover 
platform that allows developers to get vital feed-
back for optimizing CUDA C / C + + applications. 
The tool displays a timeline for the CPU and 
GPU activities while running the application and 
it includes automated analysis to identify optimiz-
ing opportunities. [11]
6.  Use of abbreviations
This section shows the obtained results for all 
tested applications, as well as a comparison of 
these results.
6.1.  Bilateral Filter 
Bilateral Filter is a nonlinear smoothing filter 
that is implemented with CUDA and OpenGL ren-
dering. It can be used for image recovery. [12]
Figure 10.  Bilateral Filter application
Bilateral Filter has been tested on all five graph-
ics cards. Table 2 gives the results for the startup 
time, the test duration, the GPU throughput and the 
number of instructions required to perform the test.
Figure 11.  Results obtained by Bilateral Filter 
testing
Figure 11 shows the graph of the results of 
Bilateral Filter testing that has been done. From 
the graph we see that there is a big difference in 
the performance of these activities for all GPUs. 
From the comparison of the startup time, it can be 
noted that the GeForce 9400M (single computer 
Table 2.  Results from the Bilateral Filter testing.
Startup time Duration Throughput Instructions issued
GeForce G635M 115,12 ms 24,005 ms 2856,96 MB/s 14490459
GeForce GTX 480 125,218 ms 3,211 ms 1320,96 MB/s 63804424
GeForce G105M 136,604 ms 40,028 ms 1269,76 MB/s 18950424
GeForce 9400M 57,475 ms 60,899 ms 1617,92 MB/s 18916815
GeForce GTX 260 229,229 ms 4,864 ms 2160,64 MB/s 15792211
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with 32-bits OS) has a far better startup time than 
other GPUs that have similar startup time. Fur-
thermore, if we consider the time required to per-
form the test, it can be noticed that two of the five 
considered GPUs have significantly less execution 
time, which means that the GeForce GTX 480 and 
GeForce GTX 260 have a better execution time 
compared to the other graphics cards.
In terms of throughput, it is evident that it is ap-
proximately the same for almost all GPUs except 
GeForce G635M which has higher throughput than 
others. If we compare the values  of the GPUs for 
required instructions, it can be noticed that there is 
a huge difference between the computer that has 
Windows 8 operating system, and other computers 
with Windows 7 operating system. GeForce GTX 
480 (Windows 8) needs almost six times more in-
structions compared to all other graphics that need 
nearly the same number of instructions.
6.2.  Mandelbrot 
This is the second test that we performed in or-
der to compare the GPUs, and obtained results are 
shown in Table 3. The principal activities which 
were of our interest are the same as in Bilateral Fil-
ter testing (startup time, duration, throughput and 
number of required instructions for execution).
Figure 12.  Mandelbrot application
Figure 13.  Results obtained by Mandelbrot testing
The figure 13 shows the graph of the values  ob-
tained by Mandelbrot test. From the graph we can 
see that the startup time of the GeForce 9400M 
differs compared to the other GPU, but now this 
time it is slower. 
Regarding the execution duration, the graph 
shows a huge difference in the results.
GeForce GTX 480 performs the test in less 
than 1ms, and it has the shortest execution time. 
Very similar results show the GeForce GTX 260, 
but the other three GPUs need a significantly lon-
ger time to execute the test. Throughput is ap-
proximately same for the first two cards, and it is 
about five times higher compared to the next three 
GPUs. The instruction issued are higher for Ge-
Force GTX 480, and half of this instructions are 
enough for GeForce G105M, while the GeForce 
GTX260 requires much less instructions.
6.3.  Boxfilter 
The last test is BoxFilter testing. As in previous 
experiments, here we had compared the startup 
time, execution duration, the throughput and in-
structions required for execution. Table 4 shows 
the results of this testing, and it is followed by a 
description of the resulting graph (Figure 15).
Table 3.  Results from the Mandelbrot testing
Startup time Duration Throughput Instructions issued
GeForce G635M 496,506 ms 4,448 ms 4689,9 KB/s 4621752
GeForce GTX 480 388,905 ms 0,638 ms 4403,2 KB/s 20873774
GeForce G105M 458,15 ms 15,692 ms 700,88 KB/s 10901919
GeForce 9400M 1968 ms 17,169 ms 659,84 KB/s 10145804
GeForce GTX260 303,448 ms 1,393 ms 943,49 KB/s 560690
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Figure 14.  Boxfilter application
Figure 15.  Results obtained by BoxFilter testing
For this test, GeForce GTX260 has the longest 
startup, while the GeForce G635M and the GeForce 
9400M have almost the same shortest startup time. 
The situation with the execution duration is again 
the same as with the previous two tests, confirm-
ing that the GeForce GTX480 has the shortest test 
duration, and again, GeForce GTX260 is close to it, 
while the other three cards need significantly more 
time to execute the test. The throughput is similar 
in all cards, and if we compare all results it can be 
seen that GeForce G635M has highest throughput, 
while GeForce 9400M shows worst results. For is-
sued instructions we get data only for three of the 
five GPUs, and according to the obtained results the 
GeForce G105M needs most instructions.
6.4.  Device Query
Device query lists the features of the CUDA de-
vices in the system. We have tested four features: 
the total amount of memory bytes per block, the 
total amount of registers available per block, the 
maximum number of threads per multiprocessors 
and the maximum number of threads per block. 
The obtained results are given in Table 5. The Fig-
ure 16 shows a comparison of the obtained results 
for the different GPUs.
Figure 16.  Results obtained from Device query
Table 4.  Results from the BoxFilter testing
 Startup Time Duration Throughput Instructions Issued
GeForce G635M 55,828 ms 2,397 ms 1638,4 KB/s 516778
GeForce GTX 480 82,955 ms 1,079 ms 1075,2 KB/s
GeForce G105M 70,698 ms 6,467 ms 921,65 KB/s 963511
GeForce 9400M 55,694 ms 10,605 ms 793,07 KB/s
GeForce GTX260 111,635 ms 1,709 ms 1269,76 KB/s 120473
Table 5.  Results from the Device query
Total amount of 
shared memory 
bytes
Total amount of 
registers available 
per block
Maximum number 
of threads per 
multiprocessor
Maximum number 
of threads per 
block
GeForce G635M 49152 B 32768 B 1536 1024
GeForce GTX 480 49152 B 32768 B 1536 1024
GeForce G105M 16384 B 16384 B 1024 512
GeForce 9400M 16384 B 8192 B 768 512
GeForce GTX260 16384 B 16384 B 1024 512
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From the results it can be noticed that the Ge-
Force G635M and the GeForce GTX 480 have ap-
proximately the same results for all tested features, 
and the other three GPUs are similar to each other, 
but with slightly weaker features compared to the 
GeForce G635M and the GeForce GTX 480.
6.5.  Bandwidth Test 
We also made a comparison of the information 
bandwidth for the GPUs, for the cases of host to 
device, device to host and device to device com-
munication. The obtained results are shown in 
Table 6 and Figures 17.
Figure 17.  Results obtained by Bandwidth test
The results conclude that the highest bandwidth 
for host to device and device to host connection 
gives GeForce 635M, while during the device to 
device information exchange GeForce GTX 480 
has a significantly higher bandwidth.
In some of the cases, some of the obviously 
weaker GPUs give better results than the GPUs 
with better characteristics. The main reason for 
this is that they skip some parts of the tests that are 
not compatible due to the lack of some features of 
these graphics, as for example less CUDA cores or 
less bits on the memory interface. 
7.  Conclusion
The parallel programming requires systems with 
good performances. From the obtained results dur-
ing the experiments, it can be noted that the type of 
the GPU and the type of the operating system play a 
very important role in the parallel computing.
According to the tests on different GPUs for 
multiple applications created with parallel pro-
gramming, we came to the results in which we 
cannot give the correct answer to the question 
which is the best GPU. This is due to the different 
graphics power, different number of CUDA cores, 
and different operating systems. However, we can 
see that every GPU is better than the others in dif-
ferent segments and in different parts of the test, 
which depends on the:
– power, 
– number of cores, 
– poor performances (what was the reason 
why all tests were not supported) 
– bits of the memory interface 
– memory bandwidth, etc..
Although the parallel programming requires 
expensive machines, however the number of us-
ers of this type of computing continues to increase 
due to performance for better and easier large 
problems solving that cannot or are hard to be 
solved by classic serial programming.
Table 6.  Information Bandwidth
Host to Device 
Bandwidth
Device to Host 
Bandwidth
Device to Device 
Bandwidth
GeForce G635M 6128 MB/s 6300,4 MB/s 23489,1 MB/s
GeForce GTX 480 2612,4 MB/s 3243,5 MB/s 146736,2 MB/s
GeForce G105M 2635,2 MB/s 3250,9 MB/s 7983 MB/s
GeForce 9400M 4257,3 MB/s 4354,8 MB/s 6842,3 MB/s
GeForce GTX 260 4494,9 MB/s 4239,2 MB/s 87432,8 MB/s
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