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Abstract
We introduce the notion of analytic stability data on the Lie algebra of
vector fields on a torus. We prove that the subspace of analytic stability
data is open and closed in the topological space of all stability data. We
formulate a general conjecture which explains how analytic stability data
give rise to resurgent series. This conjecture is checked in several examples.
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1 Introduction
1.1 Analytic stability data and wall-crossing struc-
tures
Recall that stability data on a Lie algebra g = ⊕γ∈Γgγ graded by the free
abelian group Γ ≃ Zn are given by the homomorphism of groups Z : Γ→
C (central charge) and a collection of elements a(γ) ∈ gγ , γ ∈ Γ − {0}
satisfying the axiom called Support Property (see [KoSo1], Section 2).
The set Stab(g) of stability data on g carries natural Hausdorff topology
which encodes the wall-crossing phenomenon.
Stability data on graded Lie algebras were introduced in the loc.cit. for
the purposes of Donaldson-Thomas theory. They found further applica-
tions in complex integrable systems and Mirror Symmetry (see [KoSo3]).
In this paper we discuss the graded Lie algebra g = V ectΓ of algebraic
vector fields on the algebraic torus TΓ := Hom(Γ,Gm), considered as the
Lie algebra over the field C of complex numbers.
More specifically, we define a subset Staban(V ectΓ) ⊂ Stab(V ectΓ) of
analytic stability data. The definition is quite involved. It is based on
the new approach to the notion of stability data proposed in Section 2.
Analyticity of stability data follows (and hypothetically is equivalent) to
exponential bounds on the growth of a(γ).
Main result concerning this new notion proved in Section 3.5 is that
the subset Staban(V ectΓ) is open and closed in the topological space
Stab(V ectΓ).
Recall that the notion of stability data on a graded Lie algebra was
generalized in [KoSo3] to the notion of wall-crossing structure. The latter
is roughly speaking a family of stability data on a local system of graded
Lie algebras on a topological space. It turns out that the notion of analytic
stability data can be generalized to the notion of analytic wall-crossing
structure. Donaldson-Thomas theory, Gromov-Witten theory, complex
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integrable systems, 4d N = 2 gauge theories, exponential integrals (pos-
sibly infinite-dimensional, e.g. Feynman integrals) are just few examples
in which analytic wall-crossing structures appear or expected to appear.
Another motivation for the notion of analytic stability data comes
from its relation to the classical subject of resurgence. In this paper
we propose a general conjecture which says how to construct resurgent
series in a simple explicit way starting with analytic stability data. We
show that our conjecture agrees with known results in several areas of
mathematics which include E´calle-Voronin theory, Voros resurgence of
WKB asymptotics as well as exponential integrals.
In general the notion of wall-crossing structure (WCS for short) gives a
useful tool for study properties of generating series arising in wall-crossing
formulas (see [KoSo1,3]). In particular one can hope to prove algebraicity
or analyticity of those generating series in a uniform way, based on the
properties of the corresponding wall-crossing structures (see e.g. [BarbSt],
[CorSh], [GaMoNe1] for some examples of situations where such theory
can be useful).
1.2 Contents of the paper
In Sections 2.1-2.5 we review main definitions and fact about stability
data and propose a reformulation of this notion in terms of quotient sets
associated with cyclic covers of R2 − {0} by sectors. In Sections 2.6-2.7
we restrict ourselves to the case V ectΓ. We recall there an interpretation
of stability data on V ectΓ in terms of certain formal schemes.
In Section 3 we define analytic stability data on V ectΓ in two different
ways:
a) via the language of quotient sets;
b) via analytifications of the formal schemes.
The key result is Theorem 3.2.1 about analyticity of factors. Using
it we prove in Section 3.5 that the subset of analytic stability data is
open and closed. Also we discuss in Section 3 a generalization of analytic
stability data to the notion of analytic wall-crossing structures.
In Section 4 we discuss the relationship of analytic stability data and
resurgence. We formulate a general conjecture (Conjecture 4.2.1) which
explains this relationship. The conjecture is illustrated in several exam-
ples, including the E´calle-Voronin theory about normal forms of germs of
analytic automorphisms of the line tangent to the identity. In the last Sec-
tion 5 we briefly discuss other classes of stability data like e.g. algebraic
stability data. Also we expand the list of examples illustrating our con-
jecture about resurgence from Section 4. Those include Gromov-Witten
theory, Voros resurgence of WKB solutions of differential equations with
small parameter as well as exponential integrals. In the Appendix we give
a proof of an important theorem about independence of the set of stability
data of the cyclic cover.
Acknowledgements. The work of both authors is partially supported
by the European Synergy Grant “ReNewQuantum”. The work of Y.S. is
partially supported by the Munson-Simu Star Excellence Award of KSU.
He also thanks IHES for excellent research conditions.
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2 Stability data on the Lie algebra of vec-
tor fields
2.1 Graded Lie algebras and cones
Let Γ be a free abelian group of rank n, i.e. Γ ≃ Zn (but the isomorphism
is not part of the structure). Suppose we are given a Γ-graded Lie algebra
g over the field Q, i.e. g = ⊕γ∈Γgγ , [gγ , gµ] ⊂ gγ+µ. Let ΓR = Γ ⊗ R.
Then Γ ⊂ ΓR is a lattice. The dual vector space is Γ
∗
R = Γ
∨ ⊗R, where
Γ∨ = Hom(Γ,Z) is the dual lattice.
Recall that a strict cone in ΓR is a cone in C ⊂ ΓR, which does not
contain a straight line. If rk Γ = 2 instead of strict cones we will speak
about strict sectors.
For any strict convex cone C ⊂ ΓR we define the pronilpotent Lie
algebra gC :=
∏
γ∈C∩Γ−{0} gγ as well as the corresponding pronilpotent
Lie group GC := exp(gC). Clearly if C
′ ⊂ C is a convex subcone then
GC′ ⊂ GC . In the 2-dimensional case we will use the following terminol-
ogy.
Definition 2.1.1 An admissible sector is a sector of one of the following
types:
a) a strict sector V which is of the form V = {z = reiθ|r > 0, θ ∈ S},
where S ⊂ R is a non-empty connected subset of the length smaller than
π;
b) open half-plane, i.e. we allow in a) the set S to be an open interval
of the length π.
Sometimes we will call admissible sectors of the type a) strictly admis-
sible.
Accordingly, we say that V is open, closed or semiclosed if S is open,
closed or semiclosed. In particular, V can be a ray with the vertex removed
(in this case S is a point and the removed vertex is 0 ∈ R2). In what
follows we orient R2 in the clockwise order. Then each sector has its left
and right boundary rays, so that left precedes right. Similarly, if we split
a sector by an admissible ray into two, then they are called left and right
depending on which of their left boundary rays precedes the other one.
Let Z : Γ→ C be a homomorphism of abelian groups which we will call
a central charge. We denote by ZR : ΓR → C = R
2 its R-linear extension
or simply by Z, if it does not lead to a confusion. Let us assume that
rkZR = 2. Let C be a closed strict convex cone such that the restriction
of ZR to C is proper. Then V = ZR(C) is a closed strict sector. For
any ray l ⊂ V we have the corresponding cones C(l) = Z−1R (l)∩C, C± =
Z−1R (V±), where V± are strict sectors which are connected components of
the complement V − l ordered in such a way that V+ is on the left of
V−. Then GC contains GC(l), GC± and moreover GC = GC+GC(l)GC−
understood as the product of subsets of a group.
Let now V be an open admissible sector. Let us fix the central charge
Z. Consider the set Cones(V, Z) consisting of strict convex cones C ⊂ ΓR
which satisfy the properties:
a) Z(C − {0}) ⊂ V ;
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b) C ∩Ker(ZR) = {0}.
The set Cones(V,Z) carries a partial order (inclusion of cones).
Consider also sets Cones±(V,Z) consisting of such closed strict convex
cones C that they satisfy the condition b) above as well as the following
conditions
c)± The closed set ZR(C) belongs to the union of V and its left (for
+) or right (for −) boundary ray.
We denote byGV = GV,Z = G
new
V the inductive limit lim−→C∈Cones(V,Z)
GC .
Notice that GV is always a group, even if V is not strict (e.g. it can be
an open half-plane). Since V is open, in the definition of GV we can take
the inductive limit over the smaller set of closed strict convex cones V .
Remark 2.1.2 The reader should not confuse the group GV = G
new
V
introduced above with the group GV introduced in [KoSo1]. In order to
distinguish them we will denote the group defined in the loc.cit. by GoldV .
In particular, the elements AV introduced in [KoSo 1] belong to G
old
V , but
not necessarily to GV . Notice that one can define as above the group GV
for a closed admissible V . In this case GV and G
old
V coincide. In particular
we have the group Gl = G
old
l for an admissible ray l. Furthermore GV =
lim
−→W⊂V
GoldW = lim−→W⊂V
GW , where the inductive limit is taken over all
closed strict admissible subsectors of V .
Let us also define groups G±V as above by taking inductive limits over
Cones±(V,Z). Then GV = G
+
V ∩G
−
V .
Recall (see [KoSo1], Section 2) that if the ray l divides a strict open
admissible sector V into the disjoint union V = V0∪l∪V1 where V0, V1 are
clockwise ordered open admissible subsectors of V thenGoldV = G
old
V0
GlG
old
V1
(product of subsets in the group GV ). This observation implies the fol-
lowing result which will be useful later in the paper.
Proposition 2.1.3 Let V be an open admissible sector, l1, ..., lk ⊂ V
are admissible rays, clockwise ordered, and V = V0 ⊔ l1 ⊔ V1 ⊔ l2 ⊔ V2 ⊔
...⊔ lk ⊔ Vk is the clockwise ordered disjoint decomposition. Then we have
GV = G
+
V0
Gl1G
old
V1
Gl2G
old
V2
....GlkG
−
Vk
(product of subsets in the group GV ).
2.2 Reminder on stability data
We are going to recall following [KoSo1], Section 2 the notion of stability
data on a graded Lie algebra.
Definition 2.2.1 Stability data σ on g consists of the following:
1) A central charge Z : Γ→ C,
2) Elements a(γ) ∈ gγ , γ ∈ Γ − {0},
Let now a = (a(γ))γ∈Γ−{0} and Supp(σ) := Supp(a) denotes the set
of γ such that a(γ) 6= 0. Then the only axiom for the data 1) and 2) says
that there exists a non-trivial quadratic form Q on ΓR such that Q(γ) ≥ 0
for γ ∈ Supp(a) and Q|Ker Z < 0.
Let now V be a strict admissible sector and Z,Q mean the same as in
the definition. Consider a strict convex cone C(V ) := C(V,Q,Z) which
is the convex hull of the set of such u ∈ ΓR that Q(u) > 0 and Z(u) ∈ V .
Then we have the group GC(V ) = GC(V,Q,Z) associated with this cone.
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An equivalent way to describe stability data σ on g is via the collection
of elements AV := A
σ
V ∈ GC(V ), where V runs through the set of all strict
admissible sectors, satisfying the following property (called Factorization
Property in the loc. cit.):
If V = V1 ⊔ V2 is a decomposition of an admissible sector into the dis-
joint union of two admissible sectors such that V1 precedes V2 in the clock-
wise order on R2 then AV = AV1AV2 (this makes sense since GC(Vi) ⊂
GC(V ), i = 1, 2).
Remark 2.2.2 a) Factorization Property is equivalent to the fact that
AV is equal to the clockwise product
∏
l⊂V Al over all rays l in V (notice
that rays are admissible sectors). All but countably many factors Al are
equal to 1, hence the product makes sense.
b) Two descriptions given above are related in the following way: the
elements a(γ) ∈ gγ , γ ∈ Γ−{0} are γ-components of the elements log(Al)
for l = R>0 · Z(γ).
c) The fact that the quadratic form Q does exist is called the Support
Property in [KoSo1].
The group GoldV mentioned in the previous subsection coincides with
the inductive limit GC(V,Z) of the groups GC(V,Z,Q) in the case when V
is admissible. More precisely, we define the pronilpotent group GV,Q,Z
for fixed Q and Z as in this subsection, and then take the inductive limit
of GV,Q,Z over the set of all quadratic forms Q (notice that the set of
quadratic forms is partially ordered with respect to the natural order).
Sometimes will skip Q and Z from the notation.
Let σ ∈ Stab(g). Having in mind the terminology of [KoSo1] the
element a(γ) ∈ gγ will be sometimes called numerical rational Donaldson-
Thomas invariant of γ. The word rational reflects the difference with
numerical Donaldson-Thomas invariants Ω(γ) consider in loc. cit. which
are inverse Mo¨bius transforms of a(γ).
Definition 2.2.3 1) We say that the central charge is rational if Z(Γ) ⊂
Z2. Stability data are called rational if the central charge is rational.
2) We call dimZR(ΓR) the rank of the central charge (or the corre-
sponding stability data).
Thus we can have three possibilities:
0) Z = 0. It follows that all AV = 1. This is the rank zero case.
1) dimR ZR(ΓR) = 1. This means that ZR(ΓR) = l− ⊔ {0} ⊔ l+ for
some rays l±. Hence stability data are determined by Al± . This is the
rank one case.
2) dimR ZR(ΓR) = 2. Therefore ZR(ΓR) = C. This is the rank two
case, which corresponds to generic stability data.
2.3 Stability data as a quotient set
Here we propose a description of the set Stab(g) in terms of what we call
cyclic covers of R2 − {0}. Later we will explain the topology in these
terms. We assume the set up of Subsection 2.1.
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Definition 2.3.1 Let J be a finite cyclically ordered set. A closed (resp.
open, semiclosed) cyclic cover of R2 − {0} parametrized by J is given by
a finite clockwise ordered set V = (Vi)i∈J of closed (resp. open , semi-
closed) set of sectors Vj = {z = re
iθ|r > 0, θ−j ≤ θ ≤ θ
+
j } (resp. obvious
modifications of the inequalities for the angles in the open and semiclosed
cases) such that θ−j ≤ θ
−
j+1 ≤ θ
+
j , θ
+
j+1 ≥ θ
+
j . We require that the sectors
of the cyclic cover are admissible, i.e. they are strict or they are open
half-planes. We call the cyclic cover rational if the sectors are bounded by
rational rays.
In other words, a cyclic cover is a cover by a finite cyclically ordered
set of closed (resp. open, semiclosed) sectors such that two consecutive
sectors have non-empty intersection. The latter can be e.g. a common
boundary ray without vertex. An example of cyclic cover is given by the
wheel of admissible sectors (see [KoSo3]), which we are going to use later
in the paper.
Let Z : Γ → C be a central charge. Then for any open sector V
which is either strictly admissible or an open half-plane we have defined
the group GV = GV,Z . Recall that it is given by lim−→
GC , where the
inductive limit is taken over all strict convex cones C ⊂ ΓR such that
Z(C − {0}) ⊂ V .
For any open cyclic cover (Vi)i∈J by strictly admissible sectors or open
half-planes let us consider the group
∏
i∈J GVi . It is acted by the group∏
i∈J GVj∩Vj+1 in the natural way, namely GVj∩Vj+1 acts on GVj ×GVj+1
via the natural embeddings GVj∩Vj+1 → GVj , GVj∩Vj+1 → GVj+1 . Since
this action is free we have a well-defined quotient set MV = M(Vi)i∈J .
We warn the reader in advance that the topology on MV which we will
discuss later is not the naturally induced topology on the quotient set.
We would like to prove that the quotient space does not depend on the
admissible cover. We start with some preliminaries. First, we remark that
cyclic covers form a category Cov. Objects of Cov are open cyclic covers.
Morphism (Vi)i∈J → (Vi′)i′∈J′ is given by an embedding ψ : J → J
′ which
satisfy the following conditions:
a1) Vi ⊂ V
′
ψ(i);
a2) V ′ψ(i+1) is position on the right from V
′
ψ(i) in the clockwise order
(i.e. left boundary ray of V ′ψ(i+1) is obtained from the left boundary ray
of V ′ψ(i) by a clockwise rotation by a non-zero angle.
Equivalently we can reformulate a2) in the following way:
a2)’ The map ψ respects the natural relation on the open sectors
(Vi)i∈J “to be positioned on the right” (i.e. ψ preserves the cyclic or-
der).
Sometimes instead of “positioned on the right” we will simply say
“follows” and write i1 < i2 if i2 6= i1 follows i1 in the cyclic order.
Then it is clear that we can compose to morphisms and get a mor-
phism.
Proposition 2.3.2 We have a well-defined functor Φ : Cov → Sets given
by Φ(V) =MV which is induced by the natural map
∏
i∈J Gi →
∏
i′∈J′ Gi′
coming from the embedding ψ : J → J ′.
Proof. Notice that i < i+1 implies ψ(i) < ψ(i+1). Then V ′ψ(i+1) follows
V ′ψ(i). Consider the interval ψ(i) = i
′
1 < i
′
1 + 1 := i
′
2 < ... < i
′
k−1 + 1 :=
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i′k = ψ(i+ 1). Notice that Vψ(i) ∩ Vψ(i+1) ⊂ Vi′p , 1 ≤ p ≤ k. Then there is
a well-defined map
GoldVψ(i)×GoldVψ(i)∩Vψ(i+1)
Goldψ(i+1) → G
old
V
i′1
×Gold
V
i′1
∩V
i′2
GV old
i′2
×Gold
V
i′2
∩V
i′3
GoldV
i′3
×...×GoldV
i′
k
The result follows. .
Proposition 2.3.3 The category Cov is connected (i.e. its nerve is con-
nected).
Proof. The category Cov contains a subcategory Cov1/2 consisting of open
covers by open half-planes. This category is filtered and hence connected.
Furthermore there is a map on objects (not a functor) φ : Ob(Cov) →
Ob(Cov1/2) defined such as follows. To each open admissible sector V
we associate an open half-plane αV bounded by the straight line, which
contains left boundary ray of V (and hence V ⊂ αV ). Hence to an open
cyclic cover (Vi)i∈J we associate an open cyclic cover by half-planes (αi =
αVi)i∈J . This gives our map φ. Notice that we have a natural morphism
in Cov which assigns to the open cyclic over (Vi)i∈J the cover (φ(Vi))i∈J .
The result follows. 
Theorem 2.3.4 The quotient setMV does not depend on the open cyclic
cover. More precisely: there exists a set M and a collection of bijections
isoV :MV →M one for each open cyclic cover V such that if ψ : V1 → V2
is a morphism in Cov then isoV1 = isoV2 ◦ Φ(ψ).
Proof of the Theorem will be given in Appendix. For that we will
develop a purely combinatorial language for open cyclic covers and corre-
sponding groups.
Remark 2.3.5 Let us define the sets MoldV for closed and semiclosed
cyclic covers similarly to MV , but using the groups G
old
Vi
instead of GVi .
Then the Theorem 2.3.4 still holds.
We will use this Remark in Section 6 without further comments.
2.4 Reminder on the topology on the space of
stability data
There is a Hausdorff topology on the space Stab(g) of stability data on g
such that the natural projection of Stab(g) to the space of central charges
Z is a local homeomorphism. This topology was defined in Section 2 of
[KoSo1]. We recall it here (see [KoSo1], Section 2.3 for details). In order
to define the topology it suffices to say what means to have a continuous
family of stability data parametrized by a topological space X. According
to loc. cit., the family of stability data σx, x ∈ X is said to be continuous
at x0 ∈ X if the following conditions are satisfied:
a) the corresponding family of central charges Zx, x ∈ X is continuous
at x0;
b) there is an open neighborhood Ux0 of x0 and a quadratic form Qx0
which satisfies the condition c) from the Remark 2.2.2 for all x ∈ Ux0 ;
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c) most important condition consists of the requirement that for any
closed admissible sector V ⊂ R2 such that its boundary does not contain
points Zx0(Supp(σx0)) the map x 7→ log(A
σx
V ) ∈
∏
γ∈Γ gγ is continuous
at x = x0.
Here AσxV denotes the element AV constructed for the stability data
σx, and the product topology is discrete.
Equivalently, the condition c) means that if we cut out a triangle ∆
from V by a generic straight line, then for all γ ∈ Γ ∩ ∆ the element
ax(γ) ∈ ⊕γ∈Γ∩∆gγ of log(A
σx
V ) is locally constant in a neighborhood of
x0. It is not true in general that there is a neighborhood of x0 which
“serves” in this way all γ ∈ Γ ∩ V .
The above-described Hausdorff topology underlies the wall-crossing
formulas from the loc.cit. Walls of first kind according to [KoSo1] are
subsets in Stab(g) consisting of those stability data for which the cen-
tral charge Z maps a sublattice of Γ of the rank at least 2 into a line.
Generically walls have real codimension 1, so they are unavoidable in 1-
dimensional continuous families, e.g. in paths in Stab(g).
2.5 Topology from the point of view of cyclic cov-
ers
Let us discuss now the topology in terms of the approach of Subsection
2.3. This allows us to propose a much more explicit definition of the
topology on Stab(g).
Definition 2.5.1 Let σ ∈ Stab(g) = MV where V = (Vi)i∈J is an open
cyclic cover. Then for any representative (gσVi)i∈J ∈
∏
i∈J GVi the basis
of open neighborhoods of σ consists of stability data σ′ with the same
representatives, i.e. (gσ
′
Vi
)i∈J = (g
σ
Vi
)i∈J and central charges Z
′ which
belong to a basis of open neighborhoods of the central charge Z of σ.
One can prove the following result.
Proposition 2.5.2 The Definition 2.5.1 is equivalent to the definition
from [KoSo1].
In particular, in the case of a cyclic cover by open half-planes, each
group GVi is an inductive limit of the groups GW (m)
i
for closed subsectors
W
(m)
i such that Vi = lim−→m
W
(m)
i (see Subsection 2.3). For a fixed m ≥ 1
we can define an open neighborhood Um of σ. It consists of those stability
data for which the central charge belongs to such an open neighborhood
of Z ∈ Hom(Γ,C) that the representatives are the same as those for σ,
e.g. (Aσ
W
(m)
i
)i∈J . To bigger values of m correspond smaller open subsets
Um.
Proposition 2.5.3 The stability data σ with central charge Z is a limit
as n → ∞ of stability data σn with central charges Zn iff for any ǫ > 0
there exists n0 such that for all n ≥ n0 all σn have the same representative
(gσVi)i∈J and |Z − Zn| < ǫ (here we can use any norm on ΓR).
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Proof. Follows from the Definition 2.5.1. 
New definition of the topology allows us to give a simple example of
the continuous path in the space Stab(g). We will use it in Section 3.
Namely, let σ be stability data with central charge Z and (gVi)i∈J be its
representative associated with an open cyclic cover Vi, i ∈ J . Let us choose
closed strict convex cones Ci ∈ ΓR, i ∈ J such that Z(Ci − {0}) ⊂ Vi.
Consider now a continuous path t 7→ Zt, t ∈ [0, 1] in Hom(Γ,C) such that
Z0 = Z. Let us define the stability data σt by the requirement that it
have representative (gtVi)i∈J = g
t=0
Vi
:= gVi ∈ GCi for all t ∈ [0, 1] and all
i ∈ J . Then σt is a continuous path containing σ as its endpoint.
2.6 Lie algebra of vector fields
Let Γ be a free abelian group of rank n and g = V ectΓ := V ectΓ,Q =
Der(Q[Γ]) = ⊕γ∈Γgγ be the graded Lie algebra of vector fields on the
torus Hom(Γ,Gm). The graded component gγ = Hom(Γ,k) can be iden-
tified with the vector space spanned by xγxi∂/∂xi, 1 ≤ i ≤ n as long as
we choose an isomorphism Γ ≃ Zn. A choice of such an isomorphism
allows us also to identify the Lie algebra V ectΓ with the Γ-graded Lie al-
gebra V ectn, consisting of derivations of the ring of Laurent polynomials
Q[x±11 , ..., x
±1
n ], where n = rkΓ.
Remark 2.6.1 If Γ carries a skew-symmetric integer bilinear form 〈•, •〉 :∧2 Γ → Z. then the Lie algebra V ectΓ contains a Lie subalgebra HamΓ
of Hamiltonian vector fields, i.e. vector fields of the form {f, •}, where
f ∈ O(Hom(Γ,Gm)) is a regular function on the Poisson torus of char-
acters of Γ. After a choice of isomorphism Γ ≃ Zn we can identify HamΓ
with the Lie algebra Hamn ⊂ V ectn of Hamiltonian vector fields on the
Poisson torus Gnm. The Poisson algebra O(TΓ) considered as a Lie al-
gebra is isomorphic to the direct sum to its center (which is abelian Lie
algebra) and its image in HamΓ.
Notice that for the Lie algebra of Hamiltonian vector fields all graded
components are at most one-dimensional (they correspond to the Hamil-
tonian vector fields {xγ , •}, γ ∈ Γ). In the case of the Lie algebra of all
vector fields we have dim gγ = n.
For any field k of characteristic zero we will denote by V ectΓ,k =
V ectΓ ⊗ k the corresponding Lie algebra of k-valued vector fields on the
torus. Sometimes we will skip k from the notation, if the ground field is
clear.
2.7 Wheels of cones and formal schemes arising
from stability data
In this subsection work over an arbitrary ground field k of characteristic
zero. Also we will use the notation for cones which is dual to those in the
rest of the paper, but in agreement with those in [KoSo3].
Let us recall some definitions and results from [KoSo3], slightly chang-
ing the notation with respect to the loc.cit. We are going to consider the
rank two case of stability data, i.e. we assume that the image of ZR is
the whole plane R2 = C. Let J be a cyclically ordered finite set, i.e.
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J ≃ Z/NZ. We will assume that N ≥ 3. Let Γ be a free abelian group of
rank n as above.
Definition 2.7.1 A wheel of closed cones (Cj)j∈J is a collection of closed
rational strict convex cones Cj ⊂ (ΓR)
∗ ≃ (Rn)∗ such that the interior
int(Cj) of each Cj is non-empty and pairwise do not intersect, and the
following conditions are satisfied:
1) dim(Cj ∩ Cj+1) = n− 1, j ∈ J;
2) for any j1 6= j2 ∈ J the set {j|Cj ⊂ Conv(Cj1 ∪ Cj2)} is either the
whole set J and a connected interval of cyclically ordered integers in one
of the two forms: {j1, j1 + 1, ..., j2} or {j2, j2 + 1, ..., j1}.
Here Conv denotes the convex hull of the set.
Dropping the condition that J is cyclically ordered we arrive to the
notion of the chain of closed cones.
We impose the following version of the Connectedness Assumption
from [KoSo3], Section 5.1:
for an j ∈ J the union Cj ∪Cj+1 is again a closed strict convex cone.
It follows that the intersection Cj∩Cj+1 is a face of both Cj and Cj+1.
The Non-degeneracy Assumption from the loc.cit. says that the inter-
section of all dual cones C∨i consists of one point 0 ∈ ΓR.
We also impose the Wheel Assumption:
Ci ∩ Cj = 0 unless i ∈ {j, j ± 1}.
Then considering the wheel of cones Cj , j ∈ J including the faces of
the cones as a fan we obtain a toric variety X := X(Cj)j∈J over k. It is
naturally stratified by the toric strata Xs, dimXs = s, 1 ≤ s ≤ n. Also
we have the toric divisor D ⊂ X which is a normal crossing divisor given
by the complement to the open orbit of the n-dimensional torus.
Consider 1-dimensional torus orbits Fi ≃ Gm as well as their closures
F i ≃ P
1. We denote by Xform := Xform(Cj )j∈J the formal scheme obtained
as the completion of X along F := ∪i∈JF i. Let Ui denotes the formal
neighborhood of Fi ∪ {pi} ∪ Fi+1, where pi is the only intersection point
of F i and F i+1. Then Ui,i+1 = Ui ∩ Ui+1 is the formal neighborhood of
Fi+1. Thus we have the wheel of projective lines F = ∪i∈JF i both in X
and Xform (cf. loc.cit. Def. 5.1.1).
In term of cones, the algebra if functions on the formal neighborhood
of pi consists of series in the monomials x
γ with γ ∈ Γ ∩ C∨i .
Definition 2.7.2 Given stability data σ of rank 2 on V ectΓ we say that
the wheel of closed cones C = (Ci)i∈J is compatible with σ if:
a) for any i ∈ J the intersection t0i,i+1 = (Ci ∩Ci+1− ∂(Ci ∩Ci+1))∩
Z∗R(R
2) is an open ray;
b) the cyclic ordering of the rays li,i+1, i ∈ J agrees with the clockwise
order with respect to the orientation on the plane Z∗R(R
2);
c) support of the stability data belongs to ∪i∈J(Ci ∩ Ci+1)
∨ − {0} ⊂
ΓR −Ker ZR.
If the conditions a) and b) are satisfied for the linear map ZR = Z⊗R :
ΓR → R
2 we will say that the wheel of closed cones is compatible with Z
(or with the stability data). By the Proposition 5.3.2 from loc. cit. for
given stability data on V ectΓ there exists a compatible wheel of closed
cones in Γ∗R.
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Let Ci,i+1 = Ci∩Ci+1 and let ti,i+1 denote the closure of t
0
i,i+1. Then
we have a cyclically ordered set of closed rays li,i+1 = (Z
∗
R)
−1(ti,i+1) ⊂
R2. They are boundaries of the cyclically ordered set of admissible sectors
Vi, i ∈ J . Let Gi be the proalgebraic group of automorphisms of the formal
neighborhood Ui. Similarly we have groups Gi,i+1 of automorphisms of
Ui,i+1 := Ui ∩Ui+1. Clearly Gi (resp. Gi+1 acts from the left (resp. from
the right) on Gi,i+1 via the natural embedding.
We remark that if the central charge Z is rational then all rays li,i+1
and sectors Vi are rational.
Remark 2.7.3 Notice that the above definition can be inverted in the fol-
lowing way. Suppose we are given the wheel of closed cones C = (Ci)i∈J .
We say that the stability data σ ∈ Stab(V ectΓ) of rank 2 with the central
charge Z are compatible with C if C is compatible with Z and the condi-
tions a)-c) of the Definition 2.7.2 are satisfied. We are going to use this
terminology without further comments. We will denote the set of stabil-
ity data compatible with the wheel of closed cones C by StabC(V ectΓ) or
simply by StabC.
Recall the k-formal scheme Xform
F
corresponding to the wheel of pro-
jective lines F . Notice that for the formal completion Xformpi of the point
pi we have: Aut(X
form
pi ) ⊃ Gi,i+1 and similarly for the completion at F i
we have Aut(XF i)
form ⊃ Gi. In fact Gi,i+1 is a kernel of the natural
epimorphism of Aut(Xformpi ) onto the torus Hom(Γ,Gm) ≃ (Gm)
n. The
torus is interpreted as the group of rescaling of coordinates.
Remark 2.7.4 Our version of Connectedness Assumption means that we
can contract any projective line F i to a point obtaining a new formal
scheme with a new closed point which is a toric singularity (i.e. the com-
pleted local ring of the point is a completion of the polynomial algebra in
the closed rational strict convex cone). Notice that the X̂pi are already in
this form.
It follows from the construction of the formal scheme that there is a
natural action of the group (k×)n on the formal scheme given by rescaling
of variables. The decoration of the formal scheme is a trivialization of
the corresponding (k×)n-torsor. Arising decorated formal scheme will be
sometimes called decorated formal wheel. An equivalent description of the
decoration can be found in [KoSo3], Def. 5.2.2.
We also recall the following relation between the description of stability
data in terms of wheels of sectors (see [KoSo3], Proposition 5.3.3).
Proposition 2.7.5 For given stability data on V ectΓ,k there exist an ad-
missible wheel of cones (Ci)i∈Z/mZ compatible with the stability data as
well as the following:
1) a cyclic decomposition R2 = V1,1∪ ...∪V1,k1 ∪V2,1∪ ...∪V2,k2 ∪ ...∪
Vm,1 ∪ ... ∪ Vm,km ,m ≥ 3, ki ≥ 1, where Vi,j are closed strict sectors such
that two consecutive sectors have a common edge, Z−1(∂Vi,j−{0})∩Γ = ∅;
2) a cyclically ordered collection of closed strict convex cones C(Vi,j) ⊂
ΓR compatible with Z and such that Z(C(Vi,j)) ⊂ Vi,j, the set Supp(a)
belongs to ∪i,jC(Vi,j), and for any i, j the set C(Vi,j) − {0} belongs to
int(C∨i,i+1).
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Proof of the following result is similar to the one of Proposition 5.2.7
from [KoSo3]. It is also a special case of the approach to stability data
proposed in Subsection 2.3
Proposition 2.7.6 Suppose we are given stability data σ on V ectΓ,k of
rank 2 such that ZR(ΓR) = C. Let (Cj)j∈J be a wheel of closed cones such
that (Z∗R)
−1(int(Cj)) are disjoint non-empty cyclically ordered admissi-
ble sectors in (R2)∗. Let us consider the subset Stabσ,(Cj)j∈J (V ectΓ) ⊂
Stab(V ectΓ) satisfying the following property:
• the set of γ ∈ Γ such that Z(γ) 6= 0 and γ-component of log(AR>0·Z(γ)) 6=
0 belongs to ∪j∈JC
∨
j .
Then Stabσ,(Cj)j∈J (V ectΓ) is in one-to-one correspondence with the
homogeneous spaceM(Ci)i∈J := ...×Gi,i+1×Gi+1Gi+1,i+2×Gi+2Gi+2,i+3×
... :=
∏
i∈J Gi,i+1 ×Gi+1 Gi+1,i+2 =
∏
i∈J Gi,i+1/
∏
i∈J Gi.
Notice that the natural actions of the group Gi+1 on Gi,i+1 and Gi+1,i+2
is free for each i ∈ J .
We will callM(Ci)i∈J themoduli space of stability data compatible with
the stability data σ and the wheel of cones (Ci)i∈J .
Remark 2.7.7 In terms of the above-mentioned quadratic forms Q one
can say that in the rank two case for any quadratic form Q on ΓR of
signature (2, n−2) whose restriction to Ker(ZR)−{0} is strictly negative,
there exists of wheel of closed cones (Cj)j∈J such that {u ∈ ΓR|Q(u) > 0}
belongs to ∪j∈JC
∨
j .
Similarly to [KoSo3] one can show that the moduli space M(Ci)i∈J is an
affine scheme.
In the notation of the Proposition 2.7.6 we will denote the formal
scheme corresponding to an element g = (gi)i∈J ∈ G :=
∏
i∈J Gi,i+1
(cyclic product) by Xformg,(Ci)i∈J or simply X
form
g if it will not lead to a
confusion. If g and h give rise to the different points of M(Ci)i∈J then
Xformg is non-isomorphic to X
form
h . At the same time there might be
formal schemes containing the same wheel of projective lines F as the set
of closed points, but which are not of the type Xformg .
Recall Remark 5.2.8 from [KoSo3]. Adopted to our case of the Lie
algebra V ectΓ,k it says that if we have another admissible wheel of cones
(C′i)i∈J′ such that for any j ∈ J
′ there exists i ∈ J such that (C′j) ⊂ Ci
then there is a natural embedding M(Ci)i∈J → M(C′i)i∈J′ . At the level
of formal schemes Xformg such subdivisions of cones correspond to two
operations at the level of formal schemes (see loc.cit):
a) one makes a finite sequence of blow-ups of Xformg with centers at
some toric strata;
b) in the formal scheme resulting from the blow-ups in a) one chooses
a wheel of projective lines formed by 1-dimensional strata and takes the
completion along the wheel.
In this way one gets an inductive system with respect to the above
subdivisions (equivalently, operations a) and b) on formal toric varieties).
The following result gives an alternative description of the set of stability
data as in Subsection 2.3. It is also the analog of the Theorem 5.3.4 from
[KoSo3]. The proof is similar.
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Theorem 2.7.8 The set of all stability data of rank 2 on V ectΓ can be
identified with the inductive limit lim
−→
M(Ci)i∈J taken with respect to the
inductive structure on the wheels of cones given by the above-mentioned
subdivisions.
Finally let us describe the set of stability data of rank 1. We re-
mark that in the rank 1 case stability data give rise to a pair of elements
Al± ∈ Gl± corresponding to two admissible opposite rays l± ⊂ R
2. They
determine the stability data uniquely.
3 Analytic stability data
3.1 Analytic transformations
From now on we will assume that k = C unless we say otherwise.1
Let us denote by xγ , γ ∈ Γ the monomial function on the torus TΓ =
Hom(Γ,C∗), such that xγ(φ) = φ(γ) ∈ C∗. Clearly xγxµ = xγ+µ.
If C ⊂ ΓR is a strict convex cone then it gives rise to the completion
OC(TΓ) of the algebra of regular functions on TΓ. Namely OC(TΓ) con-
sists of series f =
∑
γ∈Γ∩C cγx
γ , cγ ∈ C. If φ ∈ TΓ then we have the
series f(φ) =
∑
γ∈Γ∩C cγx
γ(φ), which can be either convergent or not.
In case if the series has non-zero convergent radius for all φ we will call
f analytic. This property is equivalent to the exponential bound on the
coefficients cγ , i.e. there exists R > 0 such that |cγ | ≤ R
||γ||. Here || • ||
is any fixed norm on Γ.
Recall that given a graded Lie algebra g = ⊕γ∈Γgγ and a strict convex
cone C ⊂ ΓR with non-empty interior, we can construct a pronilpotent
group GC associated with the pronilpotent Lie algebra gC =
∏
γ∈Γ∩C gγ .
Definition 3.1.1 Let g ∈ GC . We say that g is analytic if g(x
γ) =
xγ(1 + ...) is analytic for all γ ∈ Γ
Proposition 3.1.2 It suffices to check the analyticity of g for g(xγ), γ ∈
C.
Proof. Notice that for any γ ∈ Γ we have: g(xγ) = xγ(1+
∑
µ∈Γ∩C cγµx
µ).
Since C has non-empty interior, we can find a basis γ1, ..., γn of Γ which
belongs to Γ ∩ C. If g(xγi) is analytic then for any γ =
∑
1≤i≤n aiγi we
have g(xγ) = g(xγ1)a1 ...g(xγn)an is analytic as the product of analytic
series. This proves the Proposition. 
Notice that the property to be analytic does not depend on the choice
of a basis in Γ, which can give different explicit formulas for the series
g(xγ)/xγ if written in coordinates. Thus the analyticity of g(xγ) can be
effectively verified by checking exponential bounds on coefficients of the
series in the RHS.
Remark 3.1.3 For each admissible open sector V the group GV contains
a subgroup GanV consisting of analytic elements. An element g ∈ GV
belongs to GanV iff there exists a closed strict convex cone C ∈ ΓR, Z(C) ⊂
1 The definition and some of the results below make sense also for K = C((t)), or an
algebraic extension of the latter.
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V and an element gC ∈ GC which is analytic, and which is mapped to g
under the natural map GC → lim−→C
GC = GV .
Notice that in the same way one can define Gan,oldV for the version of
GoldV from [KoSo1]. In all the above definitions the sector V in fact does
not have to be open, It can be closed or semiclosed.
3.2 Analyticity of factors: two-dimensional case
We are going to consider only rational central charges. Our aim is to
prove the following result.
Theorem 3.2.1 Suppose we are given stability data of rank 2 with ra-
tional central charge. If V is a closed rational admissible sector and
V = V1 ∪ V2 is its decomposition into the union of closed rational ad-
missible sectors with the common boundary ray l12, then G
an
V = G
an
V1
GanV2 .
In this subsection we consider the two-dimensional case only. We will
finish the proof in the next subsection.
In the two-dimensional case we may assume that Z = id, hence ratio-
nality condition is empty.
After several reductions the result will follow from its special case,
when V is the first quadrant {x ≥ 0, y ≥ 0}, and l12 = l is the diagonal
ray {x = y ≥ 0}. We order V1 := V+ and V2 := V− clockwise, i.e. V+ is
the subsector of V above l and V− is the one below l.
Let X = P1 × P1 be the toric surface and X̂ be its blow-up at the
points x+ = (0,∞) and x− = (∞, 0). The toric surface X̂ contains
six smooth components of the toric divisor: the exceptional divisors D±
corresponding to x±, as well as proper transforms Dx, Dy , D1, D2 of the
projective lines P1 × {0}, {0} × P1,P1 × {1}, {1} × P1 respectively. We
keep same notation for proper transforms. Let Ux ⊂ X̂ and Uy ⊂ X̂
denote formal neighborhoods of Dx and Dy respectively. Then the union
U = Ux ∪ Uy is a formal surface stratified by exceptional divisors D± old
divisors Dx, Dy and their intersection point (0, 0) = Dx ∩Dy .
The group element gV ∈ GV gives rise the formal automorphism of
Ux ∩Uy such that gV (x) = x(1+ ...), gV (y) = y(1+ ...). Hence we can use
gV in order to glue the new formal scheme U
new which is still stratified
by Dx, Dy , (0, 0), since gV preserves these strata. The formal scheme
Unew contains also strata D± (here we abuse notation for formal schemes
corresponding to algebraic divisors). Let V 0± = V±−l denote the semi-open
subsectors of V±. Then gV = gV 0+
glgV 0
−
. Furthermore gV+ = gV 0+
gl, gV− =
glgV 0
−
. Here gV± ∈ G
old
V±
.
Consider the groups Aut(Ux) and Aut(Uy) of automorphisms of formal
neighborhoods which preserves the induced toric stratifications by the
toric divisors in the neighborhood. There are homorphisms Aut(Ux) →
C∗ × C∗ and Aut(Uy) → C
∗ × C∗ which at the level of Lie algebras,
in coordinates, are projections to the Lie algebras spanned by the vector
fields x∂x, y∂y (at the level of groups this Lie algebra corresponds to the
group of dilations). Let Aut(1)(Ux) and Aut
(1)(Uy) denote the kernels of
the above homomorphisms of groups. We have similarly defined group
Aut(1)(U).
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Lemma 3.2.2 We have the following isomorphisms of groups
GoldV+ ≃ Aut
(1)(Uy), G
old
V− ≃ Aut
(1)(Ux).
Also, we have an isomorphism of groups Gl ≃ Aut
(1)(U). The latter
group is also isomorphic to the semidirect product Aut(D±)⋉H±, where
H± is the group of changing trivializations of the normal bundle to D±
(its Lie algebra can be called Atiyah algebra of the normal bundle).
Proof. Notice that elements of GoldV+ are exactly automorphisms pre-
serving the formal series
∑
n,k≥0 ankx
n(xy)k (up to dilations) and hence
are automorphisms of the stratified formal toric surface Uy. Similarly for
Ux. The result about Gl follows from these two observations. 
It follows that Unew is isomorphic to U as a stratified formal scheme.
Let us now consider family of hyperbolas Cǫ given by the equations
{xy = ǫ} ⊂ X, ǫ 6= 0. After the blow-up we obtain the corresponding
family of curves on X˜ , for which we will keep the same notation. Their
natural compactifications Cǫ are isomorphic to P
1. Then Cǫ intersects
D+ transversally at the point 0ǫ and D− at the point ∞ǫ. As ǫ → 0
the curves degenerate to Dx ∪ Dy . Furthermore the family of smooth
projective curves Cǫ gives rise to a versal deformation of Dx ∪Dy . Notice
that by construction the normal bundle to each curve is trivial. Same is
true for each of the divisors D±.
The group GV 0
±
is the group of changes of analytic coordinates which
preserves the trivialization of normal bundle to D±. Indeed, for, say
g ∈ GV 0+ we have g : x 7→ x(1 + r(x, y)), where r(x, y) is a series in
xiyj , i > j. The coordinates on the blow-up in the formal neighborhood of
D+ are (xy, y). Since r(x, y) does not have terms (xy)
i the automorphism
g preserve the trivialization of the normal bundle to D± which agrees with
the trivialization of the tangent bundle to Cǫ at 0ǫ = Cǫ ∩D+. Of course
similar considerations apply to D− and GV 0
−
but we don’t need them.
Choice of trivializations as above gives us the coordinates (ǫ, t), where
ǫ can be now interpreted as the formal coordinate along the formal divisor
D+, while t is the coordinate along the algebraic curve Cǫ ≃ P
1. It is
easy to see that these coordinates are defined up to a transformation from
the group Gl.
Now we are ready to finish the proof of our special case of the Theorem
3.2.1. If gV is analytic as a transformation on (x, y) then it follows that
the formal neighborhoods Unew is in fact a formalization of the analytic
neighborhood Unew,an of Dx ∪Dy . The formal family of curves Cǫ is in
fact an analytic family (this is a special case of Douady theorem). Thus
(ǫ, t) is an analytic coordinate system in Unew,an. Since GV+ consists of
changes of these analytic coordinates preserving the trivialization of the
normal bundle to D+, all g ∈ GV+ are in fact analytic transformations.
Similarly for GV− . In order to prove analyticity of the transformations of
g ∈ Gl we notice the following general result.
Lemma 3.2.3 If l is the boundary ray for the closed admissible sector
V+, then analyticity of gV+ implies analyticity of gl.
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Proof. Indeed, gl(x
γ) = xγ(1+...), where the dot terms have monomial
xµ, µ ∈ Γ∩C(l). But in the convergent series gV+(x
γ)/xγ the terms with
monomials xµ, µ ∈ Γ∩C(l) can come from gl only. This proves the Lemma
and the special case of the Theorem 3.2.1 in the case when V is the first
quadrant in R2. 
Let us return to the case of more general ray. Namely, consider the
case when V is the first quadrant as before, but l1 is the ray in V which
has the slope b/a for a pair of relatively prime positive integers. Notice
that if l1 bisects V+ or V− the analyticity can be deduced from the special
case b/a = 1 considered above. Indeed, choosing an integer basis γ1, γ2
in, say, V− such that γi, i = 1, 2 are primitive vectors (1, 1), (1, 0), we can
identify V− with the first quadrant and l with the bisecting ray. Now
we have two rays l, l1 in V with analyticity of gVi for each of the three
arising sectors Vi as well as gV . We can continue this process organizing
the slopes as elements of the Farey sequence. This gives the proof for
an arbitrary slope b/a. Furthermore, since any closed rational sector can
be identified with the first quadrant by choosing primitive basis of Z2
belonging to the boundary rays, the result holds for any such sector and
any rational ray dissecting it. This concludes the proof of the Theorem
3.2.1 in the case when rk Γ = 2. 
3.3 Higher-dimensional case
We will finish the proof of the Theorem 3.2.1 in this subsection. We start
with the general result.
Let Z : Γ → C be a central charge such that Z(Γ) = Z2, and C be
a closed rational strict convex cone C ⊂ ΓR such that ZR(C) = V is a
closed rational strict sector.
By choosing a primitive basis γ1, ..., γn of Γ we may assume that Γ =
Zn, the cone C is given by the inequalities xi ≥ 0, 1 ≤ i ≤ n. Let l ⊂ V
be a rational ray of the slope b/a with the vertex at 0. We denote by
V+ and V− the corresponding subsectors of V (see previous subsection)
and by π = Z−1(l) the rational cooriented hyperplane dissecting C into
two closed cones C± = Z
−1(V±). Since the central charge is rational, we
may assume that Z =
∑
1≤i≤n aixi, where ai ∈ Z. We may assume that
a1 > 0, a2 < 0. Let d = g.c.d.(a1, a2).
Proposition 3.3.1 Using transformations from Aut(Γ) we can bring Z
to the form ax1 − bx2, where a, b > 0 are integers.
Proof. If d = 1 then any ai, i ≥ 3 is an integer linear combination of a1
and a2 and hence can be made equal to zero. Otherwise we can make
all a≥3 non-negative integers strictly smaller than d. In particular ai <
a1, i ≥ 3. Hence by an integer change of variables we can replace a1 by
a′1 = a1 − a3 > 0 without changing all other ai’s. Thus we can make a1
smaller. Applying the above considerations to a′1, a2 we see that we can
make all 0 ≤ a≥3 < d smaller than any positive integer, hence equal to
zero. The Proposition is proved. 
Let us now finish the proof of Theorem 3.2.1.
Let ∆ be the formal disc in the subspace with coordinates x3, ..., xn
and Ŷ = X̂×∆, where X̂ is the toric surface from the previous subsection.
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If 0∆ is the center of ∆ then we have formal neighborhoods UDx = Dx×∆
and UDy = Dy×∆ of the projective linesDx×0∆ andDy×0∆ respectively.
Similarly UDx∪Dy = (Dx∪Dy)×∆ is the formal neighborhood of the (Dx∪
Dy)×0∆. All these formal neighborhoods are stratified by the toric strata
(toric divisors and their intersections). For each formal neighborhood U
we denote by V ectU the Lie algebra of vector fields which are tangent to
the toric strata with order of at least 1. Identifying a toric stratum with
the coordinate stratum given by the equations xi1 = ... = xik = 0 we see
that the vector fields tangent to it has the form
∑
j∈{i1,...,ik}
aj(x)xj∂xj ,
where aj(x) =
∑
m∈Zn>0
aj,mx
m are formal series.
Then we have a family of curves Cǫ × ∆ ⊂ Cǫ. This gives a versal
deformation in the formal neighborhoods of Cǫ × 0∆ and Cǫ × 0∆ re-
spectively. In other words the deformation theory of the 2-dimensional
case lifts trivially along the rest of the directions. Hence the factorization
result from the previous subsection says that the series gV±(x
γ)/xγ is tau-
tologically analytic in the variables x3, ..., xn and analytic in the variables
x1, x2. This concludes the proof. 
Corollary 3.3.2 Suppose in the Proposition 2.1.3 the boundary rays of
V and all rays li, 1 ≤ i ≤ k are rational and Z(Γ) = Z
2. If g ∈ GV is
analytic then the factors g
V+0
, gl1 ..., gV−
k
in the factorization formula are
also analytic.
Proof. We can replace V by a closed strict admissible rational subsector
V ′. Then the result follows from Theorem 3.2.1. 
3.4 Analytic stability data
The easiest way to define the notion of analytic stability data is to the
approach of Subsection 2.3.
Definition 3.4.1 Stability data σ ∈ Stab(V ectΓ) with the central charge
Z are called analytic if there exists an open cyclic cover (Vi)i∈J and a
representative (gVi)i∈J ∈
∏
i∈J GVi of σ such that all elements gVi are
analytic.
We denote by Staban(V ectΓ) the subset of analytic stability data. The
above Definition says that σ is analytic if there exists a representative of σ
such that all gVi belong to the corresponding subgroups G
an
Vi
. The above
definition covers stability data of all ranks. The following result gives a
description of rational analytic stability data.
Proposition 3.4.2 Let σ ∈ Stab(V ectΓ) be rational and li, i ∈ J be a
cyclically ordered finite collection of rational admissible rays such that any
consecutive pair li, li+1 bounds an open strict admissible sector Vi. Then
σ is analytic iff all AVi and all Ali are analytic.
Proof. The proof uses the Corollary 3.3.2 instead of 2.1.3. Otherwise it
is completely parallel to the proof of Proposition 2.3.4, where we replace
the groups GVi and GVi∩Vj by their analytic subgroups. 
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Remark 3.4.3 Assume that σ is rational. If σ admits a representative
consisting of analytic elements for an open rational cyclic cover (Vi)i∈J
then the same is true for any other rational cyclic cover (V ′i )i∈J . This
follows immediately from the definition of analyticity.
Conjecture 3.4.4 Stability data on V ectΓ are analytic iff for every ad-
missible sector V ⊂ R2 the corresponding group element AV ∈ GV is
analytic.
As we have seen this Conjecture holds for rational stability data.
3.5 Open and closed property of analytic stability
data
Here we will use the discussion of Subsection 2.5 in order to prove that
the subspace of analytic stability data is open and closed (and hence is a
disjoint union of connected components).
Proposition 3.5.1 For any analytic stability data there exists its open
neighborhood in the space Stab(V ectΓ) consisting of analytic stability data
only.
Proof. Let us fix a cyclic cover (Vi)i∈J such that the corresponding repre-
sentative elements gVi are analytic. Then there is an open neighborhood
consisting with stability data represented by the same collection (gVi)i∈J
and sufficiently closed central charges. By definition all these stability
data are analytic. 
Proposition 3.5.2 If σ ∈ Stab(V ectΓ) belongs to the closure of Stab
an(V ectΓ)
then it is analytic.
Proof. Since Staban(V ectΓ) is open the stability data σ with the central
charge Z is the limit of a sequence of rational analytic stability data σn
with the central charges Zn as n→∞. Let now Q be a non-zero quadratic
form such that Q ≥ 0 on Supp(σ) and Q is negative on Ker Z. Then for
all sufficiently large n ≥ n0 the form Q satisfies the same property for σn.
Let us choose a rational cyclic cover (V ′i )i∈J by four semiclosed quad-
rants in R2 with the origin 0 ∈ R2 and the right boundary ray removed
from each V ′i . We may assume by Proposition 3.4.2 (which holds for
semiclosed cyclic cover as well) that all corresponding elements A
(n)
Vi
are
analytic.
Let us choose n0 in such a way that Z(Z
−1
n (V i) ∩ {Q ≥ 0}). Here
V i denotes the corresponding closed quadrant. Each of the four closed
quadrants belongs to the interior of an open half-plane bounded by the
line orthogonal to the bisector of the quadrant. E.g. for the quadrant
{x ≥ 0, y ≥ 0} it is the open half-plane bounded by the line x+y = 0. Let
αi, i ∈ J be these cyclically ordered open half-planes. Then the collection
(A
(n0)
Vi
)i∈J of the elements of G
old,an
Vi
gives a representative of the rational
analytic stability data associated with an open cyclic cover (αi)i∈J . By
definition of the topology this collection gives a representative of stability
data σ associated with the open cyclic cover (αi)i∈J . Hence σ is analytic.

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3.6 Analytic stability data via analytic germs
We start with a general definition.
Definition 3.6.1 Let X̂Y be a formal scheme over C, which is obtained
by the completion of an algebraic variety X along a closed algebraic subset
Y . Then analytification of X̂Y is a pair consisting of an analytic germ
XanY at the closed subset Y and an isomorphism φ of the formal completion
of XanY along Y and X̂Y . Here we abuse notation and denote by Y both
algebraic and analytic closed sets.
In general the analytification is non-unique. E.g. taking Y = {pt}
and X̂Y = Spf(C[[z]]) we see that the analytifications form a set isomor-
phic to Aut(C[[z]])/Aut(C{z}). In general the isomorphism between two
analytifications is unique, hence they form a groupoid which is a set (no
automorphisms of points).
We will use the notation of Subsection 2.7 which are dual to the no-
tation in other sections. We consider stability data of rank 2. Let us fix
a wheel of rational closed cones C = (Ci)i∈J . An element g ∈ G (see
loc.cit.) gives rise to the formal scheme Xformg,(Ci)i∈J derived from (Ci)i∈J
and g ∈ G, called formal wheel. If we fix just C the set of formal schemes
of the type Xformg,(Ci)i∈J , g ∈ G is in bijection with the set of stability data
σ ∈ Stab(V ectΓ) such that Supp(σ) ⊂ ∪i∈JC
∨
i . If X
form
g,(Ci)i∈J
admits an-
alytification in the above sense, then the corresponding analytic germ at
the wheel of projective lines F will be called analytic wheel. The complete
proof of the following result will take too much space, so we give only
main steps. The interested reader can fill the details.
Theorem 3.6.2 Rational stability data σ of rank 2 bounded by the wheel
of rational closed cones C are analytic iff there exists g ∈ G correspond-
ing to σ such that the formal scheme Xform
g,(Ci)i∈J
admits analytification.
Moreover this analytification is unique.
Sketch of the proof. If σ is analytic then we take the collection AVi , i ∈
J with Vi = C
∨
i ∩ Z
∗(R2) as the representative g. Using analytic auto-
morphisms AV 0
i
, i ∈ J we can glue the desired analytic space.
Conversely, assume that there exists an analytification. We want to
prove that the stability data are analytic, i.e. the automorphisms AVi are
analytic. Here one uses the analytic coordinates coming from the two fam-
ilies of rational analytic curves as in the proof of the Theorem 3.2.1. The
difference with the latter is that we consider degenerating families of com-
pact rational curves in the neighborhood of a toric singularity. In order
to show that a particular AVi0 , i0 ∈ J is analytic we consider two families
of straight lines parallel to the boundary rays of Vi0 and “lift” them to
the above-mentioned two formal families of rational curves. By Douady
theorem the formal families of compact analytic curves are in fact analytic
families. Finally, we interpret the automorphism AV 0
i0
corresponding to
the interior V 0i0 ⊂ Vi0 as the change of these analytic coordinates pre-
serving the transversal algebraic divisors determined by the directions of
boundary rays for Vi0 .
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Uniqueness of analytification follows from the fact that having an ar-
bitrary analytification we interpret it as a result of gluing by analytic
automorphisms AV 0
i
. 
Recall the notions of decorated formal scheme and decorated formal
wheel. We have the corresponding notions in the analytic setting. Since
the group of automorphisms of the decorated formal wheel is trivial, the
corresponding decorated analytic wheel is defined canonically.
3.7 Stability data with gaps
Let us discuss analyticity for stability data with gaps. This is a general-
ization analytic stability data of rank 1.
Definition 3.7.1 We say that stability data of a graded Lie algebra g =
⊕γ∈Γgγ is the stability data with gaps if there is a disjoint union ⊔1≤i≤mVi
of closed strict sectors in R2 such that its complement is a disjoint union
of strict open sectors and such that for each γ ∈ Γ−{0} with a(γ) 6= 0 we
have: Z(γ) belongs to one of Vi’s.
For stability data with gaps we have AV = id provided V does not
intersect Vi’s. We consider this notion for the Lie algebra of vector fields
V ectΓ. The rank one case corresponds to m = 2, when we have only two
sectors V±. The situation with several gaps is in a sense similar to the
rank one case because of the following result.
Proposition 3.7.2 Stability data with gaps are analytic if and only if
each AVi(x
γ), γ ∈ C(Vi), 1 ≤ i ≤ m is a series which defines an analytic
germ at x = 0 (i.e. each element AVi is analytic).
Proof. If stability data are analytic then all AVi are analytic. Indeed
we can find a cyclic open cover by half-planes such that each half-plane
contains a single sector Vi.
Conversely, suppose we have stability data with rational central charge
and gaps and such that each AVi(x
γ) gives an analytic germ. Using
the construction with coordinate systems coming from immersed ratio-
nal curves as we did before we can prove analyticity of the corresponding
germ, since the only non-trivial gluing automorphisms are AVi , 1 ≤ i ≤ m.

3.8 Stability data with exponential bound
Let us fix a Euclidean norm | • | on ΓR = Γ ⊗R. Suppose that the Lie
algebra V ectΓ carries (as a graded vector space) a Banach norm, which
we denote by the same notation | • | (i.e. each graded component carries
such a norm) .
Definition 3.8.1 Stability data on V ectΓ are said to satisfy exponential
bound if there exist positive constants c1, c2 such that we have |a(γ)| ≤
c1e
c2|γ| for all γ ∈ Γ− {0}.
Exponential bound condition is equivalent to the following Uniform
Convergence Assumption (UCA for short) :∑
l⊂V
log(Al(x
γi))
xγi
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converges for each strict sector V and a choice of primitive generators
γi, 1 ≤ i ≤ n of C(V ) ∩ Γ.
Proposition 3.8.2 Under the Uniform Convergence Assumption the fol-
lowing holds: for any γ ∈ C(V ) ∩ Γ the element AV is analytic.
Proof. Indeed the UCA implies that the clockwise ordered product∏
l⊂V Al applied to x
γ is a convergent series for sufficiently small x. But
this product is equal to AV . 
Remark 3.8.3 a) The exponential bound is equivalent to the following
one: there exist c1, c2 as in the Definition such that
∑
γ∈C(l) |a(γ)| ≤
c1e
c2||γ|| for each ray l ∈ R2 and the corresponding strict convex cone
C(l) associated with l ( recall that the ray l is a strict sector in R2).
b) Notice that if the stability data on the Lie algebra g := V ectΓ are
analytic then the series
exp(
∑
γ∈Γ∩U
a(γ))(xµ) = xµ(1 + ...)
gives rise to an analytic germ at x = 0 for any monomial xµ. Here U is a
strict convex cone containing the support of our stability data. This gives
exponential bounds on the coefficients of the corresponding series in the
RHS.
c) Let l be an admissible ray in R2 and Al the corresponding element
of the group Gl. Then we can consider log(Al) either as an element of the
Lie algebra gl or as a linear operator on the vector space of monomials
xµ, Z(µ) ∈ l, as above. The exponential bound on stability data is not
equivalent to the property that log(Al)(x
µ) is convergent.
d) The set of stability data with exponential bound does not coincide
with the set of analytic stability data. On the other hand, assume that
Γ carries an integer skew-symmetric form and pick up a generic central
charge. Then the Lie algebra of Hamiltonan vector fields corresponding to
a rational ray is commutative. The UCA is equivalent to the exponential
bound on DT-invariants: |Ω(γ)| ≤ c|γ| for some c > 0.
Question 3.8.4 Consider rational stability data on V ectΓ. Is it true
that analyticity of the stability data is equivalent to the following property:
there are exponential bounds as above such that the constants c1, c2 can
be chosen in such a way that the corresponding inequalities hold with the
same c1, c2 for all γ ∈ C(V ) and all strict sectors V ⊂ R
2?
Proposition 3.8.5 Suppose we are given rational stability data on V ectΓ.
Then we have exponential bounds on |a(γ)| for γ ∈ C(l) for a strict convex
cone C(l) associated with a rational ray l.
Proof. Let us choose a decomposition R2 = ∪i∈IVi into the union of
the wheel of strict rational sectors Vi. Let us pick one of the sectors, say
Vi0 and cut it into three subsets by a rational ray l, i.e. Vi0 = V
+
i0
⊔l⊔V −i0 .
Then we haveAVi0 = AV+i0
AlAV−
i0
. If AVi0 is analytic then all three factors
in the RHS are also analytic. In particular, the map Al is analytic, hence
the exponential bound for a(γ) with γ ∈ C(l) holds. On the other hand
any rational ray belongs to some Vi. 
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Conjecture 3.8.6 The above Proposition holds for any, not necessarily
rational, central charge.
3.9 Examples of analytic stability data
There several geometrically defined stability data (more general, wall-
crossing structures) which are expected to be analytic and hence satisfy
the exponential bound.
1) Let C be a complex smooth projective curve, Σ ⊂ T ∗C be a
spectral curve (i.e. finite ramified cover of C), and X = XΣ be a non-
compact Calabi-Yau 3-fold associated with these data. It is expected that
semistable objects of the compact Fukaya category Fc(XΣ) bijectively
correspond to spectral networks on C. The central charge is Z(γ) =∫
γ
Ω3,0, γ ∈ Γ, where Ω3,0 is the holomorphic volume form, and Γ =
H3(XΣ,Z) = H1(Σ,Z). In this way we obtain stability data on the graded
Lie algebra of Hamilitonian vector fields acting on the Poisson torus TΓ. It
is expected that these stability data are analytic. This should come from
the exponential bounds on the growth of Donaldson-Thomas invariants
Ω(γ). One can generalize the story to the case of marked points.
Notice that although in the case of compact Calabi-Yau 3-fold X we
can define the stability data in a similar way, the corresponding stabil-
ity data are not expected to be exponential or analytic. In particular,
Ooguri-Strominger-Vafa conjecture predicts that the Donaldson-Thomas
invariants Ω(γ) grow as ec|γ|
2
.
Instead of the cotangent bundle T ∗C one can consider its “trigono-
metric” analog (C∗)2, and the corresponding spectral curve, Calabi-Yau
3-folds, etc. The estimates for Ω(γ) are not known. Nevertheless one can
hope for analytic stability data in this case as well.
2) More general source of analytic stability data and analytic wall-
crossing structures (the latter are not defined in the paper) is the theory
of complex integrable systems (see [KoSo7]). There, instead of a single
lattice Γ one has a local system with the generic fiber isomorphic to the
lattice Γ, which is the integer cohomology of the corresponding complex
torus (and hence it is symplectic). Calabi-Yau threefolds (more generally
and conjecturally, 3CY categories) give rise to complex integrable sys-
tems with fibers which are intermediate Jacobians of those 3-folds (resp.
categories). Let us consider the case of local Calabi-Yau threefolds. In
that case fibers are polarized abelian varieties. The base B of a com-
plex integrable system (or rather its open dense part Bsm parametrizing
non-degenerate tori) can be thought of as a middle-dimensional complex
submanifold in the space of stability data on the graded Lie algebra Γ. In
case if the complex symplectic form is exact, one has a family of homo-
morphisms Zb : Γb → C, b ∈ B
sm. In order to define the stability data
on a given gΓb it is necessary to have integers Ωb(γ), γ ∈ Γb. They are
also called Donaldson-Thomas invariants of the correspodning data (3CY
category, complex integrable system, etc.). We explained in the loc.cit.
how to construct (under certain assumptions) DT-invariants for complex
integrable systems. By construction they satisfy the WCF from [KoSo1].
For more details see [KoSo3]. Conjecturally arising wall-crossing struc-
23
tures satisfy the exponential bounds which are uniform. On the contrary,
non-polarized complex integrable systems arising from compact Calabi-
Yau threefolds should give wall-crossing structures which do not satisfy
the exponential bounds.
3) (Higgs bundles) This example is in a sense a special case of the
previous one. LetM = T ∗C where C is a smooth complex projective curve
of genus g. Let Σ ⊂M be a smooth spectral curve. Then the constructions
of the above two subsections have the following interpretation. Let π :
MHiggs → B be the Hitchin map, and AΣ = π
−1(Σ) be the abelian variety
over Σ ∈ B. We have a holomorphic family Connt of t-connections,
which coincides with MHiggs as t = 0. Let M
tot be the total space of
this family. Let us consider the blow-up BlAΣ(M
tot) := MtotAΣ . The
exceptional divisor is a Pg-bundle over AΣ. It contains as an open subset
a Cg-bundle over Σ. The latter is analytically isomorphic to (C∗)2g (rank
one local systems on Σ). Let us consider the analytic neighborhood M′
of this (C∗)2g in MtotAΣ . There is a natural map M
′ → Ct. Over formal
series C[[t]] the corresponding formal neighborhood can be trivialized by
a result of D. Arinkin. Conjecturally the analytic germ M′ together with
the above formal trivialization is isomorphic to X defined in the next
section and is an analytic germ corresponding to some analytic stability
data.
Furthermore, one can consider the “Betti side”, where MHiggs is re-
placed by the correspondingMBetti. There is a compactification ofMBetti
by log-divisors, and the analytic neighborhood of the boundary divisor is
isomorphic to the analytic neighborhood of a wheel of projective lines, as
explained previously. The corresponding analytic stability data should be
compared with those in Example 1.
4) (2d− 4d wall-crossing formulas)
Assume that the lattice Γ carries an integer skew-symmetric form.
Then we have the corresponding Poisson torus TΓ. Let us fix also m ≥ 1.
Consider the cross-product gΓ,m = O(TΓ)⋉Mat(m,O(TΓ)).
The fiber product structure is a corollary of a general construction of
g1 ⋉ g2 for Lie algebras gi, i = 1, 2 provided there is a homomorphism
of Lie algebras g1 → Der(g2). In our case we have a decomposition
O(TΓ) ≃ Der(O(TΓ))⊕Center, where Center means the Poisson center.
Then we have the action of the Lie algebra of derivatives on the matrix
elements. The cross-product is then analogous to the Atiyah algebra of a
vector bundle. Notice that there is an action of the torus (C∗)n × (C∗)m
on gΓ,m , which gives a grading on the latter.
In the end we have an embedding gΓ,m → V ect((C
∗)n+m). Then the
previous considerations which can be thought of as the case m = 0 can be
generalized. The resulting wall-crossing structure underlies the so-called
2d − 4d wall-crossing formulas. Our definition of analytic stability data
easily extends to this case.
5) Stability data arising from complexified Chern-Simons functional
are expected to be analytic. On the contrary, in the case of holomorphic
Chern-Simons functional for the compact Calabi-Yau 3-fold the stability
data are determined by the virtual number Ω(γ) of special Lagrangian sub-
manifolds. Thus it is essentially the same story as in the case of compact
Calabi-Yau 3-folds mentioned in Example 1. Hence the corresponding
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stability data are not expected to be analytic.
3.10 Non-archimedean stability data
Let now K be a non-archimedean field, i.e a field endowed with non-
trivial complete non-archimedean Banach norm. Then all the above re-
sults remain true. Proofs are basically the same, as long as we assume
a non-archimedean version of the Douady theorem. Construction of the
(n−1)-dimensional family of smooth projective curves is in a sense easier,
since we can lift the family of straight lines in R2−{0} to the correspond-
ing non-archimedean tube domains. The difference of the arising notion of
non-archimedean analytic stability data with the one of complex analytic
stability data is that the former notion is equivalent to the notion of sta-
bility data with exponential bound. We will discuss the details elsewhere.
3.11 Analytic wall-crossing structures
In this subsection in order to save space, we will heavily use the notation
of [KoSo3], Section 2.
According to [KoSo3] , Section 2.2 wall-crossing structures can be de-
fined as sections of certain sheaf of sets. Hence it suffices to consider
wall-crossing structures on an open subset U ⊂ Γ∗R. There a WCS is deter-
mined by a collection of elements gy1,y2 belonging to a certain pronilpotent
group GC associated with our graded Lie algebra g and a strict closed con-
vex cone C ⊂ ΓR. The points y1, y2 are assumed to be C-irrational in the
sense that they do not belong to the union of walls γ⊥, γ ∈ C ∩ (Γ−{0}).
The elements gy1,y2 satisfy some conditions. They include the cocycle
condition gy1,y2gy2,y3 = gy1,y3 as well as the condition that the adic limit
of gy1,y2 as long as y1, y2 approach the same generic point of the wall γ
⊥
belongs to the group GR>0·γ (see [KoSo3], Section 2 for details).
We extend the definition of gy1,y2 to the case when yi, i = 1, 2 are
arbitrary points of U −{0}, i.e. they can belong to walls. More precisely,
for each y 6= 0 we define its decoration ǫ as an element of the set {+,−}.
Informally decoration is responsible for the “direction of the infinitesimal
shift” of y.
For y 6= 0 let Ay be the set defined such as follows:
a) Ay = ∅ if y is C-irrational;
b) Ay = {γ ∈ C ∩ (Γ− {0})|y(γ) = 0} otherwise.
Then we define two open convex cones C±y ⊂ Γ
∗
R such that C
±
y = {y
′ ∈
Γ∗R −{0}| ± y
′(γ) > 0, γ ∈ Ay}. Notice that y belongs to the closures C
±
y
of both opposite cones.
For a pair of points yi 6= 0, i = 1, 2 and a choice of their decorations
ǫi, i = 1, 2 we will define an element g
ǫ1,ǫ2
y1,y2 ∈ GC as the limit in the
adic topology of the elements gy′1,y′2 such that y
′
i ∈ C
ǫi
y , i = 1, 2 are C-
irrational points which approach to the corresponding yi, i = 1, 2. The
new collection of elements still satisfy the cocyle condition. Notice that if
a point yi, i = 1, 2 is C-irrational then the element g
ǫ1,ǫ2
y1,y2 does not depend
on ǫi, i = 1, 2.
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Definition 3.11.1 Let g = V ectΓ. In the above notation we call the
wall-crossing structure analytic, if for all sufficiently close pairs of points
yi ∈ Γ
∨ ⊗Q− {0} endowed with arbitrary decorations ǫ1, ǫ2 the elements
gǫ1,ǫ2y1,y2 are analytic.
In other words the property of the wall-crossing structure to be analytic
can be checked on sufficiently close pairs of rational points in ΓR − {0}.
Suppose that we are given analytic stability data in the sense of Section
3. Assume that Z 6= 0. Then we have a linear map Z∗ : R2 → Γ∗R.
Recall (see [KoSo3]) that in this case we can define a WCS as a section
of a sheaf of sets in a neighborhood of Z∗(R2 − {0}). Then this WCS
is analytic iff the stability data are analytic. In order to see that one
observes that the above-described group elements gǫ1,ǫ2y1,y2 can be expressed
via the transformations AVi and Ali from the Proposition 3.4.2 for a
certain choice of rational rays li and rational central charges sufficiently
close to Z.
4 Analytic stability data and resurgence
Let c(t) =
∑
n≥0 cnt
n be a formal power series. Consider its Borel trans-
form (equivalently, Laplace transform along the ray) B(c) =
∑
n≥0
cn
n!
λn.
The series c is called resurgent if B(c) defines a germ of analytic function
at λ = 0 which admits endless analytic continuation. The latter means
that there is a countable subset S ⊂ C which is an inductive limit of finite
subsets SL such that B(c) can be analytically continued along any path in
C−SL of the length less or equal than L. This notion goes back to E´calle
(see [Ec]) and provides a useful tool for working with divergent series. We
will discuss below the relationship of resurgence series with the notion of
analytic stability data. Our main conjecture claims that the letter gives
rise to the former.
4.1 Introducing parameter to analytic stability
data
Given C-analytic stability data on V ectΓ we will construct a germ of
(n+ 1)-dimensional complex manifold X such that:
a) X ⊃ X0 := (C
∗)n and X is an analytic germ at X0.
b) Holomorphic map π : X → C which is submersion s.t. π|X0 = 0.
c) The formal completion X̂X0 is indentified with X0 × Spf(C[[t]]) in
such a way that π-pull-back of the standard coordinate on C is equal to
t ∈ O(X0 × Spf(C[[t]])).
But first let us recall the description of the set of stability data of rank
2 on V ectΓ given in Section 2.7. According to loc. cit. as long as we
fixed the central charge, this set can be identified with the quotient set
M(Ci)i∈J , where (Ci)i∈J is a compatible wheel of cones.
Suppose we are given analytic stability data σ with the central charge
Zσ. Let us discuss the construction of X . Consider the C∞ manifold
N0 := S
1
θ ×Hom(Γ,C
∗) and fix its diffeomorphism with S1 × (C∗)n. Let
p1 be the projection to the first factor. Then we can define a constructible
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sheaf of groups G on the circle S1θ (the subscript denotes the coordinate).
We may assume that we are given a wheel of cones (Cν)ν∈Ω in Γ
∗
R such that
V σν := Z
σ(C∨ν ) are strict admissible and they form a wheel. Let us choose
admissible rays ls, s ∈ Ω in such a way that for any sector Vs bounded by ls
and ls+1, an element γ ∈ C
∨
s and t ∈ Vs we have Re(Z
σ(γ)/t) > 0. Denote
the intersection of ls with the standard circle S
1 = {|t| = 1} by ps. Then
we have a stratification of S1 by points ps, s ∈ Ω and the complementary
arcs. Using the groups Golds and G
old
s,s+1 corresponding to Vs and Vs∩Vs+1
respectively we obtain the constructible sheaf of groups Gold on S1 such
that the stack at ps is G
old
s,s+1 while the stack at the adjacent to ps ( in the
clockwise order) arc is Gs. We have the natural maps G
old
s ← G
old
s,s+1 →
Golds+1 (specialization maps for the constructible sheaf). Then the quotient
set describing the set of stability data can be interpreted as an element of
H1(S1,Gold) (which is trivial). The corresponding analytic version can be
interpreted as H1(S1,Gan), where we use subgroups of analytic elements
Gans and G
an
s,s+1 in the definition of the sheaf of groups G
an.
Then we have the sheaf of groups p∗1(G
an) on N0. There is another
sheaf of groups H on N0 consisting of diffeomorphisms of the C
∞ germ at
N0 of the manifold N = S
1
θ × [0, ε]r × (C
∗)n (here ε > 0 is small) which
are equal to idN0 on N0 with all derivatives. We have a homomorphism
of sheaves of groups p∗1(G
an) → H. We should think of the pair (r, θ)
as of polar coordinates corresponding to the point t. We should think of
the circle S1θ as the oriented real blow-up (circle of directions) of Ct at
t = 0. Consider diffeomorphism of the torus over the point (r, θ) defined
by ψ(r,θ)(z
β) = e−Z(β)/re
iθ
zβ and similarly for zβ , which is the complex
conjugate monomial on the torus (C∗)n considered as a C∞ manifold.
Then we conjugate each AσVi with ψ(r,θ), considering each A
σ
Vi
as a map
of the space of monomials. Then we get a collection of diffeomorphisms
AσVi,(r,θ) whose fixed set of points is N0. Using these diffeomorphisms we
glue a new C∞ manifold Nnew with the boundary N0. Here are some
properties of Nnew :
a) It is a germ of C∞ manifold at N0, which is trivialized in the
formal neighborhood of N0. This follows from the exponential decay of
the function e−a/r, a > 0 as r → 0. Thus all diffeomorphisms are not only
equal to idN0 on N0 but the equality holds with all higher derivatives.
b) There is a complex structure on Nnew − N0 which continuously
extends to N0 = ∂N
new .
c) There is a germ of continuous map of the manifolds with boundary
Nnew → Ct which is holomorphic outside of the boundary. In coordinates
it is given by the projection (r, θ, z) 7→ t = reiθ.
Proposition 4.1.1 Consider the topological space obtained from Nnew by
contractions of all S1-orbits on N0 with respect to the natural action of S
1.
Then the resulting topological space carries a structure of C∞ manifold.
Proof. Consider the following subsheaf in the sheaf of functions on Nnew .
Its sections are smooth functions on Nnew −N0 which admit continuous
S1-invariant extension to N0, and which admit formal expansion as r → 0
(i.e. at N0) of the form
∑
m≥0 r
m∑
l≤m,l−m∈2Z cl,me
iθl. One can check
that after taking the quotient by S1-action this sheaf gives a sheaf of C∞
functions on the quotient topological space. 
27
Furthermore, one can see that the complex structure from b) descends
to the quotient by the S1-action. This gives us a germ of complex manifold
together with an analytic projection to the germ of complex line Ct at
t = 0.
4.2 Conjecture about the resurgence
In this subsection we are going to spell out the construction of the previous
subsection in a different way. This will allow us to formulate a general
conjecture which relates analytic stability data and resurgent series in the
parameter t mentioned above.
Let t denote the standard coordinate onR2 = C andC−{0} = ∪i∈JVi
be a cyclic cover by open half-planes. Choose a basis of monomials zγ ∈
O(T), where T = Hom(Γ,C∗). Let li denote the admissible open ray
perpendicular to the boundary line of Vi. Then for any β ∈ Γ such that
Z(β) ∈ li we have Re(
Z(β)
t
) > 0 as long as t belongs to the interior of Vi.
Also, we have a 1-parameter subgroup t 7→ e
−Z(β)
t of the torus T ≃ (C∗)n
associated with each β ∈ Γ.
Suppose we are given analytic stability data σ on V ectΓ. For each Vi we
can choose a representative gVi ∈ G
an
Vi
. By definition such a representative
is given by a collection of analytic elements gWi,ǫ for the inductive limit
as ǫ → 0 of closed strict admissible subsectors Wi,ǫ ⊂ Vi, i ∈ J such
that the left (resp. right) boundary rays of each Wi,ǫ forms the angle ǫ
with the left (resp. right) boundary ray of Vi. Then gWi,ǫ(z
γ) = zγ(1 +∑
β∈Z−1(Wi,ǫ)∩Γ
ciγβz
β) is a convergent series, because of the exponential
bounds on ciγβ .
Consider now the trivial analytic fiber bundle over C − {0} with the
fiber Tan. We modify this trivial bundle along all the rays li via the
analytic automorphism gi,t of T
an given at the level of monomials by the
formula
gi,t(z
γ) = zγ(1 +
∑
β∈Z−1(li)∩Γ
ciγβe
−
Z(β)
t zβ),
where t ∈ Vi. The series in the RHS converges by the assumption of
analyticity of σ.
In this way we obtain an analytic fiber bundle F(σ) over C − {0}.
Since the Taylor series expansion at t = 0 of all gi,t(z
γ) do not depend on
Vi, i ∈ J (in fact it is equal to z
γ), the bundle can be extended analytically
to t = 0. Moreover, it has a canonical trivialization over the formal
neighborhood of the fiber at t = 0 (which is Tan).
Conjecture 4.2.1 Fix γ ∈ Γ and denote by χγ : T → C
∗ the corre-
sponding character. Let s(t) be a germ at t = 0 of an analytic section
of F(σ). Then in the above-mentioned canonical formal trivialization the
Taylor series of χγ(s(t)) is resurgent. Same is true for the χγ(log(s(t)).
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4.3 E´calle-Voronin theory and analytic stability
data
In this subsection we discuss a non-trivial example in which the Conjecture
4.2.1 can be verified. More precisely, we are talking about resurgence of
series arising in the E´calle-Voronin theory (see e.g. Section 7 of [Mit Sau]).
Let us describe the corresponding analytic stability data.
Let Γ = Z, and the central charge Z : Γ→ C is given by Z(n) = 2πin.
Then the Lie algebra of vector fields on the torus TΓ = C
∗ with the
chosen coordinate z is V ectΓ = g = ⊕n∈Zgn, where gn = C · z
n(z∂z).
For strict admissible sectors V± containing ±iR>0 we defineA
±1
V±
: z 7→
z · exp(
∑
n≥1 a±nz
±n), where the series f± =
∑
n≥1 a±nz
±n converges as
|z|±1 belongs to a disc of sufficiently small radius. Then AV± give rise to
the analytic stability data.
For any t which belongs to a small sector containing iR>0 there is an
automorphism ψ+t : C
∗ → C∗ given by ψt(z) = e
−2πi/tz. We can twist
f+ using ψt such as follows:
ψt(f+) : z 7→ z · exp(
∑
n≥1
ane
−2πin/tzn).
For any t which belongs to a small sector containing the ray −iR>0
we define ψ−t (z) = e
2πi/tz. It gives the twist of f− such as follows:
ψt(f−) : z 7→ z · exp(
∑
n≥1
a−ne
2πin/tz−n).
Next we obtain via the gluing procedure described below a germ of
complex surface Z at C∗ together with the natural map p : Z → Ct=0,
where Ct=0 ⊂ Ct denotes the analytic germ of Ct at t = 0.
The surface Z is constructed such as follows. Let us consider two
subsets of the torus C∗ endowed with the coordinate z given by ∆ǫ =
{|z| > ǫ} and ∆−1ǫ = {|z| > ǫ
−1} such that f+ converges in the first disc,
while f− converges in the second one. In the plane Ct = R
2 consider
two open domains UL and UR defined such as follows. The domain UL
is obtained by removing from a small open disc |t| < δ the closed sector
π − θ ≤ Arg(t) ≤ π + θ, where θ is sufficiently close to π/2. Similarly we
define UR as the domain obtained by removing from the same small disc
the closed sector −θ ≤ Arg(t) ≤ θ with the same condition on θ. Then
UL ∩ UR is a disjoint union of the opposite sectors S+ ∪ S−. Consider
now the set of holomorphic maps zL : UL → C
∗
z and zR : UR → C
∗
z such
that zL(0) = zR(0) = 1. We can choose δ > 0 to be such small that
1 − ν < |zL| < 1 + ν for sufficiently small ν. Namely, we can satisfy the
condition |e−2πi/tzL| < ǫ if t ∈ S+ and |(e
−2πi/tzL)
−1| < ǫ if t ∈ S−. It
follows that the expressions f±(e
−2πi/tzL) are well-defined.
Now we treat the above pair (zL, zR) as a holomorphic section of the
projection p : Z → Ct over {|t| < δ} ⊂ C
∗
t provided on S± they satisfy
the relations
zR = zL · exp(f±(e
2π/tzL)).
This defines the germ Z which satisfies the desired properties. Clearly
Z carries a holomorphic foliation defined by the holomorphic vector field
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v = t2∂t. The image of a small disc (or a germ at t = 0) under the above
section is then endowed with the Poincar’e map P induced by the return
map for the foliation.
Notice as t → 0 in S+ ∪ S− (i.e. where both zL and zR are defined)
then the asymptotic expansions of both series coincide. Thus log(zL) and
log(zR) has Taylor expansion
∑
n≥0 cnt
n, where |cn| ≤ C
nn! for some
C > 0.
The data Φ = (f+, f−, zL, zR) are equivalent to those in the E´calle-
Voronin theory (see e.g. [MitSau]). We will formulate the relationship
between two types of data such as follows.
Theorem 4.3.1 Let us assign to the data Φ a germ g : Ct=0 → Ct=0
given by the Poincare´ map P , provided we take points in the image of the
section p : Z → Ct=0 sufficiently close to the circle |z| = 1. Then
a) g(t) = t+ t2 + ..., where dots denote higher terms;
b) the above assignment is a bijection with the set of germs of the form
a);
c) keeping f± fixed but changing (zL, zR) is equivalent to the conjuga-
tion g 7→ hgh−1, where h is a germ of the automorphism of Ct=0 of the
form h(t) = t+ ..., where dots denote higher order terms.
d) consider Taylor expansions of log(zL) and log(zR) at t = 0 which in
fact coincide and have the form t+
∑
n≥2 cnt
n. Then this series transforms
g to the normal form over formal series. More precisely, let w = w(t) =
t · exp(
∑
n≥2(cnt
n)). Then g(w(t)) = w(t)
1−w(t)
.
Resurgence of the series
∑
n cnt
n follows from E´calle-Voronin theory
(see loc.cit.)
Let us comment on the Theorem 4.3.1.
First we make the substitution x = 1/t and consider the corresponding
disc ∆−1δ = {δ
−1 < |x| < ∞} about x = ∞. Let us cover ∆−1δ by the
union of two open domainsWL and WR which “looks” as complements to
the interior of parabolas on the plane. This means that WL = {(u, v)|u >
v2 + r} and WR = {(u, v)|u < v
2 − r} for an appropriately chosen r > 0.
Here x = u+ iv. Notice that WL ∩WR = J+ ⊔ J− similarly to the story
with UL and UR discussed above.
It is known that the classification of the changes of coordinates trans-
forming our automorphism to the standard form t 7→ t + t2 is controlled
by a pair of holomorphic germs (see [MitSau]). In the variable x the
normal form is x 7→ x + 1. We can always transform the germ of an
analytic map at x = ∞ to this normal form over formal series in 1/x.
Analytic transformation depends on a pair of convergent series, which we
will identify below with f±(1/x). This can be seen such as follows. Let
yL(x) = x+
1
2πi
log(zL(1/x)), yR(x) = x+
1
2πi
log(zR(1/x)), be the analytic
functions defined in WL and WR respectively (for them to be well-defined
we choose an appropriate r. Then the above formulas connecting zL and
zR on S+ ⊔ S− lead to the following connection formulas for yR and yL:
(yR − yL)(x) =
1
2πi
(f±(e
2πiyL(x)), x ∈ J±.
Consider now the transformation T : yL 7→ yL+1, yR 7→ yR+1. Notice
that it is well-defined on J+ ⊔ J−, since if yL 7→ yL +1 then yR 7→ yR +1
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by the above connection formulas. Returning to the variable x we see
that T (x) = x+ 1 +
∑
n≥1
bn
xn
, where the series converges in ∆−1δ . As we
have seen above, transforming T (x) to its normal form depends on two
convergent series f±. Furthermore, the common formal expansion of zL
and zR as t→ 0 should be a resurgent series by the Conjecture 4.2.1. This
agrees with the E´calle-Voronin theory.
Remark 4.3.2 The geometry underlying above considerations is the one
of a complex surface endowed with a complex one-dimension foliation.
It is given by the vector field v = t2∂t + 2πi∂z in the coordinates (t, z)
on the total space of the trivial C∗z bundles over the domains UL and
UR. This vector field is preserved under the gluing formulas, hence it
gives a complex foliation on the total space of the corresponding surface.
The automorphism T arises after a choice of a curve transversal to the
foliation. Then it becomes the Poincare` return map.
This remark gives a hint to a higher-dimensional generalization of the
above story. The fiber of the trivial bundle over the domains in C∗t will be
TΓ = Hom(Γ,C
∗) ≃ (C∗)n. The vector field defining the foliation can be
chosen as v = t2∂t+
∑
1≤i≤n zi∂zi , where rk Γ = n and zi = Z(ei) are the
coordinate functions on TΓ. Here Z is the central charge and e1, ..., en is
a chosen basis of Γ. The automorphism generalizing T will be the return
map after a choice of a hypersurface transversal to the foliation.
5 Final remarks: more examples and other
classes of stability data
5.1 Holomorphic Floer Theory and Voros resur-
gence for WKB expansions
Let (M,ω2,0) be a complex algebraic symplectic manifold, L ⊂ M a
smooth closed algebraic Lagrangian subvariety with a chosen spin struc-
ture (i.e. a choice of K
1/2
L ). We assume that M and L “behave well at
infinity”.2
Let Γ := H2(M,L,Z) and Z : Γ → C be a homomorphism (central
charge) given by Z(γ) =
∫
γ
ω2,0. Let T denote the torus of characters
Hom(Γ,C∗). The torus T has an interpretation in terms of the Fukaya
category F(M,Re(ω2,0) + iB), where B = Im(ω2,0) is the B-field.3
The stability data on V ectΓ are determined by the Stokes automor-
phisms defined in terms of the virtual number of pseudo-holomorphic discs
with the boundary on L. More precisely, there are Stokes rays with cor-
responding non-trivial automorphisms gθ := gStokes of T. Stokes rays
are defined by the condition θ = Arg(Z(β)) for some non-trivial β ∈
H2(M,L,Z). This is the situation when there is a pseudo-holomorphic
disc (for a generic compatible with Re(ω2,0) almost complex structure on
2This means that pseudoholomorphic discs for some almost complex structure compatible
with Re(ω2,0) which have boundary on L belong to a compact subset of M .
3As the first approximation it parametrizes rank one complex local systems ρ on L. More
precisely T parametrizes deformations of the Fukaya category together with the pair (L, ρ),
modulo the action on this category of the group Hom(H1(M,Z),C∗) = H1(M,C∗).
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M) with the boundary on L. For a wheel of admissible sectors Vi, i ∈ I
existence of convex cones C(Vi) satisfying the Support Property follows
from the Gromov-type estimate for the area of a disc with the class β
in terms of the length of its boundary. Let us assume uniform estimates
|ciγβ | ≤ e
−const |β| for the coefficients of the Stokes automorphisms gStokes.
Under this assumption the Conjecture 4.2.1 holds. This amounts to the
resurgence properties of Gromov-Witten series for complex algebraic sym-
plectic manifolds.
Let M = T ∗C be the cotangent bundle of a complex projective curve
C, and L ⊂ M to be the union of a fixed cotangent fiber T ∗x0C and a
smooth spectral curve Σ ⊂M . We can apply the above considerations to
this case. 4 Then the above-described stability data control the resurgence
properties of the WKB expansion in the Planck constant t = ~ of the
value of the wave function ψ at x0 ∈ C of the ordinary linear differential
equation with the small parameter ~ and the spectral curve Σ (Voros
resurgence). An example is given by the wave function of the Schro¨dinger
operator P = −(~∂x)
2 + V (x) where V (x) is a polynomial. The Stokes
automorphisms can be written in terms of the so-called Voros symbols.
They have been known since 90’s (see e.g. [DelPh] or [IwNak] for a more
recent exposition). Our geometric considerations provide an alternative
point of view on the subject.
Notice that if we allow x0 vary then we will have more walls and the
corresponding wall-crossing structure is related to 2d − 4d wall-crossing
formulas described in Section 3.9. The general idea which relates the
above geometry to differential equations (or, better, bundles with flat
connections) is to consider Hom(Σ, T ∗xC), x ∈ C in the Fukaya category
of T ∗C (treated as C∞ 4-dimensional symplectic manifold). Since Floer
homology are invariant with respect to Hamiltonian deformations, the
family of these vector spaces gives rise to a bundle with connection on C
via the Riemann-Hilbert correspondence.
5.2 Resurgence of exponential integrals
Let X be a Ka¨hler manifold of complex dimension n. The Ka¨hler form
gives rise to the Ka¨hler metric and the symplectic form. Assume that X
carries a holomorphic volume form (i.e. it is Calabi-Yau).5
We are interested in the exponential integral IC(t) =
∫
C
ef/tvol where
f is a given holomorphic function with Morse critical points x1, .., xn, and
C is an integration cycle.
It is easy to see that IC(t) is an integer linear combination of the
integrals over the cycles thi,θ+π called Lefschetz thimbles thi,θ+π, where
θ = Arg(t). Each thj,θ+π is the union of gradient lines with respect to
the Ka¨hler metric of the function Re(e−iθf) = Re(f/t) outcoming from
the critical point xj ∈ X. Let S = {zi = f(xi), 1 ≤ i ≤ k} be the set of
critical values of f . Then f(thi,θ+π) is the ray in the t-plane R
2 with the
vertex zi and the direction θ + π.
4The fact that L is not smooth does not create problems as long as Σ has only Morse
ramification points.
5In some of the following considerations it suffices to fix any holomorphic top degree form
on X.
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Assume that elements of the set of critical values S are in generic
position in the sense that no straight line contains three points from S.
A Stokes ray contains two different critical values which we order by their
proximity to the vertex.
Thus we have a collection of exponential integrals for all t ∈ C∗ which
do not belong to Stokes rays:
Ii(t) =
∫
thi,θ+π
ef/tvol.
It is easy to see that if we cross a Stokes ray sij := sθij containing
critical values zi, zj , i < j, then the integral Ii(t) changes such as follows:
Ii(t) 7→ Ii(t) + nijIj(t),
where nij ∈ Z is the number of gradient trajectories of the function
Re(ei(Arg(zi−zj))f) joining critical points xi and xj .
Let us modify the exponential integrals such as follows:
Imodi (t) :=
(
1
2πt
)n/2
e−zi/tIi(t).
Then as t → 0 the stationary phase expansion of Ii(t) gives rise to a
formal series for Imodi (t) which we denote by ci,0 + ci,1t + .... ∈ C[[t]],
where ci,0 6= 0. The jump of the modified exponential integral across the
Stokes ray sij is given by
Imodi 7→ I
mod
i + nijI
mod
j (t)e
−(zi−zj)/t.
We define the analytic stability data such as follows. Let Γ = Zk, k =
|S|, and Z : Γ → C given by the formula Z(ei) = zi, where (ei)1≤i≤k is
the standard basis of Γ. With each Stokes ray sij we associate the au-
tomorphisms of the torus TΓ = Hom(Γ,C
∗) with coordinates (x1, ..., xk)
given by the formula
Asij : xi 7→ xi(1 + nijx
γij ),
where γij = ej − ei. Notice that x
γij = xjx
−1
i . Hence the above formula
for the jump of Imodi corresponds to the formula
xi 7→ xi(1 + nije
−Z(γij)/txγij ).
The Conjecture 4.2.1 predicts that the series Imodi (t) are resurgent. This
is a well-known fact, which gives one more confirmation of the Conjecture.
More explicitly, the vector I
mod
(t) = (Imod1 (t), ..., I
mod
k (t)), satisfies
the Riemann-Hilbert problem on C with known jumps across the Stokes
rays and known asymptotic expansion as t → 0. We will discuss the
Riemann-Hilbert problem in the next subsection.
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5.2.1 Discussion of the Riemann-Hilbert problem
The Riemann-Hilbert problem mentioned above is of the following sort:
for a sequence ofCk-valued functions6 Ψ1(t), ...,Ψk(t) onC
∗−∪i,j(Stokes rays sij)
each of which has a formal power asymptotic expansion in C[[t]] as t→ 0,
and which satisfy the following jumping conditions along the Stokes rays
sij :
Ψj 7→ Ψj ,
Ψi 7→ Ψi + nije
−
zi−zj
t Ψj .
This collection (Ψi)1≤i≤k gives rise to a holomorphic vector bundle as
explained in Section 4.2. Let us introduce coordinates Ψij of each Ψi, i.e.
Ψi(t) = (Ψij(t))1≤j≤k.
For any given R > 0 there is an explicit formula for Ψij(t) which gives
absolutely convergent series in the disc |t| < R (see [GaMoNe1], formula
(C.12)):
Ψij(t) = δij+
+
∑
s≥1
i=i0 6=i1 6=i2 6=... 6=is=j
ni0i1 ...nis−1is
(2πi)s
·
∫
dt1...dts
e
zi1
−zi0
t1 ...e
zis
−zis−1
ts
(t1 − t2)...(ts−1 − ts)(ts − t)
,
where integration is taken over the parts of rays tl ∈ R>0 · (zil − zil−1)
given by the conditions |tl| < R for all 1 ≤ l ≤ s.
Remark 5.2.1 Convergence of each integral follows from the rapid decay
of exponential functions on the corresponding rays. Indeed let mini|zi −
zi+1| := A. Then the integral is bounded by C1e
−sA/R for some positive
constant C1.
Convergence of the infinite sum is not automatic. It follows from the
assumption that there are finitely many critical points of f . Then nij ≤ C
for some C > 0. Therefore the product of nij ’s for each summand is
less or equal than Cs. Taking R to be sufficiently small we can make
each summand of the series smaller than e−C2s for some C2 > 0. This
guarantees the convergence. The finiteness condition does not hold in the
infinite-dimensional case.
The collection of functions Ψij(t) can be combined into a GL(k,C)-
valued function M(t), which is holomorphic in each Stokes sector and has
there a well-defined limit limt→0M(t) = id. It follows that the jumps
of M(t) over Stokes rays are given by integer upper-triangular matri-
ces with 1 on the main diagonal and the ij-th matrix element equal to
nije
−(zi−zj)/t.
Then the vectorM−1(t)(I(t)) does not jump across Stokes rays. Hence
it gives rise to a Ck-valued holomorphic function in the dics |t| < R. No-
tice that the formal (as t→ 0) asymptoticsMform belongs toGL(k,C[[t]]),
while the formal asymptotics Iform belongs to C
k[[t]]. Both asymptotics
can be computed by means of perturbation theory. The above discussion
6Here k is the rank of the relative Betti cohomology, which is under our assumptions is
equal to the cardinality |S| = k.
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implies that Jform = M
−1
form(Iform) has non-zero radius of convergence.
Equivalently, we can formulate the result of the above discussion in the
following way.
Proposition 5.2.2 I(t) = M(t)(Jform(t)), where M(t) depends on the
set S and integer numbers nij only, and Jform(t) is a C
k-valued formal
power series in t, which is convergent in some disc. Its coefficients can be
computed by formal procedure, which does not depend on the function f .
Remark 5.2.3 We hope that a similar result about the resurgence holds
in Quantum Field Theory in which the coupling constants are not renor-
malized, with exponential integrals being replaced by Feynman integrals.7
Then Iform can be computed by Feynman rules in a pure formal way. We
claim that after applying some infinite rank operator to it, we obtain a
convergent in the coupling constants series.
5.3 Other classes of stability data
There are several interesting classes of stability data on V ectΓ. Let us
mention some of them:
A) Polynomial stability data;
B) Rational stability data;
C) Algebraic stability data;
And we add to the list the class discussed in this paper:
D) Analytic stability data.
Definitions and tools for study these classes rely on the geometric in-
terpretation of stability data presented in [KoSo3] and Section 2 above.
We will not discuss the details in this paper, which is exclusively devoted
to the class D. We just list some facts leaving the details for future pub-
lications:
i) There are natural embeddings A ⊂ B ⊂ C ⊂ D.
ii) In order to define classes A- C one uses non-archimedean geometry.
Namely, with generic stability data on V ectΓ and an additional choice
of the wheel of cones, one can associate a geometric object which is a
non-archimedean analytic space over a valuation field K. 8 In the case
when K = C((T )) this K-analytic space is a generic fiber of the formal
scheme over C. The formal scheme is a formal neighborhood of a closed
subset which is a wheel (or chain) of projective lines in a toric manifold
as discussed in this paper. The corresponding analytic space contains
a subset Z∗(R2 − {0}). We need only a germ of the non-archimedean
analytic space at this locally closed subset. This germ does not depend
on the wheel of cones.
iii) The classes A-C are defined in terms of the field of meromor-
phic functions on this K-analytic germ. They enjoy interesting properties
which do not hold for more general analytic stability data. For example,
main reason for introducing the class C is the theorem which says that if
the central charge is rational then the series AV (x
γ) are algebraic. The
7Examples are given by Quantum Mechanics, Chern-Simons theory in 3d, or N = 4 Super
Yang-Mills.
8We utilize V. Berkovich approach to non-archimedean geometry, see[Be].
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subclass B ⊂ C is singled out by the property that the field of meromor-
phic functions on the natural Z-covering of the K-analytic germ has the
transcendence degree equal to n = rk Γ.
iv) Most of the examples of analytic stability data coming from “real
life” are rational or even polynomial. Here are few of them:
1) Wild character varieties for local systems on complex curves give rise
to open subsets in the non-archimedean spaces arising from polynomial
stability data.
2) Class P of quivers (see [KoSo1], Section 8) and some of its general-
izations (see [Lad]) is related to rational stability data.
3) Conjecturally any canonical transformation (a.k.a DT-transformation
with canonical initial data, see [KoSo3], Section 3.3, [GrHaKeKo]) is ra-
tional.
4) Stability data with gaps on V ectΓ such that each AVi (see loc.cit.)
is given by the rational map on monomials xµ, µ ∈ Γ is rational.
v) Open and closed properties:
1) The space of of polynomial stability data is open and closed in
Stab(V ectΓ).
2) The spaces of rational and algebraic stability data are open and
closed in Stab(V ectΓ) provided a certain Convexity Conjecture is sat-
isfied. The latter roughly says that meromorphic function on the non-
archimedean tube domain over an open set extends to a one over the
convex hull of the set.
6 Appendix: proof of the Theorem 2.3.4
Below we are going to develop a purely combinatorial formalism of cyclic
covers from Section 2. This will allow us to prove independence of certain
quotient sets of the combinatorial version of the cyclic covers. Then we
explain how to reduce the geometric set up of the Theorem 2.3.4 to the
combinatorial one.
6.1 Combinatorial reformulation of open cyclic
covers
Definition 6.1.1 A cyclic ordered set (a.k.a a cyclic set) is as non-empty
finite set endowed with the transitive action of group Z (denoted by s 7→
s+ 1).
For any cyclic set S we define the the dual set S∨ as the set of “holes”
between consecutive elements of S (i.e. ordered pairs (i, i+ 1) for i ∈ S).
The disjoint union S ⊔ S∨ is again naturally cyclically ordered:
. . . i (i, i+ 1) i+ 1 (i+ 1, i+ 2) i+ 2 . . .
In what follows we will draw elements of S as •, and elements of S∨ as −.
Definition 6.1.2 For a cyclic set S denote by Int(S) (intervals in S) the
set of nonempty subsets of S ⊔ S∨ of type
− − • − − • − • − . . .
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If S has k elements, then Int(S) has k2 elements. Each interval I
contains exactly a elements of S and (a + 1) elements of S∨ for some
integer a, 0 ≤ a ≤ k−1, called the length of I . The set Int(S) is partially
ordered (by inclusion), and is endowed with a partially defined associative
multiplication
AB = C for intervals A,B,C ∈ Int(S)
iff the last hole in Ais equal to the first hole in B, and C = A ∪B
An ordered pair (A,B) of intervals such that AB is well-defined, is called
an adjacent pair:
A = − • − • −
B = − • − • − • − •−
AB = − • − • − • − • − • − •−
From now we will fix a “base” cyclic set H .
Definition 6.1.3 An ordered pair of intervals (I1, I2) ∈ Int(H)×Int(H)
is called linked if there exist (automatically unique) intervals A,B,C such
that the interval ABC ∈ Int(H) is defined, and
I1 = AB, I2 = BC (1)
Here is the picture:
I1 = − • − • − • − • −
I2 = − • − • − • − • − •−
with length(A) = 1, length(B) = 3, length(C) = 2. Obviously, an
ordered pair (I1, I2) is adjacent iff it is linked and B = I1 ∩ I2 has length
0.
Definition 6.1.4 A combinatorial cyclic cover of H is a collection of
intervals (Is)s∈S labeled by (another) cyclic set S (in other words, a map
S → Int(H)), such that
∀s ∈ S : (Is, Is+1) is linked
and such that the map
(⊔s∈S(Is − Is−1)) ∩H → H
is a bijection (informally, this means that the cover is “of degree 1”). A
disjoint cover of H is a combinatorial cyclic cover (Is)s∈S such that
∀s ∈ S : (Is, Is+1) are adjacent
The simplest example of a disjoint cover is the canonical cover ({−i−})i∈H
by intervals of length 1.
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Remark 6.1.5 We use here the adjective “combinatorial” in order to
distinguish between cyclic covers of geometric origin from Section 2 and
cyclic covers introduced in this Appendix. In fact both notion agree.
Definition 6.1.6 A factorizable system of groups is a subset SmallInt ⊂
Int(H) containing all intervals of lengths 0 and 1, and all subintervals of
I for any I ∈ SmallInt, and a functor
(SmallInt,⊂)→ Groups
(written as I 7→ GI , so we have a group morphism
(I1 ⊂ I2)∗ : GI1 → GI2
for every ordered pair I1 ⊂ I2 ∈ SmallInt), such that for any
A,B,C ∈ SmallInt,AB = C
we have
GA×GB → GC , (gA, gB) 7→ (A ⊂ C)∗(gA)·GC (B ⊂ C)∗(gB) is a bijection of sets.
Elements of SmallInt are called small intervals, hence the notation.
This definition implies that GI = {id} for any interval of length 0, and
for any I = −i1− i2− · · ·− ik− ∈ SmallInt we have a canonical bijection
(and not a group homomorphism)
isoI : Gi1 × · · · ×Gik
∼ as a set
−−−−−−−→ GI , Gi := G{i} ∀i ∈ H .
Definition 6.1.7 For any combinatorial cyclic cover κ = (Is)s∈S we de-
fine the set Xκ as
· · · ×GIs−1∩Is GIs ×GIs∩Is+1 GIs+1 ×GIs+1∩Is+2 . . .
Let G =
∏
i∈H Gi. Our goal is to construct for any combinatorial
cyclic covers κ a canonical bijection
isoκ : G ≃ Xκ
First of all, we define isoκ for any disjoint combinatorial cyclic cover
κ. Indeed, if κ = (Is)s∈S is disjoint then all the groups GIs∩Is+1 are
trivial, therefore Xκ is canonically identified with the product
∏
s∈S GIs .
Each individual factor GIs , where
Is = −i1,s − i2,s − · · · − iks,s− ,
is canonically identified by iso−1I with the product
∏ks
j=1Gij,s . Combining
all these isomorphisms we obtain the bijection isoκ .
In order to define isoκ for an arbitrary combinatorial cyclic cover, we
proceed as follows. First, pick a disjoint cover κ′ = (Js)s∈S labeled by
the same cyclic set S of indices, and such that Js ⊂ Is for any s ∈ S. We
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call κ′ a disjoint subcover of κ. Then, by functoriality of the assignement
I  GI , we have canonical morphisms of groups
GJs → GIs , GJs∩Js+1 → GIs∩Is+1 ∀s ∈ S ,
hence a map
f
κ,κ′ : Xκ′ → Xκ .
Combining this map with the bijection iso
κ
′ defined as above, we obtain
a map
ϕ
κ,κ′ : G→ Xκ .
The construction of the canonical isomorphism isoκ is based on the
following result.
Theorem 6.1.8 1) For any combinatorial cyclic cover κ there exists a
disjoint subcover κ′ as above.
2) The map ϕ
κ,κ′ : G → Xκ does not depend on the choice of a
disjoint subcover κ′ (hence we can define ϕκ as ϕκ,κ′ for arbitrary disjoint
subcover κ′).
3) The map ϕκ is a bijection.
Assuming the theorem, we define the isomorphism isoκ := ϕκ .
Proof. Statement 1) follows from the fact that
κ
min := (Jmins )s∈S, J
min
s := (Is − Is+1) ⊔ {the first hole in Is+1}
is a disjoint subcover of κ.
In order to prove independence of ϕ
κ,κ′ of the choice of a disjoint
subcover κ′ of κ, we observe the following. If a disjoint subcover κ′ =
(Js)s∈S is not equal to κ
min, then there exists i0 ∈ H and s0 ∈ S such
that
i0 ∈ Js0 , (i0 + 1) ∈ Js0+1, i0 ∈ Is0+1
then we can form another disjoint subcover κ˜′ = (J˜s)s∈S of κ, by swapping
i0 ∈ H from term s0 to term (s0 + 1):
J˜s0 := Js0−{i0,−}, J˜s0+1 := {−, i0}⊔Js0+1, J˜s := Js for s 6= s0, s0+1 .
Here is the picture:
Js0 = − • − •−
i0
• −
Js0+1 = −
i0+1
• − • − • −
gives rise to
J˜s0 = − • − • −
J˜s0+1 = −
i0
• −
i0+1
• − • − • −
It follows immediately from the factorization property that
ϕ
κ,κ′ = ϕκ,κ˜′ .
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By making modifications κ′  κ˜′ we reach the final state in which no
more modification as above is possible, i.e. when we reach κmin.
Now, after the proving first two statements, we know that ϕκ is well-
defined for any combinatorial cyclic cover κ. In order to prove the third
statement (which is the most cumbersome to prove), we will construct
a chain of modifications of combinatorial cyclic covers such that at each
step we do not change the set Xκ (i.e. the new quotient set is canonically
identified with the previous one), and also we do not change the map ϕκ
(after making this identification). The final state is a disjoint cover, which
implies the bijectivity of ϕκ .
Step 1: we eliminate repeating intervals. If Is = Is+1 for some s ∈ S,
we remove one of repeating copies without changing the corresponding
quotient set. Denote I := Is = Is+1. We make the modification
κ = . . . Is−1, I, I, Is+2 · · · κ˜ = . . . Is−1, I, Is+2 . . . , Xκ
?
= Xκ˜ .
Indeed, we have
. . . ×
GIs−1∩I
GI ×
GI
GI ×
GI∩Is+2
· · ·
canonically
≃ . . . ×
GIs−1∩I
GI ×
GI∩Is+2
. . .
Step 2: we eliminate intervals of length 0. If Is = {−} has length 0,
then the pair (Is−1, Is+1) is linked, and we make the modification
κ = . . . Is−1, Is, Is+1 · · · κ˜ = . . . Is−1, Is+1 . . . .
Step 3: we eliminate consecutive pairs (Is, Is+1) such that Is 6⊂ Is+1
and Is 6⊃ Is+1. Indeed, if it is the case then Is ∩ Is+1 6= Is, Is+1. The
modification is
κ = . . . Is, Is+1 · · · κ˜ = . . . Is, Is ∩ Is+1, Is+1 . . . , Xκ
?
= Xκ˜ ,
or, writing Is = AB, Is+1 = BC as in (1),
. . . AB,BC · · · . . . AB,B,BC . . .
This follows from the fact that GAB ×
GB
GBC as the set with GAB ×G
op
BC -
action, coincides with GAB ×
GB
GB ×
GB
GBC .
From now one we assume that for each s ∈ S we have either
(Is, Is+1) = (A,AB) or (Is, Is+1) = (AB,B) for some A,B .
Step 4: we eliminate consecutive inclusions in the same direction
. . . A,AB,ABC · · · . . . A,ABC . . . , or
. . . ABC,BC,C · · · . . . ABC,C . . .
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Here we use
GA ×
GA
GAB ×
GAB
GABC = GA ×
GA
GABC ,
GABC ×
GBC
GBC ×
GC
GC = GABC ×
GC
GC .
Let us eliminate now the case
Is ( Is+1 ) Is+2 .
There are 3 distinct subcases (all intervalsA,C below have strictly positive
length):
I : . . . AB,ABC,BC . . . ,
II : . . . A,ABC,C . . . ,
III : . . . A,AC,C . . . .
Step 5: (for the subcase I), replace
. . . AB,ABC,BC · · · . . . AB,B,BC . . .
Here the calculation is a bit non-trivial:
GAB ×GAB GABC ×GBC GBC =
= GAB ×GAB (GAB ×GB GBC )×GBC GBC =
= (GAB ×GAB GAB)×GB (GBC ×GBC GBC ) =
= GAB ×GB GBC = GAB ×GB GB ×GB GBC
After performing Step 5, we can arrive to the situation when we have to
apply Step 4 again. As the total length of the cover only decreases, the
process terminates.
Step 6: (for the subcase II), replace
. . . A,ABC,C · · · . . . A,B,C . . .
Step 7: (for the subcase III), replace
. . . A,AC,C · · · . . . A,C . . .
Now, when we cannot make any longer one of modifications from
the previous seven steps, we should have at least one consecutive pair
(Is, Is+1) which is *adjacent*. All such pairs cut the cyclic cover into a
cyclic system of covers of disjoint (in H part) intervals. Moreover, each
individual interval is of one of the following 4 forms:
A A,AB AB,B AB,B,BC
Step 8: we reach a disjoint cover by using respectively
A A A,AB  A,B AB,B  A,B AB,B,BC  A,B,C
This finishes the proof. 
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6.2 Independence of cyclic cover
Let f : S → S′ be an embedding of cyclic sets, and κ = (Is)s∈S,κ
′ =
(I ′s′)s′∈S′ be the collection of intervals such that Is ⊂ I
′
f(s),∀s ∈ S. Con-
sider the induced map ϕ :
∏
s∈S GIs →
∏
s′∈S′ GI′
s′
.
Theorem 6.2.1 This map descends to the map Xκ → Xκ′ and induces
a bijection of these two sets.
Proof. Proof of the fact that the map gives rise to the map of quotient
sets is similar to the one of the Proposition 2.3.2. More difficult is to
prove the second statement. For that we notice that the disjoint cover
for κ induces via the embedding S → S′ a disjoint cover for κ′. They
induce identifications of Xκ and Xκ′ with G =
∏
i∈H Gi. Moreover these
identifications are compatible with the map ϕ. This finishes the proof. 
Let us explain how this result implies Theorem 2.3.4. First, let us
show that it holds for cyclic covers of any type which do not contain open
half-planes in case if we use the groups GoldVi instead of GVi .
Let (Vi)i∈J be such a cover. The boundary rays of all sectors Vi
decompose R2 − {0} into a disjoint union of rays and open sectors. This
set of rays and sectors has a natural clockwise cyclic order. By definition
this is our cyclic ordered set H . Then our cyclic cover gives rise to a
combinatorial disjoint cover by some intervals Ij , j ∈ H . The set of short
intervals is defined as the set of all subintervals of all intervals Ij , j ∈ H .
Finally as groups GIs we take groups G
old for the corresponding sectors.
Applying Theorem 6.2.1 we get the result in this case.
Next step is to reduce the Theorem 2.3.4 to the case we have just
considered. For that we start with an open cyclic cover (Vi)i∈J which can
include open half-planes, and we will use groups GVi rather than G
old
Vi
.
Let us choose ǫ > 0 such that 2ǫ is smaller than the angle between any
two boundary rays of the sectors Vi, i ∈ J . Consider closed admissible
sectors Wi,ǫ ⊂ Vi such that the angle between left (resp. right) boundary
ray of Wi,ǫ and left (resp. right) boundary ray of Vi is equal to ǫ. Then
we have the groups GoldWi,ǫ = GWi,ǫ . For each i ∈ J the inductive limit
of these groups as ǫ → 0 is equal to GVi . The sectors Wi,ǫ, i ∈ J form a
closed cyclic cover, so the above considerations can be applied. Then we
have the quotient set Mold(Wi,ǫ)i∈J =M(Wi,ǫ)i∈J . Moreover, the inductive
limit of M(Wi,ǫ)i∈J as ǫ→ 0 coincides with M(Vi)i∈J . This concludes the
proof of the Theorem 2.3.4.
Corollary 6.2.2 There is a natural bijection of the set M(Wi,ǫ)i∈J with
Stab(g).
Furthermore, as we explained in Section 2 this bijection induces a home-
omorphism of the corresponding topological spaces.
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