Long-term precipitation data plays an important role in climate impact studies, but the observation for a given catchment is very limited. To significantly expand our sample size for the extreme rainfall analysis, we considered ERA-20c, a century-long reanalysis daily precipitation provided by the European Centre for Medium-Range Weather Forecasts (ECMWF). Preliminary studies have already indicated that ERA-20c can reproduce the mean reasonably well, but rainfall intensity is underestimated while wet-day frequency is overestimated. Thus, we first adopted a relatively simple approach to adjust the frequency of wet-days by imposing an optimal threshold. Moreover, we introduced a quantile mapping approach based on a composite distribution of a generalized Pareto distribution for the upper tail (e.g. 95th and 99th percentile), and a gamma distribution for the interior part of the distribution. The proposed composite distributions provide a significant reduction of the biases over the conventional method for the extremes. We suggested an interpolation method for the set of parameters of bias correction approach in ungauged catchments. A comparison of the corrected precipitation using spatially interpolated parameters shows that the proposed modelling scheme, particularly with the 99th percentile, can reliably reduce the systematic bias.
INTRODUCTION
Recent studies have documented that long-term climate change has impacted a wide range of fields such as agriculture, environment, health, economy and water resources 
; IPCC ). A long-term change in climate variables
such as precipitation and temperature can affect the growth of crops, ecosystems, human diseases, and waterrelated hazards. Of these impacts, water related hazards are closely linked to changes in rainfall intensity, which are of primary concern to water resource managers.
To systematically assess water resources and water related hazards, it is necessary to collect reliable long-term climate data. Locally recorded data have played an important role, and they have been considered to be accurate values in the modelling process. However, it has been widely acknowledged that the use of observed climate data is affected by the lack of spatial/temporal coverage, and long-term climate data are not readily available in many countries around the world. A primary strength of the reanalysis data is that compared with observation, they provide spatially finer scale climate data over a longer period, a few of which can cover the whole 20th century. For Maraun & Widmann ). The QM method, referred to as "distribution mapping" or "probability mapping", was used to rectify the cumulative distribution of the modelled data against that of the observed data by employing a transfer function.
However, there are two main drawbacks to the QM approach based on a gamma distribution (gQM The observed daily precipitation sequences were obtained and compiled from the Korea Meteorological Administration (KMA). The location of the study area and the local gauging stations used in this study are illustrated in Figure 1 , and the details for the stations are summarized in Table 1 .
ERA-20c daily precipitation
As previously mentioned in the Introduction, we explored the ERA-20c daily precipitation, which is one of the longest reanalysis data covering the whole 20th century The data taken over the sea were excluded from this study.
The specific gridded points for ERA-20c are illustrated in ERA-20c can reproduce the mean values quite well during the dry season. There is a significant difference between modelled and observed precipitation during the summer (i.e. July-September), which may lead to an underestimation of extreme rainfall.
In terms of the extreme rainfall episodes, the 50 top events were extracted for the baseline period, and an underestimation of extremes in the ERA-20c was clearly identified, as illustrated in Figure 3 . The deviations are generally large, even for relatively larger upper tail parts of the days) for all months in South Korea. More generally, the over-pronounced frequency of light precipitation by climate models is a well-known problem, and it may partially cause the underestimation of the extremes. In these contexts, a two-stage bias correction approach to daily precipitation is typically adopted to first adjust the overestimated wet-day frequency and then rectify the biases associated with both the mean and extreme values.
METHODOLOGY
As illustrated in the previous section, two deficiencies in the ERA-20c became evident: the overestimation of the wet-day frequency and underestimation of the extreme values. To correct the biases, we adopted a two-stage bias correction scheme that consists of the wet-day frequency correction scheme and the composite distribution based QM approach.
The proposed methods and their assumptions used in this study are provided in this section.
Wet-day frequency correction scheme
It is well known that the wet-day frequencies of the simulated precipitation data from climate models are typically for spatial bias correction of hourly radar data and concluded that the threshold of 0.05 mm/h performed the best among the five in terms of the reduction of biases.
In our study, a set of predetermined thresholds were used to adjust the wet-day frequency of the modelled daily precipitation from ERA-20c, and the thresholds used in this study can be found in previous studies (Piani et al.
Volosciuk et al. ). We considered four different thresholds to identify an optimal threshold (TH) for the ERA-20c: (TH1) >0 mm/day, (TH2) >0.1 mm/day, (TH3)
>1 mm/day, and (TH4), the frequency of wet days was set to the observed value, which varied from 0 to 4.66, as shown in Figure 5 . On the one hand, changes in the wetday frequency can affect the overall performance in the bias correction process through the QM approach, because a transfer function between the simulated and observed precipitation is established on the basis of non-zero precipitation. In this context, the optimum threshold was evaluated through the experiment with gQM for a pair of daily rainfall series for each station. It should be noted that daily rainfalls below the thresholds were set to zero for ERA-20c. Among four thresholds, the determined threshold was then applied in the next steps.
Statistical bias correction model: QM with a composite distribution
As stated in the Introduction, a gamma distribution with two parameters has been commonly used in bias correction of daily precipitation. The gamma distribution and its transfer function for the QM can be expressed as follows:
where x cor and x mod are the corrected data and the uncorrected (or modelled) data in the baseline period. F is a gamma CDF and F À1 is its inverse function, while α and β are the shape and scale parameters of the gamma distribution, respectively. To account for the seasonality, it is common to have bias correction models for each month that are independent from the others (Kim et al. b) .
To effectively improve the bias in the extreme rainfall for ERA-20c, we propose a composite distribution based on the QM approach which is comprised of different types of To ensure the suitability of the GPD, we first evaluated six different distributions, GPD, GEV, GUM, WEI, LOGN and gamma, for the extremes in both the observed and ERA-20c over the 95th and 99th percentiles using the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). The model with the lowest AIC and BIC is preferred as the best-fit distribution. For a given threshold, the GPD was selected as the best-fit distribution for the extremes as shown in Table 2 . The numbers in Table 2 indicate the number of stations which belong to a certain distribution.
As previously mentioned, the GPD is separately applied to the extreme values defined by the 95th and 99th thresholds at each station as a transfer function, whereas the gamma distribution was mainly applied to the interior part of the distribution, as illustrated in Equation (3) 
Here, F mod, gamma and F mod, GPD are the CDFs of the ERA- 
Here, θ ¼ σ þ ξ(u À μ) is the reparametrized scale parameter, and ξ is the shape parameter. In this study, the thresholds (u, the 95th or 99th percentile) for observed and modelled precipitation were derived at each station.
In this approach, the four parameters to be estimated are the shape (α) and scale (β) parameters for the gamma distribution, and the shape (ξ) and scale (θ) parameter for GPD, while the upper thresholds are assumed to be known for the given 95th or 99th percentile. The parameters for gamma distribution are estimated on a monthly basis, whereas the parameters of GPD are estimated using entire POTs for all months in each station.
Here, the maximum likelihood method is used to estimate all the parameters. Hereafter, the proposed method with a composite distribution of gamma and GPD is referred to as gpQM. Moreover, the gpQM with the 95th and 99th upper thresholds were abbreviated as gpQM95 and gpQM99, respectively. For comparison, the conventional bias correction gQM was also applied and compared in terms of the accuracy of both the extreme and the mean value.
Spatial interpolation by parameter contour maps
In the gpQM approach, a pair of observed and modelled data are required to estimate the six parameters (TH, α, β, θ, ξ and u). However, because there are a limited number of available weather stations, the transfer function for the QM could not be established for all grid points.
Therefore, the existing methods can only be applied over gauged catchments. In contrast, we introduce an interpolation method based on parameter contour maps (IM-PCM) which consist of three steps as summarized in Figure 6 . For gpQM95 and gpQM99, the six parameters (TH, α, β, θ, ξ and u) were first estimated for each station as already noted in the previous sections. Secondly, a contour map for each parameter was then constructed using a two-dimensional linear interpolation technique as shown in Figure 7 . Finally, a set of parameters for the gpQM were taken from the maps to construct the transfer function for all grid points. The cut-off threshold (TH) is the first interpolated variable, and the maps of shape (α) and scale (β) parameters for the gamma distribution were then generated on a monthly basis, while the shape (θ), scale (ξ) and upper threshold (u) parameter maps of the GPD were created by using the entire POTs on an annual basis. For the gQM, a similar process to the one described above was used to produce three parameter (TH, α and β) maps for the transfer function. (5) and (6): The performance of the proposed interpolation method was evaluated by a leave-one-out procedure within a cross validation framework. To be more specific, this approach estimates a set of parameters for the observation of daily precipitation for 47 out of 48 stations, and the estimated parameters were further used to build contour maps as shown in Figure 7 . The set of parameters of the grid point corresponding to the excluded station were taken from the maps, and the proposed bias correction approaches were then applied. Again, note that the model performance for the extreme and mean values were evaluated with regard to RMSE and NSE as described above. Table 3 . Again note that TH4 is the case where the frequency of wet days of ERA-20c is set to that of the observed precipitation. On the other hand, the other thresholds, TH1, TH2 and TH3, showed a significant Indeed, the similar results seen in the 10-day moving mean suggests that our findings may be generalizable to cut-off thresholds seen in different locations and seasons, as shown in Figure 8 (b) and Table 3 . We also found that the bias associated with the cut-off thresholds significantly varied within a specific season, especially in the summer.
The biases for both TH1 and TH2 range from 2.21 to 10.49 and from 1.92 to 10.09 during the summer, respectively, while TH3 and TH4 varied from 0.16 to 6.27
and from -1.06 to 2.97, respectively.
For the evaluation of the extreme rainfalls associated with different thresholds, we extracted rainfall events exceeding a given 99th threshold and we compared the four different thresholds for all stations. As illustrated in Figure 9 , a systematic significant underestimation of extremes in the ERA-20c is most apparent, while the improvements appear to result from enhanced representation of the bias associated with extreme values regardless of the threshold. Specifically, TH4 performs the best with 0.755 for NSE and 27.33 mm for RMSE, followed by TH3, TH2 and TH1. The errors may be largely attributed to their number of data with different thresholds for a given time series. To be more specific, the lower threshold allows a relatively large number of data, while the higher threshold could reduce the number of available data.
Given these results, TH4 could be the most reliable cut-off threshold for the ERA-20c under the gQM approach. On Apart from evaluating the models in the extreme cases, it is important to ensure that the proposed bias correction model with the GPD can reproduce the mean values as well. Again, we evaluate both the monthly mean and 10-day moving mean of the corrected daily precipitation as shown in Figure 11 and Table 4 . For the monthly mean, gQM and gpQM99 give the best performance (Figure 11(a) ), leading to the highest efficiency for NSE of 0.997 for both methods, and the lowest RMSE, about 4.77-5.12 mm/ month, respectively (Table 4) . For gpQM95, the efficiency for NSE is close to one, but the RMSE, at 9.41 mm/ month, is nearly twice those of gQM and gpQM99. In terms of the 10-day moving mean, the results have shown that all QM approaches work equally well, although gpQM99 offers the best performance (Table 4) . More generally, the gpQM99 approach can effectively correct the biases associated with the upper tails of the distribution without a loss in the efficiency of the bias correction process.
It should be noted that the bias still remains large in the summer season as seen in the 10-day moving mean.
The difference was mainly attributed to the discrepancies 
Spatial interpolation on bias correction parameters
The proposed IM-PCM approach is validated by leave-oneout cross validation. In this study, we estimated a set of parameters for the observation of daily precipitation, and the estimated parameters were then used to build contour maps. For extreme values of the interpolated daily precipitation, POTs exceeding a given 99th percentile and AMS were first constructed and compared between three different QM approaches including gQM, gpQM95 and gpQM99.
Note again that all results were obtained from the crossvalidation procedure having considered different possible samples. As illustrated in Figure 13 (a), the corrected extremes using an interpolated set of parameters by IM-PCM showed good agreement with the observed values for the three QMs. Among them, gpQM95 and gpQM99 gave the best performance for the given POTs (Figure 13 (a)) with 0.781 for NSE, and 0.714 for gQM. Similar results were obtained for the RMSE. Moreover, the proposed gpQM99 approach using the interpolated parameters was capable of reproducing the AMS with 26.35 mm for RMSE and 0.827 for NSE (Figure 13(b) ). However, it should be noted that an increased bias exists, which is largely attribu- In terms of the mean precipitation, the monthly mean and 10-day moving average of bias corrected rainfall using a set of parameters obtained from IM-PCM were evaluated ( Figure 14 and Table 5 ). Although all three QM approaches yielded slightly different estimates, overall favorable performance was obtained for the monthly mean with a model efficiency over 0.98 for NSE. Among the options, gQM and gpQM99 performed the best and showed the lowest RMSE (Figure 14 (a) and Table 5 ). Figure 14(b) shows a similar result for the 10-day moving average with an efficiency over 0.96 for NSE.
For a more specific analysis in each weather station in the context of cross validation, we generated a map showing the spatial errors in both AMS rainfalls and mean. The AMS errors were evaluated by RMSE and NSE in Figure 15 . For the mean, we additionally evaluated the IM-PCM method by estimating the relative error between the observed and modelled precipitation in Figure 16 . As shown in the figures, for the AMS rainfalls, gpQM95 and gpQM99 generally perform well except for a few stations.
Most stations showed NSE over 0.8 and RMSE less than 30 mm. For the mean daily rainfall, the relative errors are generally below 10%. Given these results, the proposed gpQM approaches, especially for gpQM99, with IM-PCM can effectively rectify the spatial-temporal bias of the This may lead to an increase in design rainfalls for a specific return period. On the other hand, the distribution of the AMS for the entire period 1900-2010 is quite similar to that of the observed in terms of median AMS, while its range is relatively narrower than the recent period. 1900-1972, 1973-2010 and 1900-2010 , as a retrospective analysis. We found that a very noticeable and sudden increase in the recent period was observed during the summer season (July-September).
The findings demonstrated in this study help to understand the knowledge gaps about the bias correction of the century-long reanalysis, ERA-20c, as well as the key characteristics of daily precipitation over South Korea. Further, the results obtained here can provide a useful perspective on the bias correction of the modelled data in the reanalysis and regional climate modelling systems for the regional-scale analysis with a limited network of rainfall stations. The impact of climate change on water resources using the extended daily precipitation data for the period 1900-2010 will be explored further. Although the study has been carried out in South Korea, the methodology has the potential to be applied in other parts of the world. We hope this paper will stimulate the hydrometeorological community to explore the issues raised in the long-term reanalysis data in other countries under different climate and geographical conditions. (available with the online version of this paper).
