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Abstrak— Pada penelitian ini, Metode vector 
quantization yang dioptimasi menggunakan 
metode K-mean      diimplementasikan untuk 
mengelompokkan region pada gambar  2 
dimensi dengan ekstrasi fitur warna RGB dan 
fitur warna YcbCr. Fitur warna tersebut 
kemudian dijadikan sebagai vektor input (3 
dimensi). Jumlah cluster yang diujicobakan 
adalah N = 20 dan N=3. Dari hasil pengujian 
dapat ditunjukkan bahwa semakin besar 
ukuran citra dan sebaran histogram yang 
semakin merata, waktu iterasi yang 
dibutuhkan semakin lama. Sedangkan semakin 
banyak jumlah cluster, akan menyebabkan 
semakin banyak jumlah iterasi dan semakin 
lama waktu iterasi yang  dibutuhkan. Namun 
demikian terdapat beberapa pengujian yang 
mengalami perbedaan antara satu  percobaan 
dengan percobaan yang lain pada citra  dengan 
parameter-parameter yang sama. Hal ini 
disebabkan oleh peletakan nilai RGB k yang 
pertama  secara acak dari nilai nol sampai 
dengan dua. Dari lima kali pengujian terhadap 
citra dengan parameter - parameter yang sama, 
sebagian besar diperoleh tingkat perubahan 
jumlah iterasi yang kurang dari 15% 
 
 
Kata Kunci—Segmentasi Citra, Vector 
Quantization, cluster.  
 
I. PENDAHULUAN 
 
Perkembangan sistem visi komputer saat ini 
telah banyak dimanfaatkan dalam membantu 
manusia dalam proses pengenalan atau 
deteksi obyek. Proses pengenalan suatu 
obyek merupakan pekerjaan yang cukup sulit 
sehingga dalam proses tersebut disarankan 
untuk mengimplementasikan teknologi 
computer vision untuk mengambil peranan 
dalam mengenali obyek 2 dimensi. 
Dalam proses pengenalan obyek atau 
deteksi obyek diperlukan suatu pemisahan 
bagian atau segmen tertentu dalam citra yang 
akurat, proses pemisahan tersebut dikenal 
sebagai proses segmentasi. Beberapa metode 
telah dikembangkan diantaranya adalah 
vector quantization untuk pengenalan suara 
[4][5] dan beberapa pengenalan pola lainnya 
[6][7]. Proses pengenalan segmen merupakan 
salah satu kunci dalam mendapatkan suatu 
hasil pengenalan atau deteksi yang akurat. 
Segmentasi membagi suatu citra menjadi 
bagian-bagian atau segmen yang lebih 
sederhana dan bermakna sehingga dapat 
dilakukan analisis lebih lanjut. Secara umum 
pendekatan segmentasi citra yang sering 
digunakan adalah melalui pendekatan 
intensitas, pendekatan warna dan pendekatan 
bentuk. 
Segmentasi warna merupakan pemisahan 
segmen dalam suatu citra berdasarkan 
ekstrasi fitur warna yang terkandung dalam 
citra. Metode yang bisa dilakukan untuk 
segmentasi warna adalah metode clustering 
dengan vector quantization yang dioptimasi 
dengam menggunakan algoritma K-
Means[8][9]. 
Metode vector quatization sudah banyak 
dimanfaatkan dalam berbagai pengolahan 
video dan kompresi data diantaranya: bink 
video [1], Daala [2], Microsoft Video, game 
dan masih banyak yang lainnya. 
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II. URAIAN PENELITIAN 
 
A.  K-Means 
K-Means adalah teknik yang cukup 
sederhana dan cepat dalam pekerjaan 
pengelompokkan data (clustering). Prinsip 
utama dari teknik ini adalah menyusun k 
buah prototipe/pusat massa (centroid)/rata-
rata (mean) dari sekumpulan data berdimensi 
n. Teknik ini mensyaratkan nilai k sudah 
diketahui sebelumnya (a priori). Algoritma 
k-means dimulai dengan pembentukan 
prototipe cluster di awal kemudian secara 
iteratif prototipe cluster ini diperbaiki hingga 
konvergen (tidak terjadi perubahan yang 
signifikan pada prototipe cluster). Perubahan 
ini diukur menggunakan fungsi objektif yang 
umumnya didefinisikan sebagai jumlah atau 
rata-rata jarak tiap item data dengan pusat 
massa kelompoknya. Secara lebih detil 
algoritma k-means adalah seperti berikut : 
 
 
Langkah 1 
 
Langkah 2 
 
Langkah 3 
 
Langkah 4 
Gambar 1. Pemodelan algoritma K-Means 
 
Langkah 1 : k insial dari “means” , pada 
kasus di atas menggunakan k = 3 diseleksi 
secara random dari dataset. (simbol 
berwarna). 
Langkah 2 : Cluster k dihasilkan dari 
setiap percobaan dengan nilai rata-rata 
terdekat. Partisi tersebut merepresentasikan 
diagram voronoi hasil pembentukan dari nilai 
rata-rata. 
Langkah 3 : Centroid dari masing-masing 
cluster k menjadi nilai means yang baru.   
Langkah 4 : Langkah 2 dan 3 diulang 
sampai konvergensi tercapai. 
 
 
Gambar 2. Flowchart K-Means Clustering. 
 
B. Vector Quantization 
Vector Quantization (VQ) pada awalnya 
merupakan teknik kompresi data lossy. Saat 
ini desain VQ terkendala pada implementasi 
multi-dimensi yang membutuhkan teknik 
berbasis training sequence untuk 
mengestimasi waktu komputasi ketika proses 
pelatihan pembentukan codebook vector.  
VQ memetakan vektor k-dimensional di 
ruang vektor Rk ke dalam sekumpulan vektor 
Y = {yi: i = 1, 2, ..., N}. Masing-masing 
vektor yi disebut code vector atau codeword 
dan kumpulan dari semua codeword 
dinamakan codebook. Penghubung setiap 
codeword yi adalah region tetangganya yang 
disebut voronoi region. Elemen dari VQ 
tersebut bisa didefinisikan dalam bentuk 
formula sebagai berikut: 
 
 ,: jiki yxyxRxV   
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          For all  ij   (1) 
 
Himpunan partisi region Voronoi pada 
ruang Rk :  
  
k
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Sebagai contoh kasus kita mengambil 
vektor di ruang 2 dimensi. Gambar 2 
menunjukkan beberapa vektor dalam ruang. 
Codeword direpresentasikan sebagai 
hubungan dari setiap cluster vektor. Setiap 
codeword berada di wilayah voronoi-nya 
sendiri. Region diilustrasikan pada gambar 2 
sebagai wilayah yang dipisahkan oleh garis 
imajiner.  
 
Gambar 3. Model VQ 2 - Dimensi 
Representasi codeword ditentukan sebagai 
jarak euclidean terdekat dari vektor input.  
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Dimana xj adalah komponen vektor input 
ke j, dan yij adalah komponen  codeword yi 
ke j. 
 
 
Gambar 4. Flowchart Vector Quantization 
with K-means Clustering 
 
B.1. Jarak Euclidean 
Euclidean distance adalah perhitungan 
jarak dari 2 buah titik dalam Euclidean space. 
Euclidean space diperkenalkan oleh Euclid, 
seorang matematikawan dari Yunani sekitar 
tahun 300 B.C.E. untuk mempelajari 
hubungan antara sudut dan jarak. Euclidean 
ini berkaitan dengan Teorema Phytagoras dan 
biasanya diterapkan pada 1, 2 dan 3 dimensi. 
Tapi juga sederhana jika diterapkan pada 
dimensi yang lebih tinggi. 
 
B.1.1. Pada 1 dimensi 
Semisal ingin menghitung jarak Euclidean 
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1 dimensi. Titip pertama adalah 4, titik kedua 
adalah -10. Caranya adalah kurankan -10 
dengan 4. sehingga menghasilkan -14. Cari 
nilai absolut dari nilai -14 dengan cara 
mempangkatkannya sehingga mendapat nilai 
196. Kemudian diakarkan sehingga 
mendapatkan nilai 14. Sehingga jarak 
euclidean dari 2 titik tersebut adalah 14. 
 
B.1.2. Pada 2 dimensi 
Misalkan titik pertama mempunyai 
kordinat (1,2). Titik kedua ada di kordinat 
(5,5). Caranya adalah kurangkan setiap 
kordinat titik kedua dengan titik yang 
pertama. Yaitu, (5-1,5-2) sehingga menjadi 
(4,3). Kemudian pangkatkan masing-masing 
sehingga memperoleh (16,9). Kemudian 
tambahkan semuanya sehingga memperoleh 
nilai 16+9 = 25. Hasil ini kemudian 
diakarkan menjadi 5. Sehingga jarak 
euclideannya adalah 5. 
 
Gambar 5. Model perhitungan jarak 
euclidean ( koordinat jarak) 
 
   221
2
21 yyxxd   (5) 
 
B.2. Pembentukan codebook 
Pemilihan codeword terbaik yang bisa 
mewakili vektor input sangat sulit dilakukan. 
Namun, ada beberapa algoritma yang dapat 
mengoptimalkan pembentukan codebook 
diantaranya algoritma LBG (Linde-Buzo-
Gray) dan algoritma K-Means. 
Secara garis besar algoritma pembentukan 
codebook adalah sebagai berikut: 
1. Tentukan jumlah codeword N, atau 
ukuran dari codebook. 
2. Pilih N codeword secara acak, dan 
digunakan sebagai inisal dari codebook. 
Inisialisasi codeword bisa didapatkan 
secara acak dari kumpulan vektor input. 
3. Ukuran jarak Euclidean digunakan 
untuk mengelompokkan vektor disekitar 
codeword masing-masing yaitu dengan 
cara mengambil vektor input dan 
menemukan jarak Euclidean antara 
vektor input dan codeword. Vektor 
input menjadi anggota kelompok 
codeword dengan nilai jarak minimum. 
4. Hitung himpunan codeword yang baru 
dengan cara memperoleh nilai rata-rata  
masing-masing cluster. Tambahkan 
komponen setiap vektor dan dibagi 
dengan jumlah vektor dalam cluster. 

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Dimana i adalah komponen setiap vektor 
(x, y, z, ... arah), m adalah jumlah vektor 
dalam cluster.  
5. Ulangi langkah 2 dan 3 sampai 
codeword tidak berubah atau perubahan 
codeword kecil.  
III. HASIL PENELITIAN  
 
Pada penelitian  ini, dilakukan uji coba 
dengan mengelompokkan region pada 
gambar  2 dimensi dengan ekstrasi fitur 
warna RGB dan fitur warna YcbCr. Fitur 
warna tersebut kemudian dijadikan sebagai 
vektor input (3 dimensi). Jumlah cluster yang 
diujicobakan adalah N = 20 dan N=3. 
 
 
Gambar 6. Citra Asli 
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Gambar 7. Citra hasil clustering YCbCr 
dengan N=20 
 
 
 
Gambar 8. Hasil codebook dari fitur warna 
RGB 
 
 
 
 
Gambar 9. Citra hasil clustering YCbCr 
dengan N=3 
 
 
Gambar 10. Citra hasil clustering RGB 
dengan N=20  
 
 
 
 
Gambar 11. Citra hasil clustering RGB 
dengan N=3 
 
Gambar 12. Perbandingan tingkat 
keberhasilan klasifkasi VQ berdasarkan 
jumlah codebook 
 
IV. SIMPULAN 
Dari hasil pengujian dapat ditunjukkan 
bahwa semakin besar ukuran citra dan 
sebaran histogram yang semakin merata, 
waktu iterasi yang dibutuhkan semakin lama. 
Sedangkan semakin banyak jumlah cluster, 
akan menyebabkan semakin banyak jumlah 
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iterasi dan semakin lama waktu iterasi yang  
dibutuhkan. Hasil penelitian menunjukkan 
bahwa pengelompokan piksel menggunakan 
vector quantization yang telah dioptimasi 
menggunakan metode k-means dapat 
membantu proses segmentasi citra. 
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