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Introduction 1
In many problems in brittle-fracture mechanics, phenomena such as nu-2 cleation, propagation, branching and merging occur. Complex crack patterns 3 appear as a consequence of e.g. the presence of multiple cracks, anisotropy 4 and heterogeneity. Using discrete fracture models it is generally difficult to 5 capture such topologically complex crack patterns, which has led to the devel-6 opment of smeared or continuum crack models, including phase-field models 7 [1, 2] . In phase-field models the crack surface is regularized by a smeared 8 damage (or phase-field) function, which avoids the need for the explicit track-9 ing of fracture surfaces. Over the past years phase-field modeling of fracture 10 has been applied to a wide range of problems, including dynamic fractur- of Riks [10] , Crisfield [11] and Ramm [12] . While these path-following tech- for the simulation of localized failure phenomena, including discrete crack-40 ing, smeared damage and softening plasticity [16, 17] . The versatility of the 41 energy-release rate control has been demonstrated for a variety of applica- 89 We consider the evolution of a regularized fracture surface, Γ lc (d), in an 90 n dim -dimensional elastic medium, Ω ⊂ R n dim , under quasi-static loading (see , are considered at the Dirichlet boundary Γ D .
Problem formulation

99
Under the above conditions, the strong form for the displacement and 4 phase field is given by:
In this strong form, G c is the Griffith type critical energy-release rate and l c is 100 the length scale associated with the phase-field regularization of the fracture 101 surface 1 (i.e. the width of the cracks) [1, 2] . In order to restrict the fracturing 102 process to tensile stress states, the Cauchy stress tensor in the above problem
103
is defined as
where
2 is the degradation function, σ Irreversibility, i.e. the notion that the fracture surface can only extend (Γ lc ≥ 0), is enforced in the strong form (1) by means of the history field H : Ω → R + . This history field satisfies the Kuhn-Tucker conditions for loading and unloading, defined as
with ψ + 0 the tensile part of the virgin elastic energy density. 
Finite element discretization
114
To compute an approximate solution to the strong form (1) using the finite element method, the weak form is derived. Using the function spaces
for the trial functions, and
for the test functions, we obtain:
This weak form is discretized using a (Bubnov-) Galerkin finite element discretization, for which the displacement field and phase field are interpolated by
where n u and n d denote the number of displacement and phase field degrees of matrix C, such that a = Ca f + a p , with a f the free degrees of freedom and 122 a p the prescribed degrees of freedom.
123
Using the finite element discretization (5), the weak form (4) can be 124 written as a non-linear system of equations
with f is prescribed in a stepwise incremental fashion, with index k = 1, . . . , n steps .
132
In every step, the corresponding solution increment, ∆a 
where ∆τ > 0 is the positive increment of the path-following parameter τ , .
164
We note that the case of force control, i.e. 
# Update state vector and load level
restart newton iterations() end end Algorithm 1: Monolithic incremental-iterative path-following procedure 8 most simple case of path-following control possible: ζ = ∆λ k −λ∆τ = 0, whereλ represents a prescribed loading rate.
167
The choice for a particular path-following constraint is dictated by the 168 existence of solutions to the non-linear system of equations (6) In the phase-field formulation for brittle fracture, the fracture surface area is expressed by
In this work we prescribe the rate of fracture propagation,Γ lc , by means of 194 the path-following constraint
Note that this path-following constraint is a non-linear equation of the phase field. Since we apply this constraint in a Newton-Raphson solution procedure, it is required to compute the derivative of this constraint with respect to the nodal displacements, and nodal phase-field coefficients, which yields: (10) with N d the column vector of phase-field shape functions. In the remainder
196
we will consider the combined vector
Since the constraint
197
(9) does not depend on the load level explicitly, it follows that
The fracture-based path-following constraint (9) has two major benefits.
199
First, it is evident that the path-following parameter is non-decreasing in 
Algorithmic aspects
208
In this section we discuss three algorithmic aspects that are specific to the 
Solving the augmented system of equations
215
The solution-vector increment and load level increment in step k, 
and δa = Cδa f . We compute the solution to this augmented system by 232 solving through the Sherman-Morrison procedure discussed in e.g. Ref.
[17].
233
The two linear systems of equations encountered in this procedure are solved 234 using a GMRES solver with sparse ILU pre-conditioning. Since both systems
235
have the same left-hand-side, the pre-conditioner needs to be computed only 236 once per Newton iteration.
237
Displacement loading. In this case the external force vector in equation (6) 238 is equal to zero, and the constraints depend on the load level: a = Ca f + 239 a p + λâ. Note that the vector a p accounts for Dirichlet constraints that are 240 not dependent on the load level λ. The solution update is then obtained by
and δa = Cδa f + δλâ. As for the case of force loading we apply a Sherman-
242
Morrison procedure to solve this augmented system of equations. 
The convergence criterion 244
After each Newton-Raphson iteration, convergence is checked based on the residual of the displacement field solution and phase-field solution, i.e. the solution is accepted when
where Consider the sensitivity of the load level to the path-following parameter:
From this expression it is evident that the path-following constraint will fail if 249 the vector h in equation (10) 
Algorithm 2: Staggered path-following procedure
The staggered procedure developed herein is outlined in Algorithm 2. In 280 the following sections we study the staggered solution update procedure. step k for the staggered fracture-controlled procedure and is given by
is the strain field sensitivity to the load 13 level λ, with:
In order to simplify notation, in the following sections we drop the super-293 script k indicating the load step. Instead, the initial state for a given load 
Displacement-controlled staggered procedure
298
A displacement-controlled simulation can be cast into the form of a pathfollowing procedure by using the control equation ζ = ∆λ −λ∆τ (and a p = λâ), from which it follows that h = 0 and q = 1. The monolithic augmented system of equations (13) for the Newton-Raphson iterations is then given by
with the constraints δa
f , where the 299 constraints matrix C has been decomposed in a displacement part C u and a 300 phase-field part C d .
301
The system (18) can serve as the starting point for the derivation of a displacement-controlled staggered procedure. To this end, the updates after a single iteration are accepted as the solution increments, i.e. ∆a = δa and ∆λ = δλ. An approximate solution to the system is then obtained in three steps. In Step 1 the phase-field sub-problem is solved with the load level, displacement field and history field resulting from the previous load step. In Step 2 the load level is updated, and finally in Step 3 the displacement sub-problem is solved with the phase field as computed in Step 1 and the load level as determined in Step 2. These three sub-problems can be written in total form as:
Further simplification using
and Using the fracture control equation (9), the monolithic augmented system of equations (13) for the Newton-Raphson iterations can be written as
, and with h d as 308 defined in equation (10).
309
Following the same procedure as for the case of staggered displacement control, the updates of the state vector and load level after a single NewtonRaphson iteration are accepted as the solution increments, i.e. ∆a = δa and ∆λ = δλ. In contrast to the case of displacement control discussed in the previous section, in this case there is no natural decoupling of the phase-field and the load level. An approximate solution to the system (21) is therefore obtained in only two steps. In Step 1 the combined phase field and load level system is solved, with the displacement field and history field following from the previous load step. In Step 2 the displacement sub-problem is solved with the phase field and load level as computed in Step 1. In total form, this results in the following sub-problems: # Update the phase field and load level
# Solve the phase-field system
# Solve the fracture-controlled phase-field system size in the refinement region.
341
Below we will study the performance of three solution algorithms for 342 this test case: the displacement-controlled staggered scheme as employed in 343 e.g. Ref.
[2], the fracture-controlled Newton-Raphson scheme as outlined in
344
Section 3, and the fracture-controlled staggered scheme proposed in Section 4. 
353
In Figure 3 we study the influence of the mesh size by consideration of 
362
In Figure 4 we study the dependence of the response on the selected step 363 size, ∆ū n . From the force-displacement curves we observe that the overall 364 dissipation is overestimated when using too large step sizes. On one hand atū n = 0.009 mm) to be overestimated. In Table 1 we report the computed 375 peak force values (F peak ) and its corresponding displacement (ū n,peak ), as well 376 as the crack length atū n = 0.009 mm (Γ ult ). From the results in Table 1 it   377 can be inferred that all reported quantities converge linearly under step size 378 refinement.
379
Evidently, using uniform step sizes is not optimal in terms of computa-380 tional effort versus step size error. For example, relatively large step sizes can 381 be used in the elastic regime. As we will see in Section 5.1.3, the fracture-382 based scheme provides a natural adaptive refinement strategy. 
Fracture-controlled monolithic scheme
384
In this section we study the monolithic fracture-controlled scheme (Al-385 gorithm 1) with and without adaptive crack size increments. As outlined in
386
Section 3.3.3, we use displacement control to initiate the solution procedure.
387
In this case ∆ū n = 1 · 10 −4 mm is used. When the crack length increment to be insensitive to variations in this switching value.
394
In Figure 6a we show the force-displacement curves for the case in which 395 the fracture surface increment ∆Γ is kept fixed. We observe that for all sim- is capable of tracking the snap-back part of the equilibrium path.
417
The origin of this snap-back behavior is that at the crack tip a phase 418 field needs to nucleate. In the case that we enrich the tip of the pre-existing serves as an automatic displacement step size adjuster. This is shown in Fig-442 ure 9 where the displacement step size is plotted versus the step size number.
443
As can be seen, the staggered scheme automatically accounts for a smaller
444
(or even negative) displacement increment when crack propagation occurs.
445
In Table 2 we also compare the monolithic scheme with adaptive step size 446 with the staggered scheme for various step sizes. We observe that the mono- (Table 1) , for which a similar num-457 ber of system solves is required (500), we observe that the fracture-controlled h a similar number of system solves is required as for the monolithic 466 scheme. In this case errors of less than 2% in the peak load and crack length 467 are obtained. 
Single edge notched pure shear test
469
In this section we investigate the setup represented in Figure 10a . The 470 geometry is identical to that considered for the tension simulation discussed the phase-field evolution, the mesh is refined along the anticipated crack 
480
In Figure 11 we study the convergence of the displacement-based stag- 
490
In Figure 13 we study the influence of the crack-length increment size Table 3 we compare the monolithic and staggered scheme In Figure 15 we show the solutions obtained by the monolithic scheme, 514 with and without tip enrichment. As for the above experiments we observe 515 overshoots in the response curve in the case that the pre-existing tips are 516 not regularized by a phase field. This effect is here more pronounced due 517 to the fact that the elements around the tips are relatively coarse (the same 518 element size is used throughout the complete domain). Evidently, due to 519 the iteration-based step size adjustment strategy, the monolithic scheme is 520 capable of tracking the snap-back paths.
521
In Figure 16 we show six snapshots of the fracture evolution pattern.
522
The labels (a)-(f) are reflected in the force-displacement diagram in Figure   523 15b. Initially, the specimen is loaded elastically (a), until pre-existing crack In Figure 17 we show the force-displacement curves computed using the . We observe that 532 already with a step size of h, the correct fracture pattern is predicted. The ef-533 fect that the energy dissipation is increased is also observed here. As the step size decreases, the force-displacement curve converges toward the Newton-
535
Raphson case. It is important to note here that since the fractures evolve 536 in stages, during the fracture process there is always one dominant fracture.
537
This allows for the interpretation that the crack extends by approximately a 538 single element in the case that ∆Γ = h is used. In the case that the evolution 539 of a secondary crack is non-negligible, effectively a smaller crack incrementa-540 tion length (per crack) is used. In this sense, the choice of the crack length 541 increment is a conservative choice, which permits its usage also in the case 542 of complex fracture evolutions as considered here.
543
In Table 4 However, in principle, this regularizing effect is merely a discretization error.
633
In relation to phase-field modeling, the tip stress does influence the value of 634 the phase field at the tip [4], which causes a significant grid size dependence 635 of the phase-field nucleation at the tip. In order to moderate this mesh de-636 pendence, in this work we enrich the fracture tips of pre-existing cracks with 637 a phase field, thereby regularizing the stress field at these tips.
638
In order to enrich the tips of pre-existing cracks, we compute the history field prior to loading, H 0 : Ω → R. In order to obtain this field, we first solve the weak form problem for the phase field 
