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STRICTLY LOCALLY CONVEX HYPERSURFACES WITH
PRESCRIBED GAUSS CURVATURE AND BOUNDARY IN
SPACE FORMS
ZHENAN SUI
Abstract. This paper is devoted to C2 estimates for strictly locally convex
radial graphs with prescribed Gauss curvature and boundary in space forms.
As an application, existence results in Rn+1 and Hn+1 are established under
the assumption of a strictly locally convex strict subsolution.
1. Introduction
In (n+1) dimensional space formNn+1(K) with n ≥ 2, given a disjoint collection
Γ = {Γ1, . . . ,Γm} of closed smooth embedded (n − 1) dimensional submanifolds,
and a smooth positive function ψ, it is a fundamental question to determine whether
there exists a strictly locally convex hypersurface Σ satisfying the equation
(1.1) σk(κ[Σ]) = ψ
as well as the boundary condition
(1.2) ∂Σ = Γ
Here κ[Σ] = (κ1, . . . , κn) denotes the principal curvatures of Σ and σk(κ[Σ]) is the
k-th Weingarten curvature of Σ. In particular, the n-th Weingarten curvature is
the well known Gauss curvature. We say Σ is strictly locally convex if its principal
curvatures are all positive everywhere in Σ.
The space form Nn+1(K) with constant sectional curvature K = 0, 1 or −1 can
be modeled as follows. In Euclidean space Rn+1, fix the origin 0 and let Sn denote
the unit sphere centered at 0. Choose the spherical coordinates (z, ρ) in Rn+1 with
z ∈ Sn. Define
g¯ := ds2 = dρ2 + φ2(ρ) dz2
where dz2 is the standard metric on Sn induced from Rn+1 and
φ(ρ) =


ρ, on [0,∞)
sin(ρ), on [0,
π
2
)
sinh(ρ), on [0,∞)
Then (Rn+1, g¯) is a model of Nn+1(K) which is Rn+1, Sn+1+ or H
n+1 depending on
K = 0, 1 or −1. Let V = φ(ρ) ∂∂ρ . It is well know that V is a conformal Killing
field in Nn+1(K), and in Euclidean space Rn+1 it is just the position vector field.
Equation (1.1) arises in various geometric problems such as the Minkowski prob-
lem (see Cheng and Yau [2] and the references therein). The Dirichlet problem was
studied by Guan and Spruck [5] regarding the problem of finding radial graphs in
R
n+1 of constant Gauss-Kronecker curvature (K-hypersurfaces), which was later
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generalized in [4, 13] allowing variable prescribed curvature. Using Perron method,
the results for (radial) graphs can be extended to general strictly locally convex
hypersurfaces which may not be graphs (see [6, 7]).
In this paper, we are interested in strictly locally convex hypersurfaces which
can be represented as radial graphs over some domain in Sn. Therefore we assume
Γ = {Γ1, . . . ,Γm} is the boundary of a smooth positive radial graph ϕ which is
defined on a smooth domain Ω ⊂ Sn. Thus we have Γ = {(z, ϕ(z)) |z ∈ ∂Ω}.
Let ψ = ψ(V, ν) be defined on Nn+1(K) × Sn. We seek a smooth strictly locally
convex hypersurface Σ that can be represented as a radial graph {(z, ρ(z)) |z ∈ Ω}
satisfying the Weingarten curvature equation
(1.3) σk(κ[ρ]) = ψ(V, ν)
and the Dirichlet boundary condition
(1.4) ρ = ϕ on ∂Ω
where ν is the unit outer normal field to Σ at V .
The k-th elementary symmetric function
σk(λ) =
∑
1≤i1<...<ik≤n
λi1 · · ·λik
defined on the k-th G˚arding’s cone
Γk = {(λ1, . . . , λn) ∈ Rn |σj(λ) > 0, j = 1, . . . , k}
satisfies the following properties:
(1.5)
∂σk
∂λi
> 0 in Γk, i = 1, . . . , n
(1.6) σ
1/k
k is concave in Γk
(1.7) σk > 0 in Γk, σk = 0 on ∂Γk
A hypersurface Σ with κ[Σ] ∈ Γk is admissible to equation (1.3) but may not be
strictly locally convex unless k = n. We thus confine ourselves to prescribed Gauss
curvature equations, because, for general Weingarten curvature equation (1.3), the
positive lower bound for principal curvatures may not be obtained and the convexity
may not be preserved during the continuity method unless k = n.
Assume that
(1.8) Ω does not contain any hemisphere.
and that there exists a smooth strictly locally convex radial graph Σ0 = {(z, ρ(z)) |z ∈
Ω} satisfying
(1.9) σk(κ[ρ]) > ψ(V , ν)
and
(1.10) ρ = ϕ on ∂Ω
where V = φ(ρ) ∂∂ρ and ν is the unit outer normal to Σ0 at V .
Our main results can be stated as follows.
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Theorem 1.11. In space form Nn+1(K), under assumption (1.8), suppose that
there exists a C2 positive radial graph ρ with Γ as the boundary and is strictly
locally convex in a neighborhood of Γ. Then for any strictly locally convex radial
graph ρ satisfying (1.3)-(1.4) (k = n) with ρ ≤ ρ in Ω, we have
‖ρ‖C2(Ω) ≤ C = C(n,Ω, ψ, ϕ, ρ)
It is necessary in Theorem 1.11 to assume ρ to be strictly locally convex near its
boundary in view of the fact that there are topological obstructions to the existence
of strictly locally convex hypersurfaces spanning a given Γ (see [12]).
Theorem 1.12. Under condition (1.8), (1.9) and (1.10), there exists a smooth
strictly locally convex radial graph Σ = {(z, ρ(z)) | z ∈ Ω} in space form Nn+1(K)
where K = 0 or −1 satisfying the Dirichlet problem (1.3)-(1.4) where k = n with
ρ < ρ in Ω and uniformly bounded principal curvatures
0 < K−10 ≤ κ[Σ] ≤ K0 on Σ.
In [9], Guan-Ren-Wang solved the longstanding global C2 estimates for convex
hypersurfaces in Euclidean space to equation (1.3). They also removed the convex-
ity assumption and instead considered strictly starshaped 2-convex hypersurfaces in
the case k = 2 of scalar curvature, the proof of which was later simplified by Spruck-
Xiao [14]. On the other hand, [9] provides counterexamples to show that global C2
estimates in general does not hold for other type of equations such as prescribed
curvature quotient equations. In this paper, we apply Guan-Ren-Wang’s result (see
[9]) to obtain global curvature estimates for strictly locally convex solutions of (1.3)
(1 ≤ k ≤ n) in space forms.
The C2 estimates established in this paper are a crucial step for proving the ex-
istence and higher order regularity for prescribed Gauss curvature equations (with
boundary). The novelty of this paper lies in the generality of the prescribed function
ψ, which may depend on the gradient term, and hence include the cases considered
in [5, 4, 6, 13]. For the case Rn+1, Theorem 1.11 and 1.12 were proved in [4], where
the author assumed the convexity of ψ with respect to the gradient term. In this
paper, we only assume the positivity of ψ without any additional assumptions. An
important feature of this paper is the reformulations of equation (1.3) by transfor-
mations of ρ (see [13] for the Euclidean case). One is designed for deriving a prior
estimates, the linearized operator of which, may however have nontrivial kernel,
and hence do not yield directly the desired existence results. In [5], this issue is
tackled by monotone iteration approach but one may need additional assumption
on the monotonicity of ψ with respect to the zeroth order term. In this paper, we
take another reformulation of (1.3). Combined with classical continuity method
and the degree theory developed by [11], the existence results are established in
R
n+1 and Hn+1. It would be interesting to investigate the case in Sn+1.
This paper is organized as follows: In section 2, we provide some preliminary
knowledge and necessary calculations. In particular, we reformulate equation (1.3)
in two different ways. One is used for deriving a priori estimates in section 3,
while the other is for proving existence in section 5. Section 4 is devoted to global
curvature estimates.
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2. Strictly locally convex radial graphs in space forms
Throughout this paper, we focus on hypersurface Σ ⊂ Nn+1(K) that can be
represented as a smooth radial graph over a smooth domain Ω ⊂ Sn, i.e. Σ can be
expressed as
Σ = {(z, ρ(z)) |z ∈ Ω ⊂ Sn}
The range for ρ = ρ(z) is (0, ρKU ) where
(2.1) ρKU =
{∞, if K = 0 or − 1
π
2
, if K = 1
First recall the related geometric objects on Σ. Following the notations in [14],
let∇′ denote the covariant derivatives with respect to some local orthonormal frame
e1, . . . , en on S
n, and we will reserve ∇ for the covariant derivatives with respect
to some local orthonormal frame E1, . . . , En on Σ in section 4 for global curvature
estimates. The induced metric, its inverse, unit normal, and second fundamental
form on Σ are given respectively by
(2.2) gij = φ
2 δij + ρiρj
(2.3) gij =
1
φ2
(
δij − ρiρj
φ2 + |∇′ρ|2
)
(2.4) ν =
−∇′ρ+ φ2 ∂∂ρ√
φ4 + φ2|∇′ρ|2
(2.5) hij =
φ√
φ2 + |∇′ρ|2
(−∇′ijρ+ 2φ′φ ρiρj + φφ′δij)
where ρi = ρei = ∇′eiρ = ∇′iρ throughout this paper except in section 4, where
ρi = ∇Eiρ; ρij = ∇′ej∇′eiρ = ∇′ejeiρ = ∇′j iρ, etc. All other covariant derivatives
are interpreted in this manner. Thus ∇′ρ = ρk ek.
The principal curvatures κ1, . . . , κn of the radial graph ρ are the eigenvalues of
the symmetric matrix {aij}:
aij = γ
ik hkl γ
lj
where {γik} and its inverse {γik} are given respectively by
(2.6) γik =
1
φ
(δik − ρi ρk√
φ2 + |∇′ρ|2(φ+√φ2 + |∇′ρ|2) )
(2.7) γik = φ δik +
ρiρk
φ+
√
φ2 + |∇′ρ|2
In fact, {γik} is the square root of the metric, i.e., γikγkj = gij .
Definition 2.8. A hypersurface Σ is strictly locally convex if all its principal
curvatures are positive, i.e. κi > 0 for i = 1, . . . , n; or, equivalently, the symmetric
matrix {aij} (or {hij}) is positive definite everywhere in Ω.
A C2 function ρ is strictly locally convex if the hypersurface Σ represented by ρ
is strictly locally convex.
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For simplicity, throughout this paper aij > 0 (or ≥ 0 ) means that the symmetric
matrix {aij} is positive definite (or positive semi-definite); and aij ≥ bij means that
the symmetric matrices {aij} and {bij} satisfy aij − bij ≥ 0.
We remark that a strictly locally convex hypersurface with boundary may not be
convex globally; it locally lies on one side of its tangent plane at any point, which
may be very complicated in general. However, in this paper, we are only concerned
with those which can be represented as radial graphs over some domain of Sn.
Now we will change ρ into other variables in order to derive a priori estimates
in section 3, and to prove the existence in section 5.
2.1. Transformation for deriving a priori estimates.
Set
(2.9) ρ = ζ(u) =


1
u
, if K = 0
arccotu, if K = 1
1
2
ln
(u+ 1
u− 1
)
, if K = −1
According to (2.1), the range for u is (uKL ,∞) where
(2.10) uKL =
{
0, if K = 0 or 1
1, if K = −1
The formulas (2.2), (2.3), (2.6), (2.7) and (2.5) can be expressed in terms of u,
(2.11) gij = φ
2 δij + ζ
′2(u)uiuj
(2.12) gij =
1
φ2
(
δij − ζ
′2(u)uiuj
φ2 + ζ′2(u)|∇′u|2
)
(2.13)
γik =
1
φ
(
δik − ζ
′2(u)uiuk√
φ2 + ζ′2(u)|∇′u|2(φ+√φ2 + ζ′2(u)|∇′u|2)
)
=


u
(
δik − uiuk√
u2 + |∇′u|2(u+√u2 + |∇′u|2)
)
, if K = 0
√
1 + u2
(
δik − uiuk√
1 + u2 + |∇′u|2(√1 + u2 +√1 + u2 + |∇′u|2)
)
, if K = 1
√
u2 − 1 (δik − uiuk√
u2 − 1 + |∇′u|2(√u2 − 1 +√u2 − 1 + |∇′u|2)
)
, if K = −1
(2.14) γik = φ δik +
ζ′2(u)uiuk
φ+
√
φ2 + ζ′2(u)|∇′u|2
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(2.15)
hij =
φ√
φ2 + ζ′2|∇′u|2 (−ζ
′(u)∇′iju+ φφ′ δij)
=
−ζ′(u)φ√
φ2 + ζ′2|∇′u|2 (∇
′
iju+ u δij)
=


1√
u4 + u2|∇′u|2 (∇
′
iju+ u δij), if K = 0
1√
(1 + u2)2 + (1 + u2)|∇′u|2 (∇
′
iju+ u δij), if K = 1
1√
(u2 − 1)2 + (u2 − 1)|∇′u|2 (∇
′
iju+ u δij), if K = −1
Hence
(2.16) aij =
−ζ′(u)φ√
φ2 + ζ′2|∇′u|2 γ
ik (∇′klu+ u δkl) γlj
It is easy to see that Σ (or u) is strictly locally convex if and only if
(2.17) ∇′iju+ u δij > 0 in Ω
2.2. Transformation for proving existence.
Set
(2.18) u = η(v) =


ev, if K = 0
sinh v, if K = 1
cosh v, if K = −1
According to (2.10), the range for v is (vKL ,∞) where
(2.19) vKL =
{ −∞, if K = 0
0, if K = 1 or − 1
The formula (2.13) and (2.15) become
(2.20) γik = η′(v)
(
δik − vivk√
1 + |∇′v|2(1 +√1 + |∇′v|2)
)
(2.21) hij =
1
η′2(v)
√
1 + |∇′v|2
(
η′(v)∇′ijv + η(v)vivj + η(v) δij
)
Denoting
w =
√
1 + |∇′v|2 and γ˜ik = δik − vivk
w(1 + w)
we have
(2.22)
aij =
1
w
γ˜ik
(
η′(v)∇′klv + η(v)vkvl + η(v) δkl
)
γ˜lj
=
1
w
(
η(v) δij + η
′(v) γ˜ik∇′klv γ˜lj
)
From (2.22) we see that Σ (or v) is strictly locally convex if and only if
(2.23) η(v) δij + η
′(v) γ˜ik∇′klv γ˜lj > 0 in Ω
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2.3. Reformulation of equation (1.3) under transformation (2.9).
Let f = σ
1/k
k . Under transformation (2.9), the Dirichlet problem (1.3)-(1.4) is
equivalent to
(2.24) f(κ[u]) = ψ(z, u,∇′u) in Ω
(2.25) u = ϕ on ∂Ω
where we still use ψ for the function in the right hand side, and ϕ for the bound-
ary value. Denote A[u] = {aij} where aij is given by (2.16). With the func-
tion F defined by F (A) = f(λ(A)) where λ(A) denotes the eigenvalues of A,
κ[u] = (κ1, . . . , κn) = λ(A[u]) and G given by
G(r, p, u) = F (A(r, p, u))
where A(r, p, u) is obtained from A[u] with (r, p, u) in place of (∇′2u,∇′u, u), equa-
tion (2.24) is then equivalent to
(2.26) G(∇′2u,∇′u, u) = ψ(z, u,∇′u) in Ω
We next recall some properties of the function F and G. We use the notation
fi =
∂f
∂λi
, F ij(A) =
∂F
∂aij
(A), F ij,kl(A) =
∂2F
∂aij∂akl
(A)
Gij(r, p, u) =
∂G
∂rij
(r, p, u), Gi(r, p, u) =
∂G
∂pi
(r, p, u), ψi(z, u, p) =
∂ψ
∂pi
(z, u, p)
The matrix {F ij(A)} is symmetric with eigenvalues f1, . . . , fn. In view of (1.5),
F ij(A) > 0 when λ(A) ∈ Γk, while (1.6) implies that F is a concave function of A,
i.e. the symmetric matrix F ij,kl(A) ≤ 0 when λ(A) ∈ Γk.
{F ij(A)} and A can be diagonalized simultaneously by an orthonormal trans-
formation. Consequently, the eigenvalues of the matrix {F ij(A)}A, which is not
necessarily symmetric, are given by
λ({F ij(A)}A) = (f1λ1, . . . , fnλn)
In particular we have
(2.27) F ij(A) aij =
∑
fiλi
The function G satisfies structure conditions similar to F . In fact, from (2.16)
we have
(2.28) Gij =
∂G
∂uij
=
∂F
∂akl
∂akl
∂uij
=
−φζ′(u)√
φ2 + ζ′2(u)|∇′u|2F
klγikγjl
So the symmetric matrix Gij > 0 if and only if F ij > 0, which in particular
implies that equation (2.26) is elliptic for strictly locally convex solutions. Again
from (2.16) we have Gij,kl =
∂apq
∂uij
F pq,rs ∂ars∂ukl , which implies that G is concave with
respect to {uij} for strictly locally convex u.
In section 3, we will need the linearized operator associated with equation (2.26)
for deriving second order boundary estimates,
(2.29) L = Gij ∇′ij +Gi∇′i − ψi∇′i
for which we also need the following expression of Gs.
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Lemma 2.30.
(2.31)
Gs = − 2ζ
′2(u)(
√
φ2 + ζ′2(u)|∇′u|2 γis ul + φγlsui)√
φ2 + ζ′2(u)|∇′u|2(φ+√φ2 + ζ′2(u)|∇′u|2)F ijalj−
ζ′2(u)us
φ2 + ζ′2(u)|∇′u|2 F
ijaij
Proof. First note that
(2.32) Gs =
∂F
∂aij
∂aij
∂us
= F ij
(
2
∂γik
∂us
hkl γ
lj + γik
∂hkl
∂us
γlj
)
and
(2.33)
∂γik
∂us
= −γip ∂γpq
∂us
γqk, hklγ
lj = γkl alj
Direct calculation shows
(2.34)
∂γpl
∂us
=
ζ′2(u)(δpsul + δlsup)
φ+
√
φ2 + ζ′2(u)|∇′u|2 −
ζ′4(u)up ul us
(φ +
√
φ2 + ζ′2(u)|∇′u|2)2√φ2 + ζ′2(u)|∇′u|2
=
ζ′2(u)(δpsul + φupγ
ls)
φ+
√
φ2 + ζ′2(u)|∇′u|2
(2.35) γip up =
ui√
φ2 + ζ′2(u)|∇′u|2
From (2.16) we have
(2.36) γik
∂hkl
∂us
γlj = − ζ
′2(u)us
φ2 + ζ′2(u)|∇′u|2 aij
Taking (2.33)–(2.36) into (2.32), the formula (2.31) is proved. 
2.4. Reformulation of equation (2.24) under transformation (2.18).
Under transformation (2.18), the Dirichlet problem (2.24)–(2.25) has the follow-
ing form
(2.37) f(κ[v]) = ψ(z, v,∇′v) in Ω
(2.38) v = ϕ on ∂Ω
where we still use ψ for the right function and ϕ for the boundary value. At this
time, κ[v] = (κ1, . . . , κn) = λ(A[v]) and A[v] = {aij} with aij given by (2.22).
Define G by
G(r, p, v) = F (A(r, p, v))
where A(r, p, v) is obtained from A[v] with (r, p, v) in place of (∇′2v,∇′v, v). There-
fore equation (2.37) is equivalent to
(2.39) G(∇′2v,∇′v, v) = ψ(z, v,∇′v) in Ω
The function G has similar properties as F . Denote
Gij(r, p, v) = ∂G
∂rij
(r, p, v), Gi(r, p, v) = ∂G
∂pi
(r, p, v), Gv(r, p, v) = ∂G
∂v
(r, p, v)
By (2.22), we can see that the equation (2.39) is elliptic for strictly locally convex
v, and G is concave with respect to {vij} for strictly locally convex v.
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Under transformation ρ = ζ(u) and u = η(v), the condition (1.9)–(1.10) becomes
(2.40) G(∇′2v,∇′v, v) > ψ(z, v,∇′v) in Ω
(2.41) v = ϕ on ∂Ω
3. A priori estimates
In this section we derive the a priori C2 estimates for strictly locally convex
solution u to the Dirichlet problem (2.26)-(2.25) with u ≥ u in Ω.
(3.1) ‖u‖C2(Ω) ≤ C
The C1 bound follows directly from the convexity of the radial graph u with
u ≥ u in Ω and u = u on ∂Ω. In section 4, we will derive global curvature estimates,
which is equivalent to the global estimates for |∇′2u| on Ω from its bound on the
boundary ∂Ω. Therefore in this section we focus on the boundary estimate
(3.2) |∇′2u| ≤ C on ∂Ω
and will confine ourselves to the Gauss curvature equation (i.e. the case when k = n
in (1.3)).
The estimate (3.1) implies an upper bound for all the principal curvatures of
the radial graph. Since the radial graph satisfies the prescribed Gauss curvature
equation (2.24) where f = 0 on ∂Γn, the principal curvatures admit a uniform
positive lower bound. We thus have
(3.3) 0 < K−10 ≤ κi ≤ K0 in Ω
which in turn implies the uniform ellipticity of the linearized operator. Conse-
quently we have the C2,α estimates by Evans-Krylov theory [3, 10]
(3.4) ‖u‖C2,α(Ω) ≤ C
and the higher-order regularity by classical Schauder theory.
3.1. C1 estimates. The C1 estimates for the case K = 0 is established in [5]. The
method turns out to work in space forms. For the sake of completeness, we provide
the proof.
Lemma 3.5. Assume that Ω does not contain any hemisphere. Let u ≥ u be a
strictly locally convex function with u = u on ∂Ω. Then
(3.6) uKL < C
−1
0 ≤ u ≤ C0, |∇′u| ≤ C1 in Ω
where C0 depends only on Ω, sup∂Ω u and infΩ u; C1 depends in addition on
sup∂Ω |∇′u|. Note that uKL is defined as in (2.10).
Proof. Assume that u(P ) = supΩ¯ u with P ∈ Ω. Then there exists Q ∈ ∂Ω and a
geodesic in Ω joining from P to Q, with a total length l ≤ π2 − ǫ for some ǫ > 0.
Since u is strictly locally convex, i.e. u satisfies (2.17), we have on the geodesic
u′′ + u > 0
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if we use arc length s as the parameter. It follows that(( u
cos s
)′
cos2 s
)′
= (u′′ + u) cos s > 0 for 0 ≤ s ≤ l
Hence ( u
cos s
)′
cos2 s ≥ u′(0) = 0
and therefore
u(P ) ≤ u(Q)
cos l
≤ sup∂Ω u
cos(π2 − ǫ)
=
sup∂Ω u
cos(π2 − ǫ)
A lower bound for u can be seen directly from
u ≥ u ≥ inf
Ω
u > uKL in Ω
.
For the gradient estimate, note that by (2.17) we have
(3.7) ∆′ u+ nu > 0 in Ω
where ∆′ is the Laplace-Beltrami operator on Sn. Let u¯ be the solution of
∆′ u¯+ nC0 = 0 in Ω,
u¯ = u on ∂Ω
By comparison principle, we have u ≤ u ≤ u in Ω. Since the tangential derivatives
of u on ∂Ω are known, we obtain
(3.8) |∇′u| ≤ C1 on ∂Ω
Now we estimate the gradient ∇′u on Ω. Consider the test function
w =
√
u2 + |∇′u|2
Assume w attains its maximum at z0 ∈ Ω. Choose a local orthonormal frame
e1, . . . , en around z0. At z0, there holds
wwi = (uik + u δik)uk = 0, i = 1, . . . , n
By (2.17) we have ∇′u(z0) = 0 and hence
sup
Ω¯
|∇′u| ≤ w(z0) ≤ sup
Ω¯
u
We thus obtain the estimate
(3.9) |∇′u| ≤ C1 in Ω

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3.2. Boundary estimates for second derivatives.
Consider any fixed point z0 ∈ ∂Ω. Choose a local orthonormal frame field
e1, . . . , en around z0 on Ω, obtained by parallel translation of a local orthonormal
frame field on ∂Ω and the interior, unit, normal vector field to ∂Ω, along the
geodesics perpendicular to ∂Ω on Ω. We assume that en is the parallel translation
of the unit normal field on ∂Ω.
Since
u = ϕ on ∂Ω
∇′αβ(u− ϕ) = −∇′n(u− ϕ)Π(eα, eβ), α, β < n on ∂Ω
where Π denotes the second fundamental form of ∂Ω. It follows that
(3.10) |∇′αβu(z0)| ≤ C, α, β < n
Let ρ(z) and d(z) denote the distances from z ∈ Ω to z0 and ∂Ω on Sn, respec-
tively. Set
Ωδ = {z ∈ Ω : ρ(z) < δ}
Choose δ0 > 0 sufficiently small such that ρ and d are smooth in Ωδ0 , on which, we
have
|∇′d| = 1, −C I ≤ ∇′2 d ≤ C I
and
|∇′ρ| = 1, I ≤ ∇′2 ρ2 ≤ 3I
where C only depends on δ0 and the geometric quantities of ∂Ω.
Since u is strictly locally convex in Ω (in fact we only need u is strictly locally
convex in a neighborhood of ∂Ω), we have by (2.17)
∇′2u+ u I ≥ 4 c0 I in Ωδ0
for some constant c0 > 0.
For the mixed tangential-normal and pure normal second derivatives at z0, we
use the following barrier function
Ψ = Av +Bρ2
where
v = u− u+ ǫ d− N
2
d2
By (2.31) and also note that {aij} and {F ij} can be orthogonally diagonalized
simultaneously, we have
|Gs| ≤ C
∑
fiκi ≤ C
Recall that the linear operator associated with equation (2.26) is given by (2.29).
We compute
(3.11)
Lv =(Gij∇′ij +Gi∇′i − ψi∇′i)(u− u+ ǫ d−
N
2
d2)
=Gij∇′ij(u− u−
N
2
d2) + ǫGij∇′ijd+ (Gi − ψi)∇′i(u− u+ ǫ d−
N
2
d2)
≤Gij
(
∇′iju−
(∇′ij(u+ N2 d2)− 2c0δij)
)
− 2c0
∑
Gii + Cǫ
∑
Gii + C(1 + ǫ +Nδ)
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Since G(∇′2u,∇′u, u) is concave with respect to ∇′2u
(3.12)
Gij
(
∇′iju−
(∇′ij(u+N2 d2)−2c0δij
)) ≤ G(∇′2u,∇′u, u)−G(∇′2(u+N
2
d2
)−2c0I,∇′u, u)
Note that
∇′2(u+ N
2
d2
)− 2c0I + uI
= ∇′2u+ u I +Nd∇′2d+N∇′d⊗∇′d− 2c0I + (u− u)I
≥ 2c0I − CNδI +N∇′d⊗∇′d := H
Consequently
(3.13)
G(∇′2(u+ N
2
d2)− 2c0I,∇′u, u)
=
−φ ζ′(u)√
φ2 + ζ′2|∇′u|2 F
(
g−1/2
(∇′2(u+ N
2
d2)− 2c0I + uI
)
g−1/2
)
≥ −φ ζ
′(u)√
φ2 + ζ′2|∇′u|2 F
(
g−1/2H g−1/2
)
=
−φ ζ′(u)√
φ2 + ζ′2|∇′u|2 F (H
1/2 g−1H1/2)
≥ −φ ζ
′(u)√
φ2 + ζ′2|∇′u|2 F (H
1/2 1
φ2 + ζ′2(u)|∇′u|2 IH
1/2)
=
−φ ζ′(u)
(φ2 + ζ′2|∇′u|2)3/2 F (H)
where
F (H) = σ1/kk (H) =
( (n− 1)!
k!(n− k)!
(
2c0 −NδC
)k−1(
n(2c0 −NδC) + k N
))1/k
By (3.11)–(3.13) we have
(3.14)
Lv ≤ −c˜ (2c0−NδC)
k−1
k (n(2c0−NδC)+kN) 1k +(Cǫ−2c0)
∑
Gii+C(1+ǫ+Nδ)
where c˜ is a positive constant depending only on C0 and C1. ChoosingN sufficiently
large and ǫ, δ sufficiently small (δ depends on N) such that
Cǫ ≤ c0, NδC ≤ c0, −c˜ c
k−1
k
0 (nc0 + kN)
1
k + C + 2c0 ≤ −1
The inequality (3.14) therefore becomes
(3.15) Lv ≤ −c0
∑
Gii − 1
We further require δ ≤ 2ǫN to guarantee that
v ≥ 0 in Ωδ
For later use, we will need
(3.16) LΨ = ALv + B L(ρ2) ≤ A(−c0
∑
Gii − 1) +BC(1 +
∑
Gii) in Ωδ
which is a direct consequence of (3.15). We also need to estimate L(∇′ku). For this,
first apply the formula
∇′ij(∇′ku) = ∇′k∇′iju+ Γlik∇′jlu+ Γljk∇′ilu+∇′kΓlij ul
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to obtain
(3.17)
L(∇′ku) =Gij∇′ij(∇′ku) + (Gi − ψi)∇′i(∇′ku)
=
(
Gij∇′k∇′iju+ (Gi − ψi)∇′iku
)
+GijΓlik∇′jlu+GijΓljk∇′ilu+Gij∇′kΓlij ul + (Gi − ψi)Γlik ul
where
GijΓlik(∇′jlu+ u δjl) = F stγisγjtΓlik · γjp apq γql = (γisΓlikγql)F st atq
in view of (2.28) and (2.16) (the term GijΓljk∇′ilu can be evaluated similarly). Also
taking the covariant differentiation of (2.26) into (3.17) we have
(3.18) |L(∇′ku)| ≤ C(1 +
∑
Gii)
For fixed α < n, choosing B sufficiently large such that
Ψ±∇′α(u− ϕ) ≥ 0 on ∂Ωδ
From (3.16) and (3.18) we have
L(Ψ±∇′α(u− ϕ)) ≤ A(−c0
∑
Gii − 1) +BC(1 +
∑
Gii)
Choosing A sufficiently large such that
L(Ψ±∇′α(u− ϕ)) ≤ 0 in Ωδ
By the maximum principle
Ψ±∇′α(u − ϕ) ≥ 0 in Ωδ
which implies
(3.19) |∇′αnu(z0)| ≤ C
It remains to estimate the double normal derivative ∇′nnu on ∂Ω. In view of
(3.7), it suffices to derive an upper bound
∇′nnu ≤ C on ∂Ω
The following proof is motivated by an idea of Trudinger [15]. For this, we want to
prove that
(3.20) M := min
z∈∂Ω
min
ξ∈Tz(∂Ω),|ξ|=1
(∇′ξξu+ u) ≥ c1
for some constant c1 > 0. Assume that M is achieved at z1 ∈ ∂Ω in the direction
of ξ1. Let e1, . . . , en be the local orthonormal frame field around z1 on Ω ⊂ Sn as
before. Without loss of generality, we may assume that e1(z1) = ξ1. Now we have
M =∇′ξ1ξ1u(z1) + u(z1) = ∇′11u(z1) + u(z1)
=(∇′11u(z1) + u(z1))− (u− u)n(z1)Π(e1, e1)(z1)
We may assume that (u−u)n(z1)Π(e1, e1)(z1) > 12 (∇′11u(z1)+u(z1)), for, otherwise
we are done.
Since Π(e1, e1)(z) is continuous and (u− u)n is bounded, we have
Π(e1, e1)(z) ≥ 1
2
Π(e1, e1)(z1) ≥ c2 > 0
on
Ωδ = {z ∈ Ω| distSn(z1, z) < δ}
when δ > 0 is sufficiently small.
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Now we consider
Φ =
∇′11ϕ+ ϕ−M
Π(e1, e1)
− (u− ϕ)n
Note that Φ ≥ 0 on ∂Ω ∩ Ωδ. This is because on ∂Ω
∇′11(u− ϕ) = −(u− ϕ)n Π(e1, e1)
and consequently
∇′11ϕ+ ϕ− (u− ϕ)nΠ(e1, e1) = ∇′11u+ u ≥M
Also by (3.18)
(3.21)
L(Φ) =L(
∇′11ϕ+ ϕ−M
Π(e1, e1)
+ ϕn)− Lun
≤C(1 +
∑
Gii)
Now choose B large such that Ψ+Φ ≥ 0 on ∂Ωδ. In view of (3.16) and (3.21) we
then choose A sufficiently large such that L(Ψ+Φ) ≤ 0 in Ωδ. Since (Ψ+Φ)(z1) = 0,
it follows that (Ψ + Φ)n(z1) ≥ 0 and hence
unn(z1) ≤ C
Along with (3.10) and (3.19), we thus have a bound |∇′2u(z1)| ≤ C, equivalently
by (2.16), a bound for all the principle curvatures of the radial graph at z1.
All the above derivation works for any k (1 ≤ k ≤ n). At this point we will only
consider the case when k = n in (2.24) (i.e. the Gauss curvature equation). Since
f(κ[u]) = ψ(z, u,∇′u) ≥ ψ0 > 0 in Ω and f = 0 on ∂Γn, the principle curvatures
at z1 admit a uniform positive lower bound. This in turn yields a positive lower
bound for the eigenvalues of ∇′2u(z1) + u(z1)I, which implies (3.20).
By (3.20) and Lemma 1.2 of [?] there exists R > 0 depending on the bounds
in (3.10) and (3.19) such that if unn(z0) ≥ R and z0 ∈ ∂Ω, then the eigenvalues
(λ1, . . . , λn) of ∇′2u(z0) + u(z0)I satisfy
c1
2
≤ λα ≤ C, α = 1, . . . , n− 1, λn ≥ R
2
it follows that
∇′2u(z0) + u(z0)I ≥ X−1ΛX
where X is an orthogonal matrix and
Λ =


c1
2
. . .
c1
2
R
2


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Consequently at z0,
G(∇′2u,∇′u, u)(z0)
=
−φζ′(u)√
φ2 + ζ′2|∇′u|2 F
(
g−1/2
(∇′2u(z0) + u(z0)I) g−1/2)
≥ −φζ
′(u)√
φ2 + ζ′2|∇′u|2 F
(
g−1/2X−1ΛX g−1/2
)
=
−φζ′(u)√
φ2 + ζ′2|∇′u|2 F (Λ
1/2X g−1X−1 Λ1/2)
≥ −φζ
′(u)√
φ2 + ζ′2|∇′u|2 F (Λ
1/2X
1
φ2 + ζ′2(u)|∇′u|2 I X
−1Λ1/2)
=
−φζ′(u)
(φ2 + ζ′2|∇′u|2)3/2 F (Λ)
When R is sufficiently large, G(∇′2u,∇′u, u)(z0) > ψ(z, u,∇′u)(z0), which is a
contradiction to equation (2.26). Hence ∇′nnu ≤ C on ∂Ω and therefore we proved
(3.2).
4. Global curvature estimates
Our main result on global curvature estimates can be stated as follows. The
following proof is motivated by the work [9] and [14]. The author recently noticed
the work [1] on global curvature estimates in warped product spaces.
Theorem 4.1. Suppose Σ = {(z, ρ(z))| z ∈ Ω ⊂ Sn} ⊂ Nn+1(K) is a strictly
locally convex hypersurface satisfying the Weingarten curvature equation (1.3) for
some positive function ψ(V, ν) ∈ C2(Γ), where Γ is an open neighborhood of the unit
normal bundle of Σ in Nn+1(K)×Sn. Suppose also that 0 < C−10 ≤ ρ(z) ≤ C0 < ρKU
and |∇ρ| ≤ C1 where C0 and C1 are positive constants, and ρKU is given by (2.1).
Then there exists a constant C depending only on n, k, C0, C1, inf ψ and ‖ψ‖C2
such that
max
z∈Ω
i=1,...,n
κi(z) ≤ C (1 + max
z∈∂Ω
i=1,...,n
κi(z))
Proof. It suffices to estimate from above for the largest principal curvature of Σ.
Consider the following test function
(4.2) Θ =
1
2
lnP (κ)−N lnu+ β Φ
where
P (κ) = κ21 + · · ·+ κ2n, Φ(ρ) =
∫ ρ
0
φ(r) dr
u = g¯(V, ν) = 〈V, ν〉 is the support function
β = uKL ( u
K
L is defined by (2.10))
and N is a positive constant to be determined later.
Assume that Θ achieves its maximum value at x0 = (z0, ρ(z0)) ∈ Σ. Choose a
local orthonormal frame E1, . . . , En around x0 such that hij(x0) = κi δij , where
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κ1, . . . , κn are the principal curvatures of Σ at x0 with κ1 ≥ . . . ≥ κn > 0. Then,
at x0,
(4.3)
1
P
∑
l
κl hlli −N ui
u
+ β Φi = 0
(4.4)
1
P
(
∑
pq
h2pqi +
∑
l
κlhllii)− 2
P 2
(
∑
l
κlhlli)
2 −N uii
u
+N
u2i
u2
+ β Φii ≤ 0
In space forms, the Codazzi equation holds
(4.5) ∇lhij = ∇jhil
and the Gauss equation has the following form
(4.6) hiill = hllii + κlκ
2
i − κ2l κi +K(κi − κl)
Covariantly Differentiating (1.3) twice yields
(4.7) σiik hiil = φ
′ dV ψ(El) + κl dνψ(El)
(4.8) σiik hiill + σ
pq, rs
k hpqlhrsl ≥ −C − Cκ2l +
∑
m
hmll dνψ(Em)
Note that we have used the property of the conformal Killing field V
∇ElV = φ′ El
By (4.3), (4.4), (4.5), (4.6), (4.8) as well as σiik κi = k ψ and
−σpq,rsk hpqlhrsl = −σpp,qqk hpplhqql + σpp,qqk h2pql
we have
(4.9)
1
P
∑
ipq
σiik h
2
pqi −
2
P 2
∑
i
σiik (
∑
l
κlhlli)
2 − 1
P
∑
pql
κlσ
pp,qq
k hpplhqql +
1
P
∑
pql
κlσ
pp,qq
k h
2
pql
−
∑
i
σiik κ
2
i −
N
u
∑
i
σiik uii +
N
u2
∑
i
σiik u
2
i + βσ
ii
k Φii
+K
∑
i
σiik +
N
u
∑
m
umdνψ(Em)− β
∑
m
Φm dνψ(Em)− C
P
∑
l
κl − C
P
∑
l
κ3l ≤ 0
Applying (4.7) as well as the following equations which can be derived by straight
forward calculation (see Lemma 2.2 and Lemma 2.6 in [8] for the proof)
Φi = φ(ρ) ρi, Φii = φ
′ − u κi
ui = φ(ρ) ρi κi
uii = φ(ρ)
∑
m
ρm hiim + φ
′(ρ)κi − u κ2i
(4.9) becomes
HYPERSURFACES OF PRESCRIBED GAUSS CURVATURE 17
(4.10)
1
P
∑
ipq
σiik h
2
pqi −
2
P 2
∑
i
σiik (
∑
l
κlhlli)
2 − 1
P
∑
pql
κlσ
pp,qq
k hpplhqql +
1
P
∑
pql
κlσ
pp,qq
k h
2
pql
+ (N − 1)
∑
i
σiik κ
2
i +N
φ2
u2
∑
i
σiik ρ
2
i κ
2
i −N
kψφ′
u
− β u k ψ + (βφ′ +K)
∑
i
σiik
−N φφ
′
u
∑
m
ρmdV ψ(Em)− β φ(ρ)
∑
m
ρm dνψ(Em)− C
P
∑
l
κl − C
P
∑
l
κ3l ≤ 0
Now we apply a result from Guan-Ren-Wang [9] ( see Lemma 2.2 and Corollary 4.4
in [9] ) for tackling third order derivatives.
Lemma 4.11. There exists a positive constant A and a finite sequence of positive
numbers {δi}ki=1 such that if the inequality κi/κ1 ≤ δi holds for some 1 ≤ i ≤ k,
then
0 ≤ 1
P
[∑
l
κl(A(σk)
2
l−σpp,qqk hpplhqql+σpp,qqk h2pql)+
∑
ipq
σiik h
2
pqi
]− 2
P 2
∑
i
σiik (
∑
l
κlhlli)
2
Let A and {δi}ki=1 be given as in Lemma 4.11. We divide our discussion into two
cases.
Case (i): If there exists some 2 ≤ i ≤ k such that κi ≤ δi κ1, by (4.7) and Lemma
4.11, (4.10) reduces to
(N − 1)
∑
i
σiik κ
2
i − CN − Cβ −
C(A+ 1)
P
∑
l
κl − C(A+ 1)
P
∑
l
κ3l ≤ 0
Here we have used the fact that the support function has a positive lower bound
(see (2.4) for the expression of ν),
u =
〈
φ(ρ)
∂
∂ρ
,
−∇′ρ+ φ2 ∂∂ρ√
φ4 + φ2|∇′ρ|2
〉
≥ c0 > 0
Note that
σ11k κ1 ≥
k
n
σk
It follows that
((N − 1) k
n
ψ − C)κ1 ≤ C N
Choose N sufficiently large we obtain κ1 ≤ C(N).
Case (ii): If case (i) does not hold, which means that κk ≥ δk κ1. Then
σk ≥ κ1κ2 · · ·κk ≥ δkkκk1
an upper bound of κ1 follows. 
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5. Existence
In this section, we will use classical continuity method and the degree theory
developed by Y. Y. Li [11] to prove the existence of solution to the Dirichlet problem
(2.39)–(2.38). For the proof, we follow the route in [13]. Consider the following two
auxiliary equations.
(5.1)

G(∇
′2v,∇′v, v) = (tǫ+ (1 − t)ψ(z)
ξ(v)
)
ξ(v) in Ω
v = v on ∂Ω
and
(5.2)
{
G(∇′2v,∇′v, v) = t ψ(z, v,∇′v) + (1 − t) ǫ ξ(v) in Ω
v = v on ∂Ω
where t ∈ [0, 1], ψ(z) = G(∇′2v,∇′v, v)(z), ǫ is a small positive constant such that
(5.3) ψ(z) > ψ(z, v,∇′v) + ǫ ξ(v) in Ω
and ξ(v) = e2v if K = 0 while ξ(v) = sinh v if K = −1. Hereafter, we only consider
the case when K = 0 or K = −1.
Lemma 5.4. Let ψ(z) be a positive function defined on Ω. For any strictly locally
convex function v and z ∈ Ω, if
G(∇′2v,∇′v, v)(z) = F (aij [v])(z) = f(κ[v])(z) = ψ(z) ξ(v)(z)
then
Gv(∇′2v,∇′v, v)(z)− ψ(z) ξ′(v)(z) < 0
Proof. From (2.22) we have
∂aij
∂v
=
1
w
(
η′(v) δij + η(v)γ˜
ik∇′klv γ˜lj
)
=
η′2(v)− η2(v)
wη′(v)
δij +
η(v)
η′(v)
aij =
K
wη′(v)
δij +
η(v)
η′(v)
aij
Therefore
Gv = K
wη′(v)
∑
fi +
η(v)
η′(v)
F ijaij =
K
wη′(v)
∑
fi +
η(v)
η′(v)
fiκi
Consequently
Gv(∇′2v,∇′v, v)− ψ(z) ξ′(v) = K
wη′(v)
∑
fi + (
η(v)
η′(v)
− ξ
′(v)
ξ(v)
) fiκi < 0

Lemma 5.5. For any t ∈ [0, 1], the Dirichlet problem (5.1) has at most one strictly
locally convex solution v with v ≥ v.
Proof. Let v be a strictly locally convex solution of (5.1). It suffices to prove that
v ≥ v in Ω. If not, then v − v achieves a positive maximum at some z0 ∈ Ω. We
have
(5.6) v(z0) > v(z0), ∇′v(z0) = ∇′v(z0), ∇′2v(z0) ≤ ∇′2v(z0)
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We claim that the deformation v[s] := sv + (1− s)v for s ∈ [0, 1] is strictly locally
convex near z0. To prove this, we use the second expression in (2.22) for aij and
verify at z0 we have
(5.7) η(v[s]) δij + η
′(v[s]) γ˜ik
(
s∇′klv + (1− s)∇′klv
)
γ˜lj > 0
In fact, when K = 0,
η(v[s]) δij + η
′(v[s]) γ˜ik
(
s∇′klv + (1− s)∇′klv
)
γ˜lj
= η(v[s])
(
δij + γ˜
ik
(
s∇′klv + (1 − s)∇′klv
)
γ˜lj
)
≥ η(v[s])(δij + γ˜ik∇′klv γ˜lj)
=
η(v[s])
η(v)
(
η(v)δij + η
′(v)γ˜ik∇′klv γ˜lj
)
> 0
When K = −1, note that ( η
η′
)′
(v) = − 1
sinh2 v
< 0
Therefore
η(v[s]) δij + η
′(v[s]) γ˜ik
(
s∇′klv + (1 − s)∇′klv
)
γ˜lj
≥ η(v[s]) δij + η′(v[s]) γ˜ik∇′klv γ˜lj
= η′(v[s])
( η(v[s])
η′(v[s])
− η(v)
η′(v)
)
δij +
η′(v[s])
η′(v)
(
η(v)δij + η
′(v)γ˜ik∇′klv γ˜lj
)
> 0
Hence (5.7) is proved.
Now we can define a differentiable function of s ∈ [0, 1]:
a(s) := G(∇′2v[s],∇′v[s], v[s]) − (tǫ+ (1 − t)ψ(z)
ξ(v)
)
ξ(v[s])
∣∣∣
z0
Note that
a(0) = G(∇′2v,∇′v, v) − (tǫ+ (1 − t)ψ(z0)
ξ(v)
)
ξ(v) = 0
and by (5.3)
a(1) = G(∇′2v,∇′v, v) − (tǫ+ (1 − t)ψ(z0)
ξ(v)
)
ξ(v) = t(ψ − ǫ ξ(v))(z0) ≥ 0
So there exists s0 ∈ [0, 1] such that a(s0) = 0 and a′(s0) ≥ 0, i.e.
(5.8) G(∇′2v[s0],∇′v[s0], v[s0]) =
(
tǫ+ (1− t)ψ(z0)
ξ(v)
)
ξ(v[s0])
and
(5.9)
Gij(∇′2v[s0],∇′v[s0], v[s0]
)∇′ij(v − v)(z0) + Gi(∇′2v[s0],∇′v[s0], v[s0])∇′i(v − v)(z0)
+
(
Gv(∇′2v[s0],∇′v[s0], v[s0])−
(
tǫ+ (1− t)ψ(z0)
ξ(v)
)
ξ′(v[s0])
)
(v − v)(z0) ≥ 0
However, by (5.6), (5.8) and Lemma 5.4, the above expression should be strictly
less than 0, which is a contradiction. 
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Lemma 5.10. Let v be a strictly locally convex solution of (5.2). If v ≥ v in Ω,
then v > v in Ω and (v − v)n > 0 on ∂Ω, where n is the interior unit normal of
∂Ω.
Proof. Suppose v = v at some z0 ∈ Ω, then v − v achieves a local minimum at z0.
It follows that
v(z0) = v(z0), ∇′v(z0) = ∇′v(z0), ∇′2v(z0) ≥ ∇′2v(z0)
By (2.22) we have
aij [v](z0) ≥ aij [v](z0)
Consequently
G(∇′2v,∇′v, v)(z0) = F (aij [v](z0)) ≥ F (aij [v](z0)) = G(∇′2v,∇′v, v)(z0)
On the other hand by (5.3)
(5.11)
G(∇′2v,∇′v, v)(z0) = t ψ(z0, v(z0),∇′v(z0)) + (1− t) ǫ ξ(v)(z0)
= t ψ(z0, v(z0),∇′v(z0)) + (1− t) ǫ ξ(v)(z0)
<ψ(z0) = G(∇′2v,∇′v, v)(z0)
which is a contradiction. Hence v > v in Ω.
Next, we show that (v−v)n > 0 on ∂Ω. Obviously (v−v)n ≥ 0 on ∂Ω since v ≥ v
in Ω. Suppose (v− v)n = 0 at some z0 ∈ ∂Ω. Then we have ∇′v(z0) = ∇′v(z0) and
hence (5.11) still holds, which implies that aij [v](z0) ≥ aij [v](z0) cannot hold, or
equivalently ∇′2v(z0) ≥ ∇′2v(z0) cannot hold. Then there exists a unit vector e0 ∈
Tz0S
n such that ∇′e0e0v(z0) < ∇′e0e0v(z0). Again by v = v on ∂Ω and ∇′v(z0) =∇′v(z0) we see that e0 cannot be tangential to ∂Ω at z0, for otherwise we would
have ∇′e0e0v(z0) = ∇′e0e0v(z0). Assume that e0 ( or −e0 ) points to the interior of
Ω. Consider the geodesic c(t) starting at z0 in the direction of e0, with arc length
parameter, which stays inside Ω in a short time. Note that
v(c(0)) = v(c(0)) = ϕ(z0)
(v ◦ c)′(0) = ∇′e0v(z0) = ∇′e0v(z0) = (v ◦ c)′(0)
(v ◦ c)′′(0) = ∇′e0e0v(z0) < ∇′e0e0v(z0) = (v ◦ c)′′(0)
thus in a short time v(c(t)) < v(c(t)), which contradicts with the fact that v ≥ v
in Ω. 
Theorem 5.12. For any t ∈ [0, 1], the Dirichlet problem (5.1) has a unique strictly
locally convex solution.
Proof. Uniqueness is proved in Lemma 5.5. We prove the existence using the stan-
dard continuity method. Recall that u and v are related by the transformation
(2.18). Hence the C2 estimate (3.1) established in section 3 and 4 is equivalently
to the C2 bound for strictly locally convex solutions v of (5.1) with v ≥ v. Besides,
the uniform upper and positive lower bounds of the principal curvatures imply that
equation (5.1) is uniformly elliptic for strictly locally convex solutions v with v ≥ v.
We can then apply Evans-Krylov theory [3, 10] to obtain
(5.13) ‖v‖C2,α(Ω¯) ≤ C
Here we note that C is independent of t.
Let C2,α0 (Ω¯) be the subspace of C
2,α(Ω¯) given by
C2,α0 (Ω¯) := {w ∈ C2,α(Ω¯) |w = 0 on ∂Ω}
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Obviously,
U :=
{
w ∈ C2,α0 (Ω¯)
∣∣∣ v + w is stricly locally convex }
is an open subset of C2,α0 (Ω¯). Construct a map L : U × [0, 1]→ Cα(Ω¯) by
L(w, t) = G(∇′2(v + w),∇′(v + w), v + w) − (tǫ+ (1− t)ψ(z)
ξ(v)
)
ξ(v + w)
Set
S = {t ∈ [0, 1] | L(w, t) = 0 has a solution in U }
First note that
L(0, 0) = G(∇′2v,∇′v, v) − ψ(z)
ξ(v)
ξ(v) = 0
hence 0 ∈ S and S 6= ∅.
S is open in [0, 1]. In fact, for any t0 ∈ S, there exists w0 ∈ U such that
L(w0, t0) = 0. The Fre´chet derivative of L with respect to w at (w0, t0) is a linear
elliptic operator from C2,α0 (Ω¯) to C
α(Ω¯),
(5.14)
Lw
∣∣
(w0,t0)
(h) =Gij(∇′2(v + w0),∇′(v + w0), v + w0)∇′ijh
+ Gi(∇′2(v + w0),∇′(v + w0), v + w0)∇′ih
+
(
Gv(∇′2(v + w0),∇′(v + w0), v + w0)−
(
t0ǫ + (1− t0)
ψ(z)
ξ(v)
)
ξ′(v + w0)
)
h
By Lemma 5.4, Lw
∣∣
(w0,t0)
is invertible. Hence by implicit function theorem, a
neighborhood of t0 is also contained in S.
S is closed in [0, 1]. Let ti be a sequence in S converging to t0 ∈ [0, 1] and
wi ∈ U be the unique solution associated with ti (the uniqueness is guaranteed by
Lemma 5.5), i.e. L(wi, ti) = 0. By Lemma 5.5, wi ≥ 0. Then by (5.13) we see that
vi := v + wi is a bounded sequence in C
2,α(Ω). Possibly passing to a subsequence
vi converges to a strictly locally convex solution v0 of (5.1) as i → ∞. Obviously
w0 := v0 − v ∈ U and L(w0, t0) = 0. Thus t0 ∈ S. 
Theorem 5.15. For any t ∈ [0, 1], the Dirichlet problem (5.2) has a strictly locally
convex solution. In particular, (2.39)–(2.38) has a strictly locally convex solution.
Proof. The C2,α estimate for strictly locally convex solutions v of (5.2) with v ≥ v
can be established in view of (2.18) and (3.1), which in turn yields C4,α estimate
by classical Schauder theory
(5.16) ‖v‖C4,α(Ω) < C4
Besides, we also have the estimate (see the expression in (2.22))
(5.17) C−12 I < A˜[v] := {η′(v)∇′ijv + η(v)vivj + η(v) δij} < C2I in Ω
Here we note that C2 and C4 are independent of t.
Let C 4,α0 (Ω) be the subspace of C
4,α(Ω) defined by
C4,α0 (Ω¯) := {w ∈ C4,α(Ω¯) |w = 0 on ∂Ω}
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and consider the bounded open subset
O :=

w ∈ C4,α0 (Ω)
∣∣∣∣∣∣
w > 0 in Ω, ∇′
n
w > 0 on ∂Ω,
C−12 I < A˜[v +w] < C2I in Ω
‖w‖
C4.α(Ω) < C4 + ‖v‖C4.α(Ω)


Construct a map Mt(w) : O × [0, 1]→ C2,α(Ω)
Mt(w) = G(∇′2(v+w),∇′(v+w), v+w) − t ψ(z, v+w,∇′(v+w))−(1−t) ǫ ξ(v+w)
Let v0 be the unique solution of (5.1) at t = 1 (the existence and uniqueness are
guaranteed by Theorem 5.12 and Lemma 5.5). Note that v0 is also the solution of
(5.2) when t = 0. Set w0 = v0 − v. By Lemma 5.5, we have w0 ≥ 0 in Ω, which
in turn implies that w0 > 0 in Ω and ∇′
n
w0 > 0 on ∂Ω by Lemma 5.10. Also note
that v0 satisfies (5.16) and (5.17). Thus, w0 ∈ O. From Lemma 5.10, (5.16) and
(5.17) we observe thatMt(w) = 0 has no solution on ∂O for any t ∈ [0, 1]. Besides,
Mt is uniformly elliptic on O independent of t. Hence the degree ofMt on O at 0
deg(Mt,O, 0)
is well defined and independent of t. Therefore we only need to compute deg(M0,O, 0).
Note that M0(w) = 0 has a unique solution w0 ∈ O, and the Fre´chet derivative
ofM0 with respect to w at w0 is a linear elliptic operator from C4,α0 (Ω¯) to C2,α(Ω¯),
(5.18)
M0,w|w0(h) =Gij(∇′2v0,∇′v0, v0)∇′ijh+ Gi(∇′2v0,∇′v0, v0)∇′ih
+ (Gv(∇′2v0,∇′v0, v0)− ǫ ξ′(v0))h
By Lemma 5.4
Gv(∇′2v0,∇′v0, v0)− ǫ ξ′(v0) < 0 in Ω
Hence M0,w|w0 is invertible. By the degree theory in [11]
deg(M0,O, 0) = deg(M0,w0 , B1, 0) = ±1 6= 0
where B1 is the unit ball in C
4,α
0 (Ω). Thus
deg(Mt,O, 0) 6= 0 for all t ∈ [0, 1]
which implies that the Dirichlet problem (5.2) has at least one strictly locally convex
solution for any t ∈ [0, 1]. In particular, t = 1 solves the Dirichlet problem (2.39)–
(2.38). 
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