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ABSTRACT 
A direct alternative proof of Keyfitz’s optimal solution to the problem of maximiz- 
ing the probability of retention in sampling on a second occasion is given, using 
techniques of elementary linear algebra. The proof and comments help one to better 
understand Keyfitz’s solution, and they clearly demonstrate that the closed form 
solution of Keyfitz is one of a possible infinity of solutions offered by a linear 
programming approach. We also give one of those other solutions offered by linear 
programming, which is easy to obtain by hand calculations using only the operation of 
subtraction. 
1. INTRODUCTION 
A classical problem in sampling from a finite stratified population is the 
estimation of a population total Y, where it is important that the random 
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choice of a unit from each stratum be made with probability proportional to a 
measure of size of that unit [5]. Frequently the measures of size associated 
with the population units will change due to growth (positive or negative), 
births, deaths, and mergers when sampling frames are updated. Since these 
measures of size are used in sampling and estimation, efficiency requirements 
dictate that significant relative changes in them should be followed by an 
updated sample. Because of the high cost of obtaining accurate auxiliary 
information on new respondents and of familiarizing new respondents with 
reporting procedures, it is often desirable to retain as many respondents as 
possible from the original sample (based on the outdated measures of size) for 
the new sample (based on the updated measures of size). Keyfitz [7], Des Raj 
[lo], Cohen [2], Kish and Scott [9], and others have considered this problem 
when one unit is to be selected from each stratum. In Section 2, we present 
Keyfitz’s solution to the problem of maximizing the probability of retention of 
the original sample units for the new sample while using the new measures of 
size. Keyfitz [7] gave an indirect proof of optimality for his solution by 
demonstrating that there exists no other procedure which gives a larger 
probability of retention. No motivation for his solution was given. Des Raj 
[lo] appears to be the first to note that the problem of maximizing the 
probability of retention can be approached by stating it as a special case of 
the transportation problem, which is a special type of linear programming 
problem. Des Raj [lo] proved that the solution offered by Keyfitz and the 
solution offered by a linear programming approach are equivalent, by demon- 
strating that both procedures give the same maximum probability of reten- 
tion. However, no further comparison of the two procedures has been given. 
The purpose of this paper, as illustrated in Section 3, is to give a direct 
alternative proof for the optimality of Keyfitz’s solution using techniques of 
elementary linear algebra. The proof and comments which follow it help one 
to better understand the possible motivation for Keyfitz’s solution, and it 
clearly demonstrates that the closed form solution of Keyfitz is one of a 
possible infinity of solutions offered by a linear programming approach. 
The linear programming problem which is solved directly can be de- 
scribed, perhaps most simply, in matrix form as follows. Let C be an N X N 
matrix with unknown nonnegative entries cij with the following constraints: 
(1) C;Y_icij = aj and Cy=icij = ai, w h ere a j and (Y~ are fixed for i, j = 
1 N. >...> 
(2) C~=iUj = c:‘I=,ei = 1. 
(3) ai-ai>0 for i=l,2,..., r<N, and a,-ai< for i=r+l,r+ 
2 >*.., N, where r is a specified integer. 
The objective is to find a solution matrix C* = (c;), actually the particular 
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solution of Keyfitz, such that max,{ tr(C)} = tr(C*). In Section 3, we also 
give another solution offered by linear programming which is easy to obtain 
and only involves the operation of subtraction. 
In Section 4, we mention other advantages of the linear programming 
approach to the problem of maximizing the probability of retention. For 
example, it is clear that the linear programming approach can be used to 
provide: (1) an exact solution for minimizing the probability of retention; (2) 
an exact solution for optimizing other probabilities of interest; (3) an exact 
solution for optimizing a probability of interest when there is selection of 
more than one unit from a single stratum without replacement (Fellegi [3] 
attempted to obtain a closed form solution for this problem following the 
method of Keyfitz, but his result is not optimal); and (4) an exact solution for 
optimizing a probability of interest when there is movement across stratum 
boundaries between the first and second occasions. (Causey, Cox, and Ernst 
[l] gave a linear programming solution, using transportation theory, to this 
last problem. Their solution permits selection of more than one unit from each 
stratum.) In the remainder of the section, the necessary setup and notation 
are given. 
Assume that a finite population of N units has been stratified into L strata 
where the number of units in the ith stratum is Ni. Hence N = Cf= 1 N,. Let: 
‘ij 
‘i 
Y 
‘ij 
Xi. 
‘ij 
be the value of the characteristic of interest of the jth unit in the ith 
stratumfori=l,..,, Landj=l,..., N,. 
N 
= c Yij. 
j=l 
= t Yi.. 
i=l 
be the nonnegative measure of size associated with the jth unit in the 
ith stratum. (The Xii’s are assumed to be known and highly correlated 
with the unknown Y, j ‘s.) 
= ; xii. (1.1) 
j=l 
= Xi j/Xi ., the probability of selection of the jth unit in the ith stratum 
when a single unit is to be drawn from the ith stratum. 
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aij for the original measure of size, 
Zij = 
a i j for the updated measure of size. 
ni be the size of the sample from the ith stratum. 
When ni = 1 for all i, an unbiased estimator [5] is 
where yi j is the observed value of the characteristic of interest for the j th 
unit which is drawn from the ith stratum with probability Zii. It follows that 
Var(P)= 5 Var(Yi.)= i 5 Z.. lY..-Y.. (1.3) 
i=l 
’ ,][ Zij ‘] I r. 
i=l j-1 
Throughout this paper, we assume that L is fairly large and that max Ni is 
relatively small. For simplicity, we also assume that there is no movement of a 
unit from one stratum to another between the first and second occasions. 
Because sampling among the L strata will be independent and the considered 
estimator of Y will be of the form Y = Cf= r Yi _, much of our discussion will 
center on sampling and estimation within a given stratum. Thus, for further 
simplicity, we do not use the subscript i to indicate the ith stratum. Hence 
we use n instead of ni, population instead of stratum, etc. Otherwise, the 
notation will be as indicated. 
2. THE KEYFITZ SOLUTION 
As noted in Section 1, the experimenter often wants to retain the largest 
possible number of current sample units upon selection of a new sample 
based on updated measures of size. Keyfitz [7] presented a closed form 
solution for selection of the new sample. His solution maximizes the probabil- 
ity of retention of originally selected sample units in the new sample while 
maintaining the proper updated probabilities of selection. Keyfitz only consid- 
ered the case where one unit was selected from each stratum. We summarize 
his results using some notation given by Kish [8]. For selection of one unit 
(n = 1) from the population, Keyfitz [7] assumed the following setup, starting 
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with Table 1: Let 
D= {Uj~aj<cxjforj=l,...,N}, 
I= {Ujlaj>~jforj=l,...,N}, 
#(D)=D and #(I)=Z=N-D. 
Assume that the units are partitioned such that the first D units are in the set 
D and the remaining N - D units are in the set I. Notice that 
f (aj-aj)= f (ai-( 
j=l j=D+l 
That is, the total of the probability decreases equals the total of the probabil- 
ity increases. 
The Key&z Approach 
For fixed but arbitrary j (j = 1,. . . , N), let 
E, = the event of selecting Uj on the first occasion, 
E, = the event of selecting Uj on the second occasion, 
E, = the event that Uj E I, and 
E, = the event that Uj E D. 
To maximize the probability of retention of the originally selected unit, select 
the second occasion sample by treating the original sample as a sample 
selected on the first phase and follow the sampling strategy given below: 
(i) If the originally selected unit is in I, retain it for the second occasion 
sample, i.e., P( E,IE, n EJ = 1. 
TABLE 1 
NOTATION FOR PROBABILITIES OF SELECTION FOR KEYFITZ’S SOLUTION 
Population units v, u, ... u, Total 
Original probability 
of selection 
Updated probability 
of selection 
a2 
a2 
. . . 
. . . 
aN 1 
‘N 1 
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(ii) If the originally selected unit is in D, retain it for the second occasion 
sample with probability a j/aj, i.e., P(E,IE, n Ed) = a j/aj. 
(iii) If the originally selected unit is in D, it is not retained for the second 
occasion sample with probability 1- aj/aj, i.e., P(not E,IE, n E4) = l- 
a j/cxj. If the decreasing unit obtained on the first occasion is to be dropped 
and replaced on the second occasion, replace it with the kth increasing unit 
with probability 
ak - ak 
N for k=D+l,D+2 ,..., N. 
C (aj-aj) 
j=D+l 
Keyfitz showed that the above approach selects the jth unit from the 
population on the second occasion with probability a j while the probability of 
retention of the originally selected unit is maximized. The proof of optimality 
was indirect and lacked a spirit of motivation. Modifications of the Keyfitz 
approach are given by Kish [8] and Kish and Scott [9]. 
3. THE LINEAR PROGRAMMING APPROACH FOR MAXIMIZING 
PROBABILITY OF RETENTION 
In this section, we give a direct proof of the optimality of Keyfitz’s 
solution, Assume that on the first sampling occasion the jth unit Uj is 
selected with probability cxj for j = 1,. . . , N, and that on the second sampling 
occasion it is selected with updated probability a j. Let P be a joint probabil- 
ity function defined on the ordered pairs (Uj, U,), where Pjk represents the 
probability of selection of the jth unit on the first occasion and the kth unit 
on the second occasion for j, k = 1,. . . , N. Thus we have the joint and 
marginal probability distributions for the two occasions, and 
c Pjk=cxj and c Pjk=uk. (3.1) 
k=l j=l 
Note that P determines a sampling design which will select Uk on the second 
occasion, given that Uj is selected on the first occasion, with probability 
P(klj) = z 
1 
for j, k = 1,. . . , N. 
(3.2) 
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Let P denote the family of all joint probability functions satisfying (3.1). 
The family of distributions, P, is always nonempty, because we can define 
PEPby 
Pik = aiak, (3.3) 
which satisfies (3.1). Indeed, given a selection of iJj on the first occasion, the 
particular joint probability function defined in (3.3) selects U, on the second 
occasion with probability p( k 1 j) = a k, and hence the sampling will be 
independent between the two occasions. 
The probability of retention for P E P, i.e., the probability of selecting the 
same sampling unit on both occasions using P as the selection rule, is now 
given by 
s 
P(R) = c Pjj. 
j=l 
(3.4) 
The problem of interest is to select a P* from P which maximizes P(R) 
subject to the constraints in (3.1) namely, 
t Pjk = aj, f Pik =ak, and Pjk> 0 for j,k=l,.,., N. 
k=l j=l 
(3.5) 
It is easy to see that the problem considered by Keyfitz [7] has now been 
restated to fit the exact framework of the general linear programming 
problem where the objective function is P(R) and the constraints are given in 
(3.5). The fact that the objective function is linear and that the set of all 
feasible solutions is a nonempty convex polyhedron subset of RN2 guarantees 
the existence of at least one solution P* which maximizes the objective 
function P(R) over the entire feasible region [4]. Because of the availability of 
easy to use procedures, such as the simplex method and others from transpor- 
tation theory [6], one can quickly find a solution to the problem with the aid 
of computer subroutines. If P* is an optimal solution to the stated linear 
programming problem, then an optimal sampling design which, on the second 
occasion, selects a conditional sample based on the outcome from the first 
occasion is given by 
D* 
P*(klj)= T. 
I 
(3.6) 
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Let the joint probability distribution for any P E P be denoted by an 
N x N matrix A, where the jkth entry is Pik. 
LEMMA 1. The solution of Keyfitz given in Section 2 is one of the 
(possibly) infinite number of solutions which maximize P(R). 
Proof. To maximize the objective function P(R) = tr( Ap), we assign the 
maximum probability possible to Pjj without violating the constraints in (3.1) 
for j = 1,2,..., N. For the jjth entry this value is clearly PjT = min{ oj, ai}. 
As in Section 2, assume that the population units are ordered so that the first 
D units are in the set D and the remaining N - D units are in the set I. By 
first taking PjT = min{ aj, aj} in our quest for an optimal solution P*, it 
follows that the first D columns and the last N - D rows of A, should have a 
zero in each position with the exception of the main diagonal positions. That 
is, A, is now of the form 
whereA,=diag(a, ,..., a,)and A,=diag(cu,+, ,..., a,).The DX(N- D) 
matrix B has entries Pjk which need to be determined before an optimal P* 
can be completely specified, where j = 1,. . . , D and k = D + 1,. . . , N. These 
Pjk’s can be found by solving the following system of linear equations if a 
solution exists: 
0 0 0 . . . 
1 N-D IN-D IN-D *-. 
NxD(iV-D) 
where 
0 
0 
0 
e 
IN-D 
D(N-D)Xl 
= 
al-al 
ffz-a2 
&g-U3 
aD-uD 
aD+l - aD+I 
I,,-l- aN-l 
uN-aN 
NXl 
! 
(3.7) 
\ 
eisarowvectorin RNpD whose components are all l’s, 
0 is the zero vector in RN - D, 
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I v_ n is the N - D dimension identity matrix, and 
BIT is the transpose of the jth row of B. 
Thus we have (N - D)+ D = N equations in D(N - Dj unknowns. In (3.8) 
we observe that there is at least one solution, given by 
p.* = (“j - a j)t"k - ak) 
Ik 
f h-4 
I=D+l 
(3.8) 
for j = I..., D and k=D+l ,...,N.Thusanoptimal P*EPcanbegiven 
by the matrix 
A,, = (3.9) 
where the jkth entry of A,,. for j=l,...,D and k=D+l,...,N is given 
by Pi;: in (3.8). It is easy to see that the solution in (3.9) is the one given by 
Keyfitz. 
It is known that a system of linear equations AX = b such as (3.7) has 
exactly one solution if and only if rank A = rank[A : b] = number of unknowns 
in the column vector X [ll, p. 1181, where [A : b] is the augmented matrix. 
Because the rank of the coefficient matrix for the system in (3.7) is less than 
the number D(N - D) of unknowns, and the system has at least one solution 
as demonstrated in (3.8), it follows that the system in (3.7) has more than one 
solution with a few exceptions. (One of the exceptions occurs when N = 2 
and n = 1). Hence the proof is completed. n 
From (3.9) we observe that the Keyfitz solution can be viewed in two 
steps. The first step involves the assignment of the maximum probability to 
each position on the main diagonal of A,. This takes care of Cy= ia j + 
EN= k D+ i(Yk of the probability. The only place to allocate, on the second step, 
the remaining probability 
&zj+ ; (Ye = 5 (Cxj-uj)= 5 (ai- 
j=l k=D+l j=l j=D+l 
is to the D( N - D) positions in the first D rows and last N - D columns of 
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A,. The Keyfitz solution allocates fik of H to the (j, k) position, where 
for j = 1,. . . , D and k=D+l,..., N. That is, the amount of H which is 
allocated to the (j, k) position is directly proportional to the product of the 
probability decrease of the jth decreasing unit and the probability increase of 
the kth increasing unit. 
Another solution to the problem of maximizing P(R) with the constraints 
given in (3.5) can easily be obtained by first writing the system of linear 
equations in (3.7) as given in Table 2. Any solution, and indeed any solution 
obtained by methods of linear programming, will have the same assignment of 
probability to the main diagonal of A, as with the Keyfitz solution given in 
(3.9). Thus the problem of interest will always focus on the allocation of the 
remaining probability H to the positions indicated in Table 2 with the 
indicated subrow and subcolumn constraints. 
Without loss of generality, we can assume that the (aj - a j)‘s have been 
ordered in increasing order, and similarly for the (uk - ak)‘s. Thus another 
solution can be obtained by the following algorithm: In Table 2, 
(1) Start with the cell in the upper left-hand corner. 
(2) Allocate the maximum feasible probability to this cell, i.e., take 
P 1,L3+1= minta,+, - (YD+~, T%>. 
(3) (a) Move one cell to the right if there is any remaining probability to 
be allocated along that row. (b) Otherwise, move one cell down if there is any 
remaining probability to be allocated along that column. If one of cases (a) or 
(b) is possible, apply (2) and (3) repeatedly. If (a) and (b) are both impossible 
atcell(j,k)and(j,k)#(D,N),thengotocell(j+l,k+l)andapply(2) 
and (3) repeatedly. 
TABLE 2 
ALTEXNATIVE REPRESENTATION OF (3.7) 
Row TOTALS 
P P . I,D+l I.Di2 PI,, . . PI, N a1 - a1 
P P . . 2,n+1 z.l3+2 P 2.k ‘.. P 2, .2’ a2 - a2 
‘j,i+l Pj,;+2 . . . P,:,k . . . P,:K aj - ai 
P D.D+l P rl,n+z ... P’ D.k .” pi. S an-a, 
Columntotals a,+,-a,,, u1)+2-aD+2 ... uk-ak ... a,v-a(Y, 
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(4) After the maxinmrn allocation has been made in cell (D, N ), put zeros 
in the remaining positions. 
The simple procedure just described for allocation of the probability H is a 
slight variation of a procedure in linear programming called “. . . the ‘North- 
west Corner Rule’ because it starts with the ceLl in the ‘northwest’ corner of 
the array” [6]. It leads to a unique allocation of the probability H which is in 
general different from the Keyfitz allocation. 
To illustrate the two solutions to the problem of maximizing P(R), 
consider a population of N = 6 units with the initial and updated probabilities 
indicated in Table 3. 
The joint probability function for the Keyfitz sampling plan is 
’ .271300 0 BOO335 900326 900476 900962 
0 .239500 903465 .003374 904924 909938 
A 0 0 .294800 0 0 0 
P(Keyfitz) 
= 
0 0 0 .053100 0 0 
0 0 0 0 .057300 0 
0 0 0 0 0 660200 
(3.10) 
The joint probability function for the northwest comer role solution is 
/ .271300 0 602100 0 0 0 
0 .239500 .001600 .003800 605400 .010900 
A 0 0 .294800 0 0 0 
P(NCR) 
= 
0 0 0 .053100 0 0 
0 0 0 0 .057300 0 
0 0 0 0 0 .060200 
(3.11) 
TABLE 3 
POPULATION (N = 6) WITH INITIAL AND UPDATED PROBABILITIES 
Population units 
Original probability 
of selection 
Updated probability 
of selection 
a, = .273400 a, = .271300 
a2 = .261200 a2 = .239500 
a3 = .294800 a3 = .298500 
a4 = .053100 a4 = .056900 
aF, = .057300 Q,; = .062700 
cis = .060200 U6 = .071100 
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In both cases, max P(R) = 0.976200. Thus, if the experimenter had actually 
observed U, on the first occasion, then both solutions would say keep U, for 
the second occasion by (3.6). On the other hand, if the experimenter had 
actually observed U, on the first occasion, then the Keyfitz solution would say 
select on the second occasion with the probabilities in column 1 of Table 4, 
and the northwest corner rule solution would say select on the second 
occasion with the probabilities in column 2 of Table 4. 
It is worth noting that the objective function of interest could be given as 
In this form, we would want to find P E P which would maximize condi- 
tional probabilities. However, P,(R) can be written as 
P,(R)= f 2. 
j=l I 
Because the ai’s are fixed and the probabilities P(jl j) and Pjj are nonnega- 
tive, it is clear that P1( R) is maximized if each term P( j 1 j) is maximized, and 
this occurs when each Pji is maximized. (See the proof of Lemma 1). Thus 
rather than present the objective function as a sum of conditional probabil- 
ities as given by P,(R), we find it convenient to consider the objective 
function P(R) in (3.4), which is a sum of unconditional probabilities. It is 
clear that both problems have the same solution. 
4. REMARKS 
Keyfitz’s closed form solution as given in Section 2 has been used on 
several occasions, and even though the observation by Des Raj of the 
applicability of linear programming methodology to the problem of maximiz- 
ing P(R) appeared in 1956, (in a slightly different context), only 5 years after 
Keyfitz’s solution was published, records will show that the common practice 
was to use Keyfitz’s closed form solution into the 1970s. This practice has 
hindered the successful consideration of solutions to problems which are 
closely related to the problem that Keyfitz considered. We give brief mention 
of examples of these problems in the following paragraphs. 
(1) The Keyfitz closed form solution, as presented in Section 2, offered 
little guidance for the experimenter who wanted to minimize P(R). This will 
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TABLE 4 
COMPARISON OF SAMPLING PLANS FOR SECOND OCCASION GIVEN 
THAT u, IS SELECTED ON THE FIRST OCCASION” 
Conditional 
probability 
Keyfitz” 
.271300/.273400 = 0.9923 
O/.273400 = 0.000 
.000335,‘.273400 = 0.0012 
.000326/.273400 = 0.0012 
.000476/.273400 = 0.0017 
.000962/.273400 = 0.0035 
Northwest comer rule” 
.271300/.273400 = 0.9923 
O/.273400 = 0.000 
.002100/.273400 = 0.0077 
O/.273400 = 0.0000 
O/.273400 = 0.0000 
O/.273400 = 0.0000 
“See (3.6)!‘Colnmns may not sum to one because of independent rounding. 
occur when the experimenter wants fewer or none of the original sample units 
retained on the second occasion. This is a particular concern with some 
federal statistical agencies that have respondents who are required to report 
for a specified period of time, and when that period is over, the respondents 
want their chances of selection for the new sample to be a minimum. This 
problem can easily be solved using the linear programming approach. 
(2) The Keyfitz closed form solution, as presented in Section 2, offered 
little guidance for the experimenter who wanted to optimize other probabil- 
ities of interest. For example, assume N = 3 and n = 1 with the layout of the 
joint probability function given below: 
with Cf, lPij = a j and J$= ,Pij = ai for i, j = 1,2,3. There may be a strong 
interest in having Us or U, in the sample on the second occasion. Hence one 
would want to choose P E P such that the objective function 
T, 3 = P,, + Pzz + P32 + P,, + PB + Pa 
is maximized subject to the usual row and column constraints in (3.5). If one 
did not want to have Us or U, on the second occasion, then we would search 
. . . for a P to mmrmrze T2,3. It is easy to see that the linear programming 
approach offers quick and optimal solution(s) to this and many related 
problems. 
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(3) The Keyfitz closed form solution, as presented in Section 2, offered 
little guidance for the experimenter who wanted to optimize a probability of 
interest when there is selection of more than one unit from the ith stratum 
without replacement, using sampling with probability proportional to size. 
For an example of the problems encountered when looking for a closed form 
solution, see [3]. A linear programming approach makes the problem simple. 
(4) Finally, the Keyfitz closed form solution, as presented in Section 2, 
offered little guidance for the experimenter who wanted to optimize a 
probability of interest when there was movement across stratum boundaries 
between the first and second occasion. (See [9].) Causey, Cox, and Ernst [l] 
demonstrated that a linear programming approach offers an exact and clear 
solution. 
Thus the usefulness of linear programming in solving these sampling problems 
is clear for the cases presented in this paper. 
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