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Xbst ract - -P rony  approximation fo r / (x )  fits an exponential sum Sn(x) -- ~'~ffil AieQiS to m values 
J (x j ) ,m _~ 2n, j = 0(1)m - 1, for x j 's  equMly-spaced at intervals of h. The cri's are obtained from 
e alh, the roots of an n th degree algebraic equation whose coefficients are found from the f (x j ) ' s .  
For nodes xj spaced unequally, there is neither a Prony approx;m~tion, or, for interpolation, an 
exponential nalogue of divided differences of tabulated functions. But when all the nodes x i 
to x0, there is a confluent Prony appro~m~ion  (CPA), where S(nJ)(x0) - f(J)(xo), j = 0(1)m - 1. 
Here the a i ' s  themselves are the roots of an equation whose coefficients are found n|m|lm-ly, but fi'om 
the fO)(x0)'s.  CPA obtains exponential terms in Sn(X) t l~t  would be undetectable at nodes z j  
aw~ from zO. For m = 2n, CPA becomes interpolation that is equlvale~at to G&umlan quadrature 
I(x) ~_ f :  w(t)e=tdt, where w(t), a and b depend upon f(x), the momaats being Io) (=0) ,  for J 
0(1)2n - 1. In tests on three different f(x)%, CPA conversed better than the Taylor series at x0. 
Numerical integration of differmtial equations involvinK functions of an exponential nature may 
employ CPA for predictors in conjunction with Obreschimff ormulas for correctors. 
i. PRONY APPROXIMATION 
Prony's method of approximating a function f(x) by an exponential sum of the form 
Sn(x)=EAiea'= (1) 
i=1 
fits Sn(t) to m tabulated values f(zj), j = 0(1)m- 1, where m ~ 2n, since there are 2n constants 
A~ and ai in equation (1). It is essential for the method that the arguments zj be equally spaced, 
say at intervals of h, so that zj = z0 + jh. For recent available expositions (Prony's method is 
around 200 years old, first described in 1795), there is a brief outline in [1], a more elaborate 
treatment in [2-4] and some further developments in [5]. 
The main idea in Prony's method is in the determination of the ai's, found from ri = e alh, 
where ri, i = 1(1)n, are the roots of an nthdegree algebraic equation 
r n + an- l r  n - t  +""  + a i r  + ao = O, (2) 
whose coefficients ai, i = 0(1)n - I, are found by solving the linear system 
n-1 
~_# aif(xi+j) + f(xn+j) -- 0, j = 0(1)m - n - 1. (3) 
/=0 
For m > 2n, where there are more than n equations in (3), the usual procedure is to determine 
the ai's by least squares. After one has obtained the ai's from the r/'s, the Ai's are found from 
n 
Sn(xj) = ~E~ Aiea'XJ = f (x j ) ,  j = O(1)m - 1, (4) 
i=1  
also by least squares. 
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2. UNEQUALLY SPACED ARGUMENTS 
From (2) and (3) it is apparent why Sn(z) is not obtainable by Prony's method when the 
arguments zj are unequally spaced, since then one could not employ (3) to derive a single algebraic 
equation (2) from which to find the ~i's. The remarks on Sn(z) in just the next paragraph do 
not concern Prony approximation, but may still be of peripheral interest. 
One may ask about the existence of something analogous to a divided difference scheme for 
polynomial interpolation when the arguments zj are unequally spaced. Thus for polynomials 
one has the degree lowering property of successive divided differences involving a variable z, 
which happens to be sufficient for, not only the vanishing of divided difference of high enough 
order in a functional tabulation at fixed points, but also for a polynomial interpolation formula 
for a variable z. Now for exponential sums (1) the analogue of a divided difference operator is 
a generalized factorial difference operator 6i (cf.[6] for the special case of 6j when the zi 's  are 
equally spaced). Operating upon Sn (z), 6 i removes the e ai~ term, so that 
= = ' 
L/=I J i=l,i~j 
(5) 
where in general A'~ ~ Ai. For arbitrary hj, 
6j -- - k Chi), (6) 
where AhJ (Z)  ---- f (z  + hi) - f(x) and k j (h j ) f ( z )  - (e "~hi - 1)f(z). Continuing with (5) for 
different 5j's involving the other aj's in Sn(z) and other arbitrary hj's, one obtains 
6#] s.(,) _= o. 
But (7), which requires advance knowledge of the ai's, is far from an exponential nalogue of 
a divided difference scheme and an interpolation formula for f(z) given at irregularly spaced 
points. Furthermore, ven when the ai's are given, it was shown in several attempted ivided 
difference schemes, varying both the operator 6j and the ordering of the arguments zj, that the 
multipliers for entries in succeeding columns become progre~ively more unwieldy. In a word, a 
non-Prony divided difference formula for Sn(z), especially when the at's are unknown initially, 
appears to be unattainable. 
Now there is an approach to Prony exponential pproximation for unequally spaced arguments 
if one is willing to replace )'~= 1A~ea~X as the approximating function by something more involved. 
The m irregularly spaced points z0, z l , . . . ,  zm-1, may be thought of as the values of a function 
z(y) for the m equally spaced arguments y -- 0, 1,... ,m-  1. A polynomial approximation for 
the inverse function y(z), say Pm-l(Z), may be found by either Newton's divided difference 
formula based upon y(zj) - j or, if that is too unstable, by some method of curve fitting such 
as least squares. Approximating f(z) by ~=1 AieaJ'~'-~(x), instead of S,(z), Prony's method 
employing (2) and (3) may be used as before to find the ai's and then the Ai's (here h - 1, 
ri - ea~). Extensive study and trials are needed to test the effectiveness of replacing z in Sn(z)  
by Pm-i(z). 
3. CONFLUENT ARGUMENTS 
There still remains a Prony approximation that the writer has not seen in textbooks or journals. 
Thus suppose that, instead of the function f ( z )  being given at m equally spaced points, f (z)  
and its first m - 1 derivatives are given at just the single point z0. It turns out that one can 
find, by a method similar to that in Section 1, a confluent Prony approximation (CPA), namely 
an Sn(z) where 
Sg)(zo) ~ f(J)(zo), j = O(1)m- 1. (8) 
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In CPA it is convenient to change the variable to z ~ = z - z0 and to drop the prime. In place of 
equation (3) one has, from (1) and (8), to solve 
n-I 
aif(i+J)(O) -~ f(n+J)(O) ---- O, 
i----0 
j -- 0(1)m - n - 1, (9) 
for the coefficients ai, i = 0(1)n - 1, in (2) whose n roots ri, i = l(1)n, are seen now to be the 
ai 's themselves, instead of e a'h. Again, for m > 2n, after the ai's in (9) have been found by least 
squares, following which (2) is solved for the a~'s, the Ai's in (1) are found by solving 
i----.l 
j -- O(1)m- 1. (I0) 
also by least squares. 
4. ADVANTAGE OF CPA IN RETRIEVAL OF TERMS 
Suppose that / ( z )  is some unknown exponential sum (1) whose terms one wishes to find. An 
advantage in CPA is that its use enables one to retrieve some of the exponential terms of S, (z)  
that would not show up in the usual Prony approximation. Thus suppose that ](z)  happened 
to be exactly e ~ + e -1°°~, tabulated along the real axis from 0 onward at intervals of h - 0.2, 
say to 8 decimals. At z = 0, one has ](0) = 2. But at the very next argument, z = 0.2, one 
has /(0.2) = 1.22140276 which is no different from e °'2 without the e -2°. Therefore a Prony 
computation, which would yield only the e x, would be entirely misleading if it were required to 
use that approximation should one want to extrapolate along the negative real axis, or even into 
the complex left half-plane. For example, for z = -0.2, the Prony approximation e r would he 
0.81873075, whereas the true value o f / ( -0 .2 ) ,  to 8 significant figures, is 48516520 x 101. But if 
one knew just f(0), f '(0), f"(0) and f " (0) ,  which are 2,-99, 10001 and -999999 resp., even with 
the restriction of carrying no more than 8 significant figures in the solution of (9) (that happens 
to be sufficient for exact accuracy), which for n = 2 is 
2a0 - 99al + 10001 = 0 
-99a0 + 10001al - 999999 = 0, (9') 
one obtains for the coefficients of equation (2), a0 = -1020100/10201 = -100 and 
al = 1009899/10201 = 99. Solving 
r ~- t- 99r - 100 = 0 (2') 
r l  - -  a l  - -  1,  and r 2 " -  a2  ---- -100, which in (10) gives finally A1 = A2 : -  1, so that f (z )  is 
retrieved exactly. Now extrapolation by S2(z) into the left half-plane is, of course, error-free. 
5. CONFLUENT PRONY INTERPOLAT ION AND GAUSSIAN QUADRATURE 
Whenever m = 2n, least squares for obtaining the ai's is not needed, since (9) is an n by n 
system. Furthermore, after finding the a{'s, Ai, i -- l(1)n, is obtainable from any n of the 2n 
equations in (10). When m = 2n, CPA specializes into confluent Prony interpolation, denoted by 
CPI. The particular interest of CPI is in its relation to formulas for Gaussian quadrature, since 
Sn(z) is such a formula for e ~' in which the function f (z)  is expressed as an integral by 
f (z)  =f]a b w(t) e =' dr, (11) 
where the weight function w(t), as wen as the limits a and b, all depend upon f (z) .  This is seen 
from (10) which is the set of 2n equations in A~ and ~,  i = 1(1)n, that would be satisfied by 
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the nodes and Christoffel numbers in a Gaussian quadrature formula if fO)(0), j = 0(1)2n - I, 
happen to be the moments fb w(0 tJ dr. 
Consider first the general case where one is given a sequence of f(D(0)'s which are either 
just numbers from a set of empirical data, or some determinate function of j .  The first step in 
connecting CPI with Gaussian quadrature is to solve the moment problem by finding a w(t) for 
some a and b, for which there is an extensive treatment in [7] and a brief one in [8, pp. 408-419]. 
After the f :  w(t) . . ,  has been found, there is the problem of determining the convergence of (1) 
to the integral for f (z)  in (11). For finite intervals [a, b], one has the convergence theorems of 
Stieltjes and Stekloff-Fejer (cf. [9, pp. 153-154] and [10, Chapter 15, pp. 340-354], in particular, 
pp. 341-342, Theorems 15.2.2, 15.2.3). As a rule, the continuity of e =t and the positivity of the 
Christoffel numbers uffice for convergence. In the more difficult case of infinite intervals [a, b], cf. 
[7, Chapter 4, pp. 106-126] (in particular, p. 122 for statement about convergence in the Laguerre 
and Hermite cases). One may consult also [11, Chapter 12, pp. 242-273], "Convergence of the 
Quadrature Process," for a thorough treatment and [12, pp. 72-147] (in particular, pp. 116-118 
on convergence, pp. 118-124 on the calculation of formulas, and pp. 130-147 for many references). 
6. IMPROVEMENT IN CONVERGENCE 
An important question is to establish when CPA is a substantial improvement over a poly- 
nomial approximation to f(z), in both cases when f(z) may be largely exponential in make-up 
(cf. Examples 1. and 3. below) and in cases when f(z) is not at all exponential (cf. Example 2. 
below). In other words, may CPA provide some measure of "exponential continuation"? Follow- 
ing are three illustrative xamples for very special f(z)'s for m = 2n, when CPA becomes CPI 
in which Sn (z) is known in advance for every n because of its identity with a familiar Gaussian 
quadrature formula. Furthermore, the convergence of Sn(z) follows from the convergence of the 
Gaussian quadrature formula, and one can test numerically whether the rate of convergence ofthe 
exponential sum Sn (z), as n increases, indicates ome improvement over the rate of convergence 
of the first 2n terms of the Taylor series around z - 0. 
Example 1. For f(z) = (2/z)sinhz, the derivatives f(J)(0) = 2/(j + 1) for j even and 0 for j 
odd, are the moments f~l tj dt for obtaining the Ganssian quadrature formula for which w(t) = 1 
and [a, b] = [-1, 1]. The (~i's in (1) are the zeros of the Legendre polynomials and the Ai's are the 
Christoffel numbers, making Sn(z) the convergent formula for Gaussian quadrature of f_l 1 e =t dr, 
which is an integral form of (2/z) sinh z. For a fair comparison of CPI with the Taylor series at z = 
0, the results for any n in Sn(z) should be compared with the results for the first 2n terms of the 
Taylor series 2+O.z+(1/3)z2+O.xS+(1/60)z4+O.zS+(1/2520)z6+O'zT+(1/181440)zS+o'zg+'". 
CPI was tested for n = 2, 3 and 5, using the following (~i's and A~'s: 1 
n=2 n=3 n=5 
al  = --a2 = 0.57735027 
At=A2=1 
a l  = - -a3  = 0 .77459667 
a2 =O 
A1 = A3 = 0.55555556 
A2  = 0.88888889 
a ;  = -~6 = 0 .90617985 
a2 = -a t  = 0.53846931 
of 3 =O 
A1 = A5  = 0 .23692689 
A2 = A4 = 0 .47682687 
A3 = 0.56888889 
For z = i, where the true value o f / ( I )  is 2.35040, four terms in the power series give 2.333, 
error 0.017, and the corresponding $2(I) is 2.343, error 0.007. Six terms of the power series give 
2.3500, error 0.0004, and the corresponding Ss(1) is 2.35034, error 0.00006. For z = 2, where the 
true value of f(2) is 3.62686, six terms of the series give 3.600, error 0.027, and the corresponding 
Ss(2) is 3.622, error 0.005. A more impressive illustration is for n = 5, comparing the true value 
of f(2) to seven decimals, which is 3.6268604, with the sum of ten terms of the series, which is 
3.6268078, error 0.0000526, and then with $5(2), which is 3.6268595, error only 0.0000009. 
IThe a i 's  and A~'s in All three examples were ta~n from [13, pp. 916, 923, 924]. 
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Example 2. For I ( z )  = 1/(1 - z )  = 1 + z + z 2 + z a +. . . ,  when z < 1, one has /0 ) (0 )  = j ! ,  
which are the moments fo e-=tJ dt for finding the Gaussian quadrature formula when w(t) = • -= 
and [a, b] = [0, oo]. The a~'s are the zeros of the Laguerre polynomials and A,'s are the Christoffel 
numbers. S,(z)  is the formula for Gaussian quadrature ~ of f0 °° e -t  e =~ dt which, for z < 1, is 
1/(1 - z). CPI was tested for n = 3 and 5, using these values of a~ and Ai: 
n=3 n=5 
c~1 = 0.4158 Aa = 0.7"111 
or2 = 2.2943 A2  = 0.2785 
or3 = 6.2899 As  = 0.01039 
cq = 0.2935603 A] = (-1)5.217556 
a2 = 1.4134031 A~ = (-1)3.986668 
c~s = 3.5964258 As = (-2)7.594245 
o4 = 7.0858100 A4 = (-3)3.611759 
~5 = 12.6408008 As = (-5)2.336997 
For z = ½, where f(½) = 2, six terms of the power series give 1.969, error 0.031, while Ss(½) 
is 1.994, error 0.006. For noting higher precision, one may compare the sum of ten terms of the 
power series which is 1.99805, error 0.00195, with Ss(½) - 1.999905, error 0.000095, showing a 
20-fold improvement with CPI. 
Example 3. For f (z)  = lr112e==14 = ~112(l+O.x+(I/4)z~+O.zS+(I/32)z4+O.zS+(i/384)z6-1-O" 
zT+(1 /6144)zs+0.zg+. . . ,  fU)(0) = rl12j!/(j/2)!2J = 7r 1/2 • 1 . . .  ~.~23 ~_~ _.. r ("2~'~), for j even,  
= 0, for j odd, which are the moments f :~  e -== tJ dt for finding the Gaussian quadrature formula 
when w(t) = e -P  and [a, b] = [-or,  c¢]. The ~i's are the zeros of the Hermite polynomials and the 
Ai's are the Christoffel numbers. Sn(z) is the formula for Gausian quadrature a off_~oo e -P  • TM dt 
an integral expression for f (z) .  CPI was tested for n = 2, 3 and 5, using these values of ai and 
Ai: 
n=2 n=3 n=5 
al  = --a2 = 0.707107 
A1 = A2 = (--1)8.86227 
~1 = - -a3  = 1.224745 
a2 =0 
A ;  = As  = (--1)2.95409 
A2 = 1.181636 
~1 = --~5 = 2.0201829 
~ = -~4 = 0.9585725 
oe3 =0 
A1 = A5 = (--2)1.9953242 
A2 = A4 = (-1)3.9361932 
A3 = (-1)9.4530872 
For z = 1, where f(1) = 2.2758758, four terms of the power series give 2.216, error 0.060, while 
$2(1) is 2.234, error 0.042. Six terms of the power series give 2.2710, error 0.0049, while Sa(1) 
is 2.2738, error 0.0021. But the improvement in CPI is very definite for $5(1), since ten terms 
of the power series give 2.275861 whose error is 0.000015, while the error in $5(1) = 2.275874 is 
only 0.000002. 
One may expect, on the basis of above few rough calculations, that for functions of exponential, 
as well as non-exponential type, there is some definite improvement ofCPA over the power series, 
for values of z and n for which the convergence ofseries is not as effective as that of CPA. Thus for 
a most extreme illustration of the advantage of CPA, one may note the exact retrieval of e l°°a~ by 
Sl(z) from only the first two terms, 1+ 1000x, of the Taylor series whose terms before the 1000 th 
do not even begin to fall off. A better appraisal of CPA requires an extensive high-precision 
testing program, with many dissimilar functions for different z's and n's. 
7. NUMERICAL  INTEGRATION WITH CPA 
Studies on the employment ofexponential sums in the stepwise numerical integration of differ- 
ential equations are at the least around 40 years old [14]. For functions of a highly exponential 
character, one might consider the use of CPA as the basis for predictor formulas, in conjunction 
2For c~vc~e~ce of q-,~d~ature formulas, d.  [7, p. 122]. 
aFor c~verg~mce of q~l~sture  formulas, cf. [7, p. 122]. 
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with Obreschkoff ormulas employing higher order derivatives, at two or more nodes, as corrector 
formulas. 
Obreechkoff's basic work [15] was amplified by him in a subsequent treatment giving formulas 
for both two and more points ([16], (4), (5), p. 287, (7), p. 282, for two points, and (8), p. 284, (9) 
p. 285, top p. 288, for more than two points). For other extensive high accuracy formulas with 
derivatives ef. [17]; for periodic functions, of. [18]. More recent work, extending Obreschkoff's 
formulas through the 4 t~ derivative, is in [19] and [20], with tables of numerical coefficients in 
[19, p. 203] and [20, pp. 7, 13-15]. 
In a brief exposition of Obreschkoff ormulas, [21, pp. 149-150], Butcher suggests their em- 
ployment as eorreetors in conjunction with Taylor series for predictors. Considering numerical 
integration where either the integrand or the integral involves exponential terms with large pos- 
itive or negative xponents, it seems to be natural, on having a function with its derivatives 
up to a high order at the initial point, to base the predictor upon a CPA instead of a Taylor 
series. Suitable eorrectors may be found among the two- and multi-point Obreschkoff ormulas, 
used until the refinement of the function and all its derivatives at the last node of the formula, 
attains the accuracy for getting a new CPA upon which to base a new predictor to continue the 
integration. 
When there are large exponents in a y(z) undergoing quadrature, in the correction by 
Obreschkoff ormulas, the resulting error could make it necessary to iterate the correction, pos- 
sibly several times. It might be more efficient, before correcting, to divide y(z)  by the CPA 
predicting Sn(z), and to apply Obreschkoff correction to Y(z )  - y (z ) /Sn(z ) ,  for one or more 
intervals, because Y(z) should be a much smoother function, and more amenable than y(z) to 
polynomial approximation. When a large number of derivatives are used at each point, it is easier 
to differentiate the equation 
YC )Sn( ) = (12) 
and solve for Y(i)(z~), i = O, 1 ,2 , . . . ,  by triangular recursion, for j = O, 1,2 . . . .  , than to differen- 
tiate Y(z) in its quotient form (for the equivalence ofthese two operations, of. the writer's lemma 
in [22, pp. 487-488]). After Y(z )  and its derivatives are sufficiently refined at the endpoint of 
the Obreschkoff ormula, y(z) and its derivatives are found directly from (12), from the Leibnitz 
formula. Now CPA may be employed to find a new Sn(=) for the next one or several intervals. 
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