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Abstract 
In this paper, a new method is proposed for Locational Marginal Pricing (LMP) forecasting in Smart Grid. The marginal cost is 
required to supply electricity to incremental loads in case where a certain node increases power demands in a balanced power 
system. LMP plays an important role to maintain economic efficiency in power markets in a way that electricity flows from a 
low-cost area to high-cost one and the transmission network congestion  is alleviated. The power market players are interested in 
maximizing the profits and minimizing the risks through selling and buying electricity. As a result, it is of importance to obtain 
accurate information on electricity pricing forecasting in advance so that their desire is reflected. This paper presents the 
Gaussian Process (GP) technique that comes from the extension of Support Vector Machine (SVM) in a way that hierarchical 
Bayesian estimation is introduced to express the model parameter as the stochastic variables. The advantage is that the model 
accuracy of GP is better than others. The proposed method is successfully applied to real data of ISONE(Independent System 
Operator New England) in USA. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
 The deregulation of electric power systems has been widely spread in the world since 1990s. It has required 
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efficient operation and planning of transmission network to deal with the maintenance of network reliability, the 
response to power supply reserves, the uncertainties of electric power flows, etc. As the deregulated electric power 
networks proceed to Smart Grid, a variety of service and business models appear at the center of electric power 
markets. They brings about the competition between the market players in a sense that the maximization of profits 
and the minimization of risks are required. From a standpoint of the players, it is useful to obtain information on 
electricity price in advance. As a result, the importance of electricity price forecasting has been recognized as one of 
useful tools on the prediction. This paper focuses on LMP that was originally designed for PJM(Pennsylvania-New 
Jersey-Maryland Interconnection) to alleviate the transmission network congestion. It plays a key role to give the 
players a clear and accurate signal of electricity price at every location so that the efficient congestion management 
is realized[1] -[4]. Apart from PJM, LMP is positively used in NYISO (New York Independent System Operator), 
ISONE (Independent System Operator New England), etc. However, the prediction of LMP is not so easy due to the 
complicated factors such as the effects of load demand, the higher volatility, the meteorological conditions, the 
emergence of spikes, and so on[5]-[7]. The conventional methods may be classified into the following: 
   Group A: Statistical methods such as ARIMA, GARCH, etc. 
   Group B: Intelligent systems such as ANN(Artificial Neural Network), Fuzzy Inference, etc. 
Group A is based on the models with fixed parameters so that it runs short of the adaptability for sudden changes.  It 
is not suitable for dealing with complicated nonlinear time series models. On the other hand, Group B has good 
approximation for any nonlinear functions, but it has a limitation on the function to handle uncertainties to evaluate 
the error bar that explains the width of the model errors or shows the confidence interval. In other words, it is not 
easy to evaluate the upper and the lower bounds of the prediction value. To overcome the drawback, this paper 
proposes an efficient method that makes use of hierarchical Bayesian estimation method to evaluate the predicted 
value and the upper and the lower bounds value. It stems from SVM(Support Vector Machine) that is very useful for 
pattern recognition and extends it into the regression model with hierarchical Bayesian estimation. Specifically, 
Gaussian Process(GP) is used to deal with the predicted value and the error bar of LMP. The proposed method is 
successfully applied to real data of ISO New England in USA. 
2. Locational Marginal Price(LMP) 
 In this section, Locational Marginal Price (LMP) is described. It plays an important role to determine electricity 
price in power markets. It may be defined as the marginal cost that implies electric power for augmented loads in 
case where a certain node requires electric power under a balanced electric power system. It determines electricity 
price under the constraints of transmission networks. Namely, each node has different LMP if each has different 
augmented loads. The scheme is recommended as the standard market design so that PJM, NYISO, ISONE, etc. 
employ it to realize rational market design in electric power systems. If the network congestion happens, the 
difference of LMP occurs and the electric power is flowed from low LMP areas to high LMP ones. As a result, this 
scheme reaches at the desired results in a sense that the interests of all the players are realized. LMP consists of three 
factors; energy cost, marginal loss and transmission congestion components. It may be written as 
CongestionLossEnergy LLLLMP    (1) 
where, EnergyL : energy cost component, LossL : marginal loss component, CongestionL : transmission congestion 
component 
Specifically, LMP is determined by solving the unit commitment that is the planning of generators to be switched 
on/off and to supply the optimal output under the constraints. Thus, LMP means the computational model that 
evaluates the optimal dispatching of generators in addition to locational power and transmission network congestion 
prices. 
3. Gaussian Process(GP) Model 
 In this paragraph, GP is outlined [13]-[17]. Let us consider a weighted regression model with input variable vector  Nixni } ,2,1 , basis function  Hjj } ,2,1I  and weighs  Hkwk } ,2,1 . Also, output ny  may be written as  
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Next, assume that the priori distribution of the weights follows the Gaussian distribution with mean 0 and variance 
2
wV  and define the covariance matrix of y  as Q . 
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The priori distribution of y  may be written as  
   T2, RR0 wNyP V   (5) 
Now, let us define objective variable nt  as follows: 
H nn yt   (6) 
where, H : noise with mean 0 and variance 2vV  
Priori distribution  tP  and covariance matrix NC  of  t  are given as follows: 
   IQ0 2, vNtP V   (7) 
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Thus, the elements of covariance matrix NC  may be written as 
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where, ijG 㸸Kronecker delta 
By "kernel trick" of SVM, Eqn.(9) may be rewritten as 
  ijvjiwij xxKC GVV 22 ,                                                                                                                                  (10) 
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Furthermore, consider objective variable 1Nt  with Nt . The posterior distribution of 1Nt  may be written as  
      T11 111 ,,|   v NNNNNNN tttP tCtt                                                                                                       (12) 
Covariance matrix 1NC  may be decomposed into the following form: 
    »¼
º«¬
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N
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C                                                                                                                                           (13) 
where, k :    NnxxK Nn ,,1, 1 }  , c :  11,  NN xxK  (14) 
According to [17], mean 1NP  and covariance 2 1NV  of 1Nt  may be expressed as 
NNN tCk
1T
1
  P   (15) 
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4. MAP Estimation for Parameters Estimation 
 To evaluate the results of the mean and the variance of the objective variables, MAP(Maximum A Posteriori) 
estimation is used in this paper. It means a method that evaluates the posteriori distribution of the parameters by the 
product of the likelihood function with the prior distribution of the parameters and the priori distribution, and 
estimates the value with the maximum of the posteriori distribution[13].To obtain the appropriate covariance 
function, the method expresses the parameters as the probabilistic distribution so that it is determined by the 
distribution. Such parameters that imply parameters of parameters are called "hyper parameters". Now, suppose 
hyper parameter T  with priori distribution  TP . According to the Bayes theorem,  TP  may be  written as 
      TTT dPxtPxtP NNNN DDD |,,|,| 1111 ³     (17) 
where,      TTT PPP || DD v   (18) 
Taking the logarithm of Eqn.(17) gives 
     TTT PPP ln|ln|ln v DD   (19) 
It should be noted that  T|DP  indicates the quantity that means how much hyper parameters give more likely data. 
The logarithm of this term nay be written as 
  ST 2ln
22
1ln
2
1|ln 1T NP NN   tCtCD   (20) 
It is necessary to approximate Eqn.(17) due to the complex form. In this paper, MAP Estimation is used to evaluate 
MAPT with the following approximation form: 
   MAPNNNN xtPxtP T,,|,| 1111 DD  |   (21) 
The derivative of Eqn.(20) may be expressed by Eqn.(21) 
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The maximization of Eqn.(21) is obtained by the conjugate gradient method. 
5. Proposed Method 
 In this section, a GP-based method is proposed for electricity price forecasting. The method is applied to real data 
of ISONE (Independent System Operator New England). This paper employs the Mahalanobis kernel rather than the 
Gaussian although the conventional GP-based methods often used the Gaussian kernel. However, it runs short of the 
flexibility of data in a way that it has only one adjusting parameters. According to our research results, the 
Mahalanobis kernel provided better results. To understand the difference between two kernel functions, the 
following cases are considered. 
   Case 1: Kernel Function of Gaussian such as 
    
¸¸
¸
¹
·
¨¨
¨
©
§  
2
2
2
exp, V
ji
ji
xx
xxK                                                                                                                       (23) 
where, V : width of Gaussian kernel 
   Case 2: Kernel function of Mahalanobis such as 
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¹¸·©¨§   jijiji QmK xxxxxx 1Texp, G                                                                              (24) 
where, G : cofficient of Mahalanobis, 0!G  
The difference between Eqns.(23) and (24) is that Eqn.(23) is more general in a sense that Eqns.(23) and (24) 
correspond to a cub and a ellipsoid, respectively. Namely, Eqn.(23) is the general form of Eqn.(24). The algorithm 
of the proposed method may be summarized as follows: 
 Step 1㸸Set initial conditions. 
 Step 2㸸Prepare input and output data and carry out the data normalization. 
 Step 3㸸Evaluate the priori distribution of hyper parameters and the parameters. 
 Step 4㸸Maximize Eqn.(21) to obtain MAPT  . 
 Step 5㸸Calculate the mean and variance of the predicted value by MAPT  and Eqns.(15)-(16). 
6. Simulation 
 The proposed method is applied to hourly LMP of real data in ISONE where one-our-ahead LMP data is used 
[19]. One-hour-ahead prediction was made to demonstrate the effectiveness of the proposed method. The following 
training and test data sets are used: 
 Training data: Hourly LMP from July 1 to 31 in 2011 and 2012 (No. of training data is 744.) 
 Test data: Hourly LMP form July 1 to 31 in 2013 (No. of test data is 1488.) 
To make a comparison between the proposed and the conventional methods, the following methods were defined: 
 Method A: MLP(Multi-Layer Perceptron) 
 Method B: GP with Gaussian kernel 
 Method C: GP with Mahalanobis kernel (Proposed Method) 
Table 1 shows the parameters of each method, where they were determined by the preliminary simulation. 
Table 1. Parameters of each method. 
Methods Parameters 
A MLP 
Learning Coefficient α 0.2 
Learning Coefficient β 0.2 
No. of Hidden Layer 12 
Moment Coefficient 0.1 
No. of Learning Iterations 30000 
B GP with Gaussian 
P  of G  0.2 
V  of G  0.4 
C GP with Mahalanobis 
P  of V  0.3 
V  of V  0.4 
 
 
Fig.1 shows the average, the maximum and the standard deviation of errors of Methods A-C. Method C succeeded 
in reducing 21.2% and 1.99% of the average error for Methods A and B, respectively. Method C improved the 
maximum error for Methods A and B by 14.7% and 2.46%, respectively. Also, Method C reduced 45.8% and 5.21% 
of the standard deviation of error for Methods A and B, respectively. Therefore, it can be seen that Method C is 
better than Methods A and B.  Table 2 shows the confidence intervals of Methods B and C, where the error bars of 
skV  (k=1,2,3) are given. It can be observed that all the errors of Method C exists within s2V  although those of 
Method B does not. Thus, Method C outperforms Method B in terms of the error bars. Fig. 2 demonstrates the 
behaviors of the error bar of s2V  of Method C as well as the actual and predicted LMP. Therefore, Method C has 
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provided better results than Methods A and B in terms of the average, the maximum errors and the standard 
deviation and the confidence interval.
Fig. 1.. Error evaluation of Methods A-C. 
Table 2. Confidence intervals of Methods B and C. 
Methods Kernels
Confidence Intervals
±σ ±2σ ±3σ
B Gaussian 74.6% 94.8% 100%
C Mahalanobis 89.8% 100.0% 100%
Fig. 2. Prediction results of GP with Mahalanobis kernel in case of confidence interval s2V
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 This paper has proposed an efficient method for the prediction of LMP in electric power markets. The proposed 
method makes use of GP of hierarchical Bayesian estimation with the Mahalanobis kernel. The proposed method 
has advantage to evaluate the error bar of the predicted value as well as the mean with high accuracy. One-hour-
ahead prediction was made to demonstrate the effectiveness of the proposed method. The simulation results have 
indicated that the proposed method provides better results than other methods in terms of the model errors and the 
estimation of the error bar.
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