Electron beam charging of insulators: A self-consistent flight-drift model by Touzin, Matthieu et al.
Electron beam charging of insulators: A self-consistent
flight-drift model
Matthieu Touzin, Dominique Goeuriot, Christelle Guerret-Pie´court, Denyse
Juve´, Daniel Tre´heux, Hans-Joachim Fitting
To cite this version:
Matthieu Touzin, Dominique Goeuriot, Christelle Guerret-Pie´court, Denyse Juve´, Daniel
Tre´heux, et al.. Electron beam charging of insulators: A self-consistent flight-drift model.
Journal of Applied Physics, American Institute of Physics, 2006, 99 (11), pp.114110.
<10.1063/1.2201851>. <hal-00163640>
HAL Id: hal-00163640
https://hal.archives-ouvertes.fr/hal-00163640
Submitted on 23 Jul 2007
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Electron Beam Charging of Insulators -
a Selfconsistent Flight-Drift Model
M. Touzin and D. Goeuriot
Centre Sciences des Mate´riaux et des Structures, Ecole Nationale Supe´rieure des Mines,
158 cours Fauriel, F - 42023 Saint-Etienne cedex 2, France
C. Guerret-Pie´court, D. Juve´ and D. Tre´heux
Laboratoire d’Inge´nierie et Fonctionnalisation des Surfaces, UMR-CNRS 5621,
Ecole Centrale de Lyon, 36 avenue Guy de Collongue, F - 69134 Ecully cedex, France
H.-J. Fitting∗
Physics Department, University of Rostock, Universita¨tsplatz 3, D - 18051 Rostock,
Germany
(Received)
∗ Corresponding author:
Hans-Joachim Fitting
Physics Department, University of Rostock
D - 188051 Rostock
Germany
EMail: hans-joachim.fitting@uni-rostock.de
Tel: (+49)-381-498 6760, Fax: (+49)-381-498 6802
1
ABSTRACT
Electron beam irradiation and the selfconsistent charge transport in bulk insulating sam-
ples are described by means of a new flight-drift model (FDM) and an iterative computer
simulation. Ballistic secondary electron and hole transport is followed by electron and hole
drift, their possible recombination and/or trapping in shallow and deep traps. The trap
capture cross sections are Poole-Frenkel-like temperature- and field-dependent. As a main
result the spatial distributions of currents j(x, t), charges ρ(x, t), the field F (x, t) and the
potential slope V (x, t) are obtained in a selfconsistent procedure as well as the time de-
pendent secondary electron emission rate σ(t) and the surface potential V0(t). For bulk
insulating samples the time-dependent distributions approach the final stationary state with
j(x, t) = const = 0 and σ = 1. Especially for low electron beam energies E0 < 4 keV the
incorporation of mainly positive charges can be controlled by the potential VG of a vacuum
grid in front of the target surface. For high beam energies E0 = 10 keV, 20 keV, and 30 keV
high negative surface potentials V0 = −4 kV, −14 kV, and −24 kV are obtained, respec-
tively. Besides open non-conductive samples also positive ion-covered samples and targets
with a conducting and grounded layer (metal or carbon) on the surface have been consid-
ered as used in environmental scanning electron microscopy (ESEM) and common SEM in
order to prevent charging. Indeed, the potential distributions V (x) are considerably small in
magnitude and do not affect the incident electron beam neither by retarding field effects in
front of the surface nor within the bulk insulating sample. Thus the spatial scattering and
excitation distributions are almost not affected.
2
I. INTRODUCTION
Insulating and dielectric materials, especially as oxides, perovskites, ceramics, and func-
tional layers become more and more important in modern technology,1. Especially, the
influence of dielectric polarization and charging on the features of these materials has been
investigated more intensively and reported, e.g. on the conference series on Electric Charges
in Non-Conductive Materials2,3. Furthermore, the electrical charging of insulators under
different types of ionizing irradiation (electrons, neutrons, and X-γ-Rays) is of considerable
interest in many fields of technology and science from the development of thermonuclear
fusion (ITER) as a possible future source of energy, see Ref. 4, to the multiform develop-
ment of insulating materials for satellites and spacecrafts protection5. All these applications
come within the same physical mechanism. Irradiation induces the injection of high ener-
getic charges and generates electron-holes pairs. Secondary electrons are emitted but an
important part of the charge carriers remains in the sample and its drift depends on the
trapping properties of the material. The knowledge of these charging phenomena would
help in preventing insulator breakdown mainly responsible for the damage of electronic
devices6. Moreover, the electrical charging phenomena also play a major role in modern an-
alytical techniques like Scanning Electron Microscopy (SEM),Environmental one’s (ESEM),
Auger Electron Spectroscopy (AES), electron energy loss spectroscopy (EELS) etc., when
investigating non-conductive samples. Indeed, the prediction of the influence of charging
is essential to interprete the results of analysis7−9. The strong charging of insulators under
electron beam irradiation is well known, at least, since Malter 1936 discovered the anomalous
high secondary electron emission (SEE) and long-lasting electron post-emission from MgO
layers10. A strong positive charging due to the emission of secondary electrons (SE) from the
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surface-near regions is responsible for that selfconsistent field-enhanced SEE. On the other
hand, the deeper injection of primary electrons (PE) will produce an electron surplus within
the bulk of an insulator. The respective charge ρ(x) and field F (x) distributions maintain
the selfconsistent charge transport and the SEE emission.
An approach for a first estimation is based on the dynamic double layer model (DDLM)
in which the phenomenon is brought to the simplified case of two layers of opposite charge.
Complete solutions of the respective equations were achieved by Melchinger et al.11. More
recently, J. Cazaux12 developed an effective approach of the SEE evolution in insulating
samples using this DDLM.
The first comprehensive Monte Carlo calculations of the self-consistent charging were
made by Vicario et al.13, Ganachaud et al.14 and Renoud et al.15,16. Of course, these calcula-
tions are complex because of the deal with the full simulation of primary electron straggling
as well as with the generation and transport of secondary electrons and holes in the self-
consistent field. However, the decisive advantage of the full Monte-Carlo simulation is the
3-dimensional description of the charging process with the lateral charge spreading in case of
point-like electron beam injection by a very small beam focus. Thus, the above mentioned
authors13,15 could demonstrate the charge build-up by a computer animation.
Nevertheless, it is of importance to precise the types of theory that have been led to
enlighten this phenomenon of selfconsistent charging. One of the first attempts was the
planar selfconsistent charging simulation of our co-author (HJF) already in 197817,18, later
on improved for insulating layers on conducting substrate in Ref. 19 and for bulk materials
in Ref. 10. These authors use field-dependent attenuation lengths λ(F ) for the ballistic
transport of electrons and holes which had been found experimentally by means of electron
beam induced currents (EBIC) measurements21,22 and had been verified by Monte Carlo
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calculations23−26.
Of course, the planar 1-dimensional self-consistent model will approach validity if the elec-
tron beam diameter is much larger than the maximum electron penetration depth R(E0).
Unambiguously, this is fulfilled in scanning electron microscopes (SEM) with a slightly defo-
cused beam. Thus the 1-dimensional simulation can be applied to 3-dimensional description
of the sample potential in a SEM chamber27.
The present paper will extend the ballistic flight model for electrons and holes to a more
comprehensive and realistic new flight-drift model (FDM). There the ballistic flight of excited
electrons and holes is followed by their drift and respective recombination and/or trapping
in shallow and deep traps. Three types of non-conductive samples have been taken into
account: A - the insulating bulk sample with an open surface to the vacuum, B - the bulk
sample with a positive ion-covered surface as it is given in environmental secondary electron
microscopy (ESEM) under a certain gas pressure (some Torr) and gas ionization28,29, and C
- the conducting and grounded surface coated by a metal or carbon layer in order to prevent
charging of the bulk insulator. Nevertheless, in the two latter cases strong internal electric
fields will appear within the bulk insulator beneath the surface.
The numerical and experimental results will be presented in particular for bulk alumina
samples but could be easily adapted to any insulator using the relevant material data.
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II. THEORETICAL BACKGROUND
The problem of electron beam charge injection in different target arrangements is demon-
strated in Fig. 1. Incident electrons (so-called primary electrons PE) with initial energy E0
and current density j0 penetrate the insulator target up to the maximum range R(E0) and
create a mainly positive-negative spatial charge distribution %(x) where the positive charge
beneath the surface is due to secondary electron (SE) escape into vacuum (sample A) or
into an electrode upon the surface (sample C). Moreover, a surface coverage by positive
ions (sample B) becomes also possible when irradiating the insulating sample in residual
gas pressure as we have already mentioned in context with environmental scanning electron
microscopy (ESEM) techniques28,29 in the introduction. According to the electrode arrange-
ments A, B, or C the charges will create different field and potential distributions F (x) and
V (x), respectively, with a low surface field F (x = 0) ' 0 and a high floating surface potential
V0 for the sample (A); and a low surface potential V0 for ion-covered surfaces of sample (B)
and the grounded surface V0 = 0 of sample (C), but both the latter ones show high electric
fields beneath the surface, see Fig. 1 : samples A, B, C.
The generated secondary electrons (SE) and holes (H) will be redistributed by the re-
spective fields F (x) and potentials V (x) maintaining the selfconsistent charge transport in
a planar (1-dimensional) model:
div j(x, t) = −
∂
∂t
ρ(x, t) (1)
F (x, t) =
1
ε0εr
∫
ρ(x, t)dx (2)
V (x, t) =
∫
F (x, t)dx (3)
where the electric field F , especially, has a strong feed-back to the current distributions.
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The electric field F (x, t) of Eq. (2) in open samples (A) is calculated by successive
summation (integration) of charges beginning from the surface into the bulk, i.e. towards
the grounded support, see Fig. 1, because the sample support is the nearest electrode to the
incorporated charges, much closer than any other metallic part of a scanning electron mi-
croscope (SEM). Thus the electric field of all charges possesses a component into the sample
and the field at the surface F (x = 0) is nearly zero.
The ion-covered samples (B) are fixed to a low potential V0 kept by a permanent ion sup-
port. Thus, after each iterative integration of charges, beginning at x = 0 as in open samples,
we have to add the field value Fd = −(V0,open−V0,ion)/d to all F (x), where V0,open is the sur-
face potential calculated first for the open sample, then substracted by the fixed value V0,ion
of the ion-covered sample and devided by the sample thickness d. This procedure has to be
done after each cycle j(x), ρ(x), F (x), V (x). Thus it guarantees a constant surface potential
V0 = V0,ion with the respective time-dependent spatial distributions: j(x, t), ρ(x, t), F (x, t),
and V (x, t).
Of course, the metal-coated sample (C) presents a special case of the previous procedure
with the fixed value Vo,metal = 0 and all field contributions of incorporated charges are di-
rected to the close metallic surface electrode, vice versa, as for open samples where the field
components are directed to the support as the closest electrode. But here, in metal-coated
samples, the electron penetration depth R of nearly 3 µm (see Fig. 2) can be neglected with
respect to the bulk sample thickness d of millimeters.
Then, let us refer first to the current distributions j(x, t).
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A. Primary electron (PE) scattering
The injection of primary electrons (PE) and their creation of secondary electrons (SE)
and holes (H) are very similar for alumina Al2O3 and silica SiO2 as we have described already
in Refs. 18 - 20 based on empirical results of the electron penetration into and through thin
films, see ”film-bulk method” in Ref. 30. By means of this method the resulting PE current
in dependence on the target depth x and the PE initial energie E0 was found:
jPE(x, E0) = j0(1− η)exp

−4.605
(
x
R(E0, z)
)p(z) , (4)
with j0 as impinging PE current density and the material parameters for Al2O3: η ≈ 0.2 the
backscattering coefficient, p = 2 the transmission exponent. A new equation for the maxi-
mum range R(E0) of electrons reached by 1% of PE in dependence on their initial energy
E0 was deduced from experimental data,
31−36, see Fig. 2. Especially, the direct electron
transmission measurements through thin selfsupporting films of Al2O3 and SiO2 of Vyatskin
and Trunev32 led to the best fit for Al2O3:
R/nm = 28.7(E0/keV)
1.55 (5)
R is given in nm, and the electron beam energy E0 should be inserted in keV. Electron
penetration curves according to Eq. (4) and (5) are presented in the upper part of Fig. 3.
For an exact charge balance within the insulating target the deposited, i.e. absorbed PE’s in
the depth x have to be taken into account too. They present an additional electron charge,
added to the excited secondary electrons (SE), which are generated in parity to the positive
holes (H). The PE absorption density, or better said PE deposition function gPE, is given by
the negative first derivative of the PE penetration current of Eq (4):
j0 · gPE = −
djPE
dx
= j0(1− ηR)
4.605
R2
· 2x exp
[
−4.605
(
x
R
)2]
(6a)
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or including the expression for jPE from Eq (4) we get:
j0 · gPE = 9.21 ·
x
R2
· jPE(x, E0) : (6b)
PE deposition functions gPE(x, E0) are presented in the middle part of Fig. 3. Of course,
these exhausted and deposited PE will continue their motion like created common SE and
should be added finally to the SE generation function gSE of Eq. (7) as will be done in Eq.
(12).
On the other hand, the spatial SE generation rate gSE(x, E0) excited by PE is proportional
to the spatial energy loss dE/dx of the impinging and straggling primary electrons (PE), i.e.
proportional to the spatial PE energy transfer to the target volume:
gSE(x, E0) = α
1
Ei
dE
dx
, (7)
where Ei is the mean creation energy for one SE and α a yield factor of nearly a unit.
According to Klein37 and Alig and Bloom38 the SE creation energy increases with the energy
gap Eg of a given target material
Ei ≈ 3Eg + 1eV (8)
resulting in Ei ≈ 28 eV for Al2O3 with Eg = 9 eV. Then with Eq. (7) and an empirical
expressions for dE/dx from Ref. 30, we may write the SE generation rate gSE in SiO2 and
Al2O3 targets in the form of a semi-empirical equation
gSE(x, E0) = gSH(x, E0) =
1.544
R(E0)
E0
Ei
exp
[
−7.5
(
x
R
− 0.3
)2]
(9)
Of course, secondary electrons (gSE) and holes (gSH) are created in parity presenting a
Gaussian distribution with the maximum shifted by 0.3R from the surface into the target
volume as shown in the bottom part of Fig. 3.
In general, the electron beam scattering in solid targets has been recently described by six
semi-empirical laws39 including the Eqs.(4) - (9).
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B. Ballistic currents of secondary electrons and holes
After generation secondary electrons and holes are flying and straggling ballistically over
certain distances, so-called attenuation lengths λ depending on the presence of an electric
field F and its direction. We have demonstrated this process by Monte Carlo simulation
in23−25 and measured λ(F ) directly by electron beam induced currents EBIC,21,22. As a
main result we get attenuation probabilities WEF for ballistic electrons (E) expressed by
mean field-dependent attenuation lengths:
λE(F ) = λE,0exp(−βEF ) (10)
and
WEF = exp
(
−
∆x
λE,0exp(−βEF )
)
(11)
in (F > 0) and against (F < 0) field direction. Here λE,0 presents the field-free attenuation
length and −βE the electron field attenuation parameter. Similar expressions can be written
for ballistic holes with λH,0 and +βH , respectively. In Fig. 4 the field-dependent attenuation
lengths λ(F ) are presented for electrons (E) and holes (H).
Assuming an isotropic SE generation, one half of the created SE: 1/2j0gSE(x, E0)∆x
will move into the bulk sample, i.e. in the direction towards the sample support, called
transmission (T), and the other half towards the sample surface, called reverse direction or
remission (R). Then the respective continuity equation in 1-dimensional form for ballistic
SE or hole currents in transmission (T) direction towards the sample substrate (holder) or
in reverse or remission (R) direction towards the surface can be written19,20:
jBERBET(x) =
[
jBERBET(x±∆x) +
1
2
j0
[
gSE(x, E
′
0) + gPE(x, E
′
0)
]
∆x
]
exp
[
−
∆x
λE,0exp (±βEF )
]
︸ ︷︷ ︸
WEF
(12)
10
and for holes, respectively:
jBHRBHT(x) =
[
jBHRBHT(x±∆x) +
1
2
j0gSE(x, E
′
0) ·∆x
]
exp
[
−
∆x
λH,0exp (∓βHF )
]
︸ ︷︷ ︸
WHF
(13)
convection generation ballistic attenuation
The first term in the brackets presents the convection part from the neighboring cell ∆x;
the second one the generation of inner SE: (gSE + gPE) or holes (gSH = gSE) followed by the
ballistic attenuation probability WEF(x) and WHF(x) of the charge carriers over the small
distance ∆x in the target depth x. These attenuation probabilities have been described by
Eqs. (10) and (11). Additional to Refs. 19,20, here in Eq. (12) we have added the deposited
PE with gPE to the generated SE: gSE.
The part of ballistic SE moving towards the surface jBER(x) and being reflected at the
surface (x = 0) presents the initial rate of transmitting SE at the surface jBET(x = 0), i.e.:
jBET(x = 0) =
√
χ
E¯SE
jBER(x = 0) ' 0.3jBER(x = 0) (14)
where χ = 0.9 eV is the surface electron affinity and E¯SE the mean kinetic energy of SE in
the conduction band of AL2O3 or SiO2, see Refs. 40,19 and 20. The part of SE non-reflected
at the surface is emitted into the vacuum presenting the current jSEE and the rate of SE
emission σ = jSEE/j0 :
jSEE =
(
1−
√
χ
E¯SE
)
jBER(x = 0) ' 0.7jBER(x = 0) (15)
The SE emission-depth dependence (origin where SE are coming from) is given by the SE
reverse consecutive transport:
jSEE(x) = jSEE(x−∆x) ·WEFR (16)
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starting at the surface with the emission current jSEE(0) of Eq. (15). These emitted SE
extracted from depth x, of course, affect the charge balance in the depth x and will not
contribute to the subsequent electron drift current jDERDET . Thus we have to substract in the
forthcoming drift equation Eq. (18) the part of created and finally emitted SE from the
depth x:
gSEE = jSEE(x) (1−WEFR) , (17)
because this part is taken off from the overall charge balance. That is new with respect to
Refs. 19 and 20. Of course, the drifting hole current jDHRDHT(x) of Eq. (19) will not be affected.
C. Drift currents with trapping and recombination
Ballistic electrons and holes are scattered over field-dependent attenuation lengths λE(F )
and λH(F ), respectively, as given by Eqs. (10) - (13). As an extension to our previous work
Refs. 19 and 20 they continue their motion by drift and diffusion until they will recombine
or they will be trapped, see the main scheme in Fig. 5.
Thus we have a convection term from the neighbouring adjacent cell x ± ∆x as well
as sources (generation) of drift carriers from the attenuated and exhausted, i.e. absorbed
ballistic electrons and holes: jBE(x)(1−WEF(x)) and jBH(x)(1−WHF(x)), respectively, given
by Eqs. (12) and (13). On the other hand, in Eq. (18) we have to take off the vacuum-
emitted SE rate: jSEE(x)(1−WEFR(x)) from the charge balance in then depth x as given by
Eq. (17). Holes are not emitted into vacuum and so they appear only with their ballistic
attenuation source in Eq. (19).
Thus we may write for drifting (D) electrons (E) in reverse (R) and transmission (T)
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directions:
jDERDET(x) =
{
jDERDET(x±∆x) + j
BER
BET(x)
[
1−W EFREFT (x)
]
− 1
2
jSEE(x)
[
1−W EFR(x)
]}
×
× exp
[
−
%H1
e0
SEH1∆x
]
︸ ︷︷ ︸
WEH1
· exp
[
−
%H2
e0
SEH2∆x
]
︸ ︷︷ ︸
WEH2
· exp
[
−
(
N1 −
%E1
e0
)
SE1∆x
]
︸ ︷︷ ︸
WE1
· exp
[
−
(
N2 −
%E2
e0
)
SE2∆x
]
︸ ︷︷ ︸
WE2
(18)
and for drifting holes (H), respectively:
jDHRDHT(x) =
{
jDHRDHT(x±∆x) + j
BHR
BHT(x)
[
1−W HFR(x)
]}
×
× exp
[
−
%E1
e0
SHE1∆x
]
︸ ︷︷ ︸
WHE1
· exp
[
−
%E2
e0
SHE2∆x
]
︸ ︷︷ ︸
WHE2
· exp
[
−
(
H1 −
%H1
e0
)
SH1∆x
]
︸ ︷︷ ︸
WH1
· exp
[
−
(
H2 −
%H2
e0
)
SH2∆x
]
︸ ︷︷ ︸
WH2
(19)
The recombination probabilities WEH for electrons with trapped holes ρH and WHE for holes
with trapped electrons ρE include the cross sections for these processes SEH1, SEH2, SHE1,
and SEH1. For the traping probabilities of electrons in traps with concentration N1 and
N2 and holes in H1 and H2 we use similar expressions with trap capture cross sections
SE1, SE2, SH1, SH2, respectively. However, we have to use their temperature and field depen-
dences, proposed in the following part.
D. Capture Cross Sections with Poole-Frenkel Effect
The free carrier n trapping and release over time t can be expressed by the following
”first order” kinetics:
dn
dt
= −n vD · S
(
N −
%
e0
)
+
%
e0
· f · exp
(
−
ET −∆EPF
kT
)
(20)
where (vD · S) is the combined trapping rate of the drift velocity vD and the capture cross
section S of traps with concentration N , filled by charges %/e0 and possessing a detrapping
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probability according to the Poole-Frenkel effect41,42 including the escape frequency factor
f and a lowering of the thermal activation energy ET by the field-dependent part ∆EPF.
Substitution of time by dt = dx/vD and taking the non-occupied trapping sites (N − %/e0)
and the capture cross section S in front of the paranthesis we get:
dn
n
= −
(
N −
%
e0
)
S

1− %/e0
n vD · S
(
N − %
e0
) · f · exp(−ET −∆EPF
kT
) dx (21)
with an effective capture cross section modulation given in the brackets and changing
between: 0 and 1. The exponential factor in the brackets will dominate strongly the Poole-
Frenkel term. Thus, let us introduce an approximation and simplification of the complicated
modulation factor of Eq. (21) as follows:
dn
n
= −
(
N −
%
e0
)
S0
[
1− exp
(
−
ET −∆EPF
kT
)]
dx (22)
Here, trapping as well as de-trapping are simultaneously included in a Poole-Frenkel modified
cross section and with that we get again the most common temperature-dependent first-
order kinetics. As a matter of self, the trapping probability changes between zero for high
temperatures and the full cross section S0 for low temperatures.
On the other hand, the Poole-Frenkel activation energy is decreased by an electric field
F , given by:
∆EPF = 2
e3/2
(4piε0εr)1/2
F 1/2 = βPFF
1/2 (23)
∆EPF
eV
= 104
(
e
piε0εr
)1/2
F
1/2
MV
cm
' 0.24eV· F
1/2
MV
cm
for Al2O3; εr = 10 (24)
Thus we get a Poole-Frenkel modified capture cross section
SPF = S0
[
1− exp
(
−
ET −∆EPF
kT
)]
(25)
approaching SPF → S0 for low temperatures T → 0 and low fields F → 0 and vanishing
SPF −→ 0 for high temperatures and high electric fields as demonstrated in Fig. 6. A proof
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of the correspondence of the relations Eqs. (20) - (22) will be given in a forthcoming paper.
Now we may rewrite the trapping probabilities in Eqs. (18) and (19) by means of the
effective trapping-detrapping probabilities of Eq. (25):
WE1 = exp
{
−
(
N1 −
%E1
e0
)
SE10
[
1− exp
(
−
EE1 −∆EPF
kT
)]
∆x
}
(26)
WE2 = exp
{
−
(
N2 −
%E2
e0
)
SE20
[
1− exp
(
−
EE2 −∆EPF
kT
)]
∆x
}
(27)
WH1 = exp
{
−
(
H1 −
%H1
e0
)
SH10
[
1− exp
(
−
EH1 −∆EPF
kT
)]
∆x
}
(28)
WH2 = exp
{
−
(
H2 −
%H2
e0
)
SH20
[
1− exp
(
−
EH2 −∆EPF
kT
)]
∆x
}
(29)
These capture cross sections and respective trapping probabilities unify the trapping and
de-trapping process by means of a Poole-Frenkel modified net trapping rate according to
Eq. (25).
E. Trapped charges and recombination
In order to get the trapped and non-passing charges over the distance ∆x during the
time interval ∆t we use the probabilities of non-passing currents: (1−W ) according to
Eqs. (18) and (19) and Eqs. (26) - (29) :
∆%E1 =
[
jDER(x) + jDET(x)
∆x
(1−WE1(x))−
jDHR(x) + jDHT(x)
∆x
(1−WHE1(x))
]
·∆t (30)
∆%E2 =
[
jDER(x) + jDET(x)
∆x
(1−WE2(x))−
jDHR(x) + jDHT(x)
∆x
(1−WHE2(x))
]
·∆t (31)
∆%H1 =
[
jDHR(x) + jDHT(x)
∆x
(1−WH1(x))−
jDER(x) + jDET(x)
∆x
(1−WEH1(x))
]
·∆t (32)
∆%H2 =
[
jDHR(x) + jDHT(x)
∆x
(1−WH2(x))−
jDER(x) + jDET(x)
∆x
(1−WEH2(x))
]
·∆t (33)
However, we would count too much charges because of dropping currents j(t) to j(t + ∆t)
during each ∆t cycle. Thus we have to re-normalize the trapped charges with regard to
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the real current drains and sources according to the general transport equation: Eq. (1)
numerically performed here by a three-point derivative:
∆%tot = −
jtot(x + ∆x)− jtot(x−∆x)
2∆x
∆t (34)
The total current is given by summation of all currents with their real signs:
jtot(x) = −jPE + jBER − jBET − jBHR + jBHT + jDER − jDET − jDHR + jDHT (35)
Of course, the secondary emission current jSEE(x) of Eq. (16) is already included in jBER(x).
Now, with Eq. (34) we get the real resulting net charge ρtot due to the total current flux
including all trapping and recombination and we have to renormalize the trapped charges in
Eqs. (30) - (33) with respect to ρtot. In case the real net charge balance is negative:
∆%tot ≤ 0 (36)
we have to calculate the trapped electron charges from Eqs. (30) and (31):
∆%E1 =
∆%E1
∆%E1 + ∆%E2
· |∆%tot| (37)
∆%E2 =
∆%E2
∆%E1 + ∆%E2
· |∆%tot| (38)
whereas the trapped hole charges remain unchanged: ∆%H1 = 0 and ∆%H2 = 0.
In case of a positive net charge:
∆%tot > 0 (39)
we have the renormalize the trapped hole charges of Eqs. (32) and (33):
∆%H1 =
∆%H1
∆%H1 + ∆%H2
· |∆%tot| (40)
∆%H2 =
∆%H2
∆%H1 + ∆%H2
· |∆%tot| (41)
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and the trapped electron charges remain unchanged: ∆%E1 = 0 and ∆%E2 = 0.
Of course, the total charge %tot of traps should be consistent with that of current diver-
gences, Eqs. (1) and (34), i.e.
%tot(x) = −%E1 − %E2 + %H1 + %H2 (42)
From this total charge distribution ρtot(x, t) the resulting electric field F (x, t) and potential
V (x, t) distributions are obtained by respective intergrations shown in Fig. 1. The potential
value at the surface V (x = 0, t) = V0(t) represents the resulting surface potential V0 due
to electron beam irradiation, secondary electron emission, and selfconsistent charging. The
whole computation procedure is schematically shown in Fig. 7.
F. Retarding field effects to SE emission
In case that the floating surface potential V0 is greater (more positive) than the potential
VG of the first electrode in the vacuum in front of the surface (grid, chamber wall etc.),
emitted SE will be retarded and will return to their origin ”positive” spot of emission.
As we have seen by Eq. (15) the SE emission is given by: JSEE = 0.7 jBER(x = 0).
The energy distribution of emitted SE is commonly non-material-dependent and possesses
a mean energy of E¯SEE ' 5 eV in the vacuum. Assuming a nearly exponential energy
distribution a negative retarding grid electrode VG < V0 will diminish the SEE rate
17−20 to:
jSEE = 0.7jBER(x = 0) exp
(
−
V0 − VG
5Volt
)
(43)
and, consequently, the rate of returning tertiary electrons (TE) is
jTE = 0.7jBER(x = 0)
[
1− exp
(
−
V0 − VG
5Volt
)]
. (44)
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Thus the rate of ballistic electrons starting from the surface (x = 0) in transmission (T)
direction is increased by the returning TE:
jBET(x = 0) = 0.3jBER(x = 0) + jTE(V0 > VG) (45)
and with Eq. (44) we get:
jBET(x = 0) = jBER(x = 0)
[
1− 0.7exp
(
−
V0 − VG
5Volt
)]
(46)
Thus, for V0 > VG, Eqs. (14) and (15) have to be replaced by Eqs. (43) and (46), respectively.
Otherwise, for V0 ≤ VG, the former Eqs. (14) and (15) remain unchanged.
Last but not least, the actual secondary electron emission rate σ is given by
σ(t) = η + δ(t) = 1 +
j(x = 0, t)
j0
(47)
including the fraction η of backscattered PE and the true SE released from the target ma-
terial with the rate σ(t) changing with time due to the charging of non-conductive targets.
III. RESULTS of SELFCONSISTENT CHARGING
As already mentioned in the previous part, the computation scheme is presented in
Fig. 7. The first simulations have been performed for 3mm thick (bulk) alumina samples by
means of material parameters mostly given already in our former work of Ref. 20 (Tab.1);
others are described already in the respective text parts of this paper. In order to pro-
tect the samples from thermal irradiation effects and material modifications, we used in our
measurements as well as simulations a slightly ”defocused” electron beam of 100 nA im-
pinging an area of 1 mm2 leading to a primary electron current density of j0 = 10
−5A/cm2.
This planar geometry of 1000 µm beam width versus only 3 µm irradiation depth maintains
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the assumption of the planar 1-dimensional target model. So we may use mean ballistic
attenuation lengths for secondary electrons λE,0 = 5 nm, for holes λH,0 = 2 nm and respec-
tive attenuation field factors βE = 4.6 cm/MV and βH = 0.8 cm/MV in accordance with
Refs. 20 - 22. More difficult is the selection of appropriate electron and hole trap concentra-
tions N, H, their capture cross sections SE, SH , their thermal activation energies EE, EH ,
and recombination cross sections SEH and SHE, as given in Fig. 5. For our first calculations
presented here we choose the following data, estimated from Refs. 43 - 48: shallow trap
concentrations NE1 = NH1 = 10
20 cm−3 corresponding to high concentrations of selftrap-
ping by small polaron formation; their capture cross sections SE1 = SH1 = 10
−13 cm2 and
thermal activation energies EE1 = EH1 = 0.2 eV. Of course, the deeper traps possess less
concentrations: NE2 = NH2 = 10
18 cm−3, SE2 = SH2 = 10
−13 cm2, and EE2 = EH2 = 2 eV.
The Coulomb-attractive recombination can be described by a relatively high cross section
SEH = SHE = 10
−11 cm2. We should mention here that a more diversive trap parameter
selection and optimalization will be done when direct comparison with experimental data
will be undertaken in the next future.
A. Charging of open samples
These samples possess an open, non-covered surface and the secondary electron emission
is only limited by the height of the surface barrier, i.e. by the electron affinity χAl2O3 = 0.9 eV,
as described in chapt.II.B. Of course, all holes and also low energy drifting electrons will be
totally reflected (chapt.II.C). The total current jtot(x), the charge ρ(x) and field F (x) dis-
tributions in dependence on electron beam irradiation time t = (10...100) ms (E0 = 20 keV,
j0 = 10
−5 A/cm2) are presented in Fig. 8. On the left hand side the distributions are given
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in a zoomed nanometer scale beneath the surface where especially the emerging secondary
electrons are coming from. Here we see the built-up of a positive charge distribution with a
center of gravity at about 2.5 nm. The field is increasing positively enforcing field-enhanced
secondary electron emission into the vacuum. On the right hand side of Fig. 8 we see the
respective bulk distributions. The field remains positive up to 0.5 µm sweeping electrons
towards the surface and holes into the bulk. Then, beyond 0.5 µm, the field changes to
negative values and keeping almost constant up to the support electrode at x = d = 3 mm.
The drifting and finally trapped charges form a fourfold charge distribution: plus-minus-
plus-minus. The positive surface charge is due to emitted SE and remaining holes as men-
tioned already in context with the zoomed left hand side of Fig. 8. Then the positive
field is separating electrons towards the surface (negative) and holes into the bulk (posi-
tive). Finally, because of a greater ballistic allenuation length λE electrons are straggling
into deeper regions than holes and forming the negative deep charges. Moreover, because of
the field change to negative values, drifting electrons are swept into the deep regions. Thus
we get a plus-minus-plus-minus charge distributions as already observed in the former only
ballistic model of Ref. 20.
Here we should mention, that all distributions, especially of jtot(x) and ρtot(x) are
shrinked towards the surface and do not reach the electron maximum range R(E0) in a
remarkable extend. The reason for that is given by the overall negative charging and the
resulting negative surface potential V0 as we see in Fig. 9. After 10 ms irradiation it
approaches already −13 keV and the resulting initial energy of the incident electron beam
is E ′0 = E0 + eVS = 7 keV. Thus the distributions are shrinked to about R(E
′
0) ≈ 0.6 µm
instead extended to the maximum range R(E0 = 30 keV) ≈ 3 µm for non-charged samples.
Looking to the time dependences in Fig. 9 we see an increasing secondary electron emission
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rate from the initial value σSEE(t = 0) = σ0 < 1 to the stationary final state of σSEE = 1
for thick bulk samples within tens of ms. Thus the SEE is enhanced for high electron beam
energies due to the built-up of a positive field over the SE escape region. However, as to be
seen in Fig. 9 (top) the SE rate tends to overflow the σ = 1 value by about ∆σ = +0.004,
but only for a short time of ∆t ≈ 20 ms. It corresponds to a small additional positive
charging in the SE escape zone ∆x ≈ 10 nm of ∆ρ = j0 ·∆σ ·∆t/∆x ≈ 10
−3 As/cm3 which
is relaxes within time ∆t. Comparing this excessive charge ∆ρ with the overall distribution
ρ(x) in Fig. 8 we estimate only to 1 ∆ρ/ρ ≈ 0.001. These small charge fluctuation and re-
distribution are due to the inertia of the time-dependent trapping and de-trapping processes.
A similar behavior is reported by Bragga, Blaise et al.47 who observed such overflows σ > 1
for very high incident current densities j0, very probably, associated with inertia effects of
trapping-detrapping too.
The latter processes are also responsible for the slight decrease of the negative surface
potential V0 in the saturation region, Fig. 9 (bottom). However, this saturation behavior is
not pure exponentially as described recently in Ref. 48. We may argue that the well-known
exponential charging behavior of a simple capacitor: dQ = I(t) dt cannot be taken over for
electron beam charging because the current I(t) in a capacitor is decreasing exponentially
during charging whereas the electron beam and its penetration depth R(E
′
0) follow other
relations as shown in part II A. Hence the electron beam forces the charges to penetrate
longer times to a depth x it will fill the insulator faster than a respective capacitor is com-
monly loaded.
This is also the main reason that capacitor-like double-layer charge models, as discussed in
the 1. Introduction, become very questionable.
Nevertheless, the negative volume charge is exceeding the positive surface charge and the
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resulting-in surface potential V0 = V (x = 0) is approaching high negative values: increasing
with the electron beam energy E0 = 10 keV and V0 = −4 kV up to E0 = 30 keV and
V0 = −24 kV as expected. However, we should mention that these negative surface potential
values obtained by the new Flight-Drift Model FDM are higher (more negative) that the
former ones of the only ballistic flight model of Ref. 20. The reason is the stronger charge
separation by the drift transport and the deeper sweeping-in of drifting electrons into the
bulk volume.
A certain interest bears the SEE transition region (
>
< 1) from σSEE(E0 < E
II
0 ) > 1 to
σSEE(E0 > E
II
0 ) < 1 at E0 = E
II
0 ' 4.2 keV, see Figs. 10 and 11. There for higher beam
energies E0 ≥ 5 keV the SE rates σSEE increases from initial values σ0 < 1 to the final
stationary value σSEE = 1 within milliseconds as we have already observed for high energies
in Fig. 9. The respective surface potential V0(t) in Fig. 11 becomes negative, shows a turn-
around when σSEE(t) → 1, growing slightly and approaches finally constant negative values;
for E0 = 5 keV even V0 approaches VG = 0 Volt. Going further downwards to E0 = 4 keV we
observe the transition region σ0(E
II
0 ≈ 4.2 keV) = 1 and with still decreasing beam energies
E0 ≤ 4 keV the initial SEE rate σ0 becomes greater unit; σ0 > 1, and the resulting charging
is positive with positive surface potentials V0 > 0. However, the positive charging-up and
the increase of the SE rate σSEE > 1 are rapidly stopped by the grounded grid VG = 0
and the retarding field set up between the positive surface V0 > 0 and the grounded grid
VG = 0 as described in chapt.II.F and Eqs. (43) and (44). This retarding field process occurs
within some nanoseconds. Later on, the surface potential remains nearly constant at slightly
positive values, however, with some fluctuations due to long term drift processes and charge
re-distributions. All these phenomena are in agreement with experimental observations, see
Refs. 17, 18 and 49, 50.
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B. Ion-covered ESEM sample
In order to avoid strong negative charging of bulk insulating samples during electron
beam irradiation, e.g. in scanning electron microscopy (SEM), the samples will be coated
by a thin conduction layer, e.g. by a metal or carbon layer, or the electron beam probing is
performed in an environmental scanning electron microscope ESEM. The latter one uses an
environmental gas, mostly water vapor, of low pressure (some Torr) which will be ionized
by the electron beam and by the backscattered (BE) and secondary (SE) electrons. Even
the BE and SE signals are amplified by gas discharge and avalanching processes in the low
pressure gas environment. On the other hand, positive gas ions are attracted by the neg-
atively charged sample surface and will compensate a certain part of negative charges. It
leads to a dynamical equillibrium of charging-discharging at the surface and a resulting less
negative surface potential of only about V0 = −500 Volt, calculated and measured e.g. by
M. Todt et al.28,29. Thus we use this value for our simulation according to Fig. 1, part B.
The electron beam energy was also choosen E0 = 20 keV as for open samples in Fig. 8.
There the resulting surface potential did approach V0 = −14 kV, but here for the ESEM
sample it will be fixed at V0 = −0.5 kV. Moreover, we have to take regard to a modified
surface barrier and surface reflectance of ballistic electrons by the positive ion layer as shown
in Fig. 12, part B. As a first approximation we chose the surface reflectance coefficient bi as
that of the open, non-covered surface b0, i.e. bi = b0 = 0.3.
The results of respective calculations jtot(x, t), ρ(x, t), and F (x, t) are presented in
Fig. 13. For all these distributions we see much less fluctuations of the internal quanti-
ties than for the open sample in Fig. 8, however, roughly the same order of magnitude. Of
course, as expected, the field beneath the surface with 0.2 MV/cm is twice of that of the
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open layer. Moreover, it is centered at the surface and has no component into the bulk. The
magnitude of the potential distribution is very moderate and does not exceed the ion-fixed
surface value V0 = −500 Volt so much: −525 Volt at the depth of the maximum electron
range x ≈ R ≈ 3 µm. Obviously, there is almost no retarding effect to the incident primary
electrons: E ′0 = E0 + eV0 as in open samples. Summarizing all the effects we may state,
that in case of ion-covered insulating samples a strong charging is mostly avoided and the
spatial electron beam excitation and probing is rather not affected. Thus the intention of
the ESEM techniques is well obtained.
C. Metal-covered and grounded surface
As already mentioned in context with Figs. 1 and 12 thin metal or conducting material
layers, electrically grounded, are conventionally used to avoid surface charging of insulating
samples. These layers are mostly evaporated or sputtered onto the surface, their thick-
ness is very thin, about 10 nm, in order not to affect the incident electron beam so much.
Nevertheless, as shown in Fig. 12, bottom part C, we have to regard different surface ab-
sorption and re-injection conditions for electrons and holes. So we assume that holes and
drifting electrons are fully absorbed: jBHT(x = 0) = jDHT(x = 0) = jDET(x = 0) = 0,
whereas excited ballistic SE from the metallic surface layer are injected into the insulator.
This part is proportional to the exciting PE and we may write jBET(x = 0) = bm · j0. The
internal SE fraction was estimated to bm ≈ 0.5 almost in accordance to bulk-internal SE
measurements51 .
As we see in Fig. 14 the distributions of currents, charges, fields and potentials are
similar to those of the ion-covered and surface potential-fixed layers in Fig. 13. They show
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also much less fluctuations than for open layers in Fig. 8. The plus and minus charges
are located near to the surface and the field in thoroughly positive increasing towards the
surface to 0.3 MV/cm. The negative potential shows a maximum of only −27 Volt in the
depth, nearly at the maximum range R ≈ 3 µm of incident electron with energy E0 = 20
keV. Thus the incident and spatially exciting electron beam is not affected by retarding field
effects. Thus the main intention of no charging is fullfilled, however, the greatest affect to
the SEE measurement, spectroscopy or microscopy is given by the electron scattering in
the metallic or conducting material layer on the surface. Therefore, preference should be
given to positive ion covered surfaces as discussed in the previous section B in context with
ESEM, or even to charge neutralization by ”low energy electron rinsing” as commonly used
in electron spectroscopy of insulating samples, see e.g. the comprehensive treatment and
consideration of L. Reimer52.
IV. CONCLUSIONS
The new flight-drift model (FDM) of selfconsistent electron transport and electrical
charge storage in wide-gap insulators reflects a more realistic simulation of these processes
in dielectric and insulating materials. Electron-hole creation, their ballistic flight, followed by
field-drift transport, and finally trapping in localized states and/or recombination are taken
into account. The experimentally accessable quantities of field assisted secondary electron
emission σ as well as the resulting surface potential V0 due to internal current j(x, t), charge
ρ(x, t), field F (x, t), and potential V (x, t) distributions are obtained.
The charging of open, i.e. non-covered and floating insulating bulk samples is strongly
controlled by the surface potential V0(x = 0) and the consequent electron beam retarding
25
for negative charging V0 < 0 or even beam accelleration for positive charging V0 > 0 ac-
cording to the affection of the initial energy E ′0 = E0 + eV0. Thus the maximum range of
incident primary electrons is rapidly diminished for high beam energies E0 > 5 keV by neg-
ative charging and the internal current, charge and field distributions are shrinked strongly
towards the surface.
Contrary to open samples the positive-ion-covered samples of the ESEM techniques
possess an only slightly negative surface potential fixed by the positive ions at about
V0 = −0.5 kV. Here the electron excitation is almost not affected by beam retarding and
the charge and field distributions show less fluctuations, however, an increase in magnitude
towards the surface.
A similar effect is given in conventional metal or conducting material coated insulating
samples. Usually the coating layer is grounded and no electron beam retarding field effects
are observed, also within sample where the negative potential distribution does not exceed
several tens of Volt, i.e. V (x) < −50 Volt. Thus the exciting electron beam is not affected
neither in the front of the surface in vacuum nor in the internal bulk insulator. However, one
cannot neglect the additional scattering of the incident electron beam as well as of backscat-
tered and secondary electrons within the coating layer.
Thus, in order to prevent charging, the positive-ion-covered surface bears certain advan-
tages versus metal coating.
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Captions of the Figures
Fig. 1 Plus-minus charge distribution ρ(x) beneath the surface and the respective elec-
trical field F (x) and potential V (x) distributions in a dielectric on a conducting
support with an open surface: A; an ion-covered surface: B; and a metal covered
and grounded surface: C.
Fig. 2 Measurements (Refs. 31, 32) and experimental fits (Refs. 33 - 36) of the maximum
range R(E0) of electrons with initial energy E0 in amorphous Al2O3.
Fig. 3 Current jPE(x) of primary electrons with initial energy E0 into Al2O3, their depo-
sition (absorption) function gPE(x), and their secondary electron generation gSE(x),
according to Eqs. (4) - (9), respectively.
Fig. 4 Mean attenuation lenghts of electrons λEF and holes λHF in Al2O3 as a function of
the electric field F , according to Eq. (11).
Fig. 5 Scheme of the flight-drift model including the ballistic flight and attenuation followed
by drift, trapping, and recombination of electrons and holes.
Fig. 6 Poole-Frenkel-modified capture cross sections SPF according to Eq. (25) of a shallow
trap with thermal activation energy ET = 0.3eV in dependence on temperature T
and electric field F .
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Fig. 7 Computation scheme of the selfconsistent charging in insulating samples.
Fig. 8 Total current jtot(x), charge ρ(x), and field F (x) depth distributions as a function
of irradiation time t for an initial beam energy of E0 = 20 keV and current density
j0 = 10
−5 A/cm2 ; left: benath the surface zoomed in nm scale; right: in the bulk
alumina in µm scale. Mention that all the bulk distributions are shrinked towards
the surface because of a strong negative charging and respective retarding of the
electron beam to E ′0 = E0 − eV0 = 7 keV with much less electron ranges already
after 10 ms irradiation time.
Fig. 9 Secondary electron emission rate σ and surface potenial V0 of bulk alumina targets
as function of irradiation time t for different electron beam energies
E0: j0 = 10
−5 A/cm2.
Fig. 10 Secondary electron emission rate σSEE = η + δ in dependence on irradiation time for
different PE energies E0 = (0.5− 7) keV in the transition region σ
≥
< 1;
j0 = 10
−5 A/cm2.
Fig. 11 Surface potential V0 in dependence on irradiation time for different PE energies
E0 = (0.5− 7) keV in the transition region σ
≥
< 1; j0 = 10
−5 A/cm2.
Fig. 12 Surface reflection and/or absorption of electrons and holes at: A: open surface; B:
positive-ion-covered surface, and C: metallized and grounded surface.
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Fig. 13 Current jtot(x), charge ρ(x), electric field F (x), and potential V (x) depth distri-
butions beneath the positive-ion-covered surface (V0 = −500 Volt) of alumina in
dependence on irradiation time t; electron beam energy E0 = 20 keV and current
density j0 = 10
−5 A/cm2.
Fig. 14 Current jtot(x), charge ρ(x), electric field F (x), and potential V (x) depth distribu-
tions beneath the positive metal-covered and grounded surface (V0 = 0) in depen-
dence on irradiation time t , zoomed in nm scale (left) and presented in µm scale
(right); electron beam energy E0 = 20 keV and current density j0 = 10
−5 A/cm2.
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Fig. 1 Plus-minus charge distribution ρ(x) beneath the surface and the respective elec-
trical field F (x) and potential V (x) distributions in a dielectric on a conducting
support with an open surface: A; an ion-covered surface: B; and a metal covered
and grounded surface: C.
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Fig. 2 Measurements (Refs. 31, 32) and experimental fits (Refs. 33 - 36) of the maximum
range R(E0) of electrons with initial energy E0 in amorphous Al2O3.
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Fig. 3 Current jPE(x) of primary electrons with initial energy E0 into Al2O3, their depo-
sition (absorption) function gPE(x), and their secondary electron generation gSE(x),
according to Eqs. (4) - (9), respectively.
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Fig. 4 Mean attenuation lenghts of electrons λEF and holes λHF in Al2O3 as a function of
the electric field F , according to Eq. (11).
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Fig. 5 Scheme of the flight-drift model including the ballistic flight and attenuation followed
by drift, trapping, and recombination of electrons and holes.
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Fig. 6 Poole-Frenkel-modified capture cross sections SPF according to Eq. (25) of a shallow
trap with thermal activation energy ET = 0.3eV in dependence on temperature T
and electric field F .
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Fig. 7 Computation scheme of the selfconsistent charging in insulating samples.
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Fig. 8 Total current jtot(x), charge ρ(x), and field F (x) depth distributions as a function
of irradiation time t for an initial beam energy of E0 = 20 keV and current density
j0 = 10
−5 A/cm2 ; left: benath the surface zoomed in nm scale; right: in the bulk
alumina in µm scale. Mention that all the bulk distributions are shrinked towards
the surface because of a strong negative charging and respective retarding of the
electron beam to E ′0 = E0 − eV0 = 7 keV with much less electron ranges already
after 10 ms irradiation time.
41
Fig. 9 Secondary electron emission rate σ and surface potenial V0 of bulk alumina targets
as function of irradiation time t for different electron beam energies
E0: j0 = 10
−5 A/cm2.
42
Fig. 10 Secondary electron emission rate σSEE = η + δ in dependence on irradiation time for
different PE energies E0 = (0.5− 7) keV in the transition region σ
≥
< 1;
j0 = 10
−5 A/cm2.
43
Fig. 11 Surface potential V0 in dependence on irradiation time for different PE energies
E0 = (0.5− 7) keV in the transition region σ
≥
< 1; j0 = 10
−5 A/cm2.
44
Fig. 12 Surface reflection and/or absorption of electrons and holes at: A: open surface;
B: positive-ion-covered surface, and C: metallized and grounded surface.
45
Fig. 13 Current jtot(x), charge ρ(x), electric field F (x), and potential V (x) depth distri-
butions beneath the positive-ion-covered surface (V0 = −500 Volt) of alumina in
dependence on irradiation time t; electron beam energy E0 = 20 keV and current
density j0 = 10
−5 A/cm2.
46
Fig. 14 Current jtot(x), charge ρ(x), electric field F (x), and potential V (x) depth distribu-
tions beneath the positive metal-covered and grounded surface (V0 = 0) in depen-
dence on irradiation time t , zoomed in nm scale (left) and presented in µm scale
(right); electron beam energy E0 = 20 keV and current density j0 = 10
−5 A/cm2.
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