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Advanced Numerical Techniques in Modeling Unsaturated Flow 
Abstract 
Primary variable switching can overcome the most of the numerical difficulties 
arising in the simulation of variably saturated flows. The technique is incorpo-
rated in both an adaptive error-controlled predictor-coITector one-step Newton 
(PCOSN) iteration strategy and a target-based full Newton (TBFN) iteration 
scheme for finite elements in two and three dimensions. Examples are presented 
to show the power of the proposed new schemes. 
Kurzfassung 
Mit der Methode der Umschaltung von Primärvariablen lassen sich die meisten 
der numerischen Problem überwinden, die bei der Simulation von Strömungen 
mit variabler Sättigung auftreten. Die Methode wurde sowohl in eine adaptive, 
fehlergesteuerte Prädiktor-KoITektor-l-Schritt-Newton (PCOSN)-Iterations-stra-
tegie als auch in eine ' target'-basierte, vollständige ewton (TBFN)-Iterations-
technik fur zwei- und dreidimensionale finite Elemente eingebaut. Anhand von 
Beispielen wird die Fähigkeit der vorgeschlagenen neuen Schemata gezeigt. 
1 Introduction 
Flow and transport processes in the unsaturated (vadose) zone play a major role 
in a wide variety of engineering problems ranging from groundwater recharge, 
dam seepage, capillary baITiers, drainage and flooding (Diersch, 1998a), via 
·contamination by surface spills of pollutants or salinity displacements in soils, 
up to heat transport in soils and drying processes in porous media. Several alter-
natives exist to solve numerically the goveming balance equations wi th their 
nonlinear constitutive relationships. The Darcy equation of fluid motion and the 
fluid mass conservation equation form the physical basis [Bear and Bachmat, 
1991]. In the context of unsaturated flow the basic formulation possesses both 
the fluid pressure head ljI and the saturation s as unknown variables to be deter-
mined. For these two unknowns only one balance equation, the basic Richards 
equation, is avai lable. To close the mathematical model one constitutive rela-
tionship in form of the capillary pressure head-saturation function is additionally 
needed to convert the one variable to the other (and vice versa). 
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Consequently, the modeler has to decide between primary and secondary vari-
ables. Dependent on such a choice, different modeling approaches result which 
are mathematically equivalent in the continuous formulation, but their discrete 
analogs are quite different. 
As the result, three forms of the unsaturated ftow equation can be derived: (I) 
the pressure-based (\jI-)form, where the primary variable is the pressure head 
(or the hydraulic head), (2) the saturation-based (s-)form, where the saturation 
(ar the moisture content 8 ) is chosen as the primary variable, and (3) the mixed 
(\jI - s -)form, where both variables are applied, however, in solving the discrete 
equation system the pressure head is actually used as the primary variable. 
Each of the different forms has their advantages and drawbacks: The \jI-based 
form can be used far both saturated and unsaturated soils. The pressure head 
variable is unjque and continuous. But, the \jI-based form can produce signifi-
cant global mass balance errors unless very small time steps are used. On the 
other hand, the mixed (\jI- s-)form provide much better properties with respect 
to accurate mass conservative solutions. Usually, modified Picard and the New-
ton methods are used for solving the nonlinear Richards equation in the mixed 
form with the pressure head as the chosen primary variable. Altematively, 
numerical schemes which are based on the s -form of the Richards equation are 
restricted to unsaturated ftow conditions because the saturation variable is not 
unique for saturated regions, where the soil-water diffusivity goes to infinity and 
a pressure-saturation relationship does not more exist. But it is interesting to 
note that a saturation-based algorithm can result in a significantly improved per-
formance compared to pressure-based methods, especially when very dry heter-
ogeneous soils are modelIed. 
Recently, Forsyth et al. [1995] introduced a powerful new idea in the context of 
saturated-unsaturated flow simulations. It is termed as the primary variable 
switching technique which is originated in multi phase modeling to handle effec-
tively the appearance and disappearance of phases. A full Newton method is 
used where the different primary variables in form of saturation and pressure are 
switched in different regions in dependence on the current saturation condition 
at each node of a mesh. This technique has found to produce rapid convergence 
in both the unsaturated and saturated zones compared with pressure-based far-
mulations. In this Light, primary variable switching appears as a promising tech-
nique to speed-up the overall solution process and to tackle difficult-to-solve 
problems for unsaturated-saturated ftows. In the present paper modifications and 
improvements of Forsyth et al. 's scheme are done with respect to an embedding 
into a powerful predictor-corrector approach with first and second order accu-
racy, the use of a one-step full Newton approach with only one control parame-
ter to manage the entire solution process in an adaptive time marching scheme, 
and in a rigorous analytical derivation of the Jacobian of the Newton method. In 
382 
contrast to the predictor-corrector solution control an aggressive target-based 
time marching scheme is studied which will provide an effective but error-prone 
strategy. 
2 Basic Equations 
The mass conservation equation of a fluid in a variably saturated media is given 
by [Bear and Bachmat, 1991] 
Q ( 1) 
The fluid motion is described by the Darcy equation written in the form 
(2) 
In ( I) and (2), 
\jI pressure head, ( \jI > 0 saturated medium, \jI ~ 0 unsaturated medium); 
S (\jI) saturation, (0< s ~ I, s = 1 if medium is saturated); 
q Darcy flux vector; 
time; 
specific storage due to fluid and medium compressibility; s 
o 
E porosity; 
Kr (s) relative hydraulic conductivity (0 < K r ~ 1 , Kr = 1 if saturated); 
K tensor of hydraulic conductivity for the saturated medium; 
X buoyancy coefficient including fluid density effects; 
e gravitational unit vector; 
Q specific mass supply; 
Constitutive relationships are additionally required for the saturation s as a 
function of the pressure (capillary) head \jI , with its inverse, the pressure head 
\jI as a function of the saturation s, and for the relative hydraulic conductivity 
Kr as a function of the pressure head \jI or the saturation s. Empirical relation-
ships are given by the van Genuchten-Mualem, the Brooks-Corey or the 
Haverkamp parametrie models [Bear and Bachmat, 1991]. 
3 Finite Element Formulation 
Using the Galerkin-based finite element method in two and three dimensions the 
following global matrix system of M equations results 
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O(s) ·o/+B · s+K(s) · \fI-F(s) = 0 (3) 
The superposed dot means differentiation with respect to time t. Nonlinearities 
are shown in parenthesis. Notice, aB matrices connected with time derivatives 
are lumped which is virtually mandatory for unsaturated problems to guarantee 
smooth and nonoscillatory solutions. The system of equations (3) is highly non-
linear due to the nonlinear dependence in the constitutive relationshlps for the 
saturation and the relative conductivity. 
From stability reasons only implicit CA-stable) time discretizations are appropri-
ate for the present dass of problems. Otherwise, two-step technigues have to be 
preferred for multidimensional problems due to practical implications. Denoting 
the time plane by the superscript n and inserting difference approximations for 
the time derivatives the following general matrix system finall y results 
Rn + I (\f, s) = 
( cro(;: + I) + K( Sll + I)) . 'P11 + 1 + ~~ . S 11 + 1 _ 
11 n (4) 
- O (s'1+ 1 ) .C~~ \f11+ ( cr - l)'PIl )- B .C ~~ sl1+ (cr_l )/l)_ F(SIl+I ) 
11 n 
= 0 
where the weighting factor cr E (1 , 2) differs between first order and second 
order temporal discretization schemes . 
4 Primary Variable Switching Methodology 
To solve the basic matrix system (4) one has to decide which variable should be 
primary, either 'V or s. Commonly, the selection of the primary variable is done 
in a static manner. As the result the modeling strategy becomes fixed as 'V -, s-
or 'V - s -forms as discussed above regarding their limitations and drawbacks. In 
contrast, the idea of primary variable switching is general, however, guite sim-
ple: The selection of the primary variable is to do dynarnicaily in dependence on 
the current flow characteristics . 
Let XI be the primary variable associated with node 1. X/ can be either 'V/ or 
s /. Accordingly, we can consider X as a vector containing the different primary 
variables in the solution space: 
XE (\fI , s ) (5) 
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The matrix system (4) can be written in the condensed form 
R I1 + 1 (X) = 0 (6) 
for seeking the solution XI of a system of M equations (I = 1, ... , M). 
The solution of the nonlinear equations (6) for the M -vector of primary vari-
ables X is performed by the Newton method, viz., 
.I( \}I~ + 1, < + 1 ) D.x'~ + 1 = -R~ + 1 ( \}I, s) 
with the increment 
and the Jacobian .f written in indicial notation 
aRI1 + 1 ( \}I1l + 1 11 + 1) 
J \ 1 , S1 
where 't denotes the iteration number. 
aXZ+ 1 
11 
(7a) 
(7b) 
(7c) 
The primary variable at any given node I is switched for every Newton iteration 
't by using the following method: 
11+1 
Use '1'11 as primary variable at node land solve the Newton statement 
(7a) as 
J'V ( 'I'11 + 1 n + I)D. 11 + 1 = _Rn + 1 ('I' s) JA 1 ,S1 '1'11 11 ' (8) 
11+1 
ELSE IF (s1l < tolb ) THEN 
Use s~/ 1 as primary variable at node l and solve the Newton statement 
(7a) as 
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(9) 
ELSE 
Do not change primary variable for the node I and solve (8) or (9) 
according to the hitherto selected primary variable (o/:t I or s:I I). 
ENDIF 
5 Solution Control 
Generally, the control of the solution of the resulting highly nonlinear matrix 
systems (8) and (9) is a complicated task. The choice of the time step size fll
n 
and the iteration control of the Newton scheme inftuence significantly the suc-
cess and the efficiency of the simulation. On the other hand, it is to be required 
that the overall solution process should be performed at a minimum of user-
specified control parameters. It becomes dear only a fully automatic and adap-
tive time selection strategy can be useful for the present dass of problems. In 
this work both a predictor-corrector one-step Newton (PCOSN) time integrator 
and a target-based full Newton (TBFN) scheme with aggressive time step size 
selection are applied. A detailed description of these techniques is given by 
Diersch and Perrochet [1998] . It should be emphasized the PCOSN technique 
controls the overall temporal discretization error via a truncation error criterion. 
This error-controlled solution strategy is in contrast to the TBFN. In the TBFN 
technique the step size is controlled so that the Newton corrections hit, or are 
less than, target change parameters. It makes usage of the fact that the used for-
mulation is mass-conservative for an arbitrary implicit step size. Actually, this 
aggressive time stepping control can be very effective in finding steady-state 
solutions, if ever exist, but in transient situations it appears as an error-prone 
strategy in a potential lacking of temporal accuracy. This is regardless of the 
good mass-conservative properties possessing the scheme. 
6 Examples 
6.1 Infiltration in a Large Caisson 
The infiltration process in a large caisson of a heterogeneous material at dry ini-
tial conditions has been thoroughly studied by Forsyrh er al. [1995]. We take up 
this problem to show the power of the variable switching technique and 10 indi-
cale the differences in the solutions caused by the time stepping and iteration 
control alternatives. Figure 1 presents the schematic view of the two-diInen-
sional cross-sectional problem. Two different initial pressure head '1'0 condi-
tions have been studied. 
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HHHH, Qn=O.02mJd 
Lone I 
Zone 2 
I zone41~I Zone 3 
Im 2m 
E (1) ljP=-7.34 m 
"<t (2) 1j10 =-1 00 m 
1 • 8m . 1 
Fig. I Infiltration problem (modified from Forsyth et al. [1995)). 
The TBFN scheme became about four times faster than the PCOSN scheme as 
listed in Table 1. The extra costs for the PCOSN scheme are reflected in an 
increased temporal accuracy so as required by the error control. The results at 
simulation time of 30 days can be seen in Figure 2 for ",0 = -7.34 m in compari-
son with Forsyth et a1 .'s findings . Surprisingly, the PCOSN results are rather 
depart from the TBFN. The saturation front is significantly diffused in the ' Iow-
cost' TBFN simulation while the PCOSN provides a much steeper saturation 
profile. The example distinctly illustrates how far a seemingly accurate, conver-
gent and efficient solution can be from a more accurate prediction. 
It is apparent the present problem is sensitive with respect to discretization 
errors. The influence of the spatial discretization is evidenced in Figure 3 for the 
. 0 
case of '" = -100 m. The results of structured coarse meshes are compared with 
a sufficiently dense unstructured mesh consisting of 56,960 triangular elements 
(28,9 17 node, ). For more details see Diersch and Perrochet [1998]. 
Table 1. Solution effort for the infiltration problem 
,l = -7.34 m ljIo=-IOOm 
PCOSN IBFN PCOSN TBFN 
Time steps 199 15 279 16 
Total Newton steps 200 51 279 69 
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a) b) 
800 800 
-- PCOS 
-- -- TBFN 
Fig. 2 Computed saturation contours at r = 30 d, initial pressure head ",0 = -7.34 m: 
a) present solutions by PCOSN and TBFN; b) Forsyrh er al. 's [J 995] resuJ IS. 
-- dense mesh 
- - - 9Ox21 nodal meshing 
21 x90 nodal meshing 
Fig. 3 Influence of spatial discretization, computed saturation contours at r = 30 d, 
initial pressure head 11,0 = -100m: dense mesh consists of 56,960 triangles and 
28,917 nodes, PCOSN strategy. 
6.2 Capillary Barrier Modeling 
000 
'00 
200 
A capillary barrier arises in unsaturated ftow conditions at the contact of a fine 
layer of soil overlying a coarse layer of soil. If such a contact is tilted, infiltrat-
ing moisture in the fine layer will be diverted and ftow down the contact as cap-
illary diversion. To simulated such a capiIlary barrier numerical schemes have to 
tackle large parameter contrasts, highly exaggerated and rotated geometrie rela-
tionships as weIl as very dry initial conditions. 
We study a capillary barrier problem whicb has been recently considered by 
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Forsyth and Kropinski [1997]. The problem is described in Figure 4. As indi-
cated the initial conditions are very dry. 
K No FkJw 
o O L------- , ~ O --~--~ ~ ~----~ ~ ~----~ ~ 
x (m) 
Zone 
Loam 
Sand 
Gravel 
Crushed tuff 
1jI0 [kPa] 
_ 106 
_ 106 
-30 
-6 . 10 '0 
Fig. 4 Capillary barrier model domain (modified from Forsyth and Kropinski [1997 ]). 
As shown in Figure 5 the computed saturation streamline patterns reveals that 
the diversion is obviously more than 10m. Actually, considering the velocity 
distribution along a section through the tuff the leakage increases from zero at 
about 10m to the infiltration rate at about 25 m over a transition zone as 
depicted in Figure 6. The evaluation of an analytical formula in using the van 
Genuchten parameter of the sand and gravel zones gives an estimation of the 
diversion length of about 17.9 m, which agrees quite weil with the present 
numerical simulations as also evidenced in Figure 6. 
~----~ lO ~--~~------~----~~ OO L------~ '0 ~----~ ~ ~----~ ~ ~----~ ~ 
x Im] xlml 
Fig. 5 Simulated saturation and streamJ ine patterns at t = 11 00 years by using TBFN. 
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Fig. 6 Compuled barrier diversion in form of the leakagelinfiltration 
ratio in the tuff layer. 
7 Closure 
The primary variable switching technique has proved to be a powerful and cost-
effective solution strategy for unsaturated !low problems. Compared to conven-
tional approach es based on the 'l' -fonTI and the mixed 'l' - s -form of the Rich-
ards equation the primary variable switching technique can reduce the solution 
effort by orders . The described schemes have been implemented in the 
FEFLOW package [Diersch, 1998b] for two-dimensional and three-dimensional 
problems. 
8 References 
[I) Bear, 1., and Y. Bachmat, Introduelion 10 modeling of transport pltenomena in porous 
media, Kluwer Academic Pub!., Dordrecht, 1991. 
[2] Diersch , H.-J. G. , Treatment of free surfaces in 20 and 30 groundwater modeling, 
Mathematische Geologie , 2, 17-43, 1998a. 
[3J Diersch, H.-J. G. , lnteractive, graphics-based finite-element simulation system 
FEFLOW for modeling groundwater ftow, contaminant mass and heat transport pro-
cesses, Users Manual Release 4.7, WASY GmbH, Berlin, 1998b. 
(4) Diersch H.-J. G. and P. Perrochet, On the primary variable switching technique for sim-
ulating unsaturated-saturated flows, Forthcorning, 1998. 
[5) Forsyth, P. A. , Y. S. Wu, and K. Pruess, Robust numerical methods for saturaled-unsat-
urated ftow with dry initial conditions in helerogeneous media, Adv. Water Resour. , 18 , 
25-38, 1995. 
[6] Forsylh, P. A. , and M. C. Kropinski, Monotonicity consideralions for saturated-unsatur-
ated subsurface ftow, SIAM J. Sei. Comput. , 18(5), 1328-1354, 1997. 
Prof. Dr. sc. H.-J. G. Diersch, WASY Gesellschaft für wasserwirtschaftliche Planung und 
Systemforschung mbH, 12526 Berlin, Waltersdorfer SIr. 105 (e-mai l: H.Oiersch @wasy.de) 
390 
