This article addresses the problem of estimating the population distribution function in the presence of non-response. We suggest a general class of estimators for estimating the cumulative distribution function using the auxiliary information. Expressions for bias and mean squared error of considered estimators are derived up to the rst order of approximation. The performance of estimators are compared theoretically and numerically. A numerical study is carried out to evaluate the performances of estimators.
Introduction
It is a well established phenomenon in the theory of sample survey that the nonresponse is an unavoidable fact, which is devastating and almost in every surveys of human respondents, suer from some degree of non-response. Non-response mainly classied as: (i), unit non-response or total failure, in which entire unit is missing, for example, a person may totally refuse or unable to participate in the survey for some specied reasons and (ii), item non-response or partial failure, in which at least one item is missing from some measurements for the given observations. For example, a household may hesitate to give information about his income. The problem of non-response has already been tackled from dierent ways, is common and widespread in mail surveys than in personal interviewing. The usual approach to overcome non-response problem is to contact the non-respondent and obtain maximum information as much as possible.
Hansen and Hurwitz [11] were the rst to suggest a non-response technique in mail surveys, combined the advantages of mailed questionnaires and personal interviews. They plan rst use the economies involved in the use of questionnaires by mailing them to a sample of population under study. After this a follow-up is carried out by interviewing a subsample of the non-respondents.
Consider a nite population of size N and a random sample of size m is drawn from a population by using simple random sample without replacement (SRSWOR) sampling scheme. In survey of human populations, it is often the case that mR units respond, but the remaining mM = (m − mR) units do not. The initial survey may be conducted through the mail or by telephone, perhaps computer aided. Hansen and Hurwitz [11] suggested a two phase sampling scheme for estimating the population mean by using the following steps.
(a) a simple random sample of size m is selected and the questionnaire are mailed to the sampled units;
(b) a subsample of size r = m M k for (k > 1) is taken from mM non-responding units.
The graphical illustration of non-response scheme is given in Figure 1 . A widely debated Figure 1 . Illustration of Hansen and Hurwitz [11] non-response scheme topic in sample survey is the estimation of population mean for the study variable by using the auxiliary variables in the presence of non-response. Several authors including Chambers and Dunstan [3] , Rao [28] , Rao et al. [27] , Khare and Srivastava [17, 18, 19] , Olkin [25] suggested dierent types of estimators for estimation of population mean using the auxiliary information under non-response. Okafor and Lee [24] presented ratio and regression estimation with sub-sampling the non-respondents in estimating the population meanȲ . Further, Khare and Sinha [14, 15, 16] proposed some classes of estimators for estimating population mean using multi-auxiliary characters in dierent way. For the estimating population mean under two-phase sampling scheme in presence of nonresponse, Singh and Kumar [34, 35, 36] , Klein [20] , Tabasum and Khan [40] , and Shabbir and Nasir [33] have made signicant contributions. Diana and Perri [5] suggested a class of estimators in two-phase sampling with sub-sampling of non respondents in estimating the nite population mean. For controlling the non-response bias and eliminating the need for call backs in survey sampling, John and Robert [13] , citeBS, and Dunkelberg and Goerge [7] , El-Badry [8] , Diana and Perri [4] , Hansen et al. [12] , and Politz and Simmons [26] , discussed some good techniques and plans. An extensive literature is available on estimation of population mean under nonresponse, but lesser eort has been devoted in the development of ecient methods for population cumulative distribution function by using the auxiliary information.
We are often concerned with the proportion of yi values in the population. Users of sample survey data commonly need to estimate the population distribution function, or, equivalently, the proportion of units in the population with values less than or equal to a specied value ty. For example, we may be interested in the proportion of agricultural area for poisonous eect of pesticides less than zero, the proportion of ltration plants for the present of arsenic in portable water less than zero. Such a proportion is particular value of the cumulative distribution function (CDF) for the population.
Above expression is just the average of the values of Bernoulli distribution I (yi ≤ ty) over all elements of the population, where I (yi ≤ ty) = 1 for y ≤ ty and I (yi ≤ ty) = 0, for y > ty. Often in survey sampling, we can only measure the study variable for those items in some sample, thus, the usual estimators of the distribution function depends exclusively on the selection of the sampling design and the sampled portion of the population. It is often seen the case, that some values of study variable are not available for non-sampled portion of the population, so we may use auxiliary information for improving the eciency of population distribution function. Chambers and Dunstan [3] and Chambers et al. [2] suggested the procedure and properties for estimating the nite population distribution function and the quantiles based on use of the auxiliary information. Rao et al. [27] used a general sampling design and proposed ratio and dierence type estimators for population distribution function. Kuk [21] , presented a classical as well as a prediction approach in estimating the distribution function from survey data. Some more work is due to Woodru [42] , Kuk and Mak [22, 23] , Rueda et al. [30, 31] , Rueda and Arcos [29] , Dorfman [6] , Ahmed and Abu-Dayyeh [1] , and Singh and Joarder [39] .
In presence of the auxiliary information, there exist several general estimation procedures. For more details see Wang and Alan [41] , Kuk and Mak [23] , Rao et al. [27] , Rueda et al. [31] , Garcia and Cebrian [9] and Singh et al. [37] to obtain more ecient estimates for the population mean or totals.
An extensive literature is available on estimation of population mean under nonresponse, but lesser eort has been devoted in the development of ecient methods for population cumulative distribution function (CDF) by using the auxiliary information. The present article focuses on the estimation of population distribution function of the study variable using the auxiliary information when data are not collected from all sampled units due to the problem of non-response.
We organize the rest of the article as follows: Section 2 introduces the notations and symbols. Section 3 gives detailed proof for estimating the population distribution function under non-response case. Section 4 contains the expressions for the bias and mean squared error (MSE). Section 5 gives a general class of estimators to rst order of approximation. A numerical study is presented in Section 6 and cost of the survey is discussed in Section 7. Section 8 gives the conclusion.
Notations and symbols
Consider a nite population Ω = {1, 2, ..., N } having N distinct and identiable units. Let (y1, y2, ..., yN ) be the values of the study variable Y. For each index ty, (−∞ < ty < +∞), the cumulative distribution function (CDF) of Y is given by
where I (.) is an indicator function.
Then the corresponding population β quantile (0 < β < 1) is dened by
, where inf stands for innimum. The problem is to estimate FY (ty) for any given ty. We draw a random sample of size m from N by simple random sampling without replacement sampling scheme (SRSWOR). Then given ty, the FY (ty) can be estimated by
Following Garcia and Cebrian [9] , it is easy to show that
where E (.) and V (.) are the mathematical expectation and variance of (.), respectively. The layout of response stratum is given in Table 1 . Table 1 . Layout of respondent stratum
Here, N11, N12, N21, and N22 be the number of units in the population in their respective cells for respondents. Similarly, m11, m12, m21, and m22 be the number of units in the sample in their respective cells. Hence (m11, m12, m21, m22) is a trivariate Hyper Geometrically(THG) distributed random variable, i.e., (m11, m12, m21, m22) ∼ T HG (N, m, N11, N12, N21). Also mFY (ty) = m11 + m12 and mFX (tx) = m11 + m21.
The non-response stratum layout is given in Table 2 . Table 2 . Layout of non-response stratum
12 , N
21 , and N
22 be the number of units in the population in their respective cells for non-respondents. Similarly, m (2) 11 , m (2) 12 m (2) 21 and m (2) 22 be the number of units in the sample in their respective cells. Let {I (Yi ≤ ty) , I (Xi ≤ tx)} = 1 if ith unit possesses an attribute and {I (Yi ≤ ty) , I (Xi ≤ tx)} = 0 otherwise, which follows the uniform probability distribution. Let sample means F * Y i (ty),F * Xi (tx) be the unbiased estimators of population means (FY (ty), FX (tx)) based on m observations. Let S
(tx 2 ) = FX2(tx 2 )(1 − FX2(tx 2 )) be the population variances and SF Y X (ty, tx) = FY,X (ty, tx) − FY (ty)FX (tx) be the population covariance for Stratum 1 and Stratum 2 respectively.
be the population coecient of variations of X for Stratum 1 and Stratum 2 respectively.
and β2(FX (tx)) =
be the population coecients of skewness and kurtosis of X.
be the phi-population correlation coecient. To obtain Bias and MSE of estimators up to rst order of approximation, we dene the following relative error terms.
and e1 =F
such that E (e * i ) = E (ei) = 0 , for i = 0, 1. To rst order of approximation we have
11 N
, NM be the number of units in the population corresponding to non-response group.
Estimation of population distribution function under non-response
In this section, we drive the expressions for mean, variance and covariance of the estimator,F Suppose that the underlying population is divided into two homogeneous strata: (i) response group and (ii) non-response group. Let NR and NM be the number of units in the population that correspond to the response group and the non-response group, respectively, where NR + NM = N. Given this information, following Gross [10] , the nite population CDF, FY (ty), can be written as
Out of m selected units, mR units respond and mM units do not respond, where mR + mM = m. In order to get response from mM , the non-respondents are contacted once again by personal interview. Then sub-sample of size r = mM /k for (k > 1), is obtained from mM non-responding units. It is assumed that all r units respond. LetF Based on the estimator given in (3.2), we present the following theorem.
Theorem 1
Proof (i). Taking mathematical expectation on both sides of (3.2), we have
Y (ty 2 ) = FY (ty), which completes the proof. Proof (ii). From (3.2), we can write
It is easy to show that
If we consider N − 1 ∼ = N , then we can write (3.5) as
Applying variance on both sides of (3.3), we get
From (3.6), we can write
Considering the terms on right hand side of (3.7), we have
Y (ty 2 ) . Considering the term on right hand side of (3.9), we have
Replace the values of r = mM /k, E2
in (3.10), and after some simplications, we get
Substituting (3.11) in (3.9), we have
Y (ty 2 ) . If we consider NM − 1 ∼ = NM , then above expression can be written as
Substituting (3.8) and (3.12) in (3.7), we get
From (3.6), the covariance term can be written as
Now considering the term
Y (ty 2 ) on right hand side of (3.14), we get
On similar steps, it can be shown that
Substituting (3.15) and (3.16) in (3.14), we get
Again by using (3.13) and (3.17) in (3.6), we get
This completes the proof and on the same lines we have
Proof (iii). See Appendix A, Page 53.
Suggested estimators of population distribution function
We suggest the following family of estimators for estimating the population distribution function.
4.1. General family of estimators. A general family of estimators for estimating CDF, is given by
where δ, g are suitably chosen constants and a ( = 0) , b are either real numbers or function of known parameters of the auxiliary variable X, such as standard deviation (SF X (tx)) , co-ecient of variation (CF X (tx)) , co-ecient of skewness (β1(FX (tx))) , co-ecient of kurtosis (β2(FX (tx))) , and co-ecient of correlation ρ (F Y (ty ),F X (tx) . Expressing (4.1) in terms of e s, we havê
Expanding the right hand side of the above expression and retaining the terms up to power 2 in e s, we have
4.1.1. Situation I -Non-response both on the study and the auxiliary variables:F * Y (ty), F * X (tx). When non-response occurs on both the study and the auxiliary variables, and population mean FX (tx) of the auxiliary variable X is known in advance. In agricultural survey, for instance, expenditures of fertilizer or pesticides on crop can be used as the auxiliary variable for the estimation, say, production of crop, there may be non-response on both the variables and for Situation I, Equation (4.1) can be written as,
For this, (4.2) can be written as,
(ty) for case of Situation I. Subtracting FY (ty) from both sides of (4.4) and then taking expectation, we get the bias ofF
(ty) up to rst order of approximation, given as
Squaring both sides of (4.4) and then taking expectations, we get the MSE ofF
(ty), up to rst order of approximations, given by
where αi =
Dierent estimators can be generated from proposed class of estimators by substituting the suitable choices of (δ,a,b,g). The generated estimators are listed in Table 3 . Many more estimators can also be generated from suggested family of estimators by substituting dierent values of (δ,a,b,g ). The biases of the suggested family of estimatorsF
(ty) up to the rst order of approximations are given below.
(4.7)
Bias F (1)
11 , for i = 3, 10, 12, and
The MSE of the suggested family of estimators F (1)
(ty) up to rst order of approximation are given below. Table 3 . Some members of the suggested classes of estimatorsF
for i = 3, 10, 12., and
. 4.1.2. Situation II -Non-response only on the study variable:F * Y (ty). When non-response occurs only on the study variable, information on the auxiliary variable X is obtained from all sampled units and population mean FX (tx) of the auxiliary variable X is known. In household survey, for example, by using the household size as the auxiliary variable for the estimation of family expenditures. Information can be obtained completely on family size, while there may be non-response on household expenditure. For Situation II, (4.1) can be written as
Expression (4.16) in terms of e s, we have
(ty), for the case of Situation II. Dierent estimators can be generated from suggested family of estimators by substituting the suitable choices of (δ,a,b,g) and are listed in Table 4 .
The biases of the suggested family of estimators F (2)
(ty) up to the rst order are Table 4 . Some members of the suggested class of estimatorsF
given below.
, for i = 3, 10, 12, and
, for i = 49, 11, 13. The MSE of the suggested family of estimatorsF
(ty) up to the rst order are given below,
, for i = 49, 11, 13.
Exponential family of estimators. A general family of exponential estimators
for estimating population distribution function is given by
Expressing (4.28) in terms of e s, we have
Expanding the right hand side of (4.29) and retaining the terms up to the second order of e s, we have
4.2.1. Situation I -Non-response on both the study and the auxiliary variables:F * Y (ty), F * X (tx). For Situation I, (4.28) can be written as
and from (4.30), we have
Re (ty) for case of Situation I. The biases and MSE of the suggested family of estimatorsF 
for (j = 1, 2, ..., 10), with ψ1 = 0, ψ2 =
. Dierent estimators can be generated from suggested family by substituting the suitable choices of (c, d). The generated estimators are in Table 5 . Table 5 . Some members of the suggested class of estimatorsF 
The MSE of the suggested family of estimators F (2)
Re j (ty) up to rst order are given below.
Dierent estimators can be generated from proposed class of estimators by substituting the suitable choices of c, and d are listed in Table 6 . Table 6 . Some members of the suggested class of estimatorsF
Proposed generalized class of exponential ratio type estimators
We propose a generalized class of exponential ratio type estimators, given by
for i = 1, 2, 3, ..., 13, j = 1, 2, 3, ..., 10 and K1 is suitably chosen constant.
5.1. Situation I -Non-response on both the study and the auxiliary variables:
For Situation I, (5.1) can be written as
(ty) for the case of Situation I respectively. Expressing (5.2) in terms of e s, we have
K1gα 2 e * 2 1
The bias and MSE ofF
M JP (ty), up to rst order of approximation, is given by
By dierentiating (5.5) with respect to K1, we get the optimum value as
(2αg−1)ψV * 2
02
.
The minimum MSE ofF
M JP (ty) at optimum value of K1 , up to rst order of approximation is given by
5.2. Situation II -Non-response only on the study variable:F * Y (ty). For Situation II, (5.1) can be written as,
(ty) for the case of Situation II.
The bias and minimum MSE up to rst order of approximation at optimum value K
is given by
for Situation II . Condition i: By Equation (4.11) and Equation (5.6)
Condition ii: By Equations (4.12), (4.14) and Equation (5.6) 
Note that the proposed estimator F (1) M JP (ty) is more ecient than the other suggested estimators
(ty) , when above conditions are satised. The comparisons of estimators for Situation II are given below.
Condition i: By Equation (4.22) and Equation (5.9)
Condition ii: By Equations (4.23), (4.25) and Equation (5.9)
Condition iii: By Equations (4.24), (4.26) and Equation (5.9)
Note that the proposed estimator F (2) M JP (ty) is more ecient than the other suggested estimators
(ty) , when above conditions are satised.
Eciency comparisons for exponential family of estimators. In this section, suggested estimators are compared under Situation I in terms of M SEs.
Condition (ix): By Equation (4.11) and Equation (4.34)
Re j (ty) > 0, for j =1, 2,..,10, if
Condition xi: By Equations (4.34) and Equation (5.6)
Note that the proposed estimator F (1) M JP (ty) is more ecient than the other suggested estimators Condition (ix): By Equation (4.11) and Equation (4.38)
Condition xi: By Equations (4.38) and Equation (5.9)
Re 10 (ty) , when above conditions are satised.
Numerical study
In this section, we consider the following data set for numerical comparisons of suggested estimators considered here. The non-response rate in the given population is considered to be 25 percent, taken as last 08 units of the population. NM = 08, F We use the following expressions for Percentage Relative Eciency (PRE).
where (.) can be replaced by (1) and (2) under Situation I and Situation II respectively. We have computed the Absolute Relative Bias (ARB) for dierent suggested estimators by using the following expression, given by Table 9 . MSE, PRE and ARB values ofF Table 12 . Values of MSE, PRE and ARB, ofF Table 13 . Values of MSE, PRE and ARB, ofF Table 14 . Values of MSE, PRE and ARB, ofF (ty) with respect toF From Table 15 , it is observed that, if non-response is considered, there is loss in precision. The percent relative loss in precision increases by increasing the values of k and m respectively. It is also observed that for xed values of k and m with the increasing values of WM , PRLP also increase, so more values of k and m, taken more loss in precision is to be observed due to presence of non-response. 7 . Cost of the survey Following Hansen and Hurwitz [11] , for attaining the better precision at minimum cost, we consider here the case, for determining the number of questionnaires to be sent out and the personal interviews to take in follow ups for non-responses to the mail questionnaires. For this, we assume that questionnaires are sent to 30 people, randomly drawn from 120 countries of a given data set. Further assume that 50 percent or 15 respond, and from other 15 which are non-respondents, 10 percent or 3 visited for insuring some representation of the class of non-respondents. An unbiased estimate is given by: X (t), is given by
where FX (tx)(1 − FX (tx)) is the variance of whole population and
X (tx) is the variance from not respondents. NM is the number of people in the population having no response; r is personally visited numbers; and k = m M r , mM is the number of non-respondents in the sample. By using Equation (7.2), we can see that there are wide range of dierent sample sizes which will give us the same reliability and nally we reached at that point the sample size m alone give us the poor indicator for sampling reliability. For example, assume that FX (tx) ( 
X (tx) and that N and NM are so large that is
tends to one. Further assume that the accuracy we required is such that, the average value of ( = standard error) would be given by m = 30 people when WR = 100%. If questionnaires were mailed to a random sample of m people with WR = 100%, the variance of the auxiliary variable FX (tx) estimated from sample would be
Thus,
By substituting dierent numerical values at dierent response rate of mailed returns along with personal interviews in (7.2), we see that, although m which diers in size but each one will give us same reliability. 
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Let c0 = Rs 5= Overhead cost, c1 = Rs 20 = Cost per unit for responding stratum, and c2 = Rs100, = Cost per unit for non-responding stratum. Generally c2 having more values than c1, as extra eort is required for making contact with non-respondents and obtained responses from them. From Table 20 , Column 5 shows that for dierent sample sizes m each one give us the same required precision. For instance, sending 20 questionnaires, obtaining (10 by mail and 05 by personal interviewing) give us the same ( ) as for sending out 60 questionnaires and obtaining a total of 33 questionnaire (30 by mail and 03 by visited personally). Therefore at some point it would be at a loss to put extra money for having additional mail returns. Sensibly, it will be better to spend extra eort for those which are nonrespondents. Column 6 gives us the total cost for each of the sample sizes under the unit cost. Since in Table 20 , for dierent schedules tabulated all give us same precision, so logically it will be better for us to choose that particular value of m which would give us minimum cost. Consequently, by sending 20 schedules, 10 of them are returned by mail (at 50 per cent response rate) and 5 are personally interviewed which were nonrespondents. Now instead of suggested procedure for Table 20 , we obtain an optimum number of schedules mailed out and choose personal interviews accordingly, the optimum values of m and r are given by: , WR is the response rate obtained through mailed questionnaire, WR = 1 − WM . Expressions in (7.5) and (7.6) are obtained under the assumptions that FX (t)(1 − FX (t)) = Of course, at dierent response rate mR and r varies for achieving the specied precision. In practice we do not know what will be the approximate response rate but for estimating optimum values and by using (7.8) and (7.9), there must be an approximate known value of WR in advance. For the case, when WR is not known in advance, suggesting to design the survey for achieving at least denite specied precision at minimal cost, and parallel to these must know about total cost of the survey. Under such circumstances, it is possible for obtaining optimum values of mR and k. For example, instead of using 50% response rate in Table  20 , we compute optimum values of mR and r at dierent values of WR (10% to 90%) respectively for achieving same precision. The optimum values of Equations (7.5) and (7.6) along with their cost are given in Table 21 . Table 21 , Column 6 gives us the optimum cost at specied response rate, but for unknown response rate, we give Strategy 1 by sending 30 questionnaires and follow up on all non-respondents whatever the value of WR is. Therefore for specied response rate WR, the cost for Strategy 1 will always be more than the optimum cost as shown in Table 21 . It is interesting to note that how costly this strategy is, as compared to the optimum cost method by using dierent response rates WR. The comparison between Column 6 and Column 7 is presented in Column 8 which shows that at smaller response rates give low cost since less questionnaires have been received. For at least 30% response rate, increase in cost from 09% to 22% is to be expected for this strategy. When an approximate value of WR is not known in advance, the Strategy 2 is preferable as compared to Strategy 1. There are two steps involved in Strategy 2 as: (i) Determine the maximum number of m, whatever the size for WR,
(ii) Determine r for achieving the required precision and value of WR is actually determined from the sample results. Hence r will change its value with the actual WR;
In Table 21 as there are maximum number (44) questionnaires to be sent out for WR = 40% then by using formula, r = m M k , we get r = 15. Table 22 , show the number of mailed questionnaires and number of personal interviewed r at varying values of WR for achieving the required precision, along with their total cost of the survey. The optimum costs are also given at known values of WR. Of course at high value of WR, the optimum cost of any survey will give us the small values accordingly. Thus from the above discussions, we conclude that it is not necessarily found that an optimum value of m and r but an optimum procedure (Strategy) is also vital even when we have nothing in hand about values of WR in advance and consequently it will give us in any case at least a precise procedure at slightly low cost. 8. Conclusion In this article, we proposed an improved generalized class of ratio type exponential estimatorsF 
