In this paper we show the existence and bifurcation of T -periodic solutions of a special form for an autonomous Newtonian system with symmetry. If the phase-space R 2n is equipped with the structure of an orthogonal representation (W, ρ W ) and the potential V : W → R is invariant, then for every such a solution the set of indices of nonvanishing Fourier coefficients is finite and depends on W only. If the potential V depends on the squares of complex coordinates, then for every such a solution T is the minimal period.
Introduction
In this paper we show that a symmetry with respect to the circle group S 1 of a Newtonian system given by a potential field provides us with detailed information on the form of its periodic solutions. This problem is of variational type and it has a natural S 1 -symmetry given by the symmetry of the domain of the functions that give the periodic solutions, namely by the shift of the arguments. We call this action 'internal'; the functional of the problem is invariant with respect to this action. On the other hand, the Euclidean phase-space of the solutions can be equipped with the structure of an orthogonal representation of S 1 . We call this action 'external.' In order for the functional to be invariant, we have to impose as additional condition on the potential, the fact that it is also invariant with respect to the external action. Using a similar idea to what was done in [5] , we introduce in the function space of the problem a new action, which combines the internal and the external actions. Then the functional is invariant with respect to this action, and due to the Palais symmetry principle, the critical points of its restriction to the fixed point subspace of the action are the solutions to our problem. In the case that we discuss, we notice that the fixed point subspace is finite-dimensional and has an orthogonal representation structure given either by the external, or by the internal action. Consequently, the solutions correspond to the critical points of an invariant function on a finite-dimensional orthogonal representation, whose structure is determined by the external action. This allows us to prove more refined versions of previous results on the bifurcation and existence of periodic solutions, for instance, the minimal periods and the description and finiteness of the set of nonvanishing Fourier coefficients.
In the first part of Section 3, we study the bifurcation of T -periodic solutions of a parameterized Newtonian problem in R 2n with a potential V : R 2n × R → R. We suppose that R 2n is equipped with the structure of an orthogonal representation W of S 1 , with W S 1 = {0}. Assuming the potential V : W × R → R to be S 1 -invariant, we obtain information about the minimal periods of bifurcating periodic solutions (Theorem 3.1.1). We do this by adapting a bifurcation theorem of the third author and col. [10] . Perhaps the most interesting part is the fact that the isotypical coordinates of bifurcating periodic solutions are of the pure-harmonic form, i.e. they have a nonvanishing Fourier coefficient for only one index. We also consider the same problem without the assumption that W S 1 = {0} obtaining a similar result (Theorem 3.1.2).
Next we study Newtonian systems given by a potential V : R 2n → R looking for their periodic solutions of any period. The problem can be reformulated as a bifurcation problem of T -periodic solutions, with fixed T , of systems with a real parameter. This allows us to use our previous results (3.1.1)-(3.1.2) to get analogous information about the form of bifurcating periodic solutions in this case (Theorems 3.1.3 and 3.1.4).
In the second part of Section 3 we study the Newtonian problem in R 2n ( ∼ = C n ) with a special potential of a very natural form, which we call toroidal. This means that the potential depends on the squares of the norms of the complex variables. This guarantees that the potential is invariant with respect to any orthogonal action of S 1 that preserves the complex structure. Consequently, we can always impose on R 2n a structure of a free, or a one-orbit-type representation of S 1 , and study the Newtonian problem with a toroidal potential, which is S 1 -invariant. Our approach based on [10] provides an unbounded continuum of periodic solutions, consisting of pure-harmonics of the same period (3.2.1)-(3.2.2).
In Section 4 we discuss an asymptotically linear Newtonian problem in R 2n = W with an invariant potential V : (W, ρ W ) → R. Adapting the Amann-Zehnder equivariant index and using our method once more, we get an estimate of the number of periodic solutions of this problem. Additionally, our method leads to an effective finite-dimensional reduction, namely, to a G-subspace which is isomorphic to (W, ρ W ). This implies that the solutions found by this method are of a special form, as previously. Each of their isotypical coordinates is a pureharmonic. Also, the assumption that the potential V is toroidal yields that the minimal period of the solutions to this problem is equal to T .
Preliminaries
In this section we shall discuss an orthogonal linear action ρ of the circle group S 1 = {e is ∈ C | s ∈ R} in a separable Hilbert space H, where Aut(H) is equipped with the normof-operators topology. This action is defined as the composite of two commuting orthogonal actions ρ I and ρ E . This is inspired by the example of the Hilbert periodic-function space Proof. Let us remind that
Notice that for every g ∈ K and u ∈ H S 1 ,ρ we have
Therefore we obtain H S 1 ,ρ ⊂ H K,ρ E . Suppose, contrary to our second claim, that there is u ∈
which contradicts the assumption that (H, ρ I ) is a fixed point free S 1 -representation. 2 
, and u ∈ H K,ρ . Taking into account that S 1 is a commutative group and (2.1.1) we obtain the following
The other case is similar. The second part is a consequence of the following fact. For all g ∈ S 1 and all u ∈ H,
Tensor product representations
In this paragraph we recall some facts concerning the tensor product of S 1 -representations. They will play a role in the proofs of the main results of this paper.
Fix m ∈ N and denote by R[1, m] = (R 2 , ρ m ) a two-dimensional S 1 -representation with homomorphism ρ m : S 1 → Aut(R 2 ) defined as follows ρ m (e is ) = cos ms − sin ms sin ms cos ms
First of all, recall that every finite-dimensional S 1 -representation W can be written as
and these numbers are unique. Lemma 2.2.1. Fix n ∈ N and m ∈ N ∪ {0}. Then
and both are isomorphic to R [1, n] if n = m, or to {0} if n = m, where the action is given by Lemma 2.1.3.
Proof. The fact that if n = m, then the representation above is the zero-representation, is well known, but we include its proof for the convenience of the reader. Assume n, m ∈ N and notice that
for every s ∈ R. Notice that (2.2.1) is equivalent to
for every s ∈ R. It is easy to check that a linear map 
and det A nn (s) = 0. From the above it is easy to see that
What is left to show is that one has isomorphisms
It is easy to verify that the map
To obtain the isomorphism for ρ n ⊗ Id R [1,n] , it is enough to apply Lemma 2.1. 
Define the homomorphism ρ :
Functional space
We begin this section with a definition of an appropriate Hilbert space. Fix T > 0 and define
It is known that H 1 T is a separable Hilbert space with a scalar product given by the formula
where (·,·) and · are the usual scalar product and norm in R n , respectively.
A pair (H 1 T , ρ I ) is an orthogonal S 1 -representation with a homomorphism ρ I : 
Notice that
Fix any m ∈ N such that m > m p . Then, from Lemma 2.2.1, it follows that
Finally, combining (2.3.1), (2.3.2) with Lemma 2.2.1 we obtain
As a direct consequence of Corollary 2.2.1 and Lemma 2.3.1 we obtain the following corollary.
where
Proof. By the last part of Theorem 2.1.3, we obtain (S 1 )
{0} consists of periodic functions with minimal period belonging to
By the last part of Theorem 2.1.3, we obtain (S 1 )
Global bifurcations of critical S 1 -orbits
In this paragraph, for the convenience of the reader, we recall the degree for S 1 -equivariant gradient maps and some of its properties given in [12] . This degree will be denoted by
as follows:
It is easy to check that (U (S 1 ), +, ) is a commutative ring with unit
Let (W, ρ W ) be a real, finite-dimensional and orthogonal S 1 -representation. If w ∈ W then the subgroup S 1 w = {g ∈ S 1 | g · w = w} is said to be the isotropy group of w ∈ W. Let Ω ⊂ W be an open, bounded and S 1 -invariant subset and let H ⊂ S 1 be closed subgroup.
Recall that
Under this assumption, a degree for
was defined in [12] , where also its general properties are proved.
For γ > 0 and
To apply successfully any degree theory we need computational formulas for this invariant. Below we show how to compute degree for S 1 -equivariant gradient maps of a linear, self-adjoint,
satisfy the following conditions:
then for sufficiently small positive α and
and λ 0 ∈ R satisfy the following conditions:
Using the degree for S 1 -equivariant gradient maps one can prove the following global bifurcation theorems. 
Bifurcation of periodic solutions
Let (W, ρ W ) be an orthogonal S 1 -representation. In this section we study bifurcations of nonstationary T -periodic solutions of the following system ⎧ ⎨ ⎩ü
Define homomorphisms ρ, ρ I , ρ E :
It is easy to check that the homomorphisms ρ I , ρ E satisfy condition (2.1.1). By Remark 2.3.1 (H 1 T , ρ) is an orthogonal S 1 -representation. Solutions of (3.1) are in one-to-one correspondence with critical points of an
Moreover,
By the above, the study of solutions of equation ∇ u Φ(u, λ) = 0 is equivalent to the study of solutions of equation ∇ũ Φ(ũ, λ) = 0. This is the so-called Palais symmetry principle. (x, λ) . Repeating the reasoning from [10] we obtain functional (3.3) in the following form
From now on for simplicity of notations we put
is a linear, self-adjoint, S 1 -equivariant, and compact operator defined by the formula
where m − (L) is the Morse index of a symmetric matrix L. 
T 2 Id) = 0, for every sufficiently small positive ε, and
where a i ∈ R[k i , m i ] and 
, and
T 2 Id) = 0} 1, for every λ ∈ R, then C(λ 0 ) contains solutions with at least two different minimal periods.
Proof. Fix λ ∈ R. First of all notice that by Corollary 5.1.1 of [10] and Remark 3.2.1 the following conditions are equivalent:
It is known that if
T × R is a bifurcation point of solutions of the equation
Hence, the necessary condition for the existence of bifurcation of solutions of
is not an isomorphism. By Lemma 2.3.1 we obtain
From Remark 3.1, it follows that in order to complete the proof, it is enough to study critical orbits of a functional Φ :
is an isomorphism for every sufficiently small positive ε. Taking into account assumption (iii) and Lemma 2.4.1 we obtain
Applying Theorem 2.4.1, we obtain the continuum C(λ 0 ) satisfying the conclusion of this theorem.
(a) By Corollary 2.3.
where (d) Since C(λ 0 ) is bounded there exist λ 0 ∈ R \ {λ 0 } and exactly one i 0 ∈ {1, . . . , p} \ {i 0 } and such that
and m i 0 = m i 0 , the rest of the proof is a direct consequence of (b). 2 
does not possess finite accumulation points, then the conclusion of Theorem 3.1.1 holds true. Moreover, if C(λ 0 ) is bounded, then
Proof. First of all notice that from Lemma 2.4.1 it follows that for every i ∈ {1, . . . , p}
Additionally by Lemma 2.4.1 we obtain that for everym / ∈ {m 1 , . . . , m p }
The rest of the proof is the same as in the proof of Theorem 3. Then the continuum
Moreover, Proof. Repeating the argument of the proof of Theorem 3.1.1 one can show that the necessary condition for the existence of a bifurcation of the solutions of
i (t) = a i cos(2πm i t/T ) + J a i sin(2πm i t/T ),
is not an isomorphism. By Lemma 2.3.1, we obtain
From Remark 3.1, it follows that in order to complete the proof it is enough to study the critical orbits of the functional Φ :
Combining assumptions (a3) and (iii) with Lemmas 2.4.1 and 2.4.2, we obtain
Applying Theorem 2.4.1 we obtain that the continuum C(λ 0 ) satisfies the conclusion of this theorem.
(a) Consequence of Corollary 2.3.1.
, ρ I ), the conclusion follows from Lemma 2.3.
(c) In this situation there is
Since there is no bifurcation of stationary solutions from {0} × R n , the only minimal period of bifurcating critical orbits is 
does not possess finite accumulation points, then the conclusion of Theorem 3.1.2 holds true.
Proof. First of all notice that from Lemmas 2.4.1 and 2.4.2 it follows that for every i ∈ {1, . . . , p}
Additionally, by Lemmas 2.4.1 and 2.4.2, we obtain that for everym / ∈ {m 1 , . . . , m p }
Since deg B (V x (·, 0) , B n α , 0) = 0, the rest of the proof of this theorem is in fact the same as in the proof of Theorem 3.1.1, but instead of Theorem 2.4.1 we apply Theorem 2.4.2. 2 Remark 3.1.1. Notice that in Theorems 3.1.1 and 3.1.2 it can happen that det V x (0, λ) = 0 for every λ ∈ R.
At the end of this section we study bifurcations of nonstationary periodic solutions of systemü(t) = −V (u(t)) with arbitrary period. We assume that V ∈ C 2 S 1 ((W, ρ W ), R) satisfy the following conditions:
From now on we study bifurcations of nonstationary T -periodic solutions of the following system ⎧ ⎨ ⎩ü
Theorem 3.1.3. Suppose that k 0 = 0 and that condition (a1 ) is satisfied. Then for every λ 0 ∈ B, the continuum
where 
Toroidal potential
Remark 3.2.1. Notice that by assumption (a1) in Section 3.1, we obtain
Taking Remark 3.2.1 into account we may rewrite system (3.1) in the following form
Moreover, the linearization of (3.2.1) at a stationary solution (0, λ) is the following 
It is known that if (0, λ) ∈ H 1
T × R is a bifurcation point of the solutions of the equation
is not, the necessary condition for the existence of a bifurcation point of the solutions of the equation ∇ u Φ(u, λ) = 0 is fulfilled, i.e.
. By Lemma 2.3.1, we obtain
By Corollary 2.3.1, (H 1 T ) S 1 ,ρ consists of elements of the form
where a ∈ R 2n and J = diag
. From Remark 3.1 it follows that in order to complete the proof it is enough to study the critical orbits of the potential Φ :
is an isomorphism for a sufficiently small positive ε. By assumption (iii),
The rest of the proof is a direct consequence of Theorem 2.4. 
Proof. The proof of this theorem is the same as the proof of Theorem 3.2.1, but instead of Theorem 2.4.1, we have to apply Theorem 2.4.2. 2
The following corollary is a direct consequence of Theorem 3.1.2. Under the assumptions of this corollary formula (3.2.4) can never be satisfied. 
Moreover, all elements of C(λ 0 ) have the form (3.2.3).
To finish this section we shall discuss a special case of the results proved above. Namely, we assume additionally
In other words, we shall discuss bifurcations of nonstationary periodic solutions of the system u(t) = −V (u(t)) with an arbitrary period.
Define I = {i ∈ {1, . . . , n}: Q y i (0) > 0}. By condition (a3) we obtain
Moreover, it is easy to verify that for every λ 0 ∈ D + (1), we have B + (λ 0 ) > 0 and B − (λ 0 ) = 0.
Corollary 3.2.2. Let conditions (b1)-(b2) be satisfied. Then, for every
Moreover, all elements of C(λ 0 ) have the form (3.2.3) with m = 1.
Existence of periodic solutions
In this section we shall discuss the asymptotically linear Newtonian system (3.1) without parameter. To derive a least number of its nontrivial (nonstationary) periodic orbits, we shall use the approach of Amann and Zehnder [1] . We give a slight generalization of their theorem by allowing degeneracy of the hessians at 0 and ∞. We also assume, as before, that the phasespace has a structure of an orthogonal representation (W, ρ W ) of S 1 and that the potential is invariant. Imposing the combined action on the function space once more, and using the Palais symmetry principle (Remark 3.1), we can restrict the functional of the problem to the fixed point set of this representation, which is isomorphic to (W, ρ W ) (Lemma 2.1.3). Due to our assumption that the potential V is ρ W -invariant, the corresponding finite-dimensional reduction is effective. Consequently, the Amann-Zehnder index of such a problem is computable in terms of V : W → R and its second derivatives at 0 and at ∞.
Let (W, ρ W ) be an orthogonal representation of G = S 1 of the form
Then the above decomposition into a direct sum of subrepresentations has the form
We shall assume that (i) ϕ(0) = 0, ϕ (0) = 0 and {0} is an isolated zero of the gradient of ϕ.
The above assumption yields that locally near 0 the function ϕ is of the form
where A 0 = ϕ 0) is a self-adjoint linear operator with respect to a G-invariant scalar product. Note that A 0 is G-equivariant, and consequently
(ii) ϕ is asymptotically linear, i.e. there exists a self-adjoint linear operator A ∞ : W → W such that
Since the scalar product and the norm induced by it are G-invariant and the map ϕ : W → W is G-equivariant, we have for every g ∈ G
Fixing z = z 0 , g = g 0 and then taking z = z 0 t, t ∈ [1, ∞), we show that A ∞ is G-equivariant.
For the following we need some notation. Let W We shall also assume the following:
(iii) For the fixed point subspace either
To formulate the main theorem of this section we need a notion of index which is a slight adaptation of the Amann-Zehnder index [1] . First note that d 
Thus, if one of these integers is nonzero, then at least one of them is positive. Consequently, if A 0 and A ∞ are nondegenerate, then i(ϕ ; 0, ∞) = To state the next lemma we have to recall the notion of an equivariant minimax invariant.
Definition 4.1. Let Z be a G-space and F the family of all invariant subsets of Z. We say that a function γ : F → N ∪ {∞} is an equivariant minimax invariant relative to the fixed point set, if it has the following properties: Proof. As a matter of fact, for compact Lie groups there are many constructions of equivariant minimax invariants that satisfy (γ 0)-(γ 5). A G-cohomological index was introduced for G = S 1 by Fadell and Rabinowitz in [9] , and used by Amann and Zehnder. Then it was generalized to every G by Fadell and Husseini [8] . A G-genus was first considered for G = Z 2 by Krasnoselski, and independently by Yang. It was generalized to any compact Lie group by Bartsch [2] and Clapp and Puppe [7] . A G-capacity was introduced by Clapp [6] . An S 1 -equivariant geometrical index was defined by Benci [4] , and a G-index for any orthogonal compact Lie group action by Marzantowicz [11] . For the group G = S 1 all these constructions have the normalization property (γ 6) due to a version of the Borsuk-Ulam theorem (see [3] for more information). 2
To pick up critical orbits by a standard minimax procedure, we define for each n ∈ N the family of subsets Γ n = {X ∈ F | n γ (X) < ∞}. Next we define for a function ϕ : Z → R the minimax levels c n (ϕ) = inf X∈Γ n sup x∈X (ϕ(x)), provided that Γ n = ∅. It is obvious that c 1 (ϕ) c 2 (ϕ) · · · . The basic properties of the critical levels of any equivariant minimax invariant are given in the following lemma (see [3] for references). 
, and ϕ has at least
Proof. A proof of the above lemma can be found in [1] . For the convenience of the reader, we include it here.
For a ∈ R let ϕ a be the set ϕ −1 (∞, a] ∈ W , and let S ρ (W ) be the sphere of radius ρ in W . By assumption (1), there is a positive σ > 0 such that To avoid problems with the fixed point set, one can pose another condition on ϕ, besides that ϕ (z) = 0 and z ∈ W G imply z = 0. It is enough to know that K c k ∩ W G = ∅ for every k ∈ N. In particular, we can assume that ϕ| 
Computations in terms of the potential
In this subsection we derive the Amann-Zehnder index (4.3) of the restriction Φ of the functional (3.3) to the space (H 1 T ) G,ρ ∼ = W, i.e. the function ϕ : W → R is equal to Φ. To do it we use formulas for ∇Φ and ∇ Φ given in Section 3. Note that here the potential V and consequently Φ does not depend on the parameter λ.
Let V : W → R be an S 1 -invariant potential of class C 2 asymptotically linear at infinity. Let Moreover, since V is asymptotically linear, so is ϕ and the self-adjoint operator A ∞ of the derivative of ϕ at infinity is equal to 
