We discuss the problem of parameter choice in learning algorithms generated by a general regularization scheme. Such a scheme covers well-known algorithms as regularized least squares and gradient descent learning. It is known that in contrast to classical deterministic regularization methods, the performance of regularized learning algorithms is influenced not only by the smoothness of a target function, but also by the capacity of a space, where regularization is performed. In the infinite dimensional case the latter one is usually measured in terms of the effective dimension. In the context of supervised learning both the smoothness and effective dimension are intrinsically unknown a priori. Therefore we are interested in a posteriori regularization parameter choice, and we propose a new form of the balancing principle. An advantage of this strategy over the known rules such as cross-validation based adaptation is that it does not require any data splitting and allows the use of all available labeled data in the construction of regularized approximants. We provide the analysis of the proposed rule and demonstrate its advantage in simulations.
Introduction
The concept of a general regularization scheme was first proposed in Bakushinskii [1] to simultaneously treat different methods for solving linear ill-posed problems in a Hilbert space setting, such as regularized least-squares (Tikhonov scheme) and Landweber iteration. Such a general scheme has a long history in 5 regularization theory. Starting from Evgeniou et al. [2] it is known that this can also profitably be used for learning from examples. Such use was also analyzed in Bauer et al. [3] , Yao et al. [4] , Gerfo et al. [5] , Guo et al. [6] , Zhou [7] , where the corresponding regularization parameter was chosen a priori.
At the same time, it was observed in Caponnetto and De Vito [8] , Capon-10 netto et al. [9] that, in contrast to deterministic regularization theory, the convergence or learning rates of regularized learning algorithms produced by a general regularization scheme is influenced not only by the smoothness of a target function, but also by the capacity of the hypothesis space given in terms of the effective dimension.
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In the context of supervised learning, both the smoothness of the target function, as well as the effective dimension, depend on the unknown probability measure governing input-output relations. Therefore, any a priori choice of the regularization parameters, as this is discussed in the above-mentioned studies, cannot be effectively used in learning-from-examples. 20 For supervised learning algorithms originating from general regularization schemes this issue is discussed in several studies. De Vito et al. [10] deals only with the worst case behavior of the effective dimension. Caponnetto and Yao [11] presuppose that in addition to the training data one is provided with a sufficiently large number of input-output data for validation purposes.
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We are interested in a choice of the regularization parameter that does not require any data splitting and allows us to use all available input-output data in the construction of regularized approximants. We shall employ the balancing principle that was used also in De Vito et al. [10] , but this time we balance the unknown smoothness of a target function with the empirical effective dimension, 30 and the balancing is performed in the empirical norm, only. In order to realize this approach we need to obtain novel error bounds in the empirical norm, as well as in the norm of the hypothesis space. An interesting conclusion coming from our analysis is that previously considered parametrization of the effective dimension by power functions, see e.g. Caponnetto and De Vito [8] , Capon-35 netto and Yao [11] , Guo et al. [6] is too rough for hypothesis spaces generated by smooth kernels. Moreover, our numerical tests demonstrate an advantage of our approach compared with cross-validation based adaptation from Caponnetto and Yao [11] , where part of the training data needs to be reserved only for validation. Note also that the present approach can be potentially com-40 bined with the idea Caponnetto et al. [9] to use unlabeled data for improving estimations of the effective dimension by the empirical one.
Setup, notation and behavior of the effective dimension
In this section we provide more details about the setup which is considered here, and we start with a discussion on typical behavior of the effective 45 dimension.
Setup and notation
Within the context of learning from examples an input-output relation between x ∈ X and y ∈ Y is given by a joint probability distribution ρ on X × Y .
The distribution is only partially known through examples (training data) z = 50 {z i = (x i , y i ), i = 1, 2, . . . , n}. In the sequel we assume that the input space X is a compact domain or some manifold in R d , whereas, for simplicity, we let Y ⊂ R be a closed subset. Then the joint distribution ρ admits a disintegration ρ(x, y) = ρ(y|x)ρ X (x), where ρ(y|x) is the conditional probability of y given x, and the distribution ρ X is the marginal distribution for drawing x ∈ X. The goal is 55 to establish, given training data z, an input-output relation f z : X → Y which provides us with a good prediction y = f z (x) when a new input x ∈ X is given.
The quality of a function f ∈ L 2 (X, ρ X ) to be a predictor for y from observation x is given by the functional (risk)
The unique minimizer (regression function) of this functional E is denoted by f ρ , and it is called the target function. It is known that
where we denote by · ρ X the standard norm in L 2 (X, ρ X ). Also, if the function, 60 say f , does not depend on y we have that f ρ X = f ρ .
To proceed further with practical learning, one needs a hypothesis space H ⊂ L 2 (X, ρ X ), where a learning function f z shall be taken from. Such a hypothesis space is usually chosen as a reproducing kernel Hilbert space H := H K in terms of a Mercer kernel K : X × X → R with κ = sup x∈X K(x, x).
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Similar to Smale and Zhou [12] , see also Lu and Pereverzev [13, Chapt. 4], we can define the continuous inclusion operator
We furthermore introduce the covariance operator T = I *
Since the kernel is assumed to be bounded (by κ 2 ) the operators T and L are of trace class.
For any function f ∈ H we can relate the RKHS H−norm and ρ−norm by the following relation
which can be easily verified by a polar decomposition
be the projection on the closure of the range of I K in L 2 (X, ρ X ). Then, if P f ρ ∈ Range(I k ), the embedding equation
is solvable and we can define its Moore-Penrose generalized solution f † ∈ H, which is the best approximation of the target function f ρ ∈ L 2 (X, ρ X ) by elements from H in L 2 (X, ρ). If f ρ ∈ H then both functions coincide.
Along with both above operators T, L we shall also consider their empirical forms. Replacing ρ X by the empirical measure
. . , n. Its adjoint operator S * x : R n → H is similarly defined, and this further yields the empirical covariance operator T x = S * x S x : H → H. Explicit forms of these operators can be found in Smale and Zhou [12] or Lu and Pereverzev [13, P.207] and we skip all these details. We just mention 75 explicitly, that the empirical ρ x -norm of a function f ∈ L 2 (X, ρ X ) is given
The error estimates which we will give next, depend on the effective dimension N (λ) = N T (λ), λ > 0, of the covariance operator T , which increases as λ → 0. Our analysis will use a general regularization scheme to obtain a family of reconstructions
where {g λ } is a family of operator functions with 0 < λ ≤ κ. Details for the regularization scheme as well as for properties of the effective dimension will be given, below. Then, under fairly general assumptions we shall derive the following error estimates. For f † ∈ H there will be an increasing continuous function ϕ, ϕ(0) = 0, such that with confidence at least 1 − η we have error
and in the empirical norm
These bounds reveal the interesting feature that these are composed by some increasing function and a decreasing function in λ, respectively. This motivates an a posteriori choice of the regularization parameter λ by the balancing principle,
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to be specified in detail, below.
Behavior of the effective dimension N (λ)
As could be seen from the bounds given above, the effective dimension is an important ingredient to describe tight bounds for the error, see e.g. Caponnetto and De Vito [8] . For the covariance operator T :
Since the operator T is trace class, the effective dimension is finite. In particular, this function is continuously decreasing from ∞ to 0. More properties are given in Zhang [14] , Lin et al. [15] . 
Although this assumption provides us with polynomial rates we shall argue that this assumption is not reasonable when using RKHS based on smooth 90 kernels, as e.g., radial basis functions (Gaussian kernels).
Indeed, the increase rate of the effective dimension (as λ → 0) depends on the smoothness properties of the chosen kernel as well as on properties of the marginal density ρ X . Specifically, for Gaussian kernels the RKHS spaces were 
We shall exemplify this in numerical simulations for kernels of finite and infinite smoothness, based on the corresponding behavior for the empirical version, and for large sample sizes. Recall the representation of the empirical covariance
as
We obtain the representation for the effective dimension N Tx of the empirical
where we denote by K the n × n matrix with components K(x i , x j ), i, j = 1, . . . , n. For the subsequent discussion we choose different kernel functions on the unit interval [0, 1] as [19] Assume that nλ ≥ 4. For any 0 < η < 1, and letting δ := 2 log(4/η)/ √ nλ we have with probability 1 − η that
Consequently, if δ 2 ≤ N Tx (λ) then the bound
holds true.
Next we shall discuss whether a power-type behavior for the effective dimension seems reasonable. The definition of the effective dimension shows that the 110 decay rate shall highly depend on the singular value of the empirical covariance operator T . To this end we consider the kernel functions K 1 and K 2 from above with t, x uniformly distributed in [0, 1]. We check the hypothesis that for these kernels the dependence on λ is of power-type or of log-type by drawing corresponding plots. In case of power-type the left panel in Figure 2 should exhibit 115 straight lines. As can be seen, this seems to hold for the kernel K 2 (green), but this is less evident for the kernel K 1 . In contrast, the right panel clearly shows that for the kernel K 2 the log-type behavior is violated, whereas for the kernel K 1 this seems to hold.
We draw the following conclusions. First, instead of estimating the exponent 120 of the decay rate of the effective dimension it is recommended to directly use it.
Moreover, for large enough sample size we may replace the effective dimension by the empirical counterpart. This is later used when proposing the adaptive choice of the regularization parameter in § 5.2. Finally, for smooth kernels, like K 1 , a log-type behavior of the effective dimension is to be expected, and 125 hence Assumption 2.2 is reasonable in such cases.
General regularization scheme and general source conditions
To have a stable recovery of the objective function f † , regularization is necessary to give some approximate reconstruction as presented in (2).
General regularization scheme
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We first recall the definition of general regularization scheme in Mathé and
Pereverzev [20] 
and
such that
For the analysis it is convenient to introduce the residual function r λ as
in particular we have that |r λ (σ)| ≤ γ 0 , as seen from (7). The qualification of the regularization scheme, generated by {g λ }, is the maximum value p for which
Direct computation shows that the qualification for standard (or iterative)
Tikhonov regularization is p = 1 (or p = m with m be the iteration number).
The qualification of Landweber iteration, and truncated singular value decom- 
General source conditions
To further establish error estimates we need to restrict our objective func-
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tion f † to a compact set with certain regularity properties, often called smoothness. The smoothness is then given in terms of a general source condition, generated by some index function.
Definition 3.2 (Index function). A continuous non-decreasing function
General source conditions are then given by assuming that
Moreover, the index function ϕ is covered (with some constant 0 < c ≤ 1) by the qualification p of the considered regularization scheme, if
We shall focus on the following two classes
To this end we recall the concept of operator monotone functions, used in the context of learning in Bauer et al. [3] and De Vito et al. [10] . In these terms the smoothness classes are given as
We note that the decomposition ϕ = ϑψ is not unique and we can tune both functions ϑ, ψ allowing the Lipschitz constant for ϑ to equal 1. As one can
easily verify, if r ∈ (0, 1], the functions t → t r belong to F covered by λ p with p = 1 and they belong to F L for r ≥ 1.
We close the current section with the following result. 
Error estimates
In this section, we discuss error estimates for the L 2 (X, ρ X ), RKHS, and 165 empirical norms between f † and f λ z from (2), respectively. These norms will be important in the adaptive parameter choice presented in the Section 5.
Results, relating these different bounds, were first given in De Vito et al.
[10, Prop. 1]. Here we provide a novel and enhanced form, with proof given in the appendix. We introduce the following (random) function
Proposition 4.1. Assume that H is a RKHS with a bounded kernel. For any f ∈ H and a constant λ > 0 there holds
Consequently we have that
The latter bound (12) is more explicit (with high probability), cf. Corollary 4.7 below, and it will then provide order optimal (a priori) risk bounds.
We shall apply the above bounds to f = f † − f λ z . Additionally we introducē
which has the following (defining) property. We thus have that
and similar for the ρ-and ρ x -norms, respectively. We call the first summand in the decomposition form (14) the approximation error, and the second summand the noise propagation error. Such a decomposition has been well analyzed both 175 in the regularization theory Mathé and Pereverzev [22] and in learning theory
De Vito et al. [10] , Guo et al. [6] . To this end it will be convenient to define the auxiliary functions B n,λ and Υ(λ) (c.f. Guo et al. [6] ) as
Probabilistic estimates
which will prove useful in subsequent error estimates.
The probabilistic estimates are as follows. For any η ∈ (0, 1), with confidence at least 1 − η we have that
We need an appropriate upper bound for λI +T )(λI +T x ) −1 H→H , cf. Guo et al. [6] , and we have, with confidence at least 1 − η,
For the bound (19) to hold, we assume that there exists a constant M > 0, such that |y| ≤ M almost surely. As a consequence of the operator concavity of the function t → t 1/2 , we obtain, see Blanchard and Krämer [23, Lem. A.7] that
Error bounds
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We start bounding the approximation errors and the propagation errors in the ρ-and H-norms, in Propositions 4.3 and 4.4, respectively. The proofs will be given in the appendix. 1. If f † ∈ T ϕ , ϕ ∈ F and if the regularization g λ (σ) has a qualification p ≥ 3/2, then the approximation error is estimated as
and if the qualification of the regularization g λ (σ) covers ϑ(λ)λ 3/2 , then the approximation error is estimated as
Concerning the propagation error, we adopt the corresponding result from Guo et al. [6] . (2), (13) . There holds
We summarize the error estimates in Propositions 4.3 and 4.4 in terms of the above functions B n,λ from (15) and Υ(λ) from (16) as follows.
Proposition 4.5. Assume that P f ρ ∈ Range(I K ), η ∈ (0, 1), and C a generic 195 constant independent of n, λ and η.
If f † ∈ T ϕ , ϕ ∈ F and the regularization g λ (σ) has a qualification p ≥ 3/2, then the total error, with confidence at least 1 − η, allows for error estimates
If f † ∈ T ϕ , ϕ = ϑψ ∈ F L and the qualification of the regularization g λ (σ) covers ϑ(λ)λ 3/2 , then the total error, with confidence at least 1 − η, allows for error estimates
Proof. The bounds for the ρ-and H-norms follow straightly after Proposi- Notice that at present we may use the bound (11) in conjunction with the bound (18), which gives
≤ λΥ(λ) max 1, 1 4 log(6/η) and hence that
To obtain bounds in the empirical ρ x -norm we use the above estimate with Proposition 4.1. Overall we obtain
for a larger constant C, which gives the bound for the first case ϕ ∈ F. The same reasoning also applies to obtain the bound for ϕ ∈ F L .
The above general bounds can be refined once we shall assume a lower bound for the regularization parameter λ.
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We recall the definition of the functions B n,λ , Υ(λ), and Ψ x,λ in (15), (16), and (9), respectively. The following is important.
Lemma 4.6. There exists a λ * satisfying N (λ * )/λ * = n. For λ * ≤ λ ≤ κ, there holds
This yields
and (for n ≥ κ) also
We postpone the proof to the appendix.
We stress that within the above range λ * ≤ λ ≤ κ the function Υ(λ) is bounded. This observation extends to λ ≥ cλ * , whenever 0 < c ≤ 1. Indeed, albeit the function N (λ) is decreasing, the companion λ → λN (λ) is non- 
Before establishing the bounds for the overall error, we shall use the estimate from (24) for enhancing the bound (12).
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Corollary 4.7. With probability at least 1 − η (for η ≤ 2/e) we have that λ ≥ n −1/2 , we have for any f ∈ H that
with C(η) > max{log(2/η) 1/4 , 1}. As one can see, the second regime in the bound from Corollary (25) is used. The corollary is based on (24) . From its proof we saw that this part results from the case that the parameter λ is larger than κ/n, which ignores the role of the effective dimension.
Thus it is interesting to discuss when the optimal parameter λ apriori defined in (26) below obeys λ apriori < n −1/2 , in which case the new bound from Corollary 4.7 is superior. Looking at the balancing condition (26) this is the case when
where the symbol ≺ means that λ apriori = λ apriori (n) decays to zero faster than We recall the definition of λ * from Lemma 4.6. For λ ≥ λ * we can refine Proposition 4.5 by using Lemma 4.6, i.e., replacing B n,λ and Υ(λ) by the corresponding bounds.
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Theorem 4.9. Assume that P f ρ ∈ Range(I K ), and that λ ≥ λ * . There is a generic constant C, independent of n, λ, such that the following estimates hold for any 0 < η < 1.
If f † ∈ T ϕ with ϕ ∈ F or ϕ = ϑψ ∈ F L , and the regularization g λ (σ) has a qualification p ≥ 3/2, or if its qualification covers ϑ(λ)λ 3/2 , correspondingly, then with confidence at least 1 − η the total error allows for estimates
Proof. For λ ≥ λ * we use Lemma 4.6. Inserting these bounds into the estimates from Proposition 4.5 we find the upper bounds as given. 
was given (There is no discretization considered in [18] and we freely adopt that formalism to the present context). Of course, the first summand corresponds to the bias, and it depends on the underlying smoothness assumption, and it is bounded by ϕ(λ). The second one corresponds to the standard deviation in the bias-variance decomposition in statistical inverse problems, if the noise level is σ = 1/ √ n. To get this standard deviation small as n → ∞ the restriction λ ≥
n is a 'natural' (minimal) consequence.
Choice of the regularization parameter
We shall discuss several choices of the regularization parameter λ. First, as this is standard, we derive the rates inferred from Theorem 4.9. Then we propose 235 a novel a posteriori choice, based on the balancing principle, see e.g. De Vito et al. [10] , Lu and Pereverzev [13] . Finally, in the numerical simulations we compare the newly proposed parameter choice with the cross-validation type approach from Caponnetto and Yao [11] .
A Priori choice of the regularization parameter
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The above general bounds result in the following a priori error bounds, i.e., when the effective dimension and the smoothness are known. Indeed, the upper bounds in Theorem 4.9 reveal that these are sums of the increasing function ϕ(λ) and the decreasing function λ → N (λ)/(λn). The a priori choice of the parameter λ thus aims at minimizing, precisely 'balancing', both components with a λ apriori such that
It is important to stress that the parameter λ apriori is within the range required for the application of Theorem 4.9, for instance, λ apriori ≥ cλ * with a specific constant c defined below. Indeed, if ϕ(κ) ≤ 1 we consider
, and the monotonicity of the function λ → λ/N (λ) yields that λ * ≤ λ apriori .
Otherwise, if c := ϕ 2 (κ) −1 < 1, then we argue
Again, the monotonicity of the function λ → λ/N (λ) yields that λ apriori ≥ cλ * .
Under Assumption 2. 
For logarithmic decay of the effective dimension, i.e., under Assumption 2.2 the corresponding results are as follows. then with confidence at least 1 − η, there holds
These bounds show that the learning rates are almost parametric in the ρ and ρ x -norms, respectively. Actually, the bound in the ρ-norm is order optimal,
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and we briefly sketch the corresponding concept.
As in DeVore et al. [24, Sect. 3] we consider the minimax rate of learning
where the infimum is taken over arbitrary learning algorithms. Then we have the following result. Notice that the validity of Assumption 2.2 holds for covariance operators T with exponential decay of the singular numbers, say t n e −γn , n = 1, 2, . . . .
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Theorem 5.3. Suppose that the smoothness index function ϕ increases with at most polynomial rate, and that ρ X is such that the covariance operator T has exponentially decaying singular numbers. Then
The proof of this result relies on DeVore et al. [24, Thm. 3.1] , and the construction given in [8] . We briefly sketch the arguments in the appendix.
Adaptive choices of the regularization parameter
In this section, we propose a modification of the parameter choice based on the balancing principle, as outlined in De Vito et al. [10] or Lu and Pereverzev [13, Ch.4.3] . Theorem 4.9 reveals that we need to balance the terms ϕ(λ)
and N (λ)/(nλ) in the RKHS H-norm, while in the ρ x -norm this is to be done for the terms √ λϕ(λ) and N (λ)/n. We observe the following. First, in both cases the first term is increasing while the second one is decreasing as a function of the parameter λ. Furthermore, in both cases we can compute
by the reproducing property of K(x, s). In particularly, by choosing f
T and in the empirical ρ x -norm
where K is the n × n matrix composed from K(x i , x j ), i, j = 1, . . . , n. As one can observe, both, the H-and the ρ x -norms are computable if the kernel 260 function K(x, s) is known explicitly.
We turn to the implementation of the adaptive choice rule. To this end we choose a parameter λ start ≤ cλ * together with a natural number N and a spacing µ > 1.
Then we consider the grid
If N ≥ log(κ/λstart) log(µ) then λ N ≥ κ, such that the whole range of potential 265 values λ is covered.
We choose the regularization parameter either according to
where • ∈ {H, ρ x }, and with S(n, η, λ) = C N (λ)/(nλ) in the RKHS H-norm, and S(n, η, λ) = C N (λ)/n in the ρ x -norm, respectively. Then De Vito et al. 
This is an increasing continuous function with lim λ→0 θ N ,ϕ (λ) = 0 (index function), and that this function is identically given both in case that
Theorem 5.4. Let the assumptions in Theorem 4.9 be satisfied. If the regularization parameter λ is chosen within the grid (28) as λ = λ + by (29), or as λ =λ by (30), respectively, then with confidence at least 1 − η, there holds
with a generic constant C.
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Actually, adaptive risk bounds (in the ρ-norm) are also possible, and we sketch the reasoning. We let λ +,H and λ +,ρx (and likewiseλ H ,λ ρx ) the parameter choices according to both cases in (29) or (30). Then we defineλ + = min {λ +,ρx , λ +,H }, and similarlyλ := min λ ρx ,λ H . It is straight forward to check that the Assumptions 4.2 of Proposition 4.7 in Lu and Pereverzev [13] are fulfilled, and hence based on the bound in Corollary 4.7 both choices (with high probability) result in error bounds (withλ one of the above choices)
As it was exploited in [13] , if the true parameter obeys λ 0 (n) ≥ cn −1/2 , which is, for example, the case under the conditions of Corollary 5.2 with r ≥ 1, then this yields order optimality. In the low smoothness case, see the discussion in Remark 4.8, the above choices yield convergence, however at a suboptimal rate n −1/4 ϕ(λ 0 (n)) log
. It is not clear to the au-
275
thors whether an oracle type parameter choice can be derived by the bound from Corollary 4.7 in the low smoothness regime.
Numerical simulation
In this section we consider some numerical simulation verifying the advantage of the novel error bound based on the effective dimension N (λ), in particular its 280 alternative empirical form N Tx (λ). Especially, for a small sample size it allows for a better approximation than the cross-validation based rule from Caponnetto and Yao [11] , which is also described below.
Numerical parameter choice rule by using the empirical effective dimension
In all tests, the target function is fixed as in Micchelli and Pontil [25] , and hence given by
The training set z = {x i , y i } n i=1 consists of independent and uniformly dis- The RKHS H is generated by the kernel function K(x, s) = xt + e The results of the simulation are shown in Figure 3 .
Comparison with cross-validation
We shall compare the current approach with the cross-validation type parameter choice rule in Caponnetto and Yao [11] . More precisely, we equally split the data set into a learning set z train and a validation set z vali with
The set z train is used to provide approximating functions f λ ztrain where λ is taken from the regularization parameter set (28). The regularization parameter is chosen as belowλ = arg min
where |z vali | is the sample size of the validation set z vali . The comparison with 300 the sampling sizes n = 30, 100, 1000, 2000 is displayed in Figure 3 . In almost all examples the adaptive parameter choice rule which uses the empirical effective dimension outperforms adaptive cross-validation. 
Appendix
We first collect a few general bounds which can be obtained from the spectral theory of non-negative self-adjoint operators A, A H→H ≤ κ. First, for any
This can be seen from
where we have implemented the commuting properties of m(A) and λI + A (or A). Later, we shall apply this to operators T and T x , respectively.
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We start using (A.33) to enhance the bounds from Guo et al. [6] .
Lemma 7.1. 
, and the result follows from Definition 3.1 and (8).
To prove Item 2, we observe, by the Hölder's inequality, that (a + b) t ≤
We now estimate each term I, II in the right-hand side of above inequality. In fact, by using Lemma 7.1 and the definition of the function Ξ we bound
The estimate for the second term (λI + T )
which is in the weighted form of the residual function r λ (T ) of Tikhonov regularization. Since it has qualification one and the index function ϕ is operator monotone, we find from Lemma 3.4 that
Combing both estimates for I, II above, we obtain
The proof of f † −f λ x ρ can be carried out in a similar manner. Using the definition of the norm, we derive
Factor IV equals the factor II from above, and we use that bound. For factor III we use that the operators r λ (T ) = (I − g λ (T x )T x ) and (λI + T x ) commute, and we use the bound (21) , and we bound each term V, VI, separately. As above we obtain that
The bound for the second term is given by Proof of Proposition 4.4. By direct calculation, we derive
where we used (A.33) with m(T x ) = g λ (T x ), and we similarly find that
which completes the proof.
Proof of Lemma 4.6. Notice that the function λ → N (λ)/λ is decreasing from ∞ to zero, such that the parameter λ * = λ * (n) exists and is well-defined.
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From the definition of λ * we see that n = N (λ * ) λ * ≥ N (κ) λ * , such that nλ * ≥ 1/2, which yields (22) . Moreover, by monotonicity we find that These functions also form a tight packing of T ϕ , because we have that
which gives that τ δ ≤ f i − f j ρ ≤ 4τ δ, i = j. Thus the assumptions of DeVore et al. [24, Thm. 3 .1] are fulfilled, and there is some measure ρ such that
whenever the sample size n satisfies log(N δ * ) ≥ 16τ 2 n (δ * ) 2 . The left hand side is a decreasing function (in δ) whereas the right hand side is increasing.
Calibration of both sides, and taking into account the lower bound for N δ , this
shows that there is some α > 0 such that this holds true for δ 2 = α log(n) n , which completes the proof. 
