We discuss various methods of regularization of singular differential problems. Their common point is that we use the flexibility of the theories of nonlinear generalized functions for adapting the regularization to the singularity of the problem. We particularly underline the relationship between the generalized solutions and those classical or distribution, when they exist, giving a general result for the case of the regularization of data.
solutions to the regularized problems toward a C p -solution (resp. D -solution) to the initial problem when it exists. They are based on functorial properties of algebras of nonlinear generalized functions [7, 17] .
Let us explain the second case of our study. Some singular problems are still out of the reach of the previous tools. The first situation is the case of a problem
P (D)(u) = F (u, ·),
where P (D) is a differential operator and F has a non-Lipschitz nonlinearity. A regularization, which uses a convenient cut off technique, transforms the nonlinearity of F into a Lipschitz one. This gives a technique to solve this kind of problem in the framework of nonlinear generalized functions. Moreover, when the nonregularized problem has a classical solution, then this solution and the generalized one are equal in a meaning explained in Proposition 13. The second situation is related to characteristic problems for which a regularization (which is a geometric transformation of the support of data) is used to de-characterize the problem. This permits us to solve the problem in a convenient algebraic framework. These situations are treated in Section 4. Of course, all the previous types of singularities can be mixed in same problem. This can be handled by using multi-parametric regularizations and will be treated in a separate paper.
Our hope is that this study will convince the reader that our theory of nonlinear generalized solutions is a natural continuation of the classical theory of smooth functions and of linear generalized function or distributions [9, 13, 23] . In addition, we refer the reader to [12, 20] in which similar ideas of regularizing nonlinear problems within algebras of generalized functions are used. Finally, we hope that we showed that these theories (or similar ones) cannot be circumvented as soon as the data or the problems are too irregular.
Outline on the unidirectional wave equation

An initial value problem
Consider the initial value (or Cauchy) problem for the unidirectional wave equation
where ϕ is a smooth function (for sake of simplicity), with ϕ(0) = 0 and ϕ > 0 on R, the initial curve S is a smooth one-dimensional manifold, u is the unknown function belonging at least to C 1 (R 2 ), u| S is the restriction of u to S, v can be defined on S by the restriction v = w| S , with w ∈ C 0 (R 2 ).
Non-characteristic condition and classical solution
We recall that the characteristic method is the most general one to solve the classical problem. However, when S is the curve {t = 0} and v given by a function f ∈ C p (R), we can write (2) as
This leads easily to the solution
The regularity of u given by (3) depends on that of the data. If f is C p or C ∞ on R, the same holds for the solution u on R 2 . If f and ϕ are analytic (in the small or in the large), the same holds for u, in agreement with the Cauchy-Kowaleska theorem.
The distributional framework
If the data are irregular, for example distributions, we can search the corresponding distribution solution u to
where S is the curve {t = 0}, v is a given distribution on R, u| S the restriction of u to S (if it can be defined as a distribution on R).
General distribution solution of the unidirectional wave equation
Let U be the pullback of u by the change T = t, X = x − ϕ(t). Let Ψ and ψ ∈ D(R 2 ) be such that
It is easy to prove from (1) that
we deduce the general form of the solutions to (1)
where R Γ ϕ is associated to R and to the characteristic curve
Pull back, restriction problem and Hörmander criterion
We have first to define the restriction u| S . A sufficient condition is the Hörmander criterion: Let N(S) be the normal bundle of S. For every distribution u in R 2 with WFu ∩ N(S) = ∅, the restriction u| S is a well defined distribution on S, the pull back by the inclusion S → R 2 [13] .
We recall that the wave front set WF of u ∈ D (R 2 ) is here defined by
where
, ψu ∈ S} and V x is the filter of neighborhoods of x, V c,ξ the filter of conic neighborhoods of ξ , ψu the Fourier transform of ψu and S the algebra of rapidly decreasing functions on R 2 . Σ x u is the cone of high frequency components of u causing the singularities.
Distribution solution to (IVPD)
For a given v ∈ D (R), we know that v Γ ϕ defined by (4) when replacing R by v, solves (1). Moreover v Γ ϕ is the unique solution to (IVPD). Indeed, according to a remark of G. Hörmann, we can refer to Section 2.3.1 in [14] to see that (2) . Then the solution of (IVPD) is δ Γ ϕ , the Dirac distribution of Γ ϕ , defined by
Algebraic framework and regularization of data
Algebraic framework, extension principle and generalized solutions
Consider the problem (IVP). If the data are irregular, for example even not necessarily distributions, we cannot solve this problem in a classical way but it may admit a generalized solution obtained by regularization of the data. We shall discuss here this question in the framework of Colombeau type simplified algebra [7, 10, 18] . We begin by recalling the definition of this algebra and then introduce our main tool, continuously moderate (family of) maps.
Let C ∞ be the sheaf of complex valued smooth functions on R d (d ∈ N), equipped with the usual topology of uniform convergence. For any open subset Ω of R d , this topology can be described by the family P Ω = (P K ,l ) K Ω,l∈N of semi-norms given by
where the notation K Ω means that K is a compact set included in Ω and
A sequence a = (a n ) n∈Z of increasing functions from (0, 1] to (0, +∞) is called an asymptotic scale [7] if for each n ∈ N (except possibly n = 0) lim ε→0 a n (ε) = 0 and if
We recall that M a (·) (resp. N a (·)) is a sheaf of subalgebras (resp. of ideals) of the sheaf (C ∞ ) (0, 1] 
is called the sheaf of Colombeau type simplified algebras or asymptotic algebras [7] .
The sheaf G a (·) turns out to be a sheaf of differential algebras (the derivatives are defined on M a (·) component-wise). Moreover, G a (·) is a sheaf of modules over the factor ring
is the polynomial scale, defined by a n (ε) = ε n , we recover the usual Colombeau simplified sheaf of algebras [3] . We shall denote it by
We shall use this algebra everywhere in the sequel, except in Section 4.1 where another scale is needed.
Notation 2.
(i) Let n be in N ∪ {+∞} and set N n = {0, . . . ,n} if n ∈ N and N ∞ = N.
(ii) We denote by R + (X) the set of polynomials in one variable with real positive coefficients and by R + (X, Y ) the set of polynomials in two variables with no term of degree 0 in Y .
We say that the map ψ is uniformly continuously moderate (with respect to the C The extension principle (Proposition 3.2 in [7] ) gives the next proposition.
Proposition 1.
Any continuously moderate map ψ :
Remark 1.
(i) We recall that condition (7) ensures the moderateness of the family (ψ( f ε )) ε , whereas condition (8) ensures the independence of (ψ( f ε )) ε + N (Ω 2 ) with respect to the representative of f . For the latter it is crucial that each monomial composing Θ l contains a power of the second variable. (ii) In Section 4.1, we shall use an extension principle for family of maps. We say that a family (ψ ε :
) ε is continuously moderate if condition (7) (resp. condition (8) ) holds with ψ replaced by ψ ε , Φ l (resp. Θ l ) replaced by Φ l,ε (resp Θ l,ε ). Moreover, we assume that the family ( It can be easily checked that Proposition 1 still holds with (ψ ε ) ε instead of ψ . Proposition 1 is used as follows. Consider
and that the map
is continuously moderate. It follows from Proposition 1 that this map admits a canonical extension Ψ , which associates to
Example 2. We consider the following slightly simplified version of (IVP)
where ϕ is, as before, a smooth function with ϕ(0) = 0 and ϕ > 0 on R. For f ∈ G(R), the following generalized function
is a solution to problem (IVP0).
Indeed, the map ψ :
As ϕ is continuous, there exists a compact
Generalized solutions and classical ones
Introduction to the problem
The natural question which arises is the relationship between the generalized solution (10), the classical one (3) for f ∈ C p (R), and the distributional one (4) for f = v ∈ D (R). This question may be more precisely stated as follows. Starting from the sheaf G(·) built over R d (d ∈ N * ), one shows [5, 18] that there exist:
Moreover, the following diagram is commutative
Note that the spaces C
and the restriction of ι d to (the image of) C
. This morphism is a linear one but not a morphism of algebra.
With this material we can state the generalized problem corresponding to a classical one and make the comparison between their respective solutions.
Example 3. Consider the problem (IVP0) with the data
As in Example 2, the following generalized function
is a solution to this problem.
Asymptotic behavior of generalized solutions with respect to classical solutions
The notations are those of Section 3.1 and especially of Definition 1. The following proposition gives a general tool for our purpose, as detailed below. 
Proposition 2. Consider a map
(ii) More precisely, for all l ∈ N min(p, q) , we have
Before proving this result, let us recall a classical result.
Lemma 3.
(i) For any q ∈ N, we have
The proof of the first assertion of Lemma 3 uses the Taylor expansion applied to f * θ d,ε − f at the order q. (See [5] for the case q = +∞.) The second one uses the following properties of (θ d,ε ) ε
and classical topological arguments.
Proof of Proposition 2. Take
Thus
(with C > 0) for ε small enough. As l ∈ N min(p, q) , we have p − μ(l) 0 and the underlined term in the right-hand side of the above relation remains bounded as ε → 0. Thus, we obtain assertion (ii). Moreover, If l is such that p −μ(l) > 0, we have ε
Assertion (i) also holds in this case. 2
. This result follows also from the commutativity of diagram (11) .
With this proposition, we can only compare the classical solution u of a problem (9) with a representative of the generalized solution u and not the image of u in G(R 2 ) with u. The following corollary gives a general answer for this problem.
Corollary 4.
Consider a map ψ :
The proof of this result uses similar tools as the one of Proposition 2 and is left to the reader. These results are used as follows. Suppose that the map ψ : (9) Moreover, Corollary 4 gives that ι 2 | C p (R 2 ) (u) and u are associated in the C p (R 2 ) sense [18] , that is
Note that Corollary 4 also implies that ι 2 | C p (R 2 ) (u) and u are associated in G(R 2 ) in the usual D sense [3] , that is
For the case of a continuously moderate map, we still have a weaker result, which is valid only for C ∞ maps. (The proof is similar to the previous ones.)
for the C ∞ topology.
Generalized solutions and distribution ones
Using the embedding ι 1 , we find that the generalized problem associated to (IVPD) is
Following Proposition 2, this problem admits 
On the other hand, we have
By setting Φ t : x → Φ(t, x + ϕ(t)), we finally get
Consider K 1 and K 2 , two compacts intervals of R such that supp Φ ⊂ K 1 × K 2 . As ϕ is continuous, there exists a compact
Thus, for all t ∈ K 1 , the support of Φ t is included in the same compact
Using the classical criterion [24] , the (17) is performed on a compact set. We have proved the:
Thus the generalized solution u is associated to the distribution v Γ ϕ in the usual D sense [3] .
The Lipschitz type nonlinearity
In this subsection we study the following nonlinear generalization of Example 3
for f ∈ G(R). We assume in this subsection that the right-hand side of (1) satisfies the following assumption
which is little stronger than a Lipschitz condition. We shall use the method given in Section 3.1. We first show existence and uniqueness of the solution for the classical problem and then the moderateness of the map which associates the solution to the classical data (which is the difficult and technical part). Afterwards, Proposition 1 easily transfers the existence and uniqueness result to the problem with generalized data.
Existence and moderateness results from regular data
We assume that f ∈ C ∞ (R). Let U be the pullback of u by the change T = t, X = x − ϕ(t) and ϕ(0) = 0. Then the
(IVPLR)
Approximation techniques for the Cauchy problem
Proposition 7. The problem (IVPLR) has a unique solution U f verifying
The classical proof goes as follows [8] . We introduce the sequence of approximations (U n ) n defined by
and U 0 (T , X) = f (X). Using the auxiliary series (U n − U n−1 ), we show the uniform convergence of (U n ) n on every
2 toward a continuous function U satisfying (19) . The uniqueness follows from Gronwall's lemma, applied to the difference Δ = W − U , where W is another solution of (19), shown to be equal to U . Note that we use, in an essential way, the hypothesis (18) in this proof.
Remark 3.
The integral formula (19) and Gronwall's lemma give easily the following estimate, useful in the sequel: For any compact subset K of R 2 , there exists λ > 0 such that
Moderateness We assume in addition that 
giving the estimate of order 0 in view of (7).
For the estimates of higher order, we begin by estimating the derivatives of H(T , X) = F (T , X, U (T , X)). For any n 0,
m 0, α = (n, m) with |α| 1, the multivariate Faa di Bruno's formula [4] implies that Using assumption (20) to get an upper bound of the terms D β F (T , X, U (T , X)) on K λ , we obtain the existence of a polynomial Ψ K λ ,l with positive coefficients depending only on F , K λ and l = n + m such that
From this we deduce that, for any K R 2 ,
We turn now to the estimates concerning the derivatives of U and proceed by induction. We assume that for every α = (n, m) with n + m l there exist (c j,l ) 0 j l such that
Case 1. Suppose that n 1. Then, we have
H(T , X)).
From (22), we deduce easily that P K ,(n+1,m) (U ) and similarly P K ,(n,m+1) (U ) can be bounded in a similar way as P K ,l (U ) in (23).
Case 2. Suppose that n = 0. We cannot proceed as before. Nonetheless, from the integral expression (19), we have
According to (21), we have,
Using the induction hypothesis, we get a polynomial Q m with positive coefficients such that
From Gronwall's lemma, we get
, which gives a similar estimate as (23) . Summing up Cases 1 and 2, and replacing in the latter q m ( f ) by its value, we finally get the existence of (c j,
Thus condition (7) is fulfilled. In addition, note that the coefficients c j,l+1 are polynomials in the variables λ, exp(λm K λ )
with coefficients depending on F and K λ .
Second part. We turn now to condition (8) . Let V be another solution to (IVPLR) corresponding to the data f + η. Set
From the last inequality, we get
Thus, according to Gronwall's lemma, we obtain
, which implies that the 0th-order estimate holds.
For the higher order estimates, let us recall that
Using very similar methods as in the first part, we show that, for every K λ and (n, m) ∈ N 2 with n + m 1, the analogue of (21) holds for R, that is
) is a polynomial with positive coefficients depending only of K λ and L. Thus, there exists a polynomial Ψ (n,m) ∈ R + (X) with positive coefficients such that
According to the Leibniz rule, we have
Remark that in the above inequality, the right-hand side consists of a sum of products. These products are formed by two terms, the first one depending on W and the other one on R. Recalling that, in the 0th-order estimate, P K λ ,0 (W ) is bounded by a term depending on P I λ ,0 (η) whereas the term P K λ ,(n−k,m− j) (R) depends mainly on f , we can prove by induction, with quite similar steps as above, the existence of a polynomial Θ l ∈ R + (X, Y ) depending on l = n + m + 1 and K λ such that
(Note that inequality (27) is essential to obtain the estimates for mixed derivatives, whereas (26) is used to obtain the estimates for the derivatives with respect to X .) Thus, condition (8) is fulfilled. 2
Nonregular data and generalized solutions
We return to the generalized problem (IVPL).
where ( f ε ) ε is a representative of f . Proposition 7 gives the solution U f of (IVPLR). It is easy to deduce that (IVPL) has a unique solution verifying
Then, Proposition 8 shows easily that the map f → u f is continuously moderate and Proposition 1 leads to the result. 2
From Proposition 5, we deduce that when f is in C ∞ (R), the generalized solution u = [u 1, ε ] associated to the data f 1 = [ f * θ 1,ε ] and the classical smooth solution u f associated to f are such that u 1,ε → u f for the C ∞ topology. We easily get the following:
Regularization of problems
As mentioned in the introduction, we are going to study two regularizing techniques, for singular problems admitting, in general, no classical solutions. Their common point is that the differential problem itself is regularized.
The non-Lipschitz nonlinearity
We start from the following problem
with f ∈ C ∞ (R). Here, F can be non-Lipschitz but still have polynomial growth. More precisely, we assume the existence of
The same change of variables as in Section 3.4.1 leads to
This problem has generally no global solution. It is easy to see that, when taking F (·,·, U ) = U 2 and f = 1, the local solution U (T , X) = 
Cut-off process
Let (r ε ) ε ∈ M 0 (R + ) be such that r ε > 0 and lim ε→0 r ε = +∞. Consider a family of smooth one-variable functions (g ε ) ε such that 0 g ε 1 and
Moreover assume that, for every integer n > 0, g (n) ε is bounded independently of ε and set
So we can approximate problem (IVPnL2) by the family of regularized problems
(IVPnL3 ε )
Existence and uniqueness of a generalized solution
Lemma 11.
(ii) Moreover, for any compact K R 2 and λ > 0 such that
2 , we have
Thus, assumption (18) is satisfied with a constant depending on ε. Then, Proposition 7 implies the first claim. The second claim follows from Remark 3. 2
Starting from Lemma 11, we can estimate the derivatives of U f ,ε . To do so, we first have to search the analogue to assumption (20) in this new parametrized situation. We proceed by induction. For n = 0, we have
Let us assume that, for every α ∈ N d with |α| l, there exists C K ,l > 0 such that
Take α = (n, m, p), with n + m + p = l + 1. For any (n, m) ∈ N 2 with n + m l + 1 we have
according to the assumption (29). Thus, we obtain the result directly for all α = (n, m, 0) with n + m = n + 1. Consider now α = (m, n, p) with m + n + p = n + 1 and p 1. According to Faà di Bruno's formula, we have 
Thus, for all α with |α| = l + 1, we have the existence of a constant C K ,l+1 such that
which concludes the induction. Thus, relation (20) is now replaced by ∀l ∈ N, ∀K R 2 , ∀α ∈ N 3 with |α| = l,
From the first step of the proof of Proposition 8, it follows that
where the coefficients c j,l+1,ε are polynomials in the variables λ, exp(λm K λ ,ε ) with coefficients depending on F and
Moreover, one can easily check that the family of maps
is continuously moderate (see Remark 1). Thus
where (U ε ) ε ∈ U .This gives a meaning to the following:
Proof. We have to verify that the net of maps ( f → U f ,ε ) ε is continuously moderate in the sense given in Remark 1(ii), in order to apply Proposition 1. From relation (35), it follows that condition (7) To be more precise, as recalled in Section 3.1, there exists a canonical sheaf embedding of C ∞ (·) into G a (·) through the morphism of algebra 
Proof. We can choose as representative of σ Ω (V ) the net (V ) ε . We clearly have
We take as representative of U the net (U ε ) ε given by Lemma 11. This net satisfies We refer the reader to [6] for a spectral asymptotic analysis of the solution of the regularized problem in the case k = 2.
The characteristic case
The strategy developed to get the previous results is based on the continuous moderateness of the map f → u f (regularization of data) or the net of maps ( f → U f ,ε ) ε (regularization of non-Lipschitz nonlinearity). An adaptation of this concept is still possible in the following characteristic case, but would bring us too far and is left to a forthcoming paper. However, simple considerations allow us to give the asymptotic structure of the solution in the linear characteristic case.
A regularizing technique
We consider the following characteristic initial value (or Cauchy) problem
where S = Γ ϕ is the characteristic curve given by (5) . We know that the problem is ill posed, and that the characteristic method is unable to solve it. We are trying to define a well posed generalized problem which approximate (CIVP) in a natural way.
Let (Φ ε ) ε be the family of functions in C ∞ (R) defined by Φ ε (t) = ϕ(t) + εt.
It is easy to see that the family (R ε ) ε defined by
is continuously moderate. Consequently a generalized restriction mapping R : G(R 2 ) → G(R) can be defined by
We can associate to (CIVP) the generalized problem 
ε u ε t, ϕ(t) + εt = v(t).
(CIVP ε )
According to Section 2, for a fixed ε, the solution of (CIVP ε ) is given by u ε (t, x) = F ε (x − ϕ(t)) where F ε is determined by v(t) = u ε t, ϕ(t) + εt = F ε (εt). 
