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Biologically-inspired vision and auditionThe investigation of brain activity using naturalistic, ecologically-valid stimuli is becoming an important chal-
lenge for neuroscience research. Several approaches have been proposed, primarily relying on data-driven
methods (e.g. independent component analysis, ICA). However, data-driven methods often require some
post-hoc interpretation of the imaging results to draw inferences about the underlying sensory, motor or cogni-
tive functions. Here, we propose using a biologically-plausible computational model to extract (multi-)sensory
stimulus statistics that can be used for standard hypothesis-driven analyses (general linear model, GLM). We
ran two separate fMRI experiments, which both involved subjects watching an episode of a TV-series. In Exp
1, we manipulated the presentation by switching on-and-off color, motion and/or sound at variable intervals,
whereas in Exp 2, the video was played in the original version, with all the consequent continuous changes of
the different sensory features intact. Both for vision and audition, we extracted stimulus statistics corresponding
to spatial and temporal discontinuities of low-level features, as well as a combinedmeasure related to the overall
stimulus saliency. Results showed that activity in occipital visual cortex and the superior temporal auditory cortex
co-variedwith changes of low-level features. Visual saliencywas found to further boost activity in extra-striate vi-
sual cortex plus posterior parietal cortex, while auditory saliency was found to enhance activity in the superior
temporal cortex. Data-driven ICA analyses of the same datasets also identiﬁed “sensory” networks comprising vi-
sual and auditory areas, but without providing speciﬁc information about the possible underlying processes, e.g.,
these processes could relate to modality, stimulus features and/or saliency. We conclude that the combination of
computational modeling and GLM enables the tracking of the impact of bottom-up signals on brain activity during
viewing of complex and dynamic multisensory stimuli, beyond the capability of purely data-driven approaches.
© 2012 Elsevier Inc. Open access under CC BY-NC-ND license.Introduction
Functional imaging has been used extensively to non-invasively
map sensory, motor and cognitive functions in humans. Nonetheless,
so far the vast majority of studies have employed simple and repeated
stimuli that are in striking contrast with the unrepeated, complex and
dynamic signals that the brain has to process in everyday life. More-
over, the neuronal responses in conventional laboratory conditions,
i.e. using artiﬁcial stimuli, are weaker than those associated with nat-
uralistic stimuli (Mechler et al., 1998; Yao et al., 2007). Thus, recently,
a growing interest has risen around the use of more ecologically-valid
stimuli during fMRI (e.g. Hasson et al., 2010).
A central issue with naturalistic approaches is that, unlike stan-
dard paradigms, there is no straightforward correspondence between
the stimuli presented to the subject and any speciﬁc sensory, motor
or cognitive function. This makes it difﬁcult to use hypothesis-based
analysis methods that involve ﬁtting BOLD data with predictors
representing speciﬁc experimental conditions or processes (general.
NC-ND license.linear model; see Friston et al., 2003). Indeed, many previous studies
using complex and dynamic stimuli (e.g. cinematographic material)
have resorted to data-driven approaches that do not require any
such “a priori” coding.
One of these approaches relies on multivariate analysis based on in-
dependent component analysis (ICA) (Bartels and Zeki, 2005; Calhoun
et al., 2001a, 2001b; McKeown et al., 1998). ICA performs a blind sepa-
ration of independent sources from the complex mixture of signal and
noise resulting from many different sources. This method does not re-
quire any “a priori” speciﬁcation of the possible causes of the responses
(i.e. predictors in a standard GLM analysis) and even no speciﬁcation of
the shape of the hemodynamic response function (HRF). Instead, the
method is based on the intrinsic structure of the data. ICA aims to ex-
tract a number of unknown sources of signal that are mutually and sta-
tistically independent in space or time. Friston (1998) showed the
relevance of this idea to biological time-series.
Inter-subject correlation (ISC) analyses is another data-driven ap-
proach that has been recently introduced to investigate brain activity as-
sociated with the processing of complex stimuli (Hasson et al., 2004; Sui
et al., 2012). ISC analyses are based on the idea that presenting the same
complex and dynamic sensory input to different subjects will generate
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uli. Therefore, these areas can be identiﬁed by testing for correlated BOLD
time-courses between subjects (“synchronization”). This approach has
now been employed with a variety of stimuli and tasks (e.g., palm trees
task, Seghier and Price, 2009; face processing, Lessa et al., 2011; story
comprehension, Lerner et al., 2011; movie watching, Kauppi et al.,
2010; representation of action-schemas, Hanson et al., 2009).
However, these data-drivenmethods have the intrinsic limitation that
they require some post-hoc interpretation regarding the processes that
generate ICA components (e.g. motion in MT, Bartels and Zeki, 2005) or
patterns of inter-subject synchronization (e.g. faces in FFA, Hasson et al.,
2004). Here, we propose using an alternative approach where (multi-)
sensory stimulus statistics are ﬁrst extracted via a biologically-plausible
computational model and are then used for hypothesis-driven analyses
(see also Nardo et al., 2011; Bartels et al., 2008).
One of the most successful biologically-plausible computational
model of sensory bottom–up processing consists in the computation of
“saliency maps” from complex, naturalistic images (Itti and Koch, 2001;
Koch andUllman, 1985). Inspired from the organization of the visual sys-
tem, saliency maps are based on the extraction of local discontinuities in
intensity, color, orientation, motion and ﬂicker (i.e. feature-speciﬁc
maps). Saliency maps are then computed as a combination of these
featuremaps. Saliencymaps are thought towell-characterize the spatial
distribution of bottom–up signals and have been found to predict se-
quences of ﬁxations during viewing of naturalistic pictures (Parkhurst
et al., 2002) and video-clips (Itti, 2005).
While used primarily in eye-movement studies, saliency has been
also considered in electrophysiological studies in monkeys (Gottlieb,
2007; Gottlieb et al., 1998; Thompson et al., 2005) and fMRI in humans
(Bogler et al., 2011; Nardo et al., 2011). These studies have indicated
that visual saliency is represented in visual areas (Li, 2002; VanRullen,
2003), and can inﬂuence activity in higher-order parietal/frontal areas
as a function of speciﬁc attentional operations (i.e. efﬁcacy of the
bottom–up signals for spatial orienting, Nardo et al., 2011; winner-
take-all mechanism of attentional selection, Bogler et al., 2011). Howev-
er, studies employing saliency models took into account only the ﬁnal
“saliency map”, with little consideration of the possible contribution of
the feature-speciﬁc maps (Parkhurst et al., 2002; Itti, 2005; Bartels et al.,
2008; but see Itti et al., 1998; Liu et al., 2011). Here we used concurrently
both saliency and feature maps to investigate the impact of bottom–up
sensory signals on brain activity during viewing of complex stimuli.
More recently, the use of computational models of saliency has been
extended to the analysis of complex signals in modalities other than vi-
sion. Using an approach analogous to the original model for vision (Itti
et al., 1998; Koch and Ullman, 1985), Kayser and colleagues proposed a
method to compute the saliency of complex, naturalistic auditory stimuli
(Kayser et al., 2005; see also Altmann et al., 2008; Kalinli and Narayanan,
2007). Again, saliency maps are constructed combining feature maps
that, for audition, extract discontinuities in intensity, frequency and
time. Here, for the ﬁrst time, we propose using auditory saliency – as
well as auditory features – to investigate brain activity recorded while
volunteers were presented with complex auditory stimuli.
Accordingly, the goal of this studywas touse computationally-derived
indexes of visual and auditory bottom–up signals (i.e. saliency and
features) to assess brain activity during the presentation of complex
audio-visual stimuli (cinematographic material); and to evaluate this
with respect to a conventional block/event condition-based analysis
(cf. Exp 1) and a fully data-driven approach (ICA).
Methods
Participants
This study included two experiments. Eight healthy volunteers took
part in the ﬁrst experiment (Exp1; 2 males, range: 21–24, mean age:
23) and seven different volunteers in the second experiment (Exp2aand Exp2b; 1 male, range: 21–23, mean age: 22). All volunteers were
Italian speaking, had normal or corrected-to-normal vision, and did
not report any neurological impairment. After having received instruc-
tions, all participants gave their written consent. The study was ap-
proved by the independent Ethics Committee of the Santa Lucia
Foundation (Scientiﬁc Institute for Research Hospitalization and Health
Care).
Stimuli
In Experiment 1, subjectswere asked to viewhalf of an episode of the
TV-series “24” (21 min 40 s). For this experiment, we manipulated the
original video by switching on-and-off color, motion and/or sound at
variable intervals. This provided us with a dataset containing a known
correspondence between the stimuli and sound/feature-related sensory
processes, which enabled us to perform conventional “condition-based”
analyses (see below). The three sensory streams (sound: on/off; motion:
motion/static; color: color/black-white) were switched on-and-off in
blocks with durations ranging between 8.3 and 43.7 s. The time course
of the on-off sequences was independent in the three streams, thus in-
cluding all possible combinations of the three sound/features input. All
subjects were presented with the same version of the modiﬁed video
(i.e. same sequences of on/off-sets).
In Experiment 2, subjects were presented with the original version
of the video, without any manipulation of sound, motion or color.
Thus, unlike Exp1, now there was a continuous and unknown change
of the different sensory input over time. The experiment was divided
into two scanning sessions that consisted of the presentation of the
ﬁrst half (Exp2a: 21 min 40 s) and the second half (Exp2b: 20 min
07 s) of the same “24” episode used in Exp1. None of the volunteers
of Exp2 had taken part in Exp1, so they watched the TV episode for
the ﬁrst time. The fMRI data analyses were carried out separately for
Exp2a and Exp2b, with the aim of assessing the reproducibility of the
results.
For both experiments, visual stimuli were back-projected on a
semi-opaque screen at the back of the magnet. Participants viewed
the screen through a mirror located above their eyes. The size of the vi-
sual display was approximately (24°×16° visual angle); the sound was
presented via MRI-compatible headphones.
Parameterization of visual/auditory features and saliency
Visual saliency model
The visual saliency model allows identiﬁcation of salient locations
within a given image (Itti et al., 1998; Koch and Ullman, 1985). Our
current implementation was modiﬁed from the software available
at: http://www.saliencytoolbox.net. This considers static visual fea-
tures only (intensity, color and orientation), while here we added
motion and ﬂicker contrasts for the analysis of our dynamic visual
stimuli (see Itti and Pighin, 2003). The step-by-step detailed descrip-
tion of the procedures and the speciﬁc parameters used to compute
the visual saliency maps are reported in the Supplementary materials
(Table S1).
Modeling consists of decomposing the input image/s into a set of dis-
tinct “channels” using linear ﬁlters tuned to speciﬁc stimulus dimen-
sions. This decomposition is performed at several levels, extracting
contrasts at different spatial scales (Gaussian pyramids; Greenspan et
al., 1994). The scaleswere created using pyramidswith 9 levels. Together
with intensity, color and orientation, hereﬂickerwas computed from the
absolute difference between the intensity of the current frame and that
of the previous frame. Motion was computed from spatially-shifted dif-
ferences between the intensity pyramids from the current and the previ-
ous frame (Itti and Pighin, 2003; Reichardt, 1987). Center-surround
interactions are then implemented as differences between ﬁne and
coarse scales of the pyramids, here using a set of 6 cross-scale subtrac-
tions for each channel of each feature (Itti and Pighin, 2003; Walther
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maps, with 6 maps for the intensity feature (1 channel: on/off contrast);
12 maps for the color feature (2 channels: red/green and blue/yellow
contrasts); 24 maps for the orientation feature (4 channels: contrasts
at 0°, 45°, 90° and 135°); 24 maps for the motion feature (4 channels:
contrasts at 0°, 45°, 90° and 135°); and 6 maps for the ﬂicker feature
(1 channel: on/off contrast).
Iterative non-linear ﬁltering was used to simulate the competition
between salient locations (4 iterations). Each iteration consists of con-
volving the maps with a 2D Difference of Gaussian (DoG; Itti and Koch,
2000, see also Table S1). This imitates self-excitation and inhibition in-
duced by neighboring peaks, thus implementing competitive interac-
tions between different spatial locations in the map. After this, for each
of the 5 features, the maps were summed across scales (at equivalent
pixel locations) to generate the “conspicuity maps”. Each feature was
given equal weight (=1), taking into account the number of maps avail-
able for that feature (cf. above and Table S1). These un-normalized con-
spicuity maps were used to compute feature-speciﬁc regressors for the
fMRI analyses (see section below). To generate the ﬁnal saliency map,
each conspicuity map was normalized again with the DoG ﬁlter, the
ﬁve normalized conspicuity maps were summed across equivalent
pixel locations, and normalized once more with the DoG ﬁlter (Itti and
Koch, 2000; Itti et al., 1998; see Table S1). The ﬁnal spatial resolution of
the maps was 33 by 45 pixels.
In sum, for each frame of the movie we generated one saliency map
and ﬁve feature-speciﬁc maps (intensity, color, orientation, motion and
ﬂicker) that were then used to construct saliency and feature-speciﬁc
regressors for the fMRI analyses, as we detail in the section “Visual
and auditory regressors” below.
Auditory saliency model
The computation of auditory saliencywas conceptually analogous to
themodel used for visual saliency (see Kayser et al., 2005; and Table S2,
for details). Sound segments from the movie soundtrack (each with
2.08 s duration, see Fig. 1) were preprocessed using a Fast Fourier anal-
ysis (37 ms windows, 95% overlap, frequency band 100 Hz to 10 kHz1 TR
Input data
Saliency maps
Resampling ove
locations or frequen
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HRF convolutio
Fig. 1. Schematic representation of the procedures utilized to construct visual and auditory
the feature-based regressors (see section entitled Parameterization of visual/auditory featuand decision regions of 20 Hz, Shamma, 2001). This resulted in a
time-by-frequency image of 136-by-62 pixels, for each 2.08 s auditory
segment. These images were then analyzed using feature detectors on
different scales (i.e. Gaussian pyramids with 8 levels; see Table S2).
The features extracted were intensity, frequency contrast, temporal
contrast (cf. Kayser et al., 2005), plus orientation. The orientation con-
trastmimics the dynamics of auditory neuronal response tomoving rip-
ples in the primary auditory cortex (Kalinli and Narayanan, 2007).
Center-surround differences were then computed with a set of 4
cross-scale subtractions (see Table S2). The cross-scale subtraction
was performed for each channel of each auditory feature (i.e. 1 channel
for intensity, frequency, and temporal, and 2 channels for orientation)
producing a total of 20 auditory maps.
All 20 maps were normalized using DoG ﬁlters (Itti and Koch, 2001;
Kalinli and Narayanan, 2007; see Table S2, for the parameters details)
and combined into conspicuity maps using across-scale additions at
equivalent pixel locations (weight=1, for each of the four features).
Thesemaps were used to compute the feature-speciﬁc auditory regres-
sors for the fMRI analyses (see section below). Finally, the DoG normal-
ization was performed again on the conspicuity maps and the results
were summed to obtain the ﬁnal auditory saliency map (see Table
S2). The maxima of the saliency map deﬁne salient points in the 2-D
time-frequency auditory spectrum.
The extraction of the auditory conspicuity/saliency maps was
performed considering 2.08 s segments (corresponding to the repeti-
tion time of the fMRI), because center-surround and normalization
steps would be inappropriate at temporal scales of several tens of mi-
nutes (i.e. total soundtrack duration). Nonetheless, we enabled interac-
tions between sounds in different segments by computing conspicuity/
saliencymaps in segmentswith 50% overlaps and then averaging values
over the overlapping time-frames (see Fig. 1). This procedure generated
one saliency map and four feature-speciﬁc maps (intensity, temporal,
frequency and orientation contrast) for each segment (duration=1 TR)
and each channels (right and left). Left and right channels were then av-
eraged before constructing the regressors for the fMRI analyses, see sec-
tion below.r
cies
1 TR
1 TR
1 TR
n
saliency regressors for the fMRI analyses. Analogous procedures were used to compute
res and saliency see above for details).
C. Sound
z=5 y=-15
B. Motion
z=5 y=-69
A. Color
z=-1 x=30
14
14
14 30
553
1592
Fig. 2. Results of the standard block/event GLM analysis of Exp1. Activations associated
with F-contrasts testing the combined effect of sustained/block and transient/event onset
for: A. Color (color vs. black and white); B. Motion (dynamic vs. static); and C. Sound
(sound vs. silence). Activations are projected on transverse and sagittal sections of the
SPM8-MNI template. All effects are displayed at a threshold of p-FWE-corr.=0.05
(i.e. with a minimum voxel-level F-value=13.5). Images are in neurological conven-
tion (left side of image=left side of brain).
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The methods described above provided us with saliency maps and
feature-speciﬁc maps (i.e. the un-normalized conspicuity maps) for vi-
sion and audition. The next step was to convert these high-dimensional
matrices (vision: vertical position×horizontal position×time; audition:
frequency×time) into regressors for the SPMdesignmatrix,with a single
value for each fMRI volume (see Fig. 1, for a schematic representation of
this procedure).
For the visual features, we estimated the mean value of each
un-normalized conspicuity map (i.e. over the vertical and horizontal
spatial dimensions) and averaged this to the fMRI repetition time
(i.e. from 25 points per second, to 1 point per TR=2.08 s). For the vi-
sual saliency maps, which contain discrete clusters (e.g. see Fig. 1),
we computed the mean of each cluster, and then averaged these
values across all clusters and re-sampled to the fMRI repetition
time.
For the auditory features, we averaged the values of the un-
normalized conspicuitymaps over frequency and timewithin each seg-
ment. Since segments were chosen to have the same duration as the
fMRI repetition time, no further re-sampling over time was required.
For the auditory saliency, we extracted the maximum value over fre-
quency for each time point of the map and then averaged over time.
Note that we used different approaches for visual saliency (mean over
clusters) and auditory saliency (maximum over frequencies), because
the two corresponding saliency maps are markedly different (cf. Fig. 1,
vision on the left and audition on the right; with most pixels equal to
zero in the auditory saliency map).
Finally, all vectors (1 saliency and 5 features, for vision; 1 saliency
and 4 features, for audition) were convolved with the SPM8 hemody-
namic response function (HRF) in order to generate the ﬁnal 11 re-
gressors used as predictors in the SPM design matrix.
FMRI acquisition and pre-processing
Images were acquired with a Siemens Allegra (Siemens Medical Sys-
tem Erlangen, Germany) 3 T scanner equipped for echo-planar imaging
(EPI). A transmit–receive quadrature birdcage head coil was used. Func-
tional imaging data were acquired using gradient-echo echo-planar im-
aging (TR/TE=2.08 s/30 ms, ﬂip angle=70 °, matrix 64×64, voxel
size=3×3 mmin-plane, slice thickness=2.5 mm;50%distance factor),
with 32 contiguous transverse slices covering the entirety of the cerebral
cortex.
The datawere pre-processed using SPM8 (Wellcome Trust Centre for
Neuroimaging, London, UK). After discarding the initial volumes (4 for
Exp 2a/b; and 24 for Exp1, because of hardware stabilization problems),
the remaining volumes (Exp1: 611; Exp2a: 627; Exp2b: 583) were
slice-timed, head-motion realigned and normalized to the standard
MNI EPI template space (voxel-size re-sampled to 3×3×3 mm3). Final-
ly, the data were spatially smoothed with a 8×8×8 mm3 full-width at
half-maximum Gaussian kernel.
fMRI analyses
fMRI data assessment was carried out using hypothesis-based
analyses (general linear models, GLMs) and a data-driven approach
(independent component analysis, ICA). Both GLMs and ICA analyses
used a ﬁxed-effects approach, because herewe did not seek to generalize
inference to the population. Rather, our aimwas to evaluate and compare
different methodological approaches for the investigation of brain activi-
ty during stimulation with complex and dynamic stimuli. Thus, here sta-
tistical inference concerns only the groups of subjects who took part in
the current experiments. However, note that we performed analogous
analyses with three independent datasets (Exp1, 2a and 2b; including
two different groups of subjects) seeking to conﬁrm the reproducibility
of our results.Condition-based GLM analysis (Exp1 only)
Exp1 entailed the experimental manipulation of sound, motion and
color on/off-sets. This enabledus to performa standard “condition-based”
GLManalysis (SPM8). The statisticalmodel included 6 predictors of inter-
est; plus subject-speciﬁc realignment-parameters and session/subject
constants, as effects of no interest. For each condition (sound, motion,
color), the predictors of interest included one regressor for the sustained
block-effect (variable duration=8.3–43.7 s) and one for the transient
block-onset (duration=0), convolved with the canonical hemodynamic
response function (HRF). The time-series were high-pass ﬁltered at
128 s and pre-whitened bymeans of autoregressive model AR(1). Statis-
tical signiﬁcancewas assessedusing three F-contrasts testing for the com-
bined effect of block- and event-predictors, separately for sound, motion
and color. The threshold was set to voxel-level p-FWE=0.05, corrected
for multiple comparisons considering the whole brain as the volume of
interest (see also legend of Fig. 2).Features and saliency-based GLM analyses
The main aim of the current study was to assess whether param-
eters derived from computational analyses of complex and dynamic
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of these complex stimuli.
For all three datasets (Exp1, 2a and 2b), we constructed GLMs in-
cluding regressors derived from visual and auditory conspicuity maps
(feature-predictors); plus regressors derived from visual and auditory
saliency maps (saliency-predictors). Visual features included 5 re-
gressors related to color, intensity, orientation, motion and ﬂicker
contrasts; auditory features included 4 regressors related to intensity,
frequency, temporal and orientation contrasts (see section above for
details). Accordingly, each GLM model comprised 11 regressors of in-
terest, plus subject-speciﬁc realignment-parameters and the session
constant as effects of no interest. The data were high-pass ﬁltered at
128 s and pre-whitened by means of autoregressive model AR(1).
Because of the high correlation between the GLM regressors (cf. also
Bartels et al., 2008), the signiﬁcance of the feature-predictors was
assessedusing F-contrasts testing for the combined effect of the 5 (visual)
or the 4 (auditory) features. The highest correlations concerned the
within-modality feature-regressors, in some cases with r-values>0.9.
The correlation between feature- and saliency-regressors had a lower
range (−0.19 to 0.64). The between-modalities correlations were rela-
tively low compared with the within-modality correlations (the highest
r-value was =0.46; between visual motion and auditory frequency con-
trast, in Exp2b). It should be noted that the high correlations between re-
gressors will affect the speciﬁc values of the GLM parameter estimates,
but not the signiﬁcance of the ﬁt of the model (Andrade et al., 1999).
This is the reason why we used F-tests jointly assessing the signiﬁcance
of all feature-regressors within eachmodality, and do not report any sta-
tistics about single features. The statistical threshold for the F-tests was
set to voxel-level p-FWE=0.05, corrected for multiple comparisons con-
sidering the whole brain as the volume of interest. For each dataset, the
corresponding minimum voxel-level F-value is reported in the legend
of Fig. 3.
For the saliency predictors, which had lower correlations with the
other regressors in the model, we used t-tests looking for areas where
activity increased with increasing visual and/or auditory saliency. It
should be noted that because the GLMs included both features and sa-
liency regressors in the same model, these t-tests will highlight brain
activation associated with saliency over and above any feature-related
effect: i.e. the saliency-regressors will ﬁt variance that cannot be
accounted for by any combination of the feature-regressors. For these
more subtle tests, the threshold was set at p-FWE=0.05 corrected for
multiple comparisons, but now at the cluster-level. The cluster-level
statistics combines peak-high and cluster-size and requires an addition-
al voxel-level threshold to deﬁne the cluster-size. This additional
voxel-level thresholdwas set at p-unc.=0.001, corresponding to amin-
imum voxel-level T-value=3.09, and the minimum cluster-size was
80 voxels (both for visual and auditory saliency, in all three datasets).
Again, the thresholding procedure ensured correction formultiple com-
parisons at the whole brain level.
Independent component analysis (ICA)
The three pre-processed datasets (Exp1, 2a and 2b) were submitted
to the “spatial ICA” Toolbox GIFT (http://icatb.sourceforge.net; Calhoun
et al., 2001a). Using the InfoMax ICA algorithm (Bell and Sejnowski,
1995) and the “minimum description length criterion” (Li et al., 2006)
we extracted 25 components for Exp1, and 28 components both for
Exp2a and for Exp2b.
We seek to assess the consistency of the spatial patterns of the com-
ponents between datasets by computing a “% overlap” index. For this,
we considered all possible combinations (triplets) including one com-
ponent of each dataset. For each triplet, the “% overlap” indexwas calcu-
lated as the sum of the number of voxels common to the three datasets
divided by the number of voxels in the component with fewer voxels.
The index is equal to 0 if there is no voxel common to the three datasets;
and is equal to 1 (i.e. 100% overlap) if all voxels of the dataset with the
“smaller component” (i.e. fewer voxels) are also found in the other twodatasets. Following the computation of this index for all possible triplets
(n=19600), we considered further only components that belonged to
triplets with an index larger than 50%. This allowed us to identify 15
consistent components. Out of these, by visual inspection, 5 were cate-
gorized as artifacts (i.e. ridges at the border of the brain, eye-balls, or ce-
rebrospinal ﬂuid). Accordingly, we retained 10 consistent components
that we could identify in each of the three datasets (see Fig. 5 and Fig.
S1, in the Supplemental material). To facilitate comparisons between
the three datasets, consistent components were tentatively labeled as
“visual” (2 components), “auditory” (1 component) or “other” (7 com-
ponents); see Results section for details about these components.
The GIFT Toolbox offers the possibility to realize multi-regressions
between the temporal proﬁle of each ICA component and predictors
from SPM models. Here, we used the same SPM models as in our
GLM analyses (see above). Separately for the three datasets, we con-
sidered features and saliency predictors and computed corresponding
r-square values for each of the 10 consistent components (see Fig. 6).
The r-square values capture the relationship between the temporal
proﬁle of each ICA component and changes of the features or saliency
over time. Corresponding F-values were computed as follows:
F ¼
R 2
,
k
 !
1−R2
 
= N−k−1ð Þ :
N number of points/scans in the component
k number of tested regressors.
We report as statistically signiﬁcant r-square coefﬁcients with as-
sociated p-valuesb0.001 (see Fig. 6).
Results
Condition-based GLM analysis (Exp 1 only)
The results of the GLM analysis based on standard condition-speciﬁc
regressors (on/off of sound, color and motion) are presented in Fig. 2
and Table 1. Activation maps report the F-statistic jointly testing for
sustained (block) and transient (event) activation associated with the
three types of input that were manipulated experimentally in Exp1.
The color-related F-contrast revealed activation in medial occipital
regions, right superior occipital gyrus and in the right inferior occipi-
tal gyrus (Fig. 2A). The latter may correspond to the color sensitive vi-
sual area V4, with 77.8% of the small activation cluster (8 voxels)
localized in V4 according to the SPM Anatomy Toolbox.
The motion-related contrast highlighted bilateral activation of the
occipital cortex and the occipito-temporal junction. This included the
entirety of motion sensitive visual area V5/MT (100% of V5/MT in
both hemispheres, according to the SPM Anatomy Toolbox). However
activation extended well beyond visual occipital cortex, with clusters
located in the posterior parietal cortex, temporal and frontal regions plus
the insulae (cf. Fig. 2B and Table 1). This extensive pattern of activation
can be explained considering that the “motion vs. no-motion” contrast
effectively compared watching dynamic visual stimuli – entailing the
presentation of many different objects, scenes, events, etc. – versus just
looking at a single static picture. Somewhat surprisingly, this contrast
also revealed activation of the posterior part of the superior temporal
gyrus: an area that responded to auditory stimulation (see section
below) and that included parts of the primary auditory cortex in
Heschel's gyrus (see Table 4). Since the F-test is non-directional and can
identify both positive and negative BOLD responses, we inspected the
parameter estimates associated with block and event motion-regressors
in the superior temporal gyrus. This revealed a positive effect for the
sustained/block regressor (with the transient-response not different
Visual Features
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B. Exp2a
C. Exp2b
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Auditory Features
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Fig. 3. Results of the GLM analyses using computationally-derived indexes of dynamic changes of visual and auditory low-level features. Statistical tests considered the combined
effects of all features within each modality (F-contrasts). In all three datasets (A. Exp1; B. Exp2a; C. Exp2b), dynamic changes of visual features were associated with activity in
striate and extra-striate occipital visual cortex and posterior parietal cortex (cf. coronal sections, center panels). In addition, activity in the superior temporal sulcus also
co-varied with visual features (cf. transverse sections, leftmost panels). Auditory features were associated primarily with the superior temporal gyrus (cf. rightmost panels),
even though a few voxels were detected also in visual occipital cortex in all three datasets. Activations are displayed at a threshold of p-FWE-corr.=0.05. The corresponding min-
imum voxel-level F-values were 7.14 (Exp1), 7.01 (Exp2a), 7.02 (Exp2b) for the visual futures; and 8.27 (Exp1), 8.11 (Exp2a), 8.13 (Exp 2b) for the auditory features. Also note that
the transverse section of the visual features in Exp2a is displayed at p-unc.=0.001 (minimum F-value=4.11) to show the effect of vision in the superior temporal sulcus (see also
Table 2). Images are in neurological convention.
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signals.
The sound-related contrast showedbilateral activation of the superior
temporal gyrus, including nearly the whole of the primary auditory cor-
tex (see Fig. 2C and Table 4). Additional clusters of activation comprised
the middle and the inferior frontal gyrus, as well as a cluster in medial
frontal cortex (see Table 1). Sound-related effects were found also in
the occipital cortex (see Fig. 2C, left panel), even though inspection of
the parameter estimates revealed that this was driven primarily by neg-
ative sustained/block parameters associated with the sound-regressor.
This would be consistent with sound-induced deactivation of visual cor-
tex (Laurienti et al., 2002).
Feature-based GLM analysis
Next we turned to the GLM analyses that used predictors based on
features and saliency indexes derived from computational analyses of
the audio-visual stimuli.
In Exp1, the F-contrast assessing the 5 regressors based on visual
features highlighted signiﬁcant effects within occipital cortex, with
clusters comprising the medial surface (i.e. primary visual cortex),superior and inferior occipital gyri and the occipito-temporal junc-
tion. The latter overlapped with the motion-related effect found
with the condition-based analysis (cf. Figs. 2B and 3A, two leftmost
columns). This contrast also reveled effects of visual features in the pos-
terior parietal cortex and, consistent with the condition-based GLM,
cross-modally in the superior temporal gyrus (see also Table 4). Com-
pared with condition-based analyses, the visual-features contrast now
showed less extensive activation in the frontal and pre-frontal cortex,
suggesting greater selectivity of the feature-based GLM that did not re-
quire comparing dynamic vs. static visual input (cf. motion contrast in
Fig. 2B).
The F-contrast assessing the 4 auditory-features revealed a pattern
of activation consistent with the condition-based analysis (cf. Figs. 2C
and 3A rightmost panel). Auditory features were found to affect activ-
ity in the superior temporal gyrus bilaterally, including the primary
auditory cortex (see Table 4). Also the feature-based GLM conﬁrmed
that auditory features affected activity in occipital cortex, with signif-
icant clusters found in medial and lateral and inferior occipital cortex
(see Table 2, Exp1). However, because of the high correlations between
features-regressors the interpretation of the corresponding parameter
estimates is ambiguous (see Methods section). Hence, unlike for the
Table 1
Areas responding to color, motion or sound in Exp1. F-contrasts jointly tested for
sustained/blocked and transient/event effects (p-FWE-corr.b0.05, at the voxel level).
Co-ordinates and F-values refer to peak-voxels within each anatomical area. Co-ordinates
(mm) are in MNI standard space. Inf/Sup/Post: inferior/superior/posterior.
H Coord. F-val.
Color
Occipital
Medial occipital cortex L −9 −96 −1 29.98
R 9 −96 −4 17.54
Sup. occipital cortex R 12 −99 20 21.64
Inf. occipital cortex R 30 −75 −19 14.84
Motion
Occipital
Medial occipital cortex L −9 −99 2 38.45
R 12 −99 2 121.73
Lateral occipital cortex L −48 −75 5 501.91
R 51 −69 2 552.86
Sup. occipital cortex L −18 −96 17 129.10
R 12 −99 20 149.21
Inf. occipital cortex L −33 −78 −19 157.29
R 33 −78 −19 287.94
Temporal
Sup. temporal gyrus L −66 −21 −1 23.64
Sup. temporal sulcus L −51 −45 8 73.30
R 51 −39 11 77.95
Parahippocampal gyrus L −18 −30 −4 21.23
R 18 −30 −4 35.50
Parietal
Post. parietal cortex L −18 −69 62 33.35
R 18 −69 59 43.32
Intra parietal sulcus L −36 −48 41 24.50
R 57 −33 41 35.06
Frontal
Precentral gyrus L −51 3 50 5.68
R 57 −3 47 21.18
Middle frontal gyrus L −39 24 38 16.37
R 39 42 26 21.74
Medial frontal cortex R 3 30 35 37.31
Insula L −42 18 −10 37.76
R 51 18 −7 39.75
Sound
Temporal
Sup. temporal gyrus L −60 −15 2 1591.71
R 60 −9 −4 1513.07
Parahippocampal gyrus L −15 −27 −7 22.36
R 15 −27 −7 26.27
Occipital
Medial occipital cortex L −9 −99 2 32.44
R 12 −96 17 30.49
Inf. occipital cortex R 21 −78 −7 20.78
Frontal
Middle frontal gyrus L −39 24 41 21.43
Medial frontal cortex L −3 36 35 20.41
Inf. frontal gyrus L −42 21 20 20.76
R 42 21 23 24.87
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tory features increased or decreased activity in visual cortex.
Overall, the computational feature-based approach was able to
replicate the results of the more traditional condition-based analyses.
However, it should be noted that in Exp1 feature-based regressors
entailed on-off transitions similar to the condition-based regressors,
because of the experimental manipulation of the videos. Accordingly,
we seek to conﬁrm the results of the feature-based analyses in Exp2a
and Exp2b, neither of which included any such artiﬁcial manipulation.
Concerning the visual features, F-contrasts in Exp2a and Exp2b
revealed patterns of activation similar to Exp1 (see Figs. 3B and C,two leftmost columns; and Table 2). These included the expected
effects in occipital cortex (striate and extra-striate), plus several clus-
ters in parietal and temporal cortex. Nonetheless, the “cross-talk” be-
tween vision and audition (i.e. changes of visual features showing
co-variation with activity in auditory areas) now concerned primarily
areas in the superior temporal sulcus, rather than the primary auditory
cortex in the superior temporal gyrus (cf. Table 4, with clusters includ-
ing only a small part of area TE.3).
The pattern of activation associated with the auditory features was
also similar between datasets (see Figs. 3A–C rightmost columns and
Table 2). As in Exp1, also Exp2a and Exp2b highlighted main foci of
activation in the superior temporal gyrus, including most of the pri-
mary auditory cortex (see Table 4). Again, the auditory features con-
trast revealed some modulation of activity in occipital cortex, with
signiﬁcant clusters in medial regions in Exp2a and lateral plus inferior
occipital gyrus in Exp 2b. At a lower threshold, Exp2a also showed
clusters in the lateral occipital gyrus bilaterally (see Table 2, in italics),
identifying the lateral occipital gyrus as the region with the most con-
sistent crossmodal effect of audition in visual occipital cortex.
In summary, feature-based GLMs derived from the computational
analyses of the complex and dynamic audio-visual stimuli consistent-
ly identiﬁed sensory-related responses in occipital and posterior pari-
etal regions for vision and superior temporal gyrus for audition. In
addition, in agreement with the condition-based analysis of Exp1, the
feature-based GLMs highlighted some cross-talk between modalities;
with visual features affecting activity in the superior temporal cortex
and auditory features affecting activity in the lateral occipital cortex.
Saliency-based GLM analysis
A main aim of the current study was to identify candidate BOLD
correlates of visual and auditory saliency, and – more speciﬁcally – to
identify any such effect after accounting for changes of low-level senso-
ry features. Thus, within the GLMs that included also the 9 regressors
related to visual and auditory features, we tested for the effects of visual
and auditory saliency.
For the visual saliency predictor we found consistent effects across
the three datasets in the lateral occipital cortex,with activation extending
posteriorly to the occipital pole (see Fig. 4, leftmost panels; and Table 3).
In Exp 2b, visual saliency was found to co-vary signiﬁcantly with activity
in the right posterior parietal cortex. An analogous cluster was found in
Exp2a, but only at a lower statistical threshold (see Fig. 4B central panels,
and Table 3). In these areas the BOLD signal increased with increasing
saliency, over and above any change induced by features.
The auditory saliency predictor highlighted a selective and consistent
effect in the superior temporal gyrus (see Fig. 4 rightmost column, and
Table 3). This included the primary auditory cortex in Heschel's gyrus
(see Table 4), with some overlap between activation related to auditory
features and the effect auditory saliency. Nonetheless, in Exps 2a and
2b, which did not include any experimental auditory on/off-sets, the
saliency-related effects extended more laterally and anteriorly com-
pared with feature-effect and did not include regions posterior to
Heschel's gyrus (compare Figs. 3B–C versus Figs. 4B–C, rightmost
panels). Overall these results indicate that auditory saliency boosted
activity in the auditory cortex, over and above any effect of low-level
auditory features (i.e. changes of intensity and/or frequency).
Independent component analysis (ICA)
The three datasets (Exp1, 2a, 2b) were submitted to “spatial ICA”,
extracting 25 components for Exp1, and 28 components both for
Exp2a and for Exp2b. We were able to identify 10 components show-
ing consistent spatial patterns across the three datasets (see Methods
section). These are shown in Fig. 5 and in the Supplemental material
(Fig. S1). In order to facilitate comparisons between datasets, the ten
Table 2
Areas where activity co-varied with dynamic changes of visual (top) or auditory (bottom) low-level features. Results are reported for the three independent datasets
(p-FWE-corr.b0.05, at the voxel level; unless in italic, then p-unc.b0.001). Co-ordinates and F-values refer to peak-voxels within each anatomical area. Co-ordinates (mm) are
in MNI standard space. Inf/Sup/Post: inferior/superior/posterior.
Exp1 Exp2a Exp2b
H Coord F-val Coord F-val Coord F-val
V-features
Occipital
Medial occipital cortex R 9 −96 −1 85.11 6 −93 −1 166.26 9 −93 −1 158.09
Lateral occipital cortex L −48 −75 5 85.92 −45 −78 5 49.29 −48 −78 5 37.62
R 48 −66 2 79.10 48 −75 5 60.76 48 −72 2 51.78
Sup. occipital cortex L −9 −90 41 22.25 −24 −90 32 50.38 −12 −90 35 42.71
R 18 −90 41 47.88 21 −93 26 79.28 9 −84 41 52.84
Inf. occipital cortex L 24 −84 −19 44.55 −24 −78 −16 59.15 −18 −51 −7 17.93
R 33 −81 −19 74.40 15 −81 −13 98.31 21 −60 −10 40.69
Temporal
Sup. temporal gyrus L −54 −18 5 24.36
R 50 −18 5 18.25
Sup. temporal sulcus L −60 −18 2 24.77 −63 −9 −4 7.25 −60 −24 −4 13.50
R 60 −12 −1 18.96 66 −15 −4 6.19 66 −27 −4 14.61
Inf. temporal gyrus L −45 −48 −25 24.20 −33 −51 −22 17.75 −60 −60 −16 15.00
R 42 −54 −25 36.42 57 −54 −13 11.89 57 −54 −13 13.62
Parahippocampal gyrus L −18 −30 −7 8.75 −24 −30 −1 7.85 −21 −30 −4 8.75
R 18 −30 −4 10.86 21 −30 −1 9.87 24 −27 −7 8.96
Parietal
Post. parietal cortex R 30 −60 53 8.29 21 −69 59 8.32 30 −69 56 11.10
Intra parietal sulcus L −36 −48 41 4.98 −39 −45 44 4.39 −39 −45 41 11.88
R 36 −42 44 9.10 51 −42 47 5.14 51 −45 50 15.21
Inf. parietal cortex L −54 −45 8 14.56 −57 −33 26 8.56
R 57 −39 11 10.57 63 −42 60 16.74 57 −39 20 15.45
Medial parietal cortex R 3 −48 47 6.15 6 −51 60 17.61 3 −48 59 15.86
Frontal
Middle frontal gyrus L −45 27 32 12.73
R 33 36 26 6.84 42 33 35 11.82
A-features
Temporal
Sup. temporal gyrus L −48 −24 5 35.89 −60 −15 −4 92.59 −60 −12 −7 118.29
R 54 −12 −4 35.39 63 −18 −7 95.68 63 −18 −7 140.78
Occipital
Medial occipital cortex L −3 −81 −7 9.63 −9 −84 5 9.14
Lateral occipital cortex L −33 −90 11 11.83 −39 −90 5 5.73 −36 −90 11 15.14
R 30 −78 20 13.14 27 −87 17 5.05 33 −87 20 17.72
Inf. occipital cortex L −27 −72 −10 11.25 −27 −48 −7 9.09
R 30 −60 −10 8.51 30 −63 −13 18.47
Parietal
Post. parietal cortex R 24 −60 53 7.18 30 −60 62 5.86 15 −75 56 13.59
Inf. parietal cortex R 66 −30 38 6.18 57 −42 41 11.57
Frontal
Precentral gyrus L −42 0 38 5.40 −51 −6 50 7.08 −45 0 53 14.36
R 51 9 32 8.27 57 −6 47 9.28 54 0 47 16.64
Middle frontal gyrus L −42 12 23 5.97 −42 15 23 14.20
R 36 15 20 5.88 54 21 29 14.87
220 C. Bordier et al. / NeuroImage 67 (2013) 213–226components were tentatively categorized in two “visual” (V-comp),
one “auditory” (A-comp) and seven “others” (O-comp) components.
The ﬁrst “visual” component included lateral, dorsal and ventral
occipital cortex (V-comp1); while the second “visual” component
comprisedmedial occipital regions, including the primary visual cor-
tex (V-comp2). The “auditory” component included superior and
middle temporal regions, comprising the primary auditory cortex
(A-comp1). The “other” components included primarily high-level
associative areas in frontal and parietal cortex (see Fig. S1). Brieﬂy,
O-comp1: medial frontal gyrus and bilateral insulae (cf. “salience
network”, Seeley et al., 2007); O-comp2: lateral occipital cortex, pos-
terior and intra-parietal cortex, bilaterally; O-comp3: dorsal and
ventral fronto-parietal regions, in the left hemisphere (“left memory
network”, Damoiseaux et al., 2006); O-comp4: dorsal and ventralfronto-parietal regions, in the right hemisphere (“right memory net-
work”, Damoiseaux et al., 2006); O-comp5: cuneus and precuneus;
O-comp6: posterior cingulate, medial frontal cortex and bilateral
temporo-parietal junction (“default mode network”, Raichle et al.,
2001). O-comp7: ventral occipital cortex and dorsal cerebellum (note:
for completeness this component was retained, however it may in fact
correspond to an imaging artifact, i.e. cerebrospinal ﬂuid, see Fig. S1).
We sought to highlight possible correspondences between the ICA
output and the GLM results. We computed multi-regression r-square
values between each ICA component and the GLM regressors associated
with visual/auditory features and saliency. The results are displayed in
Fig. 6. Concerning features, we found the expected dissociation be-
tween the two modalities, with V-comp1 and V-comp2 showing
highest r-squares with the visual features (Fig. 6A, ﬁrst and second
Visual Saliency
A. Exp1
B. Exp2a
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z=-10
Auditory Saliency
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Fig. 4. Results of the GLM analyses testing for the effects of visual and auditory salience. In all three datasets (A. Exp1; B. Exp2a; C. Exp2b), activity in extra-striate occipital visual cortex
co-varied positively with changes of visual salience. In Exp2a and 2b, whichmade use of the original un-manipulated version of the video, there was an effect of visual salience also in the
posterior parietal cortex (see coronal sections in panels B and C). Auditory salience affected activity in the superior temporal gyrus (rightmost panels), where the BOLD signal increased
with increasing salience. Activations are displayed at p-FWE-corr.=0.05, cluster-level (minimum voxel-level T-value=3.09, minimum cluster-size=80 voxels), but for the coronal sec-
tion regarding visual salience in Exp2a (p-unc.=0.001; minimum T-value=3.09, but minimum cluster-size=10 voxels; see also Table 3). Images are in neurological convention.
221C. Bordier et al. / NeuroImage 67 (2013) 213–226rows, columns 1–3), and A-comp1 showing highest r-squares with
the auditory features (third row, columns 4–6). These effects were
all statistically signiﬁcant (pb0.001, see also legend Fig. 6). These
analyses showed also several other signiﬁcant associations betweenTable 3
Areas where activity increased with increasing visual or auditory saliency. Results are report
italic, then p-unc.b0.001). Co-ordinates and T-values refer to peak-voxels within the activa
p-unc.=0.001. Co-ordinates (mm) are in MNI standard space. Sup/Post: superior/posterior
Exp1
H Vol Coord T-val Vol
V-saliency
Medial occipital cortex L 21.7 −15 −99 −4 8.49 34.3
Lateral occipital cortex L −42 −87 −4 4.83
Medial occipital cortex R 24.4 24 −99 −4 7.92 25.0
Lateral occipital cortex R 42 −84 −10 5.51
Post. parietal cortex R 0.6
Precentral gyrus L 0.1 −51 −3 47 3.40 1.8
A-saliency
Sup. temporal gyrus L 84.6 −57 −15 2 20.83 6.4
R 82.5 60 −6 −4 22.76 8.2
Middle frontal gyrus L 3.1 −51 6 44 4.10the ICA components and the GLM features-predictors (see Fig. 6A,
values highlighted in bold).
The correlations between the ICA components and the saliency GLM
predictors were generally lower (see Fig. 6B). Only in Exp1 did we ﬁnd aed for the three independent datasets (p-FWE-corr.b0.05, at the cluster level; unless in
ted clusters. The cluster size (vol, in mm3) was estimated at a voxel-level threshold of
.
Exp2a Exp2b
Coord T-val Vol Coord T-val
−15 −93 −13 6.03 33.6 −21 −99 −4 8.57
−42 −75 −16 3.81 −39 −72 −10 5.33
18 −99 −1 6.05 14.2 24 −96 −1 8.44
45 −78 −19 3.89 39 −90 −10 3.48
39 −60 59 3.44 3.0 30 −66 47 4.27
−51 18 35 4.07 5.5 −42 0 32 4.83
−54 −15 −1 5.89 9.7 −60 −9 −4 7.28
66 −15 −4 6.39 9.8 66 −12 −4 7.70
Table 4
Extent of activation in auditory areas, in the superior temporal gyrus. Auditory areas
are deﬁned according to the SPM Anatomy toolbox. The extents of activation are
expressed in percent (%) of each area's volume.
TE 1.0 TE 1.1 TE 1.2 TE 1.3
Left Right Left Right Left Right Left Right
Block-event motion Exp1 33 – – 20 – 16 33 17
Block-event sound Exp1 100 100 100 99 100 100 71 65
Visual features Exp1 99 97 48 39 77 91 59 59
Exp2a – – – – – – 5 3
Exp2b – – – – – – 14 3
Auditory features Exp1 99 96 97 71 79 91 63 68
Exp2a 71 61 80 56 90 52 62 65
Exp2b 91 72 81 65 90 52 63 74
Auditory saliency Exp1 100 100 100 98 100 107 71 69
Exp2a 24 8 – – 37 23 26 33
Exp2b 18 18 – – 74 66 33 40
222 C. Bordier et al. / NeuroImage 67 (2013) 213–226signiﬁcant relationship between visual saliency and V-comp1 (pb0.001;
Fig. 6B; ﬁrst row, column 1). In Exp2a, V-comp1 was again the compo-
nentwith the highest r-squared value, albeit this did not reach full signif-
icance at the p=0.001 threshold (i.e. pb0.002), while in Exp2b the
component that correlated most with visual saliency was O-comp2
(pb0.016). The pattern of correlations related to auditory saliency wasFig. 5. The three ICA “sensory” components that were found consistently across datasets (A. Ex
the degree of spatial overlap between the three datasets (seeMethods, for details). Two compon
here merely based on the anatomical location of the spatial patterns (please see Fig. 6, for
higher-order associative regions (O-Comp) are reported in the Supplementary materials. Activmore clear: in all three datasets highest r-square values were associated
with the “auditory” ICA component (A-comp1; third row, columns 4–6;
all p-valuesb0.001). This matches the results of the GLM analyses that
revealed robust effects of auditory saliency in the superior temporal
gyrus (cf. Fig. 4 most right column).
Discussion
We used computationally-derived indexes of visual and auditory
bottom–up sensory input (saliency and features) to investigate brain
activity during the presentation of complex audio-visual stimuli, and
we related this to both a conventional block/event condition-based anal-
ysis (cf. Exp 1) and a fully data-driven approach (ICA). Analyses based on
visual and auditory features identiﬁed changes of BOLD signal in occipital
visual cortex and auditory superior temporal cortex, respectively. These
patternswere consistentwith the results of the condition-based analyses
of Exp 1. Visual saliency was found to co-vary positively with activity
in extra-striate visual cortex plus the posterior parietal cortex, while
auditory saliency was found to boost activity in the superior tempo-
ral cortex. The ICA highlighted the implication of several networks
during the presentation of the complex audio-visual stimuli. These
included “sensory” networks comprising visual and auditory areas,
where activity co-varied with the computationally-derived indexes ofp1; B. Exp2a; C. Exp2b). For each component, we report a “% overlap” index that quantiﬁes
ents were labeled as “visual” (V-Comp1 and V-Comp2) and one as “auditory” (A-Comp1),
further assessments of the ICA components). Additional ICA components that included
ations are displayed at p-unc.=0.001. Images are in neurological convention.
Fig. 6. Graphic summary of the results of the multi-regression analyses between visual/auditory features (A) and saliency (B) and the temporal patterns associated with each ICA
component. For each component, feature/saliency index and dataset (Exp1, 2a, 2b) we report the r-square value of the multi-regression. The color-maps are normalized over col-
umn to visualize the ICA component that was most related to each index, in each experiment — with brighter colors indicating higher correlations. The r-squared values were
transformed into F-values (see Methods) and corresponding p-values were computed. In the ﬁgures, r-squared values with pb0.001 are highlighted in bold. The results show
that the temporal patterns of “visual” ICA components (V-Comp1 and V-Comp2, see also Fig. 5) co-varied most with visual features (panel A, in green); and that the “auditory”
component (A-Comp1) co-varied most with the auditory features (panel A, in red). The “auditory” component also co-varied with auditory salience (panel B, in red), consistent
with the results of the GLM analyses showing that both auditory features and salience affected activity in the superior temporal gyrus. Visual saliency was found to co-vary with
the temporal proﬁle of V-comp1 (signiﬁcant r-squared in Exp1; statistical trend in Exp2a, cf. main text).
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combination of computational modeling and GLM enables tracking
the impact of bottom–up signals on brain activity during viewing of
complex and dynamic multisensory stimuli.
The investigation of brain activity using naturalistic material has
been gaining an increasing amount of research interest, with the de-
velopment of different methodologies for the analysis of these com-
plex datasets (e.g. Hanson et al., 2009; Haxby et al., 2011; Kauppi et
al., 2010; Nishimoto et al., 2011). Pioneering work has made use of
entirely data-drivenmethods to highlight critical regions of the brain dur-
ing vision of complex stimuli. For example, using ICA Bartels and Zeki
(2004) identiﬁedbrain areas that showeddistinct fMRI time-courses dur-
ing movie watching and demonstrated that these temporal patterns are
correlated across subjects (see also Hasson et al., 2004). However, purely
data-driven methods do not provide us with an explicit way of assessing
hypotheses about the role played by brain areas or networks. Hence, ef-
fort has focused on new methodologies that seek to identify the speciﬁc
sensory, motor and/or cognitive aspects of the complex input driving
these consistent spatial and temporal patterns. These include comparing
ICA results during viewing of complex stimuli vs. rest (Bartels and Zeki,
2005) or between different viewing contexts (e.g. Meda et al., 2009).
Others have resorted to hypothesis-driven methods, identifying critical
events within the complex stimuli (via scene analysis and/or behavioral
measures) and using standard GLM to highlight changes of brain activity
associatedwith these relevant epochs or events (e.g.Wagner et al., 1998;
Nardo et al., 2011; see also Hasson et al., 2008).
Using explicit subjective judgments, Bartels and Zeki (2004) investi-
gated attribute selectivity during natural viewing of a movie. Subjects
were asked to rate the intensity of perception of color, faces, language
and bodies. Ratings were then used as regressors for fMRI analyses
(GLM) showing that activity during movie watching correlated with
the subjective perception in the expected brain regions: V4 for color, fu-
siform face area for faces, Wernicke's and auditory areas for speech andthe extra-striate body area for bodies. Nonetheless, in order to obtain
the subjective ratings, the protocol required interrupting the movie
every 2.5–3 min; and – most critically – a single “rating value” had to
be associated with an entire 2.5–3 min block of fMRI data (see also
Rao et al., 2007, who used motion-related judgments every 6 s, but
their ratings were made by a separate group of subjects outside the
scanner).
Hereweused amore formal approach to quantify the strength of spe-
ciﬁc sensory features (i.e. not based on subjective ratings or observer-
based scene analysis) that also allowed us to track feature-changes on
a much shorter time scale (i.e. visual features were initially extracted
for each video-frame). For the visual modality, the combination of re-
gressors based on intensity, color, orientation,motion and ﬂicker discon-
tinuities highlighted co-variationwith activity in striate and extra-striate
occipital areas, plus posterior parietal cortex and inferior temporal areas.
Because of the high correlations between predictors we could not identi-
fy the speciﬁc contributionof each regressor/feature,which is a limitation
of the methods presented here (see also Methods section). Nonetheless,
comparing the results of the feature-based analysis with a standard
block/event approach (cf. Exp 1) indicates that the feature-based analysis
suitably identiﬁed relevant regions in occipital and posterior parietal cor-
tex. Moreover, the feature-based approach revealed a more restricted
(and possibly more selective) set of brain areas compared with the stan-
dard block/event analysis, which was found to activate also extensive
regions in frontal cortex when comparing motion vs. static conditions.
Bartels et al. (2008) also extracted movie statistics on a frame-
by-frame basis for GLM analyses (see also Whittingstall et al., 2010)
and considered speciﬁcally the effect of local vs. global motion. This
enabled identiﬁcation of motion-related responses in V5/MT (local
motion) and, dorsally, in the medial posterior parietal cortex (global
motion). Our standard block/event motion-related contrast in Exp1
and all feature-based analyses (Exp1, 2a and 2b) revealed consistent
activation both in the lateral occipital cortex (possibly corresponding
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analyses included also the ventral occipital cortex, where the block/
event-analysis found a small color-selective cluster (possibly corre-
sponding to area V4; see Goddard et al., 2011, who compared blocks
of color vs. black-and-white videos), and the striate visual cortex that
did not respond to motion in Bartels et al. (2008) but was shown to
be strongly modulated by visual contrast in Whittingstall et al. (2010).
Our main contribution here is that we used a biologically-plausible
computational model to extract multiple visual features (and auditory
features, see below) and concurrently indexed attention-related visual
saliency (Itti and Koch, 2000). Hence,wemapped howphysical changes
of the sensory input affect brain activity and, at the same time, we
highlighted the impact of these changes on “higher-level” attentional
selection operations. This revealed that visual saliency affected activity
in visual cortex and posterior parietal cortex over and above any effect
of simple features. Previous studies have associated both the parietal
cortex and the occipital visual cortex with the neural representation
of visual saliency (Constantinidis and Steinmetz, 2005; Gottlieb et
al., 1998; Mazer and Gallant, 2003; see also Nardo et al., 2011; see
also Bogler et al., 2011, for related ﬁndings using fMRI). In the cur-
rent study, we demonstrated an effect of visual saliency even after
accounting for the inﬂuence of low-level features. Hence our current re-
sults support the view that saliency-related activity in extra-striate cor-
tex and PPC can be attributed to bottom–up attentional operations
beyond mere sensory processing (cf. Bogler et al., 2011; Nardo et al.,
2011).
Together with the modeling of visual features and visual saliency,
here, for the ﬁrst time, we used the same computational approach to in-
vestigate the representation of auditory features and auditory saliency in
the human brain. Behavioral experiments have shown that auditory sa-
liency affects discrimination of both linguistic (Kalinli and Narayanan,
2008) and non-linguistic (Kayser et al., 2005) natural sounds. Previous
imaging studies manipulated sounds along several dimensions likely to
affect auditory saliency (e.g. Barker et al., 2011; Strainer et al., 1997;
Westerhausen et al., 2010), but never formally quantiﬁed features and
saliency changes at the same time. For example, Strainer et al. (1997)
found that increasing the complexity of the auditory input (pure tones,
stepped-tones, speech) leads to progressively greater activation within
the primary auditory cortex and to the extension of activation to neigh-
boring auditory association areas. Our fMRI analyses here made use of
regressors based on contrasts along different auditory-dimensions: in-
tensity, time, frequency and orientation, with the latter considering con-
current changes in time and frequency (Kalinli andNarayanan, 2007). As
for the visual features, due to the high correlation between the feature
predictors, we assessed the combined inﬂuence of all features together,.
This revealed that, overall, these low-level changes affected activity in
primary auditory cortex and surrounding areas in the superior temporal
cortex. Our results are consistent with recent studies that have also used
computational methods to characterize low-level changes in complex
sounds and reported co-variations with BOLD activity in the superior
temporal cortex (Leaver and Rauschecker, 2010; Lewis et al., 2012).
Herewe go further by delineating the additional effect of auditory salien-
cy, over and abovemere feature-related changes. Comparedwith the ef-
fect of features, the saliency-related modulation extended from Heschl's
gyrus anterior-laterally within the superior temporal gyrus. This is in
agreement with the spatial distribution of physically-driven responses
(here, features) vs. attentionally-driven responses (here, saliency) in
the auditory cortex, that previous studies reported in the context of en-
dogenous rather than stimulus-driven attention (Petkov et al., 2004;
see also Woods et al., 2009). These ﬁndings also ﬁt with the proposal
that regions anterior to the primary auditory cortex extract salient
object-related information during “scene analysis” of complex auditory
input (Lewis et al., 2012).
Together with the effect of visual features/saliency in visual and pari-
etal cortex and the effect of auditory features/saliency in superior tempo-
ral regions, we also found some “cross-talk” between the twomodalities(see Fig. 3). Crossmodal effects in “sensory-speciﬁc” areas have been
reported in a variety of contexts (e.g., spatial attention, McDonald et al.,
2000; object recognition, Amedi et al., 2005; speech perception, Calvert
et al., 2000; see also Brosch et al., 2005 for related studies in primates)
and an extensive discussion of these inﬂuences is not within the scope
of the current study (e.g. see Driver and Noesselt, 2008; Ghazanfar and
Schroeder, 2006; Macaluso et al., 2005, for reviews). Nonetheless, it is
worth brieﬂy considering thedissociationbetweende-activation of visual
areas by sound versus activation of auditory cortex by vision (cf. standard
block/event-analyses in Exp 1). De-activation of visual cortex during
unimodal auditory stimulation has been reported before, but this was ac-
companied by corresponding de-activation in auditory areas during visu-
al stimulation (Laurienti et al., 2002). By contrast here we found that
vision enhanced activity in auditory cortex (see also Tanabe et al.,
2005). Moreover, Exp2a and Exp2b revealed crossmodal inﬂuences of
vision in auditory cortex associated with low-level changes of visual fea-
tures rather attention-related visual saliency. This speaks against a gener-
al attentional account (e.g.Macaluso and Driver, 2005), rather suggesting
that the inﬂuence of visionon audition heremay relate to the use of visual
input to extract information about the temporal dynamics of the complex
stimuli (van Atteveldt et al., 2007), even when the stimuli were
presented only visually in Exp 1 (e.g. see Calvert et al., 1997).
In the current study, we used features and saliency-based predictors
also to assess components derived from ICA analyses. Fully data-driven
ICA revealed 10 components that could be consistently identiﬁed across
the three datasets. Examination of the spatial patterns lead us to catego-
rize these into two “visual” components, one “auditory” component and
7 “other” components, the latter including associative regions in frontal,
parietal and temporal cortices (see Results section, and Fig. S1).Many of
these components can be observed also during resting-state fMRI,
suggesting that correlated spatio-temporal patterns may arise because
of the intrinsic connectivity between regions belonging to each compo-
nent (Damoiseaux et al., 2006; see also Bartels and Zeki, 2005). There-
fore, the issue arises about how to relate ICA patterns with speciﬁc
functions associated with the processing of the complex stimuli
(e.g. Lahnakoski et al., 2012; see also Calhoun and Pearlson, 2012).
Previous studies that have resorted to different combinations of
ICA and GLM analyses have, unlike in the current study, typically re-
quired presenting stimuli in non-naturalistic conditions (Naumer et al.,
2011), involved experimental manipulation of the stimuli (Malinen
and Hari, 2011) or relied on subjects' behavior (Meda et al., 2009).
In a previous study, Lahnakoski et al. (2012) investigated the rela-
tionship between audio-visual signals and ICA components. Using a
combination of manual and automatic stimulus annotations, the au-
thors extracted both low-level features (e.g. auditory entropy) and
higher-level categories (e.g. speech vs. music) from cinematographic
stimuli. For audition, the results revealed that speech was the main
determinant of activity in the two components. One of these, com-
prising the STG bilaterally, was also sensitive to low-level auditory
features, thus exhibiting anatomical and functional characteristics
similar to the “auditory” component reported here. For vision, the
results highlighted selectivity for low-level features in a component
comprising early visual areas, while higher-order stimulus charac-
teristics (head vs. hand vs. mechanical motion) affected other com-
ponents that included extra-striate areas and associative fronto-
parietal cortices.
Here, we used saliency- and feature-regressors to link ICA compo-
nents with speciﬁc aspects of the complex stimuli. This showed that
the components tentatively labeled as “visual” indeed contained in-
formation about dynamic changes of visual features, while the tem-
poral proﬁle of the “auditory” component correlated with the auditory
features. In agreement with the GLM analyses, the same “sensory” com-
ponents also showed correlationwith corresponding saliency predictors.
Accordingly, the computationally-derived indexes of visual and au-
ditory bottom–up input enabled us to establish some relationship
between ICA components and sensory processes, without making
225C. Bordier et al. / NeuroImage 67 (2013) 213–226any use of operator-dependent annotations. However, unlike the
GLM analyses, the combination of these indexes and ICA did not
allow us to highlight the speciﬁc contribution of saliency over and
above the effects of features.
In summary, we have demonstrated that activity in auditory cortex
co-varies with dynamic changes of both auditory low-level features
and auditory saliency. In vision, feature-related effects and saliency
were found to affect activity in occipital visual cortex as well as in the
posterior parietal cortex. By using features and saliency within the
same multiple regression model, we demonstrate the contribution of
saliency over and above any changes of low-level features, both in visu-
al and in auditory areas. We conclude that the combination of fMRI and
computational modeling enables the tracking of visual and auditory
stimulus-driven processes associated with the viewing of complex,
ecologically-valid multisensory stimuli.
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