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Abstract. Let X(µ)(ds) be an Rd-valued homogeneous independently scattered
random measure over R having µ as the distribution of X(µ)((t, t+1]). Let f(s) be
a nonrandom measurable function on an open interval (a, b) where −∞ 6 a < b 6
∞. The improper stochastic integral
∫ b−
a+ f(s)X
(µ)(ds) is studied. Its distribution
Φf (µ) defines a mapping from µ to an infinitely divisible distribution on Rd. Three
modifications (compensated, essential, and symmetrized) and absolute definability
are considered. After their domains are characterized, necessary and sufficient
conditions for the domains to be very large (or very small) in various senses are
given. The concept of the dual in the class of purely non-Gaussian infinitely divisible
distributions on Rd is introduced and employed in studying some examples. The
τ -measure τ of function f is introduced and whether τ determines Φf is discussed.
Related transformations of Le´vy measures are also studied.
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1. Introduction
In Sato (2006a,b,c) the improper stochastic integral
∫∞−
0 f(s)dX
(µ)
s , or∫∞−
0
f(s)X(µ)(ds), is studied. Here X
(µ)
s is a Le´vy process on Rd with distribution
µ at time 1 and X(µ)(ds) is the homogeneous independently scattered random mea-
sure associated with X
(µ)
s , f(s) is a nonrandom function locally X(µ)-integrable on
the closed half line [0,∞), and
∫∞−
0 is the limit in probability of
∫ t
0 as t→∞. Let
L(Y ) denote the distribution of a random element Y . Let ID(Rd) denote the class
of infinitely divisible distributions on Rd. Given a function f , we define a mapping
Φf from a subclass of ID(Rd) into ID(Rd) by Φf (µ) = L
(∫∞−
0 f(s)X
(µ)(ds)
)
.
Such a mapping appears in many papers. With f(s) = e−s, it appears in the repre-
sentation of selfdecomposable distributions (see Rocha-Arteaga and Sato (2003) for
references); with f(s) = log(1/s) for s ∈ (0, 1), it appears in the representation of
the Goldie–Steutel–Bondesson class on Rd (see Barndorff-Nielsen and Thorbjørnsen
(2002, 2006b) and Barndorff-Nielsen, Maejima, and Sato (2006)). In Sato (2006b)
a family of functions fα(s) with α > 0 such that, as s ↓ 0, fα(s) ∼ log(1/s) for all α
and, as s→∞, fα(s) ∼ ce−s with a constant c > 0 for α = 0 and fα(s) ∼ (αs)1/α
for α > 0, is studied. In Aoyama andMaejima (2007) the function f(s) for 0 < s < 1
defined by s =
∫∞
f(s)
(2pi)−1/2e−v
2/2dv (hence f(s) → ∞ as s ↓ 0 and f(s) → −∞
as s ↑ 1) is utilized in the representation of the class of type G distributions on Rd.
In the case of the last example and in the case f(s) = log(1/s) for s ∈ (0, 1), we
define f(s) to be 0 for s ∈ {0} ∪ [1,∞). Then the functions in all these examples
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are locally X(µ)-integrable on the closed half line [0,∞) for all µ ∈ ID(Rd), so
that they are in the framework of Sato (2006a,b,c). However, it would be more
natural to consider an open interval (a, b) with −∞ 6 a < b 6 ∞ and a func-
tion f(s) locally X(µ)-integrable on (a, b) and study improper stochastic integrals∫ b−
a+ f(s)X
(µ)(ds), the limit in probability of
∫ q
p f(s)X
(µ)(ds) as p ↓ a and q ↑ b. In
this paper we carry out the study of improper stochastic integrals of this type. Ex-
amples such as
∫ π−
0+
(sin s)−1X(µ)(ds) and
∫ π−
0+
(cot s)X(µ)(ds) are in our mind; for
some µ these integrands extended to [0,∞) with the value 0 outside of (0, pi) are not
locally X(µ)-integrable on [0,∞). The improper integrals
∫ t
−∞ e
s−tX(µ)(ds), t ∈ R,
for stationary Ornstein–Uhlenbeck type processes in Maejima and Sato (2003) and∫∞
−∞
((t− s)+
α − (−s)+
α)X(µ)(ds) (0 < α < 1/2, u+ = u ∨ 0), t ∈ R, for fractional
Le´vy processes in Marquardt (2006) are also included in our framework.
In Sections 2–4 we study improper integrals
∫ b−
a+
f(s)X(µ)(ds) in general. It is
largely parallel to the treatment of
∫∞−
0
f(s)X(µ)(ds). Three modifications, that is,
compensated, essential, and symmetrized improper integrals, are defined in addition
to the usual improper integrals. They induce transformations of infinitely divisible
distributions defined by
Φf (µ) = L
(∫ b−
a+
f(s)X(µ)(ds)
)
,
Φf, c(µ) = the set of distributions of the compensated limits of
∫ q
p
f(s)X(µ)(ds)
as p ↓ a and q ↑ b,
Φf, es(µ) = the set of distributions of the essential limits of
∫ q
p
f(s)X(µ)(ds)
as p ↓ a and q ↑ b,
Φf, sym(µ) = L
(
symmetrized limit of
∫ q
p
f(s)X(µ)(ds) as p ↓ a and q ↑ b
)
.
We describe the Le´vy–Khintchine triplets of these images and the domains D(Φf ),
D(Φf, c), D(Φf, es), and D(Φf, sym). Some distributions µ in D(Φf ) satisfy a con-
dition called absolute definability of
∫ b−
a+
f(s)X(µ)(ds). Let
D
0(Φf ) =
{
µ :
∫ b−
a+
f(s)X(µ)(ds) is absolutely definable
}
.
In general
D
0(Φf ) ⊂ D(Φf ) ⊂ D(Φf, c) ⊂ D(Φf, es) = D(Φf, sym).
Among these, D0(Φf ) andD(Φf, es) play especially important roles in further study.
The relation of these definitions to the previous ones in Sato (2006a,b,c) will be
given in Remarks 3.16 and 4.10.
Sections 5–9 deal with special problems. In Section 5 we introduce the concept of
the dual in the class of purely non-Gaussian infinitely divisible distributions on Rd,
and study some improper stochastic integrals on a finite interval by transforming
them to those on an infinite interval with respect to the Le´vy process with the dual
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distribution at time 1. We call µ′ ∈ ID(Rd) with Le´vy–Khintchine triplet (0, ν′, γ′)
the dual of µ ∈ ID(Rd) with (0, ν, γ) if
ν′(B) =
∫
Rd\{0}
1B(ι(x))|x|
2ν(dx)
and γ′ = −γ, where ι(x) = |x|−2x, the inversion of x.
In Section 6 we seek conditions in order that the domains are very large. Specif-
ically, the condition for the domains being the whole class ID(Rd) is given. This
amplifies some results in Barndorff-Nielsen and Pe´rez-Abreu (2005). Other con-
ditions such as for IDAB(Rd) ⊂ D(Φf,es) and for IDAB(Rd) ⊂ D0(Φf ) are given
and the relations of those conditions are discussed (see below for the definition of
IDAB(Rd)). Conditions in order that the domains are very small are also consid-
ered.
For a real-valued measurable function f on (a, b) we introduce the measure τ
given by
τ(B) =
∫ b
a
1{f(s)∈B}ds,
and call it the τ -measure of f . In Section 7 we study whether τ determines D(Φf )
and its variants and Φf (µ) and its variants. Roughly speaking, the answer is yes for
D
0(Φf ) and D(Φf, es), but no for D(Φf ). Further, under some conditions including
decrease of f , we address the problem whether τ determines f . The τ -measure is
a development of ideas in Aoyama and Maejima (2007) and Barndorff-Nielsen and
Thorbjørnsen (2006a,b).
In one dimension the class of infinitely divisible distributions concentrated on
[0,∞) is important in theory and applications. Its multivariate analogue is given
with [0,∞) replaced by a proper cone K in Rd. Some results in Section 6 para-
phrased for such distributions are given in Section 8.
In the transformation from µ ∈ ID(Rd) to µ˜ = Φf (µ) ∈ ID(Rd) their Le´vy
measures ν and ν˜ are related as
ν˜(B) =
∫ b
a
ds
∫
Rd
1B(f(s)x) ν(dx) =
∫
R\{0}
ν
(
1
u
B
)
τ(du) (1.1)
for Borel sets B in Rd \ {0}, where τ is the τ -measure of f . Defining Ψf(ν) by
Ψf(ν) = ν˜, we study in Section 9 the relation between Ψf and Φf, es, and give
counterparts of some results in Sections 6 and 8. The transformation of the form
of the right extreme of (1.1) is introduced by Maejima and Rosin´ski (2002) for the
standard Gaussian distribution τ and by Barndorff-Nielsen and Pe´rez-Abreu (2005,
2007) and Barndorff-Nielsen and Thorbjørnsen (2006a,b) for measures τ on (0,∞).
Let us prepare some general concepts used in this paper. Let µ̂(z), z ∈ Rd, be
the characteristic function of µ. Let Cµ(z) be the cumulant function of µ ∈ ID(Rd).
That is, Cµ(z) is the unique complex-valued continuous function on Rd satisfying
Cµ(0) = 0 and µ̂(z) = e
Cµ(z). Sometimes we write CX(z) = Cµ(z), using an Rd-
valued random variable X with L(X) = µ. We use the Le´vy–Khintchine triplet
(A, ν, γ) of µ in the form
Cµ(z) = −
1
2
〈z, Az〉+
∫
Rd
(
ei〈z,x〉 − 1−
i〈z, x〉
1 + |x|2
)
ν(dx) + i〈γ, z〉, (1.2)
where A is a d × d symmetric nonnegative-definite matrix, ν is a measure on Rd
satisfying ν({0}) = 0 and
∫
Rd
(|x|2 ∧ 1)ν(dx) < ∞, and γ is an element of Rd. We
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have one-to-one correspondence between µ and (A, ν, γ). Let µ = µ(A,ν,γ) denote the
distribution corresponding to (A, ν, γ). The measure ν is called the Le´vy measure
of µ. The distribution µ ∈ ID(Rd) with A = 0 is called purely non-Gaussian. Let
ID0(Rd) denote the class of purely non-Gaussian infinitely divisible distributions
on Rd. Following Sato (1999), we call µ = µ(A,ν,γ)
of type A if A = 0 and ν(Rd) <∞,
of type B if A = 0, ν(Rd) =∞, and
∫
|x|61
|x|ν(dx) <∞,
of type C if A 6= 0 or
∫
|x|61
|x|ν(dx) =∞.
The class of µ ∈ ID(Rd) of type A or B is denoted by IDAB(Rd). Sometimes we
omit Rd in the notation ID(Rd), ID0(Rd), and IDAB(Rd).
If µ = µ(A,µ,γ) in ID(Rd) satisfies
∫
|x|61 |x|ν(dx) < ∞, then there is a unique
γ0 ∈ Rd such that
Cµ(z) = −
1
2
〈z, Az〉+
∫
Rd
(ei〈z,x〉 − 1) ν(dx) + i〈γ0, a〉, z ∈ Rd. (1.3)
We express this fact by saying that µ has triplet (A, ν, γ0)0 (see Remark 8.4 of Sato
(1999)). This γ0 is called the drift of µ.
Let Lvm(ID(Rd)) denote the class of Le´vy measures of distributions in ID(Rd),
that is, Lvm(ID(Rd)) is the class of measures ν on Rd satisfying ν({0}) = 0 and∫
Rd
(|x|2 ∧ 1)ν(dx) < ∞. Similarly, let Lvm(IDAB(Rd)) denote the class of Le´vy
measures of distributions in IDAB(Rd), that is, Lvm(IDAB(Rd)) is the class of
measures ν on Rd satisfying ν({0}) = 0 and
∫
Rd
(|x| ∧ 1)ν(dx) <∞.
Equalities among random variables are always understood to be almost surely.
We use the words decrease and increase in the wide sense allowing flatness. When
we say that a function is real-valued or R-valued, the values ∞ and −∞ are not
allowed. The class of Borel sets in Rd is denoted by B(Rd). The class of bounded
Borel sets in R is denoted by B0
R
. The class of Borel sets B in (a, b) such that
inf
x∈B
x > a and sup
x∈B
x < b is denoted by B0(a,b). We simply write (2006a), (2006b),
and (2006c), indicating Sato’s respective papers.
Inspired by some results in Barndorff-Nielsen and Pe´rez-Abreu (2005), the author
sent three memos to a small circle in January 2005. Some theorems in Section 6
are developments of those memos. This paper has grown up from that part. The
author thanks Makoto Maejima, Vı´ctor Pe´rez-Abreu, and Ole Barndorff-Nielsen for
having constant interest in this study and for informing him of their related results.
He also thanks Jan Rosin´ski for giving him valuable remarks to the manuscript.
2. Stochastic integrals of nonrandom functions
First we give definition and existence of homogeneous independently scattered
random measures.
Definition 2.1. A class X = {X(B) : B ∈ B0
R
} of Rd-valued random variables
is called an independently scattered random measure on R if (1) for any sequence
B1, B2, . . . of disjoint sets in B
0
R
with
⋃∞
n=1Bn ∈ B
0
R
,
∑∞
n=1X(Bn) converges a. s.
and equals X(
⋃∞
n=1Bn), (2) for any finite sequence B1, . . . , Bn of disjoint sets in
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B0
R
, X(B1), . . . , X(Bn) are independent, (3) X({a}) = 0 for every a ∈ R. It is
called homogeneous if, in addition, L(X(B)) = L(X(B + t)) for all B ∈ B0
R
and
t ∈ R. (It follows from (1) that X(∅) = 0.)
If X = {X(B) : B ∈ B0
R
} is an Rd-valued independently scattered random mea-
sure, then L(X(B)) ∈ ID(Rd) for all B ∈ B0
R
.
Proposition 2.2. For any µ ∈ ID(Rd) there exists a unique (in law) Rd-valued
homogeneous independently scattered random measure X = {X(B) : B ∈ B0
R
} on R
such that L(X((t, t+ 1])) = µ for all t ∈ R.
See Rajput and Rosinski (1989), Sato (2004), or Maejima and Sato (2003) for
the proof.
Fix µ = µ(A,ν,γ) ∈ ID(Rd) and let X(µ) = {X(µ)(B) : B ∈ B0R} be an R
d-valued
homogeneous independently scattered random measure such that L(X((t, t+1])) =
µ. Let (a, b) be an open interval with −∞ 6 a < b 6 ∞. The following definition
of integrals with respect to X(µ) is similar to that in Urbanik and Woyczyn´ski
(1967), Rajput and Rosinski (1989), Kwapien´ and Woyczyn´ski (1992), and Sato
(2004, 2006a).
Definition 2.3. Call f(s) a simple function on (a, b), if f(s) =
∑n
j=1 rj1Bj (s) for
some n, where B1, . . . , Bn are disjoint Borel sets in (a, b) and r1, . . . , rn ∈ R. For a
simple function f(s) of this form, define∫
B
f(s)X(µ)(ds) =
n∑
j=1
rjX
(µ)(B ∩Bj)
for B ∈ B0(a,b). An R-valued measurable function f(s) on (a, b) is called locally X
(µ)-
integrable on (a, b), if there is a sequence of simple functions fn, n = 1, 2, . . ., on
(a, b) such that fn(s)→ f(s) Lebesgue almost everywhere on (a, b) as n→∞ and
that, for every B ∈ B0(a,b), the sequence
∫
B fn(s)X
(µ)(ds) converges in probability
as n→∞. The limit is denoted by
∫
B
f(s)X(µ)(ds).
Using the Nikody´m theorem, we can prove that if f(s) is locally X(µ)-integrable
on (a, b), then, for every B ∈ B0(a,b),
∫
B f(s)X
(µ)(ds) does not depend on the
choice of the sequence of simple functions satisfying the conditions above. If f(s)
is locally X(µ)-integrable on (a, b), then, for p and q satisfying a < p < q < b,∫
(p,q]
f(s)X(µ)(ds),
∫
[p,q)
f(s)X(µ)(ds),
∫
(p,q)
f(s)X(µ)(ds), and
∫
[p,q]
f(s)X(µ)(ds)
are identical almost surely; they are denoted by
∫ q
p
f(s)X(µ)(ds).
Definition 2.4. Let L(a,b)(X
(µ)) denote the class of locally X(µ)-integrable func-
tions on (a, b).
Proposition 2.5. If f ∈ L(a,b)(X
(µ)), then∫ p
q
|Cµ(f(s)z)|ds <∞, z ∈ Rd for all p, q with a < p < q < b (2.1)
and
CR
B
f(s)X(µ)(ds)(z) =
∫
B
Cµ(f(s)z)ds, z ∈ Rd for B ∈ B0(a,b). (2.2)
See Proposition 2.17 of Sato (2004).
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Theorem 2.6. Let f(s) be an R-valued measurable function on (a, b).
(i) Suppose that A 6= 0. Then f ∈ L(a,b)(X
(µ)) if and only if∫ q
p
f(s)2ds <∞ for all p, q with a < p < q < b. (2.3)
(ii) Suppose that A = 0. Then f ∈ L(a,b)(X
(µ)) if and only if∫ q
p
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞ for all p, q with a < p < q < b, (2.4)∫ q
p
∣∣∣∣f(s)γ + ∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣ ds <∞
for all p, q with a < p < q < b.
(2.5)
Proof. Let
ϕ(s, u) = u2trA+
∫
Rd
(|ux|2 ∧ 1)ν(dx)
+
∣∣∣∣uγ + u ∫
Rd
x
(
1
1 + |ux|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣ . (2.6)
Then f ∈ L(a,b)(X
(µ)) if and only if∫ q
p
ϕ(s, f(s))ds <∞ for all p, q with a < p < q < b. (2.7)
See (2006a) for the proof. Property (2.7) is equivalent to saying that∫ q
p
f(s)2 trAds <∞ for all p, q with a < p < q < b (2.8)
together with (2.4) and (2.5).
(i) Suppose that A 6= 0. Since trA > 0, (2.8) is equivalent to (2.3). Since∫ q
p
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) 6
∫ q
p
(f(s)2 + 1)ds
∫
Rd
(|x|2 ∧ 1) ν(dx),
(2.4) follows from (2.3). Further,∫ q
p
|f(s)|ds 6
(
(q − p)
∫ q
p
|f(s)|2ds
)1/2
<∞.
Thus, (2.5) also follows from (2.3), since we have∫ q
p
ds
∣∣∣∣∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
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∫ q
p
ds
∣∣∣∣∫
Rd
f(s)x(|x|2 + |f(s)x|2)ν(dx)
(1 + |f(s)x|2)(1 + |x|2)
∣∣∣∣ 6 ∫ q
p
1 + f(s)2
2
ds
∫
Rd
|x|2ν(dx)
1 + |x|2
<∞ for all p, q with a < p < q < b,
using r/(1 + r2) 6 1/2 for all r > 0.
(ii) Suppose that A = 0. If f ∈ L(a,b)(X
(µ)), then (2.4) and (2.5) hold, as
we have seen above. Conversely, assume that (2.4) and (2.5) hold. Then (2.8) is
satisfied since trA = 0. Hence f ∈ L(a,b)(X
(µ)). 
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Remark 2.7. Suppose that A = 0. Then f ∈ L(a,b)(X
(µ)) if and only if (2.4) holds
and ∫ q
p
|f(s)|
∣∣∣∣γ − ∫
Rd
x|f(s)x|2ν(dx)
(1 + |f(s)x|2)(1 + |x|2)
∣∣∣∣ ds <∞ for all p, q
with a < p < q < b.
(2.9)
Indeed, since∫ q
p
ds
∣∣∣∣∫
Rd
f(s)x |x|2
(1 + |f(s)x|2)(1 + |x|2)
ν(dx)
∣∣∣∣ 6 12
∫ q
p
ds
∫
Rd
|x|2
1 + |x|2
ν(dx) <∞,
(2.5) is rewritten into (2.9).
Remark 2.8. In all cases (irrespective of whether A = 0 or not) condition (2.3),
that is, local square-integrability on (a, b), is sufficient for f ∈ L(a,b)(X
(µ)). See the
proof of (i) of Theorem 2.6.
Proposition 2.9. Suppose that f ∈ L(a,b)(X
(µ)). Let (Aqp, ν
q
p , γ
q
p) be the triplet of∫ q
p
f(s)X(µ)(ds) for a < p < q < b. Then
Aqp =
∫ q
p
f(s)2Ads, (2.10)
νqp(B) =
∫ q
p
ds
∫
Rd
1B(f(s)x)ν(dx) for B ∈ B(Rd) with 0 6∈ B (2.11)
γqp =
∫ q
p
ds
(
f(s)γ +
∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
. (2.12)
See Corollary 2.19 of (2006a).
Let us consider the case of IDAB.
Theorem 2.10. Suppose that µ ∈ IDAB(Rd). Let f(s) be an R-valued measurable
function on (a, b). Then the following statements are equivalent.
(a) f ∈ L(a,b)(X
(µ)) and
L
(∫ q
p
f(s)X(µ)(ds)
)
∈ IDAB(Rd) for all p, q with a < p < q < b. (2.13)
(b) The Le´vy measure ν and the drift γ0 of µ satisfy∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞ for all p, q with a < p < q < b, (2.14)∫ q
p
|f(s)γ0|ds <∞ for all p, q with a < p < q < b. (2.15)
Proof. Assume (a). We use Propositions 2.5 and 2.9. The triplet (Aqp, ν
q
p , γ
q
p) of∫ q
p
f(s)X(µ)(ds) satisfies Aqp = 0 and
∫
Rd
(|x| ∧ 1)νqp(dx) <∞. We have (2.14) since∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) =
∫
Rd
(|x| ∧ 1) νqp(dx)
from (2.11). We have
∞ >
∫ q
p
|Cµ(f(s)z)|ds =
∫ q
p
ds
∣∣∣∣∫
Rd
(ei〈f(s)z,x〉 − 1) ν(dx) + 〈f(s)z, γ0〉
∣∣∣∣
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and ∫ q
p
ds
∫
Rd
|ei〈f(s)z,x〉 − 1| ν(dx) 6 I1 + I2,
where
I1 =
∫ q
p
ds
∫
Rd
|〈f(s)x, z〉|1{|f(s)x|61}ν(dx)
6 |z|
∫ q
p
ds
∫
Rd
|f(s)x|1{|f(s)x|61}ν(dx) 6 |z|
∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞
and
I2 = 2
∫ q
p
ds
∫
Rd
1{|f(s)x|>1}ν(dx) 6 2
∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞.
Therefore ∫ q
p
|〈f(s)γ0, z〉|ds <∞ for all z.
Choosing z = (δjk)16k6d, we see that γ
0 = (γ0j )16j6d satisfies
∫ q
p
|f(s)γ0j |ds < ∞.
Hence (2.15) is satisfied. Thus (b) is obtained. Note that
∫ q
p f(s)X
(µ)(ds) has drift
(γ0)qp =
∫ q
p
f(s)γ0ds. (2.16)
Conversely assume (b). We have∫ q
p
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) 6
∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞.
Since γ0 = γ −
∫
Rd
x(1 + |x|2)−1ν(dx), we have∫ q
p
ds
∣∣∣∣f(s)γ + ∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
=
∫ q
p
ds
∣∣∣∣f(s)γ0 + ∫
Rd
f(s)x
1 + |f(s)x|2
ν(dx)
∣∣∣∣ ,
which is finite. Indeed, we have (2.15) and, using (1+ r2)−1 6 2(1+ r)−1 for r > 0,
we have ∫ q
p
ds
∫
Rd
|f(s)x|
1 + |f(s)x|2
ν(dx) 6 2
∫ q
p
ds
∫
Rd
|f(s)x|
1 + |f(s)x|
ν(dx)
6 2
∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1)ν(dx) <∞.
It follows from Theorem 2.6 that f ∈ L(a,b)(X
(µ)). The triplet (Aqp, ν
q
p , γ
q
p) of∫ q
p
f(s)X(µ)(ds) satisfies Aqp = 0 and (2.11). Thus∫
Rd
(|x| ∧ 1) νqp(dx) =
∫ q
p
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞.
Hence we obtain (2.13). 
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3. Improper stochastic integrals on (a, b)
Fix −∞ 6 a < b 6∞. Let us define improper stochastic integrals on (a, b) with
nonrandom integrands and their modifications. For (a, b) = (0,∞) Cherny and
Shiryaev (2005) study stochastic integrals up to infinity (with random integrands
in general) in semi-martingale approach, but we are treating a simpler situation
without using semi-martingales. Let µ = µ(A,ν,γ) ∈ ID(Rd) and let X(µ) be as in
Section 2. In this section throughout, we assume that f ∈ L(a,b)(X
(µ)).
Definition 3.1. We say that the improper stochastic integral on (a, b) of f with
respect to X(µ) is definable if
∫ q
p f(s)X
(µ)(ds) is convergent in probability in Rd as
p ↓ a and q ↑ b. The limit is written as
∫ b−
a+ f(s)X
(µ)(ds) and its distribution is
written as Φf (µ).
Definition 3.2. We say that the essential improper integral on (a, b) of f with
respect to X(µ) is definable if there is a nonrandom Rd-valued function g(p, q),
a < p < q < b such that
∫ q
p f(s)X
(µ)(ds)−g(p, q) is convergent in probability in Rd
as p ↓ a and q ↑ b. Notice that there is a freedom of choice of g(p, q). Let Φf, es(µ)
denote the class of the distributions of all such limits.
Definition 3.3. We say that the compensated improper integral on (a, b) of f with
respect to X(µ) is definable if there is θ ∈ Rd such that
∫ b−
a+
f(s)X(µ∗δ−θ)(ds) is
definable. Here δ−θ is the distribution concentrated at −θ. As there may be a
freedom of choice of θ, let Φf, c(µ) denote the class of the distributions of all such
limits.
Definition 3.4. Let X(µ)♯ be an independent copy of X(µ). We say that the
symmetrized improper integral on (a, b) of f with respect to X(µ) is definable if∫ b−
a+
f(s)(X(µ)(ds)−X(µ)♯(ds)) is definable. Let Φf, sym(µ) denote the distribution
of the limit.
Note that Φf (µ) and Φf, sym(µ) are elements of ID(Rd), while Φf, es(µ) and
Φf, c(µ) are subsets of ID(Rd). Thus we consider Φf and Φf, sym as transformations
of µ ∈ ID(Rd) into ID(Rd), and Φf, es and Φf, c as transformations of µ ∈ ID(Rd)
with values being subsets of ID(Rd).
Sometimes we say that Φf (µ) is definable if
∫ b−
a+ f(s)X
(µ)(ds) is definable. We
say that Φf, es(µ) [resp. Φf, c(µ), Φf, sym(µ)] is definable if the essential [resp. com-
pensated, symmetrized] improper integral on (a, b) of f with respect to X(µ) is
definable.
Theorem 3.5. The following three statements are equivalent.
(a) Φf (µ) is definable.
(b) For each z ∈ Rd,
∫ q
p Cµ(f(s)z)ds is convergent in C as p ↓ a and q ↑ b.
(c) The triplet (A, ν, γ) satisfies the following:∫ b
a
f(s)2trAds <∞, (3.1)∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞, (3.2)
γqp is convergent in R
d as p ↓ a and q ↑ b. (3.3)
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Proof. Similar to Proposition 5.5 of (2006a) and Propositions 2.2 and 2.6 of (2006b).
Here the equivalence of statement (c) is based on an analogue of Lemma 5.4 of
(2006a). 
Theorem 3.6. Φf, es(µ) is definable if and only if (3.1) and (3.2) hold.
Proof. Similar to Proposition 5.6 of (2006a). 
Theorem 3.7. Φf, c(µ) is definable if and only if (3.1), (3.2), and∫ q
p
f(s)
(
γ♯ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds
is convergent in Rd with some γ♯ ∈ Rd as p ↓ a and q ↑ b.
(3.4)
Proof. This theorem follows from Definition 3.3 and Theorem 3.5. 
Corollary 3.8. Suppose that
∫ q
p f(s)ds is convergent as p ↓ a and q ↑ b. Then,
Φf, c(µ) is definable if and only if Φf (µ) is definable.
This follows from Theorems 3.5 and 3.7.
Theorem 3.9. Φf, sym(µ) is definable if and only if (3.1) and (3.2) hold.
Proof. The law of
∫ q
p
f(s)(X(µ)(ds)−X(µ)♯(ds)) has triplet (2Aqp, (ν
q
p)sym, 0), where
(νqp)sym (B) = ν
q
p(B) + ν
q
p(−B). (3.5)
Hence the condition for definability of Φf, sym(µ) is the same as (3.1) and (3.2). 
Theorem 3.10. If Φf (µ) is definable, then Φf (µ) has triplet (A
b
a, ν
b
a, γ
b−
a+) given
by
Aba =
∫ b
a
f(s)2Ads, (3.6)
νba(B) =
∫ b
a
ds
∫
Rd
1B(f(s)x)ν(dx) for B ∈ B(Rd) with 0 6∈ B (3.7)
γb−a+ = lim
p↓a, q↑b
∫ q
p
ds
(
f(s)γ +
∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
. (3.8)
Proof. Similar to Proposition 5.5 of (2006a) and Proposition 2.6 of (2006b). 
Theorem 3.11. If Φf, es(µ) is definable, then Φf, es(µ) is the class of all infinitely
divisible distributions µ( eA,eν,eγ) on R
d such that A˜ is Aba of (3.6), ν˜ is ν
b
a of (3.7),
and γ˜ ∈ Rd.
Proof. Obvious from Definition 3.2 and Theorem 3.10. 
We write the limit of
∫ q
p
f(s)ds as p ↓ a and q ↑ b as
∫ b−
a+
f(s)ds.
Theorem 3.12. Suppose that Φf, c(µ) is definable and that f(s) is locally integrable
on (a, b).
(i) If
∫ q
p f(s)ds converges to a nonzero real number as p ↓ a and q ↑ b, then
Φf, c(µ) is not a singleton, and Φf, c(µ) = Φf, es(µ).
(ii) Assume that one of the following two conditions is satisfied:
(a)
∫ q
p f(s)ds converges to zero as p ↓ a and q ↑ b,
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(b)
∫ q
p
f(s)ds is not convergent as p ↓ a and q ↑ b.
Then Φf, c(µ) consists of a single distribution µ( eA,eν,eγ) ∈ ID(R
d), where A˜ is Aba of
(3.6) and ν˜ is νba of (3.7).
Proof. (i) Suppose that
∫ q
p
f(s)ds is convergent as p ↓ a and q ↑ b and
∫ b−
a+
f(s)ds 6=
0. Since Φf, c(µ) is definable, it follows from Theorem 3.7 that (3.1), (3.2), and (3.4)
hold. For any θ ∈ Rd,∫ q
p
f(s)
(
γ − θ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds
tends to∫ b−
a+
f(s)
(
γ♯ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds+
∫ b−
a+
f(s)ds(γ−θ−γ♯),
where γ♯ is that of (3.4). Hence Φf, c(µ) = Φf, es(µ).
(ii) If (a) is satisfied, then it follows from (3.4) that∫ q
p
f(s)
(∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds
is convergent as p ↓ a and q ↑ b and, for any θ ∈ Rd,
∫ b−
a+ f(s)X
(µ∗δ−θ)(ds) is
definable and does not depend on θ. If condition (b) is satisfied, there is only one
θ ∈ Rd such that
∫ b−
a+ f(s)X
(µ∗δ−θ)(ds) is definable; indeed, if it is definable for θ
and also for some θ′ 6= θ in place of θ, then∫ q
p
f(s)ds(θ′ − θ)
=
∫ q
p
f(s)
(
γ − θ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds
−
∫ q
p
f(s)
(
γ − θ′ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
ds,
which is convergent as p ↓ a and q ↑ b, a contradiction. 
Theorem 3.13. Suppose that Φf, c(µ) is definable and that f(s) is locally integrable
on (a, b). Suppose, further, that Φf, c(µ) is a singleton {µ˜}. If
∫
Rd
|x|µ˜(dx) < ∞,
then
∫
Rd
xµ˜(dx) = 0.
Proof. We may assume that f(s) is not identically zero. Suppose
∫
Rd
|x|µ˜(dx) <
∞. Then
∫
|x|>1 |x|ν
b
a(dx) < ∞, and hence
∫
|x|>1 |x|ν
q
p(dx) < ∞. We also have∫
|x|>1 |x|ν(dx) <∞, since, for any a > 0,∫
|x|>1
|x|νqp(dx) =
∫ q
p
ds
∫
|f(s)x|>1
|f(s)x|ν(dx)
>
∫
|f(s)|>a
|f(s)|ds
∫
|x|>1/a
|x|ν(dx).
Using θ such that
∫ b−
a+ f(s)X
(µ∗δ−θ)(ds) is definable, we have∫ q
p
Cµ∗δ−θ (f(s)z)ds
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=∫ q
p
[
−
1
2
〈z, f(s)2Az〉+
∫
Rd
(ei〈z,f(s)x〉 − 1− i〈z, f(s)x〉)ν(dx)
]
ds
+ i
∫ q
p
f(s)ds
[∫
Rd
〈z, x〉(1 − (1 + |x|2)−1)ν(dx) + 〈γ − θ, z〉
]
.
As p ↓ a and q ↑ b, the left-hand side and the first term of the right-hand side
are convergent. Hence the second term of the right-hand side is also convergent,
but the limit must be zero, as condition (a) or (b) of Theorem 3.12 is satisfied.
Therefore
Ceµ(z) = −
1
2
〈z, Abaz〉+
∫
Rd
(ei〈z,x〉 − 1− i〈z, x〉)νba(dx),
which shows that
∫
Rd
xµ˜(dx) = 0. 
Even if we assume that f(s) is locally integrable on (a, b), that Φf, c(µ) is a sin-
gleton {µ˜}, and that
∫
Rd
|x|µ(dx) is finite, these assumptions do not imply finiteness
of
∫
Rd
|x|µ˜(dx). Examples for this fact are given in pp. 36–37 of (2006c).
Theorem 3.14. If Φf, sym(µ) is definable, then Φf, sym(µ) has triplet (2A
b−
a+,
(νb−a+)sym, 0), where A
b−
a+ is given by (3.6) and
(νb−a+)sym(B) = ν
b−
a+(B) + ν
b−
a+(−B) (3.9)
with νb−a+ given by (3.7).
Proof. This follows from Theorem 3.9 and its proof. 
The following result will be useful later.
Theorem 3.15. Suppose that µ ∈ IDAB(Rd). Then the following two statements
(a) and (b) are equivalent.
(a) Φf (µ) is definable and Φf (µ) ∈ IDAB(Rd).
(b) The triplet (0, ν, γ0)0 of µ satisfies∫ b
a
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞ (3.10)
and ∫ q
p
f(s)γ0ds is convergent as p ↓ a and q ↑ b. (3.11)
If statements (a) and (b) are true, then µ˜ = Φf (µ) has triplet (0, ν˜, γ˜
0)0, where
ν˜ is νba of (3.7) and
γ˜0 =
∫ b−
a+
f(s)γ0ds. (3.12)
Proof. Assume (b). Let us show (a). Condition (3.11) means that either γ0 = 0 or∫ q
p
f(s)ds is convergent as p ↓ a and q ↑ b. We make an argument similar to that
in the proof that (b) implies (a) in Theorem 2.10. Thus we have (3.2) and (3.3),
observing that
γqp =
∫ q
p
ds
(
f(s)γ0 +
∫
Rd
f(s)x
1 + |f(s)x|2
ν(dx)
)
with ∫ b
a
ds
∫
Rd
|f(s)x|
1 + |f(s)x|2
ν(dx) <∞.
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It follows from Theorem 3.5 that Φf (µ) is definable. Let (A˜, ν˜, γ˜) be the triplet of
µ˜ = Φf (µ). Then A˜ = 0 and ν˜ is ν
b
a of (3.7). Hence we have
∫
Rd
(|x| ∧ 1)ν˜(dx) <∞
from (3.10), that is, µ˜ ∈ IDAB. We have
Ceµ(z) = lim
p↓a, q↑b
CR q
p
f(s)X(µ)(ds)(z) = lim
p↓a, q↑b
∫ q
p
Cµ(f(s)z)ds
= lim
p↓a, q↑b
∫ q
p
ds
(∫
Rd
(ei〈f(s)z,x〉 − 1) ν(dx) + i〈γ0, f(s)z〉
)
.
(3.13)
Thus
Ceµ(z) =
∫ b
a
ds
∫
Rd
(ei〈z,f(s)x〉 − 1) ν(dx) + i
〈∫ b−
a+
f(s)γ0ds, z
〉
,
since condition (3.10) allows us to use the dominated convergence theorem. Hence
we obtain (3.12).
Assume (a). Let us show (b). Let µ˜ = Φf (µ) with triplet (A˜, ν˜, γ˜). Since ν˜ is ν
b
a
of (3.7), we obtain (3.10) from
∫
Rd
(|x| ∧ 1)ν˜(dx) <∞. We have (3.13) and
lim
p↓a, q↑b
∫ q
p
ds
∫
Rd
(ei〈f(s)z,x〉 − 1) ν(dx)
exists in Rd. Hence limp↓a, q↑b
∫ q
p 〈f(s)γ
0, z〉ds exists in Rd. It follows that
limp↓a, q↑b
∫ q
p
f(s)γ0j ds exists in R for j = 1, . . . , d. Hence we get (3.11). The
last part of the theorem is obtained in the course of our discussion. 
Remark 3.16. We are considering Φf , Φf, c, Φf, es, and Φf, sym as two-sided improper
integrals (that is, p ↓ a and q ↑ b). We can reduce Φf , Φf, es, and Φf, sym to one-
sided improper integrals, but we cannot always reduce Φf, c to one-sided improper
integrals.
Fix c ∈ (a, b). Let µ ∈ ID(Rd) and f ∈ L(a,b)(X(µ)). Then it is not hard to
show the following (i)–(iii).
(i) Φf (µ) is definable if and only if
∫ c
a+
f(s)X(µ)(ds) and
∫ b−
c
f(s)X(µ)(ds) are
definable, that is,
∫ c
p f(s)X
(µ)(ds) and
∫ q
c f(s)X
(µ)(ds) are convergent in probabil-
ity as p ↓ a and q ↑ b, respectively.
(ii) Φf, es(µ) is definable if and only if there are nonrandom Rd-valued func-
tions g(p), p ∈ (a, c), and h(q), q ∈ (c, b), such that
∫ c
p f(s)X
(µ)(ds) − g(p) and∫ q
c f(s)X
(µ)(ds) − h(q) are convergent in probability as p ↓ a and q ↑ b, respec-
tively.
(iii) Let X(µ)♯(µ) be an independent copy of X(µ). Φf, sym(µ) is definable if
and only if
∫ c
a+ f(s)(X
(µ)(ds)−X(µ)♯(ds)) and
∫ b−
c f(s)(X
(µ)(ds)−X(µ)♯(ds)) are
definable.
(iv) Is it true that Φf, c(µ) is definable if and only if there are θ and θ
′ in Rd such
that
∫ c
a+ f(s)X
(µ∗δ−θ)(ds) and
∫ b−
c f(s)X
(µ∗δ
−θ′ )(ds) are definable? The answer is
affirmative if
∫ c
p f(s)ds is convergent as p ↓ a or if
∫ q
c f(s)ds is convergent as q ↑ b.
However, the answer is negative in general. For a counter-example, let (a, b) =
(0,∞), f(s) = s−1, and µ = µ(0,ν,γ) such that
∫
|x|<ε ν(dx) =
∫
|x|>1/ε ν(dx) = 0 for
some ε ∈ (0, 1) and
∫
Rd
xν(dx) 6= 0; use Example 4.5 and Proposition 5.3 in the
later sections; notice that then Φf, c(µ) is not definable since
∫
x(1+ |x|2)−1ν(dx) 6=
−
∫
x|x|2(1 + |x|2)−1ν(dx).
13
4. Domains of Φf , Φf, es, Φf, c, and Φf, sym
and domain of absolute definability
We continue to fix −∞ 6 a < b 6∞ and the dimension d. Let f be an R-valued
measurable function on (a, b). Let D(Φf ) [resp. D(Φf, es), D(Φf, c), D(Φf, sym)]
denote the class of µ ∈ ID(Rd) such that f ∈ L(a,b)(X(µ)) and Φf (µ) [resp. Φf, es(µ),
Φf, c(µ), Φf, sym(µ)] is definable. Further we introduce the following notion.
Definition 4.1. Let µ ∈ ID(Rd) and f ∈ L(a,b)(X(µ)). We say that the improper
integral on (a, b) of f with respect to X(µ),
∫ b−
a+
f(s)X(µ)(ds), is absolutely definable
if ∫ b
a
|Cµ(f(s)z)|ds <∞ for all z ∈ Rd. (4.1)
If (4.1) holds, then
∫ b−
a+
f(s)X(µ)(ds) is definable, which follows from Theorem
3.5. Let D0(Φf ) denote the class of µ ∈ ID(Rd) for which f ∈ L(a,b)(X(µ)) and∫ b−
a+
f(s)X(µ)(ds) is absolutely definable.
Theorem 4.2. Let µ = µ(A,ν,γ) ∈ ID(Rd). Then µ ∈ D0(Φf ) if and only if (3.1)
and (3.2) hold and∫ b
a
∣∣∣∣f(s)(γ + ∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)∣∣∣∣ ds <∞. (4.2)
Proof. See (2006c), Proposition 2.3. Recall that (3.1), (3.2), and (4.2) imply f ∈
L(a,b)(X
(µ)). 
Theorem 4.2 shows that µ ∈ D0(Φf ) if and only if f is X(µ)-integrable over (a, b)
in the sense of Rajput and Rosinski (1989); see Theorem 2.7 of their paper. The
author owes this remark to Jan Rosin´ski.
Theorem 4.3. The following relations are true:
D
0(Φf ) ⊂ D(Φf ) ⊂ D(Φf, c) ⊂ D(Φf, es) = D(Φf, sym). (4.3)
Proof. This is a consequence of the descriptions of these domains obtained from
Theorems 3.5–3.9 and 4.2. 
Remark 4.4. If we restrict ourselves to symmetric infinitely divisible distributions,
then the five domains in (4.3) are identical. That is, if µ is symmetric and µ ∈
D(Φf, es), then µ ∈ D0(Φf ). Indeed, then the location parameter γ of µ is zero and
the integral in (4.2) is zero.
For two functions f and g, we write f(s) ≍ g(s), s → ∞, if there are positive
constants c1 and c2 such that 0 < c1g(s) 6 f(s) 6 c2g(s) for all large s.
Example 4.5. Let f(s) be a measurable function on (a,∞) with a finite such that∫ t
a f(s)
2ds <∞ for all t ∈ (a,∞) and
f(s) ≍ s−1/α as s→∞
with 0 < α < 2. Since we will have Remark 4.10, the results of (2006b) say the
following. Let µ = µ(A,ν,γ) ∈ ID(Rd). Let γ1 be mean of µ if it exists.
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(i) Consider the condition ∫
|x|>1
|x|αν(dx) <∞. (4.4)
Then, for 0 < α < 2,
µ ∈ D(Φf, es) ⇔ (4.4).
(ii) If 0 < α < 1, then
D
0(Φf ) = D(Φf ) = D(Φf, c) = D(Φf, es). (4.5)
(iii) If 1 < α < 2, then
D
0(Φf ) = D(Φf ) $ D(Φf, c) = D(Φf, es), (4.6)
D(Φf ) ∩ ID0 $ D(Φf, c) ∩ ID0, (4.7)
and
µ ∈ D(Φf ) ⇔ (4.4) and γ
1 = 0.
(iv) Let α = 1 and suppose, in addition, that, for some s0 > a ∨ 0 and c > 0,∫ ∞
s0
|f(s)− cs−1|ds <∞.
Consider the conditions
lim
t→∞
∫ t
s0
s−1ds
∫
|x|>s
xν(dx) exists in Rd, (4.8)
∫ ∞
s0
s−1ds
∣∣∣∣∣
∫
|x|>s
xν(dx)
∣∣∣∣∣ <∞. (4.9)
Then
D
0(Φf ) ∩ ID0 $ D(Φf ) ∩ ID0 $ D(Φf, c) ∩ ID0 $ D(Φf, es) ∩ ID0 (4.10)
and, letting (4.4) mean (4.4) with α = 1,
µ ∈ D(Φf, c) ⇔ (4.4) and (4.8),
µ ∈ D(Φf ) ⇔ (4.4), (4.8), and γ
1 = 0,
µ ∈ D0(Φf ) ⇔ (4.4), (4.9), and γ
1 = 0.
Example 4.6. Let f(s) be a measurable function on (a,∞) with a finite such that∫ t
a
f(s)2ds < ∞ for all t ∈ (a,∞) and there are positive constants α, c1, and c2
satisfying
e−c2s
α
6 f(s) 6 e−c1s
α
for all large s.
Then
µ = µ(A,ν,γ) ∈ D(Φf, es) ⇔
∫
Rd
(log+ |x|)1/αν(dx) <∞,
and (4.5) holds. See Theorem 5.15 of (2006a) and Proposition 4.3 of (2006c). Using
notation Φ = Φf for f(s) = e
−s on (0,∞), we know that the range of Φ is the class
L0(Rd) of all selfdecomposable distributions on Rd (see Rocha-Arteaga and Sato
(2003) for references). Jurek (1983) shows that, for m = 1, 2, . . ., the subclass
Lm(Rd) of L0(Rd) is the range of Φf for f(s) = exp(−((m + 1)! s)1/(m+1)) on
(0,∞) (see also Rocha-Arteaga and Sato (2003)).
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Example 4.7. Let f(s) be a measurable function on (a,∞) with a finite such that∫ t
a
f(s)2ds <∞ for all t ∈ (a,∞) and
f(s) ≍ e−e
s
as s→∞.
Then
µ = µ(A,ν,γ) ∈ D(Φf, es) ⇔
∫
|x|>e
(log log |x|)ν(dx) <∞,
and (4.5) holds.
Proof is as follows. Let h(s) = e−e
s
. We have c1h(s) 6 f(s) 6 c2h(s) for
s > s0 with c1, c2, . . . positive constants and s0 > 2e. Clearly we have (3.1).
Let s = h−1(u) = log log(1/u) be the inverse function of u = h(s). Let I =∫∞
s0
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx). Then,
I =
∫ ∞
s0
ds
∫
|f(s)x|61
|f(s)x|2ν(dx) +
∫ ∞
s0
ds
∫
|f(s)x|>1
ν(dx) = I1 + I2 (say),
I2 6
∫
|x|>c−12 /h(s0)
ν(dx)
∫ h−1(c−12 |x|−1)
s0
ds 6
∫
|x|>c3
(log log |x|)ν(dx) + c4,
I1 6 c
2
2
∫
|x|>c−11 /h(s0)
|x|2ν(dx)
∫ ∞
h−1(c−11 |x|
−1)
h(s)2ds
+ c22
∫
|x|6c−11 /h(s0)
|x|2ν(dx)
∫ ∞
s0
h(s)2ds <∞,
since
lim
u↓0
1
u2
∫ ∞
h−1(u)
h(s)2ds = lim
u↓0
ue−s
2u
= 0.
The estimate of I from below is similar. Hence I is finite if and only if∫
|x|>e(log log |x|)ν(dx) <∞.
To see (4.5), it is enough to show (4.2) with a, b replaced by s0,∞. Let
J =
∫ ∞
s0
f(s)ds
∫
Rd
|x|3ν(dx)
(1 + f(s)2|x|2)(1 + |x|2)
.
Since
∫∞
s0
f(s)ds <∞ and f(s)→ 0, it is enough to show that J <∞. Now,
J 6 c2c
−1
1
∫
Rd
|x|2ν(dx)
1 + |x|2
∫ ∞
s0
c1h(s)|x|ds
1 + c21h(s)
2|x|2
<∞,
since, for any r > 0,∫ ∞
s0
rh(s)ds
1 + r2h(s)2
=
∫ h(s0)
0
ru(−ds/du)du
1 + r2u2
=
∫ h(s0)
0
rdu
(1 + r2u2)(log(1/u))
6 c5
∫ h(s0)
0
rdu
1 + r2u2
6 c5
∫ ∞
0
dv
1 + v2
.
Example 4.8. Let f(s) be a measurable function on (a,∞) with a finite such that∫ t
a f(s)
2ds <∞ for all t ∈ (a,∞) and
f(s) ≍ s−1(log s)−β as s→∞
with β ∈ R.
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(i) Consider the condition∫
|x|>2
|x|(log |x|)−βν(dx) <∞. (4.11)
Then, for β ∈ R,
µ(A,ν,γ) ∈ D(Φf, es) ⇔ (4.11).
(ii) If 0 < β 6 1, then
D(Φf ) $ D(Φf, c) $ D(Φf, es). (4.12)
(iii) If 1 < β 6 2, then
D(Φf ) = D(Φf, c) $ D(Φf, es). (4.13)
Proof of (i) is similar to the first half of the proof in Example 4.7. This time
h(s) = s−1(log s)−β and s0 > a∨1 is chosen so large that h(s) is strictly decreasing
for s > s0. We define I, I1, and I2 in the same way. Then
I1 6 c6
∫
|x|>c7
|x|(log h−1(c−11 |x|
−1))−βν(dx) + c8
6 c9
∫
|x|>c7
|x|(log |x|)−βν(dx) + c8
since
∫∞
t
h(s)2ds ∼ t−1(log t)−2β = h(t)(log t)−β as t → ∞ and log h−1(u) ∼
log(1/u) as u ↓ 0, and
I2 6 c10
∫
|x|>c11
|x|(log |x|)−βν(dx)
since h−1(u) ∼ u−1(log(1/u))−β as u ↓ 0. We can estimate I from below similarly.
Hence I <∞ if and only if (4.11) holds.
Prof of (ii). Let 0 < β 6 1. We have
∫∞
s0
f(s)ds = ∞ for some s0. Hence, to
show D(Φf ) $ D(Φf, c), choose µ(A,ν,γ) with ν symmetric and γ 6= 0. In order to
showD(Φf, c) $ D(Φf, es), consider µ(A,ν,γ) with ν concentrated on the x1-axis. For
simplicity of notation let d = 1. Assume that
∫
(−∞,2] ν(dx) = 0,
∫
(2,∞) xν(dx) =∞,
and
∫
(2,∞) x(log x)
−βν(dx) <∞. Then∫
(2,∞)
x
(
1
1 + (f(s)x)2
−
1
1 + x2
)
ν(dx)→∞ as s→∞,
from which it follows that µ 6∈ D(Φf, c).
Proof of (iii). Let 1 < β 6 2. Then
∫∞
a f(s)ds is finite. Thus D(Φf ) = D(Φf, c)
as Corollary 3.8 says. To show D(Φf, c) $ D(Φf, es), let d = 1,
∫
(−∞,2]
ν(dx) = 0,
and ν(dx) = x−2dx on (2,∞). We have∫ q
s0
f(s)ds
∫ ∞
2
(
1
1 + (f(s)x)2
−
1
1 + x2
)
x−1dx→∞ as q →∞,
because, using
∫∞
r
x−1(1 + x2)−1dx ∼ log(1/r) as r ↓ 0, we have∫ q
s0
f(s)ds
∫ ∞
2
x−1dx
1 + (f(s)x)2
=
∫ q
s0
f(s)ds
∫ ∞
2f(s)
x−1dx
1 + x2
> c11
∫ q
s0
h(s) log
1
2c2h(s)
ds
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= c11
∫ q
s0
s−1(log s)−β log(2−1c−12 s(log s)
β)ds > c12
∫ q
s0
s−1(log s)1−βds→∞.
Hence µ(A,ν,γ) 6∈ D(Φf, c).
Remark 4.9. Let f be a locally square-integrable function on (a, b) with −∞ 6 a <
b 6∞.
(i) If µ1 and µ2 are in D(Φf ), then µ1 ∗ µ2 ∈ D(Φf ). That is, D(Φf ) is closed
under convolution. Also, D0(Φf ), D(Φf, c), and D(Φf, es) are closed under convo-
lution. Indeed, f is in L(a,b)(X) for all X , and the conditions in Section 3 work,
since convolution gives addition of triplets.
(ii) If µ1 and µ2 are in ID(Rd) and µ1 ∗ µ2 ∈ D(Φf, es), then µ1 and µ2 are in
D(Φf, es). Use Theorem 3.6.
(iii) With some choice of f , there are µ1 and µ2 in ID(Rd) such that µ1 ∗ µ2 ∈
D(Φf ), µ1 6∈ D(Φf ), and µ2 6∈ D(Φf ). Use Example 4.5 with f(s) = s
−1/α,
1 < α < 2, on (1,∞).
(iv) If µ2 ∈ ID(Rd) and if µ1 and µ1 ∗ µ2 are in D(Φf ), then µ2 ∈ D(Φf ). Use
Theorem 3.5.
We give some comments on the relation with improper stochastic integrals stud-
ied in (2006a,b,c).
Remark 4.10. Let L[0,∞)(X
(µ)) be the class of locally X(µ)-integrable functions on
[0,∞) in Definition 2.16 of (2006a). Then the following (a) and (b) are equivalent:
(a) f ∈ L[0,∞)(X
(µ)).
(b) f ∈ L(0,∞)(X
(µ)) and, for some t (equivalently, for any t) in (0,∞),∫ t
0+
f(s)X(µ)(ds) is absolutely definable.
In this case, ∫ t
0
f(s)X(µ)(ds) =
∫ t
0+
f(s)X(µ)(ds), (4.14)
the left-hand side being defined in (2006a) since f ∈ L[0,∞)(X
(µ)).
Proof is as follows. As Theorem 3.1 of (2006a) says, f ∈ L[0,∞)(X
(µ)) if and
only if, for all t ∈ (0,∞), ∫ t
0
f(s)2trAds <∞,∫ t
0
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞,∫ t
0
∣∣∣∣f(s)γ + ∫
Rd
f(s)x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣ ds <∞.
Combine this with Theorem 2.6 and the one-sided version of Theorem 4.2. Then
we see the equivalence of (a) and (b). To prove (4.14), it is enough to show that∫ t
1/n
f(s)X(µ)(ds) tends to
∫ t
0
f(s)X(µ)(ds) in probability as n→∞. Let, for large
n,
Fn =
∫ t
0
f(s)X(µ)(ds)−
∫ t
1/n
f(s)X(µ)(ds) =
∫ 1/n
0
f(s)X(µ)(ds).
Then the triplet (An, νn, γn) of the L(Fn) satisfies An → 0,
∫
Rd(|x|
2∧1) νn(dx)→ 0,
and γn → 0 as n→∞. Thus Fn → 0 in probability.
18
In (2006a,b,c)
∫∞−
0
f(s)X(µ)(ds) is said to be definable if f ∈ L[0,∞)(X
(µ)) and
if
∫ t
0
f(s)X(µ)(ds) is convergent in probability as t→∞. It follows from the results
above that the following (c) and (d) are equivalent:
(c)
∫∞−
0 f(s)X
(µ)(ds) is definable.
(d) f ∈ L(0,∞)(X
(µ)),
∫∞−
1
f(s)X(µ)(ds) is definable, and
∫ 1
0+
f(s)X(µ)(ds) is
absolutely definable.
In this case, ∫ ∞−
0
f(s)X(µ)(ds) =
∫ ∞−
0+
f(s)X(µ)(ds).
The domain of those µ for which
∫∞−
0
f(s)X(µ)(ds) is definable is denoted by
D[f,Rd] in (2006a) and by D(Φf ) in (2006b,c). The domains for essential and
compensated improper integrals for
∫∞−
0 f(s)X
(µ)(ds) are respectively denoted by
Des[f,Rd] and Dc[f,Rd] in (2006a) and by De(Φf ) (or Des(Φf )) and Dc(Φf ) in
(2006b,c).
5. Duals of infinitely divisible distributions
We introduce the concept of duals of purely non-Gaussian infinitely divisible
distributions on Rd. Utilizing this concept, we relate some improper stochastic
integrals on (0, b) with 0 < b <∞ to those on (a,∞) with a finite.
Definition 5.1. Let µ = µ(0,ν,γ) ∈ ID0(Rd). We call the distribution µ′ ∈ ID0(Rd)
the dual of µ if the triplet (0, ν′, γ′) of µ′ satisfies
ν′(B) =
∫
Rd\{0}
1B(ι(x))|x|
2ν(dx), B ∈ B(Rd), (5.1)
γ′ = −γ, (5.2)
where ι(x) = |x|−2x, the inversion of x, which maps Rd \ {0} onto itself.
The simple form (5.2) of the relation of location parameters of µ and µ′ is due
to the fact that we are using the centering function x(1 + |x|2)−1 in the Le´vy–
Khintchine representation in this paper.
The relation (5.1) implies∫
Rd
h(x)ν′(dx) =
∫
Rd\{0}
h(ι(x))|x|2ν(dx) (5.3)
for all nonnegative measurable function h(x) and thus∫
Rd
(|x|2 ∧ 1)ν′(dx) =
∫
Rd
(|x|2 ∧ 1)ν(dx). (5.4)
Proposition 5.2. (i) The dual of the dual of µ is µ itself. That is, µ′′ = µ for all
µ ∈ ID0(Rd).
(ii)
∫
|x|61
|x|2−αν′(dx) =
∫
|x|>1
|x|αν(dx) for α ∈ R.
(iii) The dual µ′ is of type A if and only if µ has finite second moment.
(iv) The dual µ′ is of type A or B if and only if µ has finite mean.
(v) If µ′ is of type A or B, then
(drift of µ′) = −(mean of µ).
(vi) Let 0 < α < 2. Then µ′ is (2− α)-stable if and only if µ is α-stable.
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(vii) Let 0 < α < 2. Then µ′ is strictly (2 − α)-stable if and only if µ is strictly
α-stable.
Proof. (i) Using (5.3), we have
ν′′(B) =
∫
Rd\{0}
1B(ι(x))|x|
2ν′(dx)
=
∫
Rd\{0}
1B(ι(ι(x)))|ι(x)|
2 |x|2ν(dx) = ν(B)
for all B. Further, γ′′ = −γ′ = γ.
(ii) Using (5.3) again, we have∫
|x|61
|x|2−αν′(dx) =
∫
|ι(x)|61
|ι(x)|2−α|x|2ν(dx) =
∫
|x|>1
|x|αν(dx).
(iii) and (iv) Use (ii) with α = 2 and 1, respectively.
(v) Let (γ0)′ and γ1 be the drift of µ′ and the mean of µ, respectively. Then
(γ0)′ = γ′ −
∫
Rd
xν′(dx)
1 + |x|2
, γ1 = γ +
∫
Rd
x|x|2ν(dx)
1 + |x|2
.
Hence
(γ0)′ = −γ −
∫
Rd
ι(x)
1 + |ι(x)|2
|x|2ν(dx) = −γ −
∫
Rd
x
1 + |x|−2
ν(dx) = −γ1.
(vi) Let 0 < α < 2. Then a nontrivial distribution µ is α-stable if and only if
A = 0 and
ν(B) =
∫
S
λ(dξ)
∫ ∞
0
1B(rξ)r
−α−1dr,
where S is the unit sphere and λ is a nonzero finite measure on S. In this case,∫
h(ι(x))|x|2ν(dx) =
∫
S
λ(dξ)
∫ ∞
0
h(r−1ξ)r2r−α−1dr
and thus
ν′(B) =
∫
S
λ(dξ)
∫ ∞
0
1B(r
−1ξ)r1−αdr =
∫
S
λ(dξ)
∫ ∞
0
1B(uξ)u
−1−(2−α)du.
(vii) If 0 < α < 1 and µ is nontrivial, then µ is strictly α-stable if and only if µ
is α-stable with additional condition γ0 = 0 (0 < α < 1), γ1 = 0 (1 < α < 2), or∫
S
ξλ(dξ) = 0 (α = 1). Moreover, δγ with γ 6= 0 is strictly 1-stable. See Theorem
14.7 of Sato (1999). Now use (v) and the fact that ν and ν′ has the identical
λ-measure as seen in the proof of (vi). 
The following fact is in duality with the fact in Example 4.5.
Proposition 5.3. Let f(s) be a measurable function on (0, b) with 0 < b <∞ such
that
∫ b
t
f(s)2ds <∞ for all t ∈ (0, b) and
f(s) ≍ s−1/(2−α) as s ↓ 0
with 0 < α < 2. Let µ = µ(A,ν,γ) ∈ ID(Rd). Let γ0 be drift of µ if it exists.
(i) Consider the condition
A = 0 and
∫
|x|<1
|x|2−αν(dx) <∞. (5.5)
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Then, for 0 < α < 2,
µ ∈ D(Φf, es) ⇔ (5.5).
(ii) If 0 < α < 1, then
D
0(Φf ) = D(Φf ) = D(Φf, c) = D(Φf, es). (5.6)
(iii) If 1 < α < 2, then
D
0(Φf ) = D(Φf ) $ D(Φf, c) = D(Φf, es) (5.7)
and
µ ∈ D(Φf ) ⇔ (5.5) and γ
0 = 0.
(iv) Let α = 1 and suppose, in addition, that, for some s0 ∈ (0, b) and c > 0,∫ s0
0
|f(s)− cs−1|ds <∞.
Consider the conditions
lim
t↓0
∫ s0
t
s−1ds
∫
|x|<s
xν(dx) exists in Rd, (5.8)
∫ s0
0
s−1ds
∣∣∣∣∣
∫
|x|<s
xν(dx)
∣∣∣∣∣ <∞. (5.9)
Then
D
0(Φf ) $ D(Φf ) $ D(Φf, c) $ D(Φf, es) (5.10)
and, letting (5.5) mean (5.5) with α = 1,
µ ∈ D(Φf, c) ⇔ (5.5) and (5.8),
µ ∈ D(Φf ) ⇔ (5.5), (5.8), and γ
0 = 0,
µ ∈ D0(Φf ) ⇔ (5.5), (5.9), and γ
0 = 0.
Proof. From our assumption there are c1, c2 > 0 and s0 ∈ (0, b) such that
c1s
−1/(2−α)
6 f(s) 6 c2s
−1/(2−α) for s ∈ (0, s0]. (5.11)
Let u0 = s
−α/(2−α)
0 and let g(u) = 1/f(u
−(2−α)/α) for u > u0. Then g(u) ≍ u−1/α
as u→∞, since
g(u)
u−1/α
=
u1/α
f(u−(2−α)/α)
=
s−1/(2−α)
f(s)
,
where s = u−(2−α)/α. As this shows that g(u) is locally bounded on [u0,∞), we
have
∫ v
u0
g(u)2du <∞ for all v ∈ (u0,∞).
(i) If µ ∈ D(Φf, es), then A = 0, since
∫ s0
0 f(s)
2ds > c1
∫ s0
0 s
−2/(2−α)ds = ∞.
We have
µ = µ(A,ν,γ) ∈ D(Φf, es) ⇔ A = 0 and µ(0,ν,γ) ∈ D(Φf, es)
(∗)
⇔ A = 0 and µ(0,ν′,γ′) ∈ D(Φg, es)
(∗∗)
⇔ A = 0 and
∫
|x|>1
|x|αν′(dx) <∞
(∗∗∗)
⇔ (5.5),
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where µ(0,ν′,γ′) is the dual of µ(0,ν,γ). Write β = (2 − α)/α. The equivalence (∗)
comes from the equality that∫ s0
0
ds
∫
Rd
(|f(s)x|2 ∧ 1)ν(dx) = β
∫ ∞
u0
u−2/αdu
∫
Rd
(∣∣∣∣ xg(u)
∣∣∣∣2 ∧ 1
)
ν(dx)
= β
∫ ∞
u0
u−2/αdu
∫
Rd
(|g(u)x|−2 ∧ 1)|x|2ν′(dx)
= β
∫ ∞
u0
u−2/α
g(u)2
du
∫
Rd
(1 ∧ |g(u)x|2)ν′(dx).
The equivalence (∗∗) comes from Example 4.5 and (∗ ∗ ∗) from Proposition 5.2.
(ii) We have∫ s0
0
f(s)ds
∣∣∣∣γ + ∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
= β
∫ ∞
u0
u−2/α
g(u)
du
∣∣∣∣γ + ∫
Rd
x
(
1
1 + |x/g(u)|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
= β
∫ ∞
u0
u−2/α
g(u)2
g(u)du
∣∣∣∣γ′ + ∫
Rd
x
(
1
1 + |g(u)x|2
−
1
1 + |x|2
)
ν′(dx)
∣∣∣∣ .
Hence, for 0 < α < 1,
µ ∈ D0(Φf ) ⇔ A = 0 and µ(0,ν,γ) ∈ D
0(Φf )
⇔ A = 0 and µ(0,ν′,γ′) ∈ D
0(Φg) ⇔ A = 0 and µ(0,ν′,γ′) ∈ D(Φg, es)
⇔ A = 0 and µ(0,ν,γ) ∈ D(Φf, es) ⇔ µ ∈ D(Φf, es).
(iii) We have, for v = t−α/(2−α),∫ s0
t
f(s)ds
(
γ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
= β
∫ v
u0
u−2/α
g(u)
du
(
γ +
∫
Rd
x
(
1
1 + |x/g(u)|2
−
1
1 + |x|2
)
ν(dx)
)
= −β
∫ v
u0
u−2/α
g(u)2
g(u)du
(
γ′ +
∫
Rd
x
(
1
1 + |g(u)x|2
−
1
1 + |x|2
)
ν′(dx)
)
.
Thus, for 1 < α < 2, using Example 4.5,
µ ∈ D(Φf ) ⇔ A = 0 and µ(0,ν,γ) ∈ D(Φf )
⇔ A = 0 and µ(0,ν′,γ′) ∈ D(Φg)
⇔ A = 0,
∫
|x|>1
|x|αν′(dx) <∞, and (mean of µ(0,ν′,γ′)) = (γ
1)′ = 0
⇔ (5.5) and (drift of µ(0,ν,γ)) = γ
0 = 0.
and, in a similar way, µ ∈ D0(Φf ) if and only if (5.5) and γ0 = 0. Now we see that
µ ∈ D(Φf, c) if and only if (5.5) holds. Hence D(Φf ) = D0(Φf ) and D(Φf, c) =
D(Φf, es). Since D(Φg) ∩ ID0 $ D(Φg, es) ∩ ID0, we have D(Φf ) $ D(Φf, es).
(iv) (α = 1) As in the proof of (ii),
µ ∈ D0(Φf ) ⇔ A = 0 and µ(0,ν,γ) ∈ D
0(Φf )
⇔ A = 0 and µ(0,ν′,γ′) ∈ D
0(Φg)
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⇔ A = 0,
∫
|x|>1
|x|αν′(dx) <∞,
∫ ∞
u0
u−1du
∣∣∣∣∣
∫
|x|>u
xν′(dx)
∣∣∣∣∣ <∞, (γ1)′ = 0
⇔ (5.5), (5.9), and γ0 = 0.
For the last equivalence, note that∫ ∞
u0
u−1du
∣∣∣∣∣
∫
|x|>u
xν′(dx)
∣∣∣∣∣ =
∫ s0
0
s−1ds
∣∣∣∣∣
∫
|x|<s
xν(dx)
∣∣∣∣∣ .
Let
I(t) =
∫ s0
t
f(s)ds
(
γ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
.
Let us write c3, c4, . . . for positive constants. We have
I(t) =
∫ s0
t
(f(s)− cs−1)ds
(
γ +
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
)
+
∫ s0
t
cs−1ds
∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |cs−1x|2
)
ν(dx)
+
∫ s0
t
cs−1ds
(
γ +
∫
Rd
x
(
1
1 + |cs−1x|2
−
1
1 + |x|2
)
ν(dx)
)
= I1(t) + I2(t) + I3(t) (say).
Under (5.5), I1(t) and I2(t) are convergent as t ↓ 0, since∫ s0
0
|f(s)− cs−1|ds
∣∣∣∣γ + ∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
6
∫ s0
0
|f(s)− cs−1|ds
(
|γ|+
∫
Rd
|x|3 + |x||f(s)x|2
(1 + |f(s)x|2)(1 + |x|2)
ν(dx)
)
6
∫ s0
0
|f(s)− cs−1|ds
(
|γ|+ 2
∫
|x|<1
|x|ν(dx) + c3
∫
|x|>1
ν(dx)
)
(note that f(s) > c4 > 0) and∫ s0
0
cs−1ds
∣∣∣∣∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |cs−1x|2
)
ν(dx)
∣∣∣∣
6
∫ s0
0
cs−1ds
∫
Rd
|x| ||cs−1x|2 − |f(s)x|2|
(1 + |f(s)x|2)(1 + |cs−1x|2)
ν(dx)
6 c5
∫ s0
0
|cs−1 − f(s)|ds
∫
Rd
|x|3(cs−1)2
(1 + |f(s)x|2)(1 + |cs−1x|2)
ν(dx)
6 c5
∫ s0
0
|cs−1 − f(s)|ds
(∫
|x|<1
|x|ν(dx) + c6
∫
|x|>1
ν(dx)
)
.
Hence, under (5.5), I(t) is convergent if and only if I3(t) is convergent. We have,
with v = t−1,
I3(t) =
∫ v
u0
cu−1du
(
γ +
∫
Rd
x
(
1
1 + |cux|2
−
1
1 + |x|2
)
ν(dx)
)
= −c2
∫ v
u0
c−1u−1du
(
γ′ +
∫
Rd
x
(
1
1 + |c−1u−1x|2
−
1
1 + |x|2
)
ν′(dx)
)
.
23
Let h(u) = c−1u−1 for u > u0 = s
−1
0 . Then it follows that
µ ∈ D(Φf ) ⇔ A = 0 and µ(0,ν,γ) ∈ D(Φf ) ⇔ A = 0 and µ(0,ν′,γ′) ∈ D(Φh)
⇔ A = 0,
∫
|x|>1
|x|ν′(dx) <∞, lim
v→∞
∫ v
u0
u−1du
∫
|x|>u
xν′(dx) exists, (γ1)′ = 0
⇔ (5.5), (5.8), and γ0 = 0.
It follows from this that µ ∈ D(Φf, c) if and only if (5.5) and (5.8) hold. We
get relation (5.10), using (4.10) with h in place of f . Thus, in showing that
D
0(Φf ) $ D(Φf ), we make indirect use of the elaborate construction in (2006b) of
a distribution in the difference of the two classes. 
Proposition 5.4. Let f(s) be a measurable function on (0, b) with 0 < b <∞ such
that
∫ b
t f(s)
2ds <∞ for all t ∈ (0, b) and
f(s) ≍ s−1/2 as s ↓ 0.
Then
µ(A,ν,γ) ∈ D(Φf, es) ⇔ A = 0 and
∫
|x|<1
|x|2 log(1/|x|)ν(dx) <∞,
and (5.6) holds.
Proof. We have (5.11) with α = 0. Note that
∫ s0
0
f(s)2ds =∞ and
∫ s0
0
f(s)ds <∞.
Let g(u) = 1/f(e−2u) for u > u0 = s
−1
0 . Then g(u) ≍ e
−u as u→∞, since
g(u)
e−u
=
eu
f(e−2u)
=
s−1/2
f(s)
,
where s = e−2u. We have∫ s0
0
ds
∫
Rd
(|f(s)x|2 ∧ 1)ν(dx) =
∫ ∞
u0
2e−2udu
∫
Rd
(∣∣∣∣ xg(u)
∣∣∣∣2 ∧ 1
)
ν(dx)
=
∫ ∞
u0
2e−2u
g(u)2
du
∫
Rd
(1 ∧ |g(u)x|2)ν′(dx).
Hence, using Example 4.6, we have
µ ∈ D(Φf, es) ⇔ A = 0, µ(0,ν,γ) ∈ D(Φf, es) ⇔ A = 0, µ(0,ν′,γ′) ∈ D(Φg, es)
⇔ A = 0,
∫
|x|>1
log |x|ν′(dx) <∞
and the last integral equals
∫
|x|<1 |x|
2 log(1/|x|)ν(dx). We have∫ s0
0
f(s)ds
∣∣∣∣γ + ∫
Rd
x
(
1
1 + |f(s)x|2
−
1
1 + |x|2
)
ν(dx)
∣∣∣∣
6
∫ s0
0
ds
∫
|x|61
|f(s)x|3ν(dx)
(1 + |f(s)x|2)(1 + |x|2)
+ c3
6 c4
∫ s0
0
ds
∫
|x|61
|s−1/2x|3ν(dx)
(1 + c5|s−1/2x|2)(1 + |x|2)
+ c3
6 c4
∫ s0
0
ds
∫
|x|61∧s1/2
|s−1/2x|3ν(dx) + c5
∫ s0
0
ds
∫
s1/2<|x|61
s−1/2|x|ν(dx) + c3
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= c4
∫
|x|61∧s
1/2
0
|x|3ν(dx)
∫ s0
|x|2
s−3/2ds+ c5
∫
|x|61
|x|ν(dx)
∫ s0∧|x|2
0
s−1/2ds+ c3,
which is finite. Hence D0(Φf ) = D(Φf, es) and we obtain (5.6). 
Proposition 5.5. Let f(s) be a measurable function on (0, b) with 0 < b <∞ such
that
∫ b
t f(s)
2ds <∞ for all t ∈ (0, b) and
f(s) ≍ s−1(log(1/s))−β as s ↓ 0
with β ∈ R. Then
µ(A,ν,γ) ∈ D(Φf, es) ⇔ A = 0 and
∫
|x|<1/2
|x|(log(1/|x|))−βν(dx) <∞.
If 0 < β 6 1, then (4.12) holds. If 1 < β 6 2, then (4.13) holds.
Proof. Choose s0 large enough and let u0 be such that s0 = u
−1
0 (log u0)
−2β . Let
g(u) = 1/f(s) for u > u0, where s = u
−1(log u)−2β . Then we can prove that
g(u) ≍ u−1(log u)−β as u→∞,∫ s0
0
ds
∫
Rd
(|f(s)x|2 ∧ 1)ν(dx) =
∫ ∞
u0
(−ds/du)g(u)−2du
∫
Rd
(1 ∧ |g(u)x|2)ν′(dx),
and (−ds/du)g(u)−2 ≍ 1. Using Example 4.8 (i), the rest of the proof is similar.
Proof of (4.12) or (4.13) for 0 < β 6 1 or 1 < β 6 2, respectively, is done by the
same method as the proof of (ii) and (iii) of Example 4.8. 
6. Properties of f and largeness of various domains
Fix −∞ 6 a < b 6 ∞ and the dimension d. Let f be an R-valued measur-
able function on (a, b). We use the subclasses ID0(Rd) and IDAB(Rd) of ID(Rd)
introduced in Section 1.
Theorem 6.1. The following statements are equivalent.
(a) ID(Rd) = D0(Φf ).
(b) ID(Rd) = D(Φf, es).
(c) ID0(Rd) ⊂ D0(Φf ).
(d) ID0(Rd) ⊂ D(Φf, es).
(e)
∫ b
a
1{f(s) 6=0}ds <∞ and
∫ b
a
f(s)2ds <∞.
As we have the relation of the various domains in Theorem 4.3, statement (b)
or (d) with Φf, es replaced by any one of Φf , Φf, c, and Φf, sym is also equivalent to
statements (a)–(e).
Proof of Theorem 6.1. Clearly (a) ⇒ (b) ⇒ (d), and (a) ⇒ (c) ⇒ (d). Therefore
it is enough to show that (e) ⇒ (a), and (d) ⇒ (e).
Assume (e). Then (3.1), (3.2), and (4.2) hold. Indeed, (3.1) is obvious, (3.2)
follows as∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) 6
∫ b
a
(f(s)2 + 1)1{f(s) 6=0}ds
∫
Rd
(|x|2 ∧ 1) ν(dx) <∞,
and (4.2) follows as in the proof of Theorem 2.6 (i). Hence we obtain (a) by virtue
of Theorem 4.2.
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Assume (d). Then, for every µ ∈ ID0, f is in L(a,b)(X
(µ)) and Φf, es(µ) is
definable. Hence∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞ for all ν ∈ Lvm(ID(Rd)) (6.1)
by virtue of Theorem 3.6. Let us show (e) in two steps.
Step 1. Suppose that
∫ b
a
f(s)2ds =∞. Let
k(r) =
∫ b
a
f(s)21{|f(s)|61/r}ds for r > 0.
For every ν ∈ Lvm(ID(Rd)) we have∫
|x|61
|x|2k(|x|)ν(dx) =
∫ b
a
ds
∫
|x|61
f(s)21{|f(s)|61/|x|}|x|
2ν(dx)
6
∫ b
a
ds
∫
|x|61
(|f(s)x|2 ∧ 1)ν(dx) <∞
(6.2)
by (6.1). Considering Lebesgue measure on {|x| 6 1} as ν, we see that k(|x|) <∞
for almost every x with |x| 6 1. Hence k(r) < ∞ for almost every r in (0, 1].
Therefore k(r) is finite for all r > 0 and increases to ∞ as r ↓ 0. Choose rn,
n = 1, 2, . . ., such that 1 > rn > rn+1 > 0 and k(rn) > n. Let ρ =
∑∞
n=1 n
−2δrn
and let
ν(B) =
∫
S
λ(dξ)
∫
(0,1]
1B(rξ) r
−2ρ(dr) for B ∈ B(Rd),
where λ is a finite nonzero measure on the unit sphere S = {ξ ∈ Rd : |ξ| = 1}. Then
ν ∈ Lvm(ID(Rd)), since∫
|x|61
|x|2ν(dx) =
∫
S
λ(dξ)
∫
(0,1]
ρ(dr) = λ(S)
∞∑
n=1
n−2 <∞.
But ∫
|x|61
|x|2k(|x|)ν(dx) =
∫
S
λ(dξ)
∫
(0,1]
k(r)ρ(dr)
= λ(S)
∞∑
n=1
k(rn)ρ({rn}) > λ(S)
∞∑
n=1
n−1 =∞,
which contradicts (6.2). Therefore,
∫ b
a
f(s)2ds <∞.
Step 2. Suppose that
∫ b
a 1{f(s) 6=0}ds =∞. Let
h(r) =
∫ b
a
1{|f(s)|>1/r}ds for r > 0.
We have h(r) 6 r2
∫ b
a
f(s)2ds <∞. For every ν ∈ Lvm(ID(Rd)) we have∫
|x|>1
h(|x|)ν(dx) =
∫ b
a
ds
∫
|x|>1
1{|f(s)|>1/|x|}ν(dx)
6
∫ b
a
ds
∫
|x|>1
(|f(s)x|2 ∧ 1)ν(dx) <∞
(6.3)
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by (6.1). As r ↑ ∞, h(r) increases to ∞. Choose rn, n = 1, 2, . . ., such that
1 < rn < rn+1 and h(rn) > n. Let ρ =
∑∞
n=1 n
−2δrn and let
ν(B) =
∫
S
λ(dξ)
∫
(1,∞)
1B(rξ) ρ(dr) for B ∈ B(Rd),
where λ is a finite nonzero measure on S. Then ν ∈ Lvm(ID(Rd)) and∫
|x|>1
h(|x|)ν(dx) =
∫
S
λ(dξ)
∫
(1,∞)
h(r)ρ(dr)
= λ(S)
∞∑
n=1
h(rn)ρ({rn}) > λ(S)
∞∑
n=1
n−1 =∞,
which contradicts (6.3). Therefore,
∫ b
a
1{f(s) 6=0}ds <∞.
Steps 1 and 2 combined imply (e). 
Theorem 6.2. The following statements are equivalent.
(a) IDAB(Rd) ⊂ D0(Φf ) and Φf (IDAB(Rd)) ⊂ IDAB(Rd).
(b) IDAB(Rd) ⊂ D(Φf,es) and Φf,es(IDAB(Rd)) ⊂ IDAB(Rd).
(c)
∫ b
a
1{f(s) 6=0}ds <∞ and
∫ b
a
|f(s)|ds <∞.
Statement (b) with Φf,es replaced by any one of Φf , Φf,c, and Φf,sym is equivalent
to statements (a)–(c).
Proof of Theorem 6.2. Asssume (c). Let µ ∈ IDAB. Then f ∈ L(a,b)(X
(µ)) from
Theorem 2.10. As (3.11) is clear and (3.10) follows from∫ b
a
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) 6
∫ b
a
(|f(s)|+ 1)1{f(s) 6=0}ds
∫
Rd
(|x| ∧ 1) ν(dx),
Theorem 3.15 is applicable and (a) of Theorem 3.15 holds for all µ ∈ IDAB. We
have (4.2), recalling the proof of Theorem 2.10. Thus, using Theorem 4.2, we see
that (a) is true.
Clearly (a) implies (b).
Assume (b). Then∫ b
a
ds
∫
Rd
(|f(s)x| ∧ 1) ν(dx) <∞ for all ν ∈ Lvm(IDAB(Rd)).
Let us show (c) in two steps. The argument is similar to the corresponding part of
the proof of Theorem 6.1, but we give a complete proof.
Step 1. Suppose that
∫ b
a |f(s)|ds =∞. Let
k(r) =
∫ b
a
|f(s)|1{|f(s)|61/r}ds for r > 0.
For every ν ∈ Lvm(IDAB) we have∫
|x|61
|x|k(|x|)ν(dx) =
∫ b
a
ds
∫
|x|61
|f(s)x|1{|f(s)|61/|x|}ν(dx)
6
∫ b
a
ds
∫
|x|61
(|f(s)x| ∧ 1)ν(dx) <∞.
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It follows that k(r) is finite for all r > 0 and increases to ∞ as r ↓ 0. Choosing rn,
n = 1, 2, . . ., such that 1 > rn > rn+1 > 0 and k(rn) > n, let ρ =
∑∞
n=1 n
−2δrn and
ν(B) =
∫
S
λ(dξ)
∫
(0,1]
1B(rξ) r
−1ρ(dr),
where λ is a finite nonzero measure on the unit sphere S. Then ν ∈ Lvm(IDAB),
since ∫
|x|61
|x|ν(dx) =
∫
S
λ(dξ)
∫
(0,1]
ρ(dr) = λ(S)
∞∑
n=1
n−2 <∞.
But ∫
|x|61
|x|k(|x|)ν(dx) = λ(S)
∞∑
n=1
k(rn)ρ({rn}) > λ(S)
∞∑
n=1
n−1 =∞,
a contradiction. Hence
∫ b
a
|f(s)|ds <∞.
Step 2. Suppose that
∫ b
a 1{f(s) 6=0}ds =∞. Let
h(r) =
∫ b
a
1{|f(s)|>1/r}ds for r > 0.
Then h(r) 6 r
∫ b
a |f(s)|ds < ∞. As r ↑ ∞, h(r) increases to ∞. For every
ν ∈ Lvm(IDAB)∫
|x|>1
h(|x|)ν(dx) =
∫ b
a
ds
∫
|x|>1
1{|f(s)|>1/|x|}ν(dx)
6
∫ b
a
ds
∫
|x|>1
(|f(s)x| ∧ 1)ν(dx) <∞.
Choosing rn, n = 1, 2, . . ., such that 1 < rn < rn+1 and h(rn) > n, let ρ =∑∞
n=1 n
−2δrn and
ν(B) =
∫
S
λ(dξ)
∫
(1,∞)
1B(rξ) ρ(dr),
with a finite nonzero measure λ on S. Then ν ∈ Lvm(IDAB) and∫
|x|>1
h(|x|)ν(dx) = λ(S)
∞∑
n=1
h(rn)ρ({rn}) > λ(S)
∞∑
n=1
n−1 =∞,
a contradiction. Therefore,
∫ b
a
1{f(s) 6=0}ds <∞. 
Example 6.3. Let (a, b) = (0, b) with b finite. Suppose that
∫ b
t
f(s)2ds <∞ for all
t ∈ (0, b) and that f(s) ≍ s−β as s ↓ 0. If 0 < β < 1/2, then f satisfies (e) of
Theorem 6.1. If 0 < β < 1, then f satisfies (c) of Theorem 6.2.
In relation to the two theorems above, it is interesting to consider the condition
that IDAB ⊂ D(Φf,es) and the condition that IDAB ⊂ D0(Φf ). We have the
following two theorems.
Theorem 6.4. The following statements are equivalent.
(a) IDAB(Rd) ⊂ D(Φf,es).
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(b) The function f(s) is locally integrable on (a, b),
∫ b
a 1{f(s) 6=0}ds <∞,∫ b
a
f(s)21{|f(s)|61/r}ds = O(1/r) as r ↓ 0, (6.4)
and ∫ b
a
1{|f(s)|>1/r}ds = O(r) as r ↓ 0. (6.5)
Proof. Let
k(r) =
∫ b
a
f(s)21{|f(s)|61/r}ds and h(r) =
∫ b
a
1{|f(s)|>1/r}ds.
Assume (b). By virtue of Theorem 2.10, f ∈ L(a,b)(X
(µ)) for any µ ∈ IDAB.
Thus, it follows from Theorem 3.6 that statement (a) is true if∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞ for all ν ∈ Lvm(IDAB). (6.6)
Let ν ∈ Lvm(IDAB). Then∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx)
6
∫ b
a
ds
∫
|x|61
(|f(s)x|2 ∧ 1) ν(dx) +
∫ b
a
1{f(s) 6=0}ds
∫
|x|>1
ν(dx) = I1 + I2,
say. Clearly I2 is finite. Using (6.4), (6.5), and
∫ b
a 1{f(s) 6=0}ds <∞, we have
I1 =
∫
|x|61
|x|2ν(dx)
∫ b
a
f(s)21{|f(s)|61/|x|}ds+
∫
|x|61
ν(dx)
∫ b
a
1{|f(s)|>1/|x|}ds
=
∫
|x|61
|x|2k(|x|)ν(dx) +
∫
|x|61
h(|x|)ν(dx) 6 c
∫
|x|61
|x|ν(dx) <∞,
where c is a constant. Hence (6.6) holds. Hence (a) is true.
Conversely, assume (a). Then, for every µ ∈ IDAB with triplet (0, ν, γ0)0, f ∈
L(a,b)(X
(µ)), and hence∫ q
p
|f(s)|
∣∣∣∣γ0 + ∫
Rd
xν(dx)
1 + |f(s)x|2
∣∣∣∣ ds <∞
for all p, q with a < p < q < b (recall Theorem 2.6). Considering the case ν = 0, we
see that
∫ q
p
|f(s)|ds < ∞, that is, f(s) is locally integrable on (a, b). Further (a)
implies (6.6). Thus, for every ν ∈ Lvm(IDAB),∫
|x|61
|x|2k(|x|) ν(dx) =
∫ b
a
f(s)2ds
∫
|x|61
|x|21{|f(s)|61/|x|}ν(dx)
6
∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞
and ∫
Rd
h(|x|) ν(dx) =
∫ b
a
ds
∫
Rd
1{|f(s)|>1/|x|}ν(dx)
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6∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞.
Using an appropriate ν, we see that k(r) and h(r) are finite almost everywhere.
Step 1. Suppose that
∫ b
a
1{f(s) 6=0}ds =∞. Then we have a contradiction exactly
in the same way as in Step 2 in the proof of Theorem 6.2. Hence
∫ b
a 1{f(s) 6=0}ds <∞.
Step 2. Suppose that lim supr↓0 r
−1h(r) = ∞. Choose a sequence rn 6 1
decreasing to 0 such that rn
−1h(rn) > n. Let ρ =
∑∞
n=1 n
−2δrn and
ν(B) =
∫
S
λ(dξ)
∫
(0,1]
1B(rξ)r
−1ρ(dr)
with a finite nonzero measure λ on S. Then ν ∈ Lvm(IDAB) but∫
|x|61
h(|x|) ν(dx) = λ(S)
∞∑
n=1
h(rn)rn
−1n−2 > λ(S)
∞∑
n=1
n−1 =∞,
which is a contradiction. Hence we obtain (6.5).
Step 3. Suppose that lim supr↓0 r k(r) =∞. Choose a sequence rn 6 1 decreas-
ing to 0 such that rnk(rn) > n. Define ρ and ν by the same formulas as in Step 2.
Then ν ∈ Lvm(IDAB) but∫
|x|61
|x|2k(|x|) ν(dx) = λ(S)
∞∑
n=1
rnk(rn)n
−2 > λ(S)
∞∑
n=1
n−1 =∞,
a contradiction. Thus (6.4) is true. 
Theorem 6.5. The following statements are equivalent.
(a) IDAB(Rd) ⊂ D0(Φf ).
(b)
∫ b
a
1{f(s) 6=0}ds <∞ and
∫ b
a
|f(s)|ds <∞.
Proof. Assume (a). Let ν ∈ Lvm(IDAB). Then, for any γ1 and γ2 in Rd, µ(0,ν,γ1)
and µ(0,ν,γ1) are in D
0(Φf ). Recall Theorem 4.2. We see that (4.2) is true for γ = γ
1
and γ = γ2. Hence
∫ b
a |f(s)(γ
1 − γ2)|ds <∞. It follows that
∫ b
a |f(s)|ds <∞. We
can prove that
∫ b
a
1{f(s) 6=0}ds < ∞ in the same way as Step 2 in the proof of
Theorem 6.1.
Conversely, assume (b). Then, IDAB ⊂ D
0(Φf ) and Φf (IDAB) ⊂ IDAB by
virtue of Theorem 6.2. Thus, a fortiori, (a) holds. 
Remark 6.6. Consider the following conditions:
ID = D0(Φf ), (6.7)
ID = D(Φf,es), (6.8)
IDAB ⊂ D
0(Φf ) and Φf (IDAB) ⊂ IDAB, (6.9)
IDAB ⊂ D(Φf,es) and Φf,es(IDAB) ⊂ IDAB, (6.10)
IDAB ⊂ D
0(Φf ), (6.11)
IDAB ⊂ D(Φf,es). (6.12)
Then, it follows from the theorems in this section that
(6.7) ⇔ (6.8) ⇒ (6.9) ⇔ (6.10) ⇔ (6.11) ⇒ (6.12).
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Further, we can show that condition (6.8) is strictly stronger than condition (6.10)
and that condition (6.10) is strictly stronger than condition (6.12). They are proved
by the use of the analytical expressions of the conditions. Indeed, it is obvious that
(6.8) is strictly stronger than (6.10), since there is f(s) on a finite open interval
(a, b) such that
∫ b
a |f(s)|ds <∞ but
∫ b
a f(s)
2ds =∞. To show that (6.10) is strictly
stronger than (6.12), consider the function f(s) in Example 6.7 or 6.8 below.
Example 6.7. Let f(s) be as in Proposition 5.3 (iv). Thus (a, b) = (0, b) with b
finite and f(s) ≍ s−1 as s ↓ 0. Then, f(s) satisfies (6.4) and (6.5) and
∫ 1
0 f(s)ds =
∞. Hence this f(s) satisfies (6.12) but does not satisfy (6.10). We have shown
IDAB = D(Φf,es) in Proposition 5.3. We have
{µ ∈ IDAB : Φf,es(µ) ⊂ IDAB}
=
{
µ = µ(0,ν,γ) ∈ IDAB :
∫
|x|61/2
|x| log(1/|x|) ν(dx) <∞
}
.
(6.13)
This again shows that Φf,es(IDAB) 6⊂ IDAB.
Let us prove (6.13). Let µ ∈ IDAB. Let ν˜ denote the Le´vy measure of Φf,es(µ).
Then ν˜(B) =
∫ b
0
ds
∫
Rd
1B(f(s)x) ν(dx). Hence∫
|x|61
|x|ν˜(dx) 6 c2
∫ s0
0
ds
∫
Rd
|s−1x|1{c1|s−1x|61}ν(dx) + c3
= c2
∫
|x|6c−11 s0
|x|ν(dx)
∫ s0
c1|x|
s−1ds+ c3 6 c2
∫
|x|6c−11 s0
|x| log(1/|x|) ν(dx) + c4,
and the converse estimate is similar.
Example 6.8. Let (a, b) = (0, b) with b finite and f(s) ≍ s−1(log(1/s))−1 as s ↓ 0.
We can prove that
D(Φf,es) = {µ = µ(A,ν,γ) ∈ ID : A = 0 and∫
|x|61/2
|x|(log(1/|x|))−1ν(dx) <∞}
(6.14)
and
{µ ∈ IDAB : Φf,es(µ) ⊂ IDAB}
=
{
µ = µ(0,ν,γ) ∈ IDAB :
∫
|x|61/(2e)
|x| log log(1/|x|) ν(dx) <∞
}
.
(6.15)
It follows from (6.14) that
IDAB $ D(Φf,es). (6.16)
The assertion (6.15) implies that Φf,es(IDAB) 6⊂ IDAB, but this fact follows also
from
∫ 1/2
0 f(s)ds = ∞. Thus, like Example 6.7, this example satisfies (6.12) and
does not satisfy (6.10). However, property (6.16) differs from property IDAB =
D(Φf,es) of Example 6.7.
Let us prove (6.14). Let µ = µ(A,ν,γ). Then µ ∈ D(Φf,es) if and only if A = 0
and (3.2) holds. We have
c1s
−1(log(1/s))−1 6 f(s) 6 c2s
−1(log(1/s))−1
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for 0 < s < s0 with c1, c2 > 0 and s0 ∈ (0, b ∧ (1/2)). Now∫ s0
0
ds
∫
|f(s)x|>1
ν(dx) =
∫
|x|>1
ν(dx)
∫ s0
0
1{|f(s)x|>1}ds
+
∫
|x|61
ν(dx)
∫ s0
0
1{|f(s)x|>1}ds = I1 + I2 (say),∫ s0
0
ds
∫
|f(s)x|61
|f(s)x|2ν(dx) =
∫
|x|>1
ν(dx)
∫ s0
0
|f(s)x|21{|f(s)x|61}ds
+
∫
|x|61
|x|2ν(dx)
∫ s0
0
f(s)21{|f(s)x|61}ds = J1 + J2 (say).
Both I1 and J1 are bounded by s0
∫
|x|>1 ν(dx). We have
I2 6
∫
|x|61
ν(dx)
∫ s0
0
1{s log(1/s)<c2|x|}ds,
J2 6 c2
∫
|x|61
|x|2ν(dx)
∫ s0
0
s−2(log(1/s))−21{s log(1/s)>c1|x|}ds,
and similar estimates from below. Then I2 + J2 <∞ if and only if∫
|x|61/2
|x|(log(1/|x|))−1ν(dx) <∞,
since, letting u = s log(1/s), we have du/ds = log(1/s) − 1 ∼ log(1/u) as s ↓ 0
(equivalently, as u ↓ 0), and since, as r ↓ 0,∫ s0
0
1{s log(1/s)<r}ds ∼
∫ r
0
(
du
ds
)−1
du ∼
∫ r
0
(log(1/u))−1du ∼ r(log(1/r))−1
and ∫ s0
0
s−2(log(1/s))−21{s log(1/s)>r}ds ∼
∫ ε
r
u−2
(
du
ds
)−1
du
∼
∫ ε
r
u−2(log(1/u))−1du ∼ r−1(log(1/r))−1
with a small number ε > 0.
Proof of (6.15) is as follows. Let µ ∈ IDAB. Then µ ∈ D(Φf,es) from (6.14). For
the Le´vy measure ν˜ of any distribution in Φf,es(µ), we have∫
|x|61
|x|ν˜(dx) 6
∫
Rd
c2|x|ν(dx)
∫ s0
0
s−1(log(1/s))−11{s log(1/s)>c1|x|}ds+ c3
= I1 + I2 + c3,
where I1 and I2 are the repeated integrals with the integration over Rd replaced by
that over {|x| > 1} and {|x| 6 1}, respectively. Then
I1 6 c
−1
1 c2
∫
|x|>1
ν(dx)
∫ s0
0
ds <∞
and, with u = s log(1/s) and some ε > 0,∫ s0
0
s−1(log(1/s))−11{s log(1/s)>r}ds ∼
∫ ε
r
u−1
(
du
ds
)−1
du
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∼∫ ε
r
u−1(log(1/u))−1du ∼ log log(1/r)
as r ↓ 0. Hence, I2 <∞ if and only if∫
|x|61/(2e)
|x| log log(1/|x|) ν(dx) <∞.
The estimate of
∫
|x|61
|x|ν˜(dx) from below is similar.
Example 6.9. Let gα(u) =
∫∞
u v
−α−1e−vdv for u ∈ (0,∞) with α ∈ R. Let bα =
gα(0+). Thus bα = Γ(−α) for α < 0 and bα = ∞ for α > 0. Consider (0, bα) as
(a, b). Let u = fα(s), s ∈ (0, bα), be the inverse function of s = gα(u), u ∈ (0,∞).
Then fα(s) strictly decreases from ∞ to 0 as s goes from 0 to bα. We have
fα(s) ∼ log(1/s) as s ↓ 0 for α ∈ R,
as Proposition 1.1 of (2006b) says. It follows that, for f = fα with α < 0, (6.7)–
(6.12) hold. For α > 0, Proposition 1.1 of (2006b) shows that, as s ↑ ∞,
f0(s) ∼ ce
−s with a constant c > 0,
fα(s) ∼ (αs)
−1/α for α > 0,
f1(s) = s
−1 − s−2 log s+ o(s−2 log s).
The five domains in Theorem 4.3 for f = fα on (0,∞) with α > 0 are described in
(2006b), Theorems 2.4 and 2.8. The case α = 1 is a special case of Example 4.5.
We have f−1(s) = log(1/s) for s ∈ (0, b−1) = (0, 1). This case (α = −1) was first
introduced in Barndorff-Nielsen and Thorbjørnsen (2002) with the notation Υ for
Φf−1 and explored by Barndorff-Nielsen, Maejima, and Sato (2006) in connection
with the Goldie–Steutel–Bondesson class B(Rd) and the Thorin class T (Rd).
Example 6.10. Let gβ,α(u) = (Γ(α − β))−1
∫ 1
u
(1 − v)α−β−1v−α−1dv for u ∈ (0, 1)
with −∞ < β < α < ∞. Let bβ.α = gβ,α(0+), which equals Γ(−α)/Γ(−β) for
α < 0 and ∞ for α > 0. Let u = fβ,α(s), s ∈ (0, bβ,α), be the inverse function of
s = gβ,α(u), u ∈ (0, 1). Then fβ,α(s) strictly decreases from 1 to 0 as s goes from
0 to bβ,α. Now Proposition 1.1 of (2006b) says that, as s ↑ ∞,
fβ,0(s) ∼ cβe
−Γ(−β)s with a constant cβ > 0 for β < 0,
fβ,α(s) ∼ (αΓ(α− β)s)
−1/α for α > 0 and β < α,
fβ,1(s) = (Γ(1− β))
−1s−1 + β(Γ(1 − β))−2s−2 log s+ o(s−2 log s) for β < 1.
From these behaviors Theorems 2.4 and 2.8 of (2006b) show that the five domains
in Theorem 4.3 for f = fβ,α on (0,∞) with α > 0 do not depend on β and are the
same as those for f = fα on (0,∞). We have f−1,0(s) = e−s and thus Φf−1,0 equals
Φ of Example 4.6. The family {Φfβ,α} has a close connection with the family {Φfα}
in Example 6.9. Namely, Theorem 3.1 of (2006b) proves that
Φfα = ΦfβΦfβ,α = Φfβ,αΦfβ for −∞ < β < α <∞,
including the equality of the domains of both sides. A special case of this equality
with α = 0 and β = −1 is given in Barndorff-Nielsen, Maejima, and Sato (2006).
At the end of this section, let us consider the case where D(Φf, es) is very small.
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Theorem 6.11. D(Φf, es) equals the class {δγ : γ ∈ Rd} if and only if
f(s) is locally integrable on (a, b) and
∫ b
a
(f(s)2 ∧ 1)ds =∞. (6.17)
Notice that
∫ b
a
(f(s)2 ∧ 1)ds = ∞ implies
∫ b
a
f(s)2ds = ∞ and b − a = ∞, but
that the converse is not true. For example, consider (a, b) = (0,∞) and f(s) =∑∞
n=1 n1[n,n+n−2)(s).
Proof of Theorem 6.11. We use Theorems 2.6 and 3.6.
The “only if” part: The function f(s) is locally integrable on (a, b), since f ∈
L(a,b)(X
(µ)) for any µ = δγ with γ ∈ Rd. Further
∫ b
a
(f(s)2 ∧ 1)ds = ∞, because
otherwise µ = µ(0,ν,0) with ν = δx0 , |x0| = 1, belongs to D(Φf, es). Hence (6.17)
holds.
The “if” part: Let µ = µ(A,ν,γ) ∈ D(Φf, es). Then A = 0, since
∫ b
a
f(s)2ds =∞.
If ν 6= 0, then we have, using 0 < c 6 1 such that ν({|x| > c}) > 0,
∞ >
∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) >
∫ b
a
ds
∫
|x|>c
((f(s)2c2) ∧ 1) ν(dx)
> c2
∫
|x|>c
ν(dx)
∫ b
a
(f(s)2 ∧ 1)ds,
which contradicts (6.17). Hence µ = δγ . Conversely, any µ = δγ is in D(Φf, es). 
Remark 6.12. (i) D(Φf, c) = {δγ : γ ∈ Rd} if and only if (6.17) holds.
(ii) D0(Φf ) = {δγ : γ ∈ Rd} if and only if (6.17) holds and
∫ b
a |f(s)|ds <∞.
(iii) D(Φf ) = {δγ : γ ∈ Rd} if and only if (6.17) holds and
∫ b−
a+
f(s)ds exists in
R.
(iv) D0(Φf ) = {δ0} if and only if
∫ b
a (f(s)
2 ∧ 1)ds =∞ and
∫ b
a |f(s)|ds =∞.
(v) Assume that f(s) is locally integrable on (a, b). Then, D(Φf ) = {δ0} if and
only if
∫ b
a (f(s)
2∧1)ds =∞ and
∫ q
p f(s)ds is not convergent in R as p ↓ a and q ↑ b.
These facts are proved similarly to Theorem 6.11. Use ν = δx0 + δ−x0 with
|x0| = 1 instead of ν = δx0 .
Example 6.13. Let (a, b) = (a,∞) with a finite. Suppose that
∫ t
a
f(s)2ds < ∞ for
all t ∈ (a,∞) and that f(s) ≍ s−1/α as s→∞. If α > 2, then
D
0(Φf ) = D(Φf ) = {δ0} $ D(Φf, c) = D(Φf, es) = {δγ : γ ∈ Rd}.
7. The τ-measure of function f
Let us define the τ -measure of f . Functions f(s) and fj(s) in the following are
R-valued. We fix the dimension d in ID(Rd).
Definition 7.1. Let f(s) be a measurable function f(s) on (a, b) with −∞ 6 a <
b 6∞. Define a measure τ on R as
τ(B) =
∫ b
a
1{f(s)∈B}ds, B ∈ BR. (7.1)
We call τ the τ-measure of function f .
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It follows from (7.1) that∫
R
h(u)τ(du) =
∫ b
a
h(f(s))ds (7.2)
for all nonnegative measurable functions h on R.
We discuss two questions. The first is whether the τ -measure τ of f determines
the domain D(Φf ) and its variants. The second is under what conditions a given
measure τ is the τ -measure of some f .
Theorem 7.2. Suppose that f1(s) and f2(s) are measurable functions on (a1, b1)
and (a2, b2), respectively, with identical τ-measure. Then,
D
0(Φf1) = D
0(Φf2), (7.3)
Φf1(µ) = Φf2(µ) for all µ ∈ D
0(Φf1 ) = D
0(Φf2), (7.4)
D(Φf1,es) = D(Φf2,es), (7.5)
Φf1,es(µ) = Φf2,es(µ) for all µ ∈ D(Φf1,es) = D(Φf2,es). (7.6)
Proof. It follows from (7.2) that, for any µ ∈ ID(Rd),∫ bj
aj
|Cµ(fj(s)z)|ds =
∫
R
|Cµ(uz)| τ(du) for j = 1, 2, z ∈ Rd.
Hence we obtain (7.3) from Definition 4.1.
Proof of (7.4). Let µ ∈ D0(Φf1) = D
0(Φf2). We have
∫
R
|Cµ(uz)| τ(du) < ∞.
Hence Cµ(fj(s)z) is integrable on (aj , bj) and it follows from (7.2) that∫ bj
aj
Cµ(fj(s)z)ds =
∫
R
Cµ(uz) τ(du).
Denote µ˜j = Φfj (µ). Then
Ceµj (z) = lim
p↓aj ,q↑bj
∫ q
p
Cµ(fj(s)z)ds =
∫ bj
aj
Cµ(fj(s)z)ds.
Thus µ˜1 = µ˜2.
Proof of (7.5). Notice that∫ bj
aj
fj(s)
2 trAds =
∫
R
u2 trAτ(du),∫ bj
aj
ds
∫
Rd
(|fj(s)x|
2 ∧ 1) ν(dx) =
∫
R
τ(du)
∫
Rd
(|ux|2 ∧ 1) ν(dx).
Use Theorem 3.6.
Proof of (7.6). Notice that∫ bj
aj
fj(s)
2 Ads =
∫
R
u2Aτ(du),∫ bj
aj
ds
∫
Rd
1B(fj(s)x) ν(dx) =
∫
R
τ(du)
∫
Rd
1B(ux) ν(dx)
for B ∈ B(Rd) with 0 6∈ B, and use Theorem 3.11. 
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Proposition 7.3. (i) There are measurable functions f1(s) and f2(s) on (0,∞)
with identical τ-measure, such that D(Φf1) 6= D(Φf2).
(ii) There are measurable functions f1(s) and f2(s) on (0,∞) with identical τ-
measure, such that Φf1(µ) 6= Φf2(µ) for some µ ∈ D(Φf1) ∩D(Φf2 ).
Proof. We prove (i) and (ii) together. In the following f3 serves as f2 in (ii). Let
f1(s) = s
−1 sin s for s ∈ (0,∞). Let cn =
∫ (n+1)π
nπ s
−1 sin s ds. Then∫ ∞−
0
f1(s)ds =
∞∑
n=0
cn =
pi
2
.
Let
∑∞
m=0 dm be a rearrangement of
∑∞
n=0 cn (that is for each m there is a unique
n such that dm = cn, and for each n there is a unique m such that cn = dm),
such that
∑∞
m=0 dm =∞. Let
∑∞
m=0 em be a rearrangement of
∑∞
n=0 cn such that∑∞
m=0 em = 0. Those rearrangements exist, since
∑∞
n=0 cn is convergent but not
absolutely. Define f2(mpi + s) = f1(npi + s) for 0 < s 6 pi if dm = cn. Similarly
define f3(mpi + s) = f1(npi+ s) for 0 < s 6 pi if em = cn. Then f1, f2, and f3 have
an identical τ -measure τ . We have∫ ∞−
0
f2(s)ds =
∞∑
m=0
dm =∞ and
∫ ∞−
0
f3(s)ds =
∞∑
m=0
em = 0.
Notice that
∫∞
0
fj(s)
2ds =
∫
R
u2τ(du) < ∞ for j = 1, 2, 3. Now consider µ =
µ(A,ν,γ) with ν symmetric and γ 6= 0. Use Theorems 3.5 and 3.10. Then we see
that µ belongs to D(Φf1) and D(Φf3), but not to D(Φf2); Φf1(µ) and Φf3(µ) have
a common Gaussian part and a common Le´vy measure, but the location parameter
of Φf1(µ) equals (pi/2)γ and that of Φf3(µ) equals 0. 
Proposition 7.4. Suppose that f1(s) and f2(s) are measurable functions on (a1, b1)
and (a2, b2), respectively, with identical τ-measure τ and that τ(R \ {0}) <∞ and∫
R
u2τ(du) <∞. Then,
D
0(Φf1) = D
0(Φf2) = ID(R
d) (7.7)
and
Φf1(µ) = Φf2(µ) for all µ ∈ ID(R
d). (7.8)
Proof. Since∫ bj
aj
1{fj(s) 6=0}ds = τ(R \ {0}) and
∫ bj
aj
fj(s)
2ds =
∫
R
u2τ(du),
we can apply Theorem 6.1 to show (7.7). We obtain (7.8) from (7.4) of Theorem
7.2. 
Example 7.5. Let τ be a measure on R with τ(R) = b <∞ and let g(u) = τ((u,∞)).
Assume that g(u) is continuous and strictly decreasing from b to 0 as u moves from
−∞ to ∞. Let u = f(s), s ∈ (0, b), be the inverse function of s = g(u). Then f(s)
is continuous and strictly decreasing from ∞ to −∞ as s moves from 0 to b. The
measure τ is recovered as the τ -measure of f , since
τ((u1, u2]) = g(u1)− g(u2) =
∫ b
0
1[g(u2),g(u1))(s)ds =
∫ b
0
1(u1,u2](f(s))ds
for u1 < u2.
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For example, let τ be standard Gaussian distribution on R. Then u = f(s),
s ∈ (0, 1), is the inverse function of s = g(u) = (2pi)−1/2
∫∞
u
e−v
2/2dv, u ∈ R, and
Proposition 7.4 applies. These τ and f are considered by Aoyama and Maejima
(2007). They show that the range {Φf(µ) : µ ∈ ID(Rd)} is the class of multivariate
type G distributions introduced by Maejima and Rosin´ski (2002).
Example 7.6. Let τ be a measure on (0,∞) with total mass b 6 ∞ such that
g(u) = τ((u,∞)), u > 0, is finite, continuous, and strictly decreasing from b to 0 as
u moves from 0 to ∞. Let u = f(s), s ∈ (0, b), be the inverse function of s = g(u).
Then f(s) is continuous and strictly decreasing from ∞ to 0 as s moves from 0 to
b. The measure τ is the τ -measure of f . The pairs gα(u) and fα(s) with α ∈ R
in Example 6.9 are special cases; in particular, if α < 0, then the τ -measure is
Γ-distribution (with parameters −α, 1) multiplied by Γ(−α) and Proposition 7.4
applies. For another example, if τ is Mittag-Leffler distribution with parameter
α ∈ (0, 1) (see Example 24.12 of Sato (1999)), then it satisfies the condition above
and Proposition 7.4 again applies (τ has finite moments of all orders as is shown
in p. 74 of Barndorff-Nielsen and Thorbjørnsen (2006b)), the corresponding Φf is
studied by Barndorff-Nielsen and Thorbjørnsen (2006a) with notation Υα.
We introduce some conditions on f and τ .
Definition 7.7. We say that a function f(s) on (a, b) satisfies Condition (A) if
f(s) is decreasing, left-continuous, not constant, and
inf
t∈(a,b)
f(t) < f(s) < sup
t∈(a,b)
f(t) for all s ∈ (a, b). (7.9)
The left-continuity in Condition (A) is inessential in the following sense. If
f(s) satisfies Condition (A) except the left-continuity requirement, then the left-
continuous modification f−(s) defined by f−(s) = f(s−) satisfies Condition (A)
and, for all µ ∈ ID(Rd),∫ q
p
f(s)X(µ)(ds) =
∫ q
p
f−(s)X(µ)(ds) whenever a < p < q < b,
because f(s) = f−(s) except for at most countably many s.
Definition 7.8. We say that a measure τ on R satisfies Condition (B) if τ is
not identically zero and if, for a′ = inf Supp(τ) and b′ = sup Supp(τ), τ has the
following properties:
a′ < b′, (7.10)
τ((p, q)) <∞ whenever a′ < p < q < b′, (7.11)
either a′ = −∞, or a′ > −∞ and τ({a′}) = 0, (7.12)
either b′ =∞, or b′ <∞ and τ({b′}) = 0, (7.13)
Theorem 7.9. (i) Let −∞ 6 a < b 6∞. If f(s) is a function on (a, b) satisfying
Condition (A), then the τ-measure τ of f satisfies Condition (B).
(ii) If τ is a measure on R satisfying Condition (B), then there are an interval
(a, b) with −∞ 6 a < b 6∞ and a function f(s) on (a, b) satisfying Condition (A)
such that τ is the τ-measure of f .
Assertion (i) of this theorem is straightforward from the definitions of Conditions
(A) and (B). In order to show (ii), we prepare a lemma, which is an extension of
Lemma 7.1 of Meyer (1962).
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Lemma 7.10. Let −∞ 6 A′ < B′ 6 −∞ and let G(u) be an R-valued, increasing,
right-continuous function on (A′, B′) which is not a constant function. Let
A = inf
u∈(A′,B′)
G(u) and B = sup
u∈(A′,B′)
G(u). (7.14)
Define
F (s) = inf{u ∈ (A′, B′) : G(u) > s} for s ∈ (A,B). (7.15)
Then F (s) takes values in (A′, B′) and is increasing and right-continuous and
G(u) = inf{s ∈ (A,B) : F (s) > u} (with inf ∅ = B) for u ∈ (A′, B′). (7.16)
Moreover, for any nonnegative measurable function h(u) on (A′, B′),∫
(A′,B′)
h(u)dG(u) =
∫
(A,B)
h(F (s))ds. (7.17)
Proof. It is clear that F (s) is (A′, B′)-valued and increasing. For s ∈ (A,B) we
have F (s) 6 F (s+). If F (s) < F (s+), then there is r such that F (s) < r < F (t) for
all t ∈ (s,B) and thus G(r) > s and G(r) 6 t for all t ∈ (s,B), which is impossible.
Hence F (s) is right-continuous. Extend F (s) to F˜ (s) on [A,B] by
F˜ (s) = inf{u ∈ (A′, B′) : G(u) > s} (with inf ∅ = B′).
Then F˜ (s) is [A′, B′]-valued, increasing, and right-continuous. For any u ∈ (A′, B′),
F˜ (G(u)) = inf{v ∈ (A′, B′) : G(v) > G(u)} > u
and hence F˜ (G(u + ε)) > u + ε for all small ε > 0, from which it follows that
inf{s ∈ [A,B] : F˜ (s) > u} is 6 G(u+ ε), hence 6 G(u). We now have
G(u) = inf{s ∈ [A,B] : F˜ (s) > u} for u ∈ (A′, B′) (7.18)
because, if not, there is r such that G(u) > r > inf{s ∈ [A,B] : F˜ (s) > u} and thus
F˜ (r) > u showing that G(u) 6 r, which is absurd. The right-hand side of (7.16)
equals the right-hand side of (7.18) for all u ∈ (A′, B′) because, if not, then for
some u ∈ (A′, B′) and t ∈ (A,B)
inf{s ∈ (A,B) : F (s) > u} > t > inf{s ∈ [A,B] : F˜ (s) > u},
which implies F (t) 6 u and F (t) > u, a contradiction. Therefore (7.16) is true.
For any v ∈ (A′, B′),∫
(A′,B′)
1(A′,v](u)dG(u) =
∫
(A′,v]
dG(u) = G(v) −G(A′+) = G(v) −A
and ∫
(A,B)
1(A′,v](F (s))ds =
∫
(A,B)
1{F (s)6v}ds
= inf{s ∈ (A,B) : F (s) > v} −A = G(v)− A
(note that if F (s) > v for all s ∈ (A,B), then A = G(v) > −∞ by (7.16)). Hence
(7.17) holds for h = 1(A′,v] with v ∈ (A
′, B′). Therefore (7.17) holds for general
h. (In this lemma the roles of G(u) and F (s) are not symmetric, as we do not
necessarily have A′ = infs∈(A,B) F (s) and B
′ = sups∈(A,B) F (s).) 
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Proof of Theorem 7.9 (ii). Suppose that τ satisfies Condition (B). Fix a point
c ∈ (a′, b′) and define A′ = a′, B′ = b′, and
G(u) =

τ((c, u]) for c < u < B′,
0 for u = c,
−τ((u, c]) for A′ < u < c.
Then G(u) is finite, increasing, right-continuous, and not constant. Now we apply
Lemma 7.10. Let A, B, and F (s) on s ∈ (A,B) be defined by (7.14) and (7.15).
Then A = −τ((A′, c]), B = τ((c, B′)), and F (s) is (A′, B′)-valued, increasing, and
right-continuous. Let a = −B, b = −A, and f(s) = F (−s) for s ∈ (a, b). Then
f(s) is (A′, B′)-valued, decreasing, and left-continuous. We claim that f(s) satisfies
Condition (A). If f(s) is constant, then, for some u0 ∈ (A′, B′), F (s) = u0 for all
s ∈ (A,B), and hence (use (7.15)) G(u0) > B = τ((c, B′)), which contradicts
Condition (B). Thus f(s) is not constant. Let us show (7.9), that is,
inf
t∈(A,B)
F (t) < F (s) < sup
t∈(A,B)
F (t) for s ∈ (A,B). (7.19)
If A′ < u < B′, then A < G(u) < B by Condition (B). We have G(A′+) = A and
G(B′−) = B. Hence, using (7.15), we obtain F (A+) = A′ and F (B−) = B′. Thus
(7.19) follows, since A′ < F (s) < B′ for s ∈ (A,B). Hence f(s) satisfies Condition
(A). For any nonnegative measurable h,∫
(a,b)
h(f(s))ds =
∫
(−B,−A)
h(F (−s))ds =
∫
(A,B)
h(F (s))ds
=
∫
(A′,B′)
h(u)dG(u) =
∫
(a′,b′)
h(u)τ(du) =
∫
R
h(u)τ(du)
by virtue of (7.17) and Condition (B). Therefore τ is the τ -measure of f . 
Example 7.11. The pairs of f and τ in Examples 7.5 and 7.6 satisfy Conditions (A)
and (B). If τ is the probability measure with distribution function equal to Cantor
function, then τ satisfies Condition (B) and the function f associated in Theorem
7.9 with Condition (A) increases only with jumps.
8. Transformations of infinitely divisible distributions
on proper cone
A subset K of Rd is called a cone if it is a nonempty closed convex set such
that (1) x ∈ K and α > 0 imply αx ∈ K and (2) K 6= {0}. If, moreover, x ∈ K
implies −x 6∈ K, then K is called a proper cone. For example, K is a proper
cone in R if and only if K is either [0,∞) or (−∞, 0]. In R2, K is a proper
cone which is nondegenerate (that is, not contained in any one-dimensional linear
subspace), if and only if there are linearly independent x(1) and x(2) such that
K = {α1x(1) + α2x(2) : α1 > 0 and α2 > 0}. In R3, there are many proper cones
such as triangular cones and circular cones. If K is the set of (xj)16j63 such that(
x1 x3
x3 x2
)
is nonnegative-definite, then K is linearly isomorphic to a circular cone in R3; see
Pedersen and Sato (2003).
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In this section let K be a proper cone in Rd. Let ID(K) denote the class of
infinitely divisible distributions supported on K (that is, Supp(µ) ⊂ K).
Proposition 8.1. Let µ = µ(A,µ,γ) be in ID(Rd). Then µ ∈ ID(K) if and only if
µ is of type A or B, Supp(ν) ⊂ K, and the drift γ0 is in K.
This proposition is given in Skorohod (1986) and also in E 22.11 of Sato (1999).
Let Lvm(ID(K)) denote the class of Le´vy measures of infinitely divisible distri-
butions supported on K. That is, Lvm(ID(K)) is the class of measures ν on Rd
satisfying ν({0}) = 0, Supp(ν) ⊂ K, and
∫
K(|x| ∧ 1)ν(dx) <∞.
Now let −∞ 6 a < b 6 ∞. Let f be a nonnegative measurable function
on (a, b). The following propositions are the counterparts of Theorem 2.10 and
Theorems 3.15, 6.2, 6.4, and 6.5.
Proposition 8.2. Let µ ∈ ID(K). Let f(s) be a nonnegative, R-valued measurable
function on (a, b). Then the following two statements are equivalent.
(a) f ∈ L(a,b)(X
(µ)) and
L
(∫ q
p
f(s)X(µ)(ds)
)
∈ ID(K) for all p, q with a < p < q < b. (8.1)
(b) The Le´vy measure ν and the drift γ0 of µ satisfy (2.14) and (2.15).
Proof. Assume (a). Then we have (b), using Theorem 2.10.
Conversely assume (b). Theorem 2.10 says that f ∈ L(a,b)(X
(µ)) and that (2.13)
is true. Let (A, ν, γ0)0 and (A
q
p, ν
q
p, (γ
0)qp)0 be the triplets of µ and
∫ q
p
f(s)X(µ)(ds),
respectively. Then Aqp = 0 from (2.13) and, using Proposition 8.1, we obtain
Supp(ν) ⊂ K from (2.11) and (γ0)qp ∈ K from (2.16) since f is nonnegative and K
is a cone. Hence (8.1) is true. 
Proposition 8.3. Let µ ∈ ID(K). Let f ∈ L(a,b)(X
(µ)) and f > 0. Then Φf (µ)
is definable and Φf (µ) ∈ ID(K) if and only if statement (b) of Theorem 3.15 is
true.
Proof. Use Theorem 3.15. The “only if” part is because ID(K) ⊂ IDAB. For the
“if” part, use Proposition 8.1 and assumption f > 0. 
Proposition 8.4. Let f(s) be a nonnegative, R-valued measurable function on
(a, b). Then the following statements are equivalent.
(a) ID(K) ⊂ D0(Φf ) and Φf (ID(K)) ⊂ ID(K).
(b) ID(K) ⊂ D(Φf,es) and, for any µ ∈ ID(K), Φf,es(µ) ∩ ID(K) 6= ∅.
(c)
∫ b
a
1{f(s) 6=0}ds <∞ and
∫ b
a
f(s)ds <∞.
Proof. (c) ⇒ (a): Using Theorem 6.2, we have ID(K) ⊂ IDAB(Rd) ⊂ D0(Φf ) and
Φf (ID(K)) ⊂ Φf (IDAB(Rd)) ⊂ IDAB(Rd). For any µ ∈ ID(K), µ˜ = Φf (µ) is not
only in IDAB but also in ID(K) because f > 0 (use (3.7) and (3.12)).
(a) ⇒ (b): Obvious since D0(Φf ) ⊂ D(Φf,es).
(b) ⇒ (c): We have, from Theorem 3.11,∫ b
a
ds
∫
K
(|f(s)x| ∧ 1) ν(dx) <∞ for all ν ∈ Lvm(ID(K)). (8.2)
Hence the proof is similar to that of the corresponding part of Theorem 6.2 (replace
the unit sphere S by K ∩ S). 
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Proposition 8.5. Let f(s) be a nonnegative, R-valued measurable function on
(a, b). Then ID(K) ⊂ D(Φf,es) if and only if statement (b) of Theorem 6.4 is true.
Proof. The “if” part: Obvious from Theorem 6.4.
The “only if” part: It follows that∫ b
a
ds
∫
K
(|f(s)x|2 ∧ 1) ν(dx) <∞ for all ν ∈ Lvm(ID(K)). (8.3)
Hence we can make a discussion similar to the corresponding part of the proof of
Theorem 6.4. 
Proposition 8.6. Let f(s) be a nonnegative, R-valued measurable function on
(a, b). Then ID(K) ⊂ D0(Φf ) if and only if statement (b) of Theorem 6.5 is true.
Proof. The “if” part follows from Theorem 6.5. The “only if” part is similar to the
corresponding part of the proof of Theorem 6.5. 
9. Transformations of Le´vy measures
Fix −∞ 6 a < b 6∞ and the dimension d. Let f(s) be an R-valued measurable
function on (a, b).
Definition 9.1. For a measure ν on Rd, let ν♯ be the measure given by
ν♯(B) =
∫ b
a
ds
∫
Rd
1B(f(s)x)ν(dx), B ∈ B(Rd). (9.1)
If ν ∈ Lvm(ID(Rd)) and if [ν♯]Rd\{0}, the restriction of ν♯ to Rd \ {0}, is in
Lvm(ID(Rd)), then define
Ψf (ν) = [ν
♯]Rd\{0}. (9.2)
The domain D(Ψf ) of Ψf is defined as
D(Ψf ) = {ν ∈ Lvm(ID(Rd)) : [ν♯]Rd\{0} ∈ Lvm(ID(R
d))}. (9.3)
Since ∫
Rd\{0}
h(x)ν♯(dx) =
∫ b
a
ds
∫
Rd
h(f(s)x)1Rd\{0}(f(s)x) ν(dx) (9.4)
for all nonnegative measurable functions h on Rd, a measure ν on Rd belongs to
D(Ψf ) if and only if ν({0}) = 0,
∫
Rd
(|x|2 ∧ 1) ν(dx) <∞, and∫ b
a
ds
∫
Rd
(|f(s)x|2 ∧ 1) ν(dx) <∞. (9.5)
The following theorem shows a close relationship between the transformation Ψf
and the essential improper integrals.
Theorem 9.2. Assume that f is locally square-integrable on (a, b). Let ν and ν˜ be
in Lvm(ID(Rd)). Then the following statements are equivalent.
(a) ν ∈ D(Ψf ) and ν˜ = Ψf (ν).
(b) If µ ∈ ID0(Rd) has Le´vy measure ν, then µ belongs to D(Φf,es) and any
distribution in Φf,es(µ) has Le´vy measure ν˜.
Proof. Use Remark 2.8 and Theorems 3.6 and 3.11. The assumption of local square-
integrability of f on (a, b) is needed because the theorems in Section 3 presupposes
that f ∈ L(a,b)(X
(µ)). 
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We give some results similar to those in Sections 6 and 8.
Proposition 9.3. The following statements are equivalent.
(a) Lvm(ID(Rd)) = D(Ψf ).
(b)
∫ b
a 1{f(s) 6=0}ds <∞ and
∫ b
a f(s)
2ds <∞.
Proof. Statement (a) is equivalent to saying that any ν ∈ Lvm(ID(Rd)) satisfies
(9.5). If (b) is true, then (a) follows from Theorem 6.1. Conversely, if (a) is true,
then we obtain (b) exactly in the same way as in Steps 1 and 2 in the proof of
Theorem 6.1 (here we cannot directly apply this theorem, as we do not assume
f ∈ L(a,b)(X
(µ)) and we cannot use Theorem 3.6 in order to say that (a) implies
ID0 ⊂ D(Φf,es)). 
Proposition 9.4. The following statements are equivalent.
(a) Lvm(IDAB(Rd)) ⊂ D(Ψf ) and Ψf (Lvm(IDAB(Rd))) ⊂ Lvm(IDAB(Rd)).
(b)
∫ b
a 1{f(s) 6=0}ds <∞ and
∫ b
a |f(s)|ds <∞.
Proof. Theorem 6.2 tells that statement (b) is equivalent to condition (b) of Theo-
rem 6.2. Hence, if statement (b) is true, then statement (a) follows. Conversely, if
statement (a) is true, then we obtain statement (b) as Steps 1 and 2 in the proof
of Theorem 6.2 work. 
Proposition 9.5. The following statements are equivalent.
(a) Lvm(IDAB(Rd)) ⊂ D(Ψf ).
(b)
∫ b
a
1{f(s) 6=0}ds <∞ and (6.4) and (6.5) hold.
Proof. If (b) is true, then (a) follows, as the proof of (6.6) in the first half of the
proof of Theorem 6.4 works. If (a) is true, then (b) is true as in Steps 1, 2, and 3
of the second half of the proof of Theorem 6.4. 
Proposition 9.6. The following statements are equivalent.
(a) D(Ψf ) consists only of the zero measure.
(b)
∫ b
a
(f(s)2 ∧ 1)ds =∞.
Proof. Almost the same proof as that of Theorem 6.11 works. 
Proposition 9.7. Let K be a proper cone in Rd. Assume that f(s) is nonnegative.
Then
Lvm(ID(K)) ⊂ D(Ψf ) and Ψf (Lvm(ID(K))) ⊂ Lvm(ID(K)) (9.6)
if and only if statement (c) of Proposition 8.4 is true.
Proof. If (c) of Proposition 8.4 is true, then (b) of Proposition 8.4 is true and (9.6)
holds. Conversely, if (9.6) holds, then (c) of Proposition 8.4 is true by an argument
similar to the corresponding part of the proof of Theorem 6.2. 
Proposition 9.8. Let K be a proper cone in Rd. Assume that f(s) > 0. Then
Lvm(ID(K)) ⊂ D(Ψf ) (9.7)
if and only if statement (b) of Proposition 9.5 is true.
Proof. The inclusion (9.7) is equivalent to (8.3). Hence the proof is similar to that
of Proposition 9.5. 
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Using the τ -measure τ of f introduced in Section 7, we can express the transfor-
mation Ψf as in the following proposition. If we restrict our attention to measures
τ on (0,∞), the transformation Ψf in this form is identical with the transformation
discussed by Barndorff-Nielsen and Pe´rez-Abreu (2005) under the name of Upsilon
transformation Υτ ; it is called a generalized Upsilon transformation in Barndorff-
Nielsen and Thorbjørnsen (2006b). Their studies are being made in Barndorff-
Nielsen and Maejima (2007) and Barndorff-Nielsen, Rosin´ski, and Thorbjørnsen
(2007).
Proposition 9.9. Let τ be the τ-measure of f . Then, ν ∈ D(Ψf ) if and only if ν
is in Lvm(ID(Rd)) and satisfies∫
R
τ(du)
∫
Rd
(|ux|2 ∧ 1) ν(dx) <∞. (9.8)
If ν ∈ D(Ψf), then, for B ∈ BRd\{0},
(Ψf (ν))(B) =
∫
R
τ(du)
∫
Rd
1B(ux) ν(dx) =
∫
R\{0}
ν
(
1
u
B
)
τ(du). (9.9)
Proof. Immediate from (7.2), (9.5), and Definition 9.1. 
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