In the era of big data, it is easy for us collect a huge number of image and text data. However, we frequently face the real-world problems with only small (labeled) data in some domains, such as healthcare and urban computing. The challenge is how to make machine learn algorithms still work well with small data? To solve this challenge, in this tutorial, we will cover the state-of-the-art machine learning techniques to handle small data issue. In particular, we focus on the following three aspects: (1) Providing a comprehensive review of recent advances in exploring the power of knowledge transfer, especially focusing on meta-learning; (2) introducing the cuttingedge techniques of incorporating human/expert knowledge into machine learning models; and (3) identifying the open challenges to data augmentation techniques, such as generative adversarial networks. We believe this is an emerging and potentially highimpact topic in computational data science, which will attract both researchers and practitioners from academia and industry.
INTENDED AUDIENCE
All the researchers and practitioners are welcome. The audiences are assumed to have basic knowledge in linear algebra and machine learning. In particular, those who have engaged in related research and applications domains, e.g., supervised learning, semisupervised learning, active learning, deep learning, meta learning, optimization, etc., will be encouraged to have Q&A interaction during the tutorial or further discussions offline. This tutorial aims to be composed of a good balance between the introductory and Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6822-3/20/02. https://doi.org/10.1145/3336191.3371874 advanced material (50% for beginners and 50% for intermediate and advanced).
PREVIOUS OFFERING OF THE TUTORIAL
The topic of this tutorial is relatively new to machine learning and data mining area, and this is the first tutorial to systematically focus on small data. We have offered this tutorial internally at Penn State (https://sites.psu.edu/daml/) and have drawn a full class of students and have received very positive feedback. 
PRESENTERS 3.1 Contacts of the Presenters

Full Biography of the Presenters
Dr. Zhenhui Li is a tenured associate professor of Information Sciences and Technology at the Pennsylvania State University. She is Haile family early career endowed professor. Prior to joining Penn State, she received her PhD degree in Computer Science from University of Illinois Urbana-Champaign in 2012, where she was a member of data mining research group. Her research has been focused on mining spatial-temporal data with applications in transportation, ecology, environment, social science, and urban computing. She is a passionate interdisciplinary researcher and has been actively collaborating with cross-domain researchers. She has served as organizing committee or senior program committee of many conferences including KDD, ICDM, SDM, CIKM, and SIGSPA-TIAL. She has been regularly offering classes on data organizing and data mining since 2012. Her classes have constantly received high student ratings. She has received NSF CAREER award, junior faculty excellence in research, and George J. McMurtry junior faculty excellence in teaching and learning award. 
MOTIVATION
In the real-world application, we often face the challenge with only small labeled data. For example, to detect outliers, we have small labeled outlier data; to detect trending news topics, the labeled topics are at a small number in early age; to diagnose a rare disease, the number of similar cases is small; to predict emerging events in a city, the chance of similar emergent events happened before is small. However, those small data are often the cases we care the most and we hope the model to be able to learn efficiently even with only small training samples.
In the field of computer vision and robotics, few-shot learning is a trending topic [39] . The new techniques that draw increasing attention include generative adversarial networks (GAN) [9] and meta learning [6, 30, 37] . Those techniques, on the one hand, still have room for improvement; on the other hand, they have not been yet widely applied to other real-world applications besides computer vision and robotics. The differences lie in the data structures and problem-specific settings. In addition, in many real-world applications, domain expert knowledge becomes very important and we cannot simply reply on black-box machine learning models.
To deal with small data issue in the real-world applications, we propose to give this tutorial so we can systematically study following perspectives: (1) the classical techniques such as semisupervised learning, active learning, and multi-task learning; (2) trending few-shot techniques in computer vision such as GAN; (3) trending few-short learning techniques in robotics such as meta learning; and (4) new techniques in incorporating domain knowledge.
OUTLINE OF THE TOPICS TO BE COVERED 5.1 Part I: Transfer knowledge from models
In this part, we address scenario where we have small labeled training in the target domain but can borrow the knowledge learned from other tasks in the source domain. In particular, we would like to cover the following topics:
• Transfer learning. In the setting of traditional transfer learning, there is only one task in the source domain, and another one task in the target domain.
-We will first discuss the scenario where the target domain has some labeled data. The most typically used technique is fine tuning technique.
-We then discuss the scenario where the target domain has no labeled data, which is the unsupervised transfer learning/domain adaptation technique. * Discrepancy-based method defines the loss function by considering the discrepancy between source and target [21, 23] . * Adversarial method adds a new loss to differentiate a data sample generated by source domain or target domain [20, 35, 36 ]. • Multi-task Learning. In the multi-task setting, we have n tasks in the source domain, and the same n tasks in the target domain. Typical approach includes defining the loss function as a combination of losses of all tasks [22, 28] . • Meta-learning. In the meta-learning setting, we have n tasks in the target domain, and a new task in the target domain. This technique has recently shown to be very effective.
-Gradient-based method tries to find a better optimization process for the new task in the target domain by learning from the gradients of the tasks in the source domain. Representatively, Model-Agnostic Meta-Learning (MAML) and its variants [5-7, 18, 45] learn a optimal parameter initialization and have been applied to different fields, such as image classification [5] , machine translation [11] , spatiotemporal analysis [41, 48] , AutoML [40] and graph analysis [32] . -Non-parametric methods adopt lazy learner (e.g., kNN) and learns the prototypes of the tasks in the source domain [27, 30, 37, 43, 46, 49] . -When learning from the tasks in the source domain, the tasks could be heterogeneous and simply "averaging" the knowledge of those tasks could hurt the performance by misleading the target domain task. In this topic, we further survey the recent work in addressing task heterogeneity [38, 42] .
Part II: Transfer knowledge from domain expert
In this part, to address small data issue, we hope to borrow the knowledge from external domain experts. The key challenge lies in how to incorporate the knowledge in a different format into the learning models.
• One approach is to enriching representations using knowledge graph. Examples include using ConceptNet knowledge graph [31] for text classification and using health domain knowledge graph for health diagnosis [4, 25, 26, 44] . • Another approach is to add constraints in the loss function by incorporating domain knowledge. Traditional approach in Bayesian could be directly adding the prior. In discriminative model, we can add the constraint in the loss function [24] . • Though it is easy to obtain enough training data in natural language processing domain, there are many studies focusing on incorporating knowledge graph to improve performance [12, 14, 19, 34, 50] . We also briefly review such work.
Part III: Data augmentation
In the last part, we will cover data augmentation techniques. When we have small labeled training data, we can try to add more training data by generating the labeled data through training data or through testing data or both.
• We will first discuss how to augment the data using labeled data.
-One commonly used traditional approach is to generate more training data by hand-crafted rules. These methods are usually specific to certain applications. -We can also augment data by manipulating the feature space and generate new data samples with similar features.
Representative method include SMOTE [3] and Autoencoder [15] . -One recently popular method is based on adversarial models. Goodfellow et al. proposed adversarial training first [10] . Following adversarial training, Goodfellow et al. further proposed generative adversarial networks (GAN) [9] . GAN has been successfully used on image [9] , natural language processing [47] , and reinforcement learning [13] . Recently, GANs has been used in few-shot learning [8] .
• Unlabelled data can also be used to help data augmentation.
-Semi-supervised learning uses unlabeled data in learning process. * Co-training [2] creates two models by using different features and the testing samples are iteratively added into the training data of one model if they are assigned with a class with high confidence by the other model. * Graph-based methods [51] defines the objective function by the prediction and also by the difference of predicted values of "similar" data samples, where similar is defined by other similarity metrics. * Self-training methods uses kNN propagation and pseudolabeling [17] . * A recently proposed effective method MixMatch [1] combines self-training, entropy minimization, consistency regularization [16, 33] . -Active learning [29] enables human in the loop and selects the data samples for human to label, where those data samples can help the most in defining the decision boundaries.
RELEVANCE TO THE COMMUNITY
The research community of web search and data mining cares about how to use machine learning techniques in the real-world problems.
In the real world, however, we often face small-data challenges. The community seeks how to innovate the techniques so that the methods are more applicable in the real world. Many related approaches have been approached while there is still a great room for improvement. Giving this tutorial helps our community understand the state of the art and can better innovate the techniques in this topic as well. As we can see that, most related tutorials have been offered at computer vision and machine learning conferences, where they mostly focus on the application in vision or on the pure learning techniques. Our tutorial is different where we focus on a more comprehensive techniques in learning with small data and their applications in real-world problems other than computer vision.
REFERENCES TO RELATED RESOURCES
FORMAT AND DETAILED SCHEDULE
This will be a half-day 3-hour tutorial. Before the break, we will talk about Part I on knowledge transfer from learned models in the source domain. After the break, we will talk about transfer knowledge from external domain knowledge and how to augment data.
• Introduction (20 minutes)
-Real-world applications with small data.
-Unique challenges of learning with small data. -Augmentation using labeled data * Hand-crafted rule based augmentation (application specific techniques) * Feature space augmentation * Adversarial models -Augmentation using unlabeled data * Semi-supervised learning * Active learning • Conclusion and Future Outlook (10 minutes)
TYPE OF SUPPORT MATERIALS TO BE SUPPLIED TO ATTENDEES
Each presenter will bring their own laptop. The equipment to be needed are projector, power socket, and laptop adapters. The attendees are not required to bring any equipment.
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