Landing an aircraft in a remote landing zone autonomously presents several challenges. Firstly, the exact location, orientation, and elevation of the landing zone is not always known; secondly, the accuracy of the aircrafts navigation solution is not always sufficient for this type of precision maneuver. This paper explores a method for estimating the relative position and attitude of the aircraft to marked landing area using only the images from a single camera. The corners of the landing zone are marked with red beacons. The position of these beacons in the camera image are extracted using simple and efficient image processing techniques. Then the location of the corners are used as the measurements for an extended Kalman filter, which is designed to estimate the relative position, velocity, attitude and angular rates of the aircraft. The performance of this navigation algorithm is demonstrated using simulation.
I. Introduction
Autonomous mechanical flight has historically utilized a wide array of sensors to determine the position and attitude of the vehicle. This is in contrast to what is found in nature. Human beings do not use Global Positioning Systems (GPS) and infra-red sensors to find their way through a door, and birds of prey do not require ground personnel to send up the coordinates of game before they attack. Although we all have other senses that we use, vision is often dominant. These ideas are what prompted this research. If a human pilot can visually acquire a specified destination, he or she can fly to it; therefore, a computer should be able to do the same.
The concept of using vision to control a robot is not new, researchers have been discussing the use of vision in the feedback control loop since the 1970's. 1 In 1979 Hill and Park first coined the term visual servoing to refer to a control system that uses vision directly in the feedback loop as opposed to look then move systems. 2 The theories developed in this field have been successfully implemented in manufacturing robots for many years. The demand for more precise visually controlled robots has spawned research in many different directions including real-time image processing techniques and high-precision camera calibration methods.
The use of vision systems as pilots aids is currently being investigated by several companies, and vision has also been utilized on several unmanned aerial vehicle's (UAV's) to provide advance capabilities. The most prevalent area of research is in the development of UAV's that utilize vision in conjunction with other sensors. In this case, the vision is used for trajectory planning or for precise determination of a relative position. 3, 4 Vision has even been used as the sole sensor for guiding an unmanned blimp, whose dynamics can be approximated by a three degree of freedom system, through a controlled environment. 5 Other progress includes investigating the extent to which vision can be used to replace the traditional sensor suite which is found on a UAV. There have been two recent projects associated with this work. The first project is a small glider which flies autonomously relative to a window using only vision for guidance, navigation, and control. 6, 7 The second is Vision-aided Inertial Navigation, where the output of an image processor and an inertial measurement unit(IMU) are used in tandem to allow a rotorcraft to maneuver autonomously without the use of a GPS for position updates. Both of these projects have been flown successfully using test vehicles, and have contributed to this work.
II. Test Scenario
This technology is being developed as an autonomous landing system for a fixed-wing UAV; however, the initial flight testing will be performed using an autonomous rotorcraft, the GTMax. 8 The GTMax is a highly capable, proven autonomous platform with a full suite of sensors that provides accurate position information. Therefore, the GTMax can provide a stable platform from which to develop the image processing and validate the output of the navigation filter. In addition, since it is a rotorcraft it will be possible to perform a complete investigation at lower speeds before the algorithms are used on a more demanding aircraft.
The landing beacons are placed in known positions and elevations relative to each other. During a typical mission, the GTMax is commanded to fly a base leg and final approach towards the beacons, utilizing a pan-tilt-roll camera to keep the markers in view during all phases of the flight. The GTMax trajectory will be designed to mimic path and attitude of a fixed-wing aircraft attempting to land, from the base leg to just prior to the flare. At this stage of the research the GTMax will touch down 20 ft before the end of the runway, this ensures that the beacons remain in sight during the landing.
III. Test Vehicle
The initial flight tests of these methods are performed using the GTMax. The image processing and navigation calculations occur on a mission specific payload computer, subsequently referred to as the secondary flight computer (SFC). In order to ensure the safety of the vehicle, the navigation solution is compared to the output of the baseline navigation system, which is assumed to be "truth". Once sufficient accuracy is verified it is relayed to the primary flight computer (PFC) and utilized by the baseline control system.
The GTMax is based on a Yamaha R-Max helicopter, shown in Figure 1 . The GTMax helicopter weighs about 128 lbs (empty) and has a main rotor radius of 5.05ft. Nominal rotor speed is 850 rpm. Its practical payload capability is approximately 66 lbs with flight endurance of greater than 60 minutes. Avionics Figure 1 shows the airframe and associated avionics box. The avionics bay is modular and hosts the sensors and computing hardware including, The main avionics rack is shock mounted onto the helicopter. Each module has self-contained power regulation and EMI shielding. One particular advantage of this platform is that it is equipped with an onboard generator, which can provide for all power requirements onboard. Thus, the flight endurance of the helicopter is only limited by the amount of onboard fuel the vehicle can carry.
Baseline Guidance, Navigation, and Control A summary of the Navigation and Control architecture is illustrated in Figure 2 -a. The navigation functions are performed at 100Hz and are based on the update rate of the IMU, which is used to trigger navigation and control calculations on the PFC. The navigation system consists of a 17 State Kalman filter that outputs a consolidated state vector of the vehicle to memory. This is then used by the flight controller for control calculations. The interaction between the navigation and control modules is shown in Figure 2 -b. The flight controller has an innerloop/outerloop architecture and takes smooth bounded position, velocity and attitude commands as inputs. 9 The innerloop performs attitude tracking and generates the required actuator deflections. The outerloop is used to generate the attitude quaternion, q, required to follow a commanded translational trajectory given by denoting desired position and velocity. The controllers themselves are based on feedback linearization through dynamic inversion of a linear model of the helicopter in hover. The state feedback is denoted by, x. Utilizing this flight controller for the full flight envelope (such as high speed flight) is made possible through adaptation in the neural network, as it corrects for any inaccuracies in the dynamic inversion. The hedging block is used to protect the neural network from actuator saturation or other known nonlinearities to which we do not want adaptation to occur. The internal latency in the system in handled using an integrated Smith predictor. 10 The resulting flight control system is all-attitude capable and can utilize the entire flight envelope of the vehicle.
IV. Simulation
In order to test these new algorithms and determine their feasibility, they have been incorporated into the existing GTMax development environment.
11 This simulation has a synthetic environment, which includes wind, trees, and buildings, to provide image realism for the scenario. The aircraft dynamics are modeled using a nonlinear rigid body aircraft model, and the actuator models include command discretization, saturation, rate limits, and latency. In addition to modeling the aircraft and it's environment, the camera system is also simulated. An important part of simulating the video is the synthetic scene. This simulation uses OpenGL to generate realistic scenery and a viewport that looks at the scenery from the point of view of the camera.
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The data in the scene buffer is then formatted to look like data that would come from the framegrabber, which makes it possible to test the image processing software in its entirety
The Software-In-The-Loop (SITL) simulation configuration is used to test the algorithms. To do this the software, which normally runs on the onboard computer, is compiled into the simulation tool itself, allowing the algorithms to be tested on the simulation host computer. A screen capture showing the simulation is shown in Figure 3 . The top left viewport is configured to replicate the camera image, and the bottom left viewport shows both the output of the image processor (in blue) and the predicted output from the navigation filter (in green). This configuration facilitates development as well as providing a means to debug the software before it is tested in the field. 
V. Image Processing
In order to simplify the image processing, and allow the focus to remain on the navigation processing, the landing zone is marked with red beacons. This allows for a relatively simple image processing techniques to be used. The image processor receives color images from the frame grabber at 10 frames/sec. Then the red layer is separated and a simple thresholding calculation is performed. Since bright red is relatively rare in nature, the result has very little noise. Then probably marker locations are extracted from the thresholded single layer image and compared with prior beacon locations to determine the most probable location of each beacon in the image. The output of the image processor is the horizontal and vertical location of each beacon in the image, X IM and Y IM . Since a beacon is located in each corner of the landing zone, this is a total of 8 measurements per image. Figure 4 -a is a sample camera image from the simulation; this image includes a runway with red beacons located as each corner. The results of the image processor is shown in Figure 4 -b. The underlying image is the red layer of the original color image; the red beacons clearly dominate the other features in this layer. The output of the image processor is overlayed in blue. The green crosses are the predicted measurements which will be discussed in the navigation section.
The image processor is being developed using video from actual flights, since the image captured in flight differ from those in the simulation. A typical image from a flight is shown in Figure 5 . The video taken during flights contains significantly more lighting distortions, blurring and vibration than that in the simulator. This can make the image processing task much more complex. 
VI. Navigation
An extended Kalman filter was utilized to fuse the image processor information together and obtain a navigation solution. There are four coordinate systems used in the navigation equations. The first is the local coordinate system (LCS); this coordinate system is attached to the landing zone. It's origin is the center of the nearest endline to the vehicle, and it has a North, East, Down (NED) attitude convention. The second coordinate system is the vehicle coordinate system (VCS); this coordinate system has an origin at the center of mass of the vehicle, the X axis points out the nose, the Y axis points out the right side of the aircraft, and the Z axis points downward. The camera coordinate system (CCS), is centered on the camera, with X axis pointing along the direction that the camera is pointing, Y axis out the right side of the camera, and the Z axis completing a right hand orthogonal system. Finally, there are image coordinates. This is a 2D system, whose origin is in the bottom left hand corner of the image, and whose X axis is horizonal and Y axis is vertical.
A. Process Model
In order to adequately control the vehicle the full state vector is required; to simplify the calculations during the initial investigation Euler angles are used to represent attitude instead of a quaternion. Therefore, the state vector contains 12 elements: 3 for position, 3 for velocity, 3 for attitude,and 3 for angular velocity, these quantities are all in the LCS. In order to simplify the calculations inside of the filter, the navigation filter estimates the state of the camera; however, since the relative position and orientation of the camera with respect to the vehicle is known, this can be directly related to the state of the vehicle.
The measurements obtained from the image processing are directly influenced by the position and attitude of the camera, not the velocities. Therefore, the velocity output from the filter comes entirely from the kinematic relationship between position and velocity. This is opposite to how an inertial navigation system works, where acceleration data comes from the IMU and the position solution is obtained as a result of the kinematics.
The process model that is currently being used is very simple. It simply assumes that the vehicle is traveling at a constant velocity and with constant angular acceleration. Therefore, the partial derivatives of the state vector, which are contained in the state update matrix,A, are all zero for the velocity and angular velocities and contain a single 1 for each position and attitude for the associated velocity.
Initial Position
The initial position estimate is obtained from the primary flight computer, and the initial attitude, velocity and angular velocity are assumed to be zero. In a realistic scenario position information will be available, and it eliminates the need to come up with an accurate estimate of the initial position. This is important as there exists a toggle in the conversion between image coordinates and camera position. Therefore, a poor initial guess could result in the navigation filter converging on a solution where the vehicle thinks that it is underground.
B. Measurement Model
The measurement model is the complicated portion of this filter. The first step is to obtain a vector between the estimated aircraft position and the individual beacons expressed in the LCS. This is given by:
where p is the position vector in LCS coordinates and i is the beacon number. Using the attitude estimate a direction cosine matrix relating the CCS and LCS can be constructed as: The transformation between the camera coordinate system and image coordinates is performed using the following equations:
cos(θ)cos(ψ) cos(θ)sin(ψ) −sin(θ) −cos(φ)sin(ψ) + sin(φ)sin(θ)cos(ψ) cos(φ)cos(ψ) + sin(φ)sin(θ)cos(ψ) sin(φ)cos(θ) sin(φ)sin(ψ) + cos(φ)sin(θ)cos(ψ) −sin(φ)cos(ψ) + cos(φ)sin(θ)sin(ψ) cos(φ)cos(θ)
where F OV x and F OV y are the field of view in the horizontal and vertical image directions, and P IXX and P IXY are the number of pixels in the vertical and horizontal directions. This equations give the predicted measurements for the Kalman filter. The next step in constructing the filter is to obtain the partial derivatives of the measurement model with respect to the state estimates. This is an involved process since the the measurement model involves a direction cosine matrix. In order to simplify the equations some additional notation will be utilized. Firstly, define the position of the camera in the LCS asp. Then define the following unit vectors:
Now the partial derivative of the predicted measurement X iIM with respect to the position vector for the camera,p will result in the following row vector:
where K x is a constant given by:
Similarly, the partial derivative of the predicted measurement Y iIM with respect to the position vector for the camera,p will result in the following row vector:
where K y is a constant given by:
In order to find the partial derivatives with respect to the attitude first note that the partial derivative of L L→C with respect toφ is:
sin(θ)cos(ψ) −sin(φ)cos(ψ) + cos(φ)sin(θ)sin(ψ) cos(φ)cos(θ) cos(φ)sin(ψ) − sin(φ)sin(θ)cos(ψ) −cos(φ)cos(ψ) − sin(φ)sin(θ)sin(ψ) −sin(φ)cos(θ)
Similarly, the partial derivative of L L→C with respect toθ is:
Finally, the partial derivative of L L→C with respect toψ is:
Now the partial derivative of the predicted measurement X iIM with respect to the euler angles of the camera will result in the following quantities:
Similarly, the partial derivative of the predicted measurement Y iIM with respect to the euler angles of the camera will result in the following quantities:
These partial derivatives can then placed in the corresponding position in the measurement jacobian, and the position estimate is determined iteratively using a standard Kalman filter formulation. The first phase of the process is to propagate the state estimate and covariance matrix, where the state is expressed as a 12x1 column vectorx, and the covariance matrix is a 12x12 matrix P .
where A is the state update matrix described previously, Q is the process model covariance, and dt is the discrete time step since the last update. Measurement are currently being made at 10 Hz, while the filter is being updated at 50 Hz. Between measurements, covariance matrix and state estimate are determined using Eq. (20)-Eq. (22), andx =x − and P = P − . However when a measurement is available both quantities are further augmented by the following equations which contain the Kalman gain,K.
where C is a matrix containing the partial derivatives of the measurements by the states, and R is the measurement covariance matrix. As previously mentioned, this filter estimates the state vector for the camera, but since the camera is fixed to the vehicle at a known attitude, the state of the camera relates directly to the vehicle itself.
VII. Simulation Results of the Navigation
The following results show a simulated landing of the aircraft. In this simulation, the vehicle is approaching a runway 300 ft long and 20 ft wide; a top view of the flight path is shown in Figure 6 . The base leg begins 50 ft south and 100 ft east of the runway. The following results show a comparison between the navigation estimate generated using the vision-only algorithms presented in this paper compared to the more accurate GPS/INS solution in the baseline GTMax flight control system. During this scenario, the input to the GTMax controller is the more accurate baseline solution, and the results show the accuracy of the vision-only navigation estimate.
The results of this simulated landing compare the output of the navigation filter presented in this paper with the actual state of the simulated vehicle during the flight. Figure 7 -a shows the position estimate during a sample landing trajectory. The estimate contains a small amount of noise, but tracks the trajectory during flight sufficiently well to support landing at the desired location. Figure 7 -b shows the estimated velocity in LCS during the sample landing trajectory. This estimate is much noisier since there aren't any direct velocity measurements, but the trend is captured sufficiently well to be used in the baseline controller. Figure 8 shows the estimated euler angles during the sample landing trajectory. 
VIII. Conclusion and Future Work
Previous work has shown that vision-only aircraft flight control can be an effective method of controlling UAV's. These concepts have been presented as a solution for landing aircraft autonomously in remote landing zones.
This topic has by no means been completely explored. Future work will involve closed-loop flights where the output of the vision-only navigation is utilized in the control system. In addition, there are still a lot of new scenarios to fly in simulation and in actual flights, and this algorithm can be generalized to work on more abstract reference objects. 
IX. Acknowledgements

