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ABSTRACT
Next-generation embedded devices are expected to pervasively extract infor-
mation from the world around us. In particular, growing interest in mobile
devices beyond the smart phone imply that the need for context awareness
and information extraction is more important than ever before.
This thesis considers the optimization in the utilization and design of sens-
ing resources on a single device, in order to extract high-quality information
at energy consumption rates that are dramatically lower than what is ex-
pected today. The key insight is to match device resources to the informa-
tion available in the environment, which requires active resource management
along with a diverse set of efficient hardware and software components.
The problem of matching device resources to the information available in
dynamic environments is fundamentally difficult because the amount of effort
and energy spent on sensing is typically related to the quality of the data
acquired, which determines the accuracy of understanding and predicting
the state of the environment. This thesis develops the analysis required to
understand optimal trade-offs between performance and energy consumption
for a system with a given set of sensing and processing resources. The uti-
lization problem is mapped to a partially observable Markov decision process
(POMDP) and the appropriate mapping is derived in order to leverage state-
of-the-art POMDP numerical solvers to generate optimal resource-scheduling
policies.
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Developing a tool to determine the optimal achievable performance/energy
trade-off for a given set of resources enables system designers to understand
the inefficiencies of heuristic sensing strategies, and also to propose more ag-
gressive trade-offs for new sensors, signal chains, and algorithms. We present
a case study of our approach to system design, using an acoustic wildlife
monitoring task as the application driver. A hidden Markov model (HMM)
approach to pattern recognition is adopted, where event arrivals and bird
songs are modeled using a 30-state Markov chain, with transition parame-
ters learned from data.
In order to characterize the signal fidelity and energy costs associated
with sensing and processing resources, the CheetahCub testbed is developed,
which combines a TI MSP430 low-power microcontroller with dynamic volt-
age scaling driven by algorithmic processing demands. The testbed achieves
16× energy scalability, ranging from simple energy calculations to more so-
phisticated signal processing. We also discuss the EFM testbed, based on
the 32-bit ARM Cortex-M3 processor, which proves to be 2.5× more efficient
than the CheetahCub testbed when high processing capabilities are required.
In both testbeds, the data acquisition front-end is shown to be the energy
bottleneck. Thus, a novel signal chain for acoustic sensing is proposed. The
proposed signal chain replaces the typical preamplifier circuit and ADC with
a digital noise floor tracker and analog comparator. The sensing package
consumes 10× less energy than a traditional microphone circuit but at the
expense of degraded signal fidelity.
Observation models are learned from data for the sensing actions developed
in this thesis. The procedure for mapping the problem to a POMDP to gener-
ate optimal scheduling policies is demonstrated, and our approach to system
design is validated by evaluating the optimal performance/energy trade-off
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achieved by our system. Including the proposed nano-power acoustic sensor
demonstrates an order of magnitude reduction in total system energy con-
sumption, relative to an efficient approach based on cascading signal models
for energy-aware detection. This process demonstrates the powerful synergy
achieved by utilizing theory to enable systematic evaluation of aggressive, in-
novative sensor-design trade-offs. Our optimal scheduling framework is also
used to study the efficiency of an intuitive wakeup mechanism, demonstrating
that heuristic design may be missing out on 2×-4× energy savings, compared
to optimal scheduling.
In closing, this thesis challenges conventional wisdom that devices must be
designed to sleep in ultra low-power sensing applications. We demonstrate
that this does not necessarily have to be true, if one can combine innovative
sensing hardware with clever resource management to match the information
available in dynamic environments. This will become increasingly relevant
as emerging applications in wearable computing and the Internet of Things
demand high-quality information and context awareness.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Next-generation embedded devices are expected to pervasively extract infor-
mation from the world around us. In particular, growing interest in mobile
devices beyond the smart phone (e.g., wearables, IoT) imply that the need
for context awareness and information extraction is more important than
ever before.
Advances in processing technology have created devices that are capable of
handling more computations being pushed out to these low-power processors
[1, 2], but current battery technology limits the utilization of such capabil-
ities. To illustrate the point, microcontrollers and small battery-powered
embedded devices have long been designed with the principle to “do nothing
well”. As a result, even though they have a 16 or 32-bit architecture capable
of millions of instructions per second, they are optimized to sleep and have
been used only for processing simple tasks.
Our goal is to deliver sophisticated sensing while consuming energy that is
dramatically lower than what is expected today. Our thesis is that this can
be achieved not only by “doing nothing well”, but more generally, by “doing
more, doing less, and doing it better”.
This raises interesting and hard system-level challenges, because although
doing nothing well can scale with processor technology, dynamically doing
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more or less raises questions such as “when?” and “by how much?” We pro-
pose that the answers to these questions require active resource management
and system-level objectives, along with hardware and software that scales
gracefully with the workload (i.e., energy efficient when it is doing nothing,
doing a little, and doing a lot).
1.2 Opportunities to Save Device Energy
To expound upon the mantra of “doing more, doing less, and doing it better”,
we propose to accomplish our goals by designing systems that can efficiently
match processing demands to the activity level and information available in
the environment. Opportunities to reduce device energy are created by the
heterogeneity in the physical environment that is being sensed.
Monitoring for the arrival of physical events represents a broad class of
cyber-physical sensing applications that exhibit this heterogeneity. Sev-
eral applications include always-listening voice command recognition, daily-
activity monitoring, and wildlife tracking. In these applications, the physical
events have inertia and temporal structure that can be exploited and pre-
dicted to save device energy. In particular, enormous energy savings can
be had in applications where the events of interest are rare. In this thesis,
we formalize this intuition, building realistic stochastic models of the phys-
ical environment, thus explicitly modeling the opportunities to save device
energy.
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1.3 Managing Resources
The problem of matching device resources to the information available in
dynamic environments is fundamentally difficult because the amount of effort
and energy spent on sensing is typically related to the quality of the data
acquired. The quality of the data, in addition to the accuracy and complexity
of the signal processing algorithms applied to that data, influence the ability
to understand the true state of the environment. The problem can become
compounded because it is based on this inferred understanding that future
allocations of sensing resources must be made. Thus, not accounting for the
inherent uncertainty in sensors or limitations in processing algorithms can
lead to inefficient resource scheduling.
Given a set of sensing and processing resources, there are many commonly
used heuristic techniques for energy-efficient sensing. In applications for con-
tinuous monitoring of rare events, an intuitive strategy is to implement a
wake-up mechanism. Here, a low-power, low-complexity sensor runs contin-
uously, looking for potentially interesting activity. When activity is detected,
more sensing and processing resources are awakened to analyze the data more
carefully. Abstractly, wakeup mechanisms, cascade architectures, and deci-
sion trees, to name a few, share this basic idea, which is to increase sensing
and processing complexity in response to what is being discovered. The
main issue with heuristics is the lack of a systematic approach to design and
analysis. Issues include implicit assumptions about application characteris-
tics, heuristic scheduling architectures based on hard decisions, no systematic
handling of uncertainty, and no notion of the optimality of a particular archi-
tecture, making it difficult to systematically identify weaknesses in design.
To handle all of these shortcomings, this thesis lays down the foundation
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for constructing resource scheduling schemes that make optimal decisions
under uncertainty, where the uncertainty arises from the explicitly modeled
application dynamics and signal fidelity of different sensors and processing
algorithms. The value achieved by optimal resource schedulers provides a
bound on the performance/energy trade-off, which is shown to be a useful
guide for system design.
1.4 Energy-Efficient Heterogeneous Sensing Resources
When considering the problem of managing device resources, no distinction
is made between sensing and processing resources; they are considered ab-
stractly as any sensing action that is capable of generating observations.
Practically, a sensing action consists of sensors, signal chains, and processing
algorithms.
Physical sensors and their analog signal chains (e.g., preamplifiers and
ADCs) are responsible for converting physical phenomena into a digital rep-
resentation (e.g., sound pressure waves into a wave file). By being flexible
and designing sensors that trade off signal fidelity for power consumption, a
suite of sensors can potentially be utilized. Similarly, even for a single sen-
sor, a variety of processing algorithms can be utilized to extract information
from noisy data. Algorithms range from very simple (e.g., computing signal
energy) to sophisticated statistical signal processing methods.
To characterize the effective signal-to-noise ratio (SNR) and energy con-
sumption of different combinations of sensors, signal chains, and processing
algorithms, significant emphasis is placed on actually building energy-efficient
embedded systems. This is necessary not only because power consumption
profiles are not available in the literature or datasheets, but also because pro-
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filing realistic power numbers for the various hardware and software compo-
nents enables us to pinpoint bottlenecks and inefficiencies in existing system
designs, pointing to the areas that require further research efforts.
1.5 Thesis Contributions
This thesis presents a new approach to the system-level design of energy-
efficient sensing devices that are to be used in dynamic, noisy environments.
Our strategy separates the optimization of the utilization of sensing resources
from the design of these resources. The implication is that system design-
ers can understand the application-level performance / energy consumption
trade-off for any particular sensing resource, without having to worry about
how and when to use it. This in turn enables rapid design-space exploration
for resource design.
The separation of utilization from design is achieved by formulating the
resource-utilization problem as an appropriate functional optimization. We
rigorously formulate the problem of creating optimal resource-utilization
strategies for time-varying monitoring applications as a partially observ-
able Markov decision process (POMDP). Using state-of-the-art results from
stochastic control theory and machine learning, we achieve the following:
• explicitly model random event arrivals and account for temporal cor-
relations of events of interest,
• explicitly account for the uncertainty introduced by noisy sensors and
processing algorithms,
• numerically compute non-myopic optimal strategies that schedule sens-
ing and processing resources to balance inference performance with en-
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ergy consumption.
To illustrate our approach to system-level design, we present a case study
using an acoustic wildlife monitoring task as the application driver. Our
approach to pattern recognition uses hidden Markov models (HMM), with
techniques borrowed from the speech recognition literature, and is a natural
fit for the abstract POMDP approach to resource management.
To explore resource design, we built an MSP430 testbed with dynamic
voltage and frequency scaling capabilities to support hugely energy-scalable
processing. This testbed aims to optimize the energy that is spent, and
quantifies the low power consumption that is possible to achieve, even on to-
day’s commercially available components. Furthermore, we utilized an ARM
Cortex-M3 testbed, which was used to study the efficiency of a 32-bit ARM
microcontroller designed to deliver performance in low-power applications.
Due to the data acquisition front-end being the energy bottleneck in both
testbeds, we propose a novel signal chain for acoustic sensing, which has
immediate impact in always-on applications. This ultra low-power sensor is
too noisy to be useful on its own or as the always-on sensor in a wakeup
mechanism, but becomes an invaluable resource with proper scheduling.
Our approach to system design is quantified and compared against the per-
formance of efficient scheduling architectures, including a wakeup mechanism
and an energy-aware cascade of signal models. The optimal policy gener-
ated by the POMDP solver demonstrates the achievable performance/energy
trade-offs for a given system design; this automated optimal use of device
resources accelerates design-space exploration, pointing out the system com-
ponents that need to be redesigned or further optimized.
The approach to system design developed in this thesis validates the viabil-
ity of delivering high-performance, information-rich acoustic sensing in ultra
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low-power applications, a space in which severe constraints on battery capac-
ity have resulted in applications with very limited sensing capabilities. The
principled approach we develop enables innovative design trade-offs, promis-
ing to achieve high energy efficiency in dynamic sensing applications.
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CHAPTER 2
RESOURCE MANAGEMENT FOR
INFORMATION-RICH SENSING
The theoretical and numerical techniques developed in this chapter result
in new analysis tools for system designers to manage how device resources
are utilized for energy-efficient sensing in dynamic information-rich environ-
ments. Our approach builds upon theoretical techniques from stochastic
control and numerical algorithms from machine learning.
Beginning with motivation for a principled approach in Section 2.1, we
are the first to formulate the problem of a controlled generative approach to
energy-efficient pattern recognition in Section 2.2, where sequential control
actions map to both sensing decisions and inference decisions. The problem
formulation is organized such that the review of partially observable Markov
decision processes (POMDP) in Section 2.3, which is required to understand
the long-term implications of sequential decisions, follows easily. Given the
fundamental difficulty of POMDPs and limitations of current technology,
Section 2.4 refines our problem formulation such that general tools to solve
our class of problems can be developed.
The final four sections of the chapter develop the solution to the problem,
signifying our contributions to the field. Section 2.5 shows how the non-
classical flow of information of our problem follows dynamic programming
principles. Section 2.6 presents an exact numerical solver that exploits the
fact that inference decisions do not impact the future evolution of the belief
state. As exact solvers are known to not scale with problem size, Section 2.7
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maps our class of problems into a form that can use existing point-based
general-purpose numerical solvers. Finally, Section 2.8 derives an improved
lower bound to the optimal value function over a bound that is commonly
utilized in the field; our derivation follows from exploiting problem charac-
teristics that general-purpose POMDPs do not share.
2.1 Motivation for a Principled Framework
The wakeup mechanism is a popular intuitive mechanism for the design of
an energy-efficient sensing architecture. Device energy consumption is re-
duced by running an efficient front-end [3, 4] that triggers subsequent stages
of processing only when something interesting is detected. [5] presents an
energy-efficient strategy for multi-modal detection of natural events that can
be characterized as rare, random, and ephemeral. Their strategy consists of
hierarchical sensing and processing, where stages of more complex processing
are triggered based on information collected from sensors. [6] uses a hierar-
chical strategy in what it calls the tiered wake-up network. A decision tree
is designed to fuse multi-modal sensors.
A weakness in all of these systems is that they are heuristically designed.
Heuristic architectures are not inherently bad designs, but issues include:
1. Manual exploitation of problem characteristics.
The issue is that application designers make implicit assumptions about
the temporal structure of the underlying event of interest and exploit
these characteristics to manually design sensing architectures to achieve
energy efficiency. For example, a wakeup mechanism inherently as-
sumes a certain degree of temporal correlation, as a detection in the
current frame implies that the event of interest will still be detectable
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in subsequent frames. While this is manageable for simple temporal
structure, this approach does not generalize for complex dynamics.
2. Manual design of sensing and processing architecture, which leads to
artificial constraints and auxiliary design specifications that may not
directly contribute to application goals.
As an example, consider the ultra low-power hardware voice activity
detector (VAD) proposed to be used as a wakeup mechanism in [3]. The
efficient VAD is used to detect speech activity and wake up a sensor
network for further speech processing tasks (e.g., speech recognition).
The VAD consists of a microphone and a simplified zero-crossing al-
gorithm implemented in hardware. Because the wakeup mechanism is
fixed, researchers are forced to optimize for standard detection metrics
(minimizing missed detections and false alarms), since further action
is triggered by the VAD’s decisions. Unfortunately, there is no notion
of what the application’s final goals are, which could potentially lead
to a very different design trade-off. Furthermore, a wakeup mechanism
does not make full use of feedback. The architecture does not allow
for information that is extracted downstream in the inference task to
propagate back to make the front-end hardware more intelligent.
3. In general, there is no way to answer the question of optimality.
That is, does a particular heuristically designed system leave energy
savings on the table? If so, how much? Without a principled frame-
work, this is a vague question and hard to answer because it depends
on the inference task, dynamics in the level of physical activity, and
quality of sensors and processing algorithms.
In this chapter, we propose a systematic framework that constructs opti-
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mally energy-efficient scheduling architectures that determine when and how
to use the sensing and processing resources available on a device. Appli-
cation goals and energy consumption define the notion of optimality, and
the formulation explicitly accounts for the dynamics of the physical event,
activity level, and uncertainty arising from noisy environments, sensors and
processing algorithms. The optimal schedulers respond to the current dynam-
ics, leveraging everything that is observed and information that is gained to
make the most informed decision about what resources to utilize.
2.2 Problem Formulation
The problem of designing energy-efficient sensing/processing architectures
for inference applications is formulated as a sequential decision process under
uncertainty. In this section, we make the transition from a motivation for a
principled framework to a rigorous formulation that enables the construction
of optimal sensing architectures.
2.2.1 A generative approach to pattern recognition
We begin by describing the nature of the application-level inference tasks
considered. In particular, we focus on pattern recognition problems. The
processing steps in these problems can be described generically by the block
diagram in Fig. 2.1.
For example, in voice command recognition, the goal is to match patterns
of acoustic data to the particular words that a system is trained to recognize.
In activity monitoring, the goal may be to infer the number of steps taken
by looking for repeating patterns in accelerometer data. In acoustic wildlife
monitoring, the goal may be to find a particular time-frequency sequence of
11
Sensor
Feature
extraction
Feature
scoring
State
estimation
Observation
model
Temporal
model
Figure 2.1: A block diagram illustrating the pattern recognition problem.
This block diagram was adapted from [7, Ch 2] used to describe large vocab-
ulary continuous speech recognition.
observations that matches a known bird song.
We adopt a generative approach to the pattern recognition problem, where
we assume there exist stochastic models for both the observation and tempo-
ral models of Fig. 2.1. The temporal model explains how physical phenomena
evolve over time, and the observation model explains how observations are
generated from noisy data. In statistical signal processing, these model pa-
rameters are typically learned from training data, and at run-time, Bayes’
rule is used to form the posterior distribution of the states given a sequence
of observations. In this thesis, we assume the generative process is a hid-
den Markov model (HMM), as shown in Fig. 2.2. In particular, we assume
XtXt−1 Xt+1
Yt−1 Yt Yt+1
Figure 2.2: Temporal sequence of an HMM. States evolve according to a
Markov chain, and observations are conditionally independent given the
state.
that states evolve according to a discrete-time first-order Markov chain, and
observations are conditionally independent, given the current state. More
specifically, denote X¯ as a finite state space, with a transition kernel that
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satisfies the Markov property:
Pr(Xt+1 = x
′|Xt = xt) = Pr(Xt+1 = x′|X t = {x0, . . . , xt}) (2.1)
An HMM observation, as illustrated in Fig. 2.3, is the output of the feature
extraction step, which generally operates on a block of raw sensor data.
Thus, the rate of observations is typically slower than that of the physical
Bayesian EstimatorSensing Action
dtyt
Sensor
Feature
extraction
Feature
scoring
State
estimation
Figure 2.3: An HMM observation is the output of the feature extraction
block in a typical pattern recognition problem.
sensor’s sampling rate. For example, consider a speech application where a
microphone is sampled at 16.384 kHz, and MFCC features are extracted on a
block size of 512 samples, with 50% overlap. Then, HMM observations (i.e.,
MFCC features) are generated at a rate of 64Hz.
2.2.2 Event arrivals
In Fig. 2.1, the arrival of a potential event of interest is typically assumed
to have been taken care of in a prior step, for example, by using a VAD
mechanism. Thus, although the temporal model may include a silent state
before and after the pattern to account for the fact that the segmentation
process is not perfect, there are no extra states to model the arrival rate of
the event.
Because we are interested in managing all sensing resources (including
any low-power wake-up mechanisms) in order to achieve application goals,
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we propose to incorporate the arrival of events in the temporal models by
hierarchically augmenting the state space as shown in Fig. 2.4.
PresentAbsent
Pattern NPattern 1
...
Figure 2.4: Hierarchically augmenting the temporal model utilized in pattern
recognition to model event arrivals.
For example, if the waiting time for an event arrival is geometrically dis-
tributed, then a single additional state needs to be augmented. More gen-
eral duration distributions require more states, and this issue is discussed in
Chapter 4.
A hierarchical Markov chain can be enumerated into a flattened Markov
chain [8]; denote the flattened state space as X . In the example where event
arrivals are geometrically distributed, |X | = |X¯ |+ 1.
2.2.3 State estimation task
State estimation is typically the result of solving an optimization criterion,
whether it is minimizing mean squared error or maximizing the a-posteriori
probability of a sequence of observations. Because acquiring observations is
only an intermediate step in inference problems, this is motivation to combine
the two problems of 1) the intermediate goal of making scheduling decisions
about sensing actions and 2) the ultimate goal of making inference decisions
about the state of nature.
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To make things explicit, we define a space of inference decisions D such
that if decision d ∈ D is made when the state is x ∈ X , a reward of r¯(x, d)
is received. For example, D = X and r¯(d, x) = 1 iff d = x corresponds to a
sequential MAP state estimator. Generalizing the task of state estimation to
decisions about inference is useful when the decision corresponds to high-level
abstract summary information about the state of the world; we illustrate
the utility of this generalization in Chapter 4 with examples that achieve
different application goals simply by specifying different decision spaces and
corresponding reward functions.
2.2.4 Sensing actions
The definition of a sensing action is naturally defined to be the entire sensing
and processing chain used to generate an HMM observation, from the hard-
ware sensor to the extracted features. The notion of a sensing action enables
us to define multiple sensing actions. Continuing a previous example, an al-
ternative sensing action could be a microphone sampled at 8.192kHz followed
by calculating the total energy accumulated over 15.6ms. Here, the physical
sensor is run at half the sampling rate and a simpler, lower dimensional, less
processor-intensive feature is extracted.
Let S be the finite space of sensing actions. The observation function:
O¯ : X ×S ×Y → [0, 1] characterizes the signal fidelity of each sensing action
s ∈ S:
o¯(x, s, y) = Pr(y|x, s) = Pr(y|x, x′, s) (2.2)
where it is assumed that for all sensing actions, observations are conditionally
independent given the state.
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The motivation for introducing multiple sensing actions is clear; data col-
lection is only an intermediate step for Bayesian inference, where the system-
level goal is related to accurate state estimation. The key insight that many
heuristic systems implicitly assume is that lower fidelity data collected using
less energy may have the same value of information if nothing interesting is
physically occurring or if the data SNR is very high.
2.2.5 Energy consumption
The energy consumption assigned to a sensing action includes all of the
sensing, processing, and memory resources utilized in Fig. 2.1. This includes
the hardware (e.g., preamplifiers, ADC, accelerators) as well as the software
(e.g., preprocessing algorithms, DSP libraries, math functions).
The energy associated with each sensing action includes not only resources
consumed for data collection, but also for inference, which include feature
scoring and state estimation in Fig. 2.1. The computational complexity and
memory requirements associated with feature scoring directly depend on the
complexity of the observation model associated with the sensing action. The
energy consumed by feature scoring can vary drastically, from being a trivial
overhead for small discrete observation spaces, to being the most computa-
tionally intensive component of the processing chain (e.g., multi-dimensional
features modeled using GMMs [7]).
State estimation consists mainly of computing Bayes’ rule and, given fea-
ture scores, depends mainly on the complexity of the state space and temporal
models. In particular, discrete states are simple to update, while continuous
states require Kalman filtering under Gaussian models, or particle filtering
under more general temporal models.
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It is important to account for all of the energy consumed as a result of
selecting a particular sensing action. As an extreme example, consider an
application where running a particle filter completely dominates the energy
consumption, relative to sensing, feature extraction, or scoring. In this case,
dynamically scheduling sensing actions will have very little impact on con-
trolling the total amount of energy consumed.
Denote the energy-consumption function C : X × S → R+, where c(x, s)
is the energy consumed by sensing action s, which can depend on the state
of the world, x.
In this thesis, we do not address the important issue of dynamically pro-
filing or measuring the energy consumption of the hardware and software
components during runtime [9]. Our solution is to implement sensing actions
on embedded systems and profile the average power consumption oﬄine.
This process is demonstrated in Chapter 3. Our approach to system design
leads to useful insight in terms of identifying system bottlenecks and pushing
the limits on the achievable energy savings.
Finally, we do not explicitly account for the energy consumed by the re-
source manager, which is what we are trying to construct using optimization
methods. For deployment, we believe lightweight heuristic scheduling poli-
cies will need to be developed. The solutions we construct in this thesis
represent the optimal performance/energy trade-offs that are achievable for
a given system, and should be used to guide heuristic design.
2.2.6 Decision making: optimal sensing architectures
As illustrated in Fig. 2.5, introducing multiple sensing actions requires man-
aging which sensing action to execute at any given time. Due to energy
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Figure 2.5: A block diagram of the decision process. At the beginning of
time t, the Resource Scheduler uses all of the information collected thus far,
including observation yt−1, to make an informed decision about what sensing
action, st, to take now. After an observation is generated, the Inference
Engine uses all of the observations and actions taken up to time t to make
an informed inference decision, dt.
being a limited resource, we require that any management scheme be se-
quential – one cannot go back in time and “unuse” a sensor and “unsee” the
observation. Thus, the resource scheduler should use all of the accumulated
information thus far to make the most informed decision when choosing the
next sensing action. This sensing decision should be made by predicting the
long-term value of each action, accounting for the potential information that
can be extracted along with the energy that is to be consumed. After an
observation is collected, all of the accumulated information should be used
to make an inference decision, dt.
To incorporate the HMM assumptions made earlier in the section, Fig. 2.6
shows a more specific block diagram showing the conditional dependencies.
In particular, at the beginning of time t, the state evolves from xt−1 to xt;
this evolution is hidden from the system. The information available to the
system consists of the following information:
Ist = {b0, d0, s1, y1, d1, . . . , st−1, yt−1, dt−1} (2.3)
where b0 represents the initial belief about the state x0. Then, the sensing
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Figure 2.6: A standard illustration of an HMM augmented with multiple
sensing actions and a closed-loop resource scheduler. A standard HMM would
have only the states st and observations yt from a single sensing action con-
nected according to the typical HMM assumptions.
action is generated according to some function ηt:
st = ηt(I
s
t ) (2.4)
Sensing action st is then activated and a new observation yt is acquired. As
assumed, yt is drawn from xt which evolves as a Markov chain, independent of
sensing actions and inference decisions. The information available for making
the inference decision dt consists of:
Idt = I
s
t ∪ {st, yt} (2.5)
such that the inference engine is represented by function t:
dt = t(I
d
t ) (2.6)
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Thus, the optimization problem boils down to finding the sequence of func-
tions η = {η1, . . . , ηt, . . . } and  = {0, . . . , t, . . . , }. Solving this functional
optimization problem requires stochastic control theory, which we review in
the next section.
2.3 Review of POMDP, Methods, and Sensor
Management
The formulation constructed in the previous section illustrates the fundamen-
tal problem for sensor management: sequential decisions are made over time,
where each decision generates new observations that provide additional in-
formation [10]. When viewed as a decision process with temporal dynamics
involved, sensor management has its foundations in Markov decision pro-
cesses (MDP), and in particular, partially observable MDPs (POMDP) for
managing noisy sensors.
In this section, we review the basic theory of POMDPs, and survey exact
and approximate methods developed to solve this class of problems.
2.3.1 Partially observable Markov decision process
A Markov decision process (MDP) is a generalization of a Markov chain,
where control actions are used to influence state transitions. A partially
observable Markov decision process (POMDP) has the additional complexity
that the underlying states are hidden; noisy observations are available for
inferring the underlying state transitions.
To formally define a POMDP, we follow an exposition similar to the
presentation in [10, Ch 2]. A POMDP is denoted by the tuple M =
〈X ,A, T ,R,Y ,O,b, N〉, consisting of a state space X , an action space A,
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and an observation space Y . We assume all of these spaces to be finite sets
and operated in discrete time for N time steps. The extension to a continuous
observation space Y is particularly relevant in signal processing applications,
and will be discussed in Section 2.3.5. For notational convenience, we have
assumed that all of the processes are stationary. Although the theory holds
more generally (e.g., when the transition kernel and action spaces are time
varying), the development is identical for finite horizons, and so for clar-
ity of presentation, we drop the dependence on time. A description of the
remaining components and assumptions follows:
• T is the state transition function, τ(x, a, x′), which is the probability
of transitioning to state x′, given that the state started in x and action
a was taken. It is assumed that initial prior distribution b ∈ B(X ) is
given, where B denotes the probability simplex over X .
• R is the reward function, where r(x, a) is the scalar reward received
for being in state x and taking action a.
• O is the observation function, o(x, a, y), giving the probability of ob-
serving y when action a is taken in state x. It is assumed that at
any given time t, the observations yt are conditionally independent,
depending only on the current state xt and action at.
Given action sequence {a0, . . . , aN−1}, the state evolves as a Markov pro-
cess. In particular, the effect of taking action at in state xt depends only on
the current value of the state and not on the prior history of the state.
The information flow at time t is as follows: the world is in state xt ∈ X .
Action at ∈ A is taken, and reward r(xt, at) is received. The state evolves to
xt+1 ∈ X according to the transition kernel τ(xt, at, xt+1), and an observation
yt+1 is generated with probability o(xt+1, at, yt+1).
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To determine the action at, the information vector, denoted as It, defined
to be all of the actions taken up to the current time and the associated
observations, is available for decision-making:
It , {a0, y1, . . . , at−2, yt−1, at−1, yt} (2.7)
An admissible policy at time t is defined as a sequence of mappings M =
{µ0, . . . , µN−1} with the property that:
µt : It → A (2.8)
An admissible policy M will generate sequences of well-defined random vari-
ables corresponding to the state, action, and observation trajectories for N
time steps1. We define the total reward associated with these trajectories as:
R = r(xN) +
N−1∑
t=0
r(xt, at) (2.9)
R is a well-defined random variable with mean value EM [R], where the ex-
pectation is taken with respect to the states and observations as generated
by M , starting with prior distribution b. The objective for optimization is
to find an admissible policy that maximizes the total expected reward:
max
M
EM
[
r(xN) +
N−1∑
t=0
r(xt, at)
∣∣∣∣∣ b
]
(2.10)
1The state trajectory actually consists of N+1 time steps because action aN−1 induces
one additional transition.
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2.3.2 Information and belief states
Conceptually, the problem of partial observability can be converted into a
completely observable Markov decision process. The benefit is that Bellman’s
principle of optimality follows immediately. The conversion is accomplished
in two steps: 1) by defining a different state space that preserves the dynamics
and information flow of the original problem, and 2) finding an equivalent
reward function for this new space.
Instead of the original state xt ∈ X , take It, the information vector defined
in (2.7) to be the new state. The information vector can be written as a one-
step recursion:
It+1 = It ∪ {at, yt+1} (2.11)
which is a function of the state at the previous time step, the subsequent
control action taken (which depends only on It−1), and current observation
(which depends only on at−1 and xt). Note that the observation can be
interpreted as a random disturbance in the evolution of the information state
[11, Ch 5], and is independent of prior disturbances:
P (yt+1 | It, at) = P (yt+1 | It, at, y0, . . . , yt) (2.12)
which follows because prior observations are already contained in It, by def-
inition.
The reward function for this new space must be of the form r¯(I, a), map-
ping the information state and control action to a scalar value that is equiv-
alent to the original problem. To show that this can be done, we use the
smoothing property of conditional expectations to write the objective func-
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tion in (2.10) as:
EM
[
N−1∑
t=0
r(xt, at)
]
= EM
[
N−1∑
t=0
EM [r(xt, at) | It, at]
]
(2.13)
= EM
[
N−1∑
t=0
r¯(It, at)
]
(2.14)
where the expectations are taken with respect to policy M . Note that in this
new problem, the structure of the policy has not changed (i.e., the mapping
defined in (2.8) where at = µt(It) still holds).
Although formulating an equivalent MDP implies that all of the theoretical
results for Markov decision problems apply directly to the partially observ-
able problem, the resulting DP algorithm must be carried out for a state
space with dimension that increases over time.
The trick to fundamentally reduce the problem size is to show that there
is a belief state whose dimension does not grow with time, denoted as b, that
is sufficient to achieve the same optimal reward as using the information
state for control. The appropriate belief state is the posterior probability
P (xt | It), which is an |X |-dimensional vector in the probability simplex
B(X ) and evolves recursively:
bt = P (xt | It = {It−1, at−1, yt}) , Φ(bt−1, at−1, yt) (2.15)
At this point, we introduce a vector notation which will be convenient for
subsequent discussion. In particular, for the finite space X with arbitrary
elements xi for i = 1, . . . , |X |, we can redefine X = {1, . . . , |X |}, such that
stating that index i ∈ X is equivalent to stating that xi ∈ X .
The significance of (2.15) is that when propagating posterior belief, the
information state It−1 can be replaced by the prior belief bt−1, whose di-
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mensionality does not grow with time. This simplification follows from the
Markov assumptions, and the operator Φ which implements Bayes’ rule, sim-
plifies to the following: for each state j ∈ X ,
Φj(b, a, y) , bya(j) (2.16)
=
o(j, a, y)
p(y|a,b)
∑
i∈X
τ(i, a, j)b(i) (2.17)
where p(y|a,b) = ∑j o(j, a, y)∑i τ(i, a, j)b(i) is a normalizing factor.
Completing the conversion of the information-state MDP to an equivalent
belief-state MDP requires showing that there is an equivalent reward function
for the belief-state space (i.e., r˜(b, a)). This follows immediately because
r¯(It, at) = EM [r(xt, at) | It, at] =
∑
j∈X
r(xt = j, at)bt(j) = r˜(b, a) (2.18)
The procedure provided in this section for converting the partially ob-
servable problem into an information-state MDP and belief-state MDP is
standard exposition and a major classical result in stochastic control theory
[11, 12]. The implication for these conversions is 1) the ability to invoke
standard dynamic programming techniques for finding the optimal policy,
and 2) a fundamental reduction in the size of the search space.
2.3.3 Dynamic programming
Given that the belief state b, evolving according to Φ, is sufficient for plan-
ning, the problem then is to construct a policy M = {µ0, . . . , µN−1} where
µt : B → A maps belief states to actions. A policy M is evaluated by the
value function V MN : B → R, which is defined to be the expected reward for
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implementing policy M , evaluated at some initial belief point b
V M0 (b) = EM
[
r˜(bN) +
N−1∑
t=0
r˜ (bt, µt(bt))
∣∣∣∣∣b0 = b
]
(2.19)
The problem then is to find an admissible policy M∗ such that
V ∗0 (b) = max
M
V M0 (b) (2.20)
Such a policy M∗ is said to be optimal. The optimal value function is char-
acterized by the principle of optimality, which applies because the problem
was shown to be an MDP. Starting from the last time step,
V ∗N(b) = max
a∈A
r˜(b, a) (2.21)
With V ∗N fully defined, the principle of optimality proceeds backwards, re-
cursively. For 0 < n < N :
V ∗n−1(b) = max
a∈A
r˜(b, a) + E [V ∗n (bya) |a,b] (2.22)
where the expectation is taken with respect to observation y (i.e., p(y|a,b),
which shows up in (2.16)).
It is straightforward to show that the optimal value functions are piecewise
linear and convex (PWLC) functions [13]. This is a particularly powerful
property since the piecewise linear property enables a finite representation
of the value function, which is, in general, a point in an infinite-dimensional
functional space due to the belief state being continuous. This finite number
of linear segments are known as α-vectors, and the PWLC property can be
derived using induction.
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First, note that r˜(b, a) is a linear function of b:
r˜(b, a) =
∑
j∈X
r(xt = j, a)b(j) = r
>
a b (2.23)
where ra is a column vector with element ra(j) = r(j, a). For the induction
step, assume that at time n+ 1 the set of α-vectors are given by Γn+1. The
PWLC property implies that the value function can be represented as
V ∗n+1(b) = max
α∈Γn+1
α>b (2.24)
Then, expanding the expectation in (2.22):
V ∗n (b) = max
a∈A
r>a b +
∑
y∈Y
p(y|a,b) · Vn+1(bya) (2.25)
= max
a∈A
r>a b +
∑
y∈Y
p(y|a,b) · max
α∈Γn+1
α>bya (2.26)
= max
a∈A
r>a b +
∑
y∈Y
p(y|a,b) · max
α∈Γn+1
∑
j∈X
α(j)
o(j, a, y)
p(y|a,b)
∑
i∈X
τ(i, a, j)b(i)
(2.27)
= max
a∈A
r>a b +
∑
y∈Y
max
α∈Γn+1
∑
i∈X
b(i)
∑
j∈X
α(j)o(j, a, y)τ(i, a, j) (2.28)
= max
a∈A
r>a b +
∑
y∈Y
max
α∈Γn+1
∑
i∈X
b(i)βαa,y(i) (2.29)
= max
a∈A
r>a b +
∑
y∈Y
max
α∈Γn+1
βα>a,yb (2.30)
= max
a∈A
(
ra +
∑
y∈Y
β
α∗b
a,y
)>
b (2.31)
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where
α∗b = arg max
α∈Γn+1
βα>a,yb (2.32)
βαa,y(i) =
∑
j∈X
α(j)o(j, a, y)τ(i, a, j) (2.33)
The number of alpha vectors in each Γn is finite with a maximum size of
|A||Γn+1||Y|. Thus, because V ∗n in (2.31) has the same form (i.e., max over
linear segments) as V ∗n+1 in (2.24), piecewise linear convexity is preserved for
all n.
The PWLC property makes policy search computationally feasible because
although we are searching for a policy in a continuous (uncountably infinite)
space MDP, there is a finite representation of the optimal value function at
every iteration. Unfortunately, exact value iteration is only computationally
feasible for small problems because the set of alpha vectors generated at each
time step can grow exponentially in the worst case. This is because Γn must
be generated for all b simultaneously. Exact value iteration algorithms do
this by maintaining a minimal set of belief points which serve as a “witness”
to the region for which a corresponding α-vector is maximal. The way in
which these belief points and α-vectors are generated form the basis for
the different types of algorithms [14, 15]. Open-source software for exact
algorithms is available at [16].
2.3.4 Infinite horizons
Although we have presented the theory up to this point for finite-horizon
problems, the computationally exact algorithms actually solve problems with
discounted infinite horizons. This is because the optimal policy can be shown
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to be time invariant under suitable conditions [11]. That is, M∗ = {µ, µ . . . },
assuming transition and observation probabilities are stationary and At = A
for all t. Practically, this reduces and simplifies the memory requirements
for the representation of an optimal policy.
The only change in the problem formulation is reflected in the objective
function. In particular, the search for an optimal policy is restricted to
stationary policies, now denoted simply by µ, and is evaluated by the value
function V µ : B → R:
V µ(b) = Eµ
[ ∞∑
t=0
γt ·
∑
x∈X
r (x, µ(bt)) · bt(x)
∣∣∣∣∣b0 = b
]
(2.34)
where γ < 1 is the discount factor.
The optimal value function V ∗ is the unique solution to the Bellman equa-
tion:
V ∗(b) = max
a∈A
r>a b + γ · E [V ∗(bya) |a,b] (2.35)
This equation can be written as V ∗ = HV ∗, where H is a contraction for γ <
1, from which existence and uniqueness of V ∗ follows from the contraction
mapping theorem.
The optimal value function for an infinite horizon may not have the PWLC
property. The issue is that in the limit, the number of alpha vectors may
not be finite. There is a special class of policies, called finitely transient
policies that are exactly PWLC [17], but the conditions are restrictive and
this property does not hold for many practical and interesting problems.
Although the optimal value function for any infinite-horizon POMDP can
be approximated arbitrarily well by a PWLC function, the same computa-
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tional complexity that plagues finite horizon representations is exacerbated
for infinite horizons, since the minimal set of α-vectors may grow unbound-
edly [17]. This has resulted in the use of approximate representations [18],
as discussed in the next section.
2.3.5 Point-based methods
Motivations for solving large POMDPs have come mainly from the AI lit-
erature, with applications ranging from robot navigation to path planning
to human-machine spoken dialog management systems [19]. Approximate
methods developed to scale up and handle problems exhibiting hundreds
and thousands of states include policies based on finite-state controller rep-
resentations [20], compressed belief space [21], state space compression [22],
and most productively in recent years, point-based methods [23, 24] which
have laid the foundation for state-of-the-art POMDP solvers [25].
At their core, point-based solvers still perform value iteration, attempting
to optimize the original POMDP problem. Efficiency is derived by approxi-
mating the value function with α-vectors at a finite set of belief points that
do not grow exponentially over iterations. What differentiates the differ-
ent point-based solvers is in how these belief points are maintained, which
range from random initialization [26], depth-first search [27], and breadth-
first search [28]. Computable lower and upper bounds are generally main-
tained to guide the maintenance of the set of belief points, and provide a
confidence interval as to the optimality of the current value function.
The PWLC POMDP theory and methods are well established for finite
state, observation, and action spaces. Extensions to continuous observation
spaces (assuming finite state and action spaces) were presented in [29]. In-
30
terestingly, the optimal policy induces a finite partitioning of the observation
space, which follows because observations are only relevant for deciding be-
tween a finite number of possible actions. Thus, by interpreting each region
of the observation space as an aggregate observation, computational meth-
ods for solving problems with continuous observations are a straightforward
extension of existing methods for finite observations.
Extensions to continuous state spaces are presented in [30], which is moti-
vated by robot applications where the state space is modeled more naturally
as a continuous space. The difficulty for value iteration methods is evalu-
ating the expectation, which requires integration; tractability is gained by
assuming all probability densities are Gaussian mixtures. Software packages
for solving problems in continuous spaces are available online at [31].
2.3.6 Sensor management
The general POMDP solvers presented in the last section were developed
mainly for robotics applications where a policy generally actuates something
in the physical world in order to receive a reward. The context of decision
processes used in this thesis corresponds more closely to a class of applica-
tions known as sensor management [32, 10] or adaptive sensing [33] – provid-
ing control in problems that are fundamentally about information discovery.
Applications include active radar, sensor scheduling for target tracking, and
data fusion from systems with multiple controllable sensing modalities.
Sensor-management problems have many of the same challenges as general
POMDP problems, but do differ in some aspects. In particular, a POMDP
is a more general decision process than what is required for sensor manage-
ment because sensor selection “actions” typically do not affect or control
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the dynamics of the physical state space (i.e., τ(s, a, s′) = τ(s, a′, s′) for all
a, a′ ∈ A). The problem is still challenging for several reasons including 1)
large state spaces (e.g., sleep management in sensor networks [34, 35]), 2)
complicated physical dynamics to track (requiring particle filtering for belief
updates), and 3) large [36] action spaces.
Computational methods specifically for sensor management have focused
mainly on approximate methods, which aim to estimate the Q-function in a
computationally efficient manner, as opposed to performing value iteration
on the value function. Rewritten more suggestively,
Q(b, a) = r(b, a) + γ · Ea [V ∗(b′) | b] (2.36)
we see that the difficulty in computing Q lies in evaluating the expected
value-to-go (EVTG), which is the second term in (2.36). As the optimal
value function V ∗ is ultimately responsible for providing a ranking of the
possible sensing actions, the values themselves do not particularly matter, as
long as the correct action for a given belief state is taken. As such, successful
approximation techniques generally depend on the application at hand, and
require some intuition about the future availability of information provided
by the sensors in order to provide sensible ranking of actions. Methods to
approximate the EVTG include replacing the EVTG with an information
gain function, reinforcement learning, and policy rollout; see [10, Ch 5] for
an overview of approximate methods used in sensor management.
Recently, point-based methods have been applied to schedule sensors in
the context of energy-efficient tracking in sensor networks [37], and have
been shown to outperform approximate methods based on surrogate value
functions. As discussed in the previous section, advancements in point-based
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methods are enabling problems that were previously too big to solve.
There is a body of sensor management literature that does not fit into
the standard POMDP formulation, requiring extensions and generalizations.
The standard POMDP assumes an average reward function, which is lin-
ear in belief. [38, 39] consider non-linear reward/cost functions, including
the MMSE, minimax, and information measures as criterions. Constrained
POMDPs are considered in [40, 41] and are motivated by hard resource con-
straints such as total-energy or time-to-completion constraints. This is a
much harder problem, and Lagrangian relaxation and receding horizon con-
trol techniques have been proposed to handle these challenges.
The information flow found in sensor management problems shares a con-
nection to a recent technique developed to manage the processing time in
difficult computer vision problems, where non-myopic reinforcement learning
is used to find a control policy for dynamic feature selection [42].
Finally, an approach called information-driven sensor management consid-
ers information measures as a surrogate reward function to be used in greedy
myopic algorithms. [43] shows that the performance of a greedy algorithm is
within 1/2 of optimal.
2.4 On Numerical Tractability
Given the capabilities and limitations of state-of-the-art POMDP solution
techniques, in this thesis, we give up generality for tractability by limiting
the scope of the problem formulation presented in Section 2.2. We focus on
numerically tractable problems in order to establish the utility of developing
a system-level tool that can be used to guide the design of energy-efficient
sensing devices. Theoretical analysis and solution characterization for more
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general variants of the problem formulated in Section 2.2 are left for future
study.
The defining features that make a problem computationally tractable may
not be immediately obvious to system designers not well-versed in the appli-
cation of stochastic control theory. In this section, we explicitly describe the
limited scope of the problem formulation, why they lead to tractability, and
their implications.
There are five factors that influence the tractability of solving the problem
formulated in Section 2.2; the time horizon, structure of the reward function,
number of states, size of the observation space, and size of the action space
all influence the technique used to find the optimal solution.
In this thesis, we consider discounted infinite horizons. The stochastic
arrival of rare events implies that long (essentially infinite) time steps should
be accounted for. Discounting is somewhat of a mismatch for the applications
of interest because the energy consumed and penalty for an estimation error
are typically computed as time averages; said another way, there is no reason
why earlier rewards should be preferred. Although the theory for average-
reward infinite horizons for completely observable MDPs is well-developed
[11], partially observable problems are much more difficult to analyze [44].
Although a finite horizon eliminates the need for discounting, in general, the
optimal policy for a finite-horizon problem is time-dependent, increasing the
memory space required to compute an optimal policy.
We consider reward functions that at each time step, depend only on the
current state. Discounting implies that the rewards are additive over time.
This is a fundamental assumption for dynamic programming. Thus, we only
consider Bayesian filtering tasks. Inference tasks requiring smoothing are
not considered because the reward received at a particular time step would
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require the value of future states. The implication is that the Viterbi decoder
is not included in our analysis2.
In expectation, reward functions are assumed to be linear in belief. The
implication is that a broad class of objective functions, such as minimum
mean squared error and information-based measures are excluded from our
analysis. As standard analysis does not lead to structurally efficient char-
acterizations [45], sophisticated techniques are required, as demonstrated by
[39, 46].
We consider state spaces of size greater than two. Sequential binary detec-
tion is an important field specializing POMDP to binary states. Structural
results such as the celebrated sequential probability ratio test are conceptu-
ally simple, but do not easily generalize. Furthermore, numerical approxi-
mation techniques that work for a two-dimensional belief simplex (such as
uniform discretization), become computationally prohibitive for problems of
even moderately greater size.
Finally, in this thesis, we assume that the observation and action spaces
are discrete. The implications can be understood by considering the Bell-
man equation, (2.35). In particular, the size of the observation space affects
the tractability of computing the expectation. In general, continuous ob-
servations will require numerical integration. The size of the action space
determines how the maximization is computed; for typical applications, the
number of sensing actions available on a device is finite and relatively small,
compared to problems where the number of actions grows exponentially with
some problem parameter (e.g., in [34], given N sensors in a network where
2It should be noted that the controlled Viterbi decoder can be shown to satisfy the
principle of optimality, even with a non-causal reward function. This follows because the
original Viterbi decoder is a shortest path problem. Unfortunately, this is computationally
much harder to solve due to an augmented state space that has a mix of discrete and
continuous states.
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each sensor can either sleep or sense, the number of actions is 2N).
2.5 Establishing the Principle of Optimality
The limitations on the time horizon and reward structure have implications
for the objective function used for optimization. In particular, we assume
the reward function is of the following form:
R = g(x0, d0) +
∞∑
t=1
γt · [g(xt, dt)− λ · c(xt, st)] (2.37)
where λ ≥ 0 is a Lagrange multiplier, balancing accurate inference with
sensing costs. At each time step, a sensor st is utilized, incurring cost c(xt, st)
in order to make an observation, which is used to make an inference decision
dt and receive reward g(xt, dt). For the initial time step, we do not penalize
for sensor usage, assuming that the inference decision d0 is made using only
prior knowledge. We assume that both the inference reward and energy-
consumption costs are bounded (i.e., |g(x, d)| < ∞ and |c(x, s)| < ∞ for all
x ∈ X, d ∈ D, and s ∈ S).
The sensors {st} and decisions {dt} are sequences of well-defined random
variables, generated according to policies η and , respectively. At the be-
ginning of time t, the sensing action is chosen using all of the information
available thus far, which is Ist defined in (2.3):
st = η(I
s
t ) (2.38)
After observation yt is generated according to sensing action st, an inference
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decision is made using Idt = I
s
t ∪ {st, yt}, also defined in (2.5):
dt = (I
d
t ) (2.39)
Thus, R is a well-defined random variable with mean E(,η)[R], where the
expectation is induced by policies  and η. The objective for optimization
then is to find admissible policies that maximize the total expected reward:
max
,η
E(,η)
[
g(x0, d0) +
∞∑
t=1
γt · (g(xt, dt)− λ · c(xt, st))
]
(2.40)
At face value, this problem differs from a standard POMDP due to the
non-classical flow of information. In particular, at any given time step, two
decisions are made – a sensing decision at the beginning of the time step,
and after an observation is drawn according to the chosen sensing action, an
inference decision at the end of the epoch. In the standard POMDP setup,
there is only a single action, which occurs before the state transition and
observation is drawn.
To make the connection to the standard information flow, we borrow a
technique from [47, Ch 3] to shift forward the boundary of what is defined to
be an epoch, combining the inference decision at the current time step with
the sensing decision from the next time step. This trick is made possible
because the evolution of the hidden state xt is not affected by any of the
decisions that are made. Thus, defining at = (dt, st+1), both decisions share
the same information vector:
It = {d0, s1, y1, d1, s2, y2, . . . , dt−1, st, yt} (2.41)
= {a0, y1, a1, y2, . . . , at−1, yt} (2.42)
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and
at , µ(It) = ((Idt ), η(Ist+1)) (2.43)
where the information sets Idt and I
s
t+1 can be generated using the information
vector It (i.e., I
d
t = It, and I
s
t+1 = {It ∪ (It)}).
Observe that the information vector defined as (2.42) has the same form
as the standard information vector defined in (2.7). To finish the conversion
to a completely observable MDP, we must find a reward function of the form
r¯(It, at) that is equivalent to the original problem (2.40):
E,η
[
g(x0, d0) +
∞∑
t=1
γt · (g(xt, dt)− λ · c(xt, st))
]
(2.44)
= Eµ
[ ∞∑
t=0
γt · Eµ [g(xt, dt)− γλE [c(xt+1, st+1) | xt, st+1] | It, at]
]
(2.45)
= Eµ
[ ∞∑
t=0
γt · Eµ [g(xt, dt)− λc˜(xt, st+1) | It, at]
]
(2.46)
= Eµ
[ ∞∑
t=0
γt · r¯(It, at)
]
(2.47)
where the second line follows from the law of iterated expectation and by
grouping the expected sensor cost at the next time-step with the reward for
the current inference decision.
Due to the standard Markov assumptions, it is straightforward to show that
the posterior belief P (xt | It) is a sufficient statistic for the information state
and evolves according to (2.15). In similar fashion as (2.18), the equivalent
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reward function r˜(bt, at) is defined as follows:
r¯(It, at) = Eµ [g(xt, dt)− λc˜(xt, st+1) | It, at] (2.48)
=
∑
j∈X
[g(xt = j, dt)− λc˜(xt = j, st+1)]bt(j) = r˜(bt, at) (2.49)
where at = (dt, st+1).
The non-classical information flow of the decision process considered in
this thesis (i.e., scheduling, observation, followed by estimation) was first
presented by Evans and Krishnamurthy in [48], where the problem is inter-
preted as a controlled hidden Markov model, as shown in Fig 2.7.
1 S
Scheduler/
Estimator
Sensing
action
1 S
Scheduler/
Estimator
Sensing
action
1 S
Scheduler/
Estimator
Sensing
action
. . . . . . . . .
st st+1
xt+1
dt+1
yt+1yt
dt
xt
dt−1
xt−1
yt−1
Figure 2.7: A controlled HMM, adapted from [48]. This figure is equivalent
to Fig. 2.6. The inference decision at the current time step has been grouped
together with the sensing decision to be used at the next time step.
Dynamic programming principles were derived from first principles for non-
linear estimators (i.e., note the difference in notation between our inference
decisions dt and estimators xˆt in Fig. 2.7) for finite horizons and continuous
observations drive by a white noise process. In our formulation, we restrict
the reward to be in linear form, assume a discounted infinite horizon, and
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assume discrete observations; as noted before, this enables us to map the
problem to a standard POMDP and subsequently use existing numerical
solvers.
2.6 An Exact Direct Solver
A key observation from [48] was that the inference decision and scheduling
problems are separable; intuitively, this can be seen in Fig. 2.7 where the
inference decision dt does not affect the future evolution of the belief state
(i.e., bytat = b
yt
st). Thus, the estimator (or inference decision) optimization
can be done independently at each time step.
Mathematically, define cs to be an |X |-dimensional vector, with cs(x) =
c˜(x, s) for x ∈ X . Then, writing the value iteration equation starting from
(2.35) for iteration n:
Vn(b) = max
a∈A
r>a b + γE [Vn−1(bya) |a,b] (2.50)
= max
(d,s)∈A
r¯>d b− λc>s b + γE[Vn−1(bya) | a = (d, s),b] (2.51)
= max
d∈D
{
r¯>d b
}
+ max
s∈S
{−λc>s b + γE[Vn−1(bys) | s,b]} (2.52)
where the maximizations in the last line separate because the belief update
does not depend on inference decision d (i.e., bya = b
y
s). This is exactly
why the scheduling/estimation problem is separable. The first max in (2.52)
is the inference-decision optimization which occurs independently at each
time step, and the second max represents the value-iteration step if one
were to consider the following auxiliary POMDP: 〈X ,S, T ,−λ · C,Y ,O, γ〉.
Using any POMDP solver, make one value iteration on the auxiliary problem,
generating some minimum set of α-vectors, and denote this set as Γ?n. This
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step is faster than an iteration of the original problem due to the reduced
size of the action space.
In the following, we present an exact algorithm for completing the value-
iteration step for the original POMDP, which consists of “fusing” the
inference-decision rewards into the auxiliary α-vectors. Define ΓR = {rd :
d ∈ D}, where rd(x) = r(x, d) for x ∈ X . Continuing from (2.52),
Vn(b) = max
φ∈ΓR
φ>b + max
α∈Γ?n
α>b (2.53)
= max
φ∈ΓR, α∈Γ?n
(φ+ α)> b (2.54)
= max
β∈Γ¯n
β>b (2.55)
where
Γ¯n = ΓR ⊕ Γ?n , {φ+ α : φ ∈ ΓR, α ∈ Γ?n} (2.56)
and ⊕ is known as the cross-sum operator. Assuming an exact method was
used to generate Γ?n, one must enumerate all of the possible α-vectors in
(2.56) to represent the value function at iteration n. Subsequently, finding a
minimum set of α-vectors requires a pruning step, resulting in the final set
of α-vectors, Γn = Prune(Γ¯n). In its simplest form, Prune systematically
checks each vector in Γ¯n to see if it dominates at some belief state, which
serves as a witness that the vector is in the minimum set. The existence of
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such a point can be determined by solving a linear program (LP):
max
b∈B
δ
s.t. γˆ>b ≥ γ>b + δ ∀ γ 6= γˆ ∈ Γ¯n
X∑
x=1
b(x) = 1
b(x) ≥ 0 ∀ x ∈ X
If the program does not return δ ≥ 0, then there is no belief point for which
γˆ dominates, and so γˆ is removed. Once this procedure is completed for
every vector in Γ¯n, Γn will be the minimum set. At worst, Prune(Γ¯n) must
solve |Γ¯n| LPs. In [49], this direct exact algorithm was compared to running
an exact algorithm which enumerates all possible combinations of sensing
actions and inference decisions, demonstrating a speedup of a factor of |X |.
2.7 Efficient Approximate Solution using Point-based
Solvers
As discussed in Section 2.3.4, exact algorithms have been shown to be
tractable only for small problems. In this section, we demonstrate how to
map the problem into standard form, for which existing numerical point-
based solvers can be used. For problems of practical size, we have found
that the speedup from point-based approximations compensates for the in-
efficiency discussed in the previous section.
To review, the components of an discounted infinite horizon PWLC
POMDP consist ofM = 〈X ,A, T ,R,Y ,O, γ〉. As described in the previous
section, the action space A is the tuple D × S. One way to represent this is
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to enumerate all possible combinations of inference decisions and sensing ac-
tions. For example, assume D = {absent, present} and S = {sense, sleep}.
Then,
A = {a1, a2, a3, a4}
= {(absent, sense), (absent, sleep), (present, sense), (present, sleep)}
The implication is that the optimal PWLC POMDP policy that is generated
by a numerical solver, denoted by µ∗, maps belief b to A, and thus at time
t, jointly specifies the inference decision dt and next sensing action st+1. The
process is illustrated in Fig. 2.8.
ǫSensing Action s
yt
st+1
dt
Figure 2.8: The problem of optimally scheduling sensing actions and making
inference decisions can be cast as an optimization problem to find policy 
that maps a belief state to actions in A, which jointly specifies the inference
decision dt, and sensing action st+1.
The remaining components of the standard PWLC POMDP are as follows:
• X , the state space, was defined in Section 2.2.2 as the flattened hierar-
chical Markov chain that accounts for event arrivals
• T , the transition function does not depend on the sensing action or
inference decision. Thus,
τ(x, a, x′) = Pr(Xt+1 = x′|Xt = x) ∀a ∈ A (2.57)
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and satisfies the Markov property, as defined in (2.1).
• R, the reward function is defined according to (2.48). For action a ∈ A
defined to be a = (d, s):
r(x, a) = g(x, d)− λ · c˜(x, s) (2.58)
• Y is the observation space. For action a ∈ A defined to be a = (d, s),
the observation function O : X ×A× Y → [0, 1] is defined to be:
o(x, a, y) = o¯(x, s, y) (2.59)
where o¯ is defined in (2.2), and satisfies the conditional independence
assumption. Note, the observation functions are independent of the
inference decision d.
• γ < 1 is the discount factor as denoted in (2.37).
2.8 An Improved Lower Bound
In this section, we exploit special properties of the problem structure to
derive a lower bound on the optimal value function, which is an improvement
over the bound that is currently used in state-of-the-art point-based solvers
for initializing the value function. We present a computational point-based
method to compute the improved lower bound.
2.8.1 Motivation
In the problems of interest, where event arrivals are augmented to the state
space, value iteration can take a long time to converge. This is due to the
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slow mixing rate of the underlying Markov chain which arises because, as
discussed in Section 2.2.2, we use the Markov chain to model event arrivals
which can occur at a relatively slow time scale, especially when events are
rare.
There are two problem characteristics that we exploit to derive this im-
proved lower bound:
1. the separability property described in Section 2.6, which arises because
inference decisions have no influence over the evolving belief state
2. the fact that sensing actions have no influence over the underlying state
transitions
2.8.2 Assumptions
The first assumption we make is that “sleeping” is a valid sensing action.
Typically, in energy-constrained applications, low-power modes are utilized
to reduce energy consumption and turn off resources; thus, no observations
can be generated when one chooses to sleep. A second assumption we make
is that sleeping is the lowest resource-consuming sensing action. That is,
c(x, (d, sleep)) ≤ c(x, a) for all x ∈ X , d ∈ D, and a ∈ A.
2.8.3 A standard lower bound: blind strategies
A blind strategy is used commonly in point-based solvers to form a lower
bound to the optimal value function. A blind strategy executes the same
action, regardless of belief and observations. The value function of a blind
strategy executing action a, Qblind(b, a), can be shown to be linear in belief
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and computed in closed-form [50]:
Qblind(b, a) = α
>
a b, with αa =
(
I − γ T>)−1 ra (2.60)
where I is the |X | × |X | identity matrix. For a given belief state, choosing
the best blind strategy can be constructed as:
VBS(b) = max
a∈A
Qblind(b, a) (2.61)
Note that the structure of the reward function in (2.37) gives us the fol-
lowing result for blind strategies:
Lemma 1
VBS(b) = max
a∈Asleep
Qblind(b, a) (2.62)
where Asleep = {(d, s) ∈ A : s = sleep}.
Proof Since observations are ignored, the selected sensing action cannot
affect inference performance. As sleeping is the lowest resource consumer, it
will always be a part of the best blind strategy. Thus, the maximization in
(2.61) can be limited to Asleep.
2.8.4 An improved bound: a sleep strategy
By fixing a single action, a blind strategy ignores the fact that the inference
decision is solved independently at each time step, depending only on the
current belief state; this follows from the separability property. Thus, an
improved base policy is what we call the sleep strategy. At every decision
epoch:
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1. use the current belief b, to determine the optimal inference decision,
d = arg maxd∈D r>d b
2. choose s = sleep as the next sensing action
Thus the proposed sleep strategy, with value function VSS(b), differs from
the blind-strategies policy in that the inference decision is belief-dependent.
The following result proves that the sleep-strategy base policy improves upon
the blind-strategies base policy:
Theorem 1 V ∗(b) ≥ VSS(b) ≥ VBS(b) ∀ b ∈ B.
Proof The first (leftmost) inequality is clear because both the sleep and
blind strategies ignore observations. The following proof for the second in-
equality is useful for motivating the computational method presented next.
Defining P , (I − γ T)−1:
VBS(b) = max
a∈Asleep
r>a
(
I − γ T>)−1 b (2.63)
= max
a∈Asleep
(
r>d − λ c>sleep
)
P>b (2.64)
= −λ c>sleepP>b + max
d∈D
{
r>dP
>b
}
(2.65)
= −λ c>sleepP>b + max
d∈D
{ ∞∑
t=0
γt r>d
(
Ttb
)}
(2.66)
≤ −λ c>sleepP>b +
∞∑
t=0
γt max
d∈D
{
r>d
(
Ttb
)}
(2.67)
= VSS(b) (2.68)
where the first line follows from Lemma 1, and (2.66) follows because r>dP
>b
is the closed-form expression for the infinite discounted value of deciding d at
every time step, starting at belief b. The inequality follows because the max
of a sum is always less than or equal to the sum of the max. (2.68) follows
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because the value achieved in the infinite sum in (2.67) is exactly that of the
optimal inference decision when sleeping is the sensing action that is always
chosen – this is exactly the sleep strategy.
2.8.5 Computing the Value of the Sleep Strategy
The summation in (2.68) is an infinite sum, but can be computed exactly for
any belief b. This follows because the belief trajectory Ttb is deterministic
over time, and converges to the equilibrium distribution, bpi.
Define Bpi = {b ∈ B : arg maxd∈D r>dTtb = dpi ∀ t ≥ 0}, with dpi =
arg max r>d bpi. Then, let N be the number of steps until b enters Bpi, which
is guaranteed to be finite since b → bpi at a geometric rate [51]. Then, for
any initial belief b, the infinite sum in (2.68) can be computed exactly:
∞∑
t=0
γt ·max
d∈D
r>dT
tb =
∞∑
t=0
γtr>d∗tT
tb (2.69)
=
N−1∑
t=0
γtr>d∗tT
tb + γNr>dpiP
>TNb (2.70)
where d∗t is the optimal inference decision at time t. The partial sum from
N to ∞ is replaced by the value of the blind strategy (2.60), because once b
enters Bpi, the two strategies are equivalent.
A point-based algorithm to compute a lower bound on VSS(b) =
maxα∈ΓSS α
>b is to sample a set of belief points BSS and compute the deriva-
tive (i.e., α-vector) at each point b ∈ BSS:
αb =
Nb−1∑
t=0
γt
(
T>
)t
rd∗t + γ
Nb(T>)NbPrdpi − λ Pcsleep (2.71)
where Nb is the number of steps to enter into Bpi. Denote the resulting set of
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α-vectors as ΓSS, where |ΓSS| ≤ |BSS|+ 1, where strict inequality may occur
due to duplicated α-vectors.
2.8.6 Discussion
The value of the sleep strategy can be computed oﬄine, and is independent of
the observation models. The sleep strategy is the intuitive thing to do when
energy constraints are stringent and the device is forced to sleep. Although
computing the value of the sleep strategy is complicated by the fact that
optimal inference decision depends on the evolving belief, we have shown
that this computation is in fact tractable because control actions do not
influence state transitions.
Finally, from (2.71), the improved lower bound is linear in λ, which is
the Lagrange multiplier controlling the trade-off between inference perfor-
mance and resource utilization. The implication is that if resource availabil-
ity changes, the partial sum in (2.71) does not need to be recomputed.
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CHAPTER 3
ENERGY-EFFICIENT SENSING
3.1 Application Driver: Acoustic Wildlife Monitoring
The particular application we consider is the acoustic monitoring of the
golden-cheeked warbler (GCW), which is a federally listed endangered species
of bird. Automated long-term monitoring has important implications for con-
servation, including 1) accurate population estimation, which is critical for
assessing the status of the endangered species, and 2) providing scientists
with data to identify evolutionary changes in the acoustic call structure [52].
This application is highly energy-constrained since continual monitoring on
a single set of batteries is needed for an entire breeding season, which lasts
for up to 4 months.
In this thesis, our goal is to enable sophisticated sensing and processing
at considerably reduced energy consumption on a single sensor node. Co-
operation with other nodes to increase acoustic coverage is considered as
complementary work and not considered here.
3.2 Acoustic Model
Male warblers exhibit acoustic activity early in the breeding season to attract
female mates, and later in the season to defend their territory. The time-
frequency structure of the two different types of acoustic calls is illustrated in
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Fig. 3.1. Depending on the type, calls last anywhere from 1.5 to 2.5 seconds
[53].
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Figure 3.1: Spectrogram of the Type A and Type B calls.
Fig. 3.2 shows the hierarchical temporal structure of the bird activity over
the course of five hours during the day1. In particular, a single bird calls
at a steady rate of about once every 10-12 seconds, and activity persists for
relatively long periods of time, on the order of 15-45 minutes at a time. Fur-
thermore, physical locality dictates that when the bird is not in the vicinity
of the recording device, there is good probability that it will be away for a
while.
The rich temporal structure at multiple time scales creates for an interest-
ing inference problem and opportunities to save device energy.
Since the focus of this thesis is not to build the most accurate bird classifica-
tion algorithm, we make a few simplifying assumptions, keeping the narrative
1The recording was made by Wendy Leonard from the San Antonio Parks and Recre-
ation Natural Areas, and Dr. Rama Ratnam from UT San Antonio on April 20, 2010.
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Figure 3.2: The temporal activity of GCW males over the course of a day.
The highlighted sections in the top plot signify when the bird is present over
a 5-hour recording session; progressively zooming in on a particular point
in time uncovers structure at multiple time scales, ranging from hours to
minutes to seconds.
relatively straightforward at the expense of monitoring performance:
1. Extract features based on a fixed block size of 500ms. The implication
is that we ignore the fine-scale temporal structure, which would be on
the order of 100ms, of the call signature shown in Fig. 3.1.
2. Assume that the call is a colored Gaussian signal with known covariance
K in WGN with fixed noise power σ2n. The implication is that the
most complicated feature we extract is bandpass-filtered energy, which
approximates the estimator-correlator [54].
3. We only consider type A calls. Without fine-scale temporal patterns,
it becomes harder to distinguish between the two call types. Inferring
about type B calls would only double the state space size and increase
the amount of learning that must be done.
4. Acoustic frames are conditionally independent given the state. This
is more of an implicit assumption we make to leverage the HMM and
POMDP theory.
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3.2.1 A Simple Feature
We present a naive signal model that results in simple processing. In partic-
ular, we ignore the frequency structure of the colored gaussian signal. That
is, we assume that when the bird is present, the acoustic data is modeled as
a mean-zero, white Gaussian process with variance |K|+ σ2n. When the bird
is absent, the acoustic data is also white Gaussian noise with variance σ2n.
Under this signal model, the total energy, defined as:
T1 ,
N∑
i=1
y2i (3.1)
is a sufficient statistic for optimal detection. We denote the feature of this
simple signal model as T1. Evaluating the sample energy over the block of
data consists of a single multiply-accumulate instruction per datum and can
be easily performed within a hardware interrupt routine.
3.2.2 A More Accurate Feature
For a feature that exploits the known covariance structure of the bird call,
we consider the estimator-correlator [54] for estimating a colored gaussian
signal in WGN. From prior knowledge, we know that GCW bird calls are
contained in the 4.5 to 7.5 kHz frequency range [53]. Thus, we approximate
the estimator-correlator using a bandpass-energy detector. That is:
T2 ,
N∑
i=1
z2i (3.2)
where zi is the output of the block of data filtered through an appropriate
bandpass filter. Running a bandpass filter consists of basic DSP operations,
and can be processor intensive depending on the filter order.
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3.2.3 GCW Acoustic Data Trace
To validate the assumptions of our signal model, we plot the detection per-
formance of the two signal models tested on five hours of the continuous data
shown in Fig. 3.2. The optimal detectors are in the form of a likelihood ratio
test:
TiR τi (3.3)
where τi is a threshold that is varied to trace out the receiver operating
characteristic (ROC) curve for detector i. Fig 3.3 plots the ROC curves of
the two signal models individually, which plot true detection rate vs. false
alarm rate.
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Figure 3.3: Detection performance for each signal model, run on 5 hours
of continuously recorded data. As expected, the accurate signal model is
uniformly better than the simple signal model.
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3.3 CheetahCub Testbed
To understand how data acquisition and processing translate to energy con-
sumption, the CheetahCub testbed is a platform we built based on the Texas
Instruments (TI) MSP430 microcontroller, one of the lowest-power microcon-
trollers available on the market. Using commercially available components,
the testbed has allowed us to explore the energy scalability of cheap com-
mercial low-power embedded devices. The name is derived from the fact
that cheetahs are the world’s fastest land animals, and yet they rest for most
of the day, which forms the intuition for achieving high performance with
energy efficiency. The MSP430 is not particularly fast (up to 25MHz), and
so it represents a baby version of more powerful embedded devices that are
available on the market.
Table 3.1 lists key components and peripherals used in our testbed. The
last component, a real-time energy monitor, would be a useful feature for
closed-loop management, if the power consumption of the monitoring unit
itself was negligible. Unfortunately, this is a non-trivial requirement, as the
energy monitor itself should consume microwatts of power. Relevant com-
mercially available energy monitors are designed for mobile phones, whose en-
ergy consumption is a couple orders of magnitude higher than the envisioned
applications. [55] identified this paradox and recently proposed a clever sim-
ple, “energy-free” solution that exploits the linear relationship between load
current and switch frequency found in certain switching regulators.
The testbed is shown in Fig. 3.4 and features a low-power MCU, control-
lable linear regulator, on-board microphone for acoustic sensing, microSD
card for data archiving, and JTAG support for full-access debugging on the
microcontroller.
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Table 3.1: Hardware Component Description
Component Description
Low-power MCU Main board processor
Hardware multiplier Efficient data processing
32kHz crystal Low-power, high precision timing
Mic & preamp Acoustic sensing
ADC Samples analog signal
DMA Autonomous, low-power data acquisition
Controllable regulator Supply-voltage scaling between stages
microSD card Data archiving
Energy monitor Real-time energy monitoring (not available)
3.3.1 MSP430-based Design
The Texas Instruments MSP430F5438A is a low-power microcontroller with
peripherals including a 12-bit ADC, direct memory access (DMA), and 32-
bit hardware multiplier. A processor in the 5xx family was chosen for two
reasons: 1) it supports higher clock frequencies (up to 25 MHz, as opposed
to 16 MHz in other families), and 2) it has an integrated power management
module (PMM), which allows dynamic scaling of the core voltage, and is also
useful for safeguarding dynamic supply-voltage scaling.
The TI TPS780 is a low-drop-out regulator (LDO) which can be controlled
to output either 2.2V or 3.3V; this output is used to power the MCU. As
shown in Fig. 3.5, the control bit is provided by the MCU directly, resulting
in closed-loop operation. The core voltage is also controllable, and is set in
software in conjunction with the main clock frequency.
An electret microphone and pre-amplifier circuit based on the TI TLV2760,
a low-power op-amp, is used to collect acoustic data. Shutdown capability
(on and off in less than 5µs) is included in case continuous data collection is
not required.
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Figure 3.4: CheetahCub Testbed: an MSP430F5438A with a controllable
LDO for DVFS and onboard acoustic sensor.
Figure 3.5: Closed-loop control of the MCU supply voltage.
3.3.2 Performance & Energy Scalability
Table 3.2 shows the average current consumed for the two processing tasks
and breaks down where in the processing chain the power is consumed. The
peripherals for the simple model consume less current because they are run
at 2.2V. The average power for both scenarios is calculated by multiplying
the average current by the power supply voltage, 3.3V.
57
Table 3.2: Average Current Consumption of the Two Signal Models
Simple Model (µA) Accurate Model (µA)
Microphone 190 200
Pre-amp 230 260
ADC 140 170
DMA 80 160
LRT 80 [18cps] 7600 [1330cps]
Total 720 8400
3.3.3 Design Efforts
As described, dynamic voltage and frequency scaling was projected to de-
crease the device-energy consumed by the lower-complexity energy detector,
which runs for significantly more time than the higher-complexity processing
algorithm. The baseline energy detector consumed 850µA average current,
or 2.8mW of average power at 3.3V.
Operating Vcc at 2.2V reduced average current consumption down to
720µA, but the use of a linear regulator resulted in 66% efficiency. Thus,
the average power consumed by the energy detector was 2.4mW instead of
1.6mW. At such low current consumption, switching regulators are not much
more efficient and the added complexity requires a more in-depth study to
determine if the potential energy savings warrants the extra engineering ef-
fort.
Furthermore, implementing dynamic voltage and frequency scaling re-
quires external hardware and firmware safeguards to ensure processor stabil-
ity during transition times. As illustrated in Fig. 3.6, this required significant
engineering efforts for what was projected to be an additional 2× in energy
savings, but instead ended up providing only 1.2× in additional savings.
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Figure 3.6: Illustrating the projected and actual energy scalability achieved
with the development of the CheetahCub testbed, as a function of the re-
quired engineering effort.
3.4 EFM Testbed
While the TI MSP430 is optimized for sleeping, there is an emerging class
of processors that are aiming to deliver high performance at greater energy
efficiency. In particular, the ARM Cortex-M series is a family of 32-bit
microcontrollers ranging from the highest-end processor containing a floating-
point unit, to the lowest-end processor being optimized for simplicity. ARM’s
unique ecosystem has enabled companies like Energy Micro to specialize in
delivering energy-efficient processors targeted for the Internet of Things.
We have developed a testbed with supporting software that extends the
Energy Micro Tiny Gecko starter kit [56] with acoustic sensing capabilities
[57]. We denote this as the EFM testbed. Table 3.3 lists the average power
consumption of the same functionalities that were implemented on the Chee-
tahCub testbed. Here, voltage-frequency scaling was not employed. The
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Table 3.3: Average Current Consumption on the EFM Testbed
Simple Model (µA) Accurate Model (µA)
Microphone 200 200
Pre-amp 260 260
ADC 510 510
LRT 160 2400
Total 1130 3370
supply voltage was fixed at 3.3V and the processor was configured to run at
32MHz.
Without voltage scaling, the simple processing on the CheetahCub testbed
would consume 850µA; thus comparing the two testbeds, we see that the
MSP430 is still more efficient for simple processing tasks. On the other
hand, for computationally intensive processing, the ARM Cortex-M3 is 2.5×
more efficient than the TI MSP430.
The Energy Micro processors have some promising features for “high per-
formance” computing on microcontrollers:
1. 32-bit instructions along with ARM C compilers enables efficient code
optimizations that can actually lead to more compact code than the
TI MSP430 [58].
2. High performance is achieved using fixed-point processing with a ded-
icated 32x32 multiply instruction. In comparison, the high-end TI
MSP430 utilized in the CheetahCub testbed has a memory-mapped
32x32 hardware multiplier unit.
3. ARM’s unique ecosystem enables applications to leverage a growing
code base and existing libraries (e.g., the CMSIS DSP library which
works with any ARM processor).
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4. Sleep power consumption is becoming competitive compared to the TI
MSP430.
5. Specialized low-energy peripherals are designed for sensing applica-
tions.
On this last point, the low-energy peripherals enable application developers
to mix hardware and software to achieve significant reduction in power con-
sumption that could not be easily realized otherwise. To this end, the EFM
testbed supports an efficient approximate computation of an energy detector
made possible by using the on-chip analog comparator [57].
3.5 A Nano-power Acoustic Sensor
As demonstrated in both Table 3.2 and Table 3.3, the hardware compo-
nents involved in acoustic data acquisition consume a significant amount of
energy, especially when considering applications that require always-on lis-
tening. Specifically, for simple processing, data acquisition consumes 89% of
the energy on the CheetahCub testbed and 86% of the energy on the EFM
testbed!
This is a significant amount of energy, considering that in many applica-
tions, data analytics or high-level summary information may be more inter-
esting than the raw acoustic data itself. The resource management framework
presented in Chapter 2 affords us the ability to relax the design specifica-
tions for data acquisition. The optimization problem explicitly accounts for
the increased uncertainty introduced by low-quality sensors, and generating
optimal scheduling policies for specific applications demonstrates whether or
not a newly proposed sensor design leads to more efficient systems.
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Relaxing design specifications allows for innovative design trade-offs. In
this section, we present an acoustic sensor that trades in signal fidelity not
only for significantly reduced energy consumption, but also for manufactura-
bility, using only a handful of commercially available components.
3.5.1 Low-power sensor design
As data acquisition dominates power consumption, we propose to 1) replace
the ADC with a comparator, 2) eliminate pre-amplification, and 3) use a
commercially available hearing aid microphone that consumes significantly
less power.
Intuitively, the proposed sensor is designed to threshold the acoustic wave-
form at a value above the noise floor, which effectively triggers only when
a high amplitude waveform is present. Although this strategy implies that
we would achieve better performance by thresholding the envelope of the
acoustic waveform, our desire to eliminate amplification makes rectification
difficult to accomplish. Thus, as shown in Fig. 3.7, the proposed sensor
performs a one-sided test directly on the acoustic waveform.
Threshold
Microphone waveform
Comparator output
Figure 3.7: Illustration of the functionality of the proposed sensor.
In the actual circuit, which is shown in Fig. 3.8, the comparator is triggered
when the acoustic signal is below the threshold, with the threshold set to be
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below the noise floor. Because the data are assumed to be symmetric about
-
+
-
+
micro 
controller
 counter
Figure 3.8: Schematic of the proposed acoustic sensor.
the mean, this one-sided test achieves the same performance as the one-sided
test shown in Fig. 3.7.
The circuit exploits the fact that a MEMs microphone output has a built-
in DC bias of around 0.7V. Instead of eliminating the DC voltage with a
blocking capacitor, as is typically done in a microphone circuit, we buffer
and low-pass filter the microphone waveform itself, which preserves the bias
voltage. This bias is then used as the input to the voltage divider that is used
to supply the comparator threshold. The top resistor in the voltage divider
is a digital potentiometer, controlled in software to track and stay below the
envelope of the noise floor.
Because the microphone waveform is not amplified, the dynamic range of
the threshold must be tuned carefully. The largest value that the threshold
can have is derived by tracking the mean of the microphone output, and the
smallest threshold value is determined by the bottom resistor in the voltage
divider; for instance, with the configuration in Fig. 3.8, the smallest value is
about 16 mV offset from the mean2.
2This value also takes into account the input impedance of the comparator, which was
measured to be approximately 10 MΩ.
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The comparator output should not be used to trigger a microcontroller to
wake up and count, as this counting procedure would dominate the power
consumption of the sensor. Instead, we borrow a clever counting design
proposed in [55], and use the comparator output as an external clock for a
counter, which is a peripheral commonly found on microcontrollers. In this
way, the processor is not constantly being woken up, and given a maximum
counting rate of 4kHz, the power consumption of the counter is projected to
be at most 35nA, a negligible amount compared to the sleep current of the
microcontroller, which is orders of magnitude higher.
Every 500ms, the microcontroller is woken up to 1) record the accumu-
lated count value, and 2) reset the counter for the next time frame. These
infrequent periodic “housekeeping” tasks consume very little overhead, as the
consumed energy is amortized over the entire period. Thinking ahead, the
inference task and sensor scheduling can be considered as additional house-
keeping tasks, and for small state spaces, also contribute very little overhead.
3.5.2 Power profiling
Table 3.4 shows the power consumed by the different components of the
proposed sensor.
Table 3.4: Power Consumption of Proposed Acoustic Sensor
Component Avg. Current (µA)
ADMP401 mic [ADMP801 ] 200 [17 ]
AD5602 digipot 14
TLV2702 opamp + comparator 1.5
bias current 0.15
EM µC counter 0.035
Total 215.685 [32.685]
In this new setup, the microphone element clearly dominates power con-
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sumption. Advances in MEMs microphone technology, such as the new
ADMP801 [59], enable a 10x reduction in power. Although nano-power
digipots such as the MAX5161 do exist, issues with mega-ohm resistors in
the divider network [60] resulted in the current design, which uses the higher-
power digipot.
A photograph of the prototype is shown in Fig. 3.9. The lower half of the
board contains the proposed circuit, and the upper half contains a standard
microphone preamplifier circuit. The MEMs microphone is connected via a
daughterboard and is not shown.
Figure 3.9: PCB of the proposed acoustic sensor.
3.5.3 Non-ideal noise sources
Aside from the one-bit quantization, we have observed that another source of
performance degradation is the noisy value of the actual comparator thresh-
old. We expect that this is due to 1) the sensitivity to noise due to the mi-
crophone signal being in the mV regime, and 2) the threshold being derived
from the signal itself, implying that fluctuations occur because the first-order
analog low-pass filter (which tracks the mean) is nowhere near ideal.
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CHAPTER 4
SYSTEM DESIGN
We are now in a position to specify all of the components that are required
for system design. We begin by characterizing and modeling the applica-
tion dynamics and goals; we then construct observation models for the sens-
ing actions built and proposed in Chapter 3, and generate optimal resource
scheduling and inference policies to carry out the application task.
4.1 Temporal Dynamics
4.1.1 A hierarchical Markov model
To learn the temporal dynamics of the application, we utilize domain knowl-
edge to create initial estimates of the transition matrix τ(x, x′). Given the
assumptions of the acoustic model in Section 3.2, we use three states to model
the duration of the type A acoustic call, as shown in Fig. 4.1. Three states
C2C1 C3
Figure 4.1: Markov chain used to model the beginning, middle, and end of
a call. Transition structure shown here was learned, during which silence
states were included before and after the call states; these silence states are
not shown here.
are used because the call lasts about 1.5 seconds. The transitions shown in
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Fig. 4.1 are based on the model structure that was learned from training
data. Furthermore, the observation models for each calling state are not tied
because acoustic frames typically contain less signal power at the beginning
and end of a call, due to the silence that can be included in the beginning
and end frames.
The arrival of acoustic calls shown in the previous chapter in Fig. 3.2 is
modeled using a two-level hierarchical Markov chain. The top level, shown in
Fig. 4.2, distinguishes between when the bird is present and when it is absent.
PresentAbsent
Figure 4.2: A simple two-state Markov chain to model when a bird is in the
vicinity of the sensing device.
The duration times are characterized with parameters α and β, corresponding
to the average durations of inactivity and activity, respectively; these values
will be very close to 1 since we assume a time-step of 500ms and a bird
typically remains in the vicinity for 15-45 minutes at a time. Due to the
lack of sufficient training data, α and β, which quantify the “rare-event”
assumption, are not learned. Instead, these parameters can be varied to
study the effects of rare-event assumptions that are usually implicitly made
in applications where wakeup mechanisms are utilized.
The second level only pertains to when a bird is present, and models the
time between calls. Fig. 4.3 shows the empirical and fitted distribution of
duration times between calls. With an average waiting time of 8.5 seconds
and a call duration of 1.5 seconds, the average rate of calling is 10 seconds.
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Figure 4.3: Empirical and fitted gamma distribution of duration times be-
tween calls when a bird is present (i.e., actively calling). Average waiting
time before the next call is about 8.5 seconds, with the call lasting for about
1.5 seconds.
As this distribution is clearly not exponential, we initialize1 to the model
with the variable-duration model [61] shown in Fig. 4.4. The transition
R2R1 R30...
Figure 4.4: A variable-duration model of the times between calls.
probabilities from state R30 have the pmf determined by the fitted gamma
distribution shown in Fig. 4.3.
The full hierarchical Markov model is shown in Fig. 4.5. Although infer-
ence can be performed directly on the hierarchical model [8], we flatten it
1In practice, a small non-zero probability is added to the other transitions. The learned
transition matrix was manually checked to ensure convergence is as expected.
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PresentAbsent
RestingCalling
R2R1 R30...C2C1 C3
Figure 4.5: The fully augmented hierarchical Markov model.
to a standard Markov model because the lack of shared sub-models implies
that there is little computational efficiency to be gained by preserving the hi-
erarchical structure. Furthermore, flattening the model to a standard HMM
enables us to use existing POMDP solvers2.
In our application, the main benefit of the hierarchical interpretation is the
abstract grouping of states. In Fig. 4.5, double-ringed states are production
states, capable of directly generating observations. Single-ringed states are
abstract states that generate a sequence of observations by activating the
sub-models, denoted by the dotted lines. This abstraction will be useful in
Section 4.2 when defining application goals and decision spaces.
2Developing POMDP solvers that can exploit hierarchical structure and reuse sub-
models is left for future work involving applications with richer more complex structural
connections.
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4.1.2 Other modeling options
A hierarchical HMM is not the only extension of an HMM. Other options
include the variable-duration HMM [61], semi-Markov model [62], stochas-
tic context-free grammars, and in general, dynamic Bayesian networks [63].
Throughout this thesis, we have assumed discrete time steps, which may be
natural for applications that extract periodic features based on frames, but
is a limitation since most physical phenomena arrive in continuous time, and
our assumption does not allow for variable frame sizes.
4.2 Application Goals
Within our sequential decision-making framework, application goals are ex-
pressed by defining an appropriate decision space D, and then specifying a
reward function to encourage certain behavior.
Consider the following three different application goals:
1. monitoring for bird presence: is a bird present or absent?
2. monitoring for bird activity : if it is present, what is it currently doing?
3. identifying individual bird calls : to count the number of calls heard in
one day, for example.
In this chapter, we construct the POMDP problems for all three applica-
tions, and in Chapter 5 we analyze the performance trade-offs in monitoring
for bird presence.
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4.2.1 Monitoring for bird presence
In this scenario, one might simply be interested in knowing if a bird is cur-
rently within the vicinity of the sensing device. In this case, we define the
decision space to be D = {P,A}, which correspond to the abstract Present
state and Absent state in Fig. 4.5. An equal error rate criterion would result
in the following reward function:
R(x, d) =
 1 if x ∈ Xd,0 else (4.1)
where
XP = {x ∈ X : x is a sub-state of Present} (4.2)
XA = Absent (4.3)
That is, for a decision d, Xd is the set of children states belonging to state d.
4.2.2 Monitoring for bird activity
In applications where we want to track the bird’s current activity, we not
only have to monitor for the presence of a bird, but also distinguish between
when the bird is calling and when it is resting. To achieve this, we set the
decision space to be D = {C,R,A}, which consists of the abstract states in
the hierarchical Markov model, along with the Absent state. An equal error
rate criterion would result in the following reward function:
R(x, d) =
 1 if x ∈ Xd,0 else (4.4)
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where a reward is given when the current state x belongs to the decision’s
subset.
A special case of this application is the binary hypothesis-testing problem,
where hypothesis H1 corresponds to a bird calling, and the null hypothesis
corresponds to no bird calling. For this application, the decision space could
be set to D = {H1, H0}, where XH1 = XC and XH0 = XR ∪XA.
4.2.3 Identifying bird calls
This application scenario demonstrates how our resource management frame-
work can be used to generate policies that can make a single declaration for
a single call spanning multiple time steps. This would be useful to count
and timestamp each call, which could alternatively be done heuristically by
post-processing (e.g., majority voting) the decisions from the previous appli-
cation.
This final scenario is included because it illustrates that 1) decisions do not
have to be a subset of the state space, and 2) the state space can be artificially
augmented such that sensing actions influence state transitions, which is a
feature of POMDPs, but not included in our original problem formulation.
Our use of standard POMDP solvers makes this problem straightforward to
solve.
Let D = {defer, C, reset}, where C is declared only once per call (e.g.,
at the end of the call), and a decision deferred at all other times. Once a
call is declared, the system must choose to reset before C becomes a valid
decision option again, which ensures that only a single declaration is made per
call. To support this mechanism, we introduce a deterministic state machine
F = {0, 1}, where F = 1 when C is decided; this transition is enforced by
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Feature
extraction
{0,1}
Figure 4.6: Real-valued features are thresholded, resulting in binary features.
properly defining the transition function when action a = (C, s) is taken, for
any sensing action s. When F = 1, a negative reward is assigned to deciding
C to prevent the optimal policy from choosing this decision. A reset will
transition the state to F = 0, and enable the system to declare another bird
call.
4.3 Sensing Actions and Energy Consumption
Chapter 3 presented the development of four sensing actions, where each
sensing action is defined by a unique configuration of sensing hardware, ac-
quisition peripherals, and feature extraction algorithms for detecting GCW
acoustic calls. The features computed by each sensing action are generally
real-valued statistics. We consider sleeping as a sensing action, where the ob-
servation that is generated is an erasure, and provides no information about
the state of the world.
In this thesis, we quantize the features into binary classes, as shown in
Fig. 4.6. Thresholding is feasible because the test statistics that are generated
are one-dimensional features (i.e., energy or count value). Because all sensing
actions result in a binary “observation”, the observation space is defined to be
Y = {0, 1, }, where  denotes an erasure, only used by the sleeping sensing
action. The implications for quantizing features are discussed in the next
section on observation modeling.
Table 4.1 provides a summary of each sensing action and the average cur-
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rent consumed by each action.
Table 4.1: A Summary of the Sensing Actions Implemented on Two Testbeds
Sensing Action Hardware Software Average
Current (µA)
Sleep CC none none 3
Count CC NPAS, counter on thresholding 36
CheetahCub
Energy CC HD Mic, ADC on energy + 720
CheetahCub thresholding
Bandpass CC HD Mic, ADC on filter + energy + 8400
CheetahCub thresholding
Sleep EFM none none 10
Count EFM NPAS, counter on thresholding 43
EFM
Energy EFM HD Mic, ADC on energy + 1130
EFM thresholding
Bandpass EFM HD Mic, ADC on filter + energy + 3370
EFM thresholding
While our problem formulation allows for state-dependent sensing costs
as described in Section 2.2.5, empirical experiments show that the average
current draw is not affected by the acoustic activity level. Thus, the numbers
in Table 4.1 fully characterize the sensing-action usage costs.
4.4 Observation Models
For finite action spaces, optimal decision policies that operate on continuous
observations (i.e., real-valued features) actually result in belief-dependent
quantization of the observation space [29]. Thus, the thresholding operation
in Fig. 4.6 can be viewed as suboptimal because the thresholds and number of
quantization levels are not belief-dependent. The disadvantage in solving for
policies with continuous observations is that state-of-the-art policy solvers are
slow, requiring stochastic simulation or Monte Carlo integration to evaluate
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the value function within each iteration.
The disadvantage in suboptimal feature quantization is that a heuristic
strategy for setting thresholds is required. The strategy we adopt is to main-
tain a constant “false alarm” rate. That is, the thresholding strategy was
motivated by binary detection of whether or not a bird is calling (i.e., is the
acoustic environment quiet or loud?). Thus, the threshold is set by allowing
a fixed percentage of resting and absent periods to be falsely labeled as loud.
With discrete observation space Y , the observation models consist of com-
puting Ps(y|x), where y ∈ {0, 1}, x ∈ X is the state space, and s ∈ S is
the sensing action. For y = 1 and x ∈ {XA ∪ XR}, this probability can be
interpreted as the false alarm rate of “detector” s:
Ps(y = 1 | x ∈ {XR ∪XA}) = Pr(Ts > τs| bird is resting or absent) (4.5)
where Ts is the feature computed by sensing action s, and τs is the threshold
set to achieve some constant false-alarm rate. As discussed in Section 3.2,
these probabilities reflect the quality of each sensing action, and fundamen-
tally depend on the acoustic model parameters, signal power K and noise
power σ2n.
For the performance evaluation described in Chapter 5, instead of actually
modeling the data as Gaussian, as was done in Section 3.2, we learn the
observation probabilities (e.g., (4.5)) from clean unlabeled data according to
the following procedure:
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input : Noise power σ2n, and clean unlabeled data.
output: Transition matrix T , and observation matrices {Oσns : s ∈ S}.
1. Find transition matrix T and observation matrix O. This is done by
1) computing the band-pass energy feature on the clean data, and 2)
running the Baum-Welch algorithm to learn T and O.
2. Label the training data. This is done by running the Viterbi
algorithm using the generated features, T and O from step 1.
3. Add white Gaussian noise with variance σ2n to the clean training data.
In this thesis, we do not consider other types of noise (e.g., wind
noise, airplanes, interference from other animals).
4. For each sensing action, generate the noisy observations. This consists
of computing the features and setting the threshold τs such that 10%
of the Absent and Resting frames are declared as “loud”.
5. Use the labels to compute the ML estimate of the observation
matrices, {Oσns : s ∈ S}.
Algorithm 1: Learning transition and observation matrices from clean
unlabeled data with added noise.
4.5 Run-time Operation
Sections 4.1 – 4.4 explicitly defined the POMDP problem M =
〈X ,A, T ,R,Y ,O, γ〉, where A = D × S. The choice of discount factor γ
is discussed in Section 5.2. See Table 4.2 for specific details.
The POMDP problemM generates optimal policy , which is found using
the Heuristic Search Value Iteration (HSVI) solver [27], freely available for
download at [64]. The policy  is characterized by matrix V whose columns
are the α-vectors representing the optimal value function such that
V ∗(b) = max V > b (4.6)
and a vector A where each element is an action corresponding to the α-
vector in V. Thus, the optimal action to take for belief b is the action in
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Table 4.2: POMDP Definition for the Decision Process Involving Inference
and Sensing Actions for Acoustic Wildlife Monitoring
Symbol Definition Defined in . . .
X state space Section 4.1
T transition matrix Section 4.1, learned in Algorithm 1
D decision space Section 4.2
R reward function Section 4.2
S sensing actions Chapter 3, summarized in Section 4.3
C sensing energy costs Chapter 3, summarized in Section 4.3
Y observation space Section 4.4
O observation matrices Section 4.4, learned in Algorithm 1
the index of A corresponding to the α-vector that achieves the maximum
in (4.6). Since there is a one-to-one mapping from A to D × S, the optimal
inference decision and sensing action can be recovered.
At run-time, the system operates as follows. It is assumed that a prior b0
and sensing action s1 have been specified. Time starts at index t = 1:
1. Generate an observation yt using the sensing action st.
2. Incorporate observation to update belief bt−1 → bt.
3. Generate action at = (dt, st+1) by executing (4.6).
4. Repeat from step 1 at next time step.
77
CHAPTER 5
PERFORMANCE EVALUATION
5.1 Evaluation Procedure
In this chapter, we focus on comparing different scheduling policies. This is
accomplished by maintaining the belief state and using the optimal inference
decisions, even for the heuristic scheduling architectures. The only differ-
ence is that the heuristics do not utilize the belief state to make scheduling
decisions.
Performance evaluation is done by stochastic simulation. Fig. 5.1 shows
the steps for generating sample paths and observations while running the
sequential decision process.
Generate observation:
Belief Update ǫ
yt
st+1
bt dt
Generate state:
xt ∼ T (xt−1, :) yt ∼ O(xt, st, :)
For t = 1 : M, x0 ∼ b0, (d0, s1) = ǫ(b0)
Figure 5.1: Evaluating a scheduling policy  consists of executing the block
diagram for M time steps. The state xt is hidden from the system, but is
used to generate observations and to evaluate the reward received by deciding
dt.
By keeping track of the true states, decisions, and sensors utilized, we
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can compute the relevant time-average statistics, which converge to the true
expectations due to the ergodicity assumption. The statistics that we are
interested in are:
rˆM =
1
M
M∑
t=1
R(xt, dt) (5.1)
cˆM =
1
M
M∑
t=1
C(st) (5.2)
Sweeping the Lagrange multiplier in (2.58) generates a sequence of policies,
{λ}. Evaluating each λ results in a different performance-reward/energy
operating point; together, the operating points generate the reward/energy
trade-off curve that we use in our comparisons.
5.2 Setting the Discount Factor
Although we optimize a discounted criterion using a Lagrangian relaxation,
we report the performance as a time-average reward/energy trade-off, since
this is a more natural criterion for energy consumption. Although there is no
guarantee that the reward/energy trade-off we label as “optimal” is actually
optimal for an average-reward criterion with an average-energy constraint,
we have observed that a large enough γ appears to capture the long-term
average value of each action. For the experiments in this chapter, we set
γ = 0.9999.
5.3 Synergistic Design
There is a synergy created by applying control theory to make the design of
systems in embedded signal processing applications principled. In particu-
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lar, the theory abstracts away the otherwise complex process of determining
how to best utilize developed resources and enables us to relax design spec-
ifications, make design trade-offs we otherwise would not, and quantify the
utility of new designs with respect to application goals.
As quantified in Fig. 5.2, our application of this methodology to the pro-
posed low-power acoustic sensor has the potential to reduce energy consump-
tion by an order of magnitude, relative to the original application running on
the CheetahCub testbed, which was already designed for energy efficiency.
The original software implemented a cascade of signal models for energy-
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Figure 5.2: Demonstrating the synergy from cross-discipline design. Our
control-theoretic framework enables significant energy savings by optimally
utilizing a novel acoustic sensor that achieves microwatt power consumption
by relaxing design specifications.
aware detection of the GCW bird calls [65]. The cascade operates by run-
ning the simple energy detector until something interesting occurs, at which
point the block of data is re-processed with more sophisticated processing.
Appendix A shows how to control the detector thresholds to make the cas-
cade energy-aware. Unfortunately, the cascade architecture, which is always
80
listening with the high-fidelity acoustic sensor, hits a bottleneck due to data
acquisition, as illustrated by the blue dotted line in Fig. 5.2. As the figure
illustrates, when energy is at a premium, designing a new sensing action can
unlock energy savings that the utilization theory alone would not reveal.
5.4 Comparing Different Testbeds
In Chapter 3, we presented the EFM testbed, which was shown to be more
energy efficient than the CheetahCub testbed when high processing perfor-
mance is required. Profiling the power consumption of different sensing
and processing tasks demonstrated that neither testbed was always more
energy efficient. In particular, the CheetahCub testbed, built around the
TI MSP430, is better suited for simple processing and is slightly better at
sleeping. Fig. 5.3 quantifies this trade-off within the context of the inference
application.
5.5 The Efficiency of the Wakeup Mechanism
We study the efficiency of intuitive design. The stochastic control framework
allows us to quantify how much energy savings are being “left on the table”
by not making optimal use of the resources and information available to the
system. The wakeup mechanism we employ utilizes the low-power acoustic
sensor as its always-on sensor. When the Count sensing action declares
y = 1, the Bandpass sensing action is triggered to run for the subsequent
two frames, after which the low-power acoustic sensor takes over again. Two
frames were chosen because we know that a bird call lasts for 3 frames on
average.
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Figure 5.3: Application-specific trade-off between the EFM and CheetahCub
testbeds.
Fig. 5.4 shows the comparison between the optimal policy and wakeup
mechanism running on the EFM testbed for high SNR and low SNR scenar-
ios. The application scenario presented here is monitoring for bird presence.
When operating with average current consumption under 500µA, a signifi-
cant gap in performance is seen. Furthermore, although not shown in the
figure, even at high energy rates, the wakeup mechanism performs worse
than optimal – this gap arises because the wakeup mechanism forces the de-
vice to reset to the low-power acoustic sensor, and may be an artifact of the
particular heuristic we chose to implement.
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(a) High SNR (σ2n = 0.02).
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(b) Low SNR (σ2n = 0.04).
Figure 5.4: Performance/energy trade-off in monitoring for bird presence. In
high SNR, the optimal policy is able to make efficient use of the low-power
acoustic sensor to deliver high performance at stringent energy rates, relative
to the wakeup mechanism. In low SNR, there is a significant gap at moderate
energy rates (from 100µA–1mA).
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CHAPTER 6
CONCLUSIONS AND FUTURE
DIRECTIONS
This thesis challenges conventional wisdom which is that when energy is
limited, a device must be forced to sleep; adopting this strategy would fail
to capture dynamic events from “information-rich” sensing modalities, such
as image or acoustic sensors. This thesis has demonstrated one way that
systems can deliver high sensing performance while consuming energy that
is dramatically lower than what is expected today. The key insight is to
match device resources to environmental dynamics, and this thesis provides
a systematic principled approach to study the performance/energy trade-offs
that can be achieved in such applications.
6.1 Conclusions
Run-time control of sensing resources in dynamic uncertain environments
is a powerful idea rooted in stochastic control theory. In energy-limited
systems today, sensing and processing architectures are heuristically designed
to be energy efficient, which is achieved by manually exploiting problem
characteristics.
Applying fundamental stochastic control results to manage sensing re-
sources on energy-limited systems in dynamic applications leads to a princi-
pled approach; we demonstrate that when energy is scarce, heuristic designs
do not necessarily make the best use of device energy, which is when it is
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most critical to do so. In general, prior to our work there was no way to
numerically quantify the performance gap arising from heuristic utilization
of sensing resources.
Part of this inefficiency in using heuristics arises because fixed sensing
architectures create a “division of labor” enabling researchers to simplify
a complex problem into manageable parts and work on improving a single
aspect of the problem. Unfortunately, this creates artificial boundaries pre-
venting innovative aggressive design trade-offs that could potentially lead to
huge energy savings. As a case in point, to enable always-on acoustic in-
ference applications in the ultra low-power regime, our work points to the
biggest impact coming from innovations in sensing hardware, where the de-
sign trade-offs should be driven by application-level goals instead of interme-
diate activity-detection performance.
While it is well known that in order to achieve high energy efficiency,
system-level goals should permeate through all layers of design, what is less
obvious is how to proceed with system design in dynamic inference appli-
cations. This thesis lays the foundation and demonstrates the process for
one way to accomplish this task. In particular, the abstraction provided
by the control theoretic framework easily cuts through many of the artifi-
cial boundaries that researchers have constructed for themselves. Using the
abstract notion of a sensing action, our proposed acoustic sensor is a sim-
ple hardware/software solution that demonstrates that one can innovate by
making more aggressive design trade-offs, and then systematically quantify-
ing the utility of the relaxed design with respect to application goals. This
is particularly powerful for applications exhibiting dynamics, stochasticity,
and uncertainty, all of which are hard to quantify and analyze if designing
heuristically, but precisely handled using stochastic control theory.
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Although the optimal policies that are generated demonstrate the achiev-
able performance/energy trade-off for a given set of system resources, one
should not be quick to assume that this optimal policy is the best policy to
implement in practice. Two challenges for energy-efficient systems are that
any practical scheduling architecture needs to be 1) extremely lightweight
and 2) robust. Robustness is the more challenging issue, particularly because
generative approaches are known to be brittle with respect to mismatches in
model parameters. In that regard, simple intuitive heuristics are attractive
since they work “well enough”. The theoretical framework developed here
can be used iteratively as a tool that systematically improves heuristic de-
sign by informing where the bottlenecks are in the system with respect to
application goals.
Devices commercially available today such as the Energy Micro micro-
controllers are very promising, as they exhibit the heterogeneous hardware
capabilities that this thesis advocates. In addition to redefining design spec-
ifications, blurring the line between hardware and software will lead to inno-
vative designs that can have significant impact on the energy efficiency of a
sensing application.
The methodology presented in this thesis will become increasingly relevant
as wearable computing and the Internet of Things become more prevalent.
The constraints on form factor and size ensure that energy will continue
to be a major challenge, especially in applications demanding high-quality
information and context awareness.
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6.2 Future Directions
A weakness of the performance evaluation presented in Chapter 5 is that
the policies were not evaluated on real data traces. There were a couple of
reasons for this, including a lack of sufficient testing data (over 400 hours of
simulation data were used to generate the performance/energy plots), and
the lack of adaptation in the algorithms. In particular, in the POMDP
framework, the optimal policies are generated for a particular set of model
parameters.
Bayes-adaptive POMDP [66] looks to be a promising theory for extending
our framework to design optimal policies that incorporate the learning of
unknown model parameters. The basic idea behind Bayes-adaptive POMDP
is that these unknown parameters are hidden, and observations can be used
to estimate them online along with the hidden states. Thus, selecting ob-
servations to explore vs. exploit becomes a part of the control policy, and
augmenting the belief space with the distributions of the hidden parameters
results in yet another, larger, POMDP.
We view the Bayes-adaptive-POMDP extension as being analogous to what
POMDP was for heuristic wakeup design. In particular, constructing a pol-
icy that optimally explores vs. exploits will demonstrate the optimal perfor-
mance that can be expected for systems that heuristically track parameters,
but it can be expected that heuristic tracking may be preferred due to its
simplicity and effectiveness. Another potentially interesting extension would
be to combine our generative approach with discriminative approaches [42]
that use training data to learn control policy mappings.
We have begun to apply the techniques and process introduced in this
thesis to more challenging problems such as always-on speech recognition.
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An obvious limitation of the proposed framework is that it cannot handle
the Viterbi decoder, which is a common and useful technique for smoothing
and correcting incorrect decisions based on patterns seen in the future. For
these problems, while it is possible to show that the dynamic programming
principle holds, the challenge is to find a computationally efficient algorithm
to handle the resulting mixed discrete-continuous state space.
The application and scope presented in this thesis were somewhat limited
as the quality of sensing actions were, for the most part, ordered with re-
spect to energy costs. We predict that significant impact will be achieved in
applications with multiple innovative sensing modalities and features special-
ized for particular scenarios or conditions. This would enable performance
improvements and robustness, a potentially more compelling justification for
the need for control.
Heterogeneous computing platforms with processors and accelerators spe-
cialized for specific functionalities are emerging as a popular technique to
extend battery life (e.g., ARM big.LITTLE [67]) and increase performance.
Identifying a critical application and applying our methodology to improve
the efficiency of heterogeneous computing platforms could potentially have
major immediate impact on today’s mobile devices.
Finally, this thesis did not consider networked devices, where the value ob-
tained from energy-constrained sensor nodes is ultimately derived not from
a single device, but from the information that the aggregate collects. Our
view up to this point has been that in order for interesting sensor networks
to really take off, individual sensor nodes must be able to operate efficiently
in information-rich sensing environments, which generally have context in-
formation that can be exploited to save device energy. Exploring how to
schedule sensing resources on a single device given the goals and additional
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knowledge obtained by networked applications will undoubtedly lead to ex-
citing research questions.
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APPENDIX A
CASCADING SIGNAL MODELS FOR
ENERGY-AWARE DETECTION
In this appendix, we present an alternative formulation to the problem of
monitoring the GCW bird calls. In particular, we consider the application
of detecting the bird calls embedded in noise. This formulation does not
explicitly exploit problem characteristics, such as the repetitive calling rate
or probabilities of bird arrivals and departures.
The problem is considered as a binary detection problem, and the focus is
on delivering the performance of sophisticated signal models at the energy
consumption of their simpler counterparts. The basic strategy to enable
this is to utilize a cascade architecture, which is useful for detecting the
presence of a signal of interest. In the cascade architecture, the decision
of an always-on low-complexity detector is used to trigger a more accurate,
albeit computationally expensive, detector.
Although in principle it is clear that a cascade of detectors can be energy-
efficient, in practice, the actual energy-efficiency depends on the operating
point of the cascade. In particular, in the context of time-varying envi-
ronments, unknown parameters, and potentially time-varying system con-
straints, a principled approach to operate the cascade that provides the best
detection performance for a given energy budget is desirable. Algorithms
with the ability to make this run-time energy/performance trade-off are
known as “energy-aware” [68]. Any energy-aware algorithm for controlling a
cascade of signal models must itself be energy-efficient and computationally
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simple in order to minimize overhead.
A.1 Problem Formulation
The detection of the GCW call can be formulated as a binary hypothesis-
testing problem, where H0 corresponds to a noise-only environment, and H1
signifies that the bird is calling. Thus, we consider the binary hypothesis
testing problem, which is to map noisy sensor observations, y ∈ Y , to a
binary decision, H0 or H1. A signal and noise model implies the specification
of observation densities fi(y). The optimal decision mapping is in the form
of a likelihood ratio test (LRT):
f1(y)
f0(y)
H1
R
H0
τ (A.1)
where the left-hand side is the likelihood ratio, and τ is a threshold such
that if the likelihood ratio is greater than τ , H1 is chosen and a detection is
declared. (A.1) can be thought of as a mapping δ : Y → {H0, H1} that is
parameterized by the threshold τ . We use the terms ‘mapping’, ‘LRT’, and
‘detector’ interchangeably.
A.1.1 Cascade Operation
A block diagram of the cascade architecture for detection is given in Fig. A.1.
The detection process in the cascade operates as follows:
1. The sensor collects an observation, or a set of measurements (collec-
tively called an observation).
2. The signal model from the first stage is used to analyze the sensor
observation and make a decision.
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Stage 1 Stage 2
Phenomenon
Decide
Decide
H1
H0
y
DecideH0
y
Figure A.1: Block diagram of cascade architecture for detection. A posi-
tive detection from an energy-efficient first stage triggers the use of a more
accurate signal model in the second stage.
3. A positive detection from the first stage triggers the use of a more
accurate signal model to analyze the same sensor observation and make
a final decision.
4. If the first stage decides H0, then the decision process terminates.
This scheme results in event-driven selection of the signal model to use for
detection, and can be energy-efficient if the computational complexity in the
first stage is low and the event of interest rare.
To be more precise, we make the following assumptions:
A1. Two signal models: 1) a simple but suboptimal model and 2) an accu-
rate model.
A2. Detectors for each signal model are optimal likelihood ratio tests, de-
noted as mappings δ1, δ2 : Y → {H0, H1}.
A3. Energy cost to evaluate each LRT is fixed; denote these as c1 and c2,
respectively.
A4. c2 > c1 (i.e. cost of evaluating δ2 is greater than cost of evaluating δ1).
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A5. Two-stage cascade structure, which leads to the following system-level
decision rule:
δ(y) =
 H0 if δ1(y) = H0δ2(y) if δ1(y) = H1
A6. The occurrence of H1 is a rare event. More precisely, let pii ,
Pr(Hi is true). Then, a rare-event assumption states that pi1  pi0.
This assumption ensures that the use of a cascade is well justified,
since the first stage would be rendered redundant if the event of inter-
est occurred with high frequency.
A7. No point-mass in the observation pdfs under any signal model. This
is a technical condition that allows us to avoid considering randomized
policies, for simplicity.
From these assumptions, we make the following observations:
O1. From (A2), detector thresholds τ1 and τ2 parameterize the mappings δ1
and δ2, respectively, and are sufficient to control detection performance.
O2. (A3) and (A5) imply that energy consumption of the cascade is a func-
tion of δ1, and therefore, of τ1 only.
Define Yi to be detector i’s individual detection region, which is the set of
observations that get mapped to H1 (i.e., Yi = {y ∈ Y : δi(y) = H1}). Then,
the cascade’s detection region is given as Y1 ∩ Y2; the system-level detection
performance of the cascade is:
Pd(τ1, τ2) = P (Y1 ∩ Y2 | H1 is true) (A.2)
Pf (τ1, τ2) = P (Y1 ∩ Y2 | H0 is true) (A.3)
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where the dependence on thresholds is shown explicitly on the left-hand side.
The energy consumption of the cascade is determined by how often the
first stage declares H1 and is given by:
EC(τ1) = c1 + c2 · P (Y1) (A.4)
= c1 + c2 · (pi0 · P (Y1|H0 true) + pi1 · P (Y1|H1 true)) (A.5)
= c1 + c2 · (pi0 · Pf (τ1, 0) + pi1 · Pd(τ1, 0)) (A.6)
where Pf (τ1, 0) and Pd(τ1, 0) are the probabilities of false alarm and true
detection for running only the first detector. To see why, note that τ2 = 0
implies that the second stage declares all observations as H1 (i.e. Y2 = Y).
Thus, P (Y1 ∩ Y | Hi true) = P (Y1 | Hi true).
A.1.2 Related Work
Wakeup mechanisms and decision trees as discussed in Chapter 2 are clearly
relevant. [69, 70, 71] all optimize thresholds in a cascade, but fall under the
category of distributed detection [72, 73] because observations are assumed to
be independent. In this formulation, we assume that detector stages operate
on the same sensor observation. Thus, it is more appropriate to consider our
work as cascaded signal models for detection.
Incremental refinement [74] is a different strategy to develop energy-aware
signal-processing algorithms. The idea is to incrementally scale the compu-
tational complexity of recursive algorithms and terminate early if the energy
budget is exceeded. This idea has been applied in many areas of signal
processing [75, 76, 77, 68].
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A.1.3 Optimization Formulation
Given the assumptions and observations from the previous section, the prob-
lem is to find detector thresholds that optimize some criterion involving
performance and energy. Motivated by applications in energy-limited de-
vices with a potentially time-varying supply of energy, we consider the prob-
lem of maximizing detection performance, subject to an energy constraint.
From the previous section, the detection performance is characterized by the
true-detection and false-alarm rates of the cascade. Consider the energy-
constrained Neyman-Pearson criterion [78]:
max
τ1,τ2
Pd(τ1, τ2) (A.7)
s.t. Pf (τ1, τ2) ≤ α
EC(τ1) ≤ β
for some α ∈ (0, 1) and β ∈ [c1, c1 + c2]. Constraining the false-alarm rate,
as opposed to considering a weighted sum of the two types of decision error,
is motivated by monitoring applications where the detector would have very
little utility unless the false-alarm rate can be held under a fixed value, α.
A.2 Solution Characterization
There are two main results: 1) utilizing all of the energy is optimal, and
2) setting the false alarm rate as high as is allowed is optimal. The first
statement holds because we assume that both stages operate on the same
observation. The implication is that optimal thresholds can be found by
sequentially satisfying the problem constraints.
For clarity in presentation, proofs for the theorem and supporting lemmas
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can be found in Section A.4.
A.2.1 Utilizing All Available Energy
Theorem 2 Let τ ∗1 and τ
∗
2 be a solution to (A.7) with Pf (τ
∗
1 , τ
∗
2 ) ≤ α and
EC(τ ∗1 ) < β. Then, there exist a τ
′
1 and τ
′
2 such that:
Pd(τ
∗
1 , τ
∗
2 ) = Pd(τ
′
1, τ
′
2) (A.8)
Pf (τ
′
1, τ
′
2) ≤ α (A.9)
EC(τ ′1) = β (A.10)
This result states that without loss of generality, we only need to consider
the solutions where all of the available energy is consumed.
Remarks:
1. If the second stage does not operate on the same observation as the
first stage (e.g., in low-power wakeup mechanisms, the second stage
operates on the next available observation), then the required analysis
follows more closely to cascaded detectors in distributed detection [73],
where a suitable optimization technique is required to find the optimal
solution, which may not use all of the energy.
2. Even when environmental conditions change, Theorem 2 guarantees
that using all the energy will still be optimal.
3. The theorem holds for general signal/noise models, as no assumptions
about the actual distributions (besides continuity, (A7)) were made.
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4. Theorem 2 will hold even if the second-stage signal model fails to ac-
tually be uniformly more accurate than the first (e.g. over all SNRs).
Theorem 2 results in the optimal δ∗1. In turn, this fixes the detection
region, Y ∗1 , which is the set of observations that the second stage will get to
see. Even with this restricted set of observations, the optimal test for the
second stage is an LRT, with the threshold chosen to satisfy the false-alarm
constraint with equality. This implies that τ ∗2 is found by setting it such that
the false-alarm rate is α.
A.2.2 Degeneracy Condition
A degeneracy occurs if P (Y ∗1 |H0 true) is less than α. In this situation, the
energy constraint was so stringent, relative to the false-alarm constraint, that
it is optimal for the second detector to declare everything as H1. Although
not considered in this formulation, this degeneracy implies that if we expect
extremely stringent or imbalanced system requirements, we should run a
generalized cascade, where the system can decide to terminate the cascade
early to make a final decision.
A.2.3 Problem Solution
Assuming the degeneracy is handled separately, finding optimal thresholds
essentially boils down to solving two sequential one-dimensional root-finding
problems:
EC(τ1) = β (A.11)
Pf (τ
∗
1 , τ2) = α (A.12)
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Unfortunately, a closed-form expression for Pf does not exist, even with
traditionally “simple” signal and noise models, due to shared observations
between detectors. The problem is further exacerbated by the fact that
signal-model parameters may be unknown and system constraints such as
the available energy supply may be time-varying.
The seminal work by Robbins and Monro [79] uses a simple first-order
successive-approximation technique to solve root-finding problems when the
function is unknown, but “noisy” evaluations of the function are available;
this general class of problems is known as stochastic approximation [80]. In
our problem, the energy consumption and false alarm rate can be estimated
by tracking the system’s detection performance.
A.2.4 System Architecture
Our system has three periodic tasks: 1) detection, 2) performance-tracking,
and 3) threshold-tracking. The detection and performance-tracking tasks
have a period of 1 Hz, while the threshold-tracking task is executed once every
60 detection cycles, such that the thresholds are updated once a minute. The
thresholds are tracked to satisfy (A.11) and (A.12). The software execution
flow, which is triggered once per second, is shown in Fig. A.2.
A.2.5 Performance/energy trade-offs
There are several factors that limit the energy savings achieved by operating
the cascade. Fundamental limits include the energy scalability of the system
and the underlying activity level of the event of interest. For a given energy
budget, SNR and false-alarm constraints determine the actual performance
loss as compared to the accurate detector.
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Compute T2
Initialize Compute T1 > τ1T1
Set:
Update:
Vcc = 3.3V
fclk = 25Mhz
Update:
Set: Sleep
Vcc = 2.2V
fclk = 4Mhz
τ1 and τ2
T2 > τ2
Update: P¯ (τ1, 0)
P¯ (τ1, τ2)
YES
NO
NO
YES
Figure A.2: Software execution after a block of data is collected. T1 is the
energy-detector statistic as computed in (3.1), and τ1 is the associated thresh-
old, tracked over time. T2 is the BP-energy detector statistic as computed in
(3.2) and τ2 is its threshold. P¯ (τ1, 0) is the average detection performance of
the energy detector and P¯ (τ1, τ2) is the detection performance of the cascade.
These performance numbers are used to update τ1 and τ2.
To visualize the performance/energy trade-off, Fig. A.3 plots three ROC
curves, where each curve represents the cascade performance at a different
energy budget, βi, for i = 1, 2, 3. The activity level was measured to be
2.6%. We see that if the false-alarm constraint is α = 10−3, then we can
achieve energy savings of 16x, with no loss in true-detection performance.
Furthermore, in the limiting case where the activity level goes to zero, the
average power consumption of the cascade would be c1 +c2 ·Pf (τ ∗1 , 0) = 1.356
mW, and the energy savings would be 20x, compared to continuously running
the BP-energy detector.
On the other hand, if the false-alarm constraint is 10−1, then our energy
savings would reduce to 3x, in order to achieve performance comparable to
the BP-energy detector. In general, a system designer can use Fig. A.3 to
understand and predict the performance/energy trade-offs associated with
typical (β, α) constraints.
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Figure A.3: The ROC curves of the energy-aware cascade for three different
energy budgets, βi. The individual ROC curves of the two stages have been
re-plotted from Fig. 3.3; they are an upper and lower bound on the cascade
performance. Note that the energy savings depends on the required false-
alarm rate, Pf . The points (Pf (τ1, 0), Pd(τ1, 0)) are denoted for reference,
and can be used to compute the energy budget of the associated curve, along
with easily identifying degenerate solutions.
In Fig. A.3, for each ROC curve, the point (Pf (τ
∗
1 , 0), Pd(τ
∗
1 , 0)) has been
marked. This point is important for two reasons: 1) it determines how
often the second detector in the cascade is triggered which, together with
the activity level, determines the average energy consumption for the entire
curve, and 2) it signifies the boundary of degenerate solutions. Visually,
we see that for false-alarm rates greater than Pf (τ1, 0), running the energy
detector alone achieves a higher true-detection rate; hence, one is better off
not running the cascade. This gives a fast visual method to determine which
(β, α) constraints are degenerate.
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A.3 Conclusions
We have studied and analyzed the problem of using the cascade architecture
to control signal-model complexity for energy-aware detection. Our theoret-
ical result states that under suitable conditions, utilizing all of the available
energy and false alarm rate is optimal. This notion is not true in general and
sufficient conditions for this property to hold are:
1. All detectors (i.e. cascade stages) operate on the same observation.
2. Detectors are the likelihood ratio tests that are derived from the as-
sumed signal models.
Although our characterization of the optimal solution results in theoret-
ically “easy” root-finding problems, practically speaking, finding optimal
thresholds is still a hard problem because 1) even for simple problems, closed-
form expressions for the cascade detection performance do not exist, and 2)
in practice, signal-model parameters are not known exactly and are time-
varying. Our solution to simultaneously handle both of these problems was
to track the detector thresholds by averaging detector decisions. This adap-
tive technique can be useful for adjusting to a time-varying energy budget,
which is relevant in energy-harvesting devices.
Finally, we demonstrated on the CheetahCub testbed how to synergisti-
cally exploit the hardware scalability. As a case study, we considered the de-
sign of a battery-powered wildlife monitoring system, resulting in 23x energy
scalability. We discussed how to visualize the performance/energy trade-off,
and demonstrated 3x to 20x energy savings with minimal loss in performance.
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A.4 Proof of Theorem 2
We first review a result that follows from the Neyman-Pearson lemma [81].
Denote the triple (Y ,FY , P ) as a probability space. Let δ∗α be the optimal
Neyman-Pearson decision rule for a test of size of α, and Yδ∗α as its detection
region. Then,
1. The optimal δ∗α is a likelihood ratio test (LRT).
2. The achieved false alarm rate is P (Yδ∗α | H0 true) = α.
3. Finding the optimal decision rule δ∗α is equivalent to specifying Yδ∗α .
That is:
maxδα∈∆ P (Yδα | H1 true)
s.t. P (Yδα | H0 true) ≤ α
⇐⇒ maxY ∈FY P (Y | H1 true)
s.t. P (Y | H0 true) ≤ α
(A.13)
where ∆ is the space of all randomized decision rules.
Lemma 2 The results from the NP lemma hold even when we restrict the
search in (A.13) to a subset, Y¯ , of Y (and the corresponding σ-algebra gen-
erated by Y¯ , FY¯ ), given that P (Y¯ | H0 true) ≥ α. That is, given (Y¯ ,FY¯ , P ),
let δ¯∗α be the optimal solution when the observation space is restricted to Y¯ ,
and denote Yδ¯∗α = {y ∈ Y : δ¯∗α(y) = H1} as the detection region. Note, by
construction, Yδ¯∗α ⊂ Y¯ . Then,
1. The optimal δ¯∗α is a likelihood ratio test (LRT).
2. The achieved false alarm rate is P (Yδ¯∗α | H0 true) = α.
3. Finding the optimal decision rule δ¯∗α is equivalent to specifying Yδ¯∗α.
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That is:
maxδ¯α∈∆¯ P (Yδ¯α | H1 true)
s.t. P (Yδ¯α | H0 true) ≤ α
⇐⇒ maxY ∈FY¯ P (Y | H1 true)
s.t. P (Y | H0 true) ≤ α
(A.14)
where ∆¯ is the space of randomized decision rules with domain re-
stricted to Y¯ .
Proof Follow the proof of the NP Lemma, replacing Y with Y¯ . Because
FY¯ ⊂ FY and because we have not changed the probability measure P , the
analogous result follows.
The next result states that for a LRT, lowering the threshold cannot de-
crease the true-detection and false-alarm rates.
Lemma 3 Let δ∗α be the optimal NP decision rule, Yδ∗α the corresponding
detection region, and τ ∗α a corresponding threshold. Then, we have the fol-
lowing:
1. For any τα < τ
∗
α, Yδ∗α ⊂ Yδα, where Yδα is the detection region for τα.
2. P (Yδ∗α | Hi true) ≤ P (Yδα | Hi true) for i = 0, 1.
Proof The first claim follows from the definition of⊂, which holds because of
the definition of a LRT. (2) follows from the axioms of a probability measure.
In particular, for a probability space (Y,FY , P ), for any subsets A,B of FY :
A ⊂ B =⇒ P (A) ≤ P (B) (A.15)
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Proof of Theorem 2 The proof is done by considering two cases: 1) when
Pf (τ
∗
1 , τ
∗
2 ) = α, and 2) when Pf (τ
∗
1 , τ
∗
2 ) < α:
1. Assume Pf (τ
∗
1 , τ
∗
2 ) = α and EC(τ
∗
1 ) < β. This is the harder of the two
cases because we must show that true-detection performance does not
decrease, even when we increase the threshold of the second detector.
(a) Set τ ′1 < τ
∗
1 such that EC(τ
′
1) = β. Then, Pf (τ
′
1, τ
∗
2 ) ≥ α.
(b) We must show that we can find a τ ′2 > τ
∗
2 such that the false
alarm constraint is satisfied, and the true-detection rate does not
decrease.
i. The trick to showing this is to relax the problem by searching
for δ′2 over all decision rules on the subset Y¯δ′1 .
(c) Apply Lemma 1 twice: first, letting Y¯ = Yδ∗1 , denote δ
∗
2 as a
solution. Then, letting Y¯ = Yδ′1 , denote δ
′
2 as a solution.
(d) From Lemma 2, τ ′1 < τ
∗
1 =⇒ Yδ∗1 ⊂ Yδ′1 . As a result, FYδ∗1 ⊂ FYδ′1 .
Hence, because the maximum over a set cannot be smaller than
the maximum over a subset, we have that:
P (Yδ′2 | H1 true) ≥ P (Yδ∗2 | H1 true) (A.16)
which follows from the equivalence in (A.14). Note that in general,
Yδ∗2 6⊂ Yδ′2 .
(e) Although we originally relaxed the problem and searched over all
decision rules, from Lemma 1, we know that δ′2 will be a LRT (i.e.
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τ ′2 exists), and:
Pd(τ
∗
1 , τ
∗
2 ) ≤ Pd(τ ′1, τ ′2) (A.17)
Pf (τ
∗
1 , τ
∗
2 ) = Pf (τ
′
1, τ
′
2) = α (A.18)
EC(τ ∗1 ) < EC(τ
′
1) = β (A.19)
where the first line follows from (A.16), the second line follows
from the second property of Lemma 1, and the third line follows
from our assumption about τ ∗1 and our choice of τ
′
1.
2. Assume Pf (τ
∗
1 , τ
∗
2 ) < α, and EC(τ
∗
1 ) < β. This case is easy because we
only need to decrease τ ∗1 , which by Lemma 2 increases the detection
performance.
(a) Let τ ′1 = τ
∗
1 − , where  > 0 is chosen such that (τ ′1, τ ∗2 ) is feasible
and: Pf (τ
′
1, τ
∗
2 ) = α or EC(τ
′
1) = β. Such an  exists due to
Assumption (A7) (i.e. no point-mass assumption).
(b) If Pf (τ
′
1, τ
∗
2 ) = α and EC(τ
′
1) < β, then this falls under case 1,
and we are done.
(c) If EC(τ ′1) = β, then Pf (τ
∗
1 , τ
∗
2 ) ≤ Pf (τ ′1, τ ∗2 ) ≤ α, and Pd(τ ∗1 , τ ∗2 ) ≤
Pd(τ
′
1, τ
∗
2 ), which follows from Lemma 2.
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