Tree structures are useful for describing and analyzing biological objects and processes. Consequently, there is a need to design metrics and algorithms to compare trees. A natural comparison metric is the "Tree Edit Distance," the number of simple edit (insert/delete) operations needed to transform one tree into the other. Rooted-ordered trees, where the order between the siblings is significant, can be compared in polynomial time. Rooted-unordered trees are used to describe processes or objects where the topology, rather than the order or the identity of each node, is important. For example, in immunology, rooted-unordered trees describe the process of immunoglobulin (antibody) gene diversification in the germinal center over time. Comparing such trees has been proven to be a difficult computational problem that belongs to the set of NP-Complete problems. Comparing two trees can be viewed as a search problem in graphs. A * is a search algorithm that explores the search space in an efficient order. Using a good lower bound estimation of the degree of difference between the two trees, A * can reduce search time dramatically. We have designed and implemented a variant of the A * search algorithm suitable for calculating tree edit distance. We show here that A * is able to perform an edit distance measurement in reasonable time for trees with dozens of nodes.
INTRODUCTION

I
n graph theory, a tree is a connected acyclic graph. In a tree data-structure, each node is either a leaf or an internal node. An internal node has one or more child nodes and is referred to as the parent of its child nodes. All children of the same node are siblings. Trees are data-structures in which objects are organized in a hierarchical way. This property makes trees suitable data-structures to represent many biological objects and processes. Contrary to a natural tree, the root is usually depicted at the top of the structure, and the leaves are depicted at the bottom.
Indeed, many biological entities have been described using trees, from the growth patterns of real trees, through phylogenetic trees used to describe evolutionary processes, to suffix trees that represent entire genomes. Since tree data-structures are of a major interest in computer science, much work has 1166 HORESH ET AL.
been devoted to study properties of trees in biological applications. For a good source of background about tree algorithms in bioinformatics, see the book Algorithms on Strings, Trees, and Sequences by Dan Gusfield (1997) .
Trees can be divided into (overlapping) categories: Rooted or unrooted, ordered or unordered, and labeled or unlabeled. In labeled trees, each node has an identity (a label) that distinguishes it from other nodes in the tree. For example, in a phylogenetic tree the observed sequences are placed as leaves and inferred, ancient, sequences are placed on the internal nodes. In these trees, the label of each node is the sequence attached to it. As a result, it is possible to match nodes in different trees by comparing their sequences. Unlabeled tree can be looked as labeled trees where all nodes in both trees have the same single label. Note that even if the trees are labeled (as in the case of the phylogenetic trees mentioned above) but the labels do not correspond to each other (i.e., there is no effective way to match sequences from one tree to sequences from the other), the trees should be treated as if they were unlabeled. Even if only a portion of the nodes do not correspond to nodes on the other trees, the standard algorithms might yield meaningless answers. Furthermore, even if the trees are labeled we may be interested in the structural features of the tree, and thus we may choose to ignore the labels and treat the trees as unlabeled.
In ordered trees, the order of the sons of each node matters. For example, RNA secondary structure can be represented by ordered-labeled trees. These trees can be compared in polynomial time (Tai, 1979; Zhang and Shasha, 1989) . Note that the distinction between comparing rooted and unrooted trees is not critical since we can simply assign as roots all possible pairs of nodes and choose the most suitable pair.
We will use the term rooted-unordered to describe our trees, which have no sibling order and the labels are either missing or not relevant to the comparison. Such trees can be characterized by their topology using properties such as size, depth, and degree of branching (number of children for each node). However, using only such global measures can lead to lose of information embedded in the local sub-structures of such trees. Most applications and algorithms for tree matching have been designed for ordered trees; however there is a growing interest in the properties of unordered trees.
In this report we describe an algorithm for measuring tree edit distance in rooted unordered trees. To this end, we will first review some biological problems that can be addressed using comparisons of these trees, and explain the computational difficulty of the tree edit distance. We will then present the A * algorithm, describe its implementation to the tree edit distance problem and demonstrate its efficacy and the computational advantages of this approach.
Unordered trees for modeling biological systems
Unordered trees are used to describe biological objects in which the main variable is the shape of the tree rather than the order or the identity of the nodes and the correspondence between them. Metaphorically, it is a way to compare apples to oranges by comparing the structure of their trees rather than the fruits themselves. For example, we may compare the evolution, by duplication, of two different gene families by constructing an evolutionary tree for each family. Since the genes are different in each tree, it would be meaningless to compare the trees by looking for homologous genes on corresponding subtrees. Rather, we need to compare the shape of the tree in order to decide whether the two gene families underwent similar or different evolutionary events. For example, periods of high mutation rates should be reflected in a large numbers of children for each node, and periods of strong selection would be manifested by a small number of children.
Comparing phylogenetic trees, when there is no complete correspondence between the sequences constructing the trees, is difficult. A recent work (Dufayard et al., 2005) devised a graphical interface and an algorithm for retrieving phylogenetic trees from a database of such trees that obey a set of topological constraints. Another example is oligosaccharides or glycans. These molecules have a tree structure, and there are over 11,000 glycan structures in the KEGG ligand database. While retrieving an exact match for a query structure is easy, finding glycans that are "very similar" to the query structure is difficult. Aoki et al. (2004) devised a graphical tool with a heuristic algorithm for finding such structures.
Another interesting application might be the comparison of suffix trees. Suffix trees are useful for describing genomes in order to analyze their repetitive structure (Delcher et al., 2002) or their potential to produce RNA secondary structure elements (Horesh et al., 2003) . In many of these studies, we are mainly interested in comparing the properties and the shape of the suffix trees rather than their content.
Rooted-unordered trees have been used for representing cell linage trees. Frumkin et al. (2005) showed that the entire cell lineage tree of a human embryo, or a mouse, in which no cell is a descendent of more than 40 divisions, can be reconstructed from information on somatic micro satellites mutations alone with no errors, with probability greater than 99.95%. Recently, analysis of rooted-unordered trees has become useful in immunology as well. During an immune response, B cells whose antigen receptors (also called "immunoglobulin" or Ig) are specific to a particular antigen (foreign molecule or cell) become activated, proliferate, and subsequently secrete these receptors in the form of antibodies. A small subset of the activated B cells form structures called "germinal centers" (GC), in which the Ig genes are mutated at a very fast rate. The mutant cells are selected for survival based on the affinity of the mutant receptor to the antigen, thus generating higher-affinity antibody-producing cells. This process of "affinity maturation" is a highly complex process which is under intensive study.
The lineage relationships of Ig gene mutants in GCs can be visualized by "lineage trees" (also called "dendrograms" or "pedigrees") which are rooted unordered and unlabeled trees. Such trees have been used in the past to confirm the role of the GC as the site of somatic hypermutation (Kocks and Rajewsky, 1988; Manser, 1989; Jakob et al., 1991) , to identify lineage relationships between cells from independent GCs (Vora et al., 1999) or different tissues (Dunn-Walters et al., 1997a , 1997b . The experimentally generated lineage trees reflect the multiple rounds of mutation for each germline Ig gene that participates in the primary response. Shannon and Mehr have suggested that much information about the dynamics of antigen-driven clonal selection during the immune response is contained in the shape of lineage trees as deduced from the Ig gene sequences of the final responding clones (Shannon and Mehr, 1999) . For example, trees generated from clones during the peak of the primary response are much more branched or "bushy" (Jacob and Kelsoe, 1992) , but trees become less branched as the response progresses (Jacob et al., 1993) . The "pruned" shape of these trees has been cited as evidence of the destructive nature of somatic hypermutation. Other examples of lineage trees drawn to illustrate various aspects of the germinal center reaction, or differences in this reaction under varying circumstances, abound in the literature. In the studies mentioned above, however, lineage tree classification has been based only on a qualitative, intuitive assessment of the most obvious shape characteristics, looking at only a few trees at a time.
In order to extract the quantitative information embedded in the shape characteristics of lineage trees, a rigorous computer-aided algorithm has been developed (Dunn-Walters et al., 2002 for measuring the topological properties of lineage trees. These properties include overall measures such as numbers of nodes, leaves, internal nodes and split nodes; distances such as trunk length, root-to-leaf path lengths, and various partial paths; and outgoing degrees of the root and other tree nodes. Correlations have been found, in studies on trees generated by simulations of the immune response, between these factors and the dynamic parameters of the affinity maturation response that generated the trees (Dunn-Walters et al., 2002 . These studies largely confirmed the common interpretations of obvious tree shapes by immunologists, and provided a means of quantifying tree shapes in studies of experimental Ig gene lineage trees.
Lineage tree analysis has since been applied to Ig gene trees from various experimental and clinical sources, and has been found to be quite useful for elucidating hypermutation and B cell selection processes (Banerjee et al., 2002; Dunn-Walters et al., 2003; Mehr et al., 2004; Abraham et al., 2005) .
Quantitative analysis of the shape properties of Ig lineage trees thus provides novel insights into the mechanisms of normal and malignant B cell clonal evolution. Since these studies involve comparison between groups of trees from various sources, a method for computing distances between trees in a systematic way has the potential to become very useful in the study of Ig gene diversification.
Definition of edit distance for trees
The definition of edit distance for rooted-unordered trees is simple: For two given trees, the tree edit distance is the number of nodes that need to be inserted or deleted in order to reach isomorphism between the two trees. (Isomorphism means that the two trees are topologically identical.) For an example, see Fig. 1 .
For ordered labeled trees, the edit operations are insert, deleted and label renaming. Under this definition, edit distance can be calculated in polynomial time. Tai (1979) devised a dynamic programming algorithm for finding the tree edit-distance with time complexity of O(n 1 * n 2 * h 2 1 * h 2 2 ) (n is the number of nodes in the tree and h is its maximal depth). More efficient algorithms were subsequently suggested (Zhang and
FIG. 1.
Tree edit distance. The edit distance between the two trees is 7. On the left tree, nodes 2, 15, and 16 should be deleted, and on the right tree, nodes 5, 10, 16, and 17 should be deleted. In the definition that we are using, the cost of all edit operations is equal. Note that deleting a node from one tree is equivalent to inserting a node into the other tree. Shasha, 1989; Klein, 1998; Chen, 2001) . Selkov (1977) devised an O(b 1 * b 2 * h) algorithm for a more limited set of edit operations in which insertions and deletions are allowed only to the leaves (b is the maximum number of children of any node and h is the maximal depth of the trees.) Amir and Keselman (1997) proposed finding the Maximum Common Subtree (MCST) for k different trees in O(kn d+1 + n 2d ) time (where d is the maximum node's degree).
For unordered trees calculating the edit distance was proven to be a NP-Complete problem (Shasha and Kaizhong, 1997) . The proof is based on reduction from the "exact cover by 3-sets" problem to treeediting. For the set of NP-Complete problems, there is a strong conjecture in Computer Science that an efficient polynomial algorithm is impossible. Bille (2005) gives an extensive review on the tree edit distance problem.
There are other ways to calculate similarity between rooted-unordered trees. Isomorphism between two rooted unordered trees is solved in linear time (Aho et al., 1974) by slicing and sorting the trees bottomup. NNI (Nearest Neighbor Interchange) is a measure that counts how many subtrees that are connected with one edge must be swapped in order to transform the source tree to the target tree. Unfortunately, the NNI calculation of labeled and unlabeled trees is also NP-Complete (Dasgupta et al., 1997) . So while there are other alternatives, the simplicity and robustness of the edit-distance metric convinced us that it is worthwhile to suggest a practical algorithm for calculating the edit distance even if the problem is known to be NP-Complete.
A
* algorithm A * is a search algorithm for graphs commonly used in Artificial Intelligence applications (for reference, see the book Artificial Intelligence [Winston, 1992] ). Conceptually, A * construct a search tree that is used to store evolving solutions and navigate between them. A * develops the nodes of the search tree (from source to target) in an efficient way. The concept behind the search strategy of A * is as follows: Assume that you are in a middle of constructing a solution, and you know the cost of the work that was already invested in that solution and in addition you have a lower bound estimation on the amount of the work ahead. The cost score of the actual solution will never be lower than the sum of cost() + lower_bound(). Based on this information it is possible to prioritize the more promising options. When a complete solution
FIG. 2.
A * roadmap example. The task is to find the shortest path from A to H in the roadmap on the left. The nodes represent cities and the edges are roads that connect them. The length of the road is marked on the corresponding edge (e.g., the road between B to D is 12 km long) and the aerial distance between each city and the final destination, H, is underlined next to the node (e.g., the aerial distance from D to H is 10 km). Clearly the aerial distance is a lower-bound on the actual length of the road that has to be traveled to the destination. We calculate the optimal road path from A to H by exploring the most promising option at a time. Each evolving possible path is scored as a sum of two functions: cost() and lower_bound(). The cost() function is the length of the road already traveled and lower_bound() is the aerial distance to H. For example, for the node E, the cost, assuming E was reached via B (A-B-E), is 18 and the aerial distance to H is 12, so the score is 18 + 12 = 30. The search tree is shown on the right. Each node in this tree represents an evolving path. For each internal node we mark the order in which it was developed and in brackets the score for the path. Note that AB was expanded only after AC, which falsely appeared more promising, was expanded. The optimal path is bolded on the roadmap. It is also important to note that many possible paths were not tested (e.g., A-B-D-F-H). Nevertheless, the path suggested is guaranteed to be the shortest.
is reached, one can be sure that it is the optimal solution because if there was a better solution it would have been visited earlier in the search, as its score would have been lower. A * promises both correctness and efficiency as the search can be completed while exploring only a small fraction of the search space. It is important to note that this algorithm is still exponential in the worst case. Nevertheless, if the lower bound estimate is tight then, in practice, the search is very efficient. Figure 2 illustrates the use of an A * algorithm in finding the shortest path in a graph.
Here we rephrase the rooted-unordered trees edit distance problem as a search problem: given two rooted-unordered trees, we wish to construct a search tree that stores the possible assignments between the two trees, and to search for the shortest path that contains assignments that cover the entire rootedunordered trees. (Note that the term "tree" is used here for two very different objects. One is the two rooted-unordered trees that we wish to compare, and the other is the search tree that A * builds in order to calculate the edit distance. We will use the terms "unordered trees" and "search tree" whenever the meaning is not clear from the context.)
METHODS
Implementation of A
* for the tree edit distance problem
We find the edit-distance between the two trees by efficiently scanning the space of possible assignments of one subtree to the other. An assignment is the pairing of two nodes, one from each tree. Pairing a node from one tree to a node in the other tree means matching the two subtrees they initiate. The pairing is done in a canonical way. Therefore, two nodes can pair only if they are both located under the same previously paired nodes. Collectively, the set of assignments represents the edit operations needed to transform one FIG. 3 . Calculating lower bound estimates for two trees. For each tree, we calculate how many nodes have no sons (leaves), how many nodes have one son, and so on. This information is presented in a table below each pair of trees. In the table, each line shows the number of nodes with i number of sons in both trees. The lower bound is the maximum value of three heuristic functions: h 1 , h 2 , and h 3 . These three functions can be calculated directly from the tables. h 1 is the difference between the number of nodes in the two trees. For the left pair of trees, the difference is: |(3 + 2) − (2 + 1)| = 2. h 2 is the largest difference between the number of nodes with exactly i sons on one tree compared to the other tree. For the pair in the middle, the largest difference is for nodes that have exactly one son: |4 − 0| = 4. h 3 is the sum of differences between the numbers of nodes with i sons divided by 3 and rounded up. For the rightmost pair, the function will return: (|6 − 5| + |0 − 1| + |2 − 0| + |0 − 2| + |1 − 0|)/3 > 2 1 3 = 3 Note that each heuristic yields a better estimate than the other two for particular types of topology. For the left pair, h 1 gives the tightest lower bound (2) while both h 2 and h 3 return 1. For the pair in the middle, h 2 gives the tightest lower bound (4), while the h 1 and h 3 return 0 and 3 respectively. The rightmost pair gets 3 from h 3 and only 1 and 2 from h 1 and h 2 , respectively. Also note that this process takes linear time.
tree into the other. Another way to look at the creation of the set of assignments is that we create a canonical alignment of the subtrees. There are several constraints on the process of assigning subtrees. The first constraint is that the two roots must be assigned to each other (i.e., one tree cannot be assigned as a subtree of the other). For lineage trees, this is a natural constraint since the roots are the biological starting point of both trees. Secondly, it is not necessary to pair between leaves as leaves do not contribute to the calculation of the edit distance. Thirdly, when two nodes are paired, at least one of the assigned nodes must be a direct son of a previously assigned node. This constraint does not affect the space of full assignments, as pairing of two nodes that are not direct sons of a previously assigned pair, will leave a part of the tree unassigned.
The score of each set of assignments is calculated, according to the A * algorithm, by adding up two functions: edit_distance() = cost() + lower_bound(). The function cost() measures the number of internal nodes that must be inserted or deleted to "match" the trees. cost() is calculated by scanning the two trees and summing the nodes that are overlapped, i.e., nodes that are not assigned themselves but have an assigned node in their subtree. The function lower_bound() gives a lower bound estimate of how many additional nodes will have to be added to match the trees. It is calculated by recursively summing up the scores of the assignments inside the subtree and adding max_lower_bound(). The function max_lower_bound() scans the two subtrees ignoring parts that have been already assigned. This is justified because the scores of these parts are calculated independently by the recursive process. See Fig. 3 for more details.
Proof
To prove the correctness of the algorithm we prove the following two claims. Claim 1. All the parameters max_lower_bound() measures are lower bound estimates.
CALCULATING EDIT DISTANCE BETWEEN ROOTED-UNORDERED TREES
1171
Proof 1. The three parameters measured by max_lower_bound() are described in Fig. 3 . h 1 is a lower bound estimate because irrespective of the topology of the two subtrees, the number of nodes must be equal if they are to be isomorphic. h 2 defines a lower bound because regardless of the topology, at least one edit operation is needed to rectify each difference in the numbers of nodes each having a specific number of children (i.e., rows in the tables of Fig. 3) . h 3 is a lower bound estimate because adding a node with i sons, decreases by one the number of nodes that have i sons and increases by one the number of nodes that have i + 1 sons. If the added node itself will have sons, then for some j , the number of nodes with j sons will have to be increased by one. Therefore, in the worst case, the sum of the differences is three times greater than the real number of operations needed. As each of the three parameters that max_lower_bound() considers is itself a lower bound estimate, then the maximum value of the three will also be a lower bound.
Claim 2. When the set of assignments covers the entire trees, the correct edit distance is calculated.
Proof 2. There are exactly three possible general topologies of assigned subtrees. The first is a node that is not a leaf assigned to a leaf. In this case, the difference between the sizes of these subtrees is the exact edit distance. The second case is when the number of sons that belong to the two assigned nodes is different. In this case, sons that are not paired contribute the size of their subtree to the edit distance calculation. The third case is when a son is paired with a grandson or a lower node. This assignment skips the nodes above the lower node. The skipped nodes are also included in the scoring by the cost() function.
As mentioned above, the set of assignments is performed in a canonical order. The process of making the assignments terminates when there are no more legal assignments left. See Fig. 4 for an illustration of the process. The edit distance calculation is comprised of two parts. One is a cost function and the other is a lower bound estimate. As calculation progresses the cost function becomes higher and the lower bound estimate of the remaining task gets lower. However, the value of the edit distance monotonically increases. This is a result of the fact that lower bound estimates are progressively replaced with the actual cost function which is clearly as high as, and usually higher than, the lower bound.
Implementation notes
We used a heap data structure to keep track of the most promising evolving solution, since insert and extract operations on heaps take O(log [n] ), compared to O(1) and O(n), respectively, using a list. When comparing rooted-unordered trees, many redundant comparisons can be eliminated based on the topology of the tree. For example, in Fig. 1 , the two subtrees of the right tree that are initiated by nodes 14 and 15 are identical. Thus, assigning right node 14 to left node 13 is equivalent to assigning right node 15 to left node 14. To bypass this redundancy, both trees are scanned in a preprocessing stage. All isomorphic subtrees are given the same 64-bit random key (finding isomorphism takes linear time [Aho et al., 1974] ). Thus, when A * scans the space of sets of assignments, sets of assignments that were already labeled as topologically identical (assigned the same 64 bit key) are eliminated.
We have noticed that the ability of A * to compare trees is dependent on their topology as well as their sizes and also on the edit distance between them. There are applications in which the actual edit distance is important only if the two trees are quite similar; if they differ beyond a certain threshold, the exact edit distance is not important. In these cases, because of the monotonic nature in which A * explores the space of solutions, it is possible to stop the search whenever a predefined threshold distance has been reached. This modification significantly accelerates the algorithm.
Actually, this threshold can be dynamically changed during the run of the algorithm in the following way: After developing a certain amount of nodes, the nodes with worst scores can be purged, under the assumption that since they have done so poorly up to that point, it is very unlikely that they will be able to take part in the optimal solution. When the optimal solution is reached, we can check retrospectively the scores of the purged nodes against the optimal, and if necessary revive those nodes whose score was lower than the optimal solution. In practice it is very rare that purged nodes have to be revived.
FIG. 4.
Snapshots of the process of calculating the edit distance of two trees. We use the same trees as in Fig. 1 . (In this legend, nodes from the left tree will be underlined.) The upper-left figure shows the initial state. The two roots are assigned to each other and the estimated edit distance is cost() + lower_bound(1,1) = 0 + 3 = 3 (the lower bound calculation used the h 3 function that gave the highest score of 3). The upper-right figure shows a later stage in the process, a set of two alignments: 1-1 (root to root) and 3-2. The edit distance calculation for this set of two assignments is as follows: There is one node (2) that is skipped and therefore the cost() function is 1. The score of assignment 1-1 is the summation of all the assignments that are directly below it (each of which is recursively calculated), plus max_lower_bound() on the remaining subtree (in the case of assignment 1-1, there is no remaining subtree). The only assignment directly below assignment 1-1 is 3-2. Lower_bound(3,2) returns 3. Therefore, the edit distance estimation for the set {1-1, 3-2} is 1 + 3 = 4. The bottom-left figure shows a more advanced stage. The cost() is 2 (because nodes 2 and 5 are skipped) and the overall edit distance recursively calculated is 2 + 3 = 5. The bottom-right figure is the edit distance after assigning all subtrees. Its score is 7. Note that the edit distance estimation increases as the process progresses.
RESULTS
Performance
We first analyzed the performance of the algorithm by comparing its run time with a brute-force exponential search. The test was run by comparing 5,000 random trees. Figure 5 shows that our A * based algorithm runs, in the range of sizes tested, about two orders of magnitude faster than the brute-force algorithm. Furthermore, the graph shows that as the tree size gets larger, the efficiency gain from using the A * algorithm increases. The edit distances calculated by both algorithms were identical, demonstrating empirically the correctness of the implementation of the A * algorithm.
FIG. 5.
The acceleration obtained by the A * algorithm compared with a brute force search. The figure shows on a logarithmic scale the average number of nodes in the search tree that was developed (i.e., the number of assignments tested by the algorithm) as a function of the size of the trees that were compared (the X axis represents the sum of the numbers of nodes in the pair of the trees compared). The results show that the A * algorithm completes the search while exploring a much smaller part of the search space.
Simulated data experiment
Next, we tested the algorithm by trying to cluster two sets of trees. Each set was constructed with different characteristics. In the first set, a tree is more likely to branch as it gets deeper (i.e., nodes further from the root will tend to have more children than earlier nodes). The second set was constructed with the opposite trend. Trees branch more on the upper nodes and as nodes get deeper they are likely to have fewer children. This bias was introduced by adding a function that changes the probability of nodes branching as a function of distance from the root. Note that the bias is statistical and thus each tree conforms to the bias to a different extent. In order to avoid any influence of the overall size of the trees when comparing the edit distance, all trees were constructed with exactly 51 nodes. Trees from both sets are shown in Fig. 6 . Note that it is difficult to distinguish between the two sets of trees using standard measures of tree features like size, average branching degree, depth, etc., since under these measures the trees look very similar.
We started by shuffling the two sets of trees, and measuring the edit distance between all trees. Our goal was to use the A * -based algorithm to re-classify the trees into their original sets. Representative results shown in Fig. 6 demonstrate that indeed the edit distances between trees from the same set are significantly smaller than the edit distances of trees from the two different sets. The matrix of all edit distances between the 30 trees was fed into a clustering algorithm. The clustering algorithm classifies all trees into two sets such that the averaged edit distances between all members within each set are minimized. The clustering algorithm yielded two sets, one of size 9 trees and the other of size 21 trees. Within the set of 9 trees, all trees were from the set of increasing degree. Within the set of 21 trees, 15 were from the set of trees with a decreasing degree. So, while a number of trees in this set were misclassified, which is unavoidable considering the stochastic manner in which the trees were constructed, the algorithm was able to well separate the two sets.
Immunological experiment
A blind test was next performed, in which Mehr's group supplied trees from three experimental datasets, and the other co-authors analyzed them without knowing a priori whether there are any differences between the groups. The groups were as follows: Group 1 contained 10 trees from autoimmune disease patients
FIG. 6.
Comparing trees from two sets using edit distance. The two trees on the left are representative of the set in which the degree tend to increase with the depth of the tree. The two trees on the right are representative of the set in which the degree tend to decrease with the depth of the tree. The calculated edit distances between all of these trees are shown on the two-way arrows. It is clear that the edit distances between the trees from the same sets are significantly smaller than the edit distances between trees from different sets.
(rheumatoid arthritis [Miura et al., 2003] ) that were generated via analysis of single-cell suspensions. Group 2 contained 10 trees from autoimmune disease patients (Sjögren's syndrome [Gellrich et al., 1999] ) that were generated via microdissection of germinal centers in lymphoid tissues. Group 3 contained 10 trees from normal humans, which were generated via microdissection of germinal centers in lymphoid tissues.
The autoimmune disease Ig genes have accumulated more mutations than normal Ig genes (due to the long-term chronic activation that B cells undergo during autoimmune responses), and hence their trees are larger and more diverged. However, the autoimmune B cell clones seem to be subject to antigen-driven selection (Steiman-Shimoni et al., 2006) similar to normal clones, and hence all B cell clones should have generated equivalently "branched" trees in the patients (that is, the average number of children per node is similar in all data groups). Hence, differences in tree structures, and correspondingly in tree edit distances, were expected to stem only from the experimental methodology used, rather than from the source of the trees.
The averaged edit distances between group 1 (autoimmune disease rheumatoid arthritis, obtained by single-cell suspensions) and the two other groups (group 2 of Sjögren's syndrome patients, and group 3 of normal humans, both obtained via microdissection) were 15.8 and 14.6, respectively. The averaged edit distances within groups 2 and 3 were 7.2 and 6.1, respectively. The averaged edit distance between these two groups was 7.3.
Thus, the blind test confirmed that the tree edit distance was able to detect the differences due to experimental methodology: the trees in the group generated by single-cell suspensions (group 1) were found to significantly differ from those generated by microdissection (groups 2 and 3).
DISCUSSION
We have shown that the A * algorithm can be used effectively to measure the edit distance of rootedunordered trees. As the number of applications that rely on rooted-unordered trees to describe biological processes is increasing, we believe that this algorithm will become a practical tool for many applications.
We are not aware of previous applications of A * to biologically related problems. In order to be effective, A * needs a lower bound estimation that is relatively tight to enable significant pruning of the search space.
Biological problems can often offer, both from theoretical and experimental considerations, such a lower bound. In computational biology, there are many computationally difficult problems, and many of these can only be addressed by solutions that are heuristic; for many other problems exact solutions have high polynomial complexity. This class of problems may be prime candidate for solution by the A * method.
Several examples may be given to illustrate this point. For many applications, phylogenetic trees should be regarded as unordered trees with no or partial labels. We suggest that utilizing an A * based approach, similar to what we have shown here, can be beneficial.
Another example might be multiple sequence alignment. Again, this problem is NP-Complete. Starting from an alignment where no gaps are inserted, one can work progressively, inserting gaps and thus optimizing alignments of, for example, one column, two columns, and three columns. The lower bound estimation of the quality of the alignment of columns that are still ahead can be supplied by fast heuristics like Blast that counts the number of exact matches of short strings. Another possibility is to use the sum of all pairwise sequence comparison distances as a lower bound estimate.
Yet another opportunity for application of the A * algorithm can be towards hierarchical clustering, a problem that is common for micro-array data. Data points will be classified into two high level groups, and each of these groups will be further classified, recursively, into two groups. Each classification will be based on a polynomial calculation of how to best classify the data based on the knowledge of the current classification. The cost function will reflect the quality of the classification done so far. The lower bound estimation may be calculated as N times the shortest distance possible between two members of each current cluster of size N . The shortest distance possible may be obtained directly from the gene array experiment.
In the report we demonstrate how to apply the A * algorithm to the tree edit distance problem. We believe that our work will inspire further research to apply this useful algorithm to additional problems.
