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SUMMARY 
Adsorption is a complex physical-chemical phenomenon by which molecules are 
attached to surfaces of solid particles. The type of adsorption that occurs may often 
depend on the media the phenomenon is occurring in, making the design of models for 
various adsorption systems an arduous task. Regardless of the media, however, the basic 
mechanisms of the adsorption process are the same. Therefore, a plausible approach to 
the development of adsorption models in different systems would be to design a 
generalized mathematical framework with all the necessary methods built in that will be 
used as a platform to develop system specific adsorption models. In this work, the 
investigation and development of such a structure will be discussed and a host of system 
specific adsorption models that have been developed on top of that framework will be 
detailed. The applications of interest are all related to nuclear energy and specifically the 
availability of uranium in the Nuclear Fuel Cycle. To this end, the work here is divided 
into two parts: (i) modeling the treatment of off-gases produced from recycling uranium 
and (ii) modeling the recovery of raw uranium material from seawater.  
In the entirety of the first part of this work, each subsequent model will be built 
upon the successes of the previous models, and maintaining with the theme of framework 
design and generality, each set of models will be incorporated into more complex 
adsorption tools. The initial investigation begins with research into a Generalized 
Statistical Thermodynamic Adsorption (GSTA) isotherm model for analysis of gas-solid 
adsorption data. For this model, we develop a comprehensive optimization routine to 
analyze large sets of adsorption data and provide isotherm parameters needed for macro-
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scale adsorption modeling. Due to the flexibility and generality of this approach, we are 
able to demonstrate its applicability to a wide variety of adsorbate-adsorbent systems.  
Building upon the prior work, we seek to utilize the GSTA isotherm in theories 
for mixed-gas adsorption, such as the Ideal Adsorbed Solution Theory (IAST). However, 
IAST forces one to assume an ideal surface, which may be unrealistic. To accommodate 
non-ideality, we develop a new approach to predicting mixed-gas adsorption equilibria 
based on combing the Adsorbed Solution Theory (AST) system of equations with the 
Henry’s law behavior of pure gas species to estimate the non-ideal surface characteristics 
of the system. The new Generalized Predictive Adsorbed Solution Theory (GPAST), 
coupled with the GSTA isotherm, showed noticeable improvement in predictive 
capabilities over the IAST model.  
After demonstrating that the models for gas-solid adsorption equilibria can predict 
both ideal and non-ideal systems, we move on to diffusion kinetics. In real world 
applications, the operation time of an engineered capture system will depend on the 
kinetics of adsorption. As such, it is paramount that we are able to predict not just how 
much material is adsorbed, but how fast that adsorption occurs. To achieve this goal, we 
develop a mass transfer and conservation law framework off of which we can create 
specific models for adsorption. The development of this modeling framework is validated 
for adsorption diffusion kinetics in various adsorbent particles through comparisons with 
adsorption data. In addition, we demonstrate how this framework could be utilized in 
transport modeling as well, which has implications for adsorption column design for off-
gas treatment systems in the Nuclear Fuel Cycle.  
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For the second part of this work, we transition into adsorption modeling in 
aqueous systems. Here, the problems that we seek to solve are very different from those 
of the first part of this work. However, we are able to connect much of the mathematics 
to our prior work in gaseous systems and recycle existing framework code for 
development of models for uranium recovery from seawater. 
To start, we discuss the development of a preliminary uranium adsorption model 
based on speciation and complexation of uranyl ions with amidoxime ligands in solution. 
Utilizing this approach, we are able to demonstrate how such a model could account for 
changing solution conditions such as ionic strength and bicarbonate presence. This 
relatively simple model, however, is not intended for real world applications. Instead, this 
model acts more as a framework giving us a stepping stone for further development of 
the more realistic adsorption model.  
Building upon the metal-complexation modeling framework, we seek to develop a 
closed-loop computation design process for adsorbent materials. In collaboration with 
molecular modelers at Oak Ridge National Laboratory (ORNL), ab initio methods are 
used to predict binding strengths between uranium and vanadium with different 
amidoxime ligands. Then, from those quantum studies, we create a multi-ligand 
adsorption model for uranium and vanadium uptake by amidoximated fibers. Based on 
this combined approach, we are able to successfully predict the adsorption behavior of 
the ORNL adsorbent material for uranium uptake across a wide range of pH. In addition, 
we also use this same methodology, with minor modifications, to predict the competition 
between vanadium and uranium for the adsorption sites of the material.  
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Lastly, we begin to explore some more application driven adsorption models for 
predicting uranium uptake rates in real seawater and how ocean currents impact those 
rates. While the model we develop in this chapter is not particularly fundamental, it is 
very practical as an analytical tool and is used to estimate optimal ocean current 
conditions for deployment. Utilizing this model, we are able to determine that linear 
current velocities beyond 8 cm/s would eliminate a majority of the mass transfer 
limitations created by the braiding of the fibers. Using this information as a design 
parameter, engineers can plot out oceanic locations based on current velocity to optimize 
the mass transfer kinetics of the deployed adsorbent material. 
The culmination of the adsorption models developed in this research will provide 
tools for scientists and engineers to better understand adsorption phenomena in the 
applications of interest and subsequently design the necessary capture systems at both the 




CHAPTER 1. INTRODUCTION 
1.1 Background 
Adsorption is the physicochemical phenomenon by which molecules, often 
referred to as adsorbates, are attached to the surface of a particle, referred to as an 
adsorbent.1,2 The adsorption process can be sub-categorized into physi-sorption and/or 
chemi-sorption.2,3 For physi-sorption, molecules are attached to the surface via 
intermolecular forces, such as van der Waals forces. In general, the interaction energy of 
this process is similar to the energy of condensation of the adsorbate, and attached 
molecules will be chemically identical to adsorbates in the fluid phase. As such, there is 
little change in the electronic states of the adsorbed species.4 
Conversely, chemi-sorption involves the chemical binding of adsorbates to the 
adsorbent surface. In this case, the adsorbates actually undergo a site-specific, valence 
bonding interaction with the surface to produce an adsorbed species that is chemically 
distinct from the adsorbate in the bulk phase.4,5 As a result, at maximum capacity, chemi-
sorption will generally only involve the formation of a mono-layer of adsorbates, i.e., 
additional molecules will not bind to form a secondary layer of adsorption. In addition, 
the activation energy for chemi-sorption is typically larger than that of physi-sorption, 
which may result in irreversibility of the adsorption process.4 Figure 1.1 provides a 





Figure 1.1 - Schematic showing the differences between physi- (left) and chemi-
sorption (right). In physi-sorption, adsorbed molecules maintain the same chemical 
form as the species in the bulk solution and may even form multiple layers of 
adsorption if the concentration is high enough. For chemi-sorption, molecules 
undergo binding interactions at specific surface sites and are chemically different 
from the adsorbates in the fluid phase.  
 
 Although adsorption is a somewhat narrow field of study, it is a process that has 
broad implications in a wide variety of applications. As a separation process, adsorption 
is especially equipped to purify a bulk fluid phase by capturing and removing dilute 
contaminants from solution. Some of the applications of adsorption include: (i) removal 
of water vapor from ethanol via molecular sieving,6 (ii) oxygen generation and 
purification from standard air,1 and (iii) metal ion capture from tap water using 
commercial activated carbon filters.7 In this work, we seek to investigate and develop 
modeling tools for the application of adsorption technologies in the Nuclear Fuel Cycle.  
1.2 Motivation 
Nuclear energy will remain a sustainable energy source if an economically viable 
supply of nuclear fuel remains available. The currently estimated availability of uranium 
from land mining is approximately 48.5 million tons, including known and yet to be 
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discovered resources.8,9 Although this amount can support the current worldwide nuclear 
energy production for nearly 100 years, additional uranium sources could allow 
expansion of nuclear energy to reduce greenhouse gas emissions and counteract global 
warming.10 
In addition, nuclear power is undergoing a revival of late and as a result, nuclear 
energy demand is expected to increase by up to 60% over the next 15 years.11 Coupled 
with this increase will be a rise in demand for uranium, the fuel source of nuclear energy. 
The traditional methods of mining uranium ore such as open pit, underground, and in situ 
leach mining, however, cause severe environmental pollution.12 Therefore, although the 
power generation portion of the nuclear fuel cycle is relatively benign to the environment, 
the increase in mining activities to acquire the needed fuel could potentially lead to 
adverse impacts on the environment.  
Facilitating the expansion of nuclear energy, without causing environmental 
harm, will require technological innovations in the life cycle of our current fuel resources 
or an alternative to conventional uranium mining. To this end, we must examine the 
Nuclear Fuel Cycle13 (Figure 1.2) in order to discover where scientific advances in 
separation processes may be applied to meet our goals. In this diagram, there are two 
nodes that have greatest impact on the availability of nuclear fuel: (1) the reprocessing or 
recycling facilities for spent fuel rods and (2) the cultivation and extraction of raw 
uranium material. Engineering enhancements in these two areas would extend the life of 
our current uranium reserves by providing new uranium to the cycle and by reusing the 
leftover uranium produced after power generation.  
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Figure 1.2 - Diagram of the Nuclear Fuel Cycle.13 Node (1) represents reprocessing 
facilities for recycling spent fuel, and node (2) represents the addition of new 
uranium to the cycle through mining or other means. 
 
First, consider the back end of the Nuclear Fuel Cycle (Figure 1.2: Node (1)). 
Spent uranium fuel rods from power generation still contain roughly 96% uranium, while 
the remaining 5% are unwanted fission products. Currently, this material is considered as 
waste and is typically being stored on-site in large concrete containers. If those fuel rods 
were to be reprocessed and recycled, however, they could reduce nuclear waste volume 
by around 70%, while also providing additional uranium resources to the fuel cycle.14 
 While the technology necessary to recycle the spent uranium already exists, that 
reprocessing procedure produces many different volatile radioisotopic gases as by-
products: 129I2, 3HHO, 85Kr, 135Xe, and 14CO2. These off-gases can be harmful to the 






Agency (EPA) to adopt exposure and release limits through 40 CFR 190.15 This creates 
the need for engineered adsorption systems that can capture and remove those gas species 
from the off-gas stream of reprocessing facilities.  
At the front end of the Nuclear Fuel Cycle (Figure 1.2: Node (2)) is where new 
raw uranium material is cultivated, typically through mining activities. If spent nuclear 
fuel is not recycled, it may become necessary to extract raw uranium in order to add 
additional fuel to the cycle. Since these actions can cause severe environmental damage,12 
however, it would be advantageous to explore the possibility of exploiting an 
unconventional source of uranium, such as seawater.  
There is an estimated 4.5 billion tons of uranium dissolved in the world’s oceans, 
which is nearly 1,000 times more than in all terrestrial reserves.16 Tapping into this 
unused source of fuel could serve our nuclear energy needs while also preserving the 
environment for future generations. The concentration of uranium is seawater is very low 
(~3.3 ppb), however, and there is a lot of variability in ocean conditions (temperature, 
currents, salinity, etc.), which makes extraction of the uranium fairly complex.17 
Therefore, there is a need to develop and design adsorbent materials that can selectively 
capture uranium from seawater in an economically viable manner.  
1.3 Scope and Objectives 
The scope of the work presented here is to research and develop adsorption-
models in order to better understand adsorption phenomena and to provide tools to be 
used in the design of the necessary capture systems applied in the Nuclear Fuel Cycle. 
Since the subjects that are to be investigated are separated by their medium (i.e., gaseous 
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and aqueous systems), the work has been divided into two parts. In Part I, adsorption in 
gaseous systems is covered and details research into the creation of off-gas treatment 
models. In Part II, adsorption in aqueous systems is discussed for the development of 
uranium from seawater capture models.  
In CHAPTER 2, we introduce the concept of adsorption isotherms for modeling 
the gas-solid equilibrium partition of a particular adsorbate-adsorbent pair. Gas phase 
adsorption modeling inevitably requires the use of such models as a component of more 
practical modeling applications, such as multi-species separations and diffusion kinetics. 
In this chapter, we will discuss a particular isotherm called the Generalized Statistical 
Thermodynamic Adsorption (GSTA) model and its relationship with more common 
isotherm models. In addition, we will present an optimization algorithm for the GSTA 
model that is capable of taking in large quantities of isotherm data for a particular system 
and finding the temperature independent parameters necessary to describe that system.  
CHAPTER 3 is a direct continuation from the previous chapter, wherein we seek 
to integrate the GSTA model into a multi-species model framework. In real adsorption 
applications, any system that we must model is inherently multi-species because 
adsorption is a separation process (i.e., we are separating some species from a set of other 
species). Therefore, it is paramount to develop models that can predict adsorption 
behavior of mixed-gas systems. In this chapter, we introduce the development of a 
Generalized Predictive Adsorbed Solution Theory (GPAST) as an extension of prior 
research in the field of mixed-gas adsorption, and then apply this theory to demonstrate 
its predictive capabilities for various gas mixtures.  
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To finish off Part I, CHAPTER 4 discusses the development of a modeling 
framework based on conservation laws. Regardless of the system of interest, adsorption 
models will always be based on some form of mass and/or energy balance on some 
domain. Therefore, by approaching the modeling of space-time dependent problems from 
a generic conservation law approach, we can develop a modeling framework off of which 
many different system specific models can be formulated. In this chapter, we derive the 
numerical methods and discretization techniques necessary for such a framework, and 
then demonstrate its applicability to diffusion kinetic and mass transport problems in gas 
phase adsorption. 
While Part I of this work is very fundamental and generalized in its methodology, 
Part II is more application driven, with the focus on uranium from seawater. In 
CHAPTER 5, we examine the impact of aqueous speciation and ionic strength on the 
complexation between uranyl ions (UO22+) and amidoxime ligands. Experiments were 
performed at Oak Ridge National Laboratory (ORNL) to measure how the addition of 
bicarbonate (NaHCO3) and sodium chloride (NaCl) affects the adsorption capacity and 
rates of uranium uptake from batch solutions. Coupled with these experiments was the 
development of a preliminary chemi-sorption model that would implicitly include the 
influence of variations in ionic strength, pH, temperature, and speciation in the aqueous 
phase.  
CHAPTER 6 provides an extension to the preliminary model developed in the 
preceding chapter, which had previously only considered adsorption as a generic metal-
ligand complexation reaction. In this chapter, we detail the development of a site-
specific, adsorption model that is capable of including the effects of surface charge 
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accumulation and non-ideal surface interactions among a variety of different adsorbing 
species. In addition, this new model is capable of considering an adsorbent surface that is 
composed of any number of different active ligands. Coupled with this adsorption model 
is an ab initio methodology to estimate the binding strengths of various reactions between 
uranium and vanadium with amidoxime ligands. To validate this model and approach, 
adsorption data for uranium and vanadium solutions were gathered at ORNL across a 
wide range of pH. Additionally, competitive adsorption experiments were also conducted 
to quantify the effect that competing metal ions, such as vanadium, will have on the 
uranium capacity of the adsorbents.  
The last chapter of Part II (CHAPTER 7) branches away from the more 
fundamental aspects of aqueous adsorption and delves into the real application of the 
technology. This chapter discusses actual seawater experiments performed at Pacific 
Northwest National Laboratory (PNNL) to measure the impact of current velocity on 
braided adsorbent fibers. Mechanical mixing caused by the flow of water over the braids 
will effect the rate of mass transfer of material into the adsorption domain, which is 
critically important as this will impact how fast the adsorbent can take up uranium from 
seawater in real deployment scenarios. To supplement the experimental work from 
PNNL, a simple adsorption model was developed to couple reaction rates and mass 
transfer limitations to the adsorption rate of uranium from seawater. This model was then 
utilized to quantify how current velocity affects the rate of mass transfer for braided 
fibers.  
Lastly, in Part III (CHAPTER 8) we offer up our closing remarks for all of the 
models developed in this work and discuss how these models can be applied in the 
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Nuclear Fuel Cycle or other adsorption systems. Finally, we will review the shortcomings 
and/or limitations of the models introduced and examine how they can be further 
improved and developed. In addition, the software tools that have been created 
throughout the entirety of this work will be presented in the Appendices of this thesis, 
and the mechanisms to acquiring and using those tools shall be described.  
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PART I.  ADSORPTION IN OFF-GAS TREATMENT  
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CHAPTER 2. SINGLE-SPECIES EQUILIBRIA MODELING 
2.1 Introduction 
 Gas-solid adsorption equilibria can be classified under a number of different 
categories depending on the details of the physical phenomena, such as physical 
adsorption versus chemical adsorption, or the topography of the adsorbent material (i.e., 
whether heterogeneous or homogeneous). Each of these various categories may require a 
different isotherm model to be used to describe the equilibrium between adsorbed (q) and 
gas phases (p) of a particular adsorption system.1 From a scientific stand point, this is not 
only logical, but also a reasonable level of complexity as no single model can ever 
describe all possible systems. As a result, the most frequent approach for describing 
adsorption is through the utilization of one of the many common isotherm equations such 
as the Freundlich, Langmuir, and Tóth models.1,2 Unfortunately, from an engineering 
point-of-view, the added complexity of having to seek out applicable models to a system 
makes it very difficult to standardize adsorption for design purposes and practical 
applications. 
2.1.1 Common Isotherm Models 
2.1.1.1 Freundlich 
 The Freundlich isotherm model, shown on Table 2.1, is typically regarded as the 
simplest model that can be used to represent adsorption equilibrium.1 This is due in part 
to the ease in linearizing this equation in order to make correlations between the model 
and data to obtain the optimum parameters for that data set. Additionally, the parameters 
of the model have a simple interpretation: KF being relative of the capacity of adsorption 
and a being relative to the strength of adsorption. However, this model is empirically 
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derived2 and would not represent any fundamental description of the adsorption 
phenomena. 
2.1.1.2 Langmuir 
While the Freundlich model is generally considered to be an empirical expression, 
the Langmuir model, also shown on Table 2.1, can be derived fundamentally by 
considering the following four assumptions: (i) there exist a fixed number of sites at 
which adsorption takes place, (ii) all sites are identical, (iii) each site only accommodates 
one adsorbate molecule, and (iv) adsorbate molecules do not interact with each other. 
This derivation of the Langmuir model leads to the following physical interpretation of 
the parameters: KL is the equilibrium constant between the gas and adsorbed phases and 
qmax is the monolayer adsorption capacity of the adsorbent material. In addition, this 
equation can also be linearized, as shown on Table 2.1, in order to find the optimum 
parameter values for a given set of data. The simplicity of use combined with the clear 
physical significance of its parameters makes the Langmuir isotherm one of the most 
popular expressions of adsorption.1  
2.1.1.3 Tóth 
Unlike the Freundlich and Langmuir models, which contained two adjustable 
parameters, the Tóth isotherm, shown on Table 2.1, is a three-parameter model that was 
extended from the Langmuir equation to consider the heterogeneity of adsorbent 
surfaces.2 It is based on the experimental observation that heterogeneous adsorbents, of 
the same specific surface area, tend to uptake more adsorbate than an equivalent 
homogeneous adsorbent at the same pressure.3 Under the circumstance in which the 
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parameter b is equal to one, the relative energies of the different adsorption sites are the 
same and the Tóth isotherm becomes the Langmuir isotherm.  
While the exact physical interpretation of b is unclear, it is believed to reflect the 
heterogeneity of the adsorbent, as well as the lateral interactions between adsorbed 
molecules.2,3 The KT parameter is a function of the monolayer saturation pressure while 
qmax has the same meaning as in the Langmuir equation. Because of the similarities 
between the Langmuir and Tóth equations, the Tóth model is often utilized to correlate 
adsorption equilibrium data when the Langmuir model itself does not yield satisfactory 
results.1,4 
2.1.1.4 Heterogeneous Langmuir 
Similar to the Tóth isotherm, another heterogeneous adsorption model can be 
formulated as an extension of the Langmuir equation. If it can be assumed that the 
adsorbent surface acts as a patchwork of numerous, discrete homogeneous adsorption 
sites, then the Langmuir equation could apply separately to each individual site.1,5 As a 
consequence, this means that each nth site is associated with its own equilibrium constant 
(KL,n) and adsorption capacity (qn). The resulting equation is referred to as the 
Heterogeneous Langmuir model, as shown on Table 2.1.   
Although the Heterogeneous Langmuir model provides a simple and fundamental 
description of adsorption on heterogeneous surfaces, it is seldom used in practice due to 
the complexity involved in correlating this model with data and determining the number 
of discrete patches that make up the adsorbent material. As the number of patch sites (m) 
increases, the number of necessary parameters to determine doubles and it becomes 
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progressively more difficult to correlate the model with data. Furthermore, the Tóth 
isotherm model provides a simpler equation for describing the heterogeneity of surfaces 
by introducing only one additional parameter to the Langmuir model. 
 
Table 2.1 - A Summary of Common Adsorption Models 
Model Equation Linear Form Parameters 
Freundlich q = KF p
1/a  log(q) = log(KF )+
1
a



















 None KT, qmax, b 
Heterogeneous 
Langmuir 
q = qnKL,n p
1+KL,n pn=1
m
∑  None KL,1, KL,2, … KL,m  q1, q2, … qm 
 
2.1.2 Thermodynamic Considerations 
In addition to the dozens of isotherm models discussed in literature, there are also 
certain thermodynamic criteria, such as low- and high-pressure behavior, to be evaluated 
when considering the usage of a particular isotherm model. This behavior may dictate 
whether or not the model used in the correlation of the single-component data can be 
extended into theories for predicting multicomponent behavior.1,2,6 Since any real 
adsorption application is likely to be with mixed gases, it is critical that single-component 
equilibria models meet the necessary set of criteria for extension into multicomponent 
models. 
 16 
2.1.2.1 Low Pressure Limits 
As the gas pressure in an adsorption system approaches zero, the relationship 
between the gas and solid phases should behave linearly. The low-pressure zone of 
adsorption is commonly referred to as the Henry Regime because the isotherm model 
becomes equivalent to Henry’s Law (i.e., q = KH p ), where KH is the Henry’s Law 
constant.1,6 This behavior is particularly important with regards to the evaluation of the 
spreading pressure (π) of the adsorbed phase, which must be evaluated between the limits 









∫  Equation 2.1 
where A is the specific surface area of the adsorbent, R is the gas constant, T is the 
temperature of the system, and P is the total pressure of the system. If the adsorption 
isotherm does not have a finite limit at low pressure, then the spreading pressure of the 
system cannot be accurately determined, especially when considering low-pressure 
systems.6 
2.1.2.2 High Pressure Limits 
Many monolayer adsorption theories, such as Langmuir, express the adsorbed 
phase quantity in terms of a theoretical maximum adsorption capacity.6 In other words, 
using these theories, the amount adsorbed approaches the finite monolayer limit only if 
the pressures of the system become infinitely large (i.e., maxlim qqp =∞→ ). This type of 
behavior is considered to be thermodynamically inconsistent and contrary to the Gibbs’ 
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thermodynamic expression of gas-solid adsorption.2 Realistically, the monolayer capacity 
should be obtainable at a finite saturation pressure as in the Tóth model. However, in 
practice it has been shown that the Langmuir model, and other monolayer theories, may 
still be applicable in describing equilibrium systems at pressures as high as 65 
atmospheres (~6.5 MPa).7 
2.1.3 Overview 
There are still dozens of more isotherm models available beyond what was 
discussed in Section 1.1, and each model has its own set of parameters that may all have 
different physical meanings and require a different correlation or regression method to 
provide the optimum values.1,2 This makes adsorption modeling very impractical, as one 
would have to plan for nearly every possible scenario that could be encountered in natural 
and/or engineered systems. Furthermore, the extension of single-component models into 
multicomponent theories would be made extraordinarily difficult if different equilibrium 
models described each single-component isotherm, each with different parameters whose 
correlations with temperature are all different. Therefore, it is vital that adsorption 
modeling be generalized in a way that can accommodate the most variability reasonable 
within real and engineered systems.  
In order to accomplish this objective, a generalized isotherm model must be 
adopted that can account for physical or chemical adsorption on either heterogeneous or 
homogeneous adsorbents. One particular model of interest is the Generalized Statistical 
Thermodynamic Adsorption (GSTA) isotherm model proposed by Llano-Restrepo and 
Mosquera.8 In Section 2.2, the GSTA model derivation and significance will be briefly 
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discussed. Furthermore, from its physical interpretation, we will provide an alternate 
derivation of the GSTA model based on the Heterogeneous Langmuir model. Since the 
GSTA model allows for a variable number of adjustable parameters, it could be utilized 
to correlate with a variety of different data sets. However, this flexibility makes it 
difficult to determine the number of parameters that would be most suitable in describing 
the data. In Section 2.3, the advantages and complications with using the GSTA model 
will be discussed, as well as the methodologies adopted to deal with these complications 
and make the GSTA model more readily usable by engineers and scientists. Lastly, 
Section 2.4 will show results from the GSTA model for an assortment of different gas-
solid adsorption systems as a demonstration of the model versatility and generality. 
2.2 Generalized Statistical Thermodynamic Adsorption Model 
The GSTA model presented by Llano-Restrepo and Mosquera8 was originally 
presented as an alternate form of Hill’s statistical model. Their aim was to provide a 
physical significance and reinterpretation of the parameters of Hill’s model in such a way 
that they could be correlated with temperature to obtain site-specific enthalpies and 
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 Kn = Kn












 Equation 2.4 
where m is the number of different types of adsorption sites available to adsorbate 
molecules, Kn is the equilibrium constant relative to the adsorption of n molecules in a 
network of available adsorption sites, Kno is the dimensionless equilibrium constant, Po is 
standard state pressure (100 kPa), ΔHno is the standard enthalpy of adsorption of n 
molecules in a network of sites, and ΔSno is the standard entropy of adsorption of n 
molecules in a network of sites. The model contains 2 + m parameters (qmax, m, and Kn) 
that must be determined through correlations with equilibrium data, but if some 
information is known about the adsorbent, such as theoretical capacity and heterogeneity, 
then one could independently provide the qmax and m parameters.8 
2.2.1 Relation with the Heterogeneous Langmuir Model 
From the physical interpretation of the GSTA model provided by Llano-Restrepo 
and Mosquera,8 it can be inferred that this model is analogous to a heterogeneous site 
model in which each adsorption site is energetically distinct, but has the same capacity. 
To explore this idea further, consider a simple two-site Heterogeneous Langmuir model 
shown below in Equation 2.5. If it is assumed that each adsorption site has the same 
capacity, as in the GSTA model, then it can be concluded that q1 = q2 = qs and therefore 
qmax = q1 + q2 or qmax = 2qs. 





 Equation 2.5 
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Expanding out Equation 2.5, while utilizing the assumption of site capacity 






2  Equation 2.6 




(KL,1 +KL,2 )p+ 2(KL,1KL,2 )p
2
1+ (KL,1 +KL,2 )p+ (KL,1KL,2 )p
2  Equation 2.7 
From Equation 2.7, the grouped terms can be renamed to formulate the equivalent terms 
from the GSTA model as the following: K1 = (KL,1 + KL,2) and K2 = (KL,1KL,2). Lastly, by 
replacing the qs term with its qmax equivalent, Equation 2.7 becomes Equation 2.8 below, 







2  Equation 2.8 
This same derivation can be applied to any number of sites in the Heterogeneous 
Langmuir model and the results would be the same. Each Kn term in the GSTA model 
results in a combinatorial factor of the KL,n parameters in the Heterogeneous Langmuir. 
For example, the Kn parameters for the GSTA model for three adsorption sites would be 
as follows: 
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 Equation 2.9 
Therefore, the GSTA model is basically a special case of the Heterogeneous Langmuir 
isotherm in which each adsorption site has the same capacity for adsorption, but different 
energy characteristics. 
2.2.2 Physical Significance 
Considering that the GSTA model can be derived from the Heterogeneous 
Langmuir isotherm, constructing a physical interpretation of its parameters would be 
relatively straightforward. It can be concluded from Section 2.2.1 that both the qmax and m 
parameters from the GSTA model were correctly defined by Llano-Restrepo and 
Mosquera8 as the maximum adsorbent capacity and number of different types of 
adsorption sites, respectively. However, creating the link between the Kn parameters and 
the standard enthalpy and entropy, as in Equation 2.4, will require a deeper investigation.  
For the Heterogeneous Langmuir model, the KL,n parameters are defined as the 
equilibrium constants associated with the adsorption of molecules at the nth site. As such, 
each site would have a different energy associated with it1,9 and could be correlated with 
temperature according to the van’t Hoff equation (Equation 2.10), in which KL,no is the 
dimensionless equilibrium constant of the Heterogeneous Langmuir model and ΔHL,no is 
















 Equation 2.10 
Integration of Equation 2.10 will result in an equation, which takes the same form 
as Equation 2.4, relating the Kn parameters with temperature. Since the Kn parameters are 
a function of the KL,n parameters as in Equation 2.9, a direct leap between Equation 2.10 
and Equation 2.4 cannot be made for the GSTA parameters. However, the relationship 
can be inferred through consideration of the particular combinations of KL,n that result in 
the Kn parameters.  
  Recall from Section 2.2.1 the two-site Heterogeneous Langmuir model that 
resulted in the equivalent GSTA model. Each KL,n parameter is associated with a specific 
adsorbate-site interaction that can accommodate the same number of molecules. 
Therefore, for a pure gas with a two-site adsorbent, there are two distinct ways in which 
the interaction of a single molecule may occur: one molecule interacts with site one (KL,1) 
or one molecule interacts with site two (KL,2). Based on combinatorial mathematics,10 this 
particular event may be represented by the Rule-of-Sum, which states that any event 
whose tasks cannot be performed simultaneously can be accomplished as a sum of those 
tasks. In other words, the event which corresponds to the adsorption of a single molecule 
from the two-site model can be represented as the sum of KL,1 and KL,2 (i.e., Event 1 = 
KL,1 + KL,2).  
The second event to consider is when two molecules of adsorbate are adsorbed, 
one to each available site (i.e., one molecule adsorbed to site one and site two or one 
molecule adsorbed to site two and site one). By combining the Rule-of-Sum with the 
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Rule-of-Product,10 the second event can be represented as the sum of the product of the 
individual tasks. This results in the following: KL,1KL,2 + KL,2KL,1. However, since the two 
products are indistinguishable from each other (i.e., KL,1KL,2 = KL,2KL,1), they would be 
considered the same task and the duplicate must be eliminated. Therefore, the event is 
reduced to the following: Event 2 = KL,1KL,2.  
From these definitions, it can be seen that events one and two correspond directly 
with the K1 and K2 parameters that were formulated in Section 2.2.1 from the 
Heterogeneous Langmuir model. This stands to reaffirm the physical interpretation of 
those parameters offered by Llano-Restrepo and Mosquera,8 who had claimed that the Kn 
parameters represented the equilibrium constants associated with the adsorption of n 
molecules into a collection of adsorption sites. Furthermore, because the parameters of 
the GSTA model are established as equilibrium constants, it is suitable to utilize the van’t 
Hoff equation (Equation 2.10) in order to formulate their dependence with temperature as 
shown in Equation 2.4. However, it is noteworthy to point out that the energy terms, 
which correspond to the equilibrium constants of the GSTA model, are not associated 
with site specific energies as in the Heterogeneous Langmuir model, but are instead 
representative of the event energies, which result from the adsorption of n molecules in 
the site network of the adsorbent. 
2.3 Utilization of the GSTA Model in Equilibrium Data Correlations 
2.3.1 Advantages and Complications 
The greatest advantage of the GSTA model is in the fact that the equation 
contains an adjustable number of equilibrium parameters that may be used to describe the 
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system. Logically, the more parameters a model is allowed to have, the better it can 
describe the system it is being applied to. However, this advantage leads to a number of 
complications with regards to the utilization of the model. Such complications include 
determining the maximum number of parameters allowed and the minimum number of 
parameters needed to describe the system.  
Another advantage of the GSTA model is in the physical interpretation of the 
parameters themselves. After obtaining the appropriate equilibrium parameters from the 
system, a simple linear regression across temperature for the corresponding Kn 
parameters will yield the relevant energy terms (Equation 2.4) necessary to predict the 
adsorption behavior between the temperatures for which experimental data are available. 
Therefore, as an additional complication, this requires that the model have the same 
number of parameters for each isotherm in a given adsorbate-adsorbent system. These 
complications and others were dealt with by using the techniques discussed in Section 
2.3.2 below. The application of these techniques was accomplished in the development of 
a comprehensive C/C++ computer code (APPENDIX A. GSTA Optimization ) to handle 
the variability of systems through a generalized treatment of each problem including 
whether or not qmax is known, the adsorbent’s heterogeneity or homogeneity, and agnostic 
treatment of the units of adsorption capacity. 
2.3.2 Solution Techniques 
2.3.2.1 Non-Linear Least Squares Regression 
The form of the GSTA equation is indefinite and non-linear and therefore requires 
the use of a non-linear regression technique to accommodate the optimization of the 
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parameters within the model. There are a number of non-linear optimization routines 
available (e.g., Newton’s method, steepest-decent, trust region, ect.), but for the specific 
purpose of data correlation, a least squares method would be most applicable.11  
In any least squares method, the objective is to minimize the Euclidean norm, or 
vertical displacement, between the y-axis data points and the result of the model function 
given the parameters and corresponding x-axis points. The mathematical form of the 
Euclidean norm is as follows: 
 Φ= (yi − f (xi, t))
2
i
∑  Equation 2.11 
where Φ is the euclidean norm, yi is the ith y-axis data point, f(xi, t) is the model, xi is the 
ith x-axis data point, and t is the parameter vector of the model. 
2.3.2.2 Determining the Number of Parameters 
The size of the solution vector for the GSTA equation represents the number of 
equilibrium parameters of the model. Note that the qmax parameter is not considered to be 
adjustable as it represents the theoretical maximum adsorption capacity for a particular 
adsorbate-adsorbent system. Without any knowledge as to the heterogeneity of the 
adsorbent, the logical course of action is to search for all parameter solutions for every 
applicable size of the solution vector and compare each solution to determine which 
describes the data best. Computationally this is very time consuming, but can be 
optimized by careful elimination of unnecessary solution searches and setting up an 
objective function whose purpose is to minimize the size of the solution vector. 
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An obvious approach to limiting the number of parameters in the model is to 
consider the number of data points that the model is attempting to describe. 
Mathematically, it is impossible to describe any set of data with a number of parameters 
that exceeds the number of data points (M), but this can be taken a step further by 
considering that the number of parameters should be only a fraction of the number of data 
points. One could adopt a Two-Fifths compromise to place an absolute limit on the 
number of parameters to two-fifths of the total number of data points (e.g., m ≤ 2/5 M). 
However, this method is entirely arbitrary.  
An alternate method to limit the total number of parameters could be adopted by 
using the Gibbs’ Phase Rule.12,13 Equation 2.12 below can be used to determine the 
degrees of freedom (D) for an equilibrium system from the number of components (N), 
phases (F), and intensive variables (I). For gas-solid adsorption systems there are two 
components (adsorbate and adsorbent), three phases (gas, solid, and adsorbed), and three 
intensive variables (pressure, temperature, and spreading pressure), therefore the number 
of degrees of freedom would be two.12 Additionally, the Gibbs’ Phase Rule can also be 
applied in determining the number of equilibrium parameters (m) applicable to describe 
the system. From Equation 2.13, it can be concluded that the maximum number of 
allowable equilibrium parameters to describe a gas-solid adsorption system is six. 
However, this rule does not yield any information as to the minimum number of 
parameters that may be able to describe the system. 
 D = N −F + I  Equation 2.12 
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 m = (N −1)F + I  Equation 2.13 
Minimizing the number of parameters in the GSTA model will simply reduce the 
calculations and the possibility of over-fitting or over describing a data set with 
unnecessary parameters. This can be accomplished by creating an objective function that 
serves to penalize data correlations that have a large number of parameters or a small 
number of data points. Such an objective function would be as follows: 
 
Fobj =







whose parameters are the same as in the Euclidean norm of Equation 2.11. While the 
overall adequacy of the model to represent the data would be determined by the 
Euclidean norm, the most suitable solution with the least number of parameters would be 
determined by the objective function. Therefore, the objective function would serve as 
the final criterion in determining the number of parameters in the GSTA model. 
A systematic procedure necessary to find the most suitable number of parameters 
is to start with the minimum number of parameters (m = 1), find an applicable solution 
via non-linear least squares regression, then increment the number of parameters by one. 
At each stage, the values of the Euclidean norm and objective function are observed and 
compared to the previous stage. This process is continued until the maximum number of 
parameters applicable to the system has been reached (i.e., when m = 2/5 M or m = 6, 
whichever is smaller). Finally, the most suitable solution is determined by locating the 
smallest Fobj from all solutions found. 
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2.3.2.3 Educated Initial Value Guessing 
Unlike linear least squares regression, a non-linear regression analysis must start 
with an initial guess being made to the solution vector (t). Then, gradient observations 
must be made through the use of Jacobian matrices (J = ∂f/∂t) in order to establish a 
magnitude and direction in which to shift the parameters of the model. This procedure is 
repeated until a reasonable solution is located, but due to the nature of non-linear 
regression, the ability to obtain solutions can be dependent on the initial values given in 
the solution vector.11 To combat this issue, a number of techniques are adopted to ensure 
that the initial guess vector is as close to the solution as possible and that guesses being 
made are not arbitrary or irrelevant in magnitude.  
The first guess is realized when considering that the GSTA model is exactly equal 
to the Langmuir equation when the number of equilibrium parameters (m) is equal to one. 
Under this condition, it is possible to linearize the equation (see Table 2.1) and perform a 
standard linear regression to obtain the parameters. The optimized parameters from the 
linear regression are then used in the non-linear analysis as the initial guess for the 
parameter vector.  
The previously optimized parameters from the one-parameter solution found are 
then used as a basis for making the initial guess for the two-parameter model. Using that 
information, the two unknown parameters are given an initial value equal in magnitude to 
the previously found one parameter. Maintaining the relative magnitudes in all 
parameters will ensure that no parameter is seen as irrelevant in the current iteration and 
will therefore be treated as equally important in the overall model.  
 29 
All subsequent guesses, for three parameters and beyond, are made as order-of-
magnitude slope projections from two previously optimized parameters and the new 
parameter in the vector is a slope projection from the other parameters within the vector. 
For example, if the current iteration is meant to find a three-parameter (m = 3) solution, 
then the initial guess for the K1 parameter will be based on the optimized K1 parameters 
from the two- and one-parameter solutions, the K2 parameter will also be based on that 
slope, and the K3 parameter will be based on the slope between the K1 and K2 parameters 
that for the current iteration. Figure 2.1 provides a visualization of this procedure. 
 
Figure 2.1 - Visualization of the Educated Initial Value Guessing procedure used by 
the GSTA code to estimate the initial values of the parameters. A good estimate is 
needed to ensure that the non-linear solution algorithm optimizes the parameters 
appropriately and can reliably find a solution. By using information gained from 
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2.3.2.4 Handling Multiple Isotherms 
All previously mentioned techniques (Section 2.3.2) have been applied to a single 
isotherm set of data, but most gas-solid adsorption equilibria data for a system are 
composed of many isotherms. Each isotherm within the same system must have the same 
value for qmax and be described by the same number of parameters in order to make any 
correlations with temperature (recall Section 2.3.1) to obtain the relevant energy terms 
(ΔHno and ΔSno). Accomplishing this feat requires an additional procedure that can work 
alongside all other techniques.  
From Section 2.3.2.2, the number of parameters that best describes each isotherm 
can be determined independently, but there needs to be a way to determine the number of 
parameters that can describe all isotherms. Each isotherm begins searching for solutions 
to the simplest model (m = 1), then continues to add complexity (m = m + 1) until 
solutions are no longer considered applicable. Therefore, there are a maximum number of 
parameters at which an applicable solution was found for each isotherm. For example, if 
isotherms one and three were described by up to five parameters, but isotherm two was 
only described by up to four parameters, then the maximum number of parameters that 
can describe all isotherms is four.  
Continuing from that same example, each of the four solutions (i.e., the solutions 
for one, two, three, and four parameters) for the three isotherms is associated with an 
objective function value (Fobj) from which the best solution can be determined, and 
therefore the corresponding number of parameters that is most suitable for all isotherms. 
If the best solutions for each isotherm are different (i.e., isotherms one and three are best 
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described with three parameters, but isotherm two is best described with two parameters), 
then the weighted average of the number of parameters, rounded down to the nearest 
integer, is taken as the best solution for all isotherms.  
If the maximum adsorption capacity (qmax) of a system is known, then there is no 
need for an additional procedure. However, this information may not always be available 
and such a case needs to be prepared for accordingly. First, the qmax is treated as an 
adjustable parameter and the procedures in Sections 2.3.2.2 through 2.3.2.4 would all still 
apply. Once the final solution is obtained, the optimized qmax parameters for each 
isotherm are compared alongside the respective Euclidean norms of that solution. A 
weighted average of the qmax parameters is then taken and the entire procedure is rerun 
from the beginning to find a solution, which has the same qmax for each isotherm. 
2.4 Results of GSTA Optimization with Various Data Sets 
2.4.1 Water Vapor on Zeolite 3A 
The first set of results was developed to describe the equilibrium behavior 
between water vapor and zeolite 3A. Data for these isotherms were determined 
experimentally by Grace Davison,15 a manufacturer of zeolite, and presented in a 
graphical format that had to be digitized in order to formulate the appropriate input data. 
An open-source software called Plot Digitizer16 was used to digitize the Grace Davison 
plots. This was a very large data set with many data points and many isotherms, so it 
served as a vigorous test of the ability of the codes to handle big data.  
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For this set of data, the qmax parameter was known (22.8 kg/ 100 kg)8 and was 
therefore given to the code as an input. Final results from the code are displayed in Figure 
2.2, which shows the digitized data points with the model results from the temperature 
dependent parameters shown on Table 2.2. The optimum number of equilibrium 
parameters to describe this system was found to be six (m = 6). However, it should be 
noted that the original authors of the GSTA model8 had concluded that the best solution 
to this system required seven parameters (m = 7). 
 
Figure 2.2 - Equilibrium adsorption isotherms of water vapor on zeolite 3A at 
various temperatures. The symbols represent experimental data points which were 
digitized while the solid lines show the result of the GSTA model using the 
temperature dependent equilibrium parameters formulated from the enthalpies and 






























Table 2.2 - Comparison of the relevant energy terms for the water vapor isotherms 
optimized at six and seven parameters. The units of ΔHno and ΔSno are kJ/mol and 
J/(K mol), respectively. 
n 
Our Code Results Modified Code Results Llano-Restrepo & Mosquera [8] 
ΔHno ΔSno R2 ΔHno ΔSno R2 ΔHno ΔSno R2 
1 -63.5 -97.3 0.998 -64.8 -99.6 0.998 -64.7 -98.0 0.998 
2 -120.6 -204.2 0.999 -121.4 -197.9 0.999 -122.0 -198.0 0.999 
3 -184.5 -339.5 0.994 -321.0 -783.8 0.540 -187.8a -342.0a 0.999a 
4 -233.4 -423.0 0.999 -236.1 -421.4 0.998 -236.0 -420.0 0.998 
5 -287.9 -548.1 0.999 -292.7 -539.9 0.999 -292.5 -535.0 0.999 
6 -329.6 -653.3 0.999 -343.5 -657.2 0.999 -343.8 -654.0 0.999 
7 --- --- --- -385.2 -764.3 0.999 -385.7 -763.0 0.999 
a The correlation reported in literature was obtained by disregarding the value of K3o 
which lay outside of the of the linear regression (see Fig. 3). 
 
 
It was found that the both the maximum allowable parameter and smoothness 
criteria, mentioned in the Appendix and seen in Figure A. 1, was the cause of the 
algorithms being unable to recreate the results given by the original authors of the model. 
By disabling these criteria, the code was able to find an applicable solution at seven 
parameters that was comparable to the solution given in literature8 (see Table 2.2). Note 
that Llano-Restrepo and Mosquera8 report their linear regression (Table 2.2) only after 
eliminating an outlying data point (K3) at 60 oC. The code reconstructed the same 
outlying data point that was observed by Llano-Restrepo and Mosquera8 shown in Figure 
2.3. Without removing this point, the linear regression of the data to obtain the energy 
terms (ΔHno and ΔSno) is significantly and negatively impacted (see Table 2.2), but if that 
point were eliminated from the code’s regression as well, then the results would 
essentially be the same. 
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Figure 2.3 - Relationship between the dimensionless equilibrium constants of the 
GSTA isotherm and the system temperature for the 7-parameter solution to the 
water vapor and zeolite equilibrium data. The outlying data point for the third 
equilibrium point (n = 3) is circled and the solid line shows its influence on the linear 
interpolation. Correlation coefficients for all the linear regressions can be viewed on 
Table 2.2 under the Modified Code header. 
 
To further investigate the effect of the K3 parameter on this set of data, a 
sensitivity analysis was performed using the code’s regression of that parameter without 
removing the outlier. The solid line in Figure 2.4 shows the result of the 7-parameter 
GSTA temperature dependent model if the outlying point from Figure 2.3 is not removed. 
What this demonstrates is that the first isotherm (273.15 K) is very sensitive to the K3 
parameter, while the other isotherms do not appear sensitive at all. To verify the 7-
parameter model sensitivity, the results were recreated at seven parameters, but all K3 
parameter values were set to zero. The dotted line in Figure 2.4 shows the result from this 
and confirms that while the first isotherm is sensitive to the value of K3, all other 
























unnecessary to consider this parameter in the solution. However, this parameter cannot 
simply be thrown out just because it does not follow the linear trends in Figure 2.3. 
Therefore, the 6-parameter solution obtained by the GSTA algorithms may be more 
applicable to this data than the 7-parameter recorded in literature.8 
 
 
Figure 2.4 - Equilibrium adsorption isotherms of water vapor on zeolite 3A at 
various temperatures. The symbols represent the experimental data points and the 
solid lines show the result of the GSTA model using the temperature dependent 
parameters formulated from the enthalpies and entropies reported on Table 2.2 for 
the 7-parameter solution found under the Modified Code header. The dotted line 
shows the result of the GSTA model using those same parameters, except the third 
parameter (K3) is replaced with zeros for all isotherms. This shows that the first 
isotherm (273.15 K) is very sensitive, while all others are barely, or not at all, 































2.4.2 CO2, H2S, and C3H8 on H-mordenite 
The next series of equilibrium data employed in this study was published by Talu 
and Zwiebel,17 whom had experimentally measured several gas-solid adsorption 
isotherms for CO2, H2S, and C3H8 on an H-mordenite adsorbent. Each adsorbate-
adsorbent system displayed a slightly different equilibrium behavior and in no case was 
the maximum adsorbent capacity (qmax) known. Therefore, this set of data would test how 
well the code could estimate the capacity for each system and the versatility of the model 
to describe different behaviors.  
Parameter results from the GSTA code are shown on Table 2.3 along with the 
correlation coefficients (R2). The optimal number of parameters for each system was 
found to be six parameters for the CO2 isotherms and two parameters for the H2S and 
C3H8 isotherms. Maximum adsorption capacities were optimized to approximately 2.88 
mmol/g, 3.02 mmol/g, and 1.48 mmol/g for CO2, H2S and C3H8 isotherms, respectively. 
Figure 2.5 through Figure 2.7 show the results of the temperature dependent GSTA 
model using the parameters found on Table 2.3. Although Talu and Zwiebel17 did not 
provide parameters for their own correlations with these single component isotherms, 
they did comment on the order of preferential adsorption: H2S > CO2 > C3H8. This 
behavior was replicated by model and reflected in the estimation of the qmax parameter. 
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Table 2.3 - Relevant energy terms for the gas phase adsorption isotherms on an H-




n ΔHno ΔSno R2 
CO2 
1 -36.67 -76.86 0.999 
2 -82.98 -207.66 1.000 
3 -105.44 -266.22 0.997 
4 -145.36 -391.34 0.999 
5 -169.19 -474.27 0.994 
6 -195.59 -558.59 0.999 
H2S 
1 -34.30 -67.57 0.996 
2 -67.15 -164.09 0.999 
C3H8 
1 -39.24 -87.05 0.997 
2 -69.36 -185.83 0.999 
 
 
Figure 2.5 - Equilibrium adsorption isotherms of CO2 on H-mordenite at various 
temperatures. The symbols represent the experimental data points and the solid 
lines show the results of the GSTA model using the temperature dependent 























Figure 2.6 - Equilibrium adsorption isotherms of H2S on H-mordenite at various 
temperatures. The symbols represent the experimental data points and the solid 
lines show the results of the GSTA model using the temperature dependent 
parameters formulated from the enthalpies and entropies reported on Table 2.3. 
 
Figure 2.7 - Equilibrium adsorption isotherms of C3H8 on H-mordenite at various 
temperatures. The symbols represent the experimental data points and the solid 
lines show the results of the GSTA model using the temperature dependent 








































2.4.3 CH4, CO, CO2, H2, and H2S on Activated Carbon 
The final set of data examined was a series of five single-species systems on an 
activated carbon adsorbent. Isothermal data were measured experimentally by Ritter and 
Yang7 and published along with their own correlated parameters for the data using a 
modified Langmuir isotherm model, which provided an empirical relationship between 
the Langmuir isotherm capacity (qmax) and temperature. All isotherms are reported at the 
high-pressure regimes (0.1 to 6.5 MPa), as opposed to the previous data tested in Sections 
2.4.1 and 2.4.2, which were all low pressure. This will test the ability of the algorithms 
and model to adapt to high-pressure isothermal behaviors.  
Table 2.4 shows the results for the energy terms found through the optimization of 
the GSTA model parameters with the equilibrium data. As on Table 2.2 and Table 2.3, all 
parameters show a very orderly and well-behaved correlation across the temperature 
range. Interestingly, the code had found that the optimal number of parameters for all 
systems was one, which means that the GSTA model took the form of the Langmuir 
model, which Ritter and Yang7 had used in their own correlations. However, a direct 
comparison between the GSTA parameters and the Ritter and Yang parameters was not 
possible due to some differences in utilization of the two models. 
Recall in Section 2.1.1.2 that the derivation of the Langmuir model included four 
basic assumptions to be applied to the adsorbate-adsorbent system.1 Of these four 
assumptions, statements (i) and (iii) formulate the fundamental definition of the qmax 
parameter, which defines it as a constant for the particular adsorption system (i.e., it 
should not vary with temperature). This is how the qmax parameter is treated in the GSTA 
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model, but not how Ritter and Yang7 treated the parameter in their correlations. Ritter and 
Yang allowed the maximum capacity to vary with each isotherm and declared an 
empirical relationship between their obtained qmax and temperature.  
 
Table 2.4 - Relevant energy terms for the gas phase adsorption isotherms on an 




n ΔHno ΔSno R2 
CH4 1 -20.35 -81.84 0.996 
CO 1 -16.66 -74.48 0.997 
CO2 1 -22.56 -85.10 0.996 
H2 1 -13.42 -84.89 0.992 
H2S 1 -20.64 -72.61 1.000 
 
Although a direct comparison of parameters is not possible, the Euclidean norm 
of each model can still be directly compared. Table 2.5 shows the average Euclidean 
norms and errors between each model and the data for each isotherm. The Ritter and 
Yang7 model was able to better describe the data than the original GSTA model overall, 
but it did so at the cost of more parameters. Because the qmax was allowed to vary with 
temperature, each isotherm of Ritter and Yang was described with four temperature 
parameters, two for qmax and two for K. On the other hand, the GSTA code found 
constant maximum capacities for each system and therefore could describe the data with 
only two temperature parameters, ΔH1o and ΔS1o. 
 41 





Ritter and Yang [7] Original Code Modified Code 
Norm Error % Norm Error % Norm Error % 
CH4 
296 0.38 2.39 0.38 3.43 0.10 0.65 
373 0.38 4.68 0.63 9.28 0.11 1.62 
480 0.12 4.17 0.26 7.57 0.06 2.81 
CO 
296 0.22 4.21 0.40 4.51 0.20 4.00 
373 0.29 7.45 0.12 4.60 0.04 1.80 
473 0.10 4.77 0.14 9.24 0.02 1.74 
CO2 
296 0.32 3.25 0.42 2.63 0.25 2.51 
373 0.58 7.65 0.52 11.40 0.12 2.69 
480 0.08 3.19 0.24 11.72 0.06 2.93 
H2 
296 0.17 6.99 0.17 9.41 0.16 7.92 
373 0.03 1.95 0.02 1.64 0.01 0.88 
480 0.03 5.51 0.03 4.16 0.03 6.14 
H2S 
296 0.30 1.85 0.74 5.15 0.30 2.01 
373 0.16 1.93 0.31 4.78 0.10 1.57 
480 0.07 1.67 0.19 6.97 0.03 1.25 
Averages 0.22 4.11 0.30 6.43 0.11 2.70 
 
In an attempt to recreate the Ritter and Yang7 results, the code was temporarily 
modified to allow the qmax parameter to vary with temperature and then the code was 
rerun. Those results can also be viewed on Table 2.5 and are shown to be the best overall 
description of the data. However, this temporary modification to the GSTA model did not 
find the same empirical relationship that Ritter and Yang7 had used to correlate the 
maximum capacities with temperature. This lack of any cohesive relationship between 
qmax and temperature is a good indication that no such relationship should actually exist 
for this type of isotherm model.  
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Other variations in these results could be explained by the different techniques 
used for obtaining the optimum parameters. Ritter and Yang used a linear least squares 
method7 combined with the linearized form of the Langmuir model (see Table 2.1) to 
obtain the model parameters, while the GSTA code used a Levenberg-Marquardt non-
linear optimization routine14 to optimize the model parameters. Variations between the 
model parameters and overall description are a direct result of the transformation of the 
Langmuir model to a linear form.18 When a model is transformed, or linearized, the 
relative error is also transformed which may result in a deviation between obtained and 
real solutions.  
To gain a better understanding of the differences between the GSTA model and 
the Ritter and Yang7 model, Figure 2.8 through Figure 2.12 show the temperature 
dependent GSTA model (solid line) and the temperature dependent Ritter and Yang7 
results (dotted line) against the experimental data recorded in literature. Between the 
pressure regions that contained data, the two models are very close to each other, but at 
the higher pressures the two models start to diverge. This is because the Ritter and Yang 
model will approach a different limit for each isotherm, while the GSTA model will 
approach the same limit. That limiting behavior is defined by the constant qmax 
parameters which the GSTA code had optimized for at approximately 5.88 mmol/g, 5.15 
mmol/g, 9.27 mmol/g, 4.59 mmol/g, and 10.03 mmol/g for the CH4, CO, CO2, H2, and 
H2S isotherms, respectively. 
 43 
 
Figure 2.8 - Equilibrium adsorption isotherms of CH4 on activated carbon at 
various temperatures. The symbols represent the experimental data points and the 
solid and dashed lines show the GSTA and Ritter and Yang7 model results, 
respectively, using the temperature dependent parameters formulated from the 
enthalpies and entropies reported on Table 2.4. 
 
Figure 2.9 - Equilibrium adsorption isotherms of CO on activated carbon at various 
temperatures. The symbols represent the experimental data points and the solid and 
dashed lines show the GSTA and Ritter and Yang7 model results, respectively, using 
the temperature dependent parameters formulated from the enthalpies and 






































Figure 2.10 - Equilibrium adsorption isotherms of CO2 on activated carbon at 
various temperatures. The symbols represent the experimental data points and the 
solid and dashed lines show the GSTA and Ritter and Yang7 model results, 
respectively, using the temperature dependent parameters formulated from the 
enthalpies and entropies reported on Table 2.4. 
 
Figure 2.11 - Equilibrium adsorption isotherms of H2 on activated carbon at various 
temperatures. The symbols represent the experimental data points and the solid and 
dashed lines show the GSTA and Ritter and Yang7 model results, respectively, using 
the temperature dependent parameters formulated from the enthalpies and 















































Figure 2.12 - Equilibrium adsorption isotherms of H2S on activated carbon at 
various temperatures. The symbols represent the experimental data points and the 
solid and dashed lines show the GSTA and Ritter and Yang7 model results, 
respectively, using the temperature dependent parameters formulated from the 
enthalpies and entropies reported on Table 2.4. 
 
2.5 Discussion and Conclusions 
2.5.1 Verification and Validation 
The verification of the GSTA modeling and optimization algorithms has been 
routinely performed throughout its development to ensure that no steps in its execution or 
routine utilized have been broken. Each different set of data, with additional test cases, 
was used to search out errors in code that may be revealed through the variability of the 
input that the code may be faced with. Although there may still be improvements to data 
handling routines that can be made, in the current version of the code no errors exist in 
























Validation of the GSTA code was accomplished through the comparison of the 
results with those reported in Llano-Restrepo and Mosquera,8 which was the only known 
literature source that also used the GSTA model. Recall from Section 2.4.1 that the code, 
in its unaltered form, found a different solution than the solution in literature. However, 
the code was able to recreate the 7-parameter solution when some specific functionality 
of the code and the outlying K3 point was neglected. Llano-Restrepo and Mosquera8 had 
also found valid solutions between six and ten parameters, but did not report those 
parameters found. Their 7-parameter solution was chosen for two reasons: (i) it resulted 
in fewer oscillations in the isosteric heat of adsorption and (ii) they could physically 
define a set of seven sites where water molecules could adsorb in a fully utilized zeolite.  
However, it should be noted that the validity of the 7-parameter solution that 
Llano-Restrepo and Mosquera proposed8 could only be attained by selectively 
disregarding an outlying data point to formulate the enthalpies and entropies associated 
with the third parameter (K3).  Additionally, through the sensitivity analysis of the third 
parameter in Figure 2.4 it is demonstrated that the 7-parameter model does not rely on all 
seven parameters in most cases. Only one of the isotherms (273.15 K) shows an affinity 
to that parameter, while all others are nearly unaffected by its magnitude.  
Furthermore, Llano-Restrepo and Mosquera8 acknowledge that the 7-parameter 
solution represents only a maximum plausible number of sites for the adsorbate-
adsorbent system. It is therefore possible that the actual number of sites be lower than this 
maximum, which may imply that certain sites within the adsorbent matrix are unavailable 
or unattainable by the adsorbate molecules. Such restrictions could be due to space or 
diffusion limitations. In any case, the 6-parameter solution obtained from the GSTA code 
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developed here could therefore also be valid and possibly more significant due to the lack 
of sensitivity observed in the 7-parameter solution. 
2.5.2 Versatility and Reliability 
Through the results obtained in Section 2.4, it has been demonstrated that the 
developed algorithms can accommodate a wide range of variability in the adsorption 
behavior. This is likely due to the versatility of the GSTA model itself. Since the GSTA 
model contains an adjustable number of parameters, it could be utilized in describing any 
number of systems. Furthermore, the optimal number of parameters obtained could 
potentially reveal information regarding the adsorbate-adsorbent system, such as 
heterogeneity.  
Recall that in 2.2.1 the GSTA model could be derived from the Heterogeneous 
Langmuir model and consider that the code was designed to find the optimal value for the 
number of parameters (m). In the case in which the optimal number of parameters was 
found to be one, the GSTA model would take the form of the Langmuir model (i.e., a 
homogeneous adsorption model). For all other cases, the GSTA model would be a special 
case of the Heterogeneous Langmuir model. The m parameter yields information as to the 
heterogeneity of the system (i.e., larger m is a more heterogeneous system, while a 
smaller m is more homogeneous). Therefore, the GSTA model would be valid for both 
heterogeneous and homogeneous isothermal data because it has the versatility to fit in 
both situations.  
Additionally, both the Langmuir and Heterogeneous Langmuir models have been 
widely used and accepted models for describing both physical and chemical adsorption 
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[1]. Having made the connection between the GSTA model and those isotherm models it 
would be reasonable to conclude that the GSTA model could also be used to describe 
both physical and chemical adsorption. However, this may have an impact on the 
physical interpretation of the parameters of the model.  
All of the results obtained in Section 4 articulate the reliability of the GSTA 
model and the code developed for it. Recall the correlation coefficients (R2) for the 
enthalpies and entropies on Table 2.2 through Table 2.4. Every parameter optimized was 
found to have a nearly perfect linear relationship with temperature as evident from all R2 
values being 0.992 or better. The accuracy of these correlations dictates the ability of the 
model to reliably predict the adsorption behavior between the applicable ranges of 
temperature. This feature is especially important if the model is to be applied to real 
systems in which isothermal conditions are rarely achieved.  
2.5.3 Extensions and Improvements 
As discussed in Section 2.1.2.1, in order to evaluate the spreading pressure of an 
adsorption system, the isotherm model must display linear behavior at low pressure.1,6 To 
extend the GSTA model into other models, such as the Ideal Adsorbed Solution Theory 
(IAST) for predicting multicomponent behavior of gas mixtures, the spreading pressure 
must be accurately evaluated.6,13 Llano-Restrepo and Mosquera also recognized the need 
for this Henry’s Law like behavior and demonstrated themselves that the GSTA isotherm 
does have a finite limit at very low pressure.8 This would be logical since the GSTA 
isotherm behaves similarly to the Langmuir model.  
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Unfortunately, this also means that the GSTA model is thermodynamically 
inconsistent with the Gibbs’ expression for gas-solid adsorption, as there is a finite limit 
of qmax as the pressure increases infinitely.2 However, it may be possible to formulate a 
new, modified version of the GSTA model, which is thermodynamically consistent. 
There is a two-step procedure discussed by Tóth2 in which inconsistent isotherms can be 
modified through a general mathematical approach. This method has been used before to 
derive a three-parameter modified Langmuir model in which the monolayer capacity is 
achievable at a given saturation pressure.  
Additionally, this inconsistent behavior of the GSTA model may account for 
some of the errors and divergence observed in the results obtained for the Ritter and 
Yang7 data in Section 2.4.3. Since all of these isotherms are measured and analyzed at 
high pressures, the GSTA and Langmuir models may not be the most applicable 
equilibrium models to describe that set of data. Although the data were described 
reasonably well, discrepancies observed could be the result of going beyond the actual 
monolayer capacity of the adsorbent material. Therefore, while the GSTA model may be 
general enough to be utilized for nearly any low to mid-range pressure systems, 
modifications may be necessary in order for results to be considered significant and 
consistent for higher-pressure systems.  
In conclusion, the GSTA model proposed by Llano-Restrepo and Mosquera8 and 
the code developed in this paper have performed admirably for the variety of systems 
tested. Each different adsorbate-adsorbent isotherm was described with high accuracy 
and the largest of the errors were observed only in the highest-pressure ranges. All 
solutions obtained showed a well-behaved linear behavior with temperature, allowing 
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predictions to be reliably made for the temperature for which data were not available. 
Although there were many complications with using the GSTA model, the culmination of 
careful programming with today’s modern computing languages have made the 
utilization of such a complex adsorption model not only feasible, but also robust and 
reliable as well. 
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a parameter of the Freundlich isotherm for to adsorption strength, Table 2.1 
A specific surface area of an adsorbent, Equation 2.1 
b parameter of the Tòth isotherm relative to heterogeneity and lateral 
interactions of molecules, Table 2.1 
D number of degrees of freedom in an equilibrium system, Equation 2.12 
F number of phases in an equilibrium system, Equation 2.12 
f(xi,t)  generic representation of a model function, Equation 2.11 
Fobj objective function used to penalize optimization with many parameters 
and/or few data points, Equation 2.14  
I number of intensive variables in an equilibrium system, Equation 2.12 
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J Jacobian matrix of a model function 
KF parameter of the Freundlich isotherm relative to adsorption capacity, Table 
2.1 
KH Henry's Law constant at low pressure regime of an isotherm 
KL equilibrium constant of the Langmuir isotherm, Table 2.1 
KL,n equilibrium constant at the nth adsorption site for the Heterogeneous 
Langmuir isotherm, Table 2.1 
KL,no dimensionless equilibrium constant at the nth adsorption site for the 
Heterogeneous Langmuir isotherm, Equation 2.10 
Kn equilibrium constant of the GSTA model associated with the adsorption of 
n adsorbate molecules, Equation 2.2 
Kno dimensionless equilibrium constant of the GSTA model associated with the 
adsorption of n adsorbate molecules, Equation 2.3 
m number of equilibrium parameters and adsorption sites, and/or adsorbed 
molecules, in the Heterogeneous Langmuir and GSTA models, Table 2.1 
M power representing the magnitude of the Kn parameter of the GSTA model, 
Figure 2.1 
M number of equilibrium points of an experimental isotherm, Equation 2.14 
n index for the number of parameters and adsorption sites, and/or adsorbed 
molecules, in the Heterogeneous Langmuir and GSTA models, Table 2.1  
N number of components in an equilibrium system, Equation 2.12 
p partial pressure of adsorbate species in the gas phase, Equation 2.1 
P total pressure of the system, Equation 2.1 
Po standard state pressure, 100 kPa, Equation 2.3 
q amount of adsorbate adsorbed at equilibrium, Equation 2.1 
qmax monolayer capacity of the adsorbate-adsorbent system, Table 2.1 
qn monolayer capacity of the nth adsorption site in the Heterogeneous 
Langmuir isotherm, Table 2.1 
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qs monolayer capacity of each site in the Heterogeneous Langmuir isotherm 
if all sites have the same capacity 
R gas law constant, 8.314 J/K/mol, Equation 2.1 
R2 correlation coefficient for a linear regression 
T temperature of the system in Kelvin, Equation 2.1 
t parameter vector of a generic model function, Equation 2.11 
xi independent variable of a model function at the ith data point, Equation 
2.11 
yi dependent variable of the ith data point, Equation 2.11 
  
Greek Symbols 
ΔHL,no standard molar enthalpy of adsorption at the nth adsorption site from the 
Heterogeneous Langmuir isotherm, Equation 2.10 
ΔHno standard molar enthalpy of the adsorption of n molecules, Equation 2.4 
ΔSno standard molar entropy of the adsorption of n molecules, Equation 2.4 
π spreading pressure of the system, Equation 2.1 
Φ euclidean norm of the model function versus the data points, Equation 2.11 
  
Abbreviations 
GSTA Generalized Statistical Thermodynamic Adsorption 
IAST Ideal Adsorbed Solution Theory 
  
Other Symbols 
iso index for the isotherms given on input, Figure A. 1 
m_dat number of data points for an experimental isotherm, Figure A. 1 
max maximum number of parameters plausible for any isotherm of a system 
given the maximum number of parameters found applicable from the 
previous isotherm, Figure A. 1 
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n_iso number of experimental isotherms for a given adsorbate-adsorbent system, 
Figure A. 1 
n_par number of adjustable parameters being optimized for in the GSTA model, 
Figure A. 1 
QMAX Boolean expression to check for the existence of the qmax parameter on 
input, Figure A. 1 
qmax estimated value of the qmax parameter when not known, Figure A. 1 
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CHAPTER 3. MULTI-SPECIES EQUILIBRIA MODELING 
3.1 Introduction 
Adsorption isothermal equilibrium has been the cornerstone of adsorption 
modeling and separation process design for decades. For simple, single-component 
systems, it is generally sufficient to represent adsorption equilibria in terms of a series of 
isotherms. This type of data describes the equilibrium partition between the gas and solid 
phases at a constant temperature. A series of isotherms, each at a different temperature, 
would then allow for interpolation of the adsorption equilibrium behavior expected at any 
temperature and pressure that falls within that applicable temperature range. In real 
separation processes, however, there are multiple gas species involved. Therefore, one 
needs to be capable of predicting how each species would behave and interact with other 
species and the adsorbent surface. To accomplish this feat, proposed here is a procedure, 
which can be utilized in the prediction of multicomponent adsorption equilibria for any 
number of gas species. The aim is to provide a theory that is general enough to allow 
other scientists and engineers to extend the basic ideas developed in this work by simply 
applying different isotherm and activity models.   
3.1.1 Adsorbed Solution Theory 
One of the most well-known multicomponent adsorption theories is the Adsorbed 
Solution Theory (AST) proposed by Myers and Prausnitz and shown below in Equation 
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 qi = qT xi  Equation 3.5 
 qi
o = f (pi
o )  Equation 3.6 
This theory was derived from the Gibbs thermodynamic expression for physical 
adsorption and assumes that the adsorbent is thermodynamically inert and contains a 
specific surface area (A) that is shared by all adsorbates. Intensive properties of the 
system are temperature (T), spreading pressure (π), and adsorbed phase composition (xi, 
xj, …, xN) while the extensive property of the mixture is the total surface loading (qT).1 
For any given mixture, the surface energy per unit area (i.e. spreading pressure) 
must be a constant. Therefore, it is often lumped into a combined spreading pressure term 
(Π) for convenience. Additionally, since this term is constant for the mixture, each pure 
species isotherm integral (Equation 3.1) must evaluate to the same value, which places a 
constraint in the system of equations. To obtain the pure species (i.e. reference state) 
pressure (pio), Raoult’s Law is applied between the gas and solid phases (Equation 3.2), 
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which couples the activity (γi) and adsorbed mole fraction (xi) to the gas phase partial 
pressure (PTyi).1  
The primary advantage of AST was that it allowed for the prediction of the mixed 
gas adsorption equilibria for any pure gas isotherm, qio = f (pio). Furthermore, if the 
adsorbed phase was assumed to behave like an ideal solution, then the activity 
coefficients for each species would be equal to one (γi = 1, for all i). This simplification 
made the system of equations solvable and could then be used to predict adsorption 
equilibria for any number of components (N).  
3.1.2 Including Non-ideal Surface Effects 
Unfortunately, the assumption of ideality in the adsorbed phase has been shown to 
produce fairly large errors when the model is compared against experimental data.2-4 
Largely, these errors are attributed to the activity coefficients, though other explanations 
suggest they may stem from surface heterogeneity of the adsorbents.4-5 Either way, it has 
become common practice to propose various activity models to account for the non-
ideality of real mixed gas systems. Some models that have been utilized include the 
Flory-Huggins6 and Wilson7 equations, as well as the UNIQUAC8-9 and UNIFAC10 
models. However, all these models lack a relationship between the spreading pressure (π) 
and activity coefficient (γi) as Equation 3.3 above requires.  
In order for an activity model to be considered thermodynamically consistent, it 




γ i =1  Equation 3.7 
 lim
π→0
γ i =1  Equation 3.8 
 lim
xi→0
γ i = γ i
∞  Equation 3.9 
Equation 7 states that the activity of a particular component must become unity when the 
adsorbed mole fraction (xi) of that component approaches one. In addition, the activity 
must also approach unity as the spreading pressure approaches zero. When the mole 
fraction of a component approaches zero in the adsorbed phase, then there is some 
infinite dilution activity (γi∞) attained,11 which usually displays a negative deviation from 
Raoult’s Law.5  
Unlike the other activity models mentioned above, the Spreading Pressure 
Dependent (SPD) model proposed by Talu and Zwiebel3 and shown below in Equation 
3.10 through Equation 3.14, does abide by the thermodynamic criteria in Equation 3.7 
through Equation 3.9. 
 
lnγ i = si 1− ln θ jτ jij=1
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 Equation 3.11 
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τ ji = exp −















 eji = eiiejj (1−β ji )
 
Equation 3.14 
This model was developed as an adaptation of the UNIQUAC activity model, and 
included lateral interaction potentials (eji) that were related to surface coverage through 
the difference between the isosteric heat of adsorption (Qist) at the spreading pressure of 
the mixture and the isosteric heat of adsorption at zero spreading pressure (Qi,ost). A quick 
verification of the SPD model’s adherence to Equation 3.8 can be shown by recognizing 
that when the spreading pressure is zero, the interaction potentials all become zero, which 
in turn causes all the Boltzmann weighting factors (τji) to equal one. By substituting this 
information into Equation 3.10, it can be shown that the activity coefficients will always 
evaluate to unity for zero spreading pressure. A similar analysis can be performed to 
verify the SPD model’s adherence to Equation 3.7 and Equation 3.9 as well. 
 Although the SPD model does stay consistent with the criteria outlined in 
Equation 3.7 though Equation 3.9 above, it still contains multiple adjustable parameters, 
including molecular shape factors (si) and a cross-lateral correction parameter (βji). In that 
case, an N component mixture will contain a total of N + N(N – 1)/2 adjustable 
parameters, which must be determined through binary adsorption experiments.3 
Additionally, as it is impossible to run any adsorption experiments at a constant spreading 
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pressure, it can be extraordinarily difficult to accurately quantify the activities of each 
species.5 This drives the need to develop a purely predictive approach to estimating the 
parameters of the activity model. 
3.1.3 Predicting Non-ideal Surface Effects 
In 1998, Sakuth et al. had proposed an extension of AST, called Predictive Real 
Adsorbed Solution Theory (PRAST), that intended to estimate the binary interaction 
parameters of an activity model by looking at the limiting behavior of each component’s 
pure isotherm and using that information to calculate the infinite dilution activities.11 As a 
result, each of the pure-component isotherms must obey Henry’s Law at low pressure 
(Equation 3.15), which is a thermodynamic expectation for gas adsorption.2 The infinite 
dilution activities for each component can then be evaluated from Equation 3.16 and 
combined with the activity model to set up a system of equations in which the adjustable 








o = Hei  Equation 3.15 
 
γ i





 Equation 3.16 
However, this formulation is only valid for a binary mixture because it must be 
assumed that the adsorbed mole fraction of the other species becomes one (xj = 1) as the 
mole fraction of the first becomes zero (xi = 0). Additionally, PRAST requires that the 
activity model itself only have two adjustable parameters for a binary mixture, such as 
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UNIQUAC, in order for the equations to be solvable. Therefore, PRAST would not be 
applicable for use with SPD because SPD has three adjustable parameters and PRAST 
only formulates two equations, one for each component.  
In an attempt to expand upon and overcome the limitations of PRAST, there is a 
need to modify the SPD model such that the binary interaction parameters of that model 
can be determined through the system of equations developed in PRAST. However, 
modification of SPD alone will not suffice in creating a generalized multicomponent 
adsorption theory. PRAST itself must also be extended to allow equilibria predictions of 
mixtures that contain more than just two adsorbable components.   
The proposed extension to PRAST is geared towards outlining how one can 
systematically determine the infinite dilution activities for an N-component mixture, thus 
generalizing the PRAST system into what will be referred to as the Generalized 
Predictive Adsorbed Solution Theory (GPAST). Additionally, the lateral interaction 
potentials of the SPD model will be redefined to allow the model to fit within the GPAST 
procedure without altering the significance or behavior of the model itself. This 
reformulated SPD model will be called the Modified Spreading Pressure Dependent 
(MSPD) model. Application of these models and theories will be carried out in a 
computer code developed in C/C++ for the purpose of single and multicomponent 
adsorption data analysis. A series of adsorption data from literature will serve as a test 
case for GPAST. GPAST will then be compared against Ideal Adsorbed Solution Theory 
(IAST) under the same conditions with the intent to demonstrate a significant 
improvement in predictive capabilities. 
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3.2 Generalized Predictive Adsorbed Solution Theory 
In many semi-predictive approaches to multicomponent adsorption equilibria, it is 
common practice to calibrate an activity model for an N-component system using binary 
adsorption data from each unique pair of species in that system.3,7,8,12 The calibrated 
parameters of those activity models are then used for the prediction of the ternary and 
higher systems. However, this calibration approach, based on experimental 
measurements, is problematic for two main reasons: (i) there is an exponential increase in 
the number of binary experiments required for calibration as the number of species in a 
system increases and (ii) it is impossible to carry out adsorption under constant spreading 
pressure and therefore very difficult to accurately measure the activity of each species in 
the adsorbed phase.5  
3.2.1 Extending the PRAST System of Equations 
The principal idea governing GPAST is to predict the parameters of the activity 
model, without experiments, using each unique binary pair of species within the overall 
system. By looking at each species pair-wise, as opposed to altogether, the PRAST 
estimate of the infinite dilution activity (Equation 3.16) can be used directly and applied 
serially to each unique pair. This is now possible because, for a given binary pair, the 
adsorbed mole fraction of species j will approach unity (xj = 1) as the adsorbed mole 
fraction of species i approaches zero (xi = 0).  
 To visualize this concept, consider a system that has three adsorbable species: A, 
B, and C. In this system, there are three unique binary pairs whose infinite dilution 
activities must be determined: A+B, A+C, and B+C. Note that the reverse of these 
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pairings (i.e. B+A, C+A, and C+B) is not considered because they are not unique. The 
infinite dilution activities are determined by Equation 3.16 for each species in a pair, such 
that each pair results in two infinite dilution activities: γ∞A(πB) &  γ∞B(πA), γ∞A(πC) &  
γ∞C(πA), and γ∞B(πC) &  γ∞C(πB). When this idea is extended to an N-component system, 
the number of unique pairs to that system becomes N(N-1)/2 and the number of infinite 
dilution activities to determine is N(N-1).  
 From here, GPAST becomes a combinatorial and serial application of the PRAST 
system. Recall that in the PRAST method, a system of equations involving the activity 
model and the calculated infinite dilution activities is set up in order to solve for the 
parameters of the activity model for that binary system.11 This same procedure is used in 
GPAST, but is applied sequentially over each binary set within the overall system, such 
that all of the activity model parameters for each pair of species can be determined.  
 To demonstrate this concept, consider Equation 3.10 and Equation 3.11 from the 
SPD model to be the activity model chosen to describe the non-ideal behavior at the 
surface of the adsorbent. To simplify this example, it will be assumed that the molecular 
shape factors (si) can be independently determined based on the adsorbing molecule size 
characteristics and that the only model parameters to be determined are the Boltzmann 
weighting factors: τij and τji. Then, continuing from the previous ternary example, a 
system of equations for each binary pair can be formulated as shown below in Equation 

























lnγC( ) = lnγC∞(π B ) = sC 1− lnτBC −τCB( )  Equation 3.22 
Since the infinite dilution activities have already been calculated by Equation 
3.16, and the shape factors are independently determined, these equations represent a 
uniquely solvable, non-linear system of six equations and six unknowns. Each τji 
determined from these equations is then used back in the original activity model to 
represent the non-ideality that occurs at the surface for the ternary system. From this 
point on, the standard AST system of equations (Equation 3.1 through Equation 3.6) can 
be used to predict the adsorbed amounts in the system under various conditions of 
temperature and pressure, using the activity model with the parameters (τji) calculated 
from GPAST.  
It is important to note that GPAST is essentially a direct extension of the PRAST 
method with the purpose of generalizing the approach to be applicable to systems 
containing more than two adsorbable species. As such, if the number of adsorbable 
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species in a system is only two, then GPAST is exactly the same as PRAST. However, 
GPAST has a clear advantage over PRAST in its ability to go beyond just a binary 
system and instead consider an N-component system. 
3.2.2 Modifying the SPD Activity Model 
It was shown previously that the SPD activity model proposed by Talu and 
Zwiebel3 abides by the three thermodynamic criteria outline in Equation 3.7 through 
Equation 3.9, which makes it a viable model to use for gas-solid adsorption. However, 
this model contains a set of three parameters (si, sj, and βij) for each binary pair of 
adsorbing molecules (i and j). Note that the βij = βji so that it only counts as one parameter 
instead of two. Therefore, the SPD model does not fit within the GPAST system because 
GPAST, like PRAST, requires that there be two parameters per binary pair in order for 
the resulting system of equations to be solvable.  
 Much like in the GPAST example considered previously (Section 3.2.1), the SPD 
model can be modified by assuming the shape factors are not model parameters, but 
instead are values that can be determined independently based on the characteristics of 
the adsorbing molecules. Bondi,13 Abrams and Prausnitz,8 and Vera et al.14 proposed 
several methodologies for determining the shape factor of a molecule based on the van 
der Waals volume (vi) of that molecule and the lattice coordination number (z), which is 
typically taken to be a constant. For simple, non-aromatic molecules, the shape factor (si) 
can be calculated simply from Equation 3.23. Note that vo is a constant that depends on 
the chosen coordination number. For a coordination number of 10, vo = 18.92 cm3/mole. 









 Equation 3.23 
This relationship, or another similar method, may be used to eliminate the shape 
factors as parameters of the SPD model leaving βij as the only adjustable parameter. 
However, the GPAST system under these conditions still remains unsolvable because it 
needs the activity model to have exactly two parameters per binary pair. By having only 
one model parameter per binary pair, the system of equations is not uniquely solvable 
since there may be many values of that parameter that could minimize the residuals of the 
system, but not eliminate those residuals. Therefore, the SPD model must be further 
modified to fit into the GPAST system.  
 In the original SPD model, the βij parameter shows up in the equation for the 
lateral interaction potentials (eij) between molecules i and j (Equation 3.14) and serves as 
a correction parameter for the geometric averaging of each molecules’ interaction 
potential with itself (eii). However, this simple geometric average is only valid if both eii 
and ejj have the same sign, positive or negative. This may not necessarily be the case 
since each adsorbing molecule is likely to have different energy characteristics with the 
surface loading and spreading pressure.  
To correct this issue, a shifted geometric mean should be used for the lateral 
interaction potentials to eliminate the possible advent of imaginary numbers. In this type 
of averaging, the values being averaged are first shifted to the positive region of the 
domain by some factor such that all values underneath the square root are positive. Once 
the geometric average of the shifted values has been determined, the actual geometric 
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average is back calculated out by undoing the initial shifting. A common use of this type 
of averaging is seen in financial economics in determination of the average rate-of-return 
(g) on an investment (Equation 3.24). In this example, the shift factor is taken to be 1 (or 
100%) for all returns (rt) in a series of investments.15 This equation can be generalized 
further by allowing the shift factor for each return to be any constant (C), such that the 
geometric mean then takes the form of Equation 3.25. 
 g = (1+ rt )
t
∏G −1  Equation 3.24 
 g = (C + rt )
t
∏G −C  Equation 3.25 
Comparing Equation 3.25 to Equation 3.14, it can be seen that the βij parameter of 
the activity model is essentially acting as a correction to the shift factor in the geometric 
mean. As such, we can redefine Equation 3.14 to Equation 3.26 below using a shifted 
geometric mean of the interaction potentials (eii) and using a new correction parameter αij 
to replace the βij correction parameter used by Talu and Zwiebel. 
 eji = µ + eii( ) µ + ejj( ) −α jiµ  Equation 3.26 




ejj{ }  Equation 3.27 
In this formulation, the variable µ is the maximum absolute value of the maximum of eii 
and ejj at any spreading pressure (Equation 3.27).  
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To stay consistent with the original SPD model, the correction parameters αij and 
αji must be equivalent. However, to fit within the GPAST system, there must be exactly 
two adjustable parameters per binary pair. In order to satisfy these two conditions, a 
simple mixing rule is adopted in which the lateral interaction potentials, through the new 
correction parameters, depend on the mole fractions (xi) of the adsorbed molecules 
relative to the other adsorbing molecule for that particular binary pair as shown in 
Equation 3.28 and Equation 3.29 below. 
 
α ji = ηij −η ji( )
x j






⎟⎟+η ji  Equation 3.28 
 
αij = η ji −ηij( )
xi






⎟⎟+ηij  Equation 3.29 
From this relationship, it can be shown that αij = αji for any values of xi and xj and is 
therefore consistent with the original SPD model and contains two adjustable parameters 
(ηij and ηji) per binary pair.  
 The Modified SPD (MSPD) model replaces Equation 3.14 from the original SPD 
model with Equation 3.26 through Equation 3.29 outlined above. These modifications 
still maintain the overall significance and behavior of the original SPD model, but allow 
it to fit within the GPAST system by having exactly two adjustable parameters. 
Additionally, much like the original SPD model, the MSPD model maintains the three 
criteria shown in Equation 3.7 through Equation 3.9 above, making it a 
thermodynamically consistent model. When the MSPD model is combined with the 
 69 
GPAST system and the original six equations from AST (Equation 3.1 through Equation 
3.6), a closed system of equations can be developed in which one can predict the non-
idealities and adsorbed amounts of an N-component system under various conditions of 
pressure and temperature. 
3.2.3 Single-species Isotherm Considerations 
The final step to consider before solving the resulting system of equations is the 
form of the pure component isotherm model that appears in Equation 3.6 of the AST 
system. This model can technically take any form, so long as the pure adsorbed amount 
(qio) can be expressed as an explicit function of the pure gas partial pressure (pio). 
However, there are a few thermodynamic considerations to reflect upon prior to choosing 
a particular isotherm model.  
 One major criterion for the isotherm model is that it must obey Henry’s law at 
low pressure. This is required not only by the GPAST system (Equation 3.15 and 
Equation 3.16), but is also necessary for the evaluation of the spreading pressure in AST 
(Equation 3.1). The most common isotherm model that obeys this behavior is the 
Langmuir isotherm (Equation 3.30). However, this model is somewhat limited in its 
ability to describe a wide variety of pure gas adsorption data and is theoretically only 
applicable to homogenous adsorbent surfaces. For the GPAST system, a more general 
isotherm model that can be applicable to homogeneous and heterogeneous surfaces may 








o  Equation 3.30 
Recall from CHAPTER 2, we discussed the Generalized Statistical 
Thermodynamic Adsorption (GSTA) isotherm model developed by Llano-Restrepo and 
Mosquera (Equation 3.31 and Equation 3.32).16 This model considered the adsorbed 
phase to be an ensemble of subsystems that are all energetically distinct from each other 
(i.e., surface sites of various energy characteristics), and had a unique relationship to the 
Heterogeneous Langmuir model (Section 2.2.1).17 Because of the generality and 
flexibility that this isotherm demonstrated in the previous chapter, we want to utilize this 





























 Equation 3.32 
Another advantage of using this isotherm model is that it can account for both 
surface homogeneity, as well as heterogeneity, depending on the surface characteristics 
of the particular adsorbent. Under the condition that there is only one type of adsorption 
site (mi = 1), this model reverts down to the standard Langmuir model. Additionally, 
since this model has many adjustable equilibrium parameters, it has the potential to 
describe a wide variety of different pure species isotherms. Llano-Restrepo and 
Mosquera16 have also derived an expression for the isosteric heat of adsorption (Equation 
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3.33) as a function of the loading (φi = qio / qmax,i) of the adsorbent, which is needed for 

















 Equation 3.33 
 
3.2.4 GPAST Model Application 
The culmination of the GPAST system together with the MSPD activity model 
and GSTA isotherm creates a fully closed, solvable, non-linear system of equations for 
which one can predict the non-ideal adsorption behavior of a mixed gas system 
containing any number of adsorbable components. However, this system has become 
significantly more involved than AST and will require a comprehensive software code to 
handle these added complexities. The code developed here preforms a series of stepwise 
actions to setup the system and solve for either the adsorbed phase or gas phase 
composition of the mixed system depending on what information it is initially supplied 
with. This software is referred to as the Multicomponent Adsorption Generalized 
Procedure for Isothermal Equilibria or MAGPIE for short.  
Prior to the development and execution of MAGPIE, the GPAST system can be 
simplified by forming an analytical solution to the evaluation of the spreading pressure in 
Equation 3.1. To quantify this integral requires use of the isotherm expression, which in 
this case is the GSTA model (Equation 3.31). The analytical solution to this integral can 
be obtained by use of a simple substitution technique, which results in the expression 
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below in Equation 3.34. Additionally, the values of the Henry’s law constant (Hei) for the 
GSTA isotherm can be formulated as in Equation 3.35, such that these limits do not need 
















o  Equation 3.35 
Before MAGPIE can evaluate the GPAST system of equations, each infinite 
dilution activity for each unique binary pair of species in the overall system must be 
determined by using Equation 3.16. This is accomplished by recognizing that the 
spreading pressure of the system, under infinite dilution conditions, is only being 
contributed to by the component whose adsorbed mole fraction is unity (xj = 1). In 
addition, from Equation 3.7, the activity of that component must also be unity (γj = 1). 
Therefore, from Equation 3.2, the reference state pressure for that component (pjo) is 
exactly equal to the partial pressure of that component in the gas phase (PT yi).  
 Using that reference state pressure for the jth component, MAGPIE can solve 
directly for the spreading pressure at infinite dilution (πj) using Equation 3.34 and the 
reference amount adsorbed (qjo) with Equation 3.31. Then, because the spreading 
pressure of the system must be equivalent for all species in the mixture, MAGPIE solves 
for the reference state pressure of the ith component at the jth spreading pressure, pio(πj), 
using Equation 3.34. However, the solution at this particular step requires a non-linear, 
iterative technique because the variables are not separable.  
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 After these steps are completed, MAGPIE can directly calculate the infinite 
dilution activities of the system for each binary pair. That information is stored and used 
in the GPAST system of equations to determine the interaction parameters (ηij and ηji) of 
the MSPD model in a similar fashion to the GPAST example shown in Equation 3.17 
through Equation 3.22. However, for this particular application, the τij and τji parameters 
from Equation 3.17 through Equation 3.22 would be replaced with their actual 
expressions in the MSPD model, such that the parameters being solved for in this system 
are the interaction parameters (ηij and ηji).  
After the interaction parameters (ηij and ηji) of MSPD have been calculated and 
stored, they can then be used to solve the AST system (Equation 3.1 through Equation 
3.6) without neglecting the activity coefficients. Again, this step requires a non-linear, 
iterative technique. The solution to this final system of equations will yield the predicted 
adsorbed amounts for each adsorbable species as well as the total amount being adsorbed. 
Evaluation of the gradient of activity to spreading pressure in Equation 3.3 is carried out 
numerically using a centered difference approach for second order accuracy (Equation 
3.36). An analytical solution to this derivative cannot be formed because the activity is an 
implicit function of spreading pressure in the MSPD model. 
 ∂ lnγ i
∂Π
=
lnγ i (Π+ΔΠ)− lnγ i (Π−ΔΠ)
2ΔΠ
+O(ΔΠ2 )  Equation 3.36 
Many of the steps involved in solving this system require the use of a non-linear 
solver. To accommodate this need, MAGPIE makes use of a small, standalone C library 
called lmfit18, which is used to solve non-linear systems of equations using a Levenberg-
 74 
Marquardt algorithm. This library has demonstrated respectable convergence over a 
variety of test cases and is used throughout MAGPIE for all non-linear systems. 
3.2.5 MAGPIE Special Case 
Because the MAGPIE application is the culmination of the GPAST system with 
the GSTA isotherm and MSPD activity model, there is a special circumstance under 
which this application will revert down to the extended Langmuir model for 
multicomponent adsorption. To demonstrate this, consider a binary gas system composed 
of molecules A and B, with the pure gas isotherms of both species being described by the 
GSTA model. In addition, if isotherms are homogenous in form (i.e., mA = 1 and mB = 1), 
then the GSTA model itself reverts to the standard Langmuir model for both species 




















 Equation 3.38 
By considering the equation for isosteric heat of adsorption (Equation 3.33) 
derived for the GSTA isotherm, it can be shown that, under the homogeneous case, this 
energy term is equivalent to the enthalpy16 (Equation 3.39). Therefore, for molecules A 
and B, the isosteric heat (Qist) would not be changing with the spreading pressure. That 
being the case, the lateral interaction parameters (eAB, eAA, and eBB) from MSPD will all 
be zero, which in turn causes all the Boltzmann weighting factors (τAB and τBA) to become 
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one. If all of these weighting factors are always one, then the activity for each adsorbing 





o )  Equation 3.39 
Under these exact circumstances, the GPAST system will revert down to IAST. In 
addition, since the GSTA isotherm for molecules A and B both take the form of the 
Langmuir equation, the IAST system of equations can then be solved analytically, instead 
of numerically. The solution to IAST when all isotherms obey the Langmuir model 
results in the standard extended Langmuir model (Equation 3.40).4 This conclusion could 
also be obtained qualitatively by reasoning that the primary assumption behind the 
extended Langmuir model is that the different adsorbate molecules do not interact with 
each other, 4 which was determined in the MSPD model for this case by having all the 











 Equation 3.40 
 
3.3 Results and Discussion 
3.3.1 Comparison with IAST 
To quantify the predictive capabilities of MAGPIE requires use of actual 
multicomponent adsorption data, either obtained experimentally or found in literature. 
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Two sets of adsorption data available in literature will serve as test cases for MAGPIE: 
(i) Talu and Zwiebel data for binary and ternary mixtures of CO2, H2S, and C3H8 on an 
H-mordentite adsorbent3 and (ii) Ritter and Yang data for various mixtures of CH4, CO2, 
CO, H2, and H2S on activated carbon.19 The results of MAGPIE will then be compared 
against the results of IAST for the same data sets. It is expected that MAGPIE will show 
a significant improvement in predictive capabilities over IAST.  
 In order to eliminate as much bias in the analysis as possible, both MAGPIE and 
IAST will use the GSTA model for the pure component isotherms. Therefore, the only 
differences in the system of equations will be the activity model and the GPAST 
procedure used to adjust that model to the infinite dilution activities. After the GSTA 
model has been calibrated to each set of single component data, the parameters of that 
model can be used in the evaluation of both the MAGPIE and IAST system.  
 The comparison between MAGPIE and IAST will be examined by studying the 
differences in the distribution of error between each numerical result and the actual data. 
There are two predicted quantities to be compared from MAGPIE and IAST: (i) the 
adsorbed mole fractions (xi) and (ii) the total amount adsorbed (qT), of which there are 
214 and 86 observations, respectively. Because the adsorbed mole fractions are a 
bounded quantity (Equation 3.4), the errors associated with predicting those values will 
be determined as an absolute difference (absolute error = predicted – actual). However, 
the total amount adsorbed is unbounded, so its error will be quantified in terms of a 
relative difference (relative error = (predicted – actual) / actual), which would be 
analogous to a percent error in this quantity.  
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These errors are formulated such that a positive error represents an overestimate, 
while a negative error reflects an underestimate. This allows us to show how the error is 
distributed and where any error bias may occur. However, these error distributions would 
not capture total error since a positive error could be offset by an equal negative error. 
Therefore, we will also compare the average Euclidean errors (Eavg) of both predicted 
quantities (xi and qT) for each method (MAGPIE and IAST) by taking the square root of 








∑  Equation 3.41 
Results for the adsorbed mole fractions can be seen in the histogram on Figure 
3.1. The size of each bin in the histogram is 0.05 in absolute error and each bin is named 
after its median error for that bin (i.e., bin 0.025 ranges from 0 to 0.05 in absolute error). 
At a glance, it can be seen from this figure that MAGPIE has a relatively standard 
distribution of error, but IAST appears to have two outer peaks at bins -0.175 and 0.175. 
These particular error bins are being filled mostly from IAST errors associated with 
predicting the Talu and Zwiebel data, but cannot be pinpointed to any particular mixture 
or species. 
Additionally both MAGPIE and IAST errors follow roughly a normal-type 
distribution centered near zero error. However, MAGPIE appears to have a greater 
number of results occurring closer to zero than IAST. Note that in reality neither 
MAGPIE nor IAST can have a normal distribution of absolute error for this observation 
because it is a bounded observation wherein the maximum errors are +/- 1. A real normal 
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distribution is an unbounded observation, so we are idealizing the error distribution of 
MAGPIE and IAST as a normal distribution to more easily study the error quantitatively.   
 
 
Figure 3.1 - Error distribution histogram for the absolute errors observed in the 
adsorbed mole fractions predicted from both MAGPIE and IAST. 
 
For the total adsorbed amounts (Figure 3.2), the distribution is much wider 
spread. Here, the bin sizes are 0.05 in relative error and each bin is again named after its 
median error. Immediately apparent is what appears to be a large outlying peak for 
MAGPIE errors in bin 0.125. Nearly all (8 out of 11) of these error observations come 
from a single mixture in the Talu and Zwiebel data set: CO2 and H2S on H-mordenite. 
Both CO2 and H2S show very high affinity towards H-mordenite, from their single 
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component isotherms, and are highly polar molecules3, which may contribute to the 
overestimations in the adsorption capacities for this mixture. 
 
 
Figure 3.2 - Error distribution histogram for the relative errors observed in the 
adsorbed totals predicted from both MAGPIE and IAST. 
 
Looking at Figure 3.2 it is difficult to determine precisely which methodology has 
produced better results. Unlike the fairly standard distributions of error observed from 
Figure 3.1, Figure 3.2 appears to be more irregular in shape with little peaks and valleys 
moving from left to right, especially for IAST. However, overall the general trends 
observed do create the bell shaped curve we expect to see for distributions of random 
variables. To precisely determine which method has resulted in a better distribution of 
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error, a more quantitative analysis will be necessary, but it can at least be seen from this 
figure that both MAGPIE and IAST show a slight negative bias in the errors. This means 
that both methods, on average, have predicted adsorbed amounts lower than the actual 
measured data.  
 In order to compare the performance between MAGPIE and IAST, a statistical 
analysis is performed on the error distributions from Figure 3.1 and Figure 3.2. For this 
analysis, we will idealize these actual error distributions as normal distributions and 
quantify properties such as average values and standard deviations, which can be used to 
plot probability density functions associated with each error histogram. Each histogram is 
first normalized using the observations of each bin and the total number of observations 
such that the total area underneath each corresponding probability density function will 
be 1. Then, from those normalized curves, we approximated the average values and 
standard deviations of each distribution of observations.  
 Table 3.1 summarizes the results of this analysis. For the errors in adsorbed mole 
fractions, MAGPIE showed no improvement in the average error bias. However, both 
MAGPIE and IAST had almost no error bias in this quantity, which is primarily 
attributed to the bounding of the mole fractions (Equation 3.4). Due to this bounding, any 
negative error in adsorbed amount xj would be offset by an equal positive error in xi, such 
that the sum of all mole fractions equals one. As such, there is not expected to be any 
error bias in this average quantity to begin with. 
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Table 3.1 - Summary of the Statistical Analysis of the Error 
 MAGPIE IAST 
Improvement 
(%) 
Absolute Error of Mole Fractions 
Average 0.001 0.001 0.00 
Standard Deviation 0.062 0.097 -36.14 
Eavg (Equation 3.41) 5.76E-3 7.98E-3 -27.87 
Relative Error of Adsorbed Totals 
Average -0.048 -0.092 -48.43 
Standard Deviation 0.114 0.139 -17.72 
Eavg (Equation 3.41) 0.050 0.053 -5.26 
 
In all other regards, Table 3.1 demonstrations that MAGPIE results show 
dramatic improvement over IAST. There was a 36% reduction in the standard deviation 
of the absolute error in the adsorbed mole fractions, meaning that the MAGPIE 
predictions of this quantity are grouped more closely around the actual data than IAST 
results. Additionally, MAGPIE shows a near 28% reduction in the average Euclidean 
error of the mole fractions, which indicates that the magnitude of the errors observed 
from MAGPIE were on average 28% smaller than those observed for IAST.  
For the adsorbed totals, both IAST and MAGPIE still showed a tendency to 
underestimate adsorption, as indicated by the negative values for average error, but 
MAGPIE showed a resounding 48% reduction in that negative error basis. This means 
that, on average, MAGPIE results were significantly closer to the real adsorption totals 
compared to the IAST results. However, the standard deviations of these errors were 
relatively similar, 0.114 for MAGPIE compared to 0.139 for IAST, which resulted in the 
average Euclidean errors being very similar, 0.050 for MAGPIE compared to 0.053 for 
IAST. In both cases, MAGPIE did yield better results, but the gains were marginal, 
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roughly 18% improvement in standard deviations and only a 5% improvement in average 
Euclidean error.  
To visualize this information, the average and standard deviations from Table 3.1 
are used to plot probability density functions for each distribution of error in Figure 3.3 
and Figure 3.4. These plots show the dramatic difference in the idealized error 
distributions between MAGPIE and IAST. In both figures, MAGPIE error is grouped 
more tightly around the average as a result of the reduction in the standard deviation for 
both distributions. For Figure 3.4, MAGPIE also shows a shift in the average error 
towards zero error, which demonstrates a reduction in the negative bias of the adsorbed 
totals found in IAST. 
 
Figure 3.3 - Idealized normal probability density functions for the absolute error in 
the adsorbed mole fractions generated from the averages and standard deviations of 





Figure 3.4 - Idealized normal probability density functions for the relative error in 
the adsorbed totals generated from the averages and standard deviations of Table 
3.1 that were based on the statistical analysis of the error histograms from Figure 
3.2. 
 
3.3.2 Comparison with Literature Data 
The actual MAGPIE results and literature data are plotted in Figure 3.5 and Figure 
3.6 for the adsorbed mole fractions and in Figure 3.7 and Figure 3.8 for the adsorption 
totals. In these plots, the solid lines represent the equivalence line at which the result 
from the MAGPIE simulation (y-axis) is exactly equal to the measured value recorded in 
literature (x-axis). The dashed lines show the boundaries, determined by the statistical 
analysis, in which 95% of all points lay between (i.e., +/- twice the standard deviations). 
Note that the dashed lines for Figure 3.5 and Figure 3.6 are parallel while the dashed lines 
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fan outwards for Figure 3.7 and Figure 3.8. This is because the error distribution analyzed 
for the adsorbed mole fractions was done in terms of an absolute error (Figure 3.1), but 
the error distribution for adsorption totals was performed on the relative error (Figure 
3.2). 
 
Figure 3.5 - MAGPIE results versus the Talu and Zwiebel3 reported adsorbed mole 
fractions. Solid line represents the equivalence line between model and data, while 
the dashed lines show the 95% confidence intervals based on the statistical analysis. 
The different mixtures each has its own symbol and is labeled by which species is 
being observed, followed by the other species involved in the mixture in parentheses. 
Different colors are also used to denote which species is being observed (i.e. red = 





Figure 3.6 - MAGPIE results versus the Ritter and Yang19 reported adsorbed mole 
fractions. Solid line represents the equivalence line between model and data, while 
the dashed lines show the 95% confidence intervals based on the statistical analysis. 
The different mixtures each has its own symbol and is labeled by which species is 
being observed, followed by the other species involved in the mixture in parentheses. 
Different colors are also used to denote which species is being observed (i.e. red = 
CH4, green = CO, purple = CO2, blue = H2, and black = H2S). 
 
The results shown in Figure 3.5 and Figure 3.6 generally show very good 
agreement with the observations made by Talu and Zwiebel3 and Ritter and Yang19. 
However, there are some notable outliers in both sets of results. For instance, in Figure 
3.5 it can be seen that MAGPIE has consistently over estimated the CO2 adsorbed mole 
fractions (red diamonds) and under estimated the H2S mole fractions (green diamonds) 
for the binary mixtures. This may be caused by the highly polar nature of these two 
species, which is a factor that the activity model does not take into account. Also in 
Figure 3.5, for the ternary mixtures of CO2, H2S, and C3H8, the mole fractions of H2S 
(green squares) are very close to the equivalent line, while CO2 (red squares) is 
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consistently over estimated and C3H8 (purple squares) consistently under estimated. This 
is most likely a result of the relative adsorption strengths of CO2 and C3H8. CO2 has a 
much higher affinity to adsorb to the H-mordenite than the C3H83 and therefore would be 
expected to show a larger mole fraction than C3H8 in the adsorbed phase. 
 
Figure 3.7 - MAGPIE results versus the Talu and Zwiebel3 reported adsorbed totals. 
Solid line represents the equivalence line between model and data, while the dashed 
lines show the 95% confidence intervals based on the statistical analysis. Each 
symbol denotes a different mixture and those same symbols correspond to the 
mixtures in Figure 5. Colors identify whether the mixture is binary, ternary, etc. 
(i.e. red = ternary and green = binary). 
 
Figure 3.6 showed fewer outliers than Figure 3.5, but still had some points and 
species that were consistently outside of the expected values. Most notable of those 
species was H2S (all black shapes), whose mole fractions were under estimated by 
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MAGPIE for nearly all mixtures and experiments. It is unclear as to why this is compared 
to what was seen in Figure 3.5, because the mixtures for the Ritter and Yang19 data are 
much more varied. However, many of those mixtures do involve other polar components 
(CO and CO2), which themselves are usually being over estimated (green triangles and 
purple dashes). Based on the consistency of these observations, an improvement to 
MAGPIE could be made by including factors for polarization of species in the activity 
model. 
 
Figure 3.8 - MAGPIE results versus the Ritter and Yang19 reported adsorbed totals. 
Solid line represents the equivalence line between model and data, while the dashed 
lines show the 95% confidence intervals based on the statistical analysis. Each 
symbol denotes a different mixture and those same symbols correspond to the 
mixtures in Figure 6. Colors identify whether the mixture is binary, ternary, etc. 
(i.e. purple = quinary, blue = quaternary, red = ternary, and green = binary). 
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 Figure 3.7 and Figure 3.8 also generally show good agreement with the adsorption 
totals observed from the Talu and Zwiebel3 and Ritter and Yang19 data sets. However, 
both sets of results show a negative bias, or a tendency for MAGPIE to under estimate 
the adsorption. This observation is especially true in the case of the Talu and Zwiebel3 
data set (Figure 3.7), which shows a negative bias for all mixtures except the CO2 and 
H2S mixtures. For that particular mixture, MAGPIE consistently over estimates the 
adsorption capacities by roughly 10%. This is the same mixture that caused the over and 
under estimations in the adsorbed mole fractions of Figure 3.5 so it is likely that these 
over estimations could also be attributed to the polarity of CO2 and H2S. The other 
mixtures from Figure 3.7 show a negative bias, which could be attributed to the low 
affinity of adsorption for C3H8 on H-mordenite3, since all other mixtures involve this 
species.  
 The adsorption capacity results in Figure 3.8 for the Ritter and Yang19 data show 
much better agreement than the results for the Talu and Zwiebel3 data. In fact, MAGPIE 
shows almost no negative bias for these data sets as the majority of results are spread 
nearly equally around the equivalence line. The exceptions would be the quaternary 
mixture (blue diamonds) and the CO2 and H2S binary mixture (green dashes), which both 
show a consistent negative bias in the results. Each of these mixtures also contain all, or a 
majority, of polar species in the adsorbed phase. 
3.4 Conclusions 
The results from the above analysis indicate that MAGPIE has demonstrated a 
significant improvement in predictive capabilities over IAST for the data sample given. 
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However, it is important to note that MAGPIE is only a single application of GPAST and 
these results may have been different if another isotherm or activity model were used in 
place of the GSTA and MSPD models. Recall that GPAST itself only requires that the 
isotherm abides by Henry’s law (Equation 3.15) and that the activity model obey a set of 
thermodynamic criteria (Equation 3.7 through Equation 3.9) while containing two 
adjustable parameters per binary pair, which are to be determined by the GPAST 
procedure. This means that it is possible to use any other isotherm or activity model that 
is found to be applicable, making GPAST a very generalized and flexible technique. It is 
this tremendous flexibility that makes GPAST such a powerful analytical tool for 
multicomponent adsorption equilibria. 
 Additionally, unlike its predecessor PRAST, GPAST is not limited to analyzing 
only binary adsorption systems. As was demonstrated with the Talu and Zwiebel3 and 
Ritter and Yang19 literature data, GPAST can be used to model and predict binary, 
ternary, quaternary, quinary, and larger adsorption systems. The generalization of the 
PRAST to GPAST is carried out in a combinatorial and serial fashion, such that it can 
apply to any number of adsorbable components in a mixture, thus further adding to the 
flexibility of GPAST.  
 Another advantage of GPAST is that this procedure does not require any 
calibration with binary adsorption data. It is a fully predictive model in which solutions to 
the adsorbed phase are determined by using only the adsorption behavior of each 
individual species in the mixture. The predictions being made are also fully reversible 
since the system of equations is deterministic. Therefore, when given a specific gas phase 
 90 
composition A, the adsorbed phase solution will be B, and if given a specific adsorbed 
phase composition B, the gas phase solution will be A.  
 Due to the apparent flexibility of GPAST, it would be very simple to further 
extend upon this procedure to produce new applications simply by adding, removing, or 
changing the isotherm and activity models. MAGPIE was only one example of an 
application built on the GPAST procedure. With dozens of different isotherm and activity 
models available in literature, there are potentially hundreds of different applications of 
GPAST that could be developed and utilized for predicting thousands of different 
adsorption systems. 
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A specific surface area of adsorbent (m2/kg) 
C shift factor in the geometric mean 
e lateral interaction potential (J/mol) 
Eavg average Euclidean errors of predictions 
f(x) variable f as a function of variable x 
g geometric mean of a sample 
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G sample size for the geometric mean 
He Henry’s law constant (mol/kg/kPa) 
K equilibrium constant (1/kPa) 
Ko dimensionless equilibrium constant 
m number of energetically distinct adsorption sites in GSTA 
M number of observations or data points 
N number of adsorbable species in a mixture 
O mathematical error term or truncation error 
p partial or reference state pressure (kPa) 
P total or standard state pressure (kPa) 
q adsorbed amount (mol/kg) 
Qst isosteric heat of adsorption (J/mol) 
R ideal gas law constant (J/K/mol) 
r return on investment 
s molecular shape factor 
T temperature of the system (K) 
v van der Waals volume of a molecule (cm3/mol) 
x adsorbed mole fraction 
y gas phase mole fraction 
z coordination number of adsorbed phase lattice 
  
Greek Symbols 
α lateral interaction potential correction parameter of MSPD 
β geometric mean correction parameter of SPD 
γ activity coefficient of the adsorbed phase 
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ΔH enthalpy of adsorption (J/mol) 
ΔS entropy of adsorption (J/K/mol) 
η binary interaction parameter of MSPD 
θ external contact fraction of molecules in adsorbed phase 
µ maximum lateral interaction potential (J/mol) 
Π lumped spreading pressure term (mol/kg) 
π spreading pressure of adsorbed phase (J/m2) 
τ Boltzmann weighting factor 
φ fractional adsorption loading 
  
Abbreviations 
AST Adsorbed Solution Theory 
GPAST Generalized Predictive Adsorbed Solution Theory 
GSTA Generalized Statistical Thermodynamic Adsorption 
IAST Ideal Adsorbed Solution Theory 
MAGPIE Multicomponent Adsorption Generalized Procedure for Isothermal 
Equilibria 
MSPD Modified Spreading Pressure Dependent 
PRAST Predictive Real Adsorbed Solution Theory 
SPD Spreading Pressure Dependent 
  
Sub/superscripts 
∞ infinite dilution 
i,j,k indices for adsorbable species 
max maximum adsorption capacity 
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n index of adsorption site 
o standard or reference state 
T total amount of some value 




CHAPTER 4. DIFFUSION AND TRANSPORT MODELING 
4.1 Introduction 
In environmental and chemical engineering applications of adsorption, the 
majority of the physicochemical processes studied are governed by a conservation law.1,2 
Adsorption modeling typically involves the coupling of mass and energy balances of 
some material over a given domain. For example, if micro-porous diffusion of adsorbates 
into an adsorbent particle were to be investigated, the physical process would be 













 Equation 4.1 
In this system, the concentration of the adsorbate (C) is the conserved quantity, and the 
micro-pore diffusivity (D) and micro-porosity of the material (ε) are parameters of the 
model that describe how material moves through the radial space (r) of the particle in 
time (t). 
Alternatively, if one were interested in observing the axial temperature profile of 
a gas stream through a column, then the mathematical description of that process would 
















⎟  Equation 4.2 
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The parameters of this model equation include gas heat capacity (h), gas density (ρ), fluid 
velocity (v), and thermal conductivity (K) as the physical parameters and z represents the 
axial coordinate of the domain. 
These two equations are mathematically very different, but are formulated from 
the same governing principles and are very common types of problems that one might 
encounter in adsorption. To dig deeper into the mathematics, consider the four primary 
mechanisms of adsorption as depicted in Figure 4.1. These mechanisms are all common 
to every type of adsorption problem that one may seek to model. 
 
 
Figure 4.1 - Mechanisms of adsorption: (1) interparticle transport, (2) interphase 
mass-transfer, (3) intraparticle diffusion, and (4) surface reaction and equilibria. 
These mechanisms are common to all adsorption problems. 
 
Adsorption, by its nature, is inherently a multi-species and multi-scale process 
involving (1) interparticle transport, (2) interphase mass transfer, (3) intraparticle 
diffusion, and (4) surface reactions and equilibria.1 At the macro-scale, the primary 
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interest is in interparticle transport, which is how the adsorbates travel between adsorbent 
particles. This process is governed primarily by advection and molecular diffusion.1,3 For 
the micro-scale, adsorption is governed by film mass transfer from bulk solution to the 
outside of the adsorbent, pore and surface diffusion inside the adsorbent domain, and 
surface reactions or adsorption equilibria.4,5 To model these mechanisms requires a mass 
balance on each adsorbate as it travels between, around, and inside the particles. In other 
words, the model is required to include multiple mechanisms on multiple scales for 
multiple species. 
This modeling undertaking is comprised of several parts. First, approaching this 
problem as generally as possible requires the development of a framework under which 
the majority of adsorption problems can be placed. For this to be accomplished, the 
model must be capable of describing the process under various geometrical domains, 
inherently allowing parameters to vary in space and time, and including terms for 
multiple physical processes that may be present in the system. Then, the model must be 
discretized into a solvable form using either direct or iterative techniques. Therefore, one 
must also incorporate linear and non-linear solvers into the framework that can be 
adapted into the generalized conservation law to solve the resulting system at each time 
step. The culmination of all these parts will provide a robust adsorption model. 
4.2 Modeling Framework 
4.2.1 Generalized 1-D Conservation Law  
There are several terms that one may need to include in a general conservation 
law: advection, diffusion, reaction, etc. Each of these terms needs to be flexible enough 
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so that they can be allowed to vary in space and time. Additionally, there may also be a 
variety of spatial domains over which the problems exist in space (e.g., spherical, 
cylindrical, Cartesian). From Equation 4.1 and Equation 4.2, it has been shown that there 
are cases in which one wants to solve conservation laws in different geometries and may 
even leave out certain physical terms altogether. Based on these considerations, a 

















⎟− zdku− zdS  Equation 4.3 
In this form of the conservation law, the conserved quantity is denoted by the 
variable u. This can be any conserved quantity that one wants to observe and will depend 
on a number of space-time dependent parameters, which all have a different physical 
interpretation. R is a retardation coefficient, v is an advective velocity, D is for dispersion, 
k is a reaction coefficient, and S can be some generic source/sink term or other forcing 
function. 
The spatial quantity z, along with its exponent portion d, is used to change the 
geometry of the physical domain upon which observations of u are made. This is shown 
by a simple inspection: if d=0 in Equation 4.3 and the reaction and source terms are 
removed, then the form of the equation is exactly that of Equation 4.2. Likewise, if the 
advection term is removed and d=2, then the form of the equation now matches that of 
Equation 4.1. Therefore, one can easily switch between Cartesian, polar, and spherical 
coordinates just by changing the value of a single argument (d) from 0 to 1 to 2.  
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Similarly, different physical terms from Equation 4.3 can be neglected or 
removed simply by setting all space-time values of the corresponding coefficient to zero. 
For example, if one wanted to solve a steady-state reaction-diffusion problem in a 
cylindrical geometry, this would be accomplished by setting d=1 and then setting the R, 
v, and S parameters to all zeros. Solving the resulting system would then show the steady-
state profile of u distributed radially in a cylinder. Therefore, by formulating the 
equations in this manner, one can set up a simple approach to modeling different 
adsorption processes. 
4.2.2 Discretization of the Conservation Law  
Since the problem (Equation 4.3) is one-dimensional, it will be easiest to use a 
finite difference approach to numerically solve the conservation law. In order to handle 
problems that may be advectively dominated, it is advantageous to use a particular finite 
difference method known as a Monotonic Upstream-centered Scheme for Conservation 
Laws (MUSCL). These discretization schemes were first introduced by Bram van Leer6 
in 1979, and have since been the leading approach for these types of problems. A 
particular MUSCL scheme of interest is the Kurganov and Tadmor (KT) scheme7 for its 
high accuracy and applicability for both linear and non-linear conservation laws. 
The KT scheme uses the concept of slope limiting, or flux limiting, to reconstruct 
the edge fluxes at the boundaries of each cell in the discretized mesh (Figure 4.2 and 
Equation 4.4). By taking this approach, one can ensure that the quantity u is conserved 
across the entire domain, as overflow from one cell would feed into the next cell. 
Additionally, to maintain a high resolution and accuracy, the KT scheme also includes a 
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correction term for numerical dispersion, which seeks to penalize the discretization based 
on the local maximum wave speed (Equation 4.5). This allows the scheme to better 
handle shocks and discontinuities that may be present in the solution.7  
 
 


















In the above equations, Hl+1/2 is the average advective flux leaving cell l from the 
right, pl+1/2 is the penalty term applied for the jump discontinuity at the right boundary of 
the cell, and f(u) is the advective flux term into or out of the cell. Note that uz in the 
figures and equations represent the derivative of u with respect to z (du/dz). The 
magnitude of that penalty is based on the jump, as well as the local maximum wave speed 
(al+1/2). Using the same procedure for the left side boundary of the cell and then applying 
a centered finite difference approximation to the derivative of the advective term will 




Hl+12 − pl+12( )− Hl−12 − pl−12( )
Δz
 Equation 4.6 
According to Kurganov and Tadmor, the maximum local wave speed is 
equivalent to the maximum spectral radius of the Jacobian of f(u) over all u within the 
discretized sub-domain.7 In general, this may be difficult to estimate, especially if f(u) is 
complex. Therefore, a simpler approximation to this term is provided within this 
framework. For the application considered here, the advective term is always of the form 
f(u) = zdvu. From this formulation, one can make a simple observation; if the parameter v 
is not a function of u, then the Jacobian of the function will be constant with respect to u, 
and the maximum wave speed will always be of the form a = zdv. This should work well 
for most of the problems of interest.  
After discretizing the advective flux term of Equation 4.3, one can use a centered-
difference discretization for the rest of the terms within the conservation law and develop 
a simple semi-discrete form, as shown in Equation 4.7. Note that, since the advective 
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coefficient (v) is a vector, the equations have been discretized in such a way as to allow 
for the direction of flow in the domain to change between positive and negative. 
Additionally, the terms in the discretization have been rearranged such that it is easy to 
differentiate between the nodal quantities (u) and their gradients (uz). This is done so that 
it is easier to split the system between its pseudo-linear and non-linear parts, since the 















































































































Grouping the terms of Equation 4.7, one can simplify the semi-discrete form into 
parameters for left, center, and right side terms for nodal and gradient fluxes (NL, NC, NR, 
GL, GC, and GR) as shown in Equation 4.8. From this point, all that is needed is to apply 
boundary conditions and choose a time integration scheme. For this particular framework 
application, two different input boundary conditions are allowed: (i) Dirichlet and (ii) 
Neumann (Equation 4.9 and Equation 4.10). Those conditions are applied at the input of 
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the domain, while the output uses the zero flux boundary condition (Equation 4.11). The 
time integration scheme will either be Crank-Nicolson for the accuracy or Backwards 






ul( ) = NL⎡⎣ ⎤⎦l ul−1 − NC⎡⎣ ⎤⎦l ul + NR⎡⎣ ⎤⎦l ul+1
+ GL⎡⎣ ⎤⎦l uz( )l−1 − GC⎡⎣ ⎤⎦l uz( )l + GR⎡⎣ ⎤⎦l uz( )l+1 − zl
dSl
 Equation 4.8 
 u
z=0




= −v(uin −u0 )  Equation 4.10 
 ∂u
∂z z=L
= 0  Equation 4.11 
 
4.2.3 Applying Slope Limiter Functions  
Slope limiters are functions applied to the gradient of the solution vector u in 
order to reduce the advent of oscillations around sharp or discontinuous portions of the 
solution. They are required for any high-resolution scheme for fluid dynamics or 
advectively dominant conservation laws. Unfortunately, there is no slope limiter function 
that is linear, thus one must introduce some non-linear portions into this simple scheme.  
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There are several different kinds of slope limiter functions available, each with its 
own advantages and disadvantages. Kurganov and Tadmor used a generalized minmod 
slope limiter for their own scheme (Equation 4.12).7 This slope limiter includes a ϑ 
parameter that can vary between 1 and 2, 1 being most dispersive and most stable while 2 
is least dispersive and least stable. The most attractive feature of this slope limiter is that 
it is optimal in the sense that it provides the true minimum of the gradient of u for the 
scheme. Since this slope limiter is non-differentiable, however, it may have very poor 
convergence properties when using an iterative solution method. 
 













 Equation 4.12 
To overcome any potential convergence issues that may arise requires the 
inclusion of a class of slope limiters that are differentiable and continuous on a given sub-
domain. This can be represented by Equation 4.13 and Equation 4.14, wherein ϕ(gl) is a 
slope limiter function that varies between 0 and 1 to convert the scheme from low to high 
resolution, depending on the slopes of the surrounding cells. If the neighboring slopes are 
smooth, then the scheme’s resolution is high, whereas if the neighboring slopes are sharp 
or discontinuous, the scheme reverts to a lower order, upwind-like scheme to reduce 
oscillations around the sharp wave. For this particular application, both the minmod slope 
limiter (Equation 4.12) and the van Albada slope limiter will be considered (Equation 























































 Equation 4.15 
 
4.2.4 Solution Methodology  
After formulating the semi-discrete form (Equation 4.8) and choosing a slope 
limiter, one must still solve the resulting system of equations. Depending on the 
particular problem and the presence of, or lack thereof, an advective term, the resulting 
problem may be linear or non-linear. The exact form of the problem, however, will never 
actually be known until a particular simulation case is chosen. Therefore, it is best to 
solve the system with a non-linear scheme, which is the most generic approach.  
 For multi-physics problems derived from spatial discretizations, Newton methods 
can be computationally inexpensive and effective iterative approaches for non-linear 
problems.9 This class of methods is particularly useful for the problem of interest because 
the linear iterations can be preconditioned, or solved approximately, based on the 
linearization of the semi-discrete model (Equation 4.8) in order to accelerate 
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convergence. In essence, the framework is solving the system linearly and using the 
linear solution as the basis for the non-linear iterations. 
4.3 Models for Specific Systems 
4.3.1 Bi-porous Pellet Model  
One of the most common configurations for commercial adsorbent pellets is a 
two-phase, heterogeneous structure composed of a macro-porous binder material holding 
together a collection of micro-porous adsorbent crystals. The binder material typically 
behaves as an inert conduit by which adsorbates can travel through the pellet to reach the 
adsorption sites on the adsorbent crystals. Upon reaching the crystals, the adsorbates can 
adsorb and travel deeper into the crystals via a surface diffusion mechanism.1 An 
idealized bi-porous adsorbent pellet is shown in Figure 4.3 below.   
 
Figure 4.3 - Diagram showing the idealization of a commercial, bi-porous adsorbent 
made up of a collection of micro-porous adsorbent crystals held together by an 
inert, macro-porous binder. Dimensions R and r are the radial coordinates of the 
adsorbent pellet and micro-porous crystals, respectively. 
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The mechanisms involved with these types of adsorbents include (i) mass transfer 
across the film layer, (ii) macro-pore diffusion through the binder material, (iii) 
adsorption on the crystals, and (iv) surface diffusion through the micro-porous adsorbent 
crystals.1 Because the different diffusion processes happen in separate regions of the 
adsorbent and on different physical scales, a multi-scale physics problem is created that 
must be resolved using multiple material balances. Each material balance resolves the 
transport of material on the different scales of the problem and requires a different partial 
differential equation. The system governing all these mechanisms is outlined in Equation 























































= k f (Cb − c)
 
Equation 4.20 
On the micro-scale, the material balance (Equation 4.16) is governed by the 
diffusivity of adsorbates through the crystal (Dc). Each crystal is assumed to be spherical 
in shape with a nominal radius of ac. Adsorption occurs on the outside domain of each 
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crystal (Equation 4.17) and is governed by the adsorption isotherm, which is some 
function of the local pore space concentration of the adsorbates (c). The average 
adsorption ( q ) in each crystal is resolved as an integral over each crystal domain 
(Equation 4.18) and becomes part of the macro-scale problem in Equation 4.19.  
 The macro-scale problem is controlled by pore diffusion (Dp), film mass transfer 
(kf), and mass removed through the average adsorption term that is being controlled by 
the micro-scale. The movement of adsorbate from bulk solution (Cb) to the interior of the 
pellet (c) is driven by the concentration difference at the boundary (Equation 4.20). Rates 
at which the adsorbates move throughout the macro-porous binder material are further 
modulated by the macro-porosity of that binder material (εp), the adsorbent density (ρs), 
and the fraction of the pellet that is binder material (α). 
Although this bi-porous structure is common for many commercial pellets, it is 
not always necessary to model the adsorption mechanisms in this much detail. For 
instance, one may want to ignore the micro-scale diffusion portion of this problem and 
consider the average adsorption to just be a function of local equilibrium in the pellet, 
which is dictated by the isotherm. To do this only requires changing the micro-scale 
adsorption function to the adsorption isotherm (Equation 4.17). Or perhaps the pellets are 
actually extruded cylinders instead of compressed bi-porous spheres. Under the 
generalized framework, it is very simple to change coordinate systems from spherical to 
cylindrical. This is accomplished simply by changing the value of dimensional parameter 
d (Equation 4.3) from 2 to 1. 
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4.3.2 Mass and Energy Transport Model 
This modeling framework is also well suited for simulating mass and energy 
transfer during adsorption in a fixed-bed column. Fixed beds are the typical engineered 
adsorption systems for the separation or recovery of dilute gases.3,4 They are generally 
cylindrical columns packed with adsorbent pellets held in place by some form of screen 
so that gas is allowed to pass through the system. In some cases, the outer walls of those 
columns are thermally controlled and, often times, the length of those columns is much 
larger than their diameter. In these cases, it is very suitable to model the mass and energy 
balance in one-dimension, since there will be very minor changes in the radial 
distribution of mass and heat.1  
 The mass balance portion of the fixed-bed model is driven primarily by the 
interparticle transport mechanisms of advection and dispersion (Equation 4.21). 
Additionally, there is a sink term for gas phase losses caused by adsorption. Adsorption 
taking place in this model can be in terms of local equilibrium or in terms of the kinetics 
of adsorption, such as bi-porous kinetics in the case of engineered commercial pellets 
(Equation 4.16 through Equation 4.20). The parameters involved with mass transport 
include superficial gas velocity (v), bulk bed porosity (εb), axial dispersion (Dz), and bulk 
bed solids density (ρb). At the inlet boundary to the fixed-bed, mass flow into the 
problem domain is governed by the flow rate and the concentration gradient formed at the 
entrance to that domain between the inlet concentration (Cin) and the concentration inside 




























= v Cin −C( )
 
Equation 4.22 
For this model, one may also want to track how the temperature of the gas (T) 
changes with adsorption. This requires the development of an energy balance between 
gas and solid phases as material moves through the bed and as adsorption occurs.1,3 The 
energy balance involves similar boundary conditions and mechanisms to that of the mass 
balance (Equation 4.23 and Equation 4.24), but also includes thermal conductivity, heat 
transfer from the walls of the columns, and heats of adsorption. Since radial changes in 
temperature and concentration are being neglected in the 1-D case, the effect of the 
heating of the wall is done on an average basis. The parameters in this energy balance 
include heat capacity of the gas (hg), density of the gas (ρ), heat capacity of the 
adsorbents (hs), axial thermal conductivity (Kz), heat of adsorption (Qst), temperature of 
the wall (Tw), heat transfer coefficient between the wall and the interior gases (Uw), and 
the inner diameter of the column (din). 




























= hgρv Tin −T( )
 
Equation 4.24 
These material balances (Equation 4.21 through Equation 4.24) make up the bulk 
of the fixed-bed adsorption model. To resolve the actual amount of adsorption (q) 
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occurring in the column, one could either assume local equilibrium (i.e., apply the 
adsorption isotherm at each spatial location in the domain) or use an adsorption kinetics 
model, such as the bi-porous pellet model. Combining the actual adsorption kinetics with 
these equations for mass and energy transfer creates a fully coupled model for adsorption 
in engineered systems. 
4.3.3 Estimating Model Parameters 
All the models discussed involve many different physical parameters ranging 
from thermal capacities to various types of diffusion. Some of these values, such as pellet 
density (ρs) and wall heat transfer coefficients (Uw), can be found by looking at various 
tables or published data for similar systems or particular materials.3,4 Other parameters, 
such as surface diffusion (Dc), may only be determined through experiments or listed in 
literature for a particular system. However, a bulk of the model parameters can be 
approximated through theoretical and semi-empirical considerations.  
 Many of the parameters involved in the bi-porous pellet kinetics model can be 
determined independently. Tien1 offers several techniques and expressions for 
determining the pellet diffusivity (Dp) and mass-transfer coefficient (kf) based on the 
system parameters (Equation 4.25 through Equation 4.28). The parameters for Equation 
4.25 through Equation 4.28 are as follows: εp is macro-porosity, τ is tortuosity, Dm is 
molecular diffusivity, Dk is Knudsen diffusivity, Dop is the idealized pore diffusivity, Dp 
is the corrected pore diffusivity, rp is nominal pore radius, MW is molecular weight of 
adsorbing species, Re is the Reynolds number, and Sc is the Schmidt number.  
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Actual pore diffusivity (Equation 4.27) inside the adsorbent pellet is controlled by 
both Knudsen diffusion (Equation 4.26) and molecular diffusion, which is modified by 
the tortuous path that molecules take through the macro-porous binder material (Equation 
4.25). The film mass-transfer coefficient can be approximated through empirical 
relationships with the dimensionless Reynolds (Re) and Schmidt  (Sc) numbers, along 



































Each species in a gas mixture will have a different molecular diffusivity (Dm,i) 
that can be determined from the binary diffusivities (Dij) between all species present 
(Equation 4.29). The binary diffusivities vary theoretically with temperature and the 
viscosity (µi), density (ρi), and molecular weight (MWi) of each species according to 
Equation 4.30.10 Temperature relationships for the density of each species can be 
determined using the ideal gas law (Equation 4.31), and the Sutherland’s equation11 
(Equation 4.32) can be used to relate the viscosity of each pure species with temperature 
using a reference state viscosity (µio) and reference temperature (Tio), as well as the 
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Sutherland’s constant (Χi). Combining all these theoretical models, then, allows one to 



































































The Reynolds and Schmidt numbers (Equation 4.33 and Equation 4.34) are also 
implicit functions of temperature and pressure because they relate the kinematic viscosity 
(νg) and diffusivity of the gas with the gas velocity (v) and size of the particles (ap).12 To 
determine the kinematic viscosity of the mixed gas system requires the total dynamic 
viscosity of the gas (µg) and the total density of the gas phase (ρ). While the total density 
can be determined from the ideal gas law, the dynamic viscosity of the mixed gas must be 
determined from a theoretical model, such as that outlined in Equation 4.35 through 
Equation 4.37.13 This model takes into account the mole fractions (yi) of each species 
together with the binary diffusivities and a temperature correction factor (χ) to 



























 χ = 0.873143+ (7.2375×10−5 )T
 
Equation 4.36 
 PoD 'ij = PTDij
 
Equation 4.37 
Using all these relationships allows for reasonable approximation of many of the 
parameters involved in the bi-porous pellet kinetics model. For the fixed-bed model, 
many of the parameters of the energy balance (Equation 4.23), including wall heat 
transfer coefficient and heat capacities of materials, can be determined by looking up the 
properties of the specific materials involved. The heat of adsorption (Qst) is typically 
determined through the isotherm (recall CHAPTER 3) or through experiments.14,15  
For the mass balance portion of the fixed-bed model, the axial dispersion 
coefficient can be approximated through an empirical relationship with the Reynolds and 
Schmidt numbers (Equation 4.38) in a similar fashion to how the film mass transfer 
coefficient was determined.3,16 Most other parameters in the fixed-bed model, notably the 
thermal parameters such as heat capacities, conductivities, and heat transfer coefficients, 













 Equation 4.38 
 
4.3.4 Equilibrium Isotherm Model 
The final piece of information necessary for modeling adsorption kinetics and 
transport is the isotherm. Isotherms describe the relationship between the adsorbed phase 
and the gas phase at equilibrium. There are a variety of different adsorption models 
available in literature: Langmuir, Freundlich, Tóth, etc. The individual choice of isotherm 
will depend on the suitability of the model for describing the partition between gas and 
solid phases across a variety of temperatures and pressures.15  
 For the work considered here, the Generalized Statistical Thermodynamic 
Adsorption (GSTA) isotherm model14 was chosen as the equilibrium model (recall 
CHAPTER 2). This isotherm is very flexible and has been shown to be useful at 
describing the adsorption equilibrium of many different systems.15,17 Additionally, this 
model has also been employed in mixed-gas adsorption equilibrium models with great 
success (recall CHAPTER 3).18 Isotherm parameters for all systems that have been 
modeled in this work were determined through an iterative procedure described in 




4.4 Data Acquisition 
4.4.1 Materials 
To demonstrate the capability of the model framework for different adsorption 
systems, kinetic data of water vapor adsorption with a zeolite molecular sieve 3A 
(MS3A) and iodine gas adsorption with a reduced silver mordenite (Ag0Z) were 
analyzed. MS3A is one of the classic adsorbents for removing water in gas and liquid 
streams, and Ag0Z is the most promising material for iodine capture in spent nuclear fuel 
reprocessing plants. Both solid adsorbents were micro-porous crystalline alumina 
silicates that have micro pores and channels in the crystals. The commercial MS3A that 
were used in prior studies5 were spherical beads with a radius of 1.18 mm, and the Ag0Z 
used in prior studies19 were extruded cylinders with a radius of 0.8 mm.  
The silver mordenite contained 11.9 wt.% silver and was reduced prior to 
adsorption experiments in a hydrogen/argon stream at 400 oC and for 24 hours to achieve 
a better iodine adsorption performance. Previous studies have shown that silver ions 
inside the mordenite crystals were reduced to metallic silver and formed silver 
nanoparticles on the surface of the crystals during the reduction by hydrogen.19-22 
Physical properties and chemical characteristics of the MS3A and Ag0Z were described 
previously.5,19 In addition to those reported properties, the average macropore radii of 
MS3A and Ag0Z were measured in this work using mercury porosimetry, which were 35 
nm and 26.5 nm, respectively. Table 4.1 and Table 4.2 below provide some important 
structural and physical parameters for modeling adsorption kinetics in both MS3A and 
Ag0Z adsorbents. 
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Table 4.1 - Structural parameters for the MS3A zeolite 
Description Variable Value Units 
Crystal Radius ac 1.5 µm 
Pellet Radius ap 1.18 mm 
Macro-pore Radius rp 35 nm 
Adsorbent Density ρs 1.69 g/cm
3 
Macro-porosity εp 0.272 - 
Binder Fraction α 0.175 - 
 
Table 4.2 - Structure parameters for the Ag0Z mordenite 
Description Variable Value Units 
Pellet Radius ap 0.8 mm 
Macro-pore Radius rp 26.5 nm 
Adsorbent Density ρs 3.06 g/cm
3 
Macro-porosity εp 0.384 - 
 
4.4.2 Methods 
Both the H2O and I2 uptake experiments were performed with continuous-flow 
gas adsorption systems, which have been reported previously.5,19 Each of the systems had 
a H2O/I2 vapor generating unit, a microbalance unit, a heating unit, and a data acquisition 
system. Changing the temperature of the generating units and varying the flow rates of 
the carrier and dilution gas streams controlled the H2O and I2 vapor concentrations. A 
microbalance connected with a data acquisition system was used in each system for 
recording the mass changes of the adsorbents during the adsorption/desorption processes.  
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H2O adsorption experiments were performed at temperatures between 25 to 80 oC, 
with H2O concentrations (in terms of dew point) ranging from -69 to 17 oC, and I2 
adsorption experiments were conducted at 100 – 200 oC with I2 vapor concentrations in 
the range of 9 – 52 ppmv. In each experiment, a few vacuum-dried adsorbent particles 
were loaded into a screen tray suspended from the microbalance. There were fairly large 
spaces between the particles so the adsorption data essentially represented the adsorption 
processes on each single particle. Details of the procedures were reported in previous 
papers.5,19   
4.5 Results 
4.5.1 H2O on MS3A Modeling 
The adsorption of water vapor on commercial MS3A zeolite adsorbents has a 
potential use for the capture of tritiated water (H3HO) from the off-gas stream of nuclear 
fuel reprocessing facilities.5,17 A prior study of the kinetics of water vapor on MS3A had 
utilized various simple kinetic models, such as linear driving force and shrinking core 
models.5 Using the data from that study, a model analysis was performed using the bi-
porous pellet kinetics model described in the section 4.3. The commercial MS3A zeolite 
used is the perfect structural candidate to validate the bi-porous pellet model. MS3A is a 
small, spherical adsorbent constructed from a macro-porous binder material that holds 
small zeolite crystals together, much like it was depicted in Figure 4.3. Important 
structural parameters for this pellet were given in Table 4.1.  
For the purpose of modeling the adsorption of water vapor in this system, the 
relationships discussed from Equation 4.25 through Equation 4.37 were used to 
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approximate film mass transfer coefficients (kf) and pore diffusivities (Dp) from the 
experimental conditions described by Lin et al.5 The value of the micro-pore diffusion 
coefficient (Dc), however, is not known for this system. Therefore, it was decided to first 
treat this parameter as adjustable and determine its optimal value for each experiment. 
The results of that analysis are shown in Figure 4.4. 
 
 
Figure 4.4 - Optimal micro-pore diffusivities versus water vapor pressures across 
different temperatures. Little or no relationship between diffusivity and 
temperature is observed, but there is a strong, linear relationship between vapor 
pressure and diffusivity on a log-log scale. The data analyzed to obtain these values 
came from Lin et al.5 
 
It is fairly clear to see from Figure 4.4 that there exists a strong relationship 
between the micro-pore diffusivity and the ambient vapor pressure. Similar trends were 
also observed by Lin et al.5 for the parameters of the kinetic models they had utilized. 
Comparisons between the optimized bi-porous model and select kinetic curves from the 
 120 
water adsorption experiments are shown in Figure 4.5. These curves were normalized by 
their respective equilibrium capacities at the given experimental conditions. This was 
done so that no bias would be introduced in the optimization by differences that may 
exist between the model equilibrium value and the equilibrium value reported by Lin et 
al.5 Overall, the bi-porous kinetic model works very well at describing the adsorption rate 
for water vapor on the MS3A adsorbent.  
 
 
Figure 4.5 - Comparison between experimental data and optimized bi-porous pellet 
kinetic model results for four different uptake curves. The uptake curves were 
normalized to provide the amount adsorbed divided by the equilibrium adsorption 
value for each experiment. (a) gas temperature of 25 oC and vapor pressure of 3.1E-
4 kPa, (b) gas temperature of 40 oC and vapor pressure of 5.4E-3 kPa, (c) gas 
temperature of 60 oC and vapor pressure of 8.1E-3 kPa, and (d) gas temperature of 
80 oC and vapor pressure of 8.1E-2 kPa. 
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It is easy to see that the model performs well when modeling results are compared 
to the experimental data in order to determine the optimal micro-pore diffusivity (Dc). 
The mark of a good model, however, will be its ability to predict behavior and not just 
describe existing data. After the optimal values of the diffusivities have been determined 
(Figure 4.4), that information can be utilized to predict different adsorption curves for the 
same system at different temperatures and pressures. To accomplish this, adsorption and 
desorption cycling data were measured and then simulated to further validate the bi-
porous model (Figure 4.6).  
 
 
Figure 4.6 - Comparison between adsorption cycling data and bi-porous pellet 
model predictions. Adsorption occurs at 40 oC and a vapor pressure of 0.34 kPa. 
During desorption, the temperature remains the same, but the vapor pressure drops 
to 7.3E-4 kPa. 
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The adsorption was performed at the dew point of -10 oC followed by desorption 
in dry air (dew point: -70 oC) after the MS3A particles were equilibrated with H2O vapor. 
Adsorption was restarted when desorption reached equilibrium, and that process 
continued for roughly two and a half cycles. The simulation of the cycling behavior 
compared to the adsorption/desorption data is shown in Figure 4.6.  This result 
demonstrates the model’s ability to predict the adsorption and desorption cycling 
behavior of water vapor on the MS3A adsorbent.  
4.5.2 I2 on Ag0Z Modeling 
To highlight the flexibility and generality of this modeling approach, it will be 
demonstrated that the bi-porous kinetics model is suitable for predicting adsorption 
uptake for a completely different system. Here, the bi-porous pellet kinetics model 
described above has been utilized to predict the uptake rates of I2 on Ag0Z pellets, using 
data reported in a previous paper.19 The structural treatment of the problem is very 
different and some of the parameters of the model must be adjusted, as described below, 
to align with the physical problem.  
 As mentioned in section 4.4, the Ag0Z pellets are cylindrical instead of spherical. 
This is not an issue for the modeling framework that was developed here. Recall that the 
framework is based on the generalization of a one-dimensional conservation law 
(Equation 4.3). Because of this framework approach, one can easily shift the model into 
different coordinate systems. This is done so by only changing the value of a single 
framework parameter (d) from a value of 2 to a value of 1.  
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 The reducing process involved with preparing the Ag0Z pellets creates 
nanoparticles of silver on the outer surface of the adsorbent crystals inside the pellets.19 
Since the I2 adsorption occurs only at these silver sites, and those sites are formed on the 
outside of the micro-porous crystals, the pellet actually behaves more homogeneously. In 
other words, I2 travels only through the binder of the pellets, and then adsorbs onto the 
crystals without entering the micro-porous regions.   
This system can be represented mathematically in the bi-porous pellet model 
(Equation 4.16 through Equation 4.20) by neglecting the micro-porous diffusion 
equations and replacing them with just the adsorption isotherm. Therefore, the 
assumption being made is that the I2 molecules travel through the pore space of the 
binder, reach a silver site, and then undergo local equilibrium reactions to adsorb to that 
site. In addition, the binder fraction (α) parameter is neglected by setting its value to 1. 
This will make it so that Equation 4.19 is exactly representative of homogenous diffusion 
kinetics for the case of the pore-diffusion controlled adsorption.1  
 Since the micro-porous diffusion mechanism is neglected, there is no need for the 
model of this system to be calibrated with the adsorption data. All system parameters can 
be approximated based on the relationships in Equation 4.25 through Equation 4.37, 
thereby making the model purely predictive. Then, the last pieces of information 
necessary to make predictions of the adsorption of I2 by Ag0Z pellets are the structural 
parameters, which were provided in Table 4.2.  
Using the structural parameters from Table 4.2, as well as the diffusion and film 
mass transfer parameters calculated from Equation 4.25 through Equation 4.37, based on 
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the experimental conditions19 described above, simulations were performed to predict the 
I2 adsorption kinetics and compare the modeling results to the experimental data. Figure 
4.7 below shows select results of that analysis at different gas temperatures and partial 
pressures of I2 in the gas stream. These results show that the model did very well to 
predict the rate of I2 adsorption; especially since no parameter optimization was 
performed. It does appear, however, that some of the model uptake curves predicted 
faster adsorption kinetics than the kinetics observed in the data.  
 
Figure 4.7 - Comparison between experimental data and kinetic model predictions 
for four different uptake curves. The uptake curves were normalized to represent 
the amount adsorbed divided by the equilibrium adsorption value for each 
experiment: (a) gas temperature of 100 oC and I2 partial pressure of 1.3E-3 kPa, (b) 
gas temperature of 150 oC and I2 partial pressure of 1.4E-3 kPa, (c) gas temperature 
of 150 oC and I2 partial pressure of 3.7E-3 kPa, and (d) gas temperature of 200 oC 
and I2 partial pressure of 8.8E-3 kPa. The data shown were collected by Nan et al.19 
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4.5.3 Column Modeling 
Ultimately, the goal of adsorption process modeling is to utilize models in order 
to design adsorption capture systems. As previously stated, the most common 
configuration for removal and recovery of dilute species in gaseous streams is that of a 
fixed-bed adsorption column.3,4 To demonstrate the framework’s capacity to model 
adsorption in fixed-beds, a fictitious scenario was devised in which the concentration and 
temperature breakthrough curves for water vapor adsorption in a column packed with 
MS3A adsorbent pellets could be modeled using this modeling framework.  
Structural parameters for the MS3A adsorbent are the same as those in Table 4.1, 
and the same isotherm parameters were used that were discussed in the analysis of the 
Lin et al.5 data set (Figure 4.5 and Figure 4.6). The adsorption term (q) for the mass and 
energy balances of the fixed-bed model (Equation 4.21 and Equation 4.23) was resolved 
by performing simulations with the bi-porous pellet model (Equation 4.16 through 
Equation 4.20) to approximate the amount of water vapor adsorbed at different points in 
the column versus time. That result was then coupled into the fixed-bed equations as a 
mass or energy source/sink term. The heat of adsorption (Qst) was determined through the 
isotherm relationships described by Ladshaw et al.15 and Llano-Restrepo and Mosquera.14  
 Besides the isotherm parameters and physical characteristics relevant to the 
MS3A adsorbent, other structural and thermal parameters needed for the fixed-bed model 
were determined by looking up known values or estimating some constants to take the 
place of otherwise unknown parameters, such as the wall heat transfer coefficient (Uw) 
and axial thermal conductivity (Kz). Table 4.3 summarizes the remaining parameters for 
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the fixed-bed model (Equation 4.21 through Equation 4.24) and their corresponding 
values that were used in the model demonstration. Additionally, for the purpose of this 
demonstration it was assumed that the temperature of the wall (Tw) was constant. 
 
Table 4.3 - Parameters for the Fixed-bed Adsorption Model Demonstration 
Description Variable Value Units 
Bulk Bed Porosity εb 0.36 - 
Linear Gas Velocity V 0.10 cm/s 
Bulk Pellet Density ρb 1.08 g/cm3 
Inlet Concentration Cin 7.80E-5 mol/L 
Gas Heat Capacity hg 1.01 J/g/K 
Gas Density ρ 1.23E-3 g/cm3 
Pellet Heat Capacity hs 1.05 J/g/K 
Axial Conductivity Kz 0.01 J/s/cm/K 
Heat Transfer Coefficient Uw 5.00E-3 J/s/cm2/K 
Column Inner Diameter din 1.75 cm 
Wall Temperature Tw 313.15 K 
Inlet Temperature Tin 313.15 K 
 
For the fixed-bed model demonstration, a 20-hour simulation was run for water 
vapor adsorption in a 9-cm long column given an inlet water vapor pressure of 0.203 kPa 
and inlet temperature of 313.15 K. Initial conditions for this simulation assumed there 
was no water vapor in the column prior to the simulation. After the first 10 hours, the 
inlet boundary conditions for the mass balance were changed to that of dry air such that 
the final 10 hours of the simulation would represent desorption. 
The results of this simulation are summarized in Figure 4.8 and Figure 4.9. Figure 
4.8 shows the vapor pressure at the exit of the column over time. It is worth noting here 
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that, in the absence of adsorption, the breakthrough should happen in about 90 seconds 
given the length of the column and the linear velocity of the gas. Therefore, the model 
demonstrates significant retardation of the flow, as mass is transferred from the gas phase 
to the surface sites of the adsorbent. Figure 4.9 shows the effect that adsorption has on the 
temperature of the gas stream. The model shows that the gas stream heats up above 
ambient levels as adsorption occurs, but decreases below ambient during desorption. 
 
Figure 4.8 - Water vapor breakthrough history for the 20-hour sample simulation in 
a 9-cm long column packed with MS3A adsorbent. After 10 hours, dry air was given 
to the model as the inlet boundary condition to simulate desorption of water vapor 




Figure 4.9 - Gas temperature breakthrough history for the 20-hour simulation in a 
9-cm long column packed with MS3A adsorbent. After 10 hours, dry air was given 
to the model as the inlet boundary condition to simulate desorption of water vapor 
from 10 to 20 hours. 
 
4.6 Discussion 
4.6.1 H2O on MS3A 
It is clear to see from Figure 5 that the bi-porous pellet model describes well the 
adsorption kinetics of water vapor by the MS3A adsorbent. The simpler models 
investigated by Lin et al.5, however, could also fit their data equally well. This 
comparison immediately brings up the question: Why use the more complex model, when 
the simpler models are just as good? The primary reason for the use of a complex model 
is that it will more accurately predict the cycling or desorption behavior of the system.  
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 Let’s consider the linear driving force (LDF) model (Equation 4.39) as a point of 
comparison against the bi-porous pellet model. This is a very common, very simple 
model for adsorption kinetics that relates the average equilibrium adsorption value (qe) of 
an adsorbent pellet to a lumped mass transfer parameter (kLDF) often referred to as the 
LDF parameter.1,3,5 One can find the optimum values for the LDF parameter in a similar 
manner in which the optimum diffusivity parameters are found from Figure 4.4. Then, 
using those parameters, one can model the adsorption/desorption scenario as in Figure 4.6 
and compare those LDF model results to both the data and the bi-porous model. 
 dq
dt
= kLDF (qe − q)  Equation 4.39 
Recall from the data analysis in Figure 4.4 that there was a strong relationship 
between vapor pressure and the micro-pore diffusivity. This was also true for the 
optimized LDF parameters reported by Lin et al.5 To compare LDF to the bi-porous 
model, LDF simulations considering two different scenarios were performed: (i) one in 
which there is a step change in the LDF parameter caused by the step change in the vapor 
pressure and (ii) one in which any change in the LDF parameter caused by changes in 
vapor pressure has been ignored. Comparison between the LDF model and the bi-porous 





Figure 4.10 - Comparison between the adsorption/desorption cycle behavior for 
water vapor on MS3A and three different models: (i) the bi-porous pellet model 
described in this work, (ii) the LDF model with a step change in the LDF parameter, 
and (iii) the LDF model with no change in the LDF parameter. The bi-porous model 
works well to predict the adsorption and desorption behavior, while the LDF models 
can only predict the adsorption curve. The data are taken from Figure 4.6. 
 
When a step change in the LDF parameter was considered based on the 
simulation step change from high to low vapor pressure, the LDF model showed slower 
desorption than adsorption, but it does not accurately reflect the data (Figure 4.10). In 
contrast, if one ignores a step change in the LDF parameter, then the rate of desorption is 
roughly the same as the rate of adsorption. Like the LDF model with the step change, the 
bi-porous model does consider how changes in vapor pressure change the micro-pore 
diffusion parameter according to the data analysis of Figure 4. This raises the question: 
why does the bi-porous model perform better than the LDF model? 
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The reason the bi-porous model performs better than the LDF models for 
desorption is because of how the simulations are actually carried out and what 
information is being tracked throughout the simulation. In the case of the LDF model, the 
adsorption amount is only calculated as an average, based solely on the driving 
equilibrium value (qe) and the rate constant (kLDF). The bi-porous model, however, tracks 
both the macro-pore gaseous concentration (c) and the micro-pore adsorption (q) as a 
function of time and space through the entire pellet. In this case, while the outside vapor 
pressure (Cb from Equation 4.20) undergoes a step change in the concentration level, the 
interior concentration of vapor in the macro-pore region of the pellet (c) starts relatively 
high at the time of the step change, and then decreases gradually as vapor exits the 
macro-pore space and leaves the pellet.  
In the bi-porous model (Equation 4.17), the local adsorption (q) on the crystals is 
based on the interior concentration (c) and not the exterior concentration (Cb). This is not 
the case for the LDF model because it does not track the local interior concentrations; 
instead it bases the average adsorption only on the exterior concentration. Therefore, by 
tracking how the local interior concentration varies based on the macro-pore diffusion 
and losses/gains to adsorption/desorption, it is possible to more accurately portray how 
the overall adsorption process influences the amount of material adsorbing/desorbing as 
changes occur in the bulk gas phase.  
4.6.2 I2 on Ag0Z 
The model predictions for I2 on Ag0Z showed exceptional accuracy for the rates 
of adsorption at different concentrations and temperatures, but also showed some over-
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estimates for how fast the system reached equilibrium (Figure 4.7). In these simulations, 
it was assumed that once I2 had reached a silver site, it underwent adsorption 
instantaneously, thereby reaching its local equilibrium value within the pellet at a given 
location. It was noted by Nan et al.19, however, that the reaction between the iodine and 
silver was one of the rate controlling mechanisms in the overall adsorption rate. This may 
explain why the model developed here showed faster adsorption kinetics, especially for 
images (b) and (c) from Figure 4.7. 
If the rate of reaction were included, then the local adsorption of I2, based on the 
interior concentration of iodine gas, would be smaller compared to the predicted 
concentration after assuming local equilibrium. This reduction in adsorption locally 
would suppress the overall rate of adsorption and could yield even better predictions for 
this system. Therefore, this model can be improved by including adsorption reaction rates 
at the silver sites instead of just applying the isotherm.  
4.6.3 Column Model 
The fixed-bed modeling results in Figure 4.8 and Figure 4.9 were produced with a 
fictitious adsorption scenario. This simulation was performed as a demonstration of the 
modeling capacity of the numerical framework developed in this work. Qualitatively, the 
model behaves exactly as expected for a simulation of this type. The rate at which the 
vapor exits the column (Figure 4.8) indicates that there is a strong retardation effect of 
adsorption as water vapor is taken out of the bulk gas phase and adsorbed on the pellets. 
This is known simply by observing that, in the absence of adsorption and mass-transfer, 
the breakthrough time for this simulation would be approximately 90 seconds. This value 
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is determined based on the length of the column (9 cm) and the linear velocity of the gas 
phase (0.1 cm/s).  
 Additionally, the simulated temperature breakthrough curve in Figure 4.9 behaves 
in a manner expected for adsorption. Since adsorption of water vapor on MS3A is an 
exothermic process, the gas temperature in the column is expected to rise as adsorption 
occurs and fall as desorption occurs.3 The fixed-bed model demonstration shows this 
expected behavior (Figure 4.9). 
4.7 Conclusions 
While adsorption is a very complex process that can vary widely based on 
differences in adsorbents and adsorbates, the basic mechanisms that govern this physical-
chemical process are generally the same. Regardless of the specifics of the problem, 
adsorption will always involve (i) interparticle transport, (ii) interphase mass-transfer, 
(iii) intraparticle diffusion, and (iv) surface reactions and equilibria. Therefore, the most 
effective and efficient way to model adsorption processes is to create a framework under 
which one can simulate all these mechanisms.  
 The basis of that framework comes from the fact that all adsorption models stem 
from conservation laws. Using that knowledge, a generalized conservation law model 
(Equation 4.3) was developed that serves as the basis of a framework to simulate a 
variety of different adsorption problems. Following this framework, the model problem is 
solved numerically to preserve its generality, as the numerical solution is valid regardless 
of whether or not the model is linear or non-linear and/or dominated by advection or 
diffusion.  
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 As a demonstration of the generality and flexibility of this modeling framework, 
three different types of common adsorption problems were simulated: (i) spherical, 
heterogeneous adsorption kinetics, (ii) cylindrical, homogeneous adsorption kinetics, and 
(iii) one-dimensional, fixed-bed mass and energy transfer. Although these three systems 
are very different in terms of their structural characteristics, the same mechanisms and 
conservation laws govern them all. Therefore, they can all be modeled under the same 
framework approach.  
Through comparisons of the modeling results produced in this work to 
experimental data, the validity of this modeling approach and numerical framework has 
been demonstrated (Figure 4.5 through Figure 4.7). This framework gives engineers and 
scientists a tool by which one can approach a variety of different adsorption problems. 
Building off from this basic framework, it will be possible to develop a variety of other 
adsorption models to provide a systematic and mechanistic approach to modeling 
engineered adsorption processes. 
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a local maximum wave speed, Equation 4.5 
ac micro-sphere nominal radius, Equation 4.18 
ap macro-sphere nominal radius, Equation 4.20 
c intrapellet pore space concentration, Equation 4.19 
C gas phase concentration in bed, Equation 4.21 
Cb bulk gas phase concentration, Equation 4.19 
D dispersion coefficient, Equation 4.3 
Dc micro-pore diffusion, Equation 4.16 
Dij binary diffusivity (cm2/s), Equation 4.30 
din inner diameter of the fixed-bed, Equation 4.23 
Dk Knudsen diffusivity (cm2/s), Equation 4.26 
Dm molecular diffusivity, Equation 4.25 
Dp macro-pore diffusion, Equation 4.19 
Dz axial dispersion coefficient, Equation 4.21 
f(c) isotherm function, Equation 4.17 
f(u) advective flux function, f(u) = zdvu, Equation 4.3 
 137 
G gradient flux discretization term, Equation 4.8 
g gap jump ratio in sub-domain, Equation 4.14 
H average advective flux into or out of a cell, Equation 4.4 
hg heat capacity of the gas, Equation 4.23 
hs heat capacity of the solids, Equation 4.23 
k reaction coefficient, Equation 4.3 
kf film mass-transfer coefficient, Equation 4.20 
kLDF linear driving force coefficient, Equation 4.39 
Kz axial thermal conductivity, Equation 4.23 
MW molecular weight (g/mol), Equation 4.26 
N nodal flux discretization term, Equation 4.8 
p penalty term for advective flux, Equation 4.5 
Po reference state pressure (100 kPa), Equation 4.37 
PT total gas pressure (kPa), Equation 4.31 
q adsorption or surface concentration, Equation 4.16 
qe equilibrium adsorption, Equation 4.39 
Qst heat of adsorption, Equation 4.23 
r micro-sphere radial dimension, Equation 4.16 
R retardation coefficient, Equation 4.3 
R macro-sphere radial dimension, Equation 4.19 
R ideal gas constant (J/K/mol), Equation 4.31 
Re Reynolds number, Equation 4.28 
rp nominal macro-pore radius (cm), Equation 4.26 
S generic source/sink or forcing function, Equation 4.3 
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Sc Schmidt number, Equation 4.28 
t time, Equation 4.3 
T gas phase temperature (K), Equation 4.23 
Tw temperature of the wall, Equation 4.23 
u conserved quantity, Equation 4.3 
us superficial gas velocity (cm/s), Equation 4.33 
Uw heat transfer coefficient of the wall, Equation 4.23 
v advective velocity, Equation 4.3 
y gas phase mole fraction, Equation 4.29 
z spatial dimensional quantity, Equation 4.3 
  
Greek Symbols 
α binder fraction for bi-porous pellet, Equation 4.19 
χ temperature correction factor, Equation 4.36 
Χ Sutherland's constant (K), Equation 4.32 
Δ change in a quantity 
εb bulk bed porosity, Equation 4.21 
εp macro-porosity, Equation 4.19 
φ(g) slope limiter function, Equation 4.13 
ϑ minmod dispersion parameter, Equation 4.12 
µ gas viscosity (g/cm/s), Equation 4.30 
µg total gas viscosity (g/cm/s), Equation 4.35 
νg kinematic viscosity (cm
2/s), Equation 4.33 
ρ gas density (g/cm3), Equation 4.23 
ρb bulk bed solids density, Equation 4.21 
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ρs pellet density, Equation 4.19 
τ tortuosity, Equation 4.25 
  
Sub/superscripts 
0 inlet boundary node, Equation 4.9 
- approach value from the left, Figure 4.2 
+ approach value from the right, Figure 4.2 
C center node, Equation 4.8 
d spatial exponent, Equation 4.3 
i,j indices for different species in a mixture 
in inlet or input value 
l specific node in a domain 
L left node, Equation 4.8 
o ideal or reference state 
R right node, Equation 4.8 












PART II.  URANIUM RECOVERY FROM SEAWATER 
  
 141 
CHAPTER 5.  IMPACT OF SPECIATION AND IONIC 
STRENGTH 
5.1 Introduction 
Uranium recovery from seawater faces a number of challenges, including capacity 
for uranium, selectivity over competing metals, and durability for deployment in the 
ocean. During the last few decades, poly(acrylamidoxime) (PAO) has been found to be a 
chemically suitable adsorbent for capturing uranium. PAO based adsorbents have been 
tested for uranium uptake from seawater in laboratory-scale1-5 as well as in natural sea.6-11 
Amidoxime ligand is known to undergo complexation with various metal ions apart 
besides uranium.1,12,13 Seawater is a vast source of uranium at a relatively low 
concentration of 3.3 ppb.14 The presence of other ions15 (Table 5.1) at overwhelmingly 
higher or similar concentrations complicates the recovery of uranium from seawater. 
Understanding the speciation of uranium in seawater environment is of great importance 
in the development of strategies for uranium extraction from seawater. 
 






U 0.0033 Na 10,752 
V 0.0019 Mg 1,295 
Mo 0.01 Ca 416 
Rb 0.12 Cl 19,345 
Li 0.17 SO4 2,701 
Sr 8.10 HCO3 145 
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Extraction of uranium from seawater is further complicated by uranium speciation 
which is mainly affected by uranyl hydrolysis products and carbonate complexes 
including UO2(CO3)34-, UO2(OH)3-, UO2(CO3)22-, UO2+, UO2(OH)+ and UO2(OH)2 
although the tricarbonate species [UO2(CO3)34-] is the most dominant form by higher 
abundance (~84.9%).9, 16-19 However, a recent study by Endrizzi et al.20 reports that the 
ternary Ca-UO2-CO3 and Mg-UO2-CO3 species dominate the aqueous chemistry of 
uranium and the species, Ca2UO2(CO3)3 (aq) accounts for nearly 60% of uranium species 
in the ocean. Leggett et al.21 claimed that calcium and magnesium are expected to occupy 
a significant fraction of the active sites of amidoxime-based adsorbents due to their 
overwhelmingly higher concentrations relative to uranium in seawater. Among the other 
metal ions present in seawater, vanadium not only reduces the uranium adsorption 
capacity, but also it binds so strongly that eluting this metal may irreversibly damage the 
adsorbent.22,23  
Although uranium recovery from seawater is impacted by many factors, the focus 
of this chapter is mainly on the investigation of effects of speciation and ionic strength on 
adsorption. This study will explore those effects through both modeling and 
experimentation. To that end, sets of experiments have been performed at Oak Ridge 
National Laboratory (ORNL) that varies the concentrations of bicarbonate to quantify 
how the speciation of uranium with carbonates will affect adsorption. In addition, 
experiments have been done both in the presence and absence of NaCl to quantify the 
impact of ionic strength on uranium uptake. Coupled with those experiments is the 
development of a uranium speciation and adsorption model that will be utilized to explain 
and predict the observed behaviors.  
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5.2 Modeling Methods 
5.2.1 Numerical Techniques 
The system that we intend to model can be reasonably simplified based on the 
conditions of the laboratory-scale experiments. However, as we look further ahead to 
modeling a real uranium recovery from seawater system, we realize that the problem is 
extraordinarily complex. Seawater has specific solution characteristics such as pH (7.5-
8.5),24 temperature (12-40 ºC),25,26 complex ion speciation,18,27 and high salt 
concentration (0.6 – 0.7M)18,28,29 among others. The overall problem involves multi-
species complexation, precipitation, phase changes, adsorption reactions, mass transfer 
mechanisms, and may even include biological processes. Therefore, a model to handle 
these complexities must be carefully designed and implemented in a piece-by-piece, or 
object-oriented fashion.   
 To accomplish this task, we first divided the problem into its constituent parts and 
represent each part as a C++ object. For instance, since our problem will clearly involve 
chemical speciation reactions and several mass balances, we have devised and developed 
different objects to handle the tasks associated with each different chemical sub-problem. 
Each object will have an independent residual equation that must be resolved with each 
other objects’ residual equations. Then, the culmination of all those objects and equations 
will be used to form the overall residual function that will be fed into a non-linear solver 
routine, which will find the solution to all variables simultaneously.  
 The underlying solver routine was based on the Jacobian-Free Newton Krylov 
(JFNK) method,30 because it is tremendously efficient compared to traditional Newton 
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methods that require use of the full Jacobian matrix. Linear sub-problems for the non-
linear iterations are then solved using either GMRES31 or GMRESR32 depending on the 
problem size and whether or not a linear preconditioner was supplied to the routine. Our 
implementation of the JFNK method also includes a simple backtracking line search 
subroutine33 to ensure smooth convergence of the non-linear system.  
5.2.2 Speciation Model 
For the laboratory-scale model, we decided to represent the adsorption of uranium 
by amidoxime-functionalized fibers as standard metal-ligand complexation reactions34 
coupled with speciation reactions between all involved species in solution with mass 
balances between the major species’ groups (i.e., uranium, carbonate, nitrate, etc.). To 
account for ionic strength, we used the Davies activity model,35 which is used to account 
for non-idealities in solutions with ionic strengths up to 0.5 M.  
The time evolution of adsorption uses a simple unsteady version of the metal-
ligand complexation reactions between uranyl and carbonate ions and the amidoxime 
ligands (Equation 5.1 and Equation 5.2). Those reaction equations would then formulate 
the rate expressions for adsorption of the uranium (Equation 5.3 and Equation 5.4). 
Although this formulation of the problem idealizes the actual kinetics of adsorption, it 
will allow us to implicitly include the effects of carbonate concentration and pH into the 
overall adsorption model. 
 UO2
2+ + A(OH)2 ⇔UO2AO2 + 2H








 d UO2AO2{ }
dt
= k f ,1 UO2




 d UO2CO3AO22−{ }
dt
= k f ,2 UO2





To finish the construction of this speciation and complexation model, we must 
add in the equilibrium reactions between all the ions in solution and provide mass 
balances for all the major species. Equation 5.5 through Equation 5.20 below outline the 
most important reactions and mass balances for an aqueous system involving uranium, 
nitrate, and carbonate. Note that reactions involving sodium (Na+) and/or chlorine (Cl-) 
are not shown here. This is because those complexes will typically dissociate completely 
and are generally only important for ionic strength and electroneutrality calculations. 
 UO2
2+ + H2O⇔UO2OH
+ + H+  Equation 5.5 
 UO2
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-⎡⎣ ⎤⎦+ HNO3[ ]+ UO2NO3
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Equation 5.18 
 CT = CO3
2-⎡⎣ ⎤⎦+ HCO3
−⎡⎣ ⎤⎦+ H2CO3[ ]+ UO2CO3[ ]









2-⎡⎣ ⎤⎦  
Equation 5.19 




Each of these reactions and mass balances will contribute residual functions for 
the solver routine to work on. That routine solves the speciation/complexation reactions 
at each discrete time step for the transient problem. To step the simulation through time, 
we used a standard implicit discretization technique for greater numerical stability. While 
the routine is intended to run unsteady problems and seek out the system pH using the 
electroneutrality condition, it can also be run as a steady state simulation and/or hold the 
system pH constant to a specified value. Additionally, since the major speciation 
reactions are equilibrium reactions, the model is also implicitly temperature dependent 
since the stability/dissociation constants are related to temperature through the van’t Hoff 
relationship. 
5.3 Experimental Methods 
5.3.1 Adsorbent Preparation 
Adsorbent fibers were prepared by radiation-induced graft polymerization (RIGP) 
at the NEO Beam Electron Beam Cross-linking Facility (Middlefield, OH), as described 
by Das et al.36 Prior to irradiation, the polylactic acid (PLA) that was protecting the 
polyethylene trunk fibers was removed by submerging the fibers in excess 
tetrahydrofuran (THF) at 60 °C overnight. The pre-weighed dry fiber samples were 
irradiated with the electron beam for 16 passes to a dose of approximately 200 ± 10 kGy 
using 4.4-4.8 MeV electrons and 1 mA current from an RDI Dynamitron electron beam 
machine.  After irradiation, the fibers were immersed in a 300-mL flask containing 
previously de-gassed grafting solutions consisting of acrylonitrile (AN) and itaconic acid 
(ITA) in dimethyl sulfoxide and were then placed in an oven at 64 °C for 18 hours for 
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grafting. After grafting, the fibers were washed with N’, N’ dimethyl formamide DMF to 
remove unreacted monomers and homo polymers, followed by rinsing with methanol and 
dried at 50 °C under vacuum. The nitriles in the grafted fiber (AF1) samples were 
converted to amidoxime (AO) by reaction with 10 wt % hydroxylamine hydrochloride in 
50/50 (w/w) water/methanol at 80 °C for 72 hours. The samples were then washed under 
vacuum filtration with deionized water followed by a methanol rinse and allowed to dry 
at 50 °C under vacuum. The amidoximated AF1 fibers were treated with 0.44 M KOH 
solution for 1 hour at 70 ºC. The KOH-treated samples were immediately filtered and 
washed with DI water until the pH was neutral, and then used for the uranium adsorption 
study. 
5.3.2 Batch Experiments 
Two different sized batch containers were used in the experiments: 1 L plastic 
bottles and 5 gallon plastic bottles. In all of the batch experiments, an initial solution 
sample of one milliliter was collected prior to addition of the adsorbent. The containers 
were shaken constantly at 100 rpm at room temperature. This agitation speed was proven 
sufficient for fluidized fibers to adsorb uranium in the reaction-limited regime, i.e., in the 
presence of bicarbonate ions.7 One-milliliter aliquot samples were collected periodically 
over the whole period. The quantitative analysis of the aliquots was carried out using 
inductively coupled plasma mass spectroscopy (ICP-MS, Thermo Scientific X-Series II). 
Sample aspiration was performed at 100 µL/min with a Teflon SP nebulizer coupled to an 
Elemental Scientific Inc. PC3 and Fast combination spray chamber. An internal standard 
solution containing Bi, In, Sc, Tb, Y (High Purity Standards ICP-MS-IS-2, Perkin-Elmer) 
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was added to eliminate the matrix effect. High-purity nitric acid (2%, Optima, Fisher 
Scientific) was used as the sample diluent and carrier phase and for wash out of the 
instrument, which was monitored between samples. The average of six replicate 
measurements per sample was used to quantify uranium-238 against a 6-point calibration 
curve. The standards, NASS-5 (seawater) and CASS-6 (seawater) supplied by the 
National Research Council of Canada, were used for seawater quality-control 
experiments. 
5.3.2.1 Effect of Speciation and Salinity 
AF1 adsorbents (~8 mg), conditioned with 0.44 M of KOH at 60 ºC for 1 hour, 
were added into three 5-gallon plastic containers with de-ionized water, where adsorbent 
fibers were freely suspended. Deionized water in container 1 was spiked only with 10 
ppm uranium in the form of nitrate. Sodium bicarbonate (140 ppm) was added along with 
10 ppm uranium, in the form of nitrate, in container 2. Sodium chloride (0.43M) was 
added in container 3 in addition to uranium nitrate and sodium bicarbonate at similar 
concentrations as in containers 1 and 2. The concentrations of sodium bicarbonate and 
sodium chloride were maintained as those in seawater. After adsorbent fibers were 
brought in contact with the solution, the experiments continued for a period of 57 days. 
During this period, samples of the solution were periodically taken to determine the 
uranium concentration vs time. Additionally, vanadium in the form of sodium 
orthovanadate (Na3VO4) was added in the 5-gallon plastic containers, after completion of 
these experiments. The objective was to investigate possible replacement of uranium 
adsorbed by the AF1 adsorbent by vanadium. These experiments lasted for another 43 
days. 
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5.3.2.2 Effect of Bicarbonate Concentration 
The study of the effect of bicarbonate concentration was carried out in 1 L bottles 
containing deionized water spiked with 0.43 M sodium chloride, 75 ppm uranium nitrate 
and different concentrations of sodium bicarbonate (i.e., 0, 35, 70, and 140 ppm).  AF1 
adsorbent fibers (~8 mg), conditioned with 0.44 M of KOH at 70 ºC for 1 hour, were 
added into 1 L plastic bottles, which underwent constant shaking at room temperature 
over a period of 28 days exposure. 
5.4 Results and Discussion 
5.4.1 Experimental Results 
Uranium speciation has a strong effect on the adsorption kinetics. The results of 
5-gallon batch reactor experiments on the effect of different uranium speciation on 
adsorption by AF1 adsorbent fibers are demonstrated in Figure 5.1. The uranium uptake 
kinetics from solution spiked only with uranyl nitrate is very fast. However, the kinetics 
is slowed down after addition of sodium bicarbonate and sodium chloride, indicating that: 
(i) salinity plays an important role on adsorption kinetics and (ii) bicarbonate strongly 
competes with amidoxime for uranium binding. 
An investigation for the effect of bicarbonate concentration on uranium 
adsorption was also conducted. In these experiments, the uranium concentration was kept 
constant (75 ppb) and the bicarbonate concentration was varied the in the solution (from 
0 to 140 ppm HCO3- by adding NaHCO3). The results of this study are illustrated in 
Figure 5.2. As can be seen in this figure, increasing the bicarbonate concentration in the 
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solution gradually slowed the uranium adsorption kinetics down. This observation 
suggests that bicarbonate effectively competes with amidoxime ligand on the AF1 
adsorbent for uranium complexation in seawater conditions.37 
 
Figure 5.1 - The kinetics of uranium uptake by AF1 adsorbent under various 
conditions. The initial concentration of uranium in all solutions was 10 ppb. 
 
Figure 5.2 - Kinetics of uranium uptake by AF1 adsorbent in presence of different 




5.4.2 Model Calibration 
To model the lab scale experiments, we need to have all the necessary chemical 
parameters that describe the system. These parameters include equilibrium constants for 
the speciation reactions from Equation 5.5 through Equation 5.16, as well as the rate 
constants for the metal-ligand complexation reactions from Equation 5.3 and Equation 
5.4. For the basic speciation reactions (Equation 5.5 through Equation 5.16), the 
equilibrium parameters can be found recorded in various literature sources.35,38 However, 
the thermodynamic and kinetic parameters for amidoxime complexation are not known. 
Therefore, those parameters are calibrated for based on the experimental data. 
For parameter calibration, we used the 5-gallon batch experimental data sets 
(Figure 5.1) to find the optimum equilibrium and kinetic parameters for Equation 5.1 
through Equation 5.4. Concentrations of adsorbed uranium from these experiments were 
determined from a mass balance based on the mass of fibers added and the concentration 
of aqueous uranium remaining. The experiment which did not involve carbonate in the 
system (blue diamonds: Figure 5.1) will be used to find the parameters for Equation 5.1 
and Equation 5.3, while the experiments with 140 ppm of sodium bicarbonate, both with 
(red squares: Figure 5.1) and without 0.43 M of NaCl (green triangles: Figure 5.1), will 
be used to find the parameters for Equation 5.2 and Equation 5.4. Ideally, all experiments 
should be describable from the same set of equilibrium and kinetic parameters.  
 Calibration of the equilibrium constant for Equation 5.1 is fairly straightforward. 
This parameter is varied until we see an agreement between the model’s steady-state 
solution and the projected adsorption equilibrium of 23.5 mg-U/g-adsorbent. However, to 
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calibrate the kinetics of the model requires a more detailed analysis of the data. We know 
that the reaction kinetics of uranyl with amidoxime, in the absence of carbonate, is very 
fast,2 but the data show a sharp uptake after 1 day, which is then followed by a slow, 
gradual increase in adsorption capacity over time (blue diamonds: Figure 5.1). This 
indicates that the initial adsorption on the outer surface of the adsorbent fiber is likely 
reaction controlled, but the long-term adsorption of uranyl into the fiber is diffusion 
controlled.  
To model this data more accurately, we devised a 2-part model in which the 
adsorption from experiment start to end of day 1 consisted of only the reaction expression 
from Equation 5.3. Then, after that initial loading, it is assumed that intraparticle 
diffusion dominates the kinetic uptake of uranyl ions. The diffusion portion of the model 
was done using a cylindrical diffusion equation where the concentration on the outer edge 
of the cylinder is assumed constant (Equation 5.21).39 In this model, a is the radius of a 
single fiber, D is the diffusion coefficient of uranyl through the polyethylene, q(t) and qe 
are average fiber adsorption and equilibrium adsorption respectively, and αn are roots of 





2 exp −Dαnt( )
n=1
∞
∑  Equation 5.21 
The results of the calibrated reaction kinetic model and combined 
reaction/diffusion model are shown in Figure 5.3, and parameters used for this model are 
detailed in Table 5.2. These results clearly suggest that when carbonate is not present, 
reaction kinetics is extremely fast and the overall uptake of uranium becomes primarily 
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controlled by long-term intraparticle diffusion. Additionally, we see that by combining 
both reactions and diffusion into the model, we can significantly improve the model’s 
description of the experimental data. 
 
 
Figure 5.3 - Comparison between experimental data [from Figure 5.1] and the 
reaction-based and reaction/diffusion models. Results indicate that in the absence of 
carbonate, long-term uranyl uptake is primarily intraparticle-diffusion controlled. 
 
Table 5.2 - Summary of model parameters 
Equation/Model log(K) kf   (L/mol)m/hr 
Equation 5.1 & Equation 5.3 -1.35 4.50E+06 
Equation 5.2 & Equation 5.4: No Salt 3.45 5.75E+15 
Equation 5.2 & Equation 5.4: 0.43 M NaCl 3.45 8.90E+15 
Equation 5.2 & Equation 5.4: Averaged 3.45 7.30E+15 
Equation/Model D  µm2/hr a  µm 
Equation 5.21 1.05 76.5 
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Five-gallon experiments with bicarbonate (Figure 5.1) were used to calibrate the 
model parameters associated with the uranyl, carbonate, and amidoxime complexation 
reactions of Equation 5.2 and Equation 5.4. While the optimum equilibrium parameters 
from each data set were found to be the same, the optimum kinetic parameters did vary 
slightly with salt content. To create a single set of parameters for all data sets used, a 
weighted average of the kinetic parameters optimized for the experiments both with and 
with out salt was created. All of the model parameters are summarized in Table 5.2. 
Figure 5.4 shows the comparison between the complexation reaction models’ with 
the experimental data both with and without added salt. The solid lines show the 
optimized model, while the dashed lines show the averaged model. Discrepancies 
between the models’ optimum values with and without salt present are likely caused by 
errors introduced by the activity model. In both cases, the systems have the same 
uranium, carbonate, and amidoxime concentrations, but the introduction of NaCl into the 
system has a significantly raised the ionic strength. Therefore, the only difference 
mathematically between the two models would be the activity coefficients determined 
through the Davies activity model. Since the Davies model is a semi-empirical activity 
model that only calculates the average activity of each charged species in solution, it is 
possible that this is the primary cause of error in the model for this set of simulations.  
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Figure 5.4 - Comparison between the complexation reaction models for adsorption 
and the data collected in 5-gallon batch reactors (Figure 5.1) with and without salt 
present. The total carbonate and uranium concentrations were 140 ppm and 10 ppb, 
respectively. 
 
5.4.3 Model Validation 
After calibrating the model with the experimental data from the 5-gallon 
experiments, we can use the optimal parameters to try to predict the behavior of the 
system at different conditions, i.e., different uranium and carbonate concentrations, as a 
validation step for our model. For this validation, we modeled attempted to predict the 
data observed in the 1 L system containing 0.43 M of NaCl, 75 ppb of uranium, 8 mg of 
amidoxime fibers, and various concentrations of carbonate (Figure 5.2). These 
predictions were based solely on our kinetic model described in Equation 5.1 through 
Equation 5.20 and the parameters from Table 5.2.  
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Figure 5.5 shows the comparisons between the experimental data and the model 
predictions based on the calibrations with the 5-gallon experiments. The model 
performed reasonably well to predict the aqueous uranium removal at a carbonate 
concentration of 35 and 70 ppm. Additionally, we can also see that the model 
qualitatively responded correctly to the stimuli: (i) faster overall kinetics, compared to the 
5-gallon experiments, when uranium levels were increased and (ii) a reduction in the 
removal rates as the carbonate concentration increases. However, the model predictions 
at 140 ppm and 0 ppm showed kinetics that were too slow and too fast, respectively, 
resulting in a relatively poor overall prediction of the system at all conditions.  
 
 
Figure 5.5 - Comparison between model predictions and experimental data at 
various carbonate concentrations. The model predicts the 35 and 70 ppm 
bicarbonate experimental data fairly well, but over estimates the kinetics at 0 ppm 
and underestimates the kinetics at 140 ppm. 
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There are two possible explanations for the errors observed between our model 
and the data in Figure 5.5: (i) as the carbonate concentration decreases, the controlling 
uptake mechanism switches from reaction controlled to diffusion controlled, as 
demonstrated in Figure 5.3, or (ii) the simple rate equations derived for the complexation 
reactions with amidoxime are too much of a simplification of the actual adsorption 
reaction kinetics. We know from our analysis of the data in Figure 5.3 that the diffusion 
process becomes dominant when no carbonate is present. Therefore, intraparticle 
diffusion may still be important even at low carbonate concentrations, which will 
contribute to the errors observed in the model results at 0 ppm of carbonate. Other errors 
are most likely introduced by our model only considering an overall, unsteady 
complexation reaction (Equation 5.3 and Equation 5.4) instead of a reaction mechanism. 
A better model would probably be to represent the adsorption process based on an actual 
adsorption mechanism coupled with intraparticle diffusion.  
5.5 Conclusions 
Investigations on how speciation and salinity affecting the kinetics of uranium 
adsorption from seawater were successfully demonstrated experimentally and 
theoretically. The speciation study revealed that bicarbonate strongly competes with 
amidoxime sites for uranium binding, and thus slowed down the uranium adsorption 
kinetics. The uranium uptake kinetics was initially much faster in the absence of 
bicarbonate, and gradually decreased with increasing bicarbonate concentration in the 
solution.  
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 Although our simple kinetic model worked well to describe the uptake kinetics of 
the 5-gallon experiments, it was less adequate of accurately modeling systems in the 
absence of carbonate, where diffusion became important. Therefore, we must include 
mass transfer effects into the overall model. Additionally, we have shown that this 
simplified kinetic model did not perform well to quantitatively predict all of the 1 L 
experiments. This may be partially attributed to the lack of mass transfer in the model, 
but may also be attributable to the over simplification we made in the representation of 
the reaction kinetics from the complexation reactions in Equation 5.3 and Equation 5.4, 
instead of using a reaction mechanism for the kinetics.  
From these results, we have a clear path forward for improvement of the model, 
but we also are able to show the strengths of this model as well. By representing the 
system with its full suite of species and thermodynamic speciation constants, the model is 
capable of implicitly including the effects of pH, ionic strength, temperature, and 
concentration of each species. This capacity was demonstrated through the model’s 
kinetic results when the system parameters were altered from Figure 5.3 through Figure 
5.5. When uranium concentration increased from 10 ppb (Figure 5.3 and Figure 5.4) to 75 
ppb (Figure 5.5), the uptake kinetics became much faster, as indicated by the time scales 
on the figures. Additionally, when the carbonate concentration was reduced (Figure 5.5), 
the model responded accordingly and showed an increase in the rate of uranium removal. 
Therefore, the model does respond qualitatively correctly to external stimuli, but does 





The development of this chapter was a collaborative effort between my co-authors 
and myself and was the main subject of the following publication: A. Ladshaw, S. Das, 
W. Liao, S. Yiacoumi, C.J. Janke, R.T. Mayes, S. Dai, C. Tsouris, “Experiments and 
Modeling of Uranium Uptake by Amidoxime-Based Adsorbent in the Presence of Other 
Ions in Simulated Seawater,” Ind. Eng. Chem. Res. 55 (2016) 4241-4248. 
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a single fiber radius 
AT total amidoxime concentration in system 
CT total carbonate concentration in system 
D intraparticle diffusivity for uranyl in polyethylene 
kf,r forward and/or reverse reaction rates for unsteady reactions 
m exponent for the units of the reaction rate constants 
NT total nitrate concentration in system 
qe equilibrium adsorption capacity for uranyl 
q(t) average uranyl adsorption on the fibers 




αn roots of the zero order Bessel function, Jo(aαn)=0 
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CHAPTER 6. EFFECT OF PH AND COMPETING METALS 
6.1 Introduction 
Uranium in seawater is naturally occurring and is found usually in the form of the 
stable uranyl tricarbonate ion1 (UO2(CO3)34-) or a neutrally charged derivative, such as 
Ca2UO2(CO3)3.2 Part of the challenge of recovering uranium from seawater is in the 
development of materials that can dissociate the uranyl ion (UO22+) from those stable 
aqueous species in order to capture the uranium. In addition, extraction of uranyl is 
further complicated due to uranium being present at very low concentrations (3.3 µg/L) in 
seawater.3,4 Over the last several decades, many materials and methods have been 
developed5-9 for the recovery of uranium from seawater, but polymers functionalized with 
amidoxime ligands have shown the greatest promise.10,11 
One of the best performing adsorbent materials so far is a polyamidoxime-
functionalized polyethylene (PAO) fiber developed by Oak Ridge National Laboratory 
(ORNL), which reportedly captured 3.3 mg-U/g-adsorbent after roughly 60 days in 
contact with natural seawater.12 This material is the same one examined in CHAPTER 5. 
A major problem with this material seems to be in the selectivity for uranium over other 
metal ions in solution.  In particular, high vanadium uptake13 was observed in real 
seawater experiments with the PAO fiber, which suggests that vanadium ions (VO2+) 
may be competing with uranyl for adsorption sites. Additionally, other studies have 
shown that vanadium is so strongly bonded to the PAO fibers that the harsh elution 
process needed to remove vanadium can damage and lower the reusability of the 
material.14,15 Therefore, it is expected that design of new ligands with a greater selectivity 
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for uranyl over vanadium ions will aid in the enhancement of uranium recovery without 
sacrificing material durability.  
 To design ligands with the desired selectivity properties for uranium requires a 
comprehensive computational approach starting from small molecule studies and scaling 
up into process level models for adsorption. In addition, that approach must be validated 
with known experimental values and experimental data for uranium and vanadium 
capture from bulk solution. In this work, quantum chemical methods are utilized to 
determine metal-ligand reaction schemes and binding strengths for the complexation 
between uranyl and vanadium ions with open-chain amidoxime and cyclic imide-dioxime 
ligands. Coupled with that ab initio approach is the development of an aqueous 
adsorption model that will evaluate how much uranium and vanadium can be captured by 
the adsorbent based on the reaction schemes and binding constants from quantum 
calculations, as well as other solution information such as pH, ionic strength, aqueous 
speciation, etc. The culmination of these computational methods in adsorption is intended 
to create a closed-loop design process for ligands that can predict the adsorption and 
selectivity of the materials. 
6.2 Experimental Methods 
6.2.1 Materials 
The adsorbent used in this study was the AF1 PAO-PE fibers developed at ORNL 
(same material from CHAPTER 5).16,17 This material is formed from high-surface-area 
hollow gear, poly-ethylene fibers that were grafted with poly-acrylonitrile and itaconic 
acid using radiation-induced graft polymerization (RIGP). Subsequently, the fibers were 
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amidoximated with hydroxylamine in a methanol/water mixture, whereby the nitrile 
group was converted to amidoxime groups. Prior to use in the experiment, the AF1 fibers 
were conditioned with 0.44 M KOH at 80 oC for 1 hour. Additional details regarding this 
material are described by Das et al.16 and Kuo et al.17 
6.2.2 Capacity Studies 
Four different studies with the AF1 fibers were conducted in this work. The first 
study was performed to assess the maximum uranium uptake capacity of the AF1 fibers. 
In these experiments, adsorbent fibers were placed in a batch solution at 20 oC containing 
only uranyl nitrate (UO2(NO3)2) and DI water. The pH of that solution was controlled 
using NaOH and/or HCl as needed to maintain a pH of 6 throughout each experiment. 
This was done because it has been previously determined that uranyl binds most 
favorably with amidoxime at the pH of 6, thus it is expected that the maximum 
adsorption capacity would occur at that pH.18  
  In each experimental run, the batch system was allowed to come to equilibrium 
before quantifying the uranium adsorption. The amount of uranyl adsorbed onto the 
fibers was measured based on the initial and final concentrations of uranium in solution, 
as well as acidification of the fibers to strip the adsorbed uranium. This was repeated four 
times at increasing concentrations of uranyl nitrate until we could approximate the 




6.2.3 pH Studies 
The next three studies were performed to determine the effect of pH on (i) the 
adsorption of uranium, (ii) the adsorption of vanadium, and (iii) the adsorption selectivity 
between uranium and vanadium for the AF1 fibers at various pH levels. In each of these 
studies, simulated seawater solutions at 20 oC were prepared in 750 mL batches 
containing 193 ppm of NaHCO3 and 0.43 M NaCl to emulate the salinity and carbonate 
concentration of real seawater. HCl and NaOH were added to control the solution pH to a 
desired level during each experiment. 
In each of the pH studies, roughly 15 mg of AF1 fibers were added to the batch 
solutions for adsorbing uranium and vanadium. For studies involving uranium, uranyl 
nitrate (UO2(NO3)2) was added to solution to achieve an aqueous uranium concentration 
of 7.6 ppm, while studies with vanadium involved the addition of sodium orthovanadate 
(Na3VO4) to reach a vanadium concentration of 2.9 ppm. Table 6.1 below provides a 







Table 6.1 - Summary of experimental conditions for the pH studies 
All pH Studies 
Temperature 20 oC 
Volume 750 mL 
Adsorbent Mass 15 mg 
NaHCO3 193 ppm 
NaCl 0.43 M 
Uranium Adsorption Study 
U in form of UO2(NO3)2 7.6 ppm 
Vanadium Adsorption Study 
V in form of Na3VO4 2.9 ppm 
U/V Selectivity Study 
U in form of UO2(NO3)2 7.6 ppm 
V in form of Na3VO4 2.9 ppm 
 
 
6.3 Molecular Studies 
6.3.1 Quantum Chemical Methods 
The Gaussian 09 D.01 software was used to perform electronic structure 
calculations in this work.19 Density functional theory (DFT) was applied using the 
B3LYP20,21 and M0622 functionals coupled with the Stuttgart small-core (SSC) potentials 
to account for relativistic effects. The basis sets used for vanadium and uranium were the 
Dunning correlation-consistent sets of [6s/5p/3d/1f] and [8s/7p/6d/4f], respectively. 
Solvent corrections for gas-phase geometries were computed at 25 oC using the solvation 
model based on density (SMD),23 as implemented in the Gaussian 09 software. 




6.3.2 Stability Constant Calculations 
Complexation free energy and stability constants (log K), for a given reaction 
between some aqueous metal and a free ligand, were calculated using the solvation model 
described by Vukovic et al.25 This approach considers a thermodynamic cycle involving 
the calculation of the gas-phase free energies and the change in free energy upon transfer 
of 1 mole of a species from the gas to the aqueous phase. Once the various free energy 
terms of the cycle are calculated from the quantum chemical solvation model, then the 
change in free energy for the aqueous reaction (ΔGaq) can be calculated and coupled with 
the van’t Hoff equation to estimate the stability constants (Equation 6.1). This model has 
already been validated for uranyl and vanadium complexes and is described in greater 





 Equation 6.1 
 
6.3.3 Ligands of Interest 
For this work, the ligands that are of greatest interest are those that are grafted to 
the AF1 fiber adsorbents from ORNL. A typical PAO adsorbent fiber will contain 
polyethylene or polypropylene as a trunk polymer, which contains amidoximated PAN 
that was copolymerized with some hydrophilic groups, e.g., itaconic acid (Figure 6.1). 
Prior studies26,27 have identified that the conversion of PAN to PAO leads to the 
simultaneous formation of open-chain amidoxime and cyclic imide-dioxime ligands. 
Thus, comparison between the binding strengths of these two ligands with uranium and 
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vanadium could provide some insight for optimization of the grafting process and 
improve selectivity of new materials being developed. 
 
 
Figure 6.1 - Schematic depiction of a small subsection of the PAO polymer chain 
grafted onto the fibers. 
 
To quantify the binding strengths between uranium, vanadium, and the identified 
ligands of interest, stability constants for two surrogate ligand molecules were examined: 
(i) acetamidoximate (Figure 6.2a) and (ii) glutarimidedioximate (Figure 6.2b). These 
ligands were the chosen for the molecular studies because they would most closely 
resemble the actual functional groups grafted on the polymer trunk of the AF1 fibers 
(Figure 6.1). In this work, reaction schemes between uranium and vanadium with these 
ligands were formulated based on the solvation model described above,24,25 and stability 
constants were estimated for those reactions at 25 oC and zero ionic strength. Those 
reactions and parameters were then utilized in a process level adsorption model to predict 




Figure 6.2 - Drawing of the (a) Acyclic acetamidoximate (HAO-) and (b) cyclic 
glutarimidedioximate (HIDO2-) ligands. 
 
6.4 Adsorption Modeling 
6.4.1 Model Basics 
The adsorption model has been constructed in such a way that it can inherently 
include the various mechanisms and parameters that control the aqueous and surface 
reactions occurring in the system. Those effects include, but are not limited to, variations 
in pH, temperature, ionic strength, molar concentrations, and competing ions for the 
binding of uranium and vanadium.28-30 As a result, our approach to the foundation of the 
adsorption model is similar to that of the MINEQL31,32 software package, but with added 
flexibility and a focus on surface reaction modeling. Additional details regarding the 
basics of the model are given in APPENDIX B. Aqueous Adsorption Details. 
6.4.2 Surface Reactions 
To represent the adsorption reactions that occur on the adsorbent surface, consider 
the diagram in Figure 6.3. In this illustration of the surface phase, there are a number of 
reactive sites or ligands (semi-circles and triangles) that may bond with positive or 
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negative ions in solution (ovals and diamonds) to form new surface species. Additionally, 
those surface species may become involved in non-bonding interactions with other 
surface species or other salts in solution, as indicated by the dashed lines in Figure 6.3. 
These additional interactions may create non-idealities for surface adsorption33 and/or 
charge neutralization of the adsorbent surface.34  
 
 
Figure 6.3 - Schematic diagram to represent adsorption of ions from bulk solution 
onto a surface that may be composed of multiple ligands or reactive sites. Bonding 
reactions are represented by solid lines to the ions (diamonds and/or ovals), and 
dashed lines represent the non-bonding interactions. 
 
Surface reactions in our model are represented mathematically as shown in 
Equation 6.2. In this generalized expression, the specific adsorbate is identified by the i 
subscript, while any other aqueous ions involved in the reaction are denoted by j and k 
subscripts. Activities of the participating aqueous ion are denoted by curly bracket 
notation (i.e., {i} is the activity of the ith aqueous species), and the stoichiometry is 
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denoted by υ. The subscript l denotes a different ligand for each reaction, which can 
involve different numbers of sites (mi,l) for the adsorbate/ligand pair. Molar concentration 
of available sites for the lth ligand is represented by [Lφ]l, and {qi,l} represents the 
adsorption activity of the ith adsorbate to that site.29,34 Note that the subscripts of i,l refer 
to the ith adsorbate that is bonded with the lth ligand. 
 υi i{ }+ υ j j{ }
j
∑ +mi, l Lφ[ ]l ⇔ qi, l{ }+ υk k{ }
k
∑  Equation 6.2 
The concentration of available ligands on the surface is the difference between the 
maximum surface density (Lmax,l) of the lth ligand and the molar adsorption concentration 
(qi,l) of the occupied ligand sites (Equation 6.3). Equilibrium constants for each 
adsorption reaction (Ki,l) are represented very similarly to those for aqueous reactions 
(Equation 6.4) except that they also include the surface activity coefficient (γ si,l) and the 
Boltzmann factor (ηi,l). The surface activity coefficient is a parameter that can be used to 
account for non-ideal, non-bonding surface interactions,33,35,36 while the Boltzmann factor 
is a correction parameter that accounts for changes in binding strength due to the 
accumulation of surface charge.29,34  
 Lφ[ ]l = Lmax, l − mi, lqi, l
∀i∈ l
∑  Equation 6.3 
 
Ki, l ⋅ηi, l =
γ i, l
s qi, l( ) ⋅ k{ }υk∏
Lφ[ ]l
mi, l ⋅ i{ }
υi ⋅ j{ }




6.4.3 Surface Charging 
Charging of the adsorbent surface occurs naturally as the ligands bind with ions in 
solution to form new surface species.29,34 The impact of surface charging is accounted for 
through the Boltzmann factor, which acts as a correction parameter for the binding 
strength (Equation 6.4). This correction term is a function of the elementary electric 
charge constant (e = 1.6 x 10-19 C), Boltzmann constant (kB = 1.38 x 10-23 J/K), electrical 
surface potential (ψ), temperature (T), and net charge exchange (N), which is itself a 
function of the ionic charges (n) of the aqueous species involved in the reaction (Equation 
6.5 and Equation 6.6). 
 








⎟  Equation 6.5 







Determination of the electrical surface potential (ψ) can be very mathematically 
complex. Theoretically, the electrical potential varies with the distance from the surface 
of the adsorbent and the adsorbed ionic charge density at that distance away from the 
surface.29,37 This variation can be represented by the Poisson equation below: 
 
∇2ψ(r) = − ρ(r)
εε0
 Equation 6.7 
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where ε is the dielectric constant of the medium, ε0 is the permittivity of free space, ρ is 
the volumetric ion charge density, and r is a vector representing a location in three-
dimensional space.  
Finding a solution to Equation 6.7 for the generalized representation of surface 
adsorption would require non-linear, numerical integration and add significant 
complexity to the model. We can simplify the approximation to the electrical potential by 
assuming that the adsorbent surface can be represented by a flat plane and applying the 
Gouy-Chapman theory to approximate the surface potential at the adsorption interface of 
the electrical double layer.29,34,38 If this approximation is then coupled with the Grahame 
model41 for the adsorbent surface charge density, then a simple approximation to the 














∑  Equation 6.8 
where I is the ionic strength in the bulk aqueous phase, σ is the total surface charge 
density for the adsorbent, F is Faraday’s constant (96.49 kC/mol), and A is the specific 
area of the adsorbent. Note that the summation over (i,l) means to iterate over all 
adsorbate (i) and ligand (l) pairs. One of the underlying assumptions of the Grahame 
model is that the double layer consists of an ideal 1:1 electrolyte ratio.34 Although the 
majority of ions in the experiments are monovalent (Table 6.1), in the generalized model 
this may not always be the case, so Equation 6.8 is only an approximation of the 
electrical surface potential. 
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6.4.4 Surface Activity 
In addition to surface charging effects on adsorption, the non-bonding interactions 
between the various surface species can also have an impact on adsorption of ions from 
solution. Similar to aqueous species, the activity of surface species can be included in the 
model through the activity coefficients (i.e., {q} = γ sq). There are several different 
models available in literature (e.g. Flory-Huggins, Wilson, etc.) to estimate the activity 
coefficients of the adsorbed species.33,35,36 For this particular application, our model 
utilizes the universal quasi-chemical (UNIQUAC) model developed by Abrams and 
Prausnitz.33  
 UNIQUAC is a semi-theoretical model of excess Gibbs energy that was derived 
from a generalization of the Guggenheim model.33 The total expression for the activity 
coefficient for the ith adsorbate bonded to the lth ligand (Equation 6.9) is composed as a 
sum of an athermal combinatorial average area factor (Equation 6.10) and a thermal 
residual local area factor (Equation 6.11). Physical interpretations of each factor are as 
follows: (i) the combinatorial term (gC) represents all the spatial configurations of the 
surface species in the absence of molecular interactions with each other, and (ii) the 
residual term (gR) represents added effects of non-bonding molecular interactions.  
 lnγ i, l
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The UNIQUAC equations are fairly complex and involve many different 
parameters including average area fraction (qi,l), average volume fraction (Φi,l), 
coordination constant (z = 10), adsorbate length factor (λi,l), adsorbate area factor (si,l), 
adsorbate volume factor (ri,l), the adsorbed mole fraction of the ith adsorbate (yi,l), and a 
binary interaction parameter between the ith and jth adsorbates bound to the lth and mth 
ligands, respectively (τij,lm). Most all of these parameters can be estimated from known 
information about the adsorbing species.33,39 For more detailed information on the 
calculation of the UNIQUAC parameters, please refer to APPENDIX B. Aqueous 
Adsorption Details. 
6.4.5 Numerical Techniques 
Collectively, each component of the model combines to form a fully coupled, 
non-linear system of equations. The primary unknowns in the system are the 
concentrations of the aqueous and adsorbed species, all of which must be solved 
simultaneously. Typically, the best approaches for solving these types of problems are 
gradient search or Newton methods. For our model, we utilize a Jacobian-Free Newton 




6.5 Results and Discussion 
6.5.1 Estimation of Binding Constants 
Reaction schemes and binding constants analyzed in this study for complexation 
between aqueous uranyl (UO22+) and the acyclic (HAO-) and cyclic (HIDO2-) amidoxime 
ligands are summarized in Table 6.2. Although some experimental results on HAO- and 
HIDO2- complexation with uranyl have already been reported,42,43 the computational 
approach that was described in Section 6.3 enabled us to estimate the stability constants 
for the formation of [UO2(HAO)3]-, [UO2(HAO)(CO3)]-, [UO2(HAO)2(CO3)]2-, 
[UO2(HIDO)(CO3)]2-, and [UO2(H2IDO)(CO3)]-  species. This additional work will 
provide a more detailed picture of uranium complexation in the presence of a high 
carbonate concentration, which is relevant to seawater conditions.44  
Measuring formation constants and other thermodynamic parameters for 
amidoxime/vanadium systems can be very difficult. For instance, although the crystal 
structures of rare non-oxido vanadium complexes with two cyclic imide-dioxime ligands 
have been obtained, there were no reports on the stability constants of the corresponding 
complexes.46 Challenges of this nature emphasize the utility and value of our 
computational protocols for predicting log K values of VO2+, as experimental parameters 
are not required. The calculated stability constant values for the VO2+/HAO- and 
VO2+/HIDO2- complexes are summarized in Table 6.3. 
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Table 6.2 - Summary of reactions and stability constants for the UO22+/HAO- and 
UO22+/HIDO2- complexes, at 25 oC and zero ionic strength. 
Adsorption Reactions log K 
acetamidoximate (HAO-) ligand:  
UO22+ + H2AO D [UO2(HAO)]+ + H+    0.4a 
UO22+ + 2H2AO D [UO2(HAO)2] + 2H+   -2.7a 
UO22+ + 3H2AO D [UO2(HAO)3]- + 3H+ -11.7b 
UO22+ + H2AO + CO32- D [UO2(HAO)(CO3)]- + H+    2.6b 
UO22+ + 2H2AO + CO32- D [UO2(HAO)2(CO3)]2- + 2H+   -0.9b 
glutarimidedioximate (HIDO2-) ligand:  
UO22+ + H3IDO D [UO2(HIDO)] + 2H+   -4.6a 
UO22+ + H3IDO D [UO2(H2IDO)]+ + H+   -0.3a 
UO22+ + 2H3IDO D [UO2(HIDO)2]2- + 4H+ -18.7a 
UO22+ + 2H3IDO D [UO2(H2IDO)(HIDO)]- + 3H+   -8.8a 
UO22+ + 2H3IDO D [UO2(H2IDO)2] + 2H+   -3.5a 
UO22+ + H3IDO + CO32- D [UO2(HIDO)(CO3)]2- + 2H+    1.4b 
UO22+ + H3IDO + CO32- D [UO2(H2IDO)(CO3)]- + H+    5.4b 
aTaken from ref. 42, 43 and corrected to zero ionic strength with the Davies equation.45 
bPredicted from the computation approach described in Molecular Studies section. 
 
Table 6.3 - Summary of reactions and stability constants for the VO2+/HAO- and 
VO2+/HIDO2- complexes, at 25 oC and zero ionic strength. 
Adsorption Reactions log K 
acetamidoximate (HAO-) ligand:  
VO43- + 3H+ + H2AO D [VO2(HAO)] + 2H2O 27.3 
VO43- + 2H+ + 2H2AO D [VO2(HAO)2]- + 2H2O 21.9 
VO43- + 3H+ + 2H2AO D [VOOH(HAO)2] + 2H2O 24.9 
VO43- + 3H+ + 3H2AO D [V(HAO)(AO)2] + 4H2O 26.6 
VO43- + 5H+ + 3H2AO D [V(HAO)3]2+ + 4H2O 22.7 
glutarimidedioximate (HIDO2-) ligand:  
VO43- + H+ + H3IDO D [VO2(IDO)]2- + 2H2O 21.3 
VO43- + 2H+ + H3IDO D [VO2(HIDO)]- + 2H2O 24.6 
VO43- + 3H+ + H3IDO D [VO2(H2IDO)] + 2H2O 28.1 
VO43- + 2H3IDO D [VO(IDO)2]3- + 3H2O 11.7 
VO43- + 2H+ + 2H3IDO D [V(IDO)2]- + 4H2O 28.5 
VO43- + 3H+ + 2H3IDO D [V(HIDO)(IDO)] + 4H2O 30.1 
VO43- + 4H+ + 2H3IDO D [V(HIDO)2]+ + 4H2O 26.9 
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6.5.2 Estimation of Maximum Capacity 
Results from the capacity study are shown in Figure 6.4 below. This graph 
displays the equilibrium adsorbed concentration of uranium (U) on the AF1 fiber versus 
the final equilibrium aqueous concentration of uranium ([U]e) in the batch solution. Data 
from these experiments show that as the aqueous concentration of uranium exceeds about 
5 ppm, the adsorption capacity begins to level off and approach an asymptotic value. If 
this trend were then extrapolated beyond 8 ppm, then the maximum uranium capacity of 
the AF1 fiber would be approximately 785 g-U/kg-adsorbent or 3.3 mol-U/kg-adsorbent.  
 
 
Figure 6.4 - Isotherm plot for uranium adsorption by AF1 at 20 oC. Extrapolation of 




From the maximum uranium capacity, it is possible to make estimates of the 
surface concentration of the active ligand sites. For instance, if uranium binds to ligands 
in primarily a 1:1 ligand to uranium mode, then the surface ligand concentration would 
be around 3.3 mol/kg. However, uranium can also bind in 2:1 mode with the amidoxime 
ligands,42,43 which means that the ligand surface concentration could be as high as 6.6 
mol/kg according to the results of the capacity study (Figure 6.4). In addition, the 
capacity study itself does not provide information as to which ligands are most active 
(HAO- or HIDO2-), so a more in depth analysis of the surface composition is needed for 
adsorption modeling. 
6.5.3 Estimation of Surface Composition 
To get a clearer picture of how much of each ligand may be on the surface of the 
fiber, we can inspect the elemental analysis of the AF1 material performed by Das et al.16 
In this analysis, it was determined that after amidoximation of the fibers, and the KOH 
conditioning step, that the nitrogen content of the material comprised of 17.94 % of the 
weight. It should also be noted that before amidoximation the nitrogen content was less 
that 0.5 %. Based on this information, there is approximately 179.4 g-N/kg-adsorbent, 
which corresponds to 12.8 mol-N/kg-adsorbent.  
 If all of the nitrogen from the elemental analysis16 can be contributed to the 
presence of the amidoxime ligands, then the estimate of the ligand surface concentration 
can be further refined. Based on Figure 6.2, it can be found that the HAO- ligand contains 
2 nitrogen atoms, while the HIDO2- ligand contains 3 nitrogen atoms. Combining this 
information with the 12.8 mol-N/kg-adsorbent from before, it can be concluded that if the 
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surface was entirely composed of HIDO2- ligands, then the ligand concentration would be 
4.27 mol/kg. On the other hand, if the surface were entirely HAO- ligands, then the ligand 
concentration would be 6.40 mol/kg. The actual ligand concentration should be 
somewhere between these two estimates.  
To obtain a final estimate to the surface composition and concentration of each 
surface ligand, we need to consider some of the observations made in the pH studies and 
connect it back to the molecular studies. In the pH studies performed in this work, it was 
observed that vanadium uptake from the AF1 fiber peaks near a pH of 5 and reaches a 
capacity of 80 to 90 g-V/kg-adsorbent. This capacity yields a molar vanadium 
concentration of about 1.67 mol-V/kg-adsorbent. From prior molecular studies,24 it was 
reported that vanadium did not bind favorably with the HAO- ligand. As such, we might 
assume that nearly all of the vanadium is bound to HIDO2- ligands. Additionally, 
spectroscopic studies46 of the binding between vanadium and HIDO2- ligands have 
demonstrated that the vanadium prefers to bind with HIDO2- in a 2:1 ligand to vanadium 
mode. Therefore, the surface concentration of HIDO2- ligands would be approximately 
3.3 mol/kg.  
The estimate of 3.3 mol/kg for HIDO2- ligands would account for 9.9 mol-N/kg-
adsorbent from the elemental analysis, which leaves 2.9 mol-N/kg-adsorbent that must be 
accounted for by the HAO- ligand. Based on that assessment, there must be 1.45 mol/kg 
of HAO- ligands on the adsorbent, which would yield a total ligand concentration of 4.75 
mol/kg. Table 6.4 provides a summary of the evaluation of the AF1 surface composition 
for HAO- and HIDO2- ligands. These values, together with the uranium and vanadium 
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reactions and binding strengths (Table 6.2 and Table 6.3), will be provided to the 
adsorption model developed in this work to predict the outcome from the pH studies. 
 





Lmax for HAO- 1.45 
Lmax for HIDO2- 3.30 
Lmax Total 4.75 
 
6.5.4 Uranium Modeling 
Parameters and reactions from Table 6.2 are utilized by the adsorption model 
developed in this work in an effort to predict the uranium adsorption observations made 
during the pH studies, which were also performed in this work. For this purpose, uranium 
adsorption was simulated across a wide range of pH values using the experimental 
parameters given in Table 6.1 together with the reactions in Table 6.2 and our 
approximation of the surface composition of the AF1 fibers (Table 6.4). Figure 6.5 shows 
the results of the model simulation compared to the data gathered in the uranium 
adsorption pH studies. 
The simulation results in Figure 6.5 predicted the uranium adsorption data with 
reasonable accuracy, especially in the pH range of seawater (7.5 – 8.5).30 At very high 
pH, both the data and the model show a secondary peak in uranium adsorption near a pH 
of 11 to 12. However, the model shows much higher adsorption than what was actually 
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observed in the data at pH 11. In addition, the model also overestimates the adsorption 
peak near a pH of 6, though the prediction is better than the result near pH 11. These 
discrepancies may be caused by minor errors in the aqueous speciation constants, errors 
in the binding strengths with the ligands, errors introduced from our approximation of the 
electrical surface potential (equation 7), or a culmination of all these factors. Regardless, 
the predictions of the model across a wide range of pH (3.0 – 10.0) are in fairly good 
agreement with experimental data and do show the appropriate trends (Figure 6.5). 
 
 
Figure 6.5 - Adsorption model simulation compared to adsorption data gathered 




6.5.5 Vanadium Modeling 
As before, the reactions from molecular studies for vanadium binding with the 
amidoxime ligands (Table 6.3) were incorporated into the adsorption model to predict the 
vanadium adsorption from the pH studies (Table 6.1). Figure 6.6 shows the initial 
simulation results and compares them to the adsorption data gathered for vanadium. From 
the comparison, it is shown that the results from this simulation did not match the 
adsorption data. The model underestimates the adsorption of vanadium substantially 
across the entire pH range and never comes close to the vanadium capacity of ~90 g/kg. 
 
 
Figure 6.6 - Adsorption model simulation compared to adsorption data gathered 
from vanadium pH studies.  
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To investigate this discrepancy, we plotted the surface speciation of the vanadium 
and HIDO2- complexes in Figure 6.7. From this figure, it can be seen that the primary 
adsorbing vanadium species are [V(HIDO)(IDO)] at low pH and [V(IDO)2]- in the 
neutral pH range. Note that it is in this range where the model performs worst at 
predicting the adsorption of vanadium (Figure 6.6). Because the primary species near 
neutral pH is charged (i.e., has a valence of -1), further adsorption of vanadium in the 
model is likely being suppressed due to the accumulation of negative surface charge 
density. In other words, as the adsorbent surface becomes negatively charged, additional 
adsorption of negatively charged ions will be stifled. 
 
 
Figure 6.7 - Surface speciation for vanadium uptake on the AF1 fibers by HIDO2- 
ligands simulated from the adsorption model. The major species in the neutral pH 
range is the [V(IDO)2]- complex, which is negatively charged. Accumulation of 
negative charge on the surface of the adsorbent would cause a repression of further 
adsorption of negative species. 
 
 187 
In an attempt to correct the model discrepancy, we incorporated a counter-ion 
binding mechanism between Na+ ions in solution and the [V(IDO)2]- surface species.34 It 
is known from Section 6.2 (Table 6.1) that the simulated seawater solutions used in the 
experiments contained 0.43 M of NaCl. This concentration adds not only a lot of ionic 
strength to the system, but also significant amount of Na+ ions that may be attracted to 
the adsorbent surface as it accumulates negative charge from adsorption of vanadium. To 
account for this effect, the following reaction was added to the vanadium adsorption 
model: 
 VO43- + 2H+ + Na+ + 2H3IDO D [Na-V(IDO)2] + 4H2O  log K = 29.0 Equation 6.12 
Equation 6.12 represents the counter-ion binding of Na+ to produce [Na-V(IDO)2] as a 
neutrally charged surface species.34 The binding strength of this reaction was computed 
from the [V(IDO)2]- reaction constant (Table 6.3) and adjusted to account for the 
concentration of the Na+ ions in solution. 
Figure 6.8 below shows the results of running the adsorption simulation cases for 
vanadium with the addition of the counter-ion binding mechanism (Equation 6.12). From 
these results, we see that we have vastly improved the predictive capabilities of the model 
for vanadium uptake. The adsorption of vanadium predicted by the model now accurately 
represents the observations made in the vanadium adsorption experiments.  
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Figure 6.8 - Adsorption model simulation compared to adsorption data gathered 
from vanadium pH studies. The model utilized the counter-ion binding mechanism 
of Equation 6.12. 
 
6.5.6 Uranium and Vanadium Selectivity 
From Figure 6.5 and Figure 6.8, we have demonstrated that coupling molecular 
studies with process level adsorption modeling can accurately predict uptake of uranium 
and vanadium by amidoximated fibers. However, those experiments and simulations 
were done in the absence of any other competing metals for the active surface sites of the 
AF1 fiber. In real world applications, it is expected that the uranium and vanadium 
species are competing for the same ligands on the adsorbent surface.13-15 Therefore, it is 
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vital that we can utilize our adsorption model to predict the U/V selectivity of the 
adsorbent materials. 
To simulate the U/V selectivity experiments described in Section 6.2 (Table 6.1), 
we combined all uranium and vanadium reaction schemes and binding strengths (Table 
6.2 and Table 6.3, respectively) from the molecular studies into the adsorption model. We 
also included the counter-ion binding reaction with Na+ for vanadium adsorption 
(Equation 6.12), and then simulated the competitive adsorption between uranium and 
vanadium. Results from that simulation are shown below in Figure 6.9 and are plotted 
along side the adsorption data for both uranium and vanadium. 
The simulation results shown in Figure 6.9 demonstrate that the model predicted 
well the adsorption of both uranium and vanadium. Simulation of the uranium adsorption 
matches the data observations with excellent accuracy in the pH range from 2 to 10, but 
performed relatively poorly at very high pH. This was also echoed in the uranium 
simulation from Figure 6.5, so it is possible that the errors that may have attributed to the 
model results at high pH in Figure 6.5 are also contributing to the errors from these 
simulation results (Figure 6.9). The vanadium results in Figure 6.9 show good agreement 
between pH 2 and 7, but then overestimate adsorption from pH 7 to 10 and underestimate 
adsorption from pH 10 to 12. However, overall both vanadium and uranium capacities 




Figure 6.9 - Adsorption model simulation compared to adsorption data gathered 
from U/V selectivity pH studies. The model utilized the counter-ion binding 
mechanism of Equation 6.12. 
 
One interesting outcome from the U/V selectivity studies was that the adsorption 
of vanadium seemed to be almost unaffected by the presence of uranium around pH 6 
(Figure 6.10). In contrast, uranium adsorption near pH 6 from the U/V selectivity studies 
was reduced to 184 g-U/kg-adsorbent (Figure 6.9) from the previously observed 333 g-
U/kg-adsorbent (Figure 6.5) in the uranium only study, nearly a 45% decrease in uranium 
capacity. This result would suggest that vanadium and uranium are not always competing 





Figure 6.10 - Comparison between the vanadium adsorption data in the vanadium 
only study (red squares) and the U/V selectivity study (blue diamonds). Near pH 6 
there is little to no difference in vanadium capacity for the two studies, and in the 
high pH range the maximum difference is only 25 g-V-kg-adsorbent (~36 % 
reduction in vanadium capacity from uranium adsorption).  From these data, it 
appears that uranium adsorption is only impacting vanadium uptake at pH beyond 
the neutral region. 
 
It was previously identified that vanadium does not have a high binding affinity 
towards HAO-.24 This conclusion is supported by the molecular studies’ estimation of the 
vanadium binding constants for HAO- (Table 6.3), which are several log units lower than 
the binding strengths with HIDO2- ligands, on average. Therefore, vanadium would not 
likely compete with uranium for these active sites. Conversely, vanadium does bind very 
favorably with the HIDO2- ligand, which would cause the suppression in the amount of 
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uranium that the fiber could adsorb. As such, uranium and vanadium are not competing 
for all the same surface sites, but there are surface sites that both of them do compete for. 
6.6 Conclusions 
The culmination of molecular studies and adsorption process modeling has 
produced a methodology wherein we can accurately predict the uptake of uranium by 
PAO-functionalized PE-fibers under laboratory conditions (Figure 6.5). This represents 
an important step forward in material design for future uranium adsorbents. By 
continuing to follow this multi-scale design approach, we can potentially utilize ab initio 
methods in chemistry to selectively screen ligands that have optimal uranium adsorption 
properties without needing to resort to extensive experimental work. This computational 
screening, coupled with adsorption modeling, will create an inexpensive design 
methodology for the development of future adsorbents.  
 In addition to predicting uranium capacity of adsorbent materials, our 
computational approach was also able to give a fairly accurate picture of the competition 
between uranium and vanadium for the AF1 fibers (Figure 6.9). However, a good 
agreement between experimets and prediciton was only accomplished after some 
modifications to the reaction schemes proposed through the molecular studies (Equation 
6.12). In addition, the competitive adsorption modeling results suggested that vanadium 
and uranium are not in direct competition for all the same active sites of the fiber. This 
conclusion was also supported by the observations made in the vanadium adsorption 
experiments (Figure 6.10), which showed very little impact of uranium on the adsorption 
of vanadium. Based on the reactions and binding constants from the molecular studies 
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(Table 6.3), vanadium does not bind very well with the HAO- ligand. Therefore, a 
potential strategy for future adsorbent design would be to functionalize the fiber surface 
with primarily HAO- ligands, which only bind uranium, instead of HIDO2- ligands, which 
bind both uranium and vanadium.   
 While the adsorption model did perform well to predict the adsorption of uranium 
and vanadium in all cases studied, there were still some errors in those predictions that 
leave room for model improvement. For instance, surface charging was identified as a 
major mechanism that impacts the adsorption capacity of vanadium (Figure 6.6 through 
Figure 6.8). In our model, we utilize a very simple approximation to the electrical surface 
potential based on the Grahame model37 (Equation 6.8). Errors introduced by this 
approximation may be partially responsible for some of the errors seen from the 
vanadium simulations shown in Figure 6.6. Developing a more accurate surface charging 
mechanism, along with other adsorption model improvements, should enhance the 
computational approach presented in this paper and provide a path forward for the 
creation of a closed-loop methodology that can be utilized to design the next generation 
of uranium adsorbents from seawater. 
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A specific area of the adsorbent 
e elementary electric charge constant 
F Faraday’s constant 
gC combinatorial factor in UNIQUAC 
gR residual factor in UNIQUAC 
I ionic strength of the solution 
K stability constant of a reaction 
kB Boltzmann constant 
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Lmax maximum surface concentration of ligands 
m number of sites involved in a surface reaction 
N net charge exchange term 
n ionic charge of a species 
q surface concentration of a species 
R gas law constant 
r location vector 
r adsorbate volume factor 
s adsorbate area factor 
T system temperature 
U uranium 
V vanadium 
y adsorbed mole fraction 
z coordination constant 
  
Greek Symbols 
ΔGaq change in free energy for an aqueous reaction 
ρ volumetric ion charge density 
γ aq aqueous activity coefficient 
γ s surface activity coefficient 
ε dielectric constant of a medium 
ε0 permittivity of free space 
η Boltzmann factor 
λ adsorbate length factor 
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τ binary interaction parameter 
υ stoichiometric constant 
Φ average volume factor 
ψ electric surface potential 
  
Sub/superscripts 
i,j,k indices for species 
l,m,n indices for ligands 
  
Other Symbols 
[i] aqueous concentration of a species 
[Lφ] molar concentration of surface sites 
[U]e equilibrium concentration of uranium 
{i} aqueous activity of a species 
{q} surface activity of a species 
HAO- acyclic acetamidoximate 
HIDO2- cyclic glutarimdedioximate 
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CHAPTER 7. INFLUENCE OF FLOW RATES ON MASS 
TRANSFER 
7.1 Introduction 
Seawater represents a vast, untapped reservoir for uranium fuel as it contains 4.5 
billion metric tons of dissolved uranium.1 This unconventional supply could ensure 
centuries of uranium availability for worldwide growth in nuclear energy. As discussed in 
the previous chapters (CHAPTER 5 and CHAPTER 6), recovering uranium from 
seawater using adsorption is a challenging task due to its relatively low concentration (3.3 
µg/L), high-salinity environment, and the presence of many competing ions/metals (e.g., 
Ca, Mg, V, Fe).  
Prior has been focused on thermodynamics, kinetics, and structural 
characterization of amidoxime ligands,2-7 laboratory testing and modeling of the 
amidoxime fibers,8-12 and marine testing and performance assessment of adsorbent 
fibers.13-16 In addition, the mechanisms of uranium uptake from simulated seawater were 
also investigated.8,11 In those investigations, experiments were devised to quantify the 
reaction and intraparticle mass-transfer mechanisms of adsorption. However, the 
interphase and interparticle mass-transfer effects, which are largely controlled by fluid 
mixing and velocity, were neglected in those experiments.  
In this study, the major focus is to investigate and quantify fluid velocity effects 
on mass-transfer kinetics of uranium adsorption from seawater onto amidoxime-based 
polymer fibers using natural seawater under realistic exposure conditions. The intent of 
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this work is to provide a relatively simple adsorption model that will couple reaction 
kinetics with mass-transfer effects to account for oceanic currents and their impact on the 
overall uptake rate of the adsorbents. Results obtained from this study will provide 
critical information in determining optimal marine locations for adsorbent deployment 
based on the local seawater currents of a particular region. 
7.2 Experimental Methods 
Two independent laboratory-based time series adsorption experiments were 
conducted using adsorbent fibers contained in flow-through columns and braided 
adsorbents in recirculating-flow channels (flumes) to assess the influence of linear 
velocity on the kinetic uptake of uranium by amidoxime-based adsorbent material. The 
experimental conditions used for these approaches were designed to overlap, allowing for 
comparison of the results. 
7.2.1 Seawater Exposure System 
Marine testing was conducted at the Marine Sciences Laboratory (MSL), a 
coastal-based marine laboratory within the Pacific Northwest National Laboratory 
(PNNL), using ambient seawater from Sequim Bay, WA. Details of the flow-through 
column and recirculating flume seawater exposure systems are given in Gill et al.13 All 
seawater exposure experiments were conducted using ambient filtered (0.45 µm) 
seawater from Sequim Bay, with temperature controlled at 20 ± 1.5 oC. Filtration at 0.45 
µm was necessary to eliminate organisms that would foul the adsorbents, resulting in loss 
of adsorption capacity.17  
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7.2.2 Flow-through Column Experiments 
A critical feature in conducting flow rate experiments is how fibers are packed 
into the columns. Ideally, the fibers should be placed into the column having minimal 
contact with adjacent fibers. If they are in contact with each other (e.g., matted), exposure 
of their surface to seawater may be hindered, particularly for fibers in the interior of the 
matted adsorbent. For this reason, we mixed the fibers with glass beads, attempting to 
distribute the fibers as evenly as possible throughout the column. In practice, the fibers 
were very difficult to separate and the best that could be achieved was to break the fibers 
into several small clumps and distribute the clumps throughout the column.  
The linear velocity (v) in the column is a function of the internal column diameter 
(d), flow rate (Q), and porosity (ε) of the column packing (Equation 7.1). 
 v = 4Q
πd 2ε
 Equation 7.1 
The porosity is defined as the fraction of the total volume not occupied by solid matter. 
Random packing of spherical grains greater than 100 µm in diameter has a porosity 
>0.399 and is independent of grain size. Independent measurements of the porosity of 3-
mm and 5-mm glass beads packed into the 1-inch internal diameter (nominal size) 
column used for adsorption studies gave porosities of 0.425 and 0.454, respectively. 
 Linear velocities in the flow-through columns ranging between 0.3 and 10 cm/s 
were achieved by using different diameter columns and seawater delivery flow rates 
ranging between 100 and 700 mL/min (Table 7.1). Each time-series experiment was 
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conducted for 56 days, with 7 time points (0, 7, 14, 21, 28, 42 and 56 days) each, and the 
final time point was replicated for a total of 8 samples per experiment. Additional details 
regarding the column experiments are given by Gill et al.13 and Kuo et al.14 
 
Table 7.1 - Linear velocities for flow-through column experiments using three 







100 1.50 0.29 
250 1.50 0.73 
120 1.00 1.08 
400 1.50 1.18 
120 0.75 1.75 
320 1.00 2.88 
275 0.75 4.01 
700 1.00 6.30 
700 0.75 10.2 
 
7.2.3 Recirculating Flume Experiments 
Recirculating flumes were used for conducting experiments with braided 
adsorbent materials under controlled temperature and flow rate conditions (Figure 7.1).13 
Different size recirculation pumps, flume dimensions, and internal water heights were 
used to create a range of linear velocities between 0.48 and 8.24 cm/s (Table 7.2). For 
example, a linear velocity of 5.52 cm/s was achieved in flume C, which was 6-foot (183 
cm) long with a 7-inch (17.8 cm) water height using a high-capacity pump and setting the 
recirculation flow rate to 23 gal/min (87 L/min). There is a slight increase in linear 
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velocity (~3%) due to the fresh seawater flow of 2.5 L/min, which is small relative to the 
recirculation flow of 87 L/min. 
 
 
Figure 7.1 - Recirculating flumes for seawater exposure studies with braided 
adsorbent material. The pumps used to recirculate water in the flume and control 
the linear velocity of the flow are shown in the upper left side of the picture. The 
manifold that distributes fresh seawater into the flumes sits between the two flumes. 
 
Table 7.2 - Flume configuration and associated water recirculation and input fresh 








1 C 87.1 2.5 5.52 
2 C 50.0 2.5 3.23 
3 C 31.6 2.5 2.11 
4 B 37.5 2.5 1.40 
5 B 22.7 2.5 0.88 
6 B 11.4 2.5 0.48 
7 C 94.6 3.0 8.24 
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Two flume exposures were conducted simultaneously, starting with experiments 1 
and 6, then 2 and 5, then 3 and 4, and finally experiment 7 was conducted separately 
(Table 7.2). Flume B, which had the larger cross sectional area, was used for the slower 
linear velocities and Flume C, with the smaller cross-sectional area, was used for the 
faster linear velocities (Table 7.2). The dimensions for each flume varied as follows: 
flume C was 183 cm long, 15.2 cm wide, and 17.8 cm deep, while flume B was 244 cm 
long, 20.3 cm wide, and 23.5 cm deep. Experiments consisted of 56-day time series 
exposures, with 8 sample time points (0, 7, 14, 21, 28, 35, 42 and 56 days). A replicate of 
the 21 day and 56 day sample time point was collected for a total of 10 samples per 
experiment. 
The rate at which fresh seawater is fed into the system controls the residence time 
of seawater in the each flume. At a fresh seawater flow rate of 2.5 L/min through flume 
C, the water residence time is ~20 min. At a recirculation flow rate of 87 L/min, the water 
in the flume is recirculated once every 24 seconds, making the recirculation time much 
faster than the seawater residence time. For the lowest recirculation flow rate (11 L/min) 
through flume B, the flume seawater residence time is 10 minutes. Hence, even at the 
lowest recirculation rate, the water in the flume can be assumed well mixed. 
7.2.4 Adsorbent Preparation 
Linear velocity adsorption experiments were conducted with the Oak Ridge 
National Laboratory (ORNL) type AF1 amidoxime-based polymer adsorbent described 
previously in CHAPTER 5 and CHAPTER 6.14,18 The AF1 adsorbent was prepared using 
hollow gear-shaped polyethylene fibers that were grafted using radiation-induced graft 
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polymerization.18 All seven braided adsorbent materials used for this study came from a 
common batch. The adsorbents were conditioned immediately before use with 0.44 M 
KOH for 1 hour at 80°C. 
7.2.5 Experimental Measurements 
Adsorbent materials exposed to seawater were washed with deionized water to 
remove salts. Samples were then dried at 80 °C to a constant weight using a heated block 
(ModBlockTM, CPI International). The dried fibers (50 to 100 mg) were weighed and then 
digested with 10 mL of a high-purity (Optima Grade, Fisher Scientific) 50% aqua regia 
acid mixture (3:1 hydrochloric acid: nitric acid) for 3 hours at 85 °C on a hot block. 
Analysis of uranium and other trace elements was conducted using either a Perkin-Elmer 
4300 inductively coupled plasma optical emission spectrometer or a Thermo Scientific 
ICapTM Q inductively coupled plasma mass spectrometer. Quantification for both 
instruments is based on standard calibration curves. 
Salinity was determined using a handheld YSI salinometer. The pH was measured 
with a standard pH meter and probe that was calibrated weekly using NIST-traceable 
buffers. Adsorption capacity measurements were normalized to a salinity of 35 psu using 
simple proportional relationships. The ability to normalize the uranium data to a common 
salinity for comparison purposes is possible because there is a well-defined relationship 
between the 238-U concentration in seawater and salinity of 3.187 µg U/kg of seawater.19 
This normalization removes the differences that result from exposures in seawater with 
varying salinity and hence uranium concentrations.  
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7.3 Modeling Methods 
7.3.1 Model Development 
The primary mechanisms governing the adsorption of uranium from seawater by 
the AF1 amidoxime-functionalized polymeric fibers involve reaction and mass-transfer 
effects.11 Mass-transfer mechanisms include interparticle, interphase, and intraparticle 
transfer. We can simplify the analysis by lumping these individual mechanisms into a 
single mass-transfer coefficient to observe trends in velocity effects on adsorption. In 
these controlled experiments, only the flow rates in columns and flumes are changing; 
therefore, only the values of the mass-transfer coefficient are expected to change. It is 
assumed that uranium concentrations, and seawater pH and salinity do not vary 
significantly over the course of the experiments; therefore, the reaction parameters should 
remain unchanged.  
To adequately describe the experimental data, we need to have an adsorption 
model that accounts for reaction and mass-transfer kinetics. Figure 7.2 depicts an 
idealized schematic of the system to be modeled. In this system, there is some linear 
velocity (v) calculated from the flow rate, which carries a bulk concentration of uranium 
(Cb) from seawater to an adsorption domain represented by a group of adsorbent fibers. 
The mass-transfer mechanism carries uranium from the bulk aqueous domain into the 
adsorption domain, which has its own uranium concentration level (c) and void volume 
(ε). The adsorption domain is an imaginary boundary that contains an assembly of 
adsorbent fibers, meant to represent either a woven braid of fibers in the flume or 
compacted fibers suspended between glass beads in columns. Within that adsorption 
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domain, reactions occur between the amidoxime ligands and aqueous uranium to form 
the adsorbed uranium (q). The fibers’ density is represented by the ρf parameter. 
 
 
Figure 7.2 - Idealized view of modeled adsorption system. The mechanisms of 
adsorption considered are mass transfer from bulk domain to adsorption domain 
(1), and site-specific reactions (2). 
 
This system is fairly complex, so the model will be simplified by making a few 
assumptions. First, it is assumed that the concentration distribution of uranium inside the 
adsorption domain (c) is relatively constant or evenly dispersed. In this way, the interior 
of the adsorption domain is treated as if it were completely mixed, which is a reasonable 
assumption given the amount of agitation that the fibers undergo and also given the fact 
that the rate of uranium adsorption from seawater is relatively slow. However, this is a 
simplification and may not capture all mass-transfer mechanisms that actually occur, such 
as interparticle and intraparticle diffusion. 




ε and ρf 




It is also assumed that the reactions occurring inside the adsorption domain are 
Langmuir type reactions, typical for one-site ligand interactions in liquid-phase 
adsorption.20 Equation 7.2 shows the basic Langmuir reaction considered. In this 
equation, L represents the number or concentration of available ligands, which can be 
expanded in Equation 7.3 as a function of the maximum sites (qmax) and the sites already 
in use (q). By combining Equation 7.2 and Equation 7.3, one can derive the kinetic 
expression for adsorption in the domain with the forward (k1) and reverse (k-1) rates of 
reaction (Equation 7.4). 
 c+ L⇔ q  Equation 7.2 
 L = qmax − q  Equation 7.3 
 ∂q
∂t
= k1cqmax − k1c+ k−1( )q  Equation 7.4 
Applying these assumptions to the system shown in Figure 7.2, one can then 
derive an expression for the concentration of uranium in the adsorption domain as a 
function of the adsorption reaction and mass transfer from bulk solution (Equation 7.5). 
Because a uniform distribution of uranium is assumed for the adsorption domain, 
diffusion effects are not included. Instead, transfer from the bulk to the interior is 
represented via a linear driving force mechanism. In this case, all the mass-transfer 
effects are lumped into a single parameter K, expected to vary with the flow rates (linear 






= εK Cb − c( )− ρ f 1−ε( )
∂q
∂t
 Equation 7.5 
 
7.3.2 Parameter Estimation  
The formulated uranium adsorption model contains a number of parameters, 
many of which can be estimated based on the data collected through experiments, such as 
maximum capacity (qmax) or average uranium concentration in seawater (Cb). The kinetic 
parameters (k1 and K) must be determined through optimization of the experimental 
uptake curves from the column and flume experiments. Table 7.3 provides a list of all 
physical parameters determined experimentally before performing optimization for the 
kinetic parameter values. 
 
Table 7.3 - Values of constants used in the adsorption model 
Parameter Value Units Information 
qmax 350 g/kg Maximum capacity of fibers in seawater 
ρ f 1.18 g/cm3 Density of adsorbent fibers 
qsat 5.17 g/kg Extrapolated from flume data 
Keq = k1/k-1 1.27E+6 L/mol Estimated from seawater capacity 
Cb 2.80 µg/L Uranium concentration in experiments 
ε  0.44 - Average void volume of domain 
 
 
The parameters qsat and Keq are the adsorption saturation and equilibrium 
constants, respectively, based on extrapolation of the flume adsorption data and the 
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average uranium concentration of the seawater used in these experiments. While these 
parameters are not directly used in the model, they are useful in reducing the complexity 
of the optimization scheme needed to determine the kinetic parameters. By determining 
the seawater saturation capacity (qsat) through extrapolation, for example, there is no 
longer need to determine this value through optimization. Similarly, by estimating the Keq 
value, which is the ratio of the reaction parameters (k1 and k-1), one can determine the 
value of k-1 after k1 is estimated. Therefore, the only adjustable parameters that need to be 
optimized are k1 and K, the forward reaction rate and the linear-driving-force (LDF) 
mass-transfer coefficient. 
Optimization of the adjustable kinetic parameters must be carried out carefully, 
because the reaction parameter (k1) must remain constant throughout the optimization, 
but the mass-transfer parameter (K) must be allowed to change with the changing flow 
rates. Additionally, it is known that without mass-transfer limitations, the kinetics of 
uranium adsorption for these amidoxime-functionalized fibers is very fast.19 Therefore, 
the reaction parameter (k1) must be large enough to allow variations in flow to impact the 
overall uptake rate, but small enough so that the model is still sensitive to changes in the 
reaction parameter. Through optimization, the following optimal reaction parameter 
value that works across all sets of column and flume data was obtained: k1 = 7.0 x 103 
L/mol/hr. This value was determined iteratively through comparisons between model and 
data. Unlike the reaction parameter (k1), which is the same for all data sets, the value of 
the mass-transfer coefficient (K) will vary with current velocities in the system. 




7.4.1 Column and Flume Observations 
Little or no change in adsorption kinetics was observed in the flow-through 
column experiments across the range of linear velocities examined, from 0.29 to 10.2 
cm/s (Figure 7.3). Typically, this result implies that the minimum linear velocity 
necessary to remove all external mass-transfer resistances, even for the lowest velocity of 
0.29 cm/s, has already been achieved. In contrast, the flume experiments showed stark 
differences in adsorption capacity as a function of linear velocity (Figure 7.4). This 
suggests that for the flume experiments, the external mass-transfer resistance has not 
been successfully removed, even for the highest velocity of 8.24 cm/s. 
 
 
Figure 7.3 - Time series measurements of uranium adsorption capacity as a function 
of the linear velocity of seawater exposure in flow-through columns. The solid line is 




Figure 7.4 - Time series measurements of uranium adsorption capacity at a range of 
linear velocities using the ORNL AF1 braided adsorbent in a flume exposure. The 
lower three velocities were conducted in the 8-foot flume (Flume B) and the higher 
velocities were conducted in the 6-foot flume (Flume C). The solid lines show the 
results of the model using the optimal mass-transfer coefficients (K) found at each 
linear velocity. 
 
7.4.2 Mass Transfer Parameterization 
Quantification of the mass-transfer coefficient (K) for each experimental setup 
was carried out independently and plotted against the linear velocity for each 
experimental run. Recall from Equation 7.5 that the mass-transfer parameter represents 
the effects of interparticle and interphase transport and should theoretically vary with 
linear velocity.20 Figure 7.5 shows the optimum mass-transfer coefficients versus the 
linear velocity in each experiment. For the flume data between 0.48 cm/s and 5.52 cm/s, 
this graph indicates that there is a strong, positive relationship between flow rate (linear 
velocity) and mass transfer (diamonds), as expected. Note that the highest flume velocity 
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of 8.24 cm/s does deviate from that trend. The flow-through column experiments 
(triangles) show no appreciable relationship between linear velocity and mass transfer, as 
indicated by the correlation coefficient (R2) in the linear regression. Based on the 
observations in Figure 7.5, the entire set of all column data could be adequately described 
by an averaged mass-transfer coefficient, as shown by the solid line in Figure 7.3. 
 
 
Figure 7.5 - Relationship between the optimal values of the mass-transfer coefficient 
and the linear velocities in the flume experiments (diamonds) and column 
experiments (triangles). No significant correlation can be made between linear 
velocity and mass-transfer rate for the column experiments, but a clear relationship 
does exist for the flume experiments. The solid square represents the effective linear 
velocity at the averaged mass-transfer-coefficient value for the column experiment. 
The solid circle represents the flume experiment with the highest linear velocity of 
8.24 cm/s. The slope and intercept of the linear regression equation would represent 
the rate of change in K with linear velocity and the minimum K, respectively. 
 
y = 926x + 804 
R² = 0.98 
y = 29.0x + 3070 




















Highest Flow Rate 
Flume: 8.24 cm/s 
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The solid lines in Figure 7.4 show the optimal model results plotted alongside the 
flume experimental data for each linear velocity. These model results agree very well 
with the experimental observations and clearly show the general trend of increasing 
uranium uptake rate with increasing linear velocity, as it is also shown in Figure 7.5. It 
should also be noted that the model lines for 5.52 cm/s and 8.24 cm/s in Figure 7.4 are 
very close to each other. This is an indication that the mass-transfer coefficient is 
reaching a plateau where it will no longer increase with increasing linear velocity. Figure 
7.5 also mirrors this observation, which shows that the optimal flume mass-transfer 
coefficient at 8.24 cm/s (solid circle) deviates downward from the nearly linear trend 
formed by the other optimal mass-transfer coefficients determined for the flume 
(diamonds). 
7.5 Discussion and Conclusions 
The averaged mass-transfer coefficient used to model the flow-through column 
experiments in Figure 7.3 was approximately 3100 1/hr. Compared to the flume 
experiments, this mass-transfer rate corresponds to an effective linear flow velocity in the 
flume of 2.61 cm/s (solid square in Figure 7.5), which is significantly smaller than the 
10.2 cm/s linear velocity achieved in the flow-through column experiments and less than 
half of the maximum mass-transfer rate seen in the flume studies (~6700 1/hr). These 
results suggest that, although high linear velocities can be achieved in a flow-through 
exposure, the column experimental procedure can only emulate the uranium uptake 
expected in flume currents of 2.61 cm/s. Therefore, the flume experiments provide a 
better quantitative measure of how ocean currents will affect uranium uptake kinetics, 
and are more representative of a marine deployment scenario.  
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There is an apparent lack of relationship between velocity and uranium uptake for 
the flow-through column experiments. This result may imply that the major mass-transfer 
resistances for that experimental setup are likely removed. On the contrary, the flume 
studies did show significant changes in adsorption rates with linear velocity (Figure 7.5) 
and likely provide a more realistic representation of the adsorption kinetics for seawater 
deployment. Since the mass-transfer coefficient did not plateau as the flume linear 
velocity increased, mass-transfer resistances must still be present in this system. 
However, the highest velocity of 8.24 cm/s in the flume does deviate from that linear 
trend (Figure 7.5), indicating that the system approaches the linear velocity necessary to 
remove the external mass-transfer resistances.  
The inconsistencies between the column and flume experimental results are 
somewhat puzzling. While it is not expected that the uranium uptake kinetics mimic each 
other for the two experimental setups, it is expected that the trends be the same. However, 
the column data showed no relationship with linear velocity, while the flume data showed 
a strong linear relationship with linear velocity. To understand why this is the case, the 
fundamental differences between the two systems and how those differences impact 
mass-transfer resistances needs to be examined. 
 Variations in the mass-transfer coefficient depend on the linear velocity, as well 
as the form-factor (i.e., shape, style, and constraint) of the adsorbent braid. The difference 
between column flow tests and flume flow tests is two-fold: (i) the adsorbent form-factor 
and (ii) the constriction of the fluid phase. In the column test, the fibers are placed into a 
fixed volume enclosed bed filled with glass beads. Those beads are intended to hold the 
fibers in place, but they also restrict free movement in both the fluid and fibers. 
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Additionally, the packing material causes squeezing of the fibers, thus interaction 
between ligand and fluid at contact points is restricted leading to lower adsorption rates 
per unit mass of adsorbent in the column. In the flume tests, on the other hand, the fibers 
were assembled into a braid that was allowed to move and deform freely as the fluid 
passed over it. 
Constriction of the fluid phase may have as much of an effect on the mass-transfer 
rate as the actual flow rate itself. When the fluid phase is confined, as in the column, the 
actual velocities of the fluid elements around the fibers are likely to be higher than the 
velocities around braid fibers in flumes for the same average velocities. This is because 
when the fluid is unconstrained as in the flume, the fluid elements may divert around the 
braid and take a path of least resistance, which would locally reduce the actual velocities 
near the fibers (Figure 7.6). This is likely the primary reason why the effect of flow 
velocity on uranium adsorption rates is more pronounced for the flume experiment than 
for the column. When flow rates are increased in the flume, mass transfer can be 
improved either by the additional mechanical mixing caused by the fluttering motion of 
the fibers or by forcing more fluid and/or uranium into the fiber domain. On the other 
hand, the higher effective fluid velocities experienced by the fibers in the column may 
explain why the mass-transfer coefficients for flow-through columns appear to already be 




Figure 7.6 - Ideal velocity profile in the flume (1) and distorted velocity profile (2) 
due to flow restriction through the braid. Although the average linear velocity from 
profiles (1) and (2) may be the same, the velocities experienced by the braid in (2) 
may be less than the average linear velocity due to fluid elements diverting around 
the braid. This would cause lower mass-transfer rates, thus resulting in slower 
adsorption overall. Pictures on the right show the adsorbent after 56 days of 
seawater exposure at the lowest velocity (0.48 cm/s) used (3) and the 2nd highest 
velocity (5.52 cm/s) used (4). In general, darker color means higher adsorption 
capacity. Also, the color is less homogeneous in the low velocity braid (3), indicating 
poor transport through the braid. 
 
In conclusion, differences in adsorption kinetics between the flow-through 
column and flume experiments could be explained based on the differences in the 
experimental setup and conditions. In the flumes, flow resistance provided by the 
adsorbent braid reduces the flow velocity through the braid and increases the velocity 
around the braid (Figure 7.6). Thus, the braid fibers experience less flow velocity than the 
average stream velocity. This can be seen visually in Figure 7.6 (image 3), which shows 
that the color change caused by adsorption is less homogenous for the lower velocity 
cases. Therefore, mass-transfer into the braids can be improved by deploying in high 
current or more turbulent flows or by reducing the density of the fiber braid to allow 
more seawater through the fibers. However, mass-transfer is also influenced by the form-
factor of the adsorbent, as more tightly woven fibers are likely to have greater mass 
(1) (2) (3) (4) 
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transfer resistance. Based on the flume data with the adsorbent braid used in this study, it 
is recommended to deploy adsorbent in ocean currents greater than 8 cm/s, where mass-
transfer resistances will be minimized and adsorption capacities will be maximized. 
Surface currents in the open ocean are primarily wind driven, moving at about 2% of the 
wind speed.21 To produce a surface current velocity of 8 cm/s would require a mild wind 
speed of approximately 9 MPH (400 cm/s), which occurs over vast oceanic regions. 
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c uranium concentration of adsorption domain (mol/L) 
Cb average uranium concentration of seawater (mol/L) 
d column diameter (cm) 
v linear velocity (cm/s) 
K mass-transfer coefficient (1/s) 
Keq Langmuir equilibrium constant in seawater (L/mol) 
k1 Langmuir forward reaction rate constant (L/mol/s) 
k-1 Langmuir reverse reaction rate constant (1/s) 
L site concentration of available ligands on fibers (mol/kg) 
Q volumetric flow rate (mL/s) 
q uranium adsorption concentration on fibers (mol/kg) 
qmax total maximum adsorption capacity of fibers (mol/kg) 
qsat adsorption saturation of fibers for uranium in seawater (mol/kg) 
  
Greek Symbols 
ε porosity or void volume of domain 
ρf fiber material density (kg/L) 
  
Abbreviations 
MSL Marine Sciences Laboratory 
ORNL Oak Ridge National Laboratory 
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CHAPTER 8. CONCLUSIONS AND RECOMMENDATIONS 
8.1 Conclusions 
Adsorption is a fairly complex process with wide ranging applications that occurs 
in a variety of different media. In this work, we have investigated and developed 
modeling tools for adsorption in both gaseous and aqueous systems. Developing specific 
models for each of these systems of interest was an arduous task, but taking as 
generalized of an approach as possible mitigated much of the complexitly of the specific 
problems. Additionally, by sticking to that comprehensive modeling approach we have 
successfully developed a framework off of which other adsorption models can be created 
and utilized (see APPENDIX C. Adsorption Software). 
 Although the particular models discussed in each chapter were very specific and 
seemingly narrow in their application, the greater impact of this work is in the 
development of the modeling framework. This framework provides an easy-to-use set of 
mathematical tools that are applicable to a variety of different adsorption systems and 
even useful beyond adsorption. At the base of the framework, there are very basic 
mathematical tools that are fundamental to just solving any types of linear and non-linear 
problems (see Appendix C.2  Members of the FLOCK). Therefore, the basic tools that 
were created in this work can be used in almost any scientific or engineering field.  
Even in developing the specific models for adsorption, much care was taken to 
keep those models generalized or flexible. This is demonstrated very clearly in 
CHAPTER 4 when the bi-porous adsorption diffusion kinetics model was discussed. In 
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this chapter, a specific adsorption model was developed to simulate the multi-scale pore 
and surface diffusion in commercial zeolite pellets (Section 4.3.1). However, this same 
model was then also used to simulate adsorption kinetics in silver mordenite pellets, 
which have completely different physical structure and characteristics (Section 4.5.2: 
Figure 4.7). That same generality was also applied when developing the aqueous 
adsorption models. The same exact modeling tool (a.k.a., SHARK - see APPENDIX C. 
Adsorption Software) is used in both CHAPTER 5 and CHAPTER 6; the only difference 
is that CHAPTER 6 added new residual kernels into the existing non-linear model 
developed in CHAPTER 5.  
The work developed in this thesis demonstrates the importance of using a 
fundamental modeling framework when developing specific models. This framework 
approach provides the platform off of which more complex models can be created. This 
capability was demonstrated in CHAPTER 2 through CHAPTER 4, wherein each 
adsorption model discussed in those chapters was utilized in subsequent chapters. The 
gas-solid isotherm model (CHAPTER 2) showed how application of a generalized 
isotherm could be used to describe a variety of different adsorption systems, so it served 
as the basis for the mixed-gas model (CHAPTER 3), which was used to accurately 
predict non-ideal adsorption behavior for various gas mixtures. Those equilibria models 
were then incorporated into the diffusion kinetic models investigated in CHAPTER 4.  
The modeling results from CHAPTER 4 validated the fundamental modeling 
approach taken for adsorption kinetics in commercial adsorbents. By combing the 
isotherm models developed previously, with the pore and surface diffusion model based 
on the actual physical characteristics of the adsorbent, the models developed could 
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accurately predict the adsorption and desorption cycling behavior of water vapor on 
MS3A. In addition, without performing any curve fitting or parameterization, the same 
model could accurately predict the adsorption kinetics of iodine on Ag0Z. This result 
reaffirms that fundamental model development is crucial to accurate predictive modeling 
and demonstrates the importance of framework development for model flexibility.  
Beyond the common modeling framework that connects all the specific models 
discussed in this work, all of the adsorption models are also linked together through a 
common theme: adsorption applications in the Nuclear Fuel Cycle. The ultimate goal of 
developing the adsorption models in this work is to create a set of modeling tools that 
will aid in the design of the capture systems needed to enhance the availability of 
uranium for future generations. To that end, each of these models provides a necessary 
piece of information to achieve that objective: (i) off-gas models provide tools for 
predicting adsorption in gas mixtures and diffusion kinetics of the adsorbent materials, 
and (ii) uranium uptake models are useful for predicting uranium capacity of adsorbent 
fibers and mass transfer limitations in seawater deployment. There are steps, however, 
that can be taken to further enhance the models that have been created in this work.  
8.2 Recommendations 
One enhancement to this work could be through the exploration of a detailed 
sensitivity analysis of the specific adsorption models that were developed here. All of the 
models utilized and investigated in this research involved many different parameters for a 
variety of adsorption mechanisms. Some of these mechanisms and the parameters 
governing them, however, may not be as important as others. As such, including a 
 225 
detailed sensitivity analysis with each model could provide scientists and engineers with 
information as to which adsorption mechanism is dominant in their particular system of 
interest. For instance, we know that surface charging is an important mechanism for 
uranium and vanadium adsorption in seawater (CHAPTER 6), but do not necessarily 
know the level of importance for this term relative to surface activity or the binding 
constants themselves. An indepth analysis of the parameters of this model and the 
associated significance of each mechanism could be very useful for individuals wishing 
to utilize the model for themselves by informing them about which parameters the model 
is most dependent on for accurate predictions.  
 In terms of more specific model enhancements, there is a need to design 
adsorption columns to remove the unwanted radioisotopic gases produced from 
reprocessing spent uranium. This gas stream is inherently a multi-species gas mixture and 
hence requires models that can predict adsorption behavior of such systems. In addition, 
the kinetics of adsorption in fixed-bed columns will dictate how and when the gas 
pollutant equilibriates with the adsorbents and breaks through the exit of the column. This 
information will be able to tell designers how large the column needs to be and for how 
long the column would need to be operated before the adsorbent material should be 
exchanged. Therefore, the final step for finalizing the off-gas models would be to 
incorporate our micro-scale equilibria and kinetic kernels into a macro-scale column 
model.  
With regards to the recovery of uranium from seawater, the goal is to provide a 
predictive tool for engineers and scientists to aid in the development of new adsorbent 
materials and determination of the optimal deployment locations based on local ocean 
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conditions. For each of these objectives we have developed two separate adsorption tools: 
(i) a predictive adsorption model based on reaction schemes and binding constants from 
ab initio methods (CHAPTER 5 and CHAPTER 6) and (ii) an analytical model to 
determine impact of current velocity on mass transfer limitations of braided fiber 
adsorbents (CHAPTER 7). While each model on its own is useful, the combination of 
these separate models would make a powerful tool that could be used to predict uranium 
adsorption based on oceanic conditions such as pH, temperature, salinity, concentrations 
of competing metals, and local current velocities. Thus, the final step forward for creating 
a fully operational design tool for uranium from seawater is to incorporate the multi-
ligand, competitive adsorption model of CHAPTER 6 with the mass transfer model of 
CHAPTER 7.  
Beyond the design implications of the models developed in this work, there is the 
possibility that these modeling tools could be utilized on the control side of plant 
operations for engineered chemical processes. Similar to proportional-integral-derivative 
(PID) controls, there are a class of process controllers called model predictive controls 
(MPCs). With MPCs, an engineering model is used to predict future outcomes of a 
chemical process based on known past states and projecting those states forward in time. 
The controller can then use those predicted states to attempt to control the plant 
operations automatically. With modern day computers getting ever faster, MPCs are 
starting to become more popular than PIDs because the predictive capabilities of MPCs 
allow the controls to be proactive rather than reactive which is the case of PIDs.  
Looking past the completion of the modeling tools for the Nuclear Fuel Cycle, 
there are other ways in which the models investigated in this work can be utilized in 
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science and engineering. For example, consider the chemi-sorption modeling framework 
that was developed in CHAPTER 5 and CHAPTER 6. While the discussion in both of 
these chapters was focused on adsorption of uranium and vanadium from brine solutions 
and seawater, the basic modeling framework that was developed can be applied to any 
aqueous or liquid system, with or without adsorption. As such, this framework has broad 
implications in the field of environmental and/or chemical engineering and has the 
potential to be utilized in groundwater chemistry, water treatment, or even aid in the 
design of new adsorbent materials for target metals. It was demonstrated in CHAPTER 6 
that coupling ab initio methods in chemistry with fundamental adsorption modeling could 
be used to predict metal uptake by adsorbents functionalized by specific ligands. This 
approach to modeling could provide important insights to future materials development 
in order to obtain specific metal selectivity properties of new adsorbents.  
Irrespectively of the adsorption process, the modeling framework that was created 
in this thesis can be either directly applied or modified to study that process. This is truly 
the power of the framework approach: modularity and flexibility. The framework at 
current has shown to be flexible enough to be applied to both gaseous (Part I) and 
aqueous systems (Part II). In addition, the modularity of the models has been 
demonstrated throughout the work by swaping out different pieces of physics or 
chemistry necessary for modeling a specific system. Therefore, moving forward it would 
be advantageous to continuing utilizing this framework, or at least a framework approach, 
when developing models to study systems of interest.  
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APPENDIX A. GSTA OPTIMIZATION FLOWCHART 
 A code was developed in C/C++ in order to apply all of the techniques discussed 
in Section 2.3.2 and to handle the variability that may be observed in the various input 
data, such as data set sizes and parameter units. The optimization routine for finding the 
parameters of the GSTA model uses a Levenberg-Marquardt non-linear least squares 
algorithm. Developed around that routine is the C/C++ code, which handles input/output 
and the various functions and data structures necessary to deal with the complications 
discussed in Section 2.3.2 above. A flowchart outlining the major code structure is 
provided below in Figure A. 1.  
The main features of the code are in the three loops that make up the bulk of its 
structure. The inner most loop proceeds through each number of plausible parameters 
(n_par) for which the GSTA model may be valid, while the middle loop continues the 
solution searches for each number of isotherms (n_iso) that was given on input. For 
instances in which the value of the qmax parameter is unknown, the outer most loop will 
be executed twice in order to make a single estimate of this parameter for all isotherms.  
Within the inner loop, there are three criteria that may force an early termination 
of the loop. These are put in place to reduce the total number of evaluations by 
eliminating unnecessary solution searches. The first criterion checks whether or not the 
current data set being evaluated is the first isotherm (iso = 0) given on input. If it is not, 
then it checks to see how many parameters the previous isotherm was allowed to have 































n_par = n_par + 1
Yes





iso = iso + 1




Find best solution for all isotherms











Figure A. 1 - Flowchart for the main functions within the GSTA optimization code. 
The logical path of the code flows down from the “Start” and follows the arrows. At 
each branch, a decision has to be made which determines the next process and/or 
the “Breaks” necessary to exit loops and reach the “End” of the program. 
 
The next two criteria look at the obtained solution after the optimization has been 
completed. If the solution vector contains “noise” (i.e., the solution is non-smooth), then 
those results are kicked out and the loop is terminated. Also, if the Euclidean norm of the 
current solution were not improving from previous solutions, then the loop would also be 
terminated. The culmination of these criteria has reduced the total evaluations needed to 
reach a final solution by up to 80%.  
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APPENDIX B. AQUEOUS ADSORPTION DETAILS 
B.1  Model Basics 
The basics of the model are broken up into three parts: (i) aqueous reactions, (ii) 
mass balances, and (iii) electroneutrality. Aqueous reactions are represented in the model 
as shown in Equations B.1 and B.2. In this representation, υ is the stoichiometric constant 
for each species involved in the reaction, γ aq is the aqueous activity coefficient of those 
species, [i] is the aqueous molar concentration of the ith species, {i} is the aqueous 
activity of the ith species, and K is the equilibrium constant for that reaction. The aqueous 
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 Mass balances in the model are formed as the sums of the molar contributions and 
concentrations of each species in the system that contributes to a particular mass group. 
For instance, total carbonate in the system would be based on how much CO32- was added 
to the system in total, and must equal the concentrations of each species containing CO32- 
groups in their respective molar contributions (i.e., UO2(CO3)34- would contribute 3 
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moles of CO32- to the carbonate mass balance). In addition, our model accounts for the 






∑ = δi i[ ]
i
∑      (B.3) 
where CT is the total concentration of a particular species group, ma is the total mass of an 
adsorbent in the system, V is the total volume of the system, δi is the molar contribution 
of species i to the total concentration, and qi is the adsorbed molar concentration of 
species i. 
 The pH of the system is determined using the condition of electroneutrality in the 
aqueous phase (Equation B.4). This condition looks at the ionic charge (n) of each 
species in solution and requires that the total concentrations of positive and negative ions 
cancel out each other, such that there is no net charge in the system.1,2 Alternatively, our 
model can consider the system at a constant pH by applying an equality constraint on the 
activity of the protons, {H+}, in solution (Equation B.5). 
0 = ni i[ ]
i
∑      (B.4) 





B.2  UNIQUAC Parameters 
The parameters of UNIQUAC include structural information about the adsorbing 
species, as well as reaction energies for the bonding of the adsorbates with their 
respective ligands. Shape factors (si,l and ri,l) for each adsorbed species are determined as 
a ratio of the van der Waals areas and volumes (ai,l and vi,l) of the adsorbates to a standard 
segment area and volume (Aw = 2.5 x 109 cm2/mol and Vw = 15.17 cm3/mol) defined by 
Abrams and Prausnitz3 (Equations B.6 and B.7). The van der Waals areas and volumes 
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 After determining those shape factors, the remaining structural parameters of 
UNIQUAC are calculated as shown in Equations B.8 through B.11.3 This procedure 
gives information on the surface mole fractions (yi,l), average area fractions (θi,l), volume 
fractions (Φi,l), and length factors (λi,l). Once this information is determined, the only 
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Φi, l =













⎟ ri, l − si, l( )− ri, l −1( )    (B.11) 
 In the original UNIQUAC model,3 the binary interaction terms were considered as 
adjustable parameters that needed to be obtained through optimization with adsorption 
data. It is possible, however, to provide approximations to those adjustable parameters 
from the binding energies of the individual adsorbing species. This can be accomplished 
by first considering the expansion of those binary parameters (Equation B.12) into a set 
of two energy terms: (i) a lateral interaction potential (uii,ll) and (ii) a cross-lateral 
interaction parameter (uji,ml).3,5  
τ ji, ml = exp −







⎥     (B.12) 
 The physical meaning of the lateral (uii,ll) and cross-lateral (uji,ml) interaction 
parameters can be interpreted as the interaction energy between the ith adsorbate with 
another ith adsorbate and the interaction energy between the ith adsorbate with the jth 
adsorbate, respectively. Since the jth and ith adsorbates may be bonded to different 
ligands, the secondary subscripts of m and l are used to denote which ligand each is 
bound to (e.g., in Equation B.12 above, j and m are paired and i and l are paired). The 
lateral interaction parameter can be calculated from the heat of adsorption (ΔHi,l) and the 
area factor of the adsorbate (si,l) as shown in Equation B.13. It is then possible to provide 
 235 
an estimate to the cross-lateral term by taking the geometric average of each lateral 
interaction parameter (Equation B.14).3,5  
uii, ll = −
ΔHi, l
si, l
     (B.13) 
uji, ml = uij, lm = ujj, mmuii, ll    (B.14) 
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APPENDIX C. ADSORPTION SOFTWARE 
C.1  Introduction 
 All of the modeling and simulation results reported in this work were created 
from a software suite called Ecosystem, developed primarily by Austin Ladshaw. 
Ecosystem is a set of software kernels written in C and C++ to perform specific modeling 
tasks, such as matrix operations or parameter estimations. It also includes open-source 
libraries for performing the Levenberg-Marquardt non-linear least squares1 and reading 
yaml structured input files.2 As with the body of this work, the kernels are divided into 
two main categories: (i) the Fundamental Off-gas Collection of Kernels (FLOCK) and (ii) 
the Seawater Codes from a Highly Object-Oriented Library (SCHOOL). In this appendix, 
we will discuss what each of the kernels can do and how one can acquire and utilize this 
software for their own purposes.  
C.2  Members of the FLOCK 
  The FLOCK is a collection of adsorption kernels designed primarily for use in 
simulating adsorption in gaseous systems. There is a fair amount of overlap between this 
set of kernels and the kernels of the SCHOOL, however, especially for some of the more 
generic mathematical objects that were developed under this category. Most of the 
following FLOCK kernels have been named after birds, hence why we call it the 
FLOCK. Provided below are the names of each member of the FLOCK and a short 
description of what it is responsible for doing in the Ecosystem software suite.  
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C.2.1  GSTA_OPT 
 The only kernel of the FLOCK not named as a bird is the GSTA_OPT kernel. 
This is the set of algorithms that is responsible for performing the GSTA isotherm 
parameterization of gas-solid adsorption systems. It takes in a set of data for a given 
adsorbate-adsorbent pair and estimates the maximum adsorption capacity parameter and 
optimum number of adsorption sites, as well as all the temperature independent energy 
terms associated with each of those sites. This kernel is discussed extensively in 
CHAPTER 2 and APPENDIX A. GSTA Optimization Flowchart.  
C.2.2  MAGPIE 
 Our Multicomponent Adsorption Generalized Procedure for Isothermal Equilibria 
(MAGPIE) kernel was the primary subject of CHAPTER 3. This kernel performs all the 
necessary operations of the Generalized Predictive Adsorbed Solution Theory (GPAST) 
in order to simulate the gas-solid adsorption equilibria of a mixed-gas system. Those 
operations can be performed to either predict the adsorption based on the gas phase 
composition, or can predict the gas phase composition based on the adsorbed amounts of 
each species.  
C.2.3  MACAW 
 MACAW stands for MAtrix CAlculation Workspace and is a C++ object for 
performing simple matrix operations on data. The object is templated so that it is possible 
for a user to create a matrix of doubles, strings, integers, or complex numbers. The 
primary use in Ecosystem, however, is to perform matrix math with double precision. In 
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addition to basic matrix operations, there are also subroutines built into MACAW to 
perform specific linear solutions to systems with special structure, such as triangular 
matrices or tri-diagonal matrices. Recently added to this suite of solver routines was a QR 
factorization algorithm to solve more general systems of linear equations.  
C.2.4  LARK 
The Linear Algebra Residual Kernel (LARK) set of subroutines is designed to 
solve very complex linear and non-linear systems using a variety of iterative techniques. 
Linear solvers in LARK are primarily from the Krylov Subspace3 domain of algorithms 
for solving large sparse systems of equations. However, we also include a QR solver 
underneath LARK, which uses basis vectors to reform the matrix from a linear operator 
prior to calling the QR routine in MACAW. In addition to linear solvers, we have 
implemented a Picard method4 and a Jacobian-Free Newton Krylov (JFNK) method5 for 
non-linear systems. The JFNK method is also coupled with a backtracking line search 
algorithm4 to improve the convergence of the Newton’s method.  
C.2.5  FINCH 
 The Flux-limiting Implicit Non-oscillatory Conservative High-resolution 
(FINCH) scheme framework is a modeling platform used to simulate conservation laws 
in a variety of different domains. It makes use of the existing objects and subroutines in 
MACAW and LARK in order to set up and solve the system of equations that is derived 
from the generalized 1-D conservation law model that was described in Section 4.2.1. 
Additional information regarding this framework is detailed in Section 4.2. 
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C.2.6  EGRET 
 This object is the Estimation of Gas-phase pRopErTies (EGRET) kernel and is 
responsible for calculating parameter information such as gas densities, viscosities, 
molecular diffusivities, and film mass transfer coefficients. All of the model details for 
each portion of this kernel have been discussed in Section 4.3.3 of this work.  
C.2.7  SKUA and SCOPSOWL 
 These two kernels represent the modeling framework to simulate gas phase 
adsorption diffusion kinetics in spherical and cylindrical adsorbent particles. The Surface 
Kinetics for Uptake by Adsorption (SKUA) kernel performs the micro-scale surface 
diffusion simulation that is outlined in Equation 4.16 through Equation 4.18, while the 
Simultaneously Coupled Objects for Pore and Surface diffusion Operations With Linear 
systems (SCOPSOWL) kernel does the macro-scale pore diffusion and adsorption mass 
transfer simulation described in Equation 4.19 and Equation 4.20. Additional details 
regarding these models are provided in Section 4.3.1.  
C.2.8  SKUA_OPT and SCOPSOWL_OPT 
 These two kernels are analysis tools that will take in a set of adsorption kinetic 
data, gathered at some constant exposure concentration for a single gas species, and 
produce what are the optimal surface diffusivities for each experimental run. Much like 
GSTA_OPT, each kernel makes use of the Levenberg-Marquardt non-linear least squares 
routine1 to compare simulation results against actual data and optimize for the unknown 
surface diffusivity parameter.  
 240 
C.3  Members of the SCHOOL 
 The SCHOOL is a collection of kernels developed specifically for simulating 
adsorption in aqueous systems. As such, each of its member kernels has been named after 
aquatic life to keep with the theme of naming kernels after animals. However, the 
SCHOOL does utilize some of the same kernels as the FLOCK, namely MACAW and 
LARK, because these contain subroutines that are valid regardless of the media we are 
simulating adsorption in. The remaining members of the SCHOOL are detailed in the 
subsections below.  
C.3.1  EEL 
 The Easy-access Element Library (EEL) provides a C++ object for creating atoms 
from the periodic table. It contains all the necessary atomic information on those species 
for performing a variety of calculations, including the estimation of van der Waals 
volumes and molecular weights of polyatomic species. In general, this kernel is not very 
useful on its own, but is valuable as a component to building other modules for aqueous 
simulations.  
C.3.2  MOLA 
 Built from the EEL kernel, the Molecule Object Library from Atoms (MOLA) 
module contains hundreds of molecular species of interest that are registered in a digital 
library for use in aqueous simulations. Each molecule is constructed from the individual 
atom objects of EEL and can use this information to implicitly determine the van der 
Waals volumes and molecular weights of the species in the system. In addition, MOLA 
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holds information regarding the valence charge and the standard state formation energies 
of the molecules. This information can then be utilized to determine aqueous activity 
coefficients and binding strengths of reactions.  
C.3.3  SHARK 
 The Speciation-object Hierarchy for Adsorption Reactions and Kinetics (SHARK) 
kernel creates a suite of objects that are used to simulate speciation, adsorption, and 
kinetics in aqueous systems. In this kernel are objects for performing mass balances, 
steady-state aqueous reactions, unsteady aqueous reactions, single and multi-ligand 
adsorption reactions, and electroneutrality. Each object contributes a non-linear residual 
function that is compiled by SHARK and fed into LARK solvers to find the concentration 
of all species in a system as a function of temperature, pH, ionic strength, and other 
various parameters. Additional details on this kernel are discussed in Section 5.2 and 6.4, 
as well as APPENDIX B. Aqueous Adsorption Details.  
C.4  Software Distribution 
 The Ecosystem suite of kernels is currently hosted on a private Bitbucket git 
repository at the following address: 
https://bitbucket.org/gitecosystem/ecosystem  
Access to the software can be granted to interested individuals through personal contact 
with myself (aladshaw3@outlook.com).  
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 Computer requirements to run the software are simple. The software is distributed 
as source code that must be built using a compatible C/C++ compiler. For convenience, a 
Makefile is distributed with the source code that will automatically build the executable 
via the make utility using the gcc and g++ compiler. The gcc/g++ compiler must be 
version 4.7 or newer, or any other C++11 compatible compiler.  
 Installation on a linux or Mac computer will be very simple. Linux users should 
be just ready-to-go as is. For Mac users, you will need to install command line tools via 
the Xcode development software from Apple, which is free to download and install. To 
install the software on Windows will require some form of bash terminal, virtual box, or 
emulator. I recommend the use of Cygwin (http://cygwin.com/), which is a bash terminal 
application that provides the necessary functionality. As an additional step, Windows 
users must install the correct utilities when installing Cygwin. The minimum 
requirements are gcc, g++, git, and make. For additional information, see the README 
page of the Ecosystem source code directory.  
C.5  License and Copyright 
 The software kernels developed in this work were written by Austin Ladshaw 
with contributions coming from contributor Alex Wiechert, as well as open-source 
algorithms for a Levenberg-Marquardt non-linear least squares routine1 and a yaml 
document reader.2 Austin Ladshaw retains full rights to use, copy, modify, merge, 
publish, distribute, sublicense and/or sell copies of the portions of this software that were 
developed under this work and are not directly dependent on the outside open-source 
libraries contained within. Portions of the software not developed during this work, 
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namely limfit1 and LibYAML2, are distributed under an LMFIT-BEER-WARE License 
and the MIT License, respectively. For additional licensing information, please refer to 
the LICENSE.txt file located in the Ecosystem source code directory.  
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