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In den Bereichen Computer Vision und Neuroinformatik gab es in den letzten Jahren
große Fortschritte, die neuartige Augmented Reality Anwendungen ermöglichen. So
können beispielsweise im industriellen Umfeld Smartphones dazu verwendet werden,
Maschinenbauteile über eine Kamera zu erkennen, zu klassifizieren und weitere Infor-
mationen über diese bereitzustellen. Hierfür existieren verschiedene Objekterkennungs-
Frameworks, deren industrielle Verwendbarkeit jedoch nicht hinreichend evaluiert wurde.
In dieser Abschlussarbeit werden die Frameworks TensorFlow Lite und ARKit näher
betrachtet. Ziel ist es, die Erkennungsrate und -geschwindigkeit der beiden Frameworks
mit Hilfe eines Experiments zu evaluieren. In dem Experiment werden Maschinenteile
einer pharmazeutischen Verpackungsmaschine als Subjekte verwendet und deren
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Menschen sind in der Lage Objekte, die sich in ihrer Umgebung befindet, leicht zu erken-
nen und zu identifizieren. Moderne Algorithmen und Technologien ermöglichen es auch
Computern Objekte in einem Videobild zu erkennen und zu identifizieren. Fortschritte
in Computer Vision und Neuroinformatik haben dazu beigetragen, die Erkennungsleis-
tung stetig zu verbessern, sodass sich das Potential dieser Technologie vor allem für
industrielle Anwendungen erschließt. Beispielsweise können Maschinen über eine Kame-
raeingabe Produkte eines Produktionsprozesses kontrollieren. Hierfür existieren bereits
Software-Frameworks, die eine Objekterkennung durchführen können. Jedoch besteht
die Frage ob sich diese für einen zuverlässigen und effizienten Einsatz in der Industrie
eignen. Im Rahmen dieser Arbeit werden zwei Frameworks für die Objekterkennung im
Rahmen eines Experiments untersucht.
1.1 Problemstellung
In dem Kontext dieser Arbeit werden Maschinenbauteile einer Maschine für Medikamen-
tenverpackungen betrachtet. Diese werden im Rahmen einer Wartung abgebaut oder
ausgetauscht. Um ein Maschinenteil bei einem Tausch in kurzer Zeit identifizieren zu
können, bietet sich eine Objekterkennung an. In der pharmazeutischen Industrie gibt es
sehr strenge Richtlinien, die es nicht ermöglichen die Maschinenteile beispielsweise mit
Stanzmarken oder Aufklebern zu markieren, da solche Methoden eine effektive sterile
Reinigung der Maschinenteile verhindern würden. Mit Hilfe eines Objekterkennungs-
Frameworks könnte eine Software entwickelt werden, die eine Handhabung der Bauteile
erleichtern würde. Diese Software könnte zum Beispiel die Verwaltung der Bauteile
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unterstützen, indem sie diese identifiziert und weitere Informationen bereitstellen. Somit
hätte die Benutzer dieser Software in kürzester Zeit alle Informationen über das Ma-
schinenteil, eine manuelle Suche in gedruckten Dokumentationen würde entfallen. Es
existieren viele Frameworks zur Objekterkennung, doch es ist fraglich ob sich alle für
industrielle Anwendungen, wie die oben skizzierte, eignen.
1.2 Zielsetzung
Im Rahmen dieser Arbeit wird ein Experiment definiert, durchgeführt und ausgewertet,
das die beiden Frameworks TensorFlow Lite und ARKit bezüglich ihrer Leistung zur
Objekterkennung evaluiert. Die Frameworks werden in einer experimenteller Umgebung
untersucht und evaluiert. Nach der Ausführung und Evaluierung des Experiments wird
ein Vergleich zwischen den beiden Frameworks durchführt. Ziel des Experimentes ist es,
Metriken zu erheben, welche die Erkennungsleistung der beiden Frameworks quantitativ
darstellen können.
1.3 Struktur der Arbeit
Kapitel 2 führt Grundlagen für die Themen Computer Vision, Machine Learning, Mixed
Reality sowie die betrachteten Frameworks ein. Kapitel 3 betrachtet einen Anwendungs-
fall für Serviceprozesse von cyber-physischen Produktionssystemen. Kapitel 4 beschreibt
den Aufbau der entwickelten Anwendungen für das Experiment. Kapitel 5 führt den Expe-
rimentalaufbau und dessen Durchführung ein. Anschließend werden verwandte Arbeiten




In diesem Kapitel werden Grundlagen zu Computer Vision, Machine Learning Algorith-
men sowie Mixed Reality Technologien erläutert.
2.1 Computer Vision
Computer Vision befasst sich mit dem Problem, die Umgebung anhand von Bildern
in dem Kontext von Rechnern zu verstehen [1]. Menschen können mit Leichtigkeit ihr
visuelle Umgebung beschreiben, in der sie sich befinden. Sie haben ein Verständnis
für die Umgebung und können die Objekte anhand ihrer Eigenschaften beschreiben.
Wissenschaftler haben sich mit dem Thema befasst und über die Jahre Methoden, bei-
spielsweise Algorithmen zur Objekterkennung, Gesichtserkennung und Rekonstruktion
von 3D Umgebungen entwickelt.
Dennoch ist das Forschungsfeld Computer Vision ein anspruchsvolles Forschungsgebiet,
das sich mit komplexen Problemen befasst. Szeliski begründet dies damit, dass Compu-
ter Vision ein inverses Problem ist: es wird nach Informationen gesucht in Daten die nicht
genug Informationen enthalten, um eine Problemstellung zu lösen [2]. Deswegen wer-
den physikalische und statistische Modelle verwendet, um bei potenziellen Ergebnissen
Unterschiede verstehen zu können. Modelle, die in Computer Vision verwendet werden,
kommen aus den Gebieten der Physik und der Computergrafik. In diesem Gebieten
wurden Modelle entwickelt, die beschreiben wie sich Objekte bewegen und animieren
lassen, wie sich Licht auf verschiedenen Oberflächen reflektiert und wie Projektionen
auf eine Oberfläche dargestellt werden können.
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Computer Vision ein praktisches Gebiet, das unter Anderem in der Industrie [3], Me-
dizin [4] und Wissenschaft [5] Verwendung findet. Beispiele hierfür sind die optische
Zeichenerkennung (engl.: optical character recognition) [6], Gesichtserkennung [7] und
Videoüberwachung [8]. Im Folgenden werden die Grundkonzepte von Computer Vision
beschrieben und erläutert.
2.1.1 Bildverarbeitung
Ein Bild kann als eine zweidimensionale Funktion f(x, y) definiert werden, wobei x und
y räumliche (Ebenen-)Koordinaten sind. Die Amplitude von f eines beliebigen Paares
von Koordinaten (x, y) werden als Intensität oder Grauwert des Bildes an diesem Punkt
bezeichnet. Wenn (x, y) und die Amplitudenwerte von f endliche, diskrete Größen sind,
wird dies ein digitales Bild genannt [9].
Die häufigsten Methoden bei der Bearbeitung von digitalen Bildern sind Weißabgleich,
Rauschreduktion, Anpassung der Bildschärfe und Bildrotation [2]. Die einfachste Art
ein Bild zu bearbeiten ist die Punktoperation [2]. Hierbei handelt es sich um eine Vorge-
hensweise, bei der jeder Ausgabepixelwert von dem entsprechenden Eingabepixelwert
abhängig ist. Diese Methode wird meistens bei der Anpassung von Helligkeit und Kon-
trast im Bild verwendet. Als konkretes Beispiel kann ein Farbbild betrachtetet werden,
in dem die Helligkeit erhöht werden soll. Farbbilder haben drei Kanäle auf den nun ein
konstanter Wert aufaddiert werden soll. Nach der Addition hat sich die Intensität der
jeweiligen Pixels erhöht und damit auch die Helligkeit.
Eine weitere Methode, die bei der Verarbeitung von Bildern verwendet wird, ist die
Nachbarschaftsoperation. Hierbei wird im Gegensatz zur Punktoperation die Nachbar-
schaftsumgebung eines Pixels betrachtet, um den Wert des Ausgabepixels zu berech-
nen. Unter der Nachbarschaftsumgebung werden die Pixels in der Umgebung des
betrachteten Pixels definiert. Nachbarschaftsoperationen werden für die Anpassung der
Bildschärfe, Kantenhervorhebung und Rauschreduktion verwendet. Die meist verwende-
te Nachbarschaftsoperation ist die lineare Filterung [10]. Bei der linearen Filterung wird
der Ausgabepixelwert als eine Summe der gewichteten Eingabepixelwerten berechnet.
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f(i + k, j + l)h(k, l)
berechnet, wobei h(k, l) die Filtermaske ist. Die Einträge von h(k, l) werden auch Filter-




f(i − k, j − l)h(k, l) =
∑
k,l
f(k, l)h(i − k, j − l)
umgeschrieben werden, wobei das Vorzeichen von f umgekehrt wurde. Dies wird in der
Mathematik Faltung (engl.: convolution) genannt und wird mit der Notation
g = f ∗ g
bezeichnet, während h als Gewichtsfunktion bezeichnet wird. Faltungen haben die Ei-
genschaft, dass sie kommutativ und assoziativ sind. Ferner ist die Fouriertransformation
zweier gefalteter Bilder gleich dem Produkt der einzelnen Fouriertransformationen der
Bilder. Diese Eigenschaften erleichtert die Berechnungen, die meist bei einer Bildverar-
beitung stattfinden. In Abbildung 2.1 wird eine Faltungsoperation veranschaulicht: das
linke Bild wird mit einem Filter in der Mitte gefaltet; es entsteht das Bild auf der rechten
Seite. Die blauen Pixel bezeichnen die Nachbarschaft des Eingabepixels, aus dem dann
der in der Abbildung entstehende Ausgabepixel grün gefärbt ist.
In diesem Abschnitt wurden einige Methoden für die Bildverarbeitung betrachtet und
diskutiert. Nachfolgend werden die bearbeiteten Bilder analysiert, um Informationen aus
dem Bild zu erhalten. Im nächsten Abschnitt werden ein paar dafür geeignete Methoden
vorgestellt.
2.1.2 Feature-Erkennung
Als Feature im Kontext von Computer Vision werden Merkmale in einem Bild bezeichnet,
die das Bild prägen. So können zum Beispiel Features in einem Bild Kanten, verschiede-
ne geometrische Formen und Flächen sein. Da Features vom Anwendungsfall abhängig
5
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45 60 98 127 132 133 137 133
46 65 98 123 126 128 131 133
47 65 96 115 119 123 135 137
47 63 91 107 113 122 138 134
50 59 80 97 110 123 133 134
49 53 68 83 97 113 128 133
50 50 58 70 84 102 116 126




69 95 116 125 129 132
68 92 110 120 126 132
66 86 104 114 124 132
62 78 94 108 120 129
57 69 83 98 112 124
53 60 71 85 100 114
* =
f(x,y) h(x,y) g(x,y)
Abbildung 2.1: Beispiel einer Faltung angewandt auf einem Bild [2]
sind, wird bei der praktischen Anwendung festgestellt, welche Features in einem be-
stimmten Anwendungsfall betrachtet werden sollen. So können Features die nicht von
Interesse sind ausgefiltert werden. Features können in Klassen aufgeteilt werden [10].
Eine Klasse beschreibt dabei spezifische Bereiche im Bild, wie zum Beispiel Berggipfel,
Bauwerke und andere Formen. Diese lokalen Features werden auch interest points
genannt und werden von der Nachbarschaftsumgebung des Features beschrieben. Eine
weitere wichtige Klasse sind die erkannten Kanten im Bild. Kanten können anhand der
Orientierung und lokaler Darstellung erkannt werden und beschreiben oft die Grenzen
eines Objektes. Im Folgenden werden die einzelnen Phasen der Feature-Erkennung
beschrieben.
Punktfeatures werden verwendet, um eine Menge von entsprechenden Features in ver-
schiedenen Bildern zu finden. Die Herangehensweise, um Punktfeatures zu finden, kann
in zwei Arten aufgeteilt werden [2]. Die erste Herangehensweise ist es Features in einem
Bild zu finden, die leicht verfolgbar sind, wobei für die lokalen Features eine bekannte
Suchmethode verwendet wird. Die zweite Herangehensweise ist es unabhängig in allen
betrachteten Bildern die Features zu finden und dann gegen die lokale Darstellung zu
vergleichen. Die erste Herangehensweise wird meistens bei der Analyse von Videoein-
gaben verwendet, während letztere sich eher eignet, wenn bei der Aufnahme der Bilder
kontinuierliche Bewegungen und Szenenänderungen stattfinden.
Der Prozess der Feature-Erkennung bei Punktfeatures kann in vier Phasen aufgeteilt wer-
den: Feature-Erkennung, Feature-Beschreibung, Feature-Übereinstimmung und Feature-
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Verfolgung [2]. Abbildung 2.2 stellt die einzelnen Schritte dar. Die erste Phase besteht
aus der Feature-Erkennung. Es wird nach Bereichen im Bild gesucht, die mit anderen
Bildern übereinstimmen könnten. In der Feature-Beschreibungsphase werden die er-
kannten Features in ein Format umgewandelt, das sich leicht mit dem anderen Formaten
vergleichen lässt. In Abbildung 2.2 wird die Orientierung und Länge der Gradienten
verwendet, um die einzelnen Pixelwerte zu beschreiben. Der Gradient ist die mehr-
dimensionale Ableitung in einem Punkt P und der Begriff wird genauer im nächsten
Abschnitt definiert. Bei der Feature-Übereinstummungsphase werden die Features im
vorhandenen Bild nach einer Übereinstimmung gesucht. In Abbildung 2.2 bezeichnen die
Farben der Zahlen die Genauigkeit der Übereinstimmung. Zuletzt wird bei der Feature-
Verfolgung die Nachbarschaft betrachtet, in der sich das Feature befindet, um bei neuen
Frames die Features zu bestimmen. Unter Frames versteht man eine Bildeinheit in einer
Bildsequenz von mehreren Bildern.
Abbildung 2.2: Punktfeatures: Prozess der Feature-Erkennung [2]
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Während die Punktfeatures gut für die Erkennung von Features in zweidimeensionalen
Räumen sind, eignet sich die Kantenerkennung für die Erkennung von Features in 3D
besser. Das liegt daran, dass Objekte, die sich im 3D Raum befinden, von ihren Konturen
geprägt sind und diese dem Objekt die eigentlichen Features definieren. Kanten werden
in Bilder als Grenzen zwischen zwei verschiedenen Kontrasten, Intensitäten und Texturen
gesehen. Eine Kante wird als ein Bereich der rapiden Variation der Intensität definiert
[2]. Ein Bild wird als ein Höhenfeld betrachtet, das Flächen enthält, wobei an Stellen mit
großer Steigung oder im Bereich von dicht gestellten Höhenlinien sich in meisten Fällen
die Kanten befinden. Ein Höhenfeld ist eine dreidimensionale Fläche auf der Werte einer
zweidimensionaler Funktion abgebildet werden. In der Mathematik können Flächen die
eine Richtung und Steigung haben, durch den Gradienten definiert werden [10].






Der lokale Gradientvektor J zeigt in die Richtung des steilsten Anstiegs in der Intensitäts-
funktion. Die Intensitätsfunktion bildet die Koordinaten (x, y) eines Pixels auf den Wert
der Intensität ab. Die Größe des Vektors beschreibt die Steigung oder die Varianzstärke,
während die Ausrichtung des Vektors in eine Richtung senkrecht zur lokalen Kontur
zeigt. Ein Problem bei der Berechnung der Ableitung eines Bildes besteht darin, dass
bei der Berechnung hohe Frequenzen betont werden und damit bestehendes Rauschen
verstärkt wird. Deshalb wird vor der Berechnung des Gradienten zuerst das Bild mit
einem Filter optimiert.
2.1.3 Objekterkennung
Nachdem im letzten Abschnitt die Schritte für die Bildverarbeitung und Feature-Erkennung
beschreiben wurden, können diese Schritte verwendet werden, um eine Objekterken-
nung durchzuführen. Diese gilt immer noch als eines der schwierigsten Probleme im
Bereich der Computer Vision [2]. Die Welt besteht aus trivialen, aber auch komplexen
Objekten, die verschiedene Formen besitzen. Da der Komplexitätsgrad der Objekte
unterschiedlich ist, ist es sehr schwer Bilder mit Bildern aus einer Datenbank zu verglei-
chen und Ähnlichkeiten zwischen den Bildern zu berechnen. Die Erkennungsmethoden
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können sich deswegen von einander ziemlich unterscheiden. Im Fokus steht welche
Features erkannt werden sollen. Wenn bekannt ist, welche Features erkannt werden
sollen, kann eine Bildanalyse durchgeführt werden und Features, die im Bild erkannt
wurden, können mit bekannten Features verglichen werden.
Die generelle Objekterkennung kann in zwei Kategorien aufgeteilt werden, nämlich die
Klassenerkennung und die Instanzerkennung [2]. Bei der Klassenerkennung steht die
Erkennung des Objektes und dessen Zuweisung zu einer Klasse im Fokus. So kann
zum Beispiel ein Motorrad oder Auto im Bild zur Klasse “Fahrzeug” eingeordnet werden,
da beide einige Features miteinander teilen. In der Instanzerkennung ist das Ziel ein
bekanntes Objekt zu erkennen, das aus einer anderen Umgebung oder Perspektive
betrachtet wird, dessen Merkmale und Form aber bereits bekannt sind. Im Weiteren wird
die Instanzerkennung näher diskutiert.
Um eine oder mehrere Instanzen eines bekannten Objektes zu erkennen, muss das
Erkennungssystem zuerst die Menge an Features des Objektes finden und diese in einer
indexierten Struktur speichern, beispielsweise als Suchbaum. Ein Suchbaum ist eine
Datenstruktur, bei der die Menge der zu durchsuchenden Elemente in einer Baumstruktur
dargestellt ist. Beim Erkennungsprozess werden dann die Features aus dem neuen Bild
extrahiert und gegen die gespeicherten Daten verglichen. Wenn eine bestimmte Anzahl
an Übereinstimmungen gefunden wurde, muss diese auf potenzielle Fehler überprüft
werden. Wegen der hohen Fehlerquote kann beispielsweise die sogenannte Hough-
Transformation zur Erkennung der Übereinstimmung der geometrischen Ähnlichkeiten
verwendet werden, die eine Methode zur Kantenerkennung darstellt [11]. Dabei wird
die affine Transformation verwendet, um Daten aus der Datenbank mit den Daten zu
vergleichen, die aus einem Bild extrahiert wurden. Eine affine Transformation ist eine
Abbildung zwischen zwei affinen Räumen. Die von Lowe et al. verwendeten Features
haben Informationen über die Position, Skalierung und Orientierung, was die Nutzung
einer vierdimensionalen Ähnlichkeitstransformation ermöglicht. Jedes Feature beschreibt
dabei die Position des Mittelpunktes, Skalierung und Orientierung des Objektes. Diese
werden dann mit einem anderen Bild verglichen. Dabei werden die Umgebungen der




2.1.4 Harris Ecken- und Kantenerkennung
In der realen, dreidimensionalen Umgebung existieren zu viele diverse Objekte, als
dass anhand des Kontextes des Bildes eine Erkennung der Objekte im Bild möglich
wäre. Harris schlägt deswegen ein Computer Vision System vor, das Bewegungen einer
Bildsequenz der Kamera analysiert [12]. Um ein explizites Tracking der Features im Bild
zu erreichen, müssen die Features im Bild diskret sein und nicht aus einem Kontinuum
wie Textur oder Kantenpixel folgen. Die Repräsentation der Kanten als eine Menge von
Fragmenten einer geraden Linie als die diskrete Repräsentation der Features hat den
Nachteil, dass in den Bildsequenzen die kurvigen Linien und Texturen in jedem Frame
unterschiedlich fragmentiert werden und somit nicht verfolgbar sind.
Eine Lösung hierfür stellt die gleichzeitige Erkennung von Kanten und Ecken in einem
Frame dar [12]. Die Verbindungen bestehen dann aus Kanten, die sich auf den Ecken
begegnen. Um die Verbindungen von Kanten und Ecken zu erkennen, wird die Moravec-
Eckenerkennung durchgeführt [13]. Bei der Moravec-Eckenerkennung wird ein lokaler
Bereich im Bild betrachtet. Dabei werden die durchschnittlichen Änderungen in der
Intensität des Bildes festgestellt, die aus der Bewegung des lokalen Bereichs in die
verschiedene Richtungen folgt. Es werden drei Fälle betrachtet: bei lokalen Bereichen
mit konstanter Intensität werden alle Verschiebungen des lokalen Bereiches kleine
Änderungen der Intensität liefern, da der betrachtete lokale Bereich zur einer Einheit
gehört. Wenn der lokale Bereich im Bild eine Kante berührt, dann wird die Bewegung
entlang der Kante eine kleine Änderung der Intensität bewirken, aber eine Bewegung
die senkrecht zur Kante ist, wird eine große Änderung der Intensität bewirken. Im dritten
Fall ist das Eck des lokalen Bereiches eine Ecke oder ein isolierter Punkt; dabei werden
alle Bewegungen eine große Änderung der Intensität bewirken. Eine Ecke kann somit
erkannt werden, wenn eine minimale Änderung der Bewegung eine große Änderung der
Intensität verursacht.
Bei der Moravec-Eckenerkennung treten verschiedene Probleme auf. Die Ergebnisse
sind anisotropisch, da nur die diskrete Menge von Bewegungen auf jeweils 45 Grad
betrachtet werden. Dies kann vermieden werden, indem alle Bewegungen in Bezug
auf den Ursprung betrachtet werden. Das Ergebnis kann zudem Rausch enthalten, da
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der lokale Bereich binär und rechteckig ist. Die Nutzung eines kreisförmigen lokalen
Bereiches, wie zum Beispiel ein Gauß-Filter, minimieren diesen Effekt [12].
2.1.5 Visuelle Odometrie
Visuelle Odometrie [14] ist ein Methode, die mit Hilfe einer Videoeingabe die Bewegung
der Kamera abschätzt. Aus der Videoeingabe werden zwischen zwei nachfolgenden
Bildsequenzen die Features verknüpft und auf Bildtrajektorien abgebildet. Eine Bildtra-
jektorie bezeichnet den Pfad, der bei der Verfolgung eines Features entsteht. Anhand
der Kamerabewegung und der Feature-Verfolgung werden dann Pfade erstellt, welche
die Bewegung repräsentieren. Dies erstellt eine sogenannte visuelle Odometrie, die
Bewegungsdaten anhand von visuellen Eingaben berechnet.
Nach Nister [14] werden in jedem Bild der Videoeingabe Harris-Ecken erkannt. Das Bild
wird mit 8 Bits per Pixel dargestellt. Danach wird die Stärke s der Kantenerkennung
berechnet. Nachdem die Ecken erkannt wurden, wird die Non-maximum suppression
Methode verwendet, um Featurepunkte zu definieren. In Abbildung 2.3 wird die Non-
maximum suppression Funktion dargestellt. Non-maximum suppression geht den Pfad
einer Kante entlang und filtert nur die maximalen Werte des Pixels der am Pfad liegt,
während die Nachbarpixel auf null gesetzt werden. Ein Featurepunkt auf einem Pixel
wird dann angenommen, wenn die Stärke s größer ist als alle anderen Pixel in eine 5x5
Umgebung um den Pixel.
Abbildung 2.3: Non-maximum suppression
Nachdem die Features extrahiert wurden, wird im nächsten Frame nach Übereinstim-
mung mit den Features gesucht. Features werden in allen Frames erkannt, es werden
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nur Features in den jeweiligen Frames miteinander verknüpft. Eine normalisierte Korrela-
tion wird dann über einen 11x11 Fenster genutzt, um potenzielle Treffer auszuwerten.
Die Entscheidung, welche der Treffer akzeptiert werden, wird mit der gegenseitige Kon-
sistenzprüfung durchgeführt. Jedes Feature hat mit Features aus anderen Frames eine
normalisierte Korrelation. Es wird nun in einem anderen Frame nach Featuren mit der
höchsten normalisierten Korrelation gesucht. Wenn dieser gefunden wird, wurde ein
Treffer gefunden. Nur diejenigen Paare mit einem Treffer werden als ein valider Treffer
akzeptiert. Aus dem Treffern wird dann die Umgebung verknüpft und Pfade werden
zwischen dem Frames erstellt.
2.2 Machine Learning
In diesem Kapitel werden grundlegenden Konzepte von Machine Learning diskutiert [15]
[16].
2.2.1 Grundlagen
Machine Learning gehört zum wissenschaftlichen Gebiet der Künstlichen Intelligenz und
befasst sich mit Algorithmen und statistischen Modellen, die von Computersystemen
verwendet werden, um eine Problemstellung zu lösen ohne explizite Angabe der An-
weisungen wie das Problem gelöst werden kann. Murphy definiert Machine Learning
als eine Menge von Methoden, die automatisch in einer Datenmenge nach bekannten
Mustern suchen und dann anhand erkannter Muster die Struktur der zukünftigen Daten
abschätzen können oder in der Lage sind Entscheidungen unter Unbewusstheit zu
treffen [15].
Murphy teilt Machine Learning in zwei Typen auf: beim überwachten Lernen ist das Ziel
eine Zuordnung der Eingaben x zu den Ausgaben y zu finden, wobei eine Menge von
gekennzeichneten Ein- und Ausgabepaaren D = {(xi, yi)}Ni=1 gegeben ist. Hierbei ist
D die Trainingsmenge und N ist die Anzahl an Trainingsbeispielen. Jede Trainingsein-
gabe xi ist meistens ein D-dimensionaler Vektor, deren Elemente Features, Attribute
12
2.2 Machine Learning
oder Kovariablen heißen. In der Regel kann xi auch ein komplexeres Objekt sein. Die
Ausgabevariable kann verschiedene Formen annehmen, aber in der Regel ist yi eine
nominelle Variable aus einer endlichen Menge yi ∈ {1, .., C}, oder eine reelle Zahl. Wenn
yi ein nomineller Wert ist, wird dieses Problem als Klassifikation oder Mustererkennung
bezeichnet, wenn yi ein reeller Wert ist wird das Problem Regressionsanalyse genannt.
Bei der Klassifikation ist das Ziel, eine Zuordnung der Eingaben x zu den Ausgaben y zu
erstellen, dabei ist y ∈ {1, ..., C}, wobei C die Anzahl der Klassen bezeichnet. Wenn C =
2, dann heißt diese Klassifikation die Binäre Klassifikation, da zwei Werte angenommen
werden können, während eine mehrklassige Klassifikation C > 2 voraussetzt. Mit der
Klassifikation kann beispielsweise der Wert einer Funktion abgeschätzt werden. Beispiel:
gegeben sei eine unbekannte Funktion y = f(x) und das Ziel des Lernens ist es,
anhand der gekennzeichneten Trainingsmenge die Funktion abschätzen zu können
und Schätzungen des Ergebnisses zu berechnen. So kann das Ergebnis für neue
Eingaben vorhergesehen werden. Ein Anwendungsbeispiel für die Klassifikation ist
die Bildklassifikation, in der die Eingabe ein Bild ist und die Ausgabe dann eine der
bestehenden Klassen ist. Die Regressionsanalyse besteht aus den gleichen Konzepten,
die von der Klassifikation verwendet werden. Der einzige Unterschied ist, dass bei
der Regressionsanalyse die Ausgabevariable ein stetiger Wert ist, während bei der
Klassifikation die Variable diskret ist. Ein Anwendungsbeispiel ist die Vorhersage des
Aktienmarktes für einen bestimmten Zeitraum [15].
Der zweite Typ von Machine Learning heißt unüberwachtes Lernen, bei dem nur die
Eingabedaten D = {xi}Ni=1 gegeben sind. Ziel ist es in diesem Eingabedaten Muster zu
finden. Bei unüberwachtem Lernen wird die Ähnlichkeit der einzelnen Daten aus der
Datenmenge analysiert und daraus werden Daten die sehr Ähnlichkeit zu einander sind
in einem entsprechenden Cluster zugeordnet.
2.2.2 Deep Learning
Deep Learning ist ein Teilgebiet von Machine Learning und versucht komplexe Einga-
bedaten durch mehrere Schichten zu vereinfachen und aus den vereinfachten Daten
wiederum Schlussfolgerungen zu ziehen. Ein Beispiel für ein Deep Learning Modell ist
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das mehrlagige Perzeptron (siehe Abbildung 2.4). Ein mehrlagiges Perzeptron ist eine
mathematische Funktion, die eine Eingabemenge auf einen Ausgabewert abbildet. Die
Hauptfunktion eines mehrlagigen Perzeptrons bildet sich aus der Verknüpfung mehrerer
einfacher mathematischer Funktionen. Jede Anwendung der mathematischen Funktion














Abbildung 2.4: Mehrlagiges Perzeptron
Die Eingabedaten können dabei beliebig komplex werden (siehe Abbildung 2.5). Als
Beispiel kann ein Bild betrachtet werden, das als Eingabe benutzt wird. Das Bild wird
als Pixelmenge betrachtet. Aus dieser Menge ein Objekt im Bild zu erkennen ist eine
sehr komplexe Aufgabe. Deswegen werden bei Deep Learning mehrere Schichten
verwendet, um die Datenrepräsentation zu vereinfachen [16]. So wird die Eingabe in
der sichtbaren Schicht definiert und repräsentiert die tatsächlichen Daten, in diesem
Beispiel sind das die Pixel des Bildes. Danach besteht das Netzwerk aus einer Folge
von versteckten Schichten. Die versteckten Schichten können in diesem Fall bestimmte
Features extrahieren, die im Bild vorkommen. Diese Schicht heißt versteckt, weil die
in dieser Schicht vorkommenden Daten nicht von der Eingabe stammen, sondern
der Algorithmus feststellen muss welche Konzepte hilfreich sind, um die Beziehung
zwischen dem betrachteten Daten zu analysieren. Bei den gegebenen Pixeln kann die
erste Schicht die Kanten im Bild erkennen, sodass sie die Helligkeit der Nachbarpixel
vergleicht. Weiter kann anhand der Repräsentation aus der ersten Schicht die zweite
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Schicht nach Ecken und Konturen suchen, da diese aus den Kanten bestimmt werden
können. Danach kann die dritte Schicht ganze Objekte erkennen, in dem die Menge der
Konturen und Ecken die in der zweiten Schicht erkannt wurden, ein spezifisches Objekt













Abbildung 2.5: Neuronales Netz [17]
2.2.3 Convolutional Networks
Convolutional Networks sind eine spezielle Form von neuronalen Netzen, die geeignet
sind Daten zu bearbeiten, die in einer Gitterform verteilt sind. Ein Beispiel für Daten
die aus einer Gitterform zusammengefasst sind, sind digitale Bilder die als eine Matrix
dargestellt werden können. Convolutional Networks eignen sich gut für die Verarbeitung
von Bilddaten, die als 2D-Gitter betrachtet werden können. Bei Convolutional Networks
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wird statt einer Matrizenmultiplikation eine mathematische Faltung verwendet (siehe
Kapitel 2.1.1).
Convolutional Networks implementieren drei Konzepte, die ein Machine Learning Syste-
me verbessern [16]: spärliche Eingaben, Parameterteilung und Äquivarianz-Repräsen-
tation. Gewöhnliche Schichten der neuronalen Netze verwenden Matritzenmultiplikation
mit einer Matrize von Parametern mit einem separaten Parameter, der die Interaktion
zwischen der Eingabeeinheit und jeder Ausgabeeinheit beschreibt. Das bedeutet, dass
jede Ausgabeeinheit mit jeder Eingabeeinheit interagiert. Convolutional Networks ver-
wenden im Gegensatz zu gewöhnlichen neuronalen Netzen spärliche Eingaben. Um
dies zu erreichen, wird der Filterkern verkleinert, sodass dieser kleiner als die Eingabe
des Convolutional Networks ist. Ein Filterkern ist eine quadratische Matrize, die in der
Faltungsoperation als Filtermaske verwendet wird. Beispielsweise kann bei der Bildverar-
beitung ein großes Bild vorliegen, für die Featureerkennung jedoch werden nur separate
kleine Bereiche im Bild betrachtet, da die zu erkennenden Objekte nur aus einer kleinen
Menge an Pixel bestehen. Wenn zum Beispiel die Kanten in einem Bild zu erkennen sind,
könnte ein Filterkern verwendet werden, der viel kleiner ist, als das gesamte Bild, da die
Kanten aus einer kleinen Menge an Pixel bestehen als das gesamte Bild. Das bedeutet,
dass weniger Parameter gespeichert werden müssen und das Modell insgesamt weniger
Speicher benötigt. Ebenso benötigt die Berechnung der Ausgabe eine kleinere Anzahl
an Operationen. Diese Verbesserungen der Effizienz sind groß, da die Algorithmen in
der Praxis häufig die Laufzeit von O(n × m), wobei n die Eingaben und m die Ausgaben
sind.
Bei der Parameter-Teilung wird derselbe Parameter für mehr als eine Funktion in einem
Modell verwendet. In gewöhnlichen neuronalen Netzen wird jedes Element der Gewicht-
matrize genau einmal – bei der Berechnung der Ausgabe eine Schicht – verwendet. Es
wird mit einem Element der Eingabe multipliziert und danach nicht mehr verwendet. In ei-
nem Convolutional Network wird der Filterkern auf jede Position der Eingabe angewandt.
Die Parameter-Teilung, die von der Faltungsoperation verwendet wird bedeutet, dass
anstatt bei dem Lernprozess für jede Position ein separate Menge an Parameter auf




Bei der mathematischen Faltung führt diese Art von Parameter-Teilung dazu, dass die
Schicht die Eigenschaft der Äquivarianz in Bezug zur Translation annimmt. Eine Funktion
ist äquivariant, wenn auf die Eingabe der Funktion eine Änderung vorgenommen wurde,
die Ausgabe sich auch verändert. Besonders ist eine Funktion f(x) äquivariant zur
eine Funktion g(x), wenn f(g(x)) = g(f(x)). Nun im Falle der Faltung, wenn eine
Funktion g die Funktion ist, die Eingaben verschiebt, dann ist die Faltungsfunktion
äquivariant zu der Funktion g. Zum Beispiel kann eine Funktion I betrachtet werden,
die den Helligkeitswert an der Koordinaten eines Pixels im Bild berechnet. Sei g eine
Funktion die eine Bildfunktion auf eine andere Bildfunktion abbildet, sodass I ′ = g(I) die
Bildfunktion ist mit I ′(x, y) = I(x − 1, y). Diese Funktion verschiebt jeden Pixel von I um
einen Pixel nach rechts. Wenn diese Transformation zuerst auf I angewandt wird, und
danach die Faltungsoperation auf I durchgeführt wird, so ist das Ergebnis gleich, wie
wenn die Faltungsoperation auf I ′ zuerst angewandt wird, und dann die Transformation
g auf die Ausgabe. Dies ist nützlich wenn eine Funktion bekannt ist die Features in einer
bestimmten Umgebung eines Pixels bewertet.
2.3 Mixed Reality
In diesem Kapitel werden Anwendungen und Technologien im Bereich Mixed Reality
eingeführt und diskutiert.
2.3.1 Mixed Reality
Mixed Reality kann als Oberbegriff für die verschiedenen Typen von virtueller oder erwei-
terter Realitäten gesehen werden (siehe Abbildung 2.6) [18]. Es existieren verschiedene
Arten von Realitäten, die computergestützt generiert werden. So hat zum Beispiel die
virtuelle Realität (VR) eine Umgebung die komplett künstlich erschaffen wurde, während
Augmented Reality (AR) versucht die reale und die virtuelle Welt zusammen zu bringen
und die virtuellen Objekte in der echten Welt darzustellen. Die Virtuelle Realität ist
dabei eine elektronische Simulation einer realen Umgebung, die über eine Kopfbrille und
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kabelgebundene Kleidung erlebt werden kann, so dass der Nutzer in realistischen dreidi-








Abbildung 2.6: Mixed Reality [18]
2.3.2 Augmented Reality
Augmented Reality ist eine Variation der virtuellen Realität. Während ein Benutzer
in einer virtuellen Realität komplett abgekapselt von der Außenwelt ist, nimmt er bei
Augmented Reality seine reale Umgebung wahr [20]. Idealerweise werden virtuelle
Objekte in der realen Umgebung platziert und es besteht das Gefühl, dass die virtuellen
und realen Objekte in der Umgebung koexistieren. Ferner wird Augmented Reality, als
ein System definiert, das folgende Charakteristiken besitzt: Kombination von realen und
virtuellen Komponenten, Echtzeit-Verwendbarkeit und Bewusstsein des AR-Systems
über die drei räumlichen Dimensionen. Im Weiteren werden die Eigenschaften von
Augmented Reality diskutiert [20].
Um Augmented Reality Applikationen zu entwickeln, werden verschiedene Displaytech-
nologien, Bewegungstracker, Grafikcomputer und Software benötigt. Augmented Reality
Displays zeigen dem Benutzer eine Mischung aus der realen und virtuellen Umgebung.
Die reale Umgebung wird meistens durch Kameras aufgenommen, aus der dann die
reale und virtuelle Umgebung erstellt und auf den Displays angezeigt wird. Van Krevelen
unterscheidet zwei Darstellungsmethoden, nämlich die Nutzung einer Kamera als die
einzige Eingabequelle der realen Umgebung, deren Videostream auf ein undurchsich-
tiges Display abgebildet wird und zweitens, die Nutzung von optischen Displays die
transparent sind, auf die dann die virtuelle Komponente projiziert wird [21]. Die Nutzung
der Kameraeingabe, um die reale Umgebung auf einem Display darzustellen, hat den
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Vorteil, dass die Kosten geringer sind als bei transparenten Displays. Weiter können
die realen Objekte in der Videoeingabe manipuliert werden. So können unerwünschte
Markierungen entfernt werden, die oft für die Platzierung von virtuellen Objekten verwen-
det werden. Verzögerungen bei der Wahrnehmung der virtuellen und realen Umgebung
können behoben werden und so dem Benutzer ein besseres Erlebnis bieten. Dennoch
bestehen auch Nachteile bei der Nutzung der Kameraeingabe. Beispielsweise ist die
Auflösung im Vergleich zu transparenten Displays viel geringer. Weiter hängt die Größe
des Sichtfeldes von der Kamera ab. Eine weiter Möglichkeit für die Darstellung ist es
transparente Displays zu verwenden. Diese stellen die reale Umgebung unverändert
dar. Weiter ist diese Displaytechnlogie im Gegensatz zur Kameraeingabe viel sicherer
zu verwenden, da der Benutzer immer die reale Umgebung unverändert sieht. Trotzdem
werden Kameras benötigt, um die reale Umgebung zu analysieren um entsprechend die
virtuellen Objekte in der gemeinsamen Sicht darzustellen. Da das Display transparent
ist, erschwert es die realistische Darstellung der virtuellen Objekte, gemeinsam mit dem
realen Objekten, da wegen der Transparenz die Helligkeit und der Kontrast auf dem
Display reduziert wird. So werden die virtuellen Objekte in einer realen Umgebung, die
sehr hell ist, schwer dargestellt. Ein weiteres Problem ist das Sichtfeld, da der Benutzer
die gesamte reale Umgebung sieht, werden die virtuellen Objekte an den Kanten des
Displays abgeschnitten. Die Nutzung der jeweiligen Displaytechnoligen hängen sehr
vom Anwendungsfall ab, so eignet sich die Videoeingabe zum Beispiel mehr für Mobil-
geräte wie Handys, während sich die transparenten Displays eher für die Nutzung bei
Augmented Reality Brillen eignen.
Um die virtuellen Objekte auf den Display anzuzeigen, muss das AR-System sich seiner
Umgebung bewusst sein. Im Idealfall ist das AR-System in der Lage, bewusst die reale
Umgebung wahrzunehmen und die Bewegungen des Benutzers zu verfolgen [21]. Die
Position sollte in Variablen gespeichert werden, die zu der realen Umgebung identisch
sind, während auch der sogenannte Roll-Nick-Gier-Winkel des Benutzers betrachtet
wird und dementsprechend in Variablen gespeichert wird. Die in diesen Variablen ge-
speicherten Informationen werden von der Sensorik des AR-Systems erhoben. Aus
den Sensordaten werden dann Modelle der Umgebung erzeugt, sodass das System
die Position des Benutzers und sein Sichtfeld kennt und in dem Umgebungsmodell die
19
2 Grundlagen
virtuellen Objekte platzieren kann. Es werden üblicherweise 3D Modelle der geometri-
schen Umgebung erstellt. Um diese zu erstellen können verschiedene manuelle und
automatische Methoden verwendet werden. Bei der manuellen Erzeugen der Umge-
bung wird das 3D-Modell strikt nach einer bekannten Umgebung, wie zum Beispiel
einem bestimmten Zimmer, entworfen und in die Software eingebettet. Dieser Ansatz
ist leider sehr eingeschränkt, da das AR-System nur in zuvor definierten Umgebungen
funktioniert. Bei der automatischen Modellerzeugung der Umgebung wird anhand von
Kameradaten und anderen Sensordaten ein Umgebungsmodell erzeugt. Somit wird
der Freiheitsgrad erhöht und die Umgebung, in der sich der Benutzer befindet, kann
beliebig verändert werden. Eine automatische Erzeugung des Modells der Umgebung
wird von Patel demonstriert, wobei für die Erstellung des Modells ein Entfernungsmesser
verwendet wurde, um Notizen in der Umgebung zu platzieren [22].
Ein weiterer wichtiger Aspekt in Augmented Reality ist die Verfolgung der Benutzer-
bewegung. Während sich der Benutzer in der realen Umgebung bewegt, soll diese
Bewegung dementsprechend in dem Umgebungsmodell abgebildet werden. Nach Ker-
velen [21] kann die Verfolgung des Benutzers mechanisch und magnetisch, inertial und
optisch erfolgen. Bei der mechanischen Verfolgung des Benutzers wird der Benutzer
mit einem mechanischen Gerät verbunden, das sich bewegt wenn der Benutzer seine
Position im Raum verändert. Seine Bewegungen werden dann anhand der Differenz der
initialen Position des Geräts berechnet. Die erste mechanische Bewegungsverfolgung
funktionierte, indem an einer Raumdecke ein Gerät befestigt war und der Benutzer mit
diesem Gerät mechanisch verbunden war [23]. Die magnetische Bewegungsverfolgung
berechnete die Entfernung zwischen zwei elektromagnetischen Feldern. Somit konnte
der Benutzer anhand der Stärke des elektromagnetischen Feldes in der Umgebung
positioniert werden [24]. Die inertielle Bewegungsverfolgung verwendet Beschleuni-
gungssensoren und ein Gyroskop, um die Bewegung des Benutzers zu verfolgen. Diese
Instrumente befinden sich auch in modernen Smartphones und werden zum Beispiel
bei der Navigation benutzt, um die Richtung des Smartphones zu bestimmen. Anhand
der konstanten Bewegungen des Gerätes kann berechnet werden in welche Richtung
sich das Gerät bewegt. Bei der optischen Verfolgung werden die Konzepte aus dem
Kapitel 2.1 benutzt, um den Benutzer zu verfolgen. Anhand der Kameraeingabe werden
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Features detektiert und eine Bewegung in den aufeinander folgenden Frames festgestellt.
Naimark [25] verwendet Marker, um die Bewegung durch die Umgebung festzustellen,
während Chia [26] auf Marker verzichtet und die Feature die aus dem nachfolgenden
Bildern der Kameraeingabe betrachtet. Das Verzichten von Markern hat den Vorteil, dass
kein Aufwand betrieben werden muss, um die Marker zu erstellen und in der Umgebung
zu positionieren. Genauso ist die Abhängigkeit von Markern nicht mehr vorhanden,
da die Bewegungsverfolgung auch in Räumen stattfinden kann, die keine Marker ent-
halten. In modernen Augmented Reality Systemen werden mehrere dieser Methoden
kombiniert. So wird zum Beispiel in dem Framework ARKit die inertielle und optische
Bewegungsverfolgung verwendet, um die Bewegungen des Benutzers zu verfolgen.
Um ein Nutzen von den virtuellen Objekten in der realen Umgebung zu gewinnen, wird
eine Benutzerschnittstelle vorausgesetzt. Während bei klassischen Computersystemen
die typischen Eingabegeräte Maus und Tastatur sind, werden bei Augmented Reality
andere Methoden vorausgesetzt. So werden nach Ishii und Ullmer [27] greifbare Be-
nutzerschnittstellen vorgestellt. Es werden physikalische Objekte verwendet, die mit
einem virtuellen Objekt überlagert werden, sodass die Schnittstelle ein Gefühl von Haptik
vermittelt. Dieses überlagerte physikalische Objekt kann dann als Schnittstelle zur Ein-
gabe für das Augmented Reality System verwendet werden. Eine weitere Schnittstelle
wird von Buchmann [28] vorgeschlagen, indem elektronische Handschuhe verwendet
werden, die bei der Berührung eines virtuellen Objektes an den Fingerspitzen der Hand-
schuhe eine kleine Vibration auslösen und somit haptisches Feedback erzeugen. Eine
alternative zu Handschuhen ist nach Mayol [29] die Hände des Benutzers anhand von
der Kameraeingabe zu beobachten und Gestenerkennung zu betreiben. Eine wichtige
Schnittstelle in jedem Computer System ist die Schnittstelle für die Texteingabe. Um eine
Texteingabe zu ermöglichen bieten sich verschiedene Methoden an die vom Gerätetyp
abhängig sind. So können bei mobilen Geräten wie zum Beispiel dem Handy, die vom
Betriebssystem vorhandene Tastatur verwendet werden, während sich bei Augumented




In diesem Abschnitt werden zwei Frameworks vorgestellt, mit denen Objekte in einem
Augumented Reality Videodatenstrom erkannt und deren Bewegung verfolgt werden
kann.
Apple ARKit
Auf der Worldwide Developers Conference 2017, einer von Apple organisierten Ent-
wicklerkonferenz, wurde zum ersten Mal das Framework ARKit vorgestellt. ARKit ist
ein Augumented Reality Framework, das für mobile Geräte entwickelt wurde. Genauer
wurde das Framework von Apple, für das mobile Betriebssystem iOS entwickelt. Das
Framework bietet Entwicklern eine Programmierschnittstelle, das den Entwicklern die
Entwicklung von Augumented Reality Anwendungen erleichtert. ARKit ist closed source
Software, Entwickler haben folglich keinen genauen Einblick über die Funktionsweise
des Frameworks. Im weiteren Text werden die Merkmale des Frameworks diskutiert.
Das grundlegende Merkmal von ARKit ist die Möglichkeit die Sensordaten des Gerätes
in Echtzeit zu ermitteln. Mit den erfassten Daten können dann die relative Position des
Gerätes in der realen Umgebung bestimmt werden. ARKit verwendet visuelle Odometrie
[14], sodass mit Kamerabildern und Bewegungsdaten des Beschleunigungssensor
festgestellt werden kann, wo sich das Gerät in der realen Welt befindet. Weiter kann
ARKit an bestimmten Eigenschaften die Umgebung interpretieren, in der sich das
Gerät befindet. So können Oberflächen in der realen Umgebung erkannt werden. Ein
weiteres Merkmal von ARKit ist die Möglichkeit einen Hit Test durchzuführen. Dies
bedeutet, dass ein virtuelles Objekt mit der erkannten Oberfläche anhand von ihren
berechneten Positionen überprüfen kann, ob sie sich gegenseitig berühren. Um die
virtuellen Objekte in der realen Umgebung realistisch darzustellen, schätzt ARKit die
Lichtintensität der Umgebung. So werden virtuelle Objekte in die reale Umgebung mit
derselben Lichtintensität dargestellt. Und zuletzt hat ARKit einen Renderer, der die
virtuellen Objekte in der realen Umgebung darstellt.
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ARKit ist eine sitzungsorientierte API. Zuerst wird eine ARSession erstellt, ein Ob-
jekt in dem alle Berechnungen stattfinden, die für eine Augmented Reality Umgebung
benötigt werden. Um genauer zu definieren was in der ARSession betrachtet wird,
kann man dem Objekt ARSession ein ARSessionConfiguration-Objekt übergeben. Ein
ARSessionConfiguration-Objekt enthält die Konfiguration, die in der Anwendung verwen-
det werden soll. So kann z.B. konfiguriert werden, dass in der ARSession ein Gesicht
erkannt werden soll. Um die Sitzung zu starten beinhaltet jedes ARSession Objekt eine
run() Methode. Mit der Ausführung der Methode beginnt auch die Bearbeitung der
Kamera- und Sensordaten. Nachdem die Bearbeitung abgeschlossen ist, werden ARFra-
mes ausgegeben. In einem ARFrame-Objekt befindet sich der Zustand der Sitzung und
alle benötigten Daten für das Rendering der virtuellen Objekte. Mit den Informationen,
die man von den ARFrames bekommt kann die Augumented Reality Szene manipuliert
werden. Ein Beispiel dafür sind ARAnchros. Dies sind Positionen in der virtuellen Welt,
die durch ARKit relativ zu den realen Positionen platziert werden. So kann man mit
Hilfe von ARAnchors virtuelle Objekte in der realen Welt positionieren. Dies sind die vier
wichtigsten Klassen, die bei der Entwicklung von ARKit Anwendungen benötigt werden.
Da in dieser Ausarbeitung die Objekterkennung im Fokus steht, wird nachfolgend diese
Funktion von ARKit diskutiert.
Bevor ein Objekt mit dem Framework ARKit erkannt werden kann, benötigt man einen
Scan des Objektes. Dieser kann mit Hilfe einer Anwendung durchgeführt werden, die
auf den Entwicklerseiten von ARKit verfügbar ist. Die Anwendung erstellt eine Punkt-
wolke, die Merkmale des Objektes markieren. Anhand dieses Scans kann nun eine
Objekterkennung durchführt werden. Um eine Objekterkennung durchzuführen muss
die Datei, die beim Scan erstellt wurde, in das Projekt eingebunden und in den Ordner
ARResourceGroup gespeichert werden. Danach kann für das ARSession-Objekt, ein
ARSessionConfiguation-Objekt erstellt werden, indem das gescannte Objekt als AR-
ReferenceObjects angegeben ist. Nachdem kann die ARSession beginnen. Gesucht
wird nach einem ARObjectAnchor, der erstellt wird wenn das Objekt erkannt wurde.
Ein ARObjectAnchor ist ähnlich zu einem ARAnchor, der die Position des erkannten




TensorFlow [30] ist ein Framework, das sich für den Entwurf von Machine Learning
Algorithmen eignet. Gleichzeitig ist TensorFlow auch ein Framework für die Ausführung
dieser Algorithmen. Eine Berechnung, die mit TensorFlow definiert wurde, kann auf einer
Vielzahl von Systemen ausgeführt werden, wobei für die verschiedenen Systeme keine
oder nur kleine Änderungen durchgeführt werden müssen. Das Framework ist flexibel
konfigurierbar und kann für eine Vielzahl von Algorithmen verwendet werden, dazu
gehören auch Algorithmen für das Training von neuronalen Netzen und die Algorithmen
für die Auswertung von neuen Daten anhand der trainierten Daten.
TensorFlow entstand aus dem Google Brain Projekt, das im Jahr 2011 gestartet wur-
de. Ziel des Projektes war es die Nutzung großer, skalierbarer neuronaler Netze auf
Google Produkte zu untersuchen. In den frühen Phasen des Projektes entstand das
erste verteilte, skalierbare System für das Training und die Inferenz mit dem Namen
DistBelief [31]. Der Begriff Inferenz bezieht sich auf den Prozess der Ausführung eines
Modells auf einem Gerät, um Vorhersagen basierend auf Eingangsdaten zu treffen [30].
Mit DistBelief wurden Forschungen im Bereich von unüberwachtem Lernen, Bildklassifi-
kation, Objekterkennung und vielen mehr betrieben. Aus diesen Forschungen haben
sich praktische Anwendungen für die Google Produkte erwiesen. So wurden mit Hilfe
von DistBelief neuronale Netze in den beliebtesten Google Produkten eingebettet.
Mit der Erfahrung die im DistBelief Projekt die Entwickler gesammelt haben, wurde der
Nachfolger mit dem Namen TensorFlow entwickelt [30]. In TensorFlow werden unter
Verwendung von Datenfluss-orientierten Modellen Berechnungen beschrieben, die dann
auf verschiedene Hardware abgebildet werden. So können Training und Inferenz auf
mobilen, aber auch auf großen, verteilten Clustersystem durchgeführt werden.
Im Folgenden werden das Programmiermodell und die Grundkonzepte von TensorFlow
näher erläutert. Eine Berechnung wird in TensorFlow mit einem gerichteten Graphen
beschrieben, der aus einer Menge von Knoten und Kanten besteht. Der Graph stellt
eine Abfolge von Berechnung dar, mit der Knoten ihren Zustand aktualisieren können.
In einem TensorFlow Graphen hat jeder Knoten keinen oder mehrere Eingaben und
Ausgaben und stellt eine Instanz einer Operation dar. Werte, die entlang der üblichen
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Kanten im Graph fließen, heißen Tensors. Tensors sind beliebig große Arrays in dem
der grundlegende Datentyp bei der Erstellung des Graphen definiert ist. Eine Operation
besitzt einen Namen und stellt eine abstrakte Berechnung dar. Eine solche Berech-
nung kann zum Beispiel die Matrizenmultiplikation sein. Eine Operation kann Attribute
beinhalten, diese müssen bei der Erstellung des Graphen definiert werden. Ein Kernel
ist eine bestimmte Implementierung eine Operation die auf einem bestimmten Gerät
ausgeführt werden kann. Die kompilierte TensorFlow-Binärdatei definiert eine Menge
von Operationen und Kernels, die über einen Registrierungs-Mechanismus verfügbar
sind. Diese Menge kann mit zusätzlichen Operationen und Kernels erweitert werden.
Client-Programme interagieren mit TensorFlow. Die grundlegende Funktion der Sitzung
ist Run, das eine Menge von Ausgabenamen nimmt, die berechnet werden müssen
und eine optionale Menge an Tensors die als Eingabe des Graphen auf bestimmten
Ausgabeknoten platziert werden. Mit diesen vorhandenen Parametern kann nun die
TensorFlow-Implementierung die transitive Hülle aller Knoten berechnen, die ausgeführt
werden müssen, um die angeforderten Ausgaben zu erhalten. Nachdem die transitive
Hülle berechnet wurde, kann eine Reihenfolge festgelegt werden, in der die Knoten
fehlerfrei nach ihren Abhängigkeiten ausgeführt werden.
Die Hauptkomponente in einem TensorFlow-System ist ein Client, der über die Sit-
zungschnittstelle mit ein Master kommuniziert [30]. Eine weitere wichtige Komponente
sind die Arbeitsprozesse, bei welchen jeder arbeitende Prozess dafür verantwortlich ist,
den Zugang zu einem Gerät für die Berechnung zu stellen. Außerdem ist der Arbeitspro-
zess für die Ausführung der Knoten des Graphen in der richtigen Reihenfolge zuständig.
Die Reihenfolge wird vom Master bestimmt. Die Geräte betreiben alle Berechnungen
und jeder Arbeitsprozess ist für ein oder mehrere Geräte verantwortlich. Als Gerät wer-
den CPUs oder GPUs verwendet. Für Tensor-Arrays werden verschiedene Datentypen
unterstützt, wie z. B. IEEE float und double Typen [30]. Die voraussichtlichen Größen
hängen von dem Gerät ab auf dem der Tensor vorliegt. Deswegen wird die passende







Ein cyber-physisches System ist ein System von zusammenarbeitenden Recheneinhei-
ten, die stark mit der physikalischen Umgebung interagieren. Cyber-physische Systeme
nehmen die laufenden Prozesse in der physikalischen Umgebung wahr und stellen
Datenzugriffs- und Datenverarbeitungsdienste über das Internet bereit [32]. In dieser
Ausarbeitung wird der Fokus auf cyber-physische Systeme gesetzt, die in der Industrie-
produktion eingesetzt werden. Diese werden auch cyber-physische Produktionssysteme
genannt. Ein cyber-physisches Produktionssystem ist eine Klasse von Systemen, die
eine Interaktion zwischen der Cyber- und Physischenkomponente ermöglichen und in
der Industrieproduktion eingesetzt werden [33]. Die Cyberkomponente besteht meistens
aus einer Software die das bestehende System verwaltet, während die physische Kom-
ponente aus gewöhnlichen Maschinen aus der Industrie besteht. Ziel cyber-physischer
Produktionssysteme ist es bestehende Prozesse in der Produktion zu automatisieren und
einen Grad an autonomen Eingreifen des Systems bei Abweichungen von den Prozess-
schritten zu erreichen [34]. Im Folgenden werden cyber-physische Produktionssysteme
eines Pharmaverpackungsmaschinenherstellers betrachtet.
Im Rahmen eines studentischen Projekts wurde ein Assistent für die Wartung von Phar-
maverpackungsmaschinen entwickelt. Der Assistent bestand aus eine Anwendung die in
einer Augmented Reality Brille ausgeführt wurde. In dem Assistent wurden die jeweiligen
Arbeitsschritte angezeigt, die bei einer Wartung durchgeführt werden müssen. Eine Inter-
aktion zwischen den Assistenten und der Maschine existierte nicht. Um das zu ändern,
muss der Assistent Informationen über die Maschine, bzw. Maschinenteile, verfügen. Mit
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einer Objekterkennung wäre es möglich, eine Interaktion zwischen dem Assistenten und
der Maschine zu erreichen. Somit hätte auch der Assistent die Möglichkeit dem Benutzer
genauer zu Beschreiben was er in einem Prozessschritt zu erledigen hat [35, 36].
In der Pharmaindustrie werden sehr hohe Anforderungen vorausgesetzt. So werden
von dem Bundesministerium der Justiz und für Verbraucherschutz bestimmte Richtlinien
für die Verpackung von Arzneimittel gegeben. Ein Beispiel dafür ist das Gesetz über
den Verkehr mit Arzneimitteln. Auch Hersteller der Verpackungsmaschinen sind an
diese Richtlinien gebunden. Aus diesen Richtlinien folgt auch, dass die Maschinen nicht
mit Aufklebern markiert werden können, sondern alle Markierungen in den einzelnen
Maschinenteilen dort eingeprägt sind, wo keine mikrobiologische Reinigung erforderlich
ist. Dieses Problem wird in folgendem Anwendungsfall näher betrachtet.
Abbildung 3.1: Formatteile
Für dieser Ausarbeitung wurden drei Formatteile einer Verpackungsmaschine zu Ver-
fügung gestellt, die in Abbildung 3.1 zu sehen sind. Formatteile sind auswechselbare
Maschinenteile einer Verpackungsmaschine, die für das Verpacken eines bestimmten
Produktes entworfen wurden. Formatteile bieten eine hohe Flexibilität im Verpackungs-
prozess, da mit dem Tausch eines Formatteiles ein anderes Produkt mit derselben
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Verpackungsmaschine verpackt werden kann. Dies impliziert, dass die Formatteile im
Verpackungsprozess oft ausgetauscht werden. Formatteile, die in dieser Ausarbeitung
näher betrachtet werden, unterscheiden sich in ihrer geometrischen Form und sind von
einander in einem geringen Grad nur auf der Oberfläche ähnlich.
Ziel der Objekterkennung ist es dem Nutzer bei einer Wartung der Maschine zusätz-
liche Informationen über die Maschinenteile zu geben und bei einem fest definiertem
Prozess den Nutzer zu warnen, wenn er vom Prozessablauf abweicht und zum Bei-
spiel Maschinenteile verwendet, welche für diesen Prozessschritt nicht erlaubt sind. Die
Objekterkennung kann folglich einem Prozessmanagementsystem eine Rückmeldung










Abbildung 3.2: UML Anwendungsfalldiagramm einer Objekterkennung
Um festzustellen, ob sich eine Objekterkennung der Formatteile eignet, wird in Kapitel 5
ein Experiment beschrieben, das die Erkennung von 3D-Objekten evaluiert. Die be-
trachteten 3D-Objekte sind die Formatteile der Verpackungsmaschine. Alle Formatteile
werden in gleichen Bedingungen in diesem Experiment getestet und für die Objekterken-
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nung werden die Frameworks ARKit und TensorFlow Lite verwendet. Die Ergebnisse
des Experimentes sollen dabei eine feste Aussage liefern, ob die Frameworks für eine
Objekterkennung brauchbar sind und welches der beiden Frameworks sich für diesen




In diesem Kapitel werden die Implementierung der Anwendungen ARKit und TensorFlow
Lite erläutert.
4.1 TensorFlow Lite Anwendung
In diesem Abschnitt wird die TensorFlow Lite Anwendung zur Objekterkennung vorge-
stellt. Anhand eines Bildes oder einer Kameraeingabe kann ein Objekterkennungsmodell
identifizieren, welche Objekte in dem betrachteten Bild sind, und kann Informationen
über ihre Positionen innerhalb des Bildes liefern. Das Ergebnis besteht aus einer be-
kannten Menge von Objekten, die das Objekterkennungsmodell erkennen kann. Ein
Objekterkennungsmodell wird trainiert, um das Vorhandensein und die Position mehrerer
Objekte in einer Kameraeingabe zu erkennen. Für jedes erfasstes Objekt gibt das Modell
ein Array von vier Zahlen zurück. Diese vier Zahlen sind Koordinaten eines Rechtecks,
welches das erkannte Objekte umrahmt. Ein vom Objekterkennungsmodell erkanntes
Objekt ist beispielsweise in Abbildung 4.1 zu sehen.
4.1.1 Vorbereitung des Modells
In dieser Ausarbeitung wurde die Python API von TensorFlow verwendet. Zuerst wird
der Quellcode von TensorFlow und TensorFlow Modelle heruntergeladen. TensorFlow
wird danach aus dem Quellcode kompiliert. Für die Verwendung der TensorFlow API
werden zusätzlich die Python-Bibliotheken matplotlib, pillow, lxml und jupyter benötigt.
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Abbildung 4.1: TensorFlow: Erkanntes Objekt mit Annotation
Die Tensorflow Object Detection API verwendet Protobufs, um Modell- und Trainingspa-
rameter zu konfigurieren. Bevor das Framework genutzt werden kann, müssen die
Protobuf-Bibliotheken kompiliert werden. Protobuf ist ein Methode, um Daten strukturiert
zu deserialisieren und zu serialisieren. Protobuf stellt fest wie die zu serialisierenden
Daten strukturiert werden sollen, indem Sie Protobuf-Nachrichtentypen in .proto-Dateien
definieren. Jede Protobuf-Nachricht ist ein kleiner logischer Datensatz von Informationen,
der eine Reihe von Name-Wert-Paaren enthält. Nachdem alle benötigten Komponenten
installiert wurden, müssen nun die Trainingsdaten vorbereitet werden. Der vollständigen
Traningsprozess wird in Abbildung 4.2 dargestellt. Für die Erstellung der Bilder, die für
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Abbildung 4.2: TensorFlow: Flussdiagramm des Traningsprozesses
das Training verwendet werden, wurde ein iPhone 7 verwendet. Für jedes Objekt, dass
erkannt werden soll, wurden 120 Bilder verwendet, da diese Anzahl an Bildern für das
Training des Modells empfohlen wird [37]. Diese Bilder werden dann einzeln bearbeitet,
sodass alle Bilder die Größe von 300 × 300 Pixel haben, da die Eingabe des Modells die
Größe 300 hat.
Danach müssen Objekte markiert werden, die in dem Bild vorkommen. Dies wird für
alle Bilder durchgeführt und in diesem Fall wurde die Anwendung LabelImg verwendet.
LabelImg erstellt für jedes Bild anhand der Markierung eine XML Datei die Daten über die
Markierung besitzt. Aus den XML Dateien werden dann TFRecords für jede XML Datei
erstellt. Das TFRecord Format ist die Eingabe für den TensorFlow Trainer. Nachdem die
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TFRecords erstellt wurden muss eine Label Map Datei erstellen. Eine Label Map Datei
sagt dem Trainer was jedes Objekt bezeichnet und definiert eine Abbildung zwischen
den IDs und den Namen des Erkannten Objekts. Nun sind die Trainingsdaten vorbereitet
und das Training kann gestartet werden [37]. Es wird zudem ein vortrainiertes Modell
benötigt, auf dem ein neuer Trainingsprozess mit den generierten Daten gestartet
wird, sodass das Modell nach dem Training die Objekte erkennen kann. In dieser
Ausarbeitung wird das Modell SSD [38] verwendet, dass auf dem COCO-Datensatz [39]
trainiert wurde. Nachdem das vortrainierte Modell heruntergeladen wurde, kann der
Trainingsprozess konfiguriert werden. In der Konfigurationsdatei muss die Anzahl an
Klassen angepasst werden, die erkannt werden sollen. In diesem Fall sind es 3 Klassen,
die erkannt werden sollen. Weiter muss das TFRecord und die Label Map referenziert
werden. Nun kann der Trainingsprozess mithilfe von der TensorFlow train.py-Skripte
gestartet werden. Die Dauer des Trainingsprozesses hängt dabei von der Leistung
der Hardware ab, auf der der Trainingsprozesses läuft. In diesem Beispiel wurde das
Training auf einer Grafikkarte betrieben, die 6GB VRAM besitzt. Das Abbruchkriterium
für das Training ist erreicht, wenn die Verlustfunktion im Trainingsprozess einen Wert von
ungefähr 0.2 erreicht [37]. Dieser Wert wird periodisch vom Skript train.py ausgegeben.
In diesem Fall hat das Training 3 Stunden gedauert, bis der Wert der Verlustfunktion
angefangen hat zu stagnieren. Nachdem das Training beendet wurden ist, muss aus den
Trainingsdaten nun ein frozen inference Graph erstellt werden der dann den Klassifier
für die Objekterkennung der bereits trainierten Objekte besitzt.
4.1.2 Implementierung
Die implementierte Anwendung baut auf der bestehende TensorFlow Lite Beispielan-
wendung für Objekterkennung auf, die für die Plattform iOS entwickelt wurde. Um das im
letzten Abschnitt beschriebene Modell in dieser Beispielanwendung zu verwendet, muss
der frozen inference Graph in das .tflite Format umgewandelt werden. TensorFlow stellt
ein Skript zu Verfügung, das diese Umwandlung durchführt. Nachdem das Modell in das
.tflite Format umgewandelt wurde kann das Modell aus der Beispielanwendung mit den
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Abbildung 4.3: TensorFlow: Sequenzdiagramm der Objekterkennung in der Anwendung
eigenen Modell ersetzt werden. Abbildung 4.3 zeigt den Objekterkennungsablauf der
Anwendung mit Hilfe eines UML-Sequenzdiagramms.
In der Datei ModelDataHandler.swift wird der Enum MobileNetSSD auf den Namen des
Modells angepasst und die Label Map wird mit der neuen ersetzt. Dies Schritte genügen,
um die Objekterkennung mit dem eigenen Modell zu starten. Der genaue Ablauf stellt
sich dabei wie folgt dar: in der Datei CameraFeedManager.swift wird die Kameraeingabe
verwaltet. Da das Modell nur Bilder der Größe 300 × 300 als Eingabe annimmt müssen
die Bilder auf die Dimension 300 × 300 Pixel verkleinert werden, bevor sie durch das
Modell bewertet werden. Die Funktion runModel() in der Datei ModelDataHandler.swift
übernimmt den Pixelpuffer des CameraFeedManagers und verkleinert die Größe des
Bildes auf 300 × 300 Pixel, da die Eingabe des Modells die Größe 300 hat . Weiter wird
in der gleich Funktion die Inferenz auf das Modell durchgeführt und die Ergebnisse





















Abbildung 4.4: TensorFlow: UML-Klassendiagramm für ModelDataHandler.swift
von Inferenzen, die aus dem Bild folgen. Die Inferenz wurde als eine Datenstruktur
definiert, die eine formatierte Ausgabe des Modells darstellt. So ist das Feld rect in
dieser Struktur beinhaltet und repräsentiert die Box, die das erkannte Objekt umrahmt.
Nachdem das Bild vom Modell bewertet wird, gibt das Modell diese Struktur zurück,
in der die Informationen der Objekterkennung vorliegen. Bevor die Struktur Results
zurückgegeben wird, wird noch die Funktion formatResults() aufgerufen, die dazu dient
Ergebnisse zu filtern, in denen die confidence unter einem Schwellwert liegt. In dieser
Implementierung liegt der Schwellwert bei 0.98, sodass das Ergebnis nur akzeptiert
wird wenn das Objekt mit einer Wahrscheinlichkeit von 98% erkannt wurde. Dieser Wert
wurde eigenständig ausgewählt um eine Fehlertoleranz zu erlauben. Nachdem von dem
Modell die Daten geliefert wurden, kann die Funktion drawAfterPerformingCalculations()
aufgerufen werden und die Box aus dem Feld rect der Struktur Inference auf der
Kameraeingabe zeichnen. Dies sieht dann wie in der Abbildung 4.1 aus. Abbildung 4.4




In diesem Abschnitt wird die ARKit Anwendung zur Objekterkennung vorgestellt. ARKit
kombiniert Bewegungssensoren, Kameraaufnahmen und Szenenverarbeitung, um die
Erstellung einer AR-Anwendung zu vereinfachen. ARKit kann genutzt werden, um ver-
schiedene Arten von AR-Erlebnissen zu erzeugen. Durch die Erfassung der räumlichen
Features eines Objektes kann ein Modell erstellt werden, das zur Objekterkennung
verwendet werden kann. Dieses erstellte Modell wird in einem Objekterkennungsprozess
als Referenz verwendet, um das genaue Objekt in der realen Umgebung des Benutzers
zu erkennen. Abbildung 4.5 zeigt das Ergebnis eines Objekterkennungsprozesses.
Abbildung 4.5: ARKit: Erkanntes Objekt mit Annotation
37
4 Implementierung
4.2.1 Vorbereitung des Modells
Im ARKit Framework wird das Modell für die Objekterkennung in einem .arobject For-
mat gespeichert. Das Format speichert eine Punktwolke, die aus dem Features eines
gescannten Objektes stammen. Das Objekt erhält man, indem man mit der Beispiels-
anwendung für Scanning and Detecting 3D Objects aus der Apple Dokumentation ein
Objekt scannt und danach exportiert. Der ganze Prozess wird in folgenden Schritten
beschrieben.
In Abbildung 4.6 werden die einzelnen Schritte zur Erstellung eines Referenzobjektes
dargestellt. Nachdem die Anwendung gestartet wurde, beginnt die Analyse der Umge-
bung (1). Falls ein Objekt in der Mitte der Kamerasicht erkannt wurde, wird eine Box um
das Objekt gezeichnet (2). Diese Box definiert den Rahmen, in dem der Scanvorgang
stattfindet. Diese Box kann dann von einem Benutzer beliebig vergrößert und bewegt
werden, sodass das Objekt in den Rahmen der Box passt und zentriert ist. Danach kann
durch Druck auf einen Button der Scanvorgang begonnen werden. Das verwendete
Gerät, in diesem Fall ein iPhone, muss bewegt werden, sodass alle Seiten des Objektes
gescannt werden. Am Rahmen der Box werden hervorgehobene Seiten angezeigt, wenn
dieser Bereich erfolgreich gescannt wurde (3). Es müssen alle Seiten der Box hervor-
gehoben werden, damit der Scan erfolgreich abgeschlossen werden kann. Nachdem
der Scan abgeschlossen ist, muss der Ursprung des Objektes angepasst werden (4).
Danach kann der Scan gespeichert werden. Wenn der Scanvorgang abgeschlossen ist,
kann der Scan in einer Anwendung verwendet werden.
4.2.2 Implementierung
Für die Implementierung der Anwendung wurde die Vorlage Augmented Reality App
aus Xcode verwendet. Nachdem das Projekt erstellt wurde, müssen die Scans der
Objekte, welche erkannt werden sollen, in den Ordner Objects.arresourcegroup platziert
werden. In diesem Ordner wird bei dem Erkennunsprozess nach Übereinstimmungen
gesucht. Von der Vorlage werden die wichtigsten Methoden bereitgestellt. Es wird ein





Abbildung 4.6: ARKit: Modellerstellungsprozess
die sich im Objects.arresourcegroup befinden, in die Konfiguration der ARSession einzu-
binden. Ein ARSession-Objekt koordiniert die wichtigsten Prozesse, die ARKit durchführt
um ein Augmented-Reality-Erlebnis zu schaffen. Während der ARSession wird dann die
Funktion renderer() periodisch aufgerufen und es wird überprüft, ob ARObjectAnchor
erstellt wurde. Wenn ein ARObjectAnchor erstellt wurde bedeutet das, dass der Scan
eine Übereinstimmung mit dem betrachteten Objekt ist und das Framework das Objekt
erkannt hat (vgl. Abbildung 4.5). Einen besseren Überblick über die Anwendung gibt das






























Abbildung 4.7: ARKit: UML-Klassendiagramm für ViewController.swift
4.3 Gemeinsame Komponenten
Da in dieser Arbeit der Fokus auf der Messung verschiedener Parameter liegt, wird
der Quellcode für die Messung der zwei Anwendungen gleich implementiert. Dabei
ist der Quellcode für die Messungen, als auch die grafische Benutzerschnittstelle in
beiden Anwendungen, identisch. Weiter verwenden beide Anwendungen die Bibliothek
iOS-System-Services, welche für die Messung der Prozessorauslastung zuständig ist.
Diese Bibliothek wird mit einem Podfile-Eintrag in das Projekt eingebettet. Die Poddatei
ist eine Spezifikation, die die Abhängigkeiten eines oder mehrerer Xcode-Projekte
beschreibt.
Beim Start beider Anwendungen wird die Initialisierung von verschiedenen, für die Mes-
sung benötigten Variablen, durchgeführt. Danach wird die grafische Benutzerschnittstelle
angezeigt (vgl. Abbildung 4.8). In der Benutzerschnittstelle werden Daten eingegeben,
die nicht automatisiert erfasst werden können. So wird die Richtung, Heiligkeit und
welches Maschinenteil betrachtet wird manuell eingegeben. Nach Auswahl der Richtung
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wird anschließend eine Schedulerfunktion scheduledTimerWithTimeInterval() gestartet,
welche wiederum die Funktion updateCounting() in einem Intervall von 0.1 Sekunden
startet. In der Funktion updateCounting() werden abschließend die erfassten Daten im
CSV -Format in eine Textdatei geschrieben.





In diesem Kapitel wird die Evaluation der betrachteten Frameworks mit Hilfe eines
Experiments durchgeführt. Das Experiment wird definiert, geplant und ausgeführt. Der
gesamte Experimentalprozess orientiert sich dabei an Empfehlungen von Wohlin [40].
5.1 Umfang des Experiments
In diesem Abschnitt wird der Umfang des Experimentes definiert. Im Vordergrund stehen
die Aspekte Untersuchungsobjekt, Ziel, Perspektive, Qualitätsfokus und Kontext des
Experimentes.
5.1.1 Zielsetzung
Ziel dieses Experimentes ist es anhand von empirischen Daten die Leistung der Frame-
works ARKit und TensorFlow Lite bei Erkennung von 3D-Objekten festzustellen. Dabei
ist es wichtig die beiden Frameworks einzeln zu untersuchen, um Schlussfolgerungen
über die Leistung der jeweiligen Frameworks ziehen zu können. Die bei diesem Experi-
ment erfassten Ergebnisse sollen Software-Entwicklern die Auswahl des Frameworks
erleichtern.
Untersuchungsobjekt. Die Untersuchungsobjekte in diesem Experiment sind die Fra-
meworks ARKit und TensorFlow Lite.
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Ziel. Das Ziel dieses Experimentes ist es anhand von empirischen Daten die Untersu-
chungsobjekte auf ihre Leistung zu evaluieren. Das Experiment gibt ein Überblick was
erwartet werden kann; im Sinne der Leistung des einzelnen Frameworks.
Perspektive. Das Experiment wird aus der Perspektive eines Software-Entwicklers
durchgeführt. Damit soll die Entscheidung erleichtert werden, welches der beiden Fra-
meworks für die Entwicklung einer Anwendung im industriellem Kontext passend ist.
Qualitätsfokus. Im Mittelpunkt dieser Studie steht die Leistung des jeweiligen Frame-
works bei der Durchführung einer 3D-Objekterkennung. Dabei wird die Prozessoraus-
lastung, Speichernutzung, die benötigte Zeit um ein 3D-Objekt zu erkennen sowie die
Erkennungsrate betrachtet.
Kontext. Der Kontext dieses Experimentes ist die vorliegende Bachelorarbeit, die ihm
Rahmen des Studiengangs Software Engineering vom Institut für Datenbanken und
Informationssysteme der Universität Ulm angeboten wurde. Das Experiment wird als
„Blocked subject-object study“ kategorisiert. Grund hierfür ist, dass zwei Frameworks
vorhanden sind, die Objekte des Experiments repräsentieren und drei verschiedene
3D-Objekte die Subjekte des Experiments repräsentieren. Weiter handelt es sich bei
diesem Experiment um ein Technologie-orientiertes Experiment, da keine Personen
im Experiment involviert sind. Daraus folgt, dass das Experiment als deterministisch
eingeordnet werden kann und deswegen als ein Quasi-Experiment einzuordnen ist. Ein
Quasi-Experiment ist eine empirische Untersuchung ähnlich einem Experiment, wenn
die Zuordnung von Behandlungen zu den Probanden nicht auf einer Zufallsgenerierung
beruhen kann, sondern ergibt sich aus den Eigenschaften der Subjekte oder Objekte
selbst [40].
5.2 Planung des Experiments
In diesem Abschnitt werden die benötigten Schritte diskutiert, welche vor dem Experi-
ment definiert werden sollen.
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5.2.1 Kontext Auswahl des Experiments
Der Kontext dieses Experimentes ist die vorliegende Bachelorarbeit. Somit handelt
es sich um eine off-line Ausführung, da das Experiment außerhalb einer praktischen
Umgebung (wie z.B. Unternehmen) durchgeführt wird. Das Experiment wird von dem
Bacheloranden in einer definierter Umgebung ausgeführt und das Experiment befasst
sich mit einem realen Problem, nämlich die Evaluierung der Leistung der Frameworks
ARKit und TensorFlow Lite in einem industriellen Kontext.
5.2.2 Hypothesenformulierung
ARKit und TensorFlow Lite sind die Frameworks die näher betrachtet werden. Die Fra-
meworks werden miteinander verglichen, um nachvollziehen zu können, welches der
beiden Frameworks performanter ist. Deswegen muss die Hypothese genau aufgesetzt
werden, um nach Evaluierung der aus dem Experiment gesammelten Daten Schlussfol-
gerungen ziehen zu können. Es ist schwer eine Annahme zu definieren, ob ARKit oder
TensorFlow Lite performanter ist, ohne das Experiment auszuführen. Deswegen wird
eine Null-Hypothese aufgesetzt, welche dann widerlegt werden soll. Weiter wird dann
eine alternative Hypothese (Hypothese 1) definiert die als gültig betrachtet wird, wenn
die Null-Hypothese widerlegt wurde.
Hypothese 0. Beide Frameworks erreichen die gleiche Leistung. Das bedeutet, dass
die Prozessorauslastung μp, Speichernutzung μs, Zeit für die 3D-Objekterkennung μt
und ob das 3D-Objekt erkannt wurde μe für die Frameworks ARKit und Tensorflow Lite













Aus der Hypothese folgt, dass folgende Daten erfasst werden müssen: Prozessorauslas-
tung μp, Speichernutzung μs, Zeit für die 3D-Objekterkennung μt und ob das 3D-Objekt
erkannt wurde μe. Dies gilt für das jeweilige Framework. Die Prozessorauslastung μp
wird in Prozenten gemessen, Speichernutzung μs wird in Megabytes gemessen, Zeit für
die 3D-Objekterkennung μt wird in Sekunden gemessen und ob das 3D-Objekt erkannt
wurde μe wird mit einem boolschen Wert Wahr/Falsch gemessen.
5.2.3 Auswahl der Variablen
Aus der Hypothesenformulierung kann gefolgert werden, dass die abhängigen Variablen
Prozessorauslastung, Speichernutzung, Zeit die für die 3D-Objekterkennung benötigt
wird und ob das 3D-Objekt überhaupt erkannt wurde. Weiter müssen die unabhängigen
Variablen definiert werden. Die unabhängigen Variablen sind die Richtung, zu der das
Objekt betrachtet wird, der Winkel des Handys zum Objekt und die Entfernung des
Fotostativs zum Objekt.
5.2.4 Auswahl der Subjekte
Die Subjekte in diesem Experiment sind die 3D-Objekte, die mit dem jeweiligen Fra-
mework erkannt werden sollen. Es handelt sich um drei Maschinenformatteile einer
Medikamentenverpackungsmaschine. Eine genauere Beschreibung der Maschinenfor-
matteile findet sich in Kapitel 3.
5.2.5 Experimententwurf
Nachdem in den letzten Abschnitt die Hypothese, abhängige und unabhängige Variablen
definiert wurden, ist es nun notwendig, das Experiment so zu gestalten, dass nach der
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Durchführung des Experimentes die Null-Hypothese widerlegt werden kann. Um die
Null-Hypothese zu widerlegen, wird eine statistische Analyse der gesammelten Daten
durchführt. Weiterhin ist nach Wohlin [40] bei dem Experimententwurf darauf zu achten,
dass die Aspekte Zufälligkeit, Blockierung und Balancierung betrachtet werden.
Zufälligkeit bei einem Experiment dient dazu, dass unerwünschte Nebeneffekte, die das
Ergebnis beeinflussen können, soweit wie möglich zu reduzieren. Ein Beispiel dafür
wäre die zufällige Gruppenzuordnung bei einem Experiment, in dem die Subjekte als
Personen definiert sind. Da dieses Experiment als ein Quasi-Experiment einzuordnen ist
und die Vorläufe alle deterministisch sind, kann der Aspekt Zufälligkeit ignoriert werden.
Unter Blockierung versteht man die Eliminierung von unerwünschten Faktoren, die das
Ergebnis beeinflussen könnten. In diesem Experiment wird die unabhängige Variable
Prozessorauslastung definiert. Ein Einfluss auf die Prozessorauslastung könnte der
Akkustand sein, da das Handy bei niedrigen Akkustand in einem Energiesparmodus
wechseln kann und die Leistung damit beeinflusst werden könnte. Deswegen soll bei der
Durchführung des Experimentes das Handy immer mit einem Ladekabel verbunden wer-
den und den Akkustand auf 100% halten. Abschließend wird die Balancierung betrachtet.
Balancierung ist eine Gleichstellung der jeweiligen Versuchen in einem Experiment
[40]. In diesem Experiment ist die Balancierung mit einem hohen Grad vertreten, da
3 Subjekte vorhanden sind, nämlich die Maschinenteile auf die jeweils ein Versuch
identisch durchgeführt wurde.
Nachdem die Aspekte Zufälligkeit, Blockierung und Balancierung auf das Experiment
angepasst wurden, wird der Fokus auf den expliziten Entwurf des Experimentes gesetzt.
Bei der Durchführung des Experimentes werden folgende unabhängige Variablen be-
trachtet: Die Richtung, aus der das Objekt betrachtet wird, der Winkel des Handys zum
Objekt und die Entfernung des Fotostatives zum Objekt. Als Richtung versteht man die
Richtung, in die das Handy im Bezug auf die Markierungen zeigt, die auf dem Tisch
angebracht sind. Die Abbildung 5.2 zeigt wie auf dem Tisch die Markierungen gesetzt
sind. Genauer wird dies in dem nächsten Unterabschnitt 5.2.6 definiert. Es werden vier
Richtungen betrachtet, dass bedeutet das ein Faktor von 4 verschiedenen Messungen
vertreten ist, welche alle durchlauft werden. Die Winkel die bei dem Versuchen betrachtet
werden, hängen mit der Entfernung des Fotostativs und dem Maschinenteil das betrach-
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tet wird. Die Entfernungen aus den die Versuche durchführt werden sind 45cm, 60cm
und 80cm, wobei die Wahl der Winkel von der Entfernung abhängen. Diese Abhängig-
keit folgt daraus, dass für die gegebenen Entfernungen die Kamera des Handys, das
Maschinenteil komplett abdecken soll, und deswegen für die Entfernung von 45cm und
80cm einige Winkel bei der Messung ausfallen. Für die Entfernung von 45cm wird der
Winkel von 40◦ betrachtet. Bei der Entfernung von 60cm wird der der Winkel von 45◦, 60◦
und 90◦ betrachtet. Zuletzt werden die Messungen aus 80cm mit einem Winkel von 60◦
gemessen.
Zusammengefasst müssen bei jedem Maschinenteil alle Kombination der Versuche
durchlaufen werden, d.h. insgesamt 4 ∗ 3 ∗ 4 = 48 Versuche. Da bei den Versuchen
einige Winkel nicht betrachtet werden bedeutet, dass pro Maschinenteil für das jeweilige
Framework 4 ∗ 1 ∗ 1 + 4 ∗ 1 ∗ 3 + 4 ∗ 1 ∗ 1 = 20 Messungen durchgeführt werden. Im
Folgenden wird ein fraktionsfaktorieller Entwurf für das Experiment verfolgt [40]. Ein
fraktionsfaktorieller Entwurf eignet sich für dieses Experiment, da die betrachteten
Faktoren als faktorielles Muster wachsen. Genauer wird das Entwurfsmuster halber
fraktionsfaktorieller Entwurf des 2k faktoriellen Entwurfs gewählt, da mit der Filterung
der bestimmten Winkel nur ungefähr die Hälfte der möglichen Kombinationen betrachtet
werden. Zusammengefasst werden die Messungen in einer Tabelle der folgenden Form:
Richtung Entfernung Winkel Prozessorlast Speichernutzung Erkennungszeit Erkannt
5.2.6 Instrumentierung
Für die Durchführung des Experimentes werden Hardware- und Softwareinstrumente
benötigt. Hardwareinstrumente sind Instrumente die unabhängig von der Anwendung
eingesetzt werden, während Softwareinstrumente Anwendungen bezeichnen, die wäh-
rend der Ausführung einer Anwendung protokollieren, wie diese die Ressourcen des
Geräts belasten. Ebenso wird ein Handy benötigt, auf dem die Anwendungen die im
Experiment getestet werden, installiert sind. Weiter wird als Hardwareinstrument ein
Luxmeter benötigt, um die Helligkeit im Raum zu messen. Für die Messungen der
Prozessorlast, Speichernutzung, Erkennungszeit und ob das Maschinenteil erkannt
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wurde, werden Softwareinstrumente benötigt oder die Messungen können direkt in dem
Quellcode der Anwendungen implementiert werden.
5.3 Gültigkeitsbewertung
Ein zentrale Frage bei der Durchführung des Experimentes ist die Validierung der
Ergebnisse des Experimentes [40]. Es ist wichtig die Gefahren, die das Experiment
beeinflussen könnten, schon in der Planungsphase zu identifizieren, und wenn möglich
diese Faktoren zu minimieren oder so gar zu eliminieren. Dieser Schritt soll in der Pla-
nungsphase durchgeführt werden. Dies hat den Vorteil, dass die Gefahr das Experiment
wiederholen zu müssen, vermieden werden kann. Falls Fehler bei der Durchführung
auftreten ist die Gültigkeit des ganzen Experimentes infrage gestellt und das Experiment
muss bearbeitet, und wieder durchgeführt werden. Es bestehen viele Gefahren welche
die Gültigkeit eines Experimentes beeinflussen können, diese können in vier Gruppen
aufgeteilt werden [41]: Gültigkeit des Schlussfolgerung, Interne Gültigkeit, Konstruktion
der Gültigkeit und Externe Gültigkeit.
Gültigkeit der Schlussfolgerung. Diese Gültigkeit beschäftigt sich mit dem Zusammen-
hang zwischen den Versuchen und dem Ergebnis. Es soll ein signifikanter statistischer
Zusammenhang zwischen den Versuchen und dem Ergebnis existieren.
Interne Gültigkeit. Wenn ein Zusammenhang zwischen den Versuchen und dem Ergeb-
nis festgestellt wurde, soll dieser eine Konsequenz der kausalen Beziehung zwischen
den Versuch und dem Ergebnis sein. Weiter soll sichergestellt werden, dass dieser
Zusammenhang nicht aus einem Faktor folgt, der nicht kontrollierbar ist.
Konstruktion der Gültigkeit. Bei der Konstruktion der Gültigkeit wird der Zusammen-
hang zwischen der Theorie und den Bemerkungen überprüft, die aus dem Experiment
folgen sollen. Wenn die Beziehung zwischen der Ursache und dem Effekt kausal bedingt
ist, müssen zwei Aspekte in Acht genommen werden: Zum Ersten dass der Versuch mit
der Ursache des Ergebnisses zusammenhängt und zum Zweiten, dass das Ergebnis
den Effekt widerspiegelt. Externe Gültigkeit. Die externe Gültigkeit beschäftigt sich
mit der Generalisierung der Ergebnisse. Wenn eine kausale Beziehung zwischen der
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Konstruktion der Gültigkeit und dem Effekt besteht, stellt sich die Frage, ob das Ergebnis
des Experimentes auch außerhalb des Kontextes des Experimentes verwendet werden
kann.
Nun werden die beschriebenen Gültigkeitsbewertungen an das im letzten Abschnitt
definierte Experiment durchgeführt. Cook und Campbell haben eine Liste der Gefah-
ren zusammengestellt, die eine Experimentgültigkeit in Frage stellen [41]. Je nach
Experiment kann diese Liste als Orientierung genutzt werden, um die einzelnen Gül-
tigkeitsbewertungen zu hinterfragen. In den nächsten Abschnitten wird diese Liste, als
Checkliste durchgegangen, um die Gefahren der Gültigkeit zu identifizieren.
5.3.1 Gültigkeit der Schlussfolgerung
Niedrige statistische Mächtigkeit. Die Mächtigkeit eines statistischen Testes ist die
Möglichkeit ein eindeutiges Muster in den analysierten Daten zu finden. Dieser Fall kann
in dem vorliegenden Experiment auftreten, da Daten von den abhängigen Variablen
Prozessorauslastung, Speichernutzung, Zeit die für die 3D-Objekterkennung benötigt
wird und ob das 3D-Objekt erkannt wurde, analysiert werden. Wenn bei einer der
abhängigen Variablen kein Muster gefunden wurde, besteht die Gefahr, dass keine
Schlussfolgerungen gezogen werden kann.
Zuverlässigkeit der Messungen. Es besteht die Gefahr, dass bei den Versuchsdurch-
führungen einige Fehler mit den Instrumenten aufgetreten sind. Ein weiteres Problem
könnte die Implementierung der Messungen der Software darstellen.
Zufällige Störungen im Umfeld des Experimentes. Objekte die nicht zum Umfeld
des Experimentes gehören können einen Einfluss auf das Ergebnis des Experimentes
haben. Das Experiment wurde in einem Seminarraum durchgeführt. Wenn die Abbildung
5.2 als Referenz genommen wird, befindet sich in Richtung Süd ein Fenster, in Richtung
West befindet sich ein Tisch mit einem Projektionsapparat, während in Richtung Ost
eine weiße Wand vorliegt, zuletzt befindet sich in Richtung Nord ein großer Tisch mit
Stühlen und eine Wand mit einer Tür und einer Projektionsfläche. Das ganze Umfeld
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könnte Einfluss auf das Experiment haben, da im Experiment Frameworks für Computer
Vision verwendet werden.
5.3.2 Interne Gültigkeit
Vergangenheit des Ergebnisses. Bei der Wiederholung der Versuche besteht die
Gefahr, dass die Ergebnisse anders ausfallen, als bei den vorherigen Versuchen. Dies
liegt daran, dass das Umfeld in dem das Experiment durchgeführt wird, sich leicht
verändert hat. In diesem Experiment wird die unabhängige Variable Helligkeit definiert.
Diese ist trotz im Experiment erfassten absoluten Werten, nicht leicht zu reproduzieren.
Testen. Wenn das Experiment wiederholt wird, besteht die Gefahr, dass bei den Ver-
suchen ein Grad an Vertraulichkeit mit der Ausführung des Experimentes besteht. In
diesem Fall muss bei der Durchführung des Experimentes eine leichte Rotationsbewe-
gung betreiben werden. Es besteht also die Gefahr, dass man bei dem wiederholten
Versuchen schon anvertraut ist, mit welchem Tempo die Rotationsbewegung durchge-
führt werden muss, um das Maschinenteil zu erkennen.
Statistische Regression. Statisch werden bei der Auswertung die Daten der ersten 30
Sekunden betrachtet. Dies könnte einen Einfluss auf die statistische Analyse haben, da
vielleicht positive Ergebnisse nach 30 Sekunden vorkommen könnten.
Instrumentation. Bei der internen Gültigkeit wird die Sammlung der Daten betrachtet.
In diesem Experiment werden alle gesammelten Daten in einer Textdatei, Zeile für Zeile
geschrieben. Es kann also durchaus vorkommen, dass die Datei nicht erstellt wird, oder
es zu Ein- und Ausgabefehlern kommen kann, und die erfassten Daten nicht gespeichert
werden.
Soziale Gefahren. Da das Experiment ein Quasi-Experiment ist und alle Abläufe de-
terministisch sind, da keine Personen am Experiment beteiligt sind, bestehen lediglich
keine sozialen Gefahren, die das Experiment beeinflussen könnten.
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5.3.3 Konstruktion der Gültigkeit
Eingeschränkte Verallgemeinerbarkeit. Das Experiment befasst sich mit der Erken-
nung von Maschinenteilen, jedoch wird nicht Rücksicht auf den Aufwand gesetzt, der
eingesetzt werden muss, um das Maschinenteil zu erkennen. Daraus folgt, dass als
Ergebnis des Experimentes, ob das Framework ARKit oder TensorFlow Lite besser
Maschinenteile erkennt, eins der Frameworks als besser eingestuft wird, aber anderseits
der Aufwand der für die Vorbereitung betreiben wird, für das bessere Framework deutlich
höher ist, als das Framework das schlechter die Maschinenteile erkennt.
5.3.4 Externe Gültigkeit
Zusammenhang des Umfelds mit dem Versuch. Das Experiment wird in einem mög-
lichst nah aufgestelltem Laborumfeld durchgeführt. Im Fokus stehen aber Maschinenteile,
die in einem Industrie-Umfeld eingesetzt werden. Deswegen ist es möglich, dass die
Ergebnisse aus diesem Experiment in einem anderen Umfeld nicht repräsentierend sind.
5.4 Durchführung des Experiments
Nachdem im Letzten Abschnitten das Experiment entworfen und geplant wurde, ist
es nun Zeit, das Experiment durchzuführen. Nach [40] kann die Durchführung des
Experimentes in drei Phasen aufgeteilt werden. Zuerst werden die Vorbereitungen durch-
geführt. Nachdem sicher gestellt ist, dass alle benötigten Vorbereitungen erfolgreich
abgeschlossen sind, kann die Durchführung des Experimentes beginnen. Und zuletzt,
nachdem das Experiment durchgeführt wurde, muss die Gültigkeit der gesammelten
Daten geprüft werden.
5.4.1 Vorbereitung
Die Vorbereitungen für das Experiment sind essenziell für eine erfolgreiche Durchfüh-
rung des Experimentes. Zuerst muss überprüft werden, ob alle benötigten Materialien
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vorhanden sind. Es werden folgende Sachen benötigt: Ein Handy mit dem vorinstallierten
Anwendungen, ein Fotostativ mit dem entsprechenden Handy-Adapter, ein Luxmeter,
Klebeband und ein Permanent Marker, um den Tisch zu markieren (siehe Abbildung 5.2).
Weiter muss der Raum abgedunkelt werden und nur das künstliche Licht als Lichtquelle
verwendet werden. Nachdem festgestellt wurde, dass alle Mittel vorhanden sind, muss
der Tisch markiert und das Fotostativ aufgebaut werden. Das Handy wird auf das Fo-
tostativ platziert und mit einem Stromkabel verbunden, danach kann das Fotostativ für
den spezifischen Versuch angepasst werden.
5.4.2 Durchführung des Experimentes
Das Experiment wird in einem Raum durchgeführt, in dem möglichst realitätsnah ein
Laborumfeld simuliert werden soll. Ein Laborumfeld ist erwünscht, um das Experiment
soweit wie möglich reproduzierbar zu machen. Deswegen wird im Raum nur künstliches
Licht verwendet. Das Licht wird durch einen Luxmeter in der Einheit Lux gemessen,
um absolute Werte ermitteln zu können. Vor jedem Versuch wird dieser Wert mit dem
Lichtsensor TSL2561 gemessen, der mit einem Raspberry Pi 3 Modell B+ verbunden ist.
Abbildung 5.1 zeigt den genauen Aufbau des Luxmeters. In dem Raum befindet sich ein
Tisch, auf dem die Mitte und die Richtungen markiert sind. Ein besseren Überblick zeigt
die Abbildung 5.2. Auf der Mitte des Tisches wird der Lichtsensor bei jeder Messung
platziert. Dieselbe Markierung wird auch für die Platzierung der Maschinenteile bei
jeweiligen Experimentenversuch verwendet, wobei die Maschinenteile zentral zu der
Markierung positioniert sind. Die Frameworks ARKit und TensorFlow Lite werden auf
einem iPhone 7 ausgeführt, dass mit einem Fotostativ und einem Handyadapter befestigt
ist. In Folge kann die Entfernung, als Entfernung von der Mitte des Tisches bis zum
Fotostativ definiert werden, während die Einheit in Zentimeter gemessen wird. Um
die Prozessorauslastung in Prozenten zu messen, wurde das Framework iOS-System-
Services1 verwendet. Die Speicher-, Zeit- und Winkelmessung wurden in den jeweiligen
Anwendung identisch implementiert und können auf dem Repository näher betrachtet




Zeit wird in Sekunden gemessen und der Winkel wird in Grad gemessen. Einen besseren
Überblick auf den gesamten Aufbau des Experimentes verdeutlicht die Abbildung 5.3.
Nun können die Schritte des Experimentes definiert werden. Zuerst wird der Luxmeter
auf die Mitte des Tisches positioniert und der Wert der Helligkeit wird abgelesen. Danach
wird der Luxmeter vom Tisch entfernt und das entsprechende Maschinenteil wird in
die Mitte des Tisches positioniert. Bei dem jeweiligen Versuch wird das Fotostativ auf
eine vorgegebene Entfernung positioniert und das Handy wird auf einem vorgegebenen
Winkel eingestellt. Danach wird in der Anwendung auf der Benutzerschnittstelle in einem
Textfeld der Helligkeitswert eingegeben, der davor von dem Luxmeter abgelesen wurde.
Im nächsten Schritt wird dann die Richtung zu der das Maschinenteil betrachtet wird in
der Benutzerschnittstelle gewählt. Die Richtung orientiert sich nach der Abbildung 5.2.
Mit der Wahl der Richtung beginnt die Objekterkennung und Messung der abhängigen
Variablen. Sobald die Objekterkennung beginnt, ist es notwendig, eine Rotationsbe-
wegung des Fotostativs zu betreiben. Dies ist notwendig, weil das Framework ARKit
eine Initialisierungsphase benötigt in der eine Fläche erkannt werden muss. Um die
Bedingungen gleich zu stellen, wird dieselbe Rotationsbewegung auch bei dem Frame-
work TensorFlow Lite durchgeführt. Einen Überblick dieser Rotationsbewegung gibt die
Abbildung 5.4. Somit endet auch die Beschreibung der Experimentdurchführung. Diese
Schritte werden für alle möglichen Konfigurationen ausgeführt, die im Abschnitt 5.2.5
definiert wurden.
5.4.3 Datenüberprüfung
Nachdem das Experiment komplett durchgeführt wurde, steht die Überprüfung der
gesammelten Daten an. Für jede Konfiguration des Experimentes wurde eine Textdatei
erstellt, in der die Messungen geschrieben wurden. Der Name der Textdatei besteht aus
einem Zeitstempel der besagt, wann der Versuch durchgeführt wurde. Alle Textdateien
werden auf dem Handy in den Dokumentenspeicher der Anwendung gespeichert. Die
Daten werden dann mit der Anwendung iTunes auf einen PC übertragen. Die Daten
werden dann einzeln mit einem Texteditor überprüft.
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Abbildung 5.1: Raspberry Pi mit einem verbundenen Luxmetersensor
In einer Messungen fehlte der Eintrag für die Helligkeit, d.h. der Knopf zur Auswahl
der Richtung wurde in der Benutzerschnittstelle gedrückt, bevor in dem Textfeld die
Helligkeit eingetragen wurde. Ein weiterer Fehler war, dass in manchen Messungen die
Richtung aus Versehen falsch eingegeben wurde. Diese Fehler können leicht korrigiert
werden, da das Experiment deterministisch ist und genaue Ablauf der Schritte bekannt
sind. Es werden periodisch in derselben Reihenfolge die Richtungen bei den Messun-
gen durchgegangen, und zwar in folgender Reihenfolge: Süd, West, Nord, Ost. Dank
dem Zeitstempel kann anhand der vorherigen oder nachträglichen Messung festgestellt
werden, welche Seite bei diesem Versuch wirklich gemessen werden sollte. Genauso



















träglichen Messung festgestellt werden, wie hoch die ungefähre Helligkeit bei diesem
Versuch war.
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5.5 Analyse und Auswertung
Nach der Durchführung des Experimentes wurde eine Datenmenge an Messungen
gesammelt, die nun analysiert werden muss. Wie in Wohlin [40] vorgeschlagen wird, kann
die Analyse der Daten in drei Schritten ausgeführt werden. Zuerst werden statistische
Methoden auf die Daten angewandt. Im zweiten Schritt werden ungültige Ergebnisse
aus der Ergebnismenge entfernt. Und zuletzt wird anhand der analysierten Daten die
Hypothese getestet.
5.5.1 Statistische Auswertung
Mit den statistischen Methoden werden die gesammelten Daten analysiert, um ein
besseres Verständnis der Ergebnismenge zu erhalten. Es wird für jede Konfiguration
des Experimentes eine Tabelle erstellt, die in dem Entwurf des Experiments definiert











Die folgende Tabelle 5.1 zeigt die gemessenen Werte für das Framework ARKit und die
Tabelle 5.2 zeigt die gemessenen Werte für das Framework TensorFlow Lite. Für einen
bessern Überblick wurden auch Graphen erstellt die visuell die Daten veranschaulichen.
So kann die durchschnittliche Prozessorauslastung über den Messungen in der Abbil-
dung 5.5 eingesehen werden, wobei der durchschnittliche Wert für μptf = 97.91% ist, und
für μpak = 63.08%. Eine Übersicht für die durchschnittliche Speichernutzung ist in der
Abbildung 5.6 einsehbar, die absoluten durchschnittlichen Werte sind μstf = 96.62MB
und μsak = 145.19MB. Die Erkennungsrate der beiden Frameworks ist in der Abbildung
5.7 sichtbar, wobei die absoluten Werte ˆμetf = 75% und ˆμeak = 5% sind. Und zuletzt
bietet die Abbildung 5.8 ein Überblick über die durchschnittliche Erkennungszeit der
Frameworks, wobei die durchschnittlichen Werte μttf = 0.636s und μtak = 15.9s sind.
Tabelle 5.1: Werte für das Framework ARKit und Maschinenteil 1
Richtung Entfernung Winkel μpar μsar μtar μear Helligkeit
Süd 45cm 40◦ 71.96 149.07 ∞ Nein 970
West 45cm 40◦ 76.67 148.82 15.90 Ja 970
Nord 45cm 40◦ 72.96 147.31 ∞ Nein 970
Ost 45cm 40◦ 74.38 149.05 ∞ Nein 970
Süd 60cm 47◦ 59.64 145.93 ∞ Nein 1073
West 60cm 47◦ 59.32 146.33 ∞ Nein 1073
Nord 60cm 47◦ 54.08 141.73 ∞ Nein 1073
Ost 60cm 47◦ 53.72 143.57 ∞ Nein 1073
Süd 60cm 88◦ 66.12 147.88 ∞ Nein 969
West 60cm 88◦ 70.32 148.34 ∞ Nein 969
Nord 60cm 88◦ 75.10 148.61 ∞ Nein 969
Ost 60cm 88◦ 64.42 147.12 ∞ Nein 969
Süd 60cm 55◦ 49.33 138.33 ∞ Nein 1013
West 60cm 55◦ 60.83 145.67 ∞ Nein 1013
Nord 60cm 55◦ 60.35 144.45 ∞ Nein 1013
Ost 60cm 55◦ 53.63 142.44 ∞ Nein 1013
Süd 80cm 59◦ 57.50 144.00 ∞ Nein 988
West 80cm 59◦ 65.65 143.99 ∞ Nein 988
Nord 80cm 59◦ 63.70 143.25 ∞ Nein 988
Ost 80cm 59◦ 51.94 137.93 ∞ Nein 988
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Tabelle 5.2: Werte für das Framework TensorFlow Lite und Maschinenteil 1
Richtung Entfernung Winkel μptf μstf μttf μetf Helligkeit
Süd 45cm 40◦ 97.53 100.97 0.502 Ja 970
West 45cm 40◦ 98.22 100.33 0.502 Ja 970
Nord 45cm 40◦ 97.30 100.31 0.407 Ja 970
Ost 45cm 40◦ 98.27 100.39 0.402 Ja 970
Süd 60cm 47◦ 97.90 100.28 0.502 Ja 1073
West 60cm 47◦ 98.38 100.45 0.401 Ja 1073
Nord 60cm 47◦ 97.19 95.582 0.502 Ja 1073
Ost 60cm 47◦ 98.47 100.30 0.402 Ja 1073
Süd 60cm 88◦ 97.91 91.532 ∞ Nein 969
West 60cm 88◦ 97.77 85.736 ∞ Nein 969
Nord 60cm 88◦ 97.03 85.429 ∞ Nein 969
Ost 60cm 88◦ 98.27 85.632 ∞ Nein 969
Süd 60cm 55◦ 98.08 100.31 0.502 Ja 1013
West 60cm 55◦ 97.85 98.917 0.402 Ja 1013
Nord 60cm 55◦ 97.51 99.728 1.000 Ja 1013
Ost 60cm 55◦ 98.32 100.49 0.402 Ja 1013
Süd 80cm 59◦ 98.30 100.58 0.502 Ja 988
West 80cm 59◦ 97.91 86.471 ∞ Nein 988
Nord 80cm 59◦ 97.52 98.588 2.701 Ja 988
Ost 80cm 59◦ 98.38 100.46 0.404 Ja 988
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Abbildung 5.5: durchschnittliche Prozessorauslastung in den einzelnen Messungen für
Maschinenteil 1
Abbildung 5.6: durchschnittliche Speichernutzung in den einzelnen Messungen für Ma-
schinenteil 1
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Abbildung 5.7: Verteilung der Erkennungsrate für Maschinenteil 1




Die folgende Tabelle 5.3 zeigt die gemessenen Werte für das Framework ARKit und die
Tabelle 5.4 zeigt die gemessenen Werte für das Framework TensorFlow Lite. Für einen
bessern Überblick wurden auch Graphen erstellt die visuell die Daten veranschaulichen.
So kann die durchschnittliche Prozessorauslastung über den Messungen in der Abbil-
dung 5.9 eingesehen werden, wobei der durchschnittliche Wert für μptf = 98.53% ist, und
für μpak = 59.66%. Eine Übersicht für die durchschnittliche Speichernutzung ist in der
Abbildung 5.10 einsehbar, die absoluten durchschnittlichen Werte sind μstf = 98.87MB
und μsak = 146.42MB. Die Erkennungsrate der beiden Frameworks ist in der Abbildung
5.11 sichtbar, wobei die absoluten Werte ˆμetf = 95% und ˆμeak = 40% sind. Und zuletzt
bietet die Abbildung 5.12 ein Überblick über die durchschnittliche Erkennungszeit der
Frameworks, wobei die durchschnittlichen Werte μttf = 0.81s und μtak = 5.49s sind.
Tabelle 5.3: Werte für das Framework ARKit und Maschinenteil 2
Richtung Entfernung Winkel μpar μsar μtar μear Helligkeit
Süd 45cm 40◦ 61.30 150.63 7.500 Ja 970
West 45cm 40◦ 57.40 148.08 4.201 Ja 970
Nord 45cm 40◦ 57.45 147.75 6.101 Ja 970
Ost 45cm 40◦ 59.84 147.31 5.201 Ja 970
Süd 60cm 47◦ 51.71 141.39 ∞ Nein 1073
West 60cm 47◦ 64.10 146.06 3.701 Ja 1073
Nord 60cm 47◦ 53.80 145.28 ∞ Nein 1073
Ost 60cm 47◦ 50.65 136.81 ∞ Nein 1073
Süd 60cm 88◦ 72.48 151.35 ∞ Nein 969
West 60cm 88◦ 70.34 153.71 ∞ Nein 969
Nord 60cm 88◦ 76.87 151.98 ∞ Nein 969
Ost 60cm 88◦ 63.11 154.76 1.901 Ja 969
Süd 60cm 55◦ 60.08 146.12 ∞ Nein 1013
West 60cm 55◦ 54.82 140.39 13.40 Ja 1013
Nord 60cm 55◦ 60.48 143.68 ∞ Nein 1013
Ost 60cm 55◦ 54.99 147.17 12.90 Ja 1013
Süd 80cm 59◦ 56.10 145.11 ∞ Nein 988
West 80cm 59◦ 59.63 142.83 ∞ Nein 988
Nord 80cm 59◦ 52.23 140.60 ∞ Nein 988
Ost 80cm 59◦ 55.98 147.48 ∞ Nein 988
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Tabelle 5.4: Werte für das Framework TensorFlow Lite und Maschinenteil 2
Richtung Entfernung Winkel μptf μstf μttf μetf Helligkeit
Süd 45cm 40◦ 98.36 100.67 0.502 Ja 970
West 45cm 40◦ 98.67 99.885 0.502 Ja 970
Nord 45cm 40◦ 98.41 100.82 0.502 Ja 970
Ost 45cm 40◦ 98.23 100.55 0.503 Ja 970
Süd 60cm 47◦ 98.87 100.74 0.402 Ja 1073
West 60cm 47◦ 98.85 100.96 0.402 Ja 1073
Nord 60cm 47◦ 98.74 100.86 0.407 Ja 1073
Ost 60cm 47◦ 98.87 100.89 0.501 Ja 1073
Süd 60cm 88◦ 98.68 85.864 ∞ Nein 969
West 60cm 88◦ 98.63 96.090 0.502 Ja 969
Nord 60cm 88◦ 98.44 90.828 3.201 Ja 969
Ost 60cm 88◦ 98.14 95.716 1.501 Ja 969
Süd 60cm 55◦ 98.61 100.03 2.001 Ja 1013
West 60cm 55◦ 98.71 100.81 0.404 Ja 1013
Nord 60cm 55◦ 97.79 100.52 0.502 Ja 1013
Ost 60cm 55◦ 98.11 100.63 0.502 Ja 1013
Süd 80cm 59◦ 98.45 99.295 1.501 Ja 988
West 80cm 59◦ 98.82 100.87 0.502 Ja 988
Nord 80cm 59◦ 98.74 100.73 0.502 Ja 988
Ost 80cm 59◦ 98.64 100.76 0.502 Ja 988
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Abbildung 5.9: durchschnittliche Prozessorauslastung in den einzelnen Messungen für
Maschinenteil 2
Abbildung 5.10: durchschnittliche Speichernutzung in den einzelnen Messungen für
Maschinenteil 2
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Abbildung 5.11: Verteilung der Erkennungsrate für Maschinenteil 2




Die folgende Tabelle 5.5 zeigt die gemessenen Werte für das Framework ARKit und die
Tabelle 5.6 zeigt die gemessenen Werte für das Framework TensorFlow Lite. Für einen
bessern Überblick wurden auch Graphen erstellt die visuell die Daten veranschaulichen.
So kann die durchschnittliche Prozessorauslastung über den Messungen in der Abbil-
dung 5.13 eingesehen werden, wobei der durchschnittliche Wert für μptf = 98.55% ist,
und für μpak = 57.33%. Eine Übersicht für die durchschnittliche Speichernutzung ist in der
Abbildung 5.14 einsehbar, die absoluten durchschnittlichen Werte sind μstf = 89.58MB
und μsak = 145.78MB. Die Erkennungsrate der beiden Frameworks ist in der Abbildung
5.15 sichtbar, wobei die absoluten Werte ˆμetf = 60% und ˆμeak = 35% sind. Und zuletzt
bietet die Abbildung 5.16 ein Überblick über die durchschnittliche Erkennungszeit der
Frameworks, wobei die durchschnittlichen Werte μttf = 1.71s und μtak = 11.08s sind.
Tabelle 5.5: Werte für das Framework ARKit und Maschinenteil 3
Richtung Entfernung Winkel μpar μsar μtar μear Helligkeit
Süd 45cm 40◦ 68.5 150.41 ∞ Nein 970
West 45cm 40◦ 54.80 145.48 4.201 Ja 970
Nord 45cm 40◦ 56.46 143.94 5.501 Ja 970
Ost 45cm 40◦ 72.24 152.21 22.90 Ja 970
Süd 60cm 47◦ 53.38 147.29 ∞ Nein 1073
West 60cm 47◦ 62.07 147.07 18.20 Ja 1073
Nord 60cm 47◦ 47.23 135.91 ∞ Nein 1073
Ost 60cm 47◦ 51.59 143.25 ∞ Nein 1073
Süd 60cm 88◦ 72.46 149.93 ∞ Nein 969
West 60cm 88◦ 66.46 150.82 ∞ Nein 969
Nord 60cm 88◦ 76.65 150.07 ∞ Nein 969
Ost 60cm 88◦ 59.48 155.33 ∞ Nein 969
Süd 60cm 55◦ 49.59 143.40 ∞ Nein 1013
West 60cm 55◦ 55.36 143.36 5.401 Ja 1013
Nord 60cm 55◦ 54.31 145.79 8.601 Ja 1013
Ost 60cm 55◦ 54.31 144.50 12.80 Ja 1013
Süd 80cm 59◦ 47.93 138.28 ∞ Nein 988
West 80cm 59◦ 43.95 141.49 ∞ Nein 988
Nord 80cm 59◦ 49.49 140.21 ∞ Nein 988
Ost 80cm 59◦ 50.40 146.89 ∞ Nein 988
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Tabelle 5.6: Werte für das Framework TensorFlow Lite und Maschinenteil 3
Richtung Entfernung Winkel μptf μstf μttf μetf Helligkeit
Süd 45cm 40◦ 98.91 92.903 0.901 Ja 970
West 45cm 40◦ 98.20 93.324 0.503 Ja 970
Nord 45cm 40◦ 98.16 93.344 0.502 Ja 970
Ost 45cm 40◦ 98.85 92.778 3.101 Ja 970
Süd 60cm 47◦ 98.71 93.489 0.403 Ja 1073
West 60cm 47◦ 98.87 85.931 ∞ Nein 1073
Nord 60cm 47◦ 98.62 90.705 4.101 Ja 1073
Ost 60cm 47◦ 98.64 91.632 0.403 Ja 1073
Süd 60cm 88◦ 98.50 85.459 ∞ Nein 969
West 60cm 88◦ 98.47 86.056 ∞ Nein 969
Nord 60cm 88◦ 98.60 85.907 ∞ Nein 969
Ost 60cm 88◦ 98.35 85.493 ∞ Nein 969
Süd 60cm 55◦ 98.62 90.805 0.502 Ja 1013
West 60cm 55◦ 98.50 86.102 8.801 Ja 1013
Nord 60cm 55◦ 97.90 93.307 0.502 Ja 1013
Ost 60cm 55◦ 98.94 93.479 0.402 Ja 1013
Süd 80cm 59◦ 98.58 85.935 ∞ Nein 988
West 80cm 59◦ 98.73 86.058 ∞ Nein 988
Nord 80cm 59◦ 98.39 93.412 0.503 Ja 988
Ost 80cm 59◦ 98.56 85.518 ∞ Nein 988
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Abbildung 5.13: durchschnittliche Prozessorauslastung in den einzelnen Messungen für
Maschinenteil 3
Abbildung 5.14: durchschnittliche Speichernutzung in den einzelnen Messungen für
Maschinenteil 3
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Abbildung 5.15: Verteilung der Erkennungsrate für Maschinenteil 3
Abbildung 5.16: Durchschnittliche Erkennungszeit für Maschinenteil 3
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5.5.2 Reduktion der Ergebnismenge
In dem letzten Abschnitt wurden die Messungen die im Experiment gesammelt wurden,
statistisch ausgewertet. Dabei wurden bei der Auswertung einige Messungen ignoriert.
Dies war der Fall bei der Auswertung der durchschnittlichen Erkennungszeit μt. Um einen
sinnvollen Wert zu berechnen, wurden Messungen eingeschlossen, bei welchen das
Maschinenteil erkannt wurde. Weiter wird in der Auswertung nach Werten gesucht, die
aus der Ergebnismenge ausstechen. In der Tabelle 5.1 in der Spalte μear befindet sich
nur ein Eintrag, der besagt, dass das Maschinenteil erkannt wurde. Das bestätigt auch
die Abbildung 5.7 in der deutlich zu sehen ist, dass die Erkennungsrate bei 5% liegt. Nun
muss entschieden werden, ob die Messungen und Auswertung von Maschinenteil 1 in
die Ergebnismenge einbezogen werden soll. Da drei Maschinenteile in dem Experiment
betrachtet werden, besteht die Gefahr, dass bei der Entfernung der Messungen und
Auswertungen von Maschinenteil 1 aus der Ergebnismenge, die Varianz des Experiments
beeinflusst wird. Weiterhin liegt die Vermutung für die schwache Erkenunngsrate an den
Maschinenteil selbst, da wahrscheinlich das Maschinenteil wenige Features besitzt, die
dazu führen, dass das Maschinenteil nicht erkannt wird. Dies ist aber kein valider Grund
diese Messungen aus der Ergebnismenge zu entfernen.
5.5.3 Testen der Hypothese
In dem Abschnitt 5.2.2 wurde die Hypothese formuliert. Es wurde eine Hypothese 0
definiert und eine alternative Hypothese 1. Nun werden die Auswertungen die im letzten
Abschnitt durchgeführt wurden, benutzt, um die Hypothese 0 zu widerlegen. Weiterhin
muss bei dem testen der Hypothesen auf den Typ-I-Fehler geachtet werden. In Wohlin
[40] wird der Typ-I-Fehler so definiert, dass bei der Durchführung eines statistischen
Tests, ein Muster oder Beziehung in den Daten erkannt wurden, obwohl kein Muster
oder eine Beziehung existiert. Als Wahrscheinlichkeit ein solchen Fehler zu begehen ist
P (Typ-I-Fehler) = P (widerlege H0|H0 Wahr).
Laut Wohlin [40] bietet sich für diesen Experimententwurf der t-Test an. In Wohlin [40]
ist der t-Test wie folgt definiert. Als Eingabe werden zwei unabhängige Stichproben
70
5.5 Analyse und Auswertung
x1, x2, ..., xn und y1,2 , ..., ym definiert. Die Nullhypothese besagt, dass μx = μy gelten











(n − 1)S2x + (m − 1)S2y
n + m − 2
S2x und S2y sind einzelne Stichprobenvarianzen. Das Kriterium, um die Nullhypothese
zu widerlegen ist: Wenn μx = μy, dann folgt, dass die Nullhypothese widerlegt ist, falls
|t0| > tα/2,n+m−2. Der Wert tα,f ist der α Prozentsatz der t Verteilung mit dem Grad f an
Freiheit, der dem Wert n + m − 2 entspricht. In den folgenden Test der Hypothese wird
der Wert α = 0.05 vorausgesetzt, was genauer bedeutet, dass wenn einen Wert von
|t0| > tα/2,f gefunden wurde, wurde ein Widerspruch zu H0 gefunden. Genauer wird die
Wahrscheinlichkeit P (|t0| ≥ |t|) < α betrachtet. fx steht für die Verteilungsfunktion.
Eine Ausnahme beim Testen der Hypothese ist die Erkennungsrate. Da diese Einträge
nur mit einem binären Wert bei der Messung eingetragen sind, wird für diese Daten nicht
zu dem t-Test zugegriffen. Für diese Form von Daten wird der Exakte Test nach Fisher
verwendet [42]. Eine Kontingenztafel der Größe 2x2 wird für die binären Werte benutzt.
Im Test wird die hypergeometrische Verteilung benutzt um die exakte Wahrscheinlichkeit
p zu berechnen. Je kleiner der Wert p ist, desto größer ist die Signifikanz unserer
Messungen, und somit kann die Hypothese 0 widerlegt werden. Für diesen Test wird
auch der Signifikanzwert α = 0.05 vorausgesetzt. Wenn also p < α gilt kann die
Hypothese 0 widerlegt werden.
Prozessorauslastung









(60 − 1)8.517392 + (60 − 1)0.451812














⇒ P (|t0| ≥ 34.7913) < α = 0.05 ⇒ μpar = μptf
⇒ H0 widerlegt
⇒ Es gilt H1 : μpar < μptf
Speichernutzung




Anzahl der Messungen 60 60
Sp =
√
(60 − 1)4.292452 + (60 − 1)6.047532














⇒ P (|t0| ≥ 53.0296) < α = 0.05 ⇒ μsar = μstf
⇒ H0 widerlegt
⇒ Es gilt H1 : μsar > μstf
72
5.5 Analyse und Auswertung
Erkennungszeit




Anzahl der Messungen 16 46
Sp =
√
(16 − 1)6.2286032 + (46 − 1)1.44972














⇒ P (|t0| ≥ 7.32456) < α = 0.05 ⇒ μtar = μttf
⇒ H0 widerlegt
⇒ Es gilt H1 : μtar > μttf
Erkennungsrate
Tabelle 5.10: Exakter Test nach Fisher - Berechnung für die Erkennungsrate
μear μetf Reihe insgesamt
Erkannt 16 46 62
Nicht erkannt 44 14 58









) ≈ 2.8696 ∗ 10−8




⇒ Es gilt H1 : μear < μetf
5.6 Ergebnisse
Bis zu diesem Zeitpunkt wurde der Entwurf des Experimentes, die Gültigkeitsbewertung,
die Ausführung des Experimentes, die statistische Auswertung der Daten und das
Testen der Hypothese betrachtet. Nun ist es Zeit, eine Schlussfolgerung über den ganzen
Experimentprozess zu ziehen. Bei der Auswertung der Daten wurden drei Maschinenteile
betrachtet. Die Ergebnisse für die abhängigen Variablen Prozessorauslastung und
Speichernutzung waren bei den Messungen über die drei Maschinenteile ähnlich verteilt.
Nach dem die Nullhypothese für die Prozessorauslastung 5.7 und die Speichernutzung
5.8 widerlegt wurde, können nun Schlussfolgerungen über die beiden abhängigen Varia-
blen ziehen. So wurde eine größere Prozessorauslastung für das Framework TensorFlow
Lite im Vergleich zum Framework ARKit festgestellt, während bei der Speichernutzung
das Framework ARKit einen größeren Wert an Speicher benötigt, als das Framework
TensorFlow Lite. Signifikante Unterschiede zwischen den Messungen gab es bei den
abhängigen Variablen Erkennungszeit und Erkennugnsrate. Bei der Betrachtung von
Maschinenteil 1, kann aus der Abbildung 5.7 erkannt werden, dass bei Maschinenteil 1
eine Erkennungsrate bei dem Framework ARKit von nur 5% gemessen wurde. Bei den
Maschinenteilen 2 und 3 war die Erkennungsrate für das Framework ARKit bei 40% und
35%, was deutlich höhere Werte sind. Im Gegensatz zum Framework ARKit, hat das
Framework TensorFlow Lite für die Maschinenteile 1, 2 und 3 bei der Erkennungsrate
die Werte von jeweils 75%, 95%, 60% erzielten. Daraus kann gefolgert werden, dass die
Erkennung eines Maschinenteils durchaus von seinem Aufbau und Merkmalen abhängt.
Weiterhin kann, dank der Widerlegung der Nullhypothese 5.10, die Werte der jeweiligen
Frameworks mit einander vergleicht werden und daraus folgt, dass das Framework Ten-
sorFlow Lite, für Maschinenteile die in diesem Experiment verwendet wurden, sich besser
für eine Objekterkennung eignet. Die durchschnittliche Erkennungszeit unterscheidet
sich auch enorm zwischen den zwei Frameworks. So wurde bei den Maschinenteil 1
eine durchschnittliche Erkennungszeit von 15.9s für das Framework ARKit und 0.636s für
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das Framework TensorFlow Lite festgestellt. Bei dem Maschinenteil 2 hat das Framework
ARKit einen durchschnittlichen Wert von 5.49s und TensorFlow Lite 0.81s. Maschinenteil
3 hat einen durchschnittlichen Wert von 11.08s für das Framework ARKit und 1.71s für
TensorFlow Lite. Da die Nullhypothese 5.9 widerlegt wurde, kann gefolgert werden,
dass über die ganzen Messungen das Framework TensorFlow Lite eine schnellere
Erkennungszeit, als das Framework ARKit hat.
Zusammengefasst kann anhand der jeweiligen Schlussfolgerungen festgestellt werden,
dass das Framework ARKit nur beim Merkmal Prozessorauslastung besser abgeschnit-
ten hat als das Framework TensorFlow Lite. Bei allen anderen gemessenen Merkmalen
hat das TensorFlow Lite Framework besser abgeschnitten. So kann man schlussfolgern,
dass sich für die in diesem Experiment verwendeten Maschinenteile, der verwende-
ten Umgebung sowie den verwendeten Instrumenten das FrameWork TensorFlow Lite





Im folgenden Kapitel wird ein Überblick über wissenschaftliche Arbeiten gegeben, die
sich mit dem Thema Computer Vision und Augmented Reality mit Schwerpunkt Objek-
terkennung befassen.
6.1 SSD: Single Shot MultiBox Detector
Liu et al. stellen eine Methode zur Objekterkennung in Bildern vor, die ein einziges
neuronales Netz verwendet [38]. Dabei wird der Ausgaberaum der Boxen, die das
erkannte Objekt umrunden, diskret dargestellt, nämlich in einer Menge von gewöhnlichen
Boxen über verschiedene Seitenverhältnisse und Skalierungen anstelle der Feature im
Bild. Bei der Erkennung generiert das neuronale Netz ein Resultat, das die Genauigkeit
des erkannten Objektes repräsentiert. Die Box wird dann anhand der erkannten Kontur
des Objektes angepasst. Das neuronale Netz kombiniert die Voraussage über mehrere
Featurebereiche im Bild, die unterschiedliche Auflösung haben, um in der Lage zu sein
Objekte unterschiedlicher Größe zu erkennen.
In der Trainingsphase benötigt das SSD Framework ein Eingabebild und eine Box, die
das Objekt umrahmt (siehe Abbildung 6.1a). Es werden anhand einer Faltung die Menge
der Boxen unterschiedlicher Seitenverhältnisse auf jeder Position der vorhandenen
Featuremenge in unterschiedlichen Skalierungen, hier 8x8 Pixel (Abbildung 6.1b) und
4x4 Pixel (Abbildung 6.1c) evaluiert. In jeder Box werden die Abweichungen zur Form




Abbildung 6.1: SSD Framework [38]
6.2 You Only Look Once: Unified, Real-Time Object Detection
Redmon et al. verfolgen einen ähnlichen Ansatz wie das vorgestellte SSD Framework
[43]. Ein neuronales Netz berechnet Boxen, die das erkannte Objekt umrahmen, und
zum Objekt zugehörige Klassen aus einem Bild in einer Evaluation. Die Funktionsweise
besteht aus folgenden Schritten: Ein Convolutional Neural Network sagt gleichzeitig
mehrere Boxen und Wahrscheinlichtkeitsklassifizierungen für diese Boxen voraus. YOLO
(kurz von You Only Look Once) verwendet in der Trainingsphase ganze Bilder. Dabei
wird mit einer Regressionsanalyse an das Erkennungsproblem herangegangen. YOLO
ist sehr performant, da es im Gegensatz zu Ansätzen mit rekurrenten neuronalen Netzen
keine komplexen Bearbeitungsschritte gibt. In rekurrenten neuronalen Netzen wird zuerst
ein Bereich mit potenziellen Boxen generiert, welche das Objekt umrahmen. Danach
werden diese Boxen klassifiziert. Nach der Klassifikation folgt die Nachbearbeitung
der Boxen und Eliminierung der Duplikate. Für eine Regressionsanalyse werden diese
komplexe Schritte nicht benötigt, da ein einziges Convolutional Neural Network mehrere
Boxen gleichzeitig vorhersagt.
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6.3 Multiple 3D Object Tracking for Augmented Reality
Eine Herangehensweise ohne neuronale Netze wird von Park et al. vorgestellt [44]. Der
Schwerpunkt der Arbeit liegt in der Erkennung mehrerer Objekte in einem Bilddatenstrom.
Dabei werden Features Frame für Frame erkannt. Für jedes Objekt, das erkannt werden
soll, steht ein CAD 3D Modell und eine Menge an Referenzbildern der Feature des
Objektes zur Verfügung. Jeder Eingabeframe wird dann mit einer Teilmenge der Features
verglichen. Es werden Features verfolgt, die auf dem Objekt erkannt wurden; diese
werden dann von Frame zu Frame weiter verfolgt. Die Menge an Treffern wird dann
genutzt, um die Position des 3D Objektes in dem nächsten Frame zu schätzen, sodass
das Objekt weiter verfolgt werden kann.
Wenn ein neues Objekt in der Kameraeingabe erscheint, initialisiert das System eine
Verfolgung des Objektes von eine Bild zur dem nächsten Bild. Um die Verfolgung
durchzuführen, werden die Featurepunkte auf der Oberfläche des Objektes erkannt, die
dann in den folgenden Bildern verfolgt werden. Von diesem Punkt kann die Schätzung
der Position des Objektes stattfinden, während die Objekterkennung keinen Faktor spielt,
da das Objekt nur verfolgt wird. Die Verfolgung des Objektes ist im Gegensatz zur
Objekterkennung performanter, da bei der Verfolgung eines Objektes, das aktuelle Bild
mit dem vorherigen Bild vergleicht werden kann und somit leicht feststellen kann, wo die
Pixelbereiche im aktuellen Bild sich im Gegensatz zum vorherigen Bild befinden. Aus
der Menge der gefundenen Features werden dann in einem Hintergrundprozess Treffer
der Features des betrachteten Objektes und dem Features des CAD 3D Modells und
der Refferenzbilder berechnet.
6.4 Augmented Reality Frameworks
Außer dem Framework ARKit existieren noch weitere Frameworks für Augmented Reality,
doch nicht alle Frameworks haben eine Unterstützung für Objekterkennung. ARCore
erfüllt die Grundfunktionalitäten eines Frameworks für Augmented Reality, unterstützt
jedoch keine Objekterkennung. Einen ähnlichen Ansatz wie das in Abschnitt 6.3 vorge-
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stellte Framework von Park verwendet das Framework VisionLib [45], welches CAD
Modelldaten analysiert und mit Objekten in der realen Umgebung vergleicht und nach
Übereinstimmungen sucht. Vuforia [46] ist ebenso ein Framework das Objekterkennung
unterstützt. Es erkennt anhand eines 3D Scans ein reales Objekt. Die Funktionsweise
ist dabei sehr ähnlich zu der von ARKit.
Gleicherweise gilt auch, dass neben TensorFlow andere Frameworks existieren, die für
Machine Learning verwendet werden können. Core ML ist ein von Apple entwickeltes
Framework. Das TensorFlow Team hat Konverter veröffentlicht, die es ermöglichen
TensorFlow Modelle zu konvertieren und in dem Core ML Framework zu verwenden.
Eine Open-Source Alternative zu CoreML ist das Framework PyTorch [47], das für die
Entwicklung von Deep Neuronal Networks geeignet ist.
6.5 Alternative Objekterkennungstechnologien
Eine Objekterkennung kann nicht ausschließlich mit einer Kameraeingabe durchgeführt
werden. Es existieren verschiedene Techniken, mit welchen eine Objekterkennung
durchgeführt werden kann. Eine Möglichkeit ist es die zu identifizierenden Objekte mit
RFID Chips [48] auszustatten. Vogt betrachtet diesen Anwendungsfall, bei dem auch
mehrere Objekte gleichzeitig erkannt werden können, wobei die Anzahl der RFID-Tags
nicht begrenzt ist [49].
Eine weitere Möglichkeit ist es, Markierungen an die Objekte zu platzieren, die erkannt
werden sollen. Garrido-Jurado stellt ein Markierungssystem vor, das aus Referenzmarker
besteht, die eine quadratische Form haben. Es wird die Generierung der Markierungen




Im Rahmen dieser Arbeit wurde ein Anwendungsfall betrachtet, in dem Maschinentei-
le einer Pharmaverpackungsmaschine durch Objekterkennung erkannt werden sollen.
Eine zuverlässige Objekterkennung könnte zum Beispiel die Wartung einer Maschine
erleichtern, in dem Informationen über die erkannten Teile geliefert werden können.
Prozess-orientierte Informationssysteme, die mit einer Objekterkennung überprüfen
können, ob zum Beispiel die richtigen Bauteile im entsprechenden Prozessschritt ver-
wendet werden, könnten Service-Abläufe unterstützen und beispielsweise fehlerhafte
Prozessausführungen erkennen und vermeiden. Zur Objekterkennung existieren viele
Frameworks, von denen im Rahmen dieser Arbeit die beiden Frameworks ARKit und
TensorFlow Lite betrachtet wurden. Dabei wurde eine Evaluation der beiden Frameworks
durchgeführt, um festzustellen welches der beiden Frameworks sich für die Erkennung
von Maschinenteilen besser eignet.
Für die Evaluation der Frameworks wurden zwei Anwendungen entwickelt, welche die
beiden Frameworks implementieren. Die Implementierung der Messungen, sowie die
grafische Benutzerschnittstelle, wurde in den beiden Anwendungen identisch implemen-
tiert. Beide Anwendungen wurden für die iOS Plattform entwickelt, da ARKit nur für die
iOS Plattform zur Verfügung steht.
Das Experiment wurde nach bewährten Methoden sorgfältig geplant und beschrieben.
Es wurde eine Null-Hypothese aufgesetzt, welche dann im Rahmen des Experiments
widerlegt werden sollte. Während des Experiments wurden Sensordaten für Prozesso-
rauslastung, Speichernutzung, Zeit für die 3D-Objekterkennung und ob das 3D-Objekt
erkannt wurde, für die Frameworks ARKit und Tensorflow Lite paarweise erfasst. Bei der
Durchführung des Experimentes wurden folgende unabhängige Variablen betrachtet:
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die Richtung, aus der das Objekt beobachtet wird, der Winkel des Handys zum Objekt
und die Entfernung zum betrachteten Objekt. Jedes Maschinenteil wurde aus den Ent-
fernungen von 45cm, 60cm und 80cm beobachtet, wobei der Winkel abhängig von der
jeweiligen Entfernung war. Weiter wurde jedes Maschinenteil aus jeder Himmelsrichtung
beobachtet, um alle Features des einzelnen Maschinenteils bei der Objekterkennung zu
betrachten. Der Ablauf eines Versuches bestand aus der Auswahl einer Konfiguration
der unabhängigen Variablen, der Auswahl des Maschinenteils und der Auswahl der
Anwendung des zu testenden Frameworks.
Nach statistischer Auswertung der erfassten Daten zeigte sich, dass die gesammelten
Daten signifikant sind und aus den Ergebnissen des Experiments belastbare Schluss-
folgerungen für das betrachtete Experimentalsetup gezogen werden dürfen. Aus den
Ergebnissen folgt, dass das ARKit Framework nur beim gemessenen Merkmal Pro-
zessorauslastung besser abgeschnitten hat als das TensorFlow Lite Framework. Bei
allen anderen gemessenen Merkmalen hat das TensorFlow Lite Framework besser
abgeschnitten. Daraus folgt, dass sich für die in diesem Experiment verwendeten Ma-
schinenteile, der verwendeten Umgebung sowie den verwendeten Instrumenten das
TensorFlow Lite Framework besser für eine Objekterkennung dieser Maschinenteile
eignet.
Basierend auf diesen Ergebnissen bieten sich weitere Experimente an, die neben
veränderten Licht- und Raumparametern auch andere Geräteklassen untersuchen, um
weiterreichende Aussagen über die Verwendbarkeit der Objekterkennungsframeworks
für industrielle Umgebungen treffen zu können.
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