ABSTRACT
INTRODUCTION
In the past, a lot of attention has been given to physical, natural and chemical laws, from which the mathematical models were derived by deduction. This process is called the analytical modeling. As the time past, the attention drifted to experimental methods. These experimental methods, however require the existence of a physical object and a possibility to carry out experimental tests. Experimental methods are also costly by means requirements on the aperture equipment. An inseparable part of designing of different complicated devices is the creation of mathematical models using computers.
Real object and its model belong to the general terms of the experimental system identification. The real object is understood as an original or a real device, on which it is possible to carry out measurements, observations, the aim of which is to get to know internal relation in the system [1] , [2] .
Modeling expresses the experimental process, during which we assign a physical or an abstract model to the modeled system based on chosen criteria. It is one of the oldest methods of obtaining knowledge that originated from mimicking natural phenomena up to modeling on the principal of geometrical similarity. Apart from a physical model, we can also assign the system an abstract model (mathematical model -MM).
Although, the mathematical model does not allow to carry out experiments with physical basis, it allows to research phenomena ongoing on the original system using their mathematical description [2] , [3] .
The paper focuses on designing an application for a system's experimental identification, which consists of a graphical user interface (GUI) and block schemes of the final model. The main aim is to simplify the process of creating experimental models with the possibility to compare methods of experimental identification based on their accuracy.
METHODS OF EXPERIMENTAL IDENTIFICATION
The experimental identification (EI) of systems addresses the investigation of dynamic properties of a system and stating its mathematical model using an experimental approach. Based on the testing signals we influence the system, record its response and subsequently state the model based on the measured signals [2] .
Methods of experimental identification require the existence of the researched object and a possibility to carry out experiments on this object. However, they do not require total knowledge of the system's structure and description of its processes. In order to create experimental models, we have chosen five methods that belong to two groups: deterministic methods and artificial neural networks.
Deterministic Methods

Method of Successive Integration
The method of successive integration (MSI) [3] , [4] allows the approximation of the transition function of a system on other output signal in form of a step function. This means that the output signal brings the system from one balanced state into another balanced state. These states are not necessarily the same.
In the first step, from the input signal values u(t) and output signal values y(t) we identify the coefficients of a differential equation (a 0 , a 1 
After integrations in constraints from 0 to infinity with the stated initial and terminal conditions , 0 0 )
we get a coefficient a 1 in form
By continuing with the integrations we can obtain the following coefficients, although the more we continue, the more the calculation error increases over the allowed border. This means that the methods of successive integration are practically usable only for systems of 2nd degree at maximum.
Area Method
Area method (AM) [3] , [4] has basis in a transfer function in the form:
With a ratio of settled input values and output it is possible to calculate the amplification K:
For the unit step on the input side we get a transfer function h(t). It holds that:
This method starts from the consecutive calculation of unknown coefficients of the system's model using calculation of progressively defined areas.
Area of the first degree S 1 is defined by the relation:
Using the Laplace transformation, we can express the area S 1 as:
In order to state the coefficients a 1 , a 2 , ... , a n of the researched model, it is necessary to evaluate the area of the i-th degree. Their evaluation using a i-fold integration is influenced by error. This error increases with each integration. Because of this reason, it is convenient to evaluate suitable areas S i using a single integration and evaluating a so called momentum function of the i-th
For the area S i it holds:
Coefficients of the transfer are evaluated of the i-th area using an expression:
More accurate model can be obtained with continuous evaluation of coefficients a i . After obtaining sufficiently accurate model, or if the evaluated coefficient is negligibly small, the calculation terminates.
Artificial Neural Networks
A neural network (NN) [5] , [6] , [7] is a massively parallel processor with inclination to storing experimental knowledge and their later usage. Neural networks mimic the human brain by collecting knowledge during learning and their storing using interneuron connections. Neural networks consist of neurons (mutually connected elements) working in parallel. Neurons and NN were inspired by a biological nerve system. Similarly as in nature, their function is stated by connection between neurons. Based on the configuration of the connections (synaptic weights) and network connections with the external environment, it is possible to train such a network and configure its properties, so that it will carry out a specific set of functions.
Time Delay Neural Network
Time Delay NN [8] , [9] are feedforward neural networks that allow the multilayer network to use an "eye to the past". This means that except for the momentary 
., t-D)
. TDNN can be trained using a classic procedure of error back propagation, although it is possible to sustain the order of the training samples in the training set. The scheme in Fig. 1 is suitable to predict time series. It contains a dynamic component in input and does not contain feedback. This is why the learning process is very fast.
Distributed Delay Neural Network
Distributed Delay NN [11] is a network type that distributes stored delay links throughout the entire network. The Fig. 2 shows a double layer DDNN with delay on both layers. A drawback of this network is a time consuming learning process because dynamic variants of backpropagation are using during learning. 
NARX Neural Network
NARX NN (nonlinear autoregressive network with exogenous inputs) [12] is a recurring dynamic network with feedbacks between various network layers. Model of this NN is based on a linear ARX model. To model nonlinear dynamic systems, in which the previous output is used as an input we use NARX networks. This approach is more beneficial, because the input of the feedforward NN is more accurate, by which it positively influences accuracy of the resulting network. 
DESIGN OF AN APPLICATION FOR EXPERIMENTAL IDENTIFICATION
The designed application for experimental identification of a system consists of two main parts. The graphical user interface (GUI) in the MATLAB environment and block schemes of the experimental models in Simulink environment. The GUI design can be seen in Fig. 4 .
Fig. 4 Design of the user interface
The application contains the following functionalities: 1. Reading the input data -The user opens the .mat file with data and selects data input and output.
Choice of method of experimental identification (EI) -Possibility to choose from five methods. Two of them are deterministic (Method of successive integration and Area method). The other 3 types are artificial neural networks (Time Delay Neural Network, Distributed Delay Neural Network, NARX Neural Network).
Initial parameters -Is it possible to enter a range
of input data, that will be used while creating a model using methods of experimental identification. It is appropriate mostly in deterministic methods, where models are evaluated using a leap signal change. In neural networks, the values are automatically set according to the length of the input data. 
Parameters of neural networks
Designing the block schemes of experimental models
Block schemes can be created in two ways. The first is their creation using libraries that are implemented in the Simulink environment. The second way is creating the block schemes using commands in MATLAB. For the purpose of our solution, we have chosen the second alternative because it has the following advantages [4] :
 The user can create various other commands (evaluations, measurements, data preprocessing, …) before the creation of the system. These commands can be automatically included into parameters in each block scheme. Before the model is drawn, the blocks or parameters can be altered based on before stated criteria.  When changing a block in a scheme, it is enough to change its name in the code and launch the model redraw.  Using commands, a complete draw of the scheme is faster than by moving the blocks from the library in the Simulink environment.
The resulting block schemes slightly differ for deterministic methods and neural networks. In case of the deterministic methods, the model of the system is entered in form of a transfer function in a discrete form into the Discrete Transfer Fcn block. An example of the scheme for the area method is shown in Fig. 5 . In case of the neural networks, the evaluation model of the system is represented by a neural network block, generated by the gensim command. The scheme of a Time Delay Neural Network can be seen in Fig. 6 . 
TESTING THE IMPLEMENTED APPLICATION
Testing of the application was done on data obtained from a small turbojet engine MPM-20 [13] , [14] placed in the Laboratory of Intelligent Control Systems of Aircraft Engines. In deterministic methods, we used the P 3C as an input parameter (total pressure of gas on the input of the gas turbine) and as a requested output parameter P 2C (total pressure of air on the output from the radial compressor). After choosing the method of successive integration the calculation to obtain the transfer function takes place and a scheme of the resulting model is generated (Fig. 7) . Next, the resulting graph of the method of successive integration is drawn in the GUI. The result can be observed in Fig. 8 . The dark blue color represents the progress of the measured parameter, in this case out chosen output, the P 2C . The red color represents the selected output of the model, thus the modeled values of the given parameter. On the left down side, the value of the mean absolute percentage error (MAPE) is shown. This value expresses the accuracy of the model, thus the deviation between the value of the measured parameter and the value evaluated by the model. Within this test, the error reached 1.173 %. In neural networks, the Q Pal (weighted flow of the fuel) was designated as the input and P 2C as the requested output parameter. In the lower part of the application window, the progress graphs of the chosen parameter are drawn. Initial parameters and default values of parameters for neural networks are also automatically set (Fig. 9) . We have chosen the Time Delay Neural Network and after the launch, the training of the neural network took place. As a result, an output experimental model was generated (Fig. 10) . Next, the resulting graph is drawn in the GUI. This graph can be observed in Fig. 11 . The dark blue color line shows the progress of the measured parameter. It represents our chosen output P 2C . The black color represents selected output from the neural model (TDNN). The value of the mean absolute percentage error was evaluated as 2.3045 %. In case we need to compare outputs of the models of each method based on the accuracy, the application allows us to draw the progress of the simulations without removing previous graphs and data. This means that all simulations can be shown in a single window, with color distinctions for each method and their errors. This view can be seen in Fig. 12 , where the blue color shows the measured parameter (in this case the P 2C ), red is the output of the successive integration model, black is the output of TDNN and pink is the output of the DDNN. The best resulting models created by the proposed application was used in the diagnostic and backup system of the small turbojet engine [14] , [15] , [16] .
CONCLUSIONS
This paper dealt with designing of an application for experimental identification of a system. MATLAB and Simulink programming environments were used. Five methods (Successive integration, Area method, Time Delay Neural Network, Distributed Delay Neural Network, NARX Neural Network) were described. From these methods we can pick any during the design of an experimental model. The application was tested on a dataset from a small turbojet engine MPM-20, where its functionality was approved.
The main benefits of the application are: -work in a neat and user friendly graphical interface, -possibility to choose from the five methods of experimental identification, -automation of the process for creating experimental models, where the model's block scheme is automatically generated, its accuracy is evaluated and a graph from the outputs of the model is drawn, -acceleration and simplification of the model design without the need to launch different scripts, -evaluation and comparison of the experimental identification methods for the purpose of selection the most accurate method.
