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Abstract—Automatic analysis of minimally invasive surgical 
(MIS) video has the potential to drive new solutions that alleviate 
existing needs for safer surgeries: reproducible training 
programs, objective and transparent assessment systems and 
navigation tools to assist surgeons and improve patient safety. As 
an unobtrusive, always available source of information in the 
operating room (OR), this research proposes the use of surgical 
video for extracting useful information during surgical 
operations. Methodology proposed includes tools' tracking 
algorithm and 3D reconstruction of the surgical field. The 
motivation for these solutions is the augmentation of the 
laparoscopic view in order to provide orientation aids, optimal 
surgical path visualization, or preoperative virtual models 
overlay. 
Keywords: MIS, video image analysis, 3D reconstruction, tool 
tracking, organ reconstruction 
I.  INTRODUCTION  
During an intervention, minimally invasive surgeons must 
navigate the anatomical landscape without the usual sensory 
clues. The deployment of this surgery is based on an indirect 
manipulation of specialized surgical tools introduced in the 
abdominal cavity through small incisions. Surgeons follow the 
operation through an indirect visualization of the surgical field 
captured by an endoscope [1][2]. 
Surgical navigation systems are providing new possibilities 
for minimally invasive surgery (MIS). These systems allow to 
transfer preoperative data, images and decisions to the 
operating room (OR), and to give the surgeon guidance during 
the procedure. Traditionally, the surgeon had to translate all 
this information mentally to the real scenario in front of him, 
with the difficulties this entails, most notably disorientation 
with respect to the medical image studies. Image guided 
surgery (IGS) systems have the potential to compensate these 
limitations. Difficulties arise in soft-tissue surgeries due to 
organ shifting and tissue deformation, caused by breathing, 
heartbeat, patient movement, and surgeon’s manipulation [3]. 
Automatic analysis of surgical video captured by the 
endoscope has the potential to drive new solutions that lighten 
existing needs for safer surgeries. Reproducible training 
programs, objective and transparent assessment systems and 
navigation tools to assist surgeons and improve patient safety 
can be developed by means of the analysis of video sequences.  
Surgical video sequences provide useful information about 
the position of instruments and organs, surgical maneuvers, 
measurements of distances or even an approximate 3D 
reconstruction of the surgical scene. Laparoscopic video 
images are an always available source of information and can 
be used without adding extra technological components in the 
OR. This research proposes its use for extracting useful 
information during interventions, helping surgeons within their 
performance [4]. 
II. METHODOLOGY 
A. Tools' tracking algorithm 
During an intervention, keeping surgical tools centered in 
the field of view of the image is most important in order to 
reduce risks of damaging non visible anatomic structures. 3D 
localization of surgical instruments is also a critical issue and 
can help overcome the lack of depth perception and 
misorientation characteristic of MIS techniques. In these 
procedures, the knowledge of the tools' 3D position constitutes 
an important step to guide and advice surgeon about the 
proximity of delicate areas. 
Traditionally, object tracking is achieved by devices based 
on mechanical, optical, acoustic or electromagnetic 
technologies [5]. Their introduction in the OR may 
compromise patient safety since they disturb the surgical 
workflow and ergonomics. 
Video analysis can cope with 2D and 3D tools' localization. 
Tools' segmentation has been addressed using several 
approaches, using color either on RGB [6][7] or HSV ("Hue, 
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Saturation, Value") space [8], geometrical properties such as 
border detection [9], or a combination of both [10]. 
Moreover, tracking methods must cope with partial 
occlusions, the insertion and removal of different tools, and 
with image quality degradation caused by gas and smoke. 
Image-guided surgical applications require real-time, 
accurate and robust tracking of tools during the entire surgical 
procedure. The challenge of the approach is to extract the 3D 
position and orientation of a rigid cylindrical tool from the 2D 
information of the surgical scenario captured by endoscope. 
The method proposed extracts information about the tool's 
edges and tip employing automatic segmentation based on 
color and movement features, and based on the projective 
geometry of the surgical scene (figure 1.b) [11] is able to 
determine its 3D position and orientation.  
 
 
(a) (b) 
Figure 1. (a) Image processing for extracting 2D information (b) 
Model of the laparoscopic tool used for calculating the 3D position 
and orientation of the tools; C: optical center, P: tip of the tool; N: 
point of the cylinder axis whose projective line is perpendicular to this 
axis; Ω1, Ω2: planes of sight of the tool edges; E1, E2: projective tool 
edges. 
B. Surgical scene reconstruction methods 
One of the limitations in laparoscopic surgery is the loss of 
depth information. The recovery of the depth map associated to 
the image from the endoscopic camera is the objective of this 
research. There are in the literature several computer vision 
approaches to the problem [11]-[18], but with limited success. 
The main challenge is the complexity of the surgical scene, 
which leads to the limitations of existing solutions. Most 
techniques assume some physical constraints not always valid 
for an endoscopic scene (e.g. a static scene viewed from 
different angles by a moving camera), and occlusions or 
camouflages (occult zones or not detected ones) are difficult to 
resolve. 
In order to achieve a reconstruction of the surgical scene, 
this research exploits one of the depth clues in an image: the 
shading of objects [19][20]. "Shape from Shading" (SfS) 
algorithms are applied, which assume a lambertian light 
interaction model with the surface of organs. The strength of 
this approach is the only need of one frame of a video sequence 
to estimate a depth map, and the main limitation is the 
impossibility to handle occlusions and relative depths between 
adjacent objects. With these characteristics, one of the natural 
applications of SfS solutions is laparoscopic liver procedures. 
The goal is integrating visualization of major vessels and 
targeted tumors as well as preoperative resection planning 
information into the endoscopic images [20]. 
In more detail (see Figure 2), the approach developed for 
liver interventions implements a propagation SfS technique 
initialized from the closest point to the camera. Due to the 
specular reflection of light on the surface of the liver, the 
closest point in the image is the brightest. This solution 
therefore reconstructs the visible patch of the liver captured by 
the endoscope, with a previous segmentation step as described 
in [4]. The reconstruction problem has two unknown properties 
of the object, the distance to the camera (what is coupled to 
knowing the scale of the object), and the albedo of the material 
(the property that determines how much light is absorbed by 
the material, and how much is reflected back). The solution to 
these two unknowns is resolved by an iterative 3D 
reconstruction and 3D registration via a modified Iterative 
Closest Point algorithm (ICP). For more details, the reader is 
referred to [20].  
 
Figure 2. Data pipeline for the augmentation of the surgical view in a 
liver resection procedure, where the resection line decided in a 
preoperative stage is overlaid on the surgical image.  
III. RESULTS  
A. Tools' tracking results 
Two validation sequences are used to evaluate the 
performance of the laparoscopic tool’s tracking method. Two 
different movements were simulated, “Constant depth 
movement” and “Variable depth movement”, acquired in a 
laboratory surgical setting. With this setting results obtained 
showed a standard deviation lower than 2.09 and 3.55 in 
constant depth movements and variable depth ones. However, 
there is an inherent constant error (lower than 9 mm. in 
variable depth movements), whose origin is due to inaccuracies 
in the tool's edges detection. 
B. Surgical scene reconstruction results 
An exemplary result of the 3D reconstruction of a surgical 
scene is presented in Figure 3, combined with the estimation of 
the 3D pose of the surgical tools. An important limitation of 
shading information is the presence of noise sources, like inter-
reflections or specularities. While specular bright regions are 
relatively easy to detect and compensate, inter-reflections 
originated in surrounding organs are quite unpredictable and 
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variable due to movements caused by respiration, cardiac 
motion, and mechanical shift accompanying the surgical 
intervention. 
 
Figure 3. Reconstruction of the surgical scene. (a) Original 
laparoscopic image, (b) depth map, (c) image 3D 
reconstruction combining scene reconstruction and tool 
localization (green cylinders).  
IV. CLINICAL APPLICATIONS 
A. Surgical guidance and orientation  
In order to deal with deviations from preoperative data due 
to organ shifting and deformations, updated information must 
be given periodically to update the navigational models. 
Typically, new images based on intraoperative CT or 
laparoscopic ultrasound (LUS) are taken. However, inclusion 
of these systems in the OR contributes negatively to a 
technological overload of elements. Plus, their usage 
constitutes an interruption in the normal workflow of the 
intervention. Additionally, tool's tracking for guidance is 
usually achieved by mechanical, optical, acoustic or 
electromagnetic sensors [5]. 
By means of endoscopic scene reconstruction, updated 
information on the organ's disposition can be acquired and 
registered with the preoperative models in a non-disruptive 
fashion. Similarly, tools can be tracked with respect to the 
endoscope without the need of mounted sensors. The surgical 
workflow needs not be seriously interrupted, and no additional 
equipment is necessary in the OR (save for visualization),  
B. Objetive motor skills assessment 
Metrics definition extracted from laparoscopic video 
images can cope with efficiency kinematic parameters, such as 
path length, path deviation, speed profile or motion smoothness 
[21]. 
Surgical video recordings can also be used for objective 
motor skills assessment [22] and for post-surgical evaluation of 
the operation. The latter can be achieved by means of the 
automatic extraction and storage of "quality parameters" of the 
surgical intervention in the patient's Health Care Record. Once 
an intervention is finished, a clinical report can be performed 
with data extracted from the automatically processed video. 
V. DISCUSSION 
Image guided assistance and navigation for laparoscopic 
surgery poses as an important feature for overcoming some of 
the most problematic limitations a surgeon must deal with. 
However, development of these systems has been slow due to 
the complexities derived from soft tissue deformations and the 
inexistence of anatomical landmarks for patient-to-preoperative 
model registration. 
The traditional approach, inherited from neurosurgical 
navigators, has often opted for a combination of three 
elements: (1) active sensing for both camera and tools to allow 
guidance, (2) intra-operative image modalities such as C-arms 
or LUS for updated information of anatomical structures' 
position(3) the inclusion of artificial fiducials that act as made-
shift landmarks for organ registration. As has been pointed out 
, technological overload and surgical workflow derived from 
this approach may become a handicap for patient surgery. 
Laparoscopic video, an ever-present resource in MIS 
techniques, may help overcome some of these limitations. 
Applied computer vision for extraction of useful information of 
the surgical scene can serve as an aid to surgeons, in a 
transparent, non intrusive manner. 
Surgical tools' localization can provide useful information 
for image-guidance on intra-operative procedures in MIS. In 
these techniques, the knowledge of the tools' 3D position 
constitutes an important step to guide and advice surgeon about 
the proximity of delicate areas. This information can be 
completed with the 3D reconstruction of the organs and the 
anatomic structures present in the scene. 
Passive tracking of the surgical tools is possible without the 
use of sensor systems. However, pinpoint accuracy is required 
in these scenarios. Moreover, a compromise must be found 
between system robustness and real-time updates. Image 
processing tends to be complicated, due to the high variability 
in the intraoperative feeds. Thus, in order to ease processing 
times while ensuring acceptable results, the use of colour 
markers may be required on the surgical instruments. 
A limiting factor in image-based tracking of tools is the 
presence of blurred tool’s edges caused by its movement. This 
causes inaccurate edge detection, which can then propagate to 
the 3D pose estimation. A robust edge detection can include 
temporal constrains, an also geometrical constrains based on 
the position and projection of the insertion point (trocar point) 
[6], which can be obtained with the 3D orientation information 
extracted from the proposed method. 
Complementary to tools' tracking is the 3D reconstruction 
of the surgical scene. Updating pre-operative models based on 
endoscopic information poses itself as the alternative to having 
image acquisition systems in the OR. However, the 
reconstruction of accurate surgical models in real time must be 
first addressed. Moreover, video information is constrained to 
the field of view of the endoscope, and thus model update can 
be only partially and superficially achieved. Taking this into 
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account, the use of non-invasive LUS as a supporting 
technology can be considered for complete registration. 
Characteristics of the reconstruction of a 3D model from 
laparoscopic images will be strongly affected by its application 
and its desired accuracy, robustness, velocity or computing cost 
will be constrained by this issue. Thus, the handling of 
laparoscopic image data in IGS requires real-time algorithms 
and also careful synchronization; in particular between 
simultaneously acquired data from heterogeneous sources (the 
registration problem). Accuracy and robustness needed in this 
case scenario are extremely important, because of risks carried 
out when operating a patient in the OR. Moreover, accurate 
methods have to be developed to register image space to 
physical or patient space based on video processing, with the 
main problem being the lack of anatomical landmarks. In this 
registration field, there are important challenges to be tackled 
such as adaptation to the variability of quality and appearance 
of images, strongly affected by surgical actions and also by 
inter-patient biological variability. 
All limitations considered, including camera-related aspects 
such us image quality, distortions or the field of view, it is 
likely that video-based navigators will probably complement, 
and not replace, other existing solutions. It is our belief that our 
main key innovation is to provide navigation systems based on 
both medical images and computer vision analysis of the 
surgical video, without introducing tracking hardware in the 
OR nor modifying the surgical workflow, developing new 
usable workstations which will be easily integrated in the 
operating theatre.  
Research efforts are required to further develop these 
technologies, so as to harness all the valuable information 
available in any video-based surgery. Future research will deal 
with the optimization of robustness, accuracy and processing 
time of the algorithms in order to make easier their 
incorporation in the clinical routine. 
VI. CONCLUSIONS 
Automatic analysis of MIS video has the potential to drive 
new solutions for alleviating needs of development new 
navigation systems to assist surgeons during the operating 
techniques and improvement patient safety. Thus, video-
endoscopic image analysis is essential for extraction of relevant 
information of the surgical workspace and for creating real-
time image-guided surgical aids: tools', organs' and endoscope 
tracking can be achieved by means of its analysis. 
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