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Abstract—Using the spatial modulation approach, where only
one transmit antenna is active at a time, we propose two
transmission schemes for two-way relay channel using physical
layer network coding with space time coding using Coordinate
Interleaved Orthogonal Designs (CIOD’s). It is shown that using
two uncorrelated transmit antennas at the nodes, but using
only one RF transmit chain and space-time coding across these
antennas can give a better performance without using any extra
resources and without increasing the hardware implementation
cost and complexity. In the first transmission scheme, two
antennas are used only at the relay, Adaptive Network Coding
(ANC) is employed at the relay and the relay transmits a CIOD
Space Time Block Code (STBC). This gives a better performance
compared to an existing ANC scheme for two-way relay channel
which uses one antenna each at all the three nodes. It is shown
that for this scheme at high SNR the average end-to-end symbol
error probability (SEP) is upper bounded by twice the SEP of a
point-to-point fading channel. In the second transmission scheme,
two transmit antennas are used at all the three nodes, CIOD
STBC’s are transmitted in multiple access and broadcast phases.
This scheme provides a diversity order of two for the average end-
to-end SEP with an increased decoding complexity of O(M3) for
an arbitrary signal set and O(M2
√
M) for square QAM signal
set.
Index Terms—Denoise-and-forward, wireless two-way relaying,
physical layer network coding, coordinate interleaved orthogonal
designs, spatial modulation.
I. INTRODUCTION
Wireless two-way relaying scenario in Fig. 1 is considered
where bidirectional data transfer takes place between nodes A
and B with the help of a relay R. The node A(B) cannot
directly communicate with the other end node B(A). It is
assumed that all the three nodes are operating in half duplex,
i.e. the nodes cannot transmit and receive simultaneously in
the same frequency band. Physical Layer Network Coding
(PLNC) introduced in [1], is a new paradigm for wireless
networks where the relay in the network jointly decodes
the transmitted messages and broadcasts a function of the
decoded messages. This provides a significant increase in the
achievable rates in some networking scenario. PLNC exploited
the Multiple Access Interference (MAI) occurring at the relay
in two-way relay channels, so that communication between the
end nodes requires two phase protocol. The relaying protocol
consists of two phases, the Multiple Access (MA) phase where
the nodes A and B simultaneously transmit to the relay R,
Fig. 1(a) and Broadcast (BC) phase where relay R transmits
a function of the received signals during MA phase to the
nodes A and B, Fig 1(b). At the relay R, network coding is
employed so that A(B) can decode B’s(A’s) message, given
that A(B) knows its own message.
A R B
hAR hBR
xA yR xB
(a) MA Phase
A R B
hRA hRB
(b) BC Phase
yA xR yB
Fig. 1: The two-way relay channel
Information theoretic studies about the achievable rates
using physical layer network coding is reported in [2], [3],
[4], [5]. Compute and forward strategy in [2], exploits the
multiple access interference to increase the achievable rates
between the users in the network. Encoder maps messages
from a finite field to lattice and the decoder recovers the
lattice points from the function of the transmitted lattice
points and maps back a function over the finite field. In [3],
in the compute and forward paradigm, the achievable rates
can be increased than those achievable by fixed functions by
using a multilevel coding scheme based on the channel gains.
Denoise and forward (DNF) protocol proposed in [4], [5]
further improves the achievable rates by combining symbols
in the multiple access channel and removing noise from the
combined symbols before broadcasting.
A significant improvement in the end-to-end throughput
for two-way relay channel using Adaptive Network Coding
(ANC) schemes based on DNF protocol is proposed in [6],
[7]. The impact of MAI is minimized by adaptively changing
the network coding maps according to the channel conditions.
In [6], the adaptive network coding maps were obtained
using computer search algorithms and in [7], adaptive network
coding maps were obtained analytically using Latin squares
approach.
Spatial Modulation (SM) introduced in [8], is a recent trans-
mission technique for multiple antenna systems mitigating
the Inter Channel Interference (ICI). Practical multi antenna
systems require multiple Radio Frequency (RF) chains at
the transmitter and receiver, increasing the associated cost,
hardware complexity and inter antenna synchronization pro-
cedures. In SM only one transmit antenna is active at a time,
thus avoiding the above issues and the data is conveyed both
through the symbol chosen from constellation and unique
transmit antenna number chosen from set of transmit anten-
nas. For the same spectral efficiency, SM results in lesser
decoding complexity compared to Vertical Bell Labs Layered
Space Time (V-BLAST) scheme. In [9], Generalized Spatial
Modulation (GSM) uses an optimum number of RF transmit
chains and activates more than one transmit antenna to achieve
better throughput than spatial multiplexing. Diversity gains
are exploited for SM schemes in [10], [11] using space time
coding. It was shown in [11], that using one RF transmit chain
in SM, diversity order of two is achievable using Coordinate
Interleaved Orthogonal Designs(CIOD) in space time coding.
Hence diversity gain can be achieved without increasing the
hardware cost and complexity. In [12], spatial modulation
for two-way network coded channel have been studied and
performance analysis is carried out when the end nodes use
space shift keying (SSK) [13].
In this paper, for wireless two-way relaying scenario, we
consider all the nodes have only one RF transmit chain
similar to spatial modulation technique, thereby using the same
resources as in [6], [7], [15]. We propose two transmission
schemes using physical layer network coding with space time
coding with CIOD’s for two scenarios, Scheme-I: when only
the relay has two transmit antennas and other nodes have one
antenna and Scheme-II: when all the three nodes have two
transmit antennas.
The contributions of this paper may be summarized as
follows:
• For the proposed Scheme-I, coding gain can be achieved
compared to the schemes in [6], [7]. This coding gain is
due to the reduction of BC phase errors by using space
time coding.
• For the proposed Scheme-II, a diversity order of two can
be achieved by physical layer network coding with space
time coding at all nodes using CIOD’s compared to the
schemes in [6], [7] and [15] which have diversity order
one. But this advantage comes at a cost of increased
decoding complexity at R.
Hence just by adding an extra uncorrelated antenna at the
nodes for transmission in the existing schemes [6], [7], [15],
without using a second RF chain, and space-time coding
over these antennas can achieve coding and diversity gains.
Hence the average end-to-end symbol error probability can be
reduced significantly without increasing the hardware cost and
complexity for implementation.
The organization of rest of the paper is as follows: Section II
gives a brief description of the preliminaries used in the paper.
The two proposed schemes, Scheme-I and Scheme-II are
explained in Sections III-A and III-B respectively. Simulation
results are provided in Section IV.
Notations: Throughout, bold, lowercase letters are used
to denote vectors and bold, uppercase letters are used to
denote matrices. For a complex variable x, xI and xQ denote
the real and imaginary part of x, respectively. The complex
number
√−1 is denoted by j. R and C denote the set of
real numbers and the set of complex numbers respectively.
Let span(x1,x2, ...,xn) denote the vector subspace over C
spanned by the complex vectors x1,x2, ...,xn. For a matrix
A, AT and AH denotes transpose and Hermitian transpose
of the matrix A respectively. For a vector subspace V of
a vector space over C, V † denotes the vector subspace
{x : xTv = 0, ∀v ∈ V }. CN (0, σ2) denotes a circularly
symmetric complex Gaussian random variable with zero mean
and variance equal to σ2. Throughout, by SNR we mean
Es
σ2
, where Es is the average transmission energy of all the
nodes and σ2 is the variance of the additive noises. ||.||2
represents the Euclidean vector norm. The operation ⊗ denote
the Kronecker product function. IN and ON represents the
N ×N identity matrix and null matrix respectively.
II. PRELIMINARIES
A. Coordinate Interleaved Orthogonal Designs (CIOD)
CIOD’s are single complex symbol maximum likelihood
decodable linear space time block codes which can offer
full rate and full diversity [14]. Diversity gain in CIOD is
achieved by sending in-phase and quadrature components of
a symbol through different antennas. Let x1 = x1I + jx1Q
and x2 = x2I + jx2Q, be the two complex symbols to
be transmitted using coordinate interleaving. Then the CIOD
STBC for two transmit antenna is given by
X =
[
x˜1 0
0 x˜2
]
(1)
where the row and column indices denotes the antenna and
time indices respectively. The transmitted symbols are x˜1 =
x1I+ jx2Q and x˜2 = x2I+ jx1Q. From (1), it is clear that for
each channel use only one transmit antenna is active. Hence
only one RF transmit chain is required for the transmission
of CIOD STBC’s. The operation required at the transmitter
is to decouple the in-phase and quadrature components of the
symbol and combine it with that of the other symbol and to
switch the transmit RF chain to the required transmit antenna
in every channel use.
CIOD STBC’s will give full diversity when the difference
in in-phase and quadrature components is non-zero, i.e. when
x1 and x2 are taken from the signal set which is constructed to
have a non-zero Coordinate Product Distance (CPD) [14]. Fur-
ther it was shown that for the CIOD STBC’s constructed over
square-QAM signal sets, the coding gain will be maximized
by rotating the constellation by an angle θ = arctan(2)2 radians
and the maximum coding gain is given by 4d
2√
5
, where d is
the minimum distance between any two points in the square
QAM signal set having unit energy.
B. Notion of Singular Fade Subspaces for Two-Way Relaying
Scenario
Consider two-way relaying scenario with two transmit an-
tennas each at nodes A and B and one antenna at the relay. Let
hAR = [hA1R hA2R] and hBR = [hB1R hB2R] be the fade
coefficients associated with A-R and B-R links respectively,
where hAiR and hBiR represents the fade coefficient from
the ith antenna of node A and B respectively to R. Let XA
and XB be 2× T space time codeword matrices of the space
time code C, sent by nodes A and B respectively, where T is
the number of time slots for which the nodes transmit. The
effective constellation, SR(hAR,hBR) seen at R is given by,
SR(hAR,hBR) = {hARXA + hBRXB | XA,XB ∈ C}.
Let dmin(hAR,hBR) be the minimum distance between the
points in the effective constellation SR(hAR,hBR), i.e.,
dmin(hAR,hBR) = min
XA,XB,X
′
A
,X′
B
∈C
(XA,XB) 6=(X′A,X′B)
||hAR∆XA + hBR∆XB||
(2)
where ∆XA = XA−X′A and ∆XB = XB−X′B. From (2),
it is clear that there exists values for hAR and hBR such that
dmin(hAR,hBR) = 0. The minimum distance in the effective
constellation will be zero when the vector [hAR hBR] fall in
a vector subspace of the form
(
span
([
∆XA
∆XB
]))†
, known
as the singular fade subspaces [15]. The probability that the
vector [hAR hBR] belongs to a singular fade subspace is zero,
but when the vector [hAR hBR] falls close to a singular fade
subspace, dmin(hAR,hBR) is greatly reduced, a phenomenon
known as distance shortening [7], [15].
Let V be a singular fade subspace. A map MV
is said to remove the singular fade subspace V , when
MV(XA,XB) = MV(X′A,X′B), ∀XA,XB,X′A,X′B such
that V =
(
span
([
XA −X′A
XB −X′B
]))†
. The harmful effects of
distance shortening in the neighborhood of a singular fade
subspace can be avoided by choosing a map which removes
that singular fade subspace.
For SISO two-way relaying the singular fade subspaces are
of the form
(
span
([
∆xA
∆xB
]))†
= span
([
1
−∆xA
∆xB
])
, where
∆xA = xA−x′A and ∆xB = xB−x′B and xA, xB , x′A, x′B ∈
S. The ratio −∆xA∆xB determines all the singular fade subspaces
and is called the singular fade state [7], [15]. Procedures to
obtain the maps M based on the channel fade state is given
in [6], [7].
III. PROPOSED SCHEMES
Throughout the paper, a quasi static fading scenario is
assumed with the channel state information is available only
at the receivers (CSIR). Let S denote the unit energy signal
set used by the nodes A and B. A(B) wants to transmit
xA(xB) ∈ S to B(A). Data transfer occurs in four phases: Two
Multiple Access (MA) phases during which both the nodes A
and B simultaneously transmit to the relay R followed by two
Broadcast (BC) phases during which R transmits to the end
nodes A and B. Hence the information rate in symbols per
channel use in the proposed schemes is same as that of the
schemes using DNF protocol in [6], [7].
In this paper we consider the following schemes:
Scheme-I: The nodes A and B are equipped with one
antenna, while the relay R is equipped with two antennas,
but with only one RF chain. Hence at the relay during
transmission, only one transmit antenna is active at a time.
During reception any one of the antenna at R is active.
Scheme-II: Here we consider the nodes A and B and the
relay R are equipped with two antennas each, but with only
one RF chain. Hence during the transmission from any node
only one transmit antenna is active at a time. During reception
any one of the antenna is active for all the three nodes.
Compared to the schemes in [6], [7], [15], the proposed
schemes also use the same resources as the schemes uses only
one RF chain.
A. Scheme-I
Let hAR and hBR denote the fade coefficients associated
with A-R and B-R links respectively. Let hRiA and hRiB
be the fade coefficients associated with R-A and R-B links
respectively, where i ∈ {1, 2} denote the transmit antenna of
the relay R.
MA Phases: The node A(B) wants to communicate two
independent complex symbols xA1(xB1) and xA2(xB2) to
B(A). During the ith MA phase i ∈ {1, 2}, the node A(B)
transmit xAi(xBi ) to the relay R. The received signal at the
relay R during the two MA phases is given by
yR = [yR1 yR2 ]
=
√
Es [hAR hBR]
[
xA1 xA2
xB1 xB2
]
+ [zR1 zR2 ](3)
where Es is the average transmission energy of the nodes. The
complex symbol yRi , i ∈ {1, 2} denotes the received signal
at R during the ith MA phase and zRi denotes the additive
noise and is distributed as CN (0, σ2).
Let (xˆRAi , xˆ
R
Bi
) ∈ S2 denote the Maximum Likelihood (ML)
estimate of (xAi , xBi) at R during the ith MA phase based on
the received complex number yRi , i.e.,
(xˆRAi , xˆ
R
Bi
) = arg min
(xA,xB)∈S2
|yRi − hAR
√
EsxA − hBR
√
EsxB|
2.
BC Phases: Let hBR/hAR be defined by γejθ. Depending
on the value of γejθ , R chooses a many-to-one map Mγ,θ :
S2 → S ′, where S ′ is the unit energy signal set (of size
between M and M2) having non-zero CPD used by the relay
R during the BC phase. The map Mγ,θ is chosen to avoid the
harmful effects of distance shortening in the neighborhood of
singular fade states and the procedure to find Mγ,θ is given
in [7]. The choice of the map is indicated to the end nodes by
overhead bits. To ensure that A(B) is able to decode B’s(A’s)
message the map, Mγ,θ should satisfy the exclusive law [6],
i.e.,
Mγ,θ(xA, xB) 6=M
γ,θ(x′A, xB), for xA 6= x
′
A,∀xB ∈ S,
Mγ,θ(xA, xB) 6=M
γ,θ(xA, x
′
B), for xB 6= x
′
B,∀xA ∈ S.
}
(4)
Based on the ML estimates (xˆRA1 , xˆ
R
B1
) and (xˆRA2 , xˆ
R
B2
),
the relay R need to transmit xR1 = Mγ,θ(xˆRA1 , xˆRB1) and
xR2 = Mγ,θ(xˆRA2 , xˆRB2) during the broadcast phases. Let
hRA = [hR1A hR2A] and hRB = [hR1B hR2B ]. The relay
R transmits the two independent complex symbols xR1 and
xR2 using a CIOD STBC given by XR =
[
x˜R1 0
0 x˜R2
]
in the two BC phases, where x˜R1 = xR1I + jxR2Q and
x˜R2 = xR2I + jxR1Q . Hence by using CIOD STBC, even
though relay has two antennas, only one is active during one
channel use. In each channel use, R has to switch the RF chain
P{EA1} = E
(
1
M2
∑
(xA1 ,xB1)∈S2
(
PH{EA1 |Mγ,θ(xˆRA1 , xˆRB1)} =Mγ,θ(xA1 , xB1)}PH{Mγ,θ(xˆRA1 , xˆRB1) =Mγ,θ(xA1 , xB1)}
+ PH{EA1 |Mγ,θ(xˆRA1 , xˆRB1)} 6=Mγ,θ(xA1 , xB1)}PH{Mγ,θ(xˆRA1 , xˆRB1) 6=Mγ,θ(xA1 , xB1)}
))
(5)
≤ 1
M2
∑
(xA1 ,xB1)∈S2
E
(
PH{EA1 |Mγ,θ(xˆRA1 , xˆRB1) =Mγ,θ(xA1 , xB1)}
)
︸ ︷︷ ︸
PA1,BC
+
1
M2
∑
(xA1 ,xB1)∈S2
E
(
PH{Mγ,θ(xˆRA1 , xˆRB1) 6=Mγ,θ(xA1 , xB1)}
︸ ︷︷ ︸
PCE1
) (6)
PA1,BC =
1
M2
∑
(xA1 ,xB1)∈S2
∑
(x′
R1
,xR2 ,x
′
R2
)∈S′3
x′
R1
6=xR1
E
(
PH{xˆR1 = x′R1 , xˆR2 = x′R2 , xR2 |xR1 =Mγ,θ(xA1 , xB1)}
) (7)
≤ 1
M2
∑
(xA1 ,xB1)∈S2
∑
(x′
R1
,xR2 ,x
′
R2
)∈S′3
x′
R1
6=xR1
E
(
PH{xˆR1 = x′R1 , xˆR2 = x′R2 |xR1 =Mγ,θ(xA1 , xB1), xR2}
) (8)
to the required antenna. The received signals at the nodes A
and B at the end of BC phases are respectively given by
yA = [yA1 yA2 ] =
√
Es hRAXR + [zA1 zA2 ]
yB = [yB1 yB2 ] =
√
Es hRBXR + [zB1 zB2 ]
where zAi and zBi , i ∈ {1, 2} denote the additive noise and are
distributed as CN (0, σ2). Since A(B) knows its own messages,
A(B) can decode xBi(xAi), i ∈ {1, 2} by decoding xRi .
Performance: Let xˆAB1(xˆBA1 ) and xˆAB2(xˆBA2) denote the esti-
mate of xB1(xA1) and xB2 (xA2) respectively at the node A(B)
at the end of BC phase. Due to symmetry, we can consider
the SEP at one of the nodes. Let EA1 and EA2 represents
error events {xˆAB1 6= xB1} and {xˆAB2 6= xB2} respectively.
The average end-to-end SEP PS , is given by
PS =
1
2
[P{EA1}+ P{EA2}] . (9)
The symbols xA1(xB1) and xA2(xB2 ) are sent independently
over two time slots by the node A(B), hence the symbols
xR1 = Mγ,θ(xˆRA1 , xˆRB1) and xR2 = Mγ,θ(xˆRA2 , xˆRB2) to
be transmitted in the BC phase are independent. Let H =
[hAR hBR hR1A hR2A]. The term P{EA1} in (9) can be
written as in (5) and can be upper bounded by (6) as shown
at the top of this page.
In (5), PH{Mγ,θ(xˆRA1 , xˆRB1)} = Mγ,θ(xA1 , xB1)} and
PH{Mγ,θ(xˆRA1 , xˆRB1)} 6= Mγ,θ(xA1 , xB1 )} are the prob-
abilities that R decodes to correct and wrong clus-
ters respectively when the pair (xA1 , xB1) is trans-
mitted by the end nodes, for a given realization of
H . PH{EA1 |Mγ,θ(xˆRA1 , xˆRB1)} = Mγ,θ(xA1 , xB1)} and
P{EA1 |Mγ,θ(xˆRA1 , xˆRB1)} 6= Mγ,θ(xA1 , xB1)} are the prob-
abilities of EA1 given that R decodes to correct and wrong
clusters respectively, for a given (xA1 , xB1) pair and for a
given H . The quantities PA1,BC and PCE1 in (6), denote the
probability of error event EA1 at node A at the end of the BC
phase given that the relay decoded to the correct cluster at the
end of MA phase and Cluster Error Probability (CEP) during
the MA phase respectively.
Let xˆR1 and xˆR2 be the ML estimates xR1 and xR2
respectively at the node A at the end of BC phase. The error
event EA1 is same as {xˆR1 6= xR1}, given the relay decoded
to correct cluster at the end of MA phase because the maps
are required to satisfy the exclusive law (4). Since the relay
decodes to the correct cluster, the symbol xR1 to be transmitted
is xR1 =Mγ,θ(xˆRA1 , xˆRB1) =Mγ,θ(xA1 , xB1). Now the term
PA1,BC can be written as (7) and can be upper bounded by
(8). The expression in (8) is the pairwise error probability
(PEP) of a point-to-point 2 × 1 MIMO fading channel. From
[14], [19] PEP of a point-to-point 2×1 MIMO fading channel
using a CIOD STBC has a diversity order of two and falls as
SNR−2.
From [16, Lemma 1], the term PCE1 can be upper bounded
by (10) shown at the top of the next page, where the second
term corresponds the CEP associated with the removable
singular fade states and P pp(S) denotes the average SEP
of a point-to-point fading channel using the signal set S
which falls with SNR−1. For the ANC schemes, the diversity
order associated with the removable singular fade states is
two [16, Th. 1]. The terms having diversity order of two in
P{EA1}, i.e., CEP associated with removable singular fade
PCE1 ≤ 2P pp(S) + 1
M2
∑
(xA1 ,xB1)∈S2
∑
(x′
A1
,x′
B1
)∈S2
x′
A1
6=xA1 ,x′B1 6=xB1
PCE{(xA1 , xB1)→ (x′A1 , x′B1)} (10)
states and broadcast error PA1,BC can be neglected at high
SNR. Hence, at high SNR P{EA1} can be upper bounded by
P{EA1} ≤ 2P pp(S).
Following a similar procedure, we can show that at high
SNR the term P{EA2} can also be upper bounded by
P{EA2} ≤ 2P pp(S). Hence from (9), the average end-to-end
SEP can be upper bounded by
PS ≤ 2P pp(S). (11)
Tight expressions for average SEP of a point-to-point fading
channel are available in literature for commonly used signal
sets and hence can be easily evaluated. Simulation results
given in Section IV-A confirms that the upper bound in (11)
is tight at high SNR.
B. Scheme-II
Extending the same idea of using the CIOD STBC’s in BC
phases to MA phases, we can get a diversity order of two
for overall information transfer. Let hAiR and hBiR denote
the fading coefficients between the ith transmit antenna of
the nodes A and B respectively to the relay R, where i ∈
{1, 2}. Let hRiA and hRiB be the fade coefficients between
the ith transmit antenna of the relay R and the nodes A and
B respectively, where i ∈ {1, 2}.
MA Phases: Let xA1(xB1 ) ∈ Sejθ and xA2(xB2 ) ∈ Sejθ
be the two independent complex symbols that the node A(B)
want to communicate with the node B(A), where θ is the
angle the signal set S is rotated so as to have non-zero
CPD and maximum coding gain. Node A transmits two
independent complex symbols xA1 and xA2 using a CIOD
STBC matrix XA =
[
x˜A1 0
0 x˜A2
]
in two time slots of
the MA phases, where x˜A1 = xA1I + jxA2Q and x˜A2 =
xA2I +jxA1Q . Similarly node B transmits CIOD STBC matrix
XB =
[
x˜B1 0
0 x˜B2
]
, where x˜B1 = xB1I + jxB2Q and
x˜B2 = xB2I + jxB1Q . Let h = [hA1R hA2R hB1R hB2R].
The received signal at R during the two MA phases can be
written as
yR = [yR1 yR2 ]
=
√
Es h
[
XA
XB
]
+ [zR1 zR2 ] (12)
where Es is the average transmission energy of the nodes.
yRi , i ∈ {1, 2} denotes the received signal at R during the ith
MA phase and zRi denote the noise variable and distributed
as CN (0, σ2). The matrix,
C(XA,XB) =
[
XA
XB
]
(13)
is referred as a codeword matrix for Scheme-II.
B.1. With Fixed Network Coding
BC Phases: Let (xˆRA1 , xˆ
R
A2
, xˆRB1 , xˆ
R
B2
) be the ML estimate
of (xA1 , xA2 , xB1 , xB2) at the relay R. The relay R transmits
the symbols xR1 = xˆRA1 ⊕ xˆRB1 and xR2 = xˆRA2 ⊕ xˆRB2 using
a CIOD STBC matrix XR =
[
x˜R1 0
0 x˜R2
]
, where x˜R1 =
xR1I+jxR2Q and x˜R2 = xR2I +jxR1Q and ⊕ represents XOR
map. XOR map is obtained by converting the complex symbols
to bits, then doing bit-wise XOR operation, and converting
back the bits to complex symbol. Let hRA = [hR1A hR2A]
and hRB = [hR1B hR2B]. The received signals at the nodes
A and B at the end of the BC phases are respectively given
by
yA = [yA1 yA2 ] =
√
Es hRAXR + [zA1 zA2 ]
yB = [yB1 yB2 ] =
√
Es hRBXR + [zB1 zB2 ]
where zAi and zBi , i ∈ {1, 2} denote the additive noises
and are distributed as CN (0, σ2). Since A(B) knows its own
messages and XOR map satisfies exclusive law, A(B) can
decode xBi(xAi), i ∈ {1, 2} by decoding xRi .
Let ∆XA = XA − X′A and ∆XB = XB − X′B. Let
C(∆XA,∆XB) = C(XA,XB) − C(X′A,X′B) denote the
codeword difference matrix for Scheme-II, whereC(XA,XB)
is the codeword matrix defined in (13). Since the CIOD STBC
offers full diversity of two when the symbols are taken from
a signal set having non-zero CPD, the codeword difference
matrix C(∆XA,∆XB) is always full rank of 2, unless
∆XA = O2 and ∆XB = O2. Equivalently, all the pairwise
error events C(XA,XB) → C(X′A,X′B), have a diversity
order of 2 [19]. Hence the diversity order for the SEP in the
MA phases is two. In the BC phase, since CIOD STBC is
transmitted from the relay to end nodes, the SEP at node A
is of diversity order 2. Thus the average end to end SEP at
node A will have a diversity order of 2. Simulation results are
provided in Section IV-B.
The proposed scheme can offer a diversity order of two
in contrast to the schemes in [6], [7], [15] which provide a
diversity order of one. The proposed scheme uses only one
RF transmit chain in a time slot, hence without increasing the
cost of implementation we can get a diversity gain. But this
advantage for the proposed scheme come at a cost of increased
decoding complexity at the relay R.
Decoding Complexity of Scheme-II at R: The relay R need
to jointly decode the symbols (xA1 , xA2 , xB1 , xB2) after the
two MA phases. Generally the complexity of this joint ML
decoding at R is O(M4), where M is the cardinality of the
signal set S.
Proposition 1: When conditional ML decoding [17], [18], is
employed at R for the Scheme-II, the decoding complexity is
O(M3) when S is an arbitrary signal set and is O(M2√M)
when S is square QAM.
Proof: For simplicity consider Es = 1. Let xAi = sAiejθ
and xBi = sBiejθ , where sAi ∈ S and sBi ∈ S for
i ∈ {1, 2} and θ is the angle which the signal set
S is rotated to have non-zero CPD and maximum
coding gain. Let y˜R = [yR1I yR1Q yR2I yR2Q ]T ,
x˜ = [xA1I xA1Q xA2I xA2Q xB1I xB1Q xB2I xB2Q ]
T
,
z˜R = [zR1I zR1Q zR2I zR2Q ]
T and s˜ =
[sA1I sA1Q sA2I sA2Q sB1I sB1Q sB2I sB2Q ]
T
. Let
V1 =
[
cos θ − sin θ
sin θ cos θ
]
and let V = (I4 ⊗ V1). We can
see that x˜ = Vs˜. The codeword matrix C(XA,XB) can be
written as
C(XA,XB) =
∑
i=1,2
WAiIsAiI +WAiQsAiQ
+WBiIsBiI +WBiQsBiQ (14)
where WAiI , WAiQ, WBiI and WBiQ are referred to as
the weight matrices.
The vector y˜R can be written as y˜R = Heqx˜ +
z˜R, where Heq ∈ R4×8 whose entries are functions of
hA1R, hA2R, hB1R and hB2R determined by the codeword
matrix for Scheme-II. Now, y˜R = H˜eqs˜+ z˜R, where H˜eq =
HeqV . Using QR decomposition, H˜eq can be decomposed
into H˜eq = QR, where Q ∈ R4×4 is a real orthogonal
matrix and R ∈ R4×8 . The matrix R can be written as
[R1 R2] where R1 is upper triangular. At R, the joint ML
decoding metric is given by ||y˜R−H˜eqs˜||2 = ||QTy˜R−Rs˜||2
= ||y′R −Rs˜||2, where y′R = QTy˜R.
It can be shown that the following pair of weight
matrices are Hurwitz-Radon Orthogonal 1 : {WA1I ,WA2I},
{WA1I ,WA2Q}, {WA1Q,WA2I}, {WA1Q,WA2Q},
{WB1I ,WB2I}, {WB1I ,WB2Q}, {WB1Q,WB2I},
{WB1Q,WB2Q}. Let s˜i denotes the ith component of the
vector s˜. From [18, Th. 2], the ith and jth columns of H˜eq
are orthogonal and hence the (i, j)th entry of R(i ≤ j) is
zero, if the weight matrices corresponding to the symbols s˜i
and s˜j are Hurwitz-Radon orthogonal. Hence the structure of
R will be of the form,
R =


∗ ∗ 0 0 ∗ ∗ ∗ ∗
0 ∗ 0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗ ∗

 ,
where ∗ denotes non-zero entries.
It can be seen from the matrix R, that conditioning on
the symbols sB1 and sB2 , the symbols sA1 and sA2 can
be decoded independently [18]. Decoding sA1 and sA2
independently requires 2M computations and total number of
choices for sB1 and sB2 is M2. Hence the decoding requires
1Two complex matrices M1 and M2 are said to be Hurwitz-Radon
orthogonal if M1MH2 +M2MH1 = 0.
2M3 computations and hence the decoding complexity at R
is O(M3). For square QAM signal sets the complexity can be
further reduced. Conditioning on sB1 , sB2 and imaginary part
of sA1 , the real part of sA1 can be decoded independently.
Similarly real part of sA2 can be decoded independently
by conditioning on sB1 , sB2 and imaginary part of sA2 .
Hence the total computations required is 2M2
√
M and the
complexity is O(M2√M) for square QAM signal set. 
B.2. With Adaptive Network Coding
In the previous subsection Fixed Network Coding (FNC) was
used for the Scheme-II. But from Section II-B, it is clear that
there exists singular fade subspaces for Scheme-II. Hence by
adaptively changing the maps based on the channel realization,
we can further improve the end-to-end SEP performance. Let
V be the fade space [hA1R hA2R hB1R hB2R]. During the
BC phase for the ANC scheme, R chooses many to one map
MV : S4 → S ′, where S ′ is a subset of C2. Based on the
ML estimates (xˆRA1 , xˆ
R
A2
, xˆRB1 , xˆ
R
B2
) at R, the relay R need to
transmit the symbols (xR1 , xR2) = MV(xˆRA1 , xˆRA2 , xˆRB1 , xˆRB2)
during the BC phase. The maps can be obtained using the
Latin squares approach in [7], [20]. The choice of map is
indicated to the end nodes by the relay using overhead bits.
The relay R transmits the complex symbols xR1 and xR2 using
a CIOD STBC given by XR =
[
x˜R1 0
0 x˜R2
]
in the two BC
phases, where x˜R1 = xR1I +jxR2Q and x˜R2 = xR2I +jxR1Q .
In order to decode the symbol transmitted by node A(B) at
B(A), the map MV must satisfy the exclusive law. Simulation
results given in Section IV-B, shows the advantage of using
ANC instead of FNC at the relay. The coding gain achieved
by using ANC scheme over FNC scheme comes at a cost of
increased decoding complexity at R mentioned in Proposition
1 and the efforts in finding the maps to be used at R for each
channel realization [7].
IV. SIMULATION RESULTS
In this section simulation results are presented for the
proposed schemes when the end nodes use 4-QAM signal set
and 8-PSK signal set having unit energy for both.
A. Scheme-I
The plots showing the coding gain achieved by Scheme-I
compared to the schemes in [6], [7] are given in Fig.2 and
Fig.3 when the end nodes use 4-QAM signal set and 8-PSK
signal set respectively for Rayleigh fading scenario, i.e, fade
coefficients are distributed as CN (0, 1). It can be seen from
the plots that Scheme-I performs better than the ANC schemes
mentioned in [6] , [7] because the BC phase errors become
less dominant as they have a diversity order of 2. Also if FNC
is employed, proposed Scheme-I will perform better than the
XOR network code [6].
The high SNR upper bound on the average end-to-end SEP
obtained in Section III-A is evaluated and compared with the
average end-to-end SEP obtained through simulations in Fig.4
for 4-QAM and 8-PSK signal set for Rayleigh fading scenario.
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Fig. 2: SNR vs SEP plots for 4-QAM signal set for different
schemes for Rayleigh fading scenario
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Fig. 3: SNR vs SEP plots for 8-PSK signal set for different
schemes for Rayleigh fading scenario
It can be seen from the plots that the bound obtained in Section
III-A is tight at high SNR. Note that this upper bound on
average end-to-end SEP is valid only at high SNR. At low
SNR it doesn’t hold.
B. Scheme-II
The plots showing the diversity gain for the proposed
Scheme-II is given in Fig. 5 and Fig. 6. SNR vs SEP plots for
4-QAM signal set for different Schemes using XOR network
coding map at the relay R is given in Fig. 5. DSTC1 and
DSTC2 refers to the distributed space time codes in [15],
which uses two MA phases and two BC phases and uses XOR
network map at R. From the plots, it can be seen that for the
Scheme-II discussed in SectionIII-B, diversity order of two
can be achieved in contrast to other schemes. If CIOD STBC
is used only in MA phases we will get a diversity order of
one only as the broadcast errors of diversity one, determines
the performance. But the performance in this case is better
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Fig. 4: Theoretical and simulation plots of SNR vs SEP for
4-QAM and 8-PSK
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Fig. 5: SNR vs SEP plots for 4-QAM signal set for different
schemes using XOR map in the BC phase
than other schemes in [6], [7], [15] because the errors in
the multiple access phase is significantly reduced by using
full diversity space time coding in MA phases. Fig. 6 shows
the SNR vs SEP plots for 8-PSK signal set for Scheme-II
and compares with XOR network coding, ANC scheme and
DSTC’s.
Plots showing the advantage of using ANC scheme instead
of FNC for transmission Scheme-II, is given in Fig. 7. Plots
are shown for 4-QAM signal set for Rayleigh fading scenario
and Rician fading scenario with a 2Rician factor K . The
maps are obtained using Latin squares approach mentioned
in [7], [20]. Obtaining network coding maps by solving Latin
squares was shown to be equivalent to proper vertex coloring
of the singularity removal graph [20]. Using 4-QAM signal
2In a Rician fading channel with Rician fading factor K, the fade coefficient
X can be written as
√
K
K+1
+ 1√
K+1
Xc, where Xc ∼ CN (0, 1). A Rician
fading channel with K = 0 reduces to a Rayleigh fading channel.
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Fig. 6: SNR vs SEP plots for 8-PSK signal set for different
Schemes
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Fig. 7: SNR vs SEP plots for Scheme-II with ANC and FNC
for different Rician Factors for 4-QAM signal set
set for Scheme-II with ANC, the number of singular fade
subspaces was found to be 804. The 16 × 16 Latin squares
was solved using greedy algorithm by coloring the highest
degree vertex first, mentioned in [21], as finding an optimal
coloring is NP-complete. By using the greedy algorithm 16 to
24 symbols were required to complete the Latin squares for
the removal of all the singular fade subspaces. Since in the
BC phase CIOD STBC matrix conveys two complex symbols
we choose a 5-point constellation. It can be seen from the
plots that for K = 0, i.e. Rayleigh fading, the average end-to-
end SEP performance is worse for ANC scheme compared to
FNC because of the usage 5-point constellation in BC phase.
But ANC scheme performs better than FNC scheme when a
significant line of sight component is present in the channel,
as BC phase errors becomes less dominant compared to MAC
phase errors.
V. DISCUSSION
A transmission scheme based on physical layer network
coding with space time coding using spatial modulation ap-
proach for two-way relaying scenario has been proposed. The
proposed schemes is shown to perform better compared to
ANC schemes and distributed space time codes for two-way
relaying. For the proposed transmission Scheme-I, the average
end-to-end SEP was shown to be upper bounded by twice
the SEP of a point-to-point fading channel at high SNR.
Diversity gain of two is achieved for the proposed transmission
Scheme-II, with an increase in the decoding complexity at
R. Removal of all the singular fade states for Scheme-II is
shown to perform better than using fixed network coding. A
direction for future work is to find the optimal coloring of
the singularity removal graph obtained from the singularity
removal constraints when CIOD’s are used in the MA phase
of relaying protocol and to complete the higher order partially
filled Latin squares with optimum number of symbols.
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