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Abstract:	   In	  software	  product	  lines,	  the	  choices	  the	  ''user''	  has	  to	  make	  to	  configure	  a	  product	  may	  be	  very	  
numerous.	  According	   to	   the	  user's	   knowledge	  of	   the	   line	   as	  well	   as	   her	   own	   vision	  of	   the	   target	   product,	  
some	  choices	  may	  be	  	  difficult	  and	  may	  turn	  out	  to	  be	  wrong.	  However,	  the	  configuration	  processes	  usually	  
show	   similarities	   in	   the	   sequence	   of	   actions,	  at	   least	   over	   sub-­‐parts	   of	   the	   process.	   In	   the	   context	   of	   a	  
product	   line	   for	   the	   production	   of	   ''information	   diffusion	   systems'',	   	  configuration	   traces	   are	   available	   in	  
terms	  of	  user	  actions	  and	  we	  intend	  to	   learn	  from	  these	  traces	  to	  help	  the	  user	   in	  her	  choices.	  This	  report	  
presents	  the	  first	  results	  achieved.	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Apprendre des actions utilisateur 
pour guider le processus de configuration 
dans les lignes de produits logiciels 
 
Résumé	   :	   Dans	   les	   lignes	   de	   produits	   logiciels	   les	   choix	   que	   doit	   faire	   l'	  ''utilisateur''	   pour	   configurer	   un	  
produit	   peuvent	   être	   très	   nombreux.	   En	   fonction	   de	   la	   connaissance	   de	   l'utilisateur	   dans	   la	   ligne	   et	  
également	   de	   sa	   propre	   vision	   du	   produit	   visé,	   certains	   choix	   peuvent	   être	   difficiles	   et	   s'avérer	   erronés.	  
Cependant,	   les	   processus	   de	   configuration	   présentent	   a	   priori	   des	   similarités	   dans	   l'enchaînement	   des	  
actions,	   au	   moins	   sur	   des	   sous-­‐parties	   de	   processus.	   	   Dans	   le	   contexte	   d'une	   ligne	   de	   produits	   pour	   la	  
production	  de	  ''systèmes	  de	  diffusion	  d'informations'',	  nous	  disposons	  des	  traces	  de	  configurations	  en	  terme	  
d'actions	   utilisateur	   et	   nous	   ambitionnons	   d'apprendre	   de	   ces	   traces	   pour	   aider	   l'utilisateur	   dans	   ses	  
choix.	  Ce	  rapport	  présente	  les	  premiers	  résultats	  obtenus.	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RÉSUMÉ. Dans les lignes de produits logiciels les choix que doit faire l’“utilisateur” pour configurer
un produit peuvent être très nombreux. En fonction de la connaissance de l’utilisateur dans la ligne
et également de sa propre vision du produit visé, certains choix peuvent être difficiles et s’avérer
erronés. Cependant, les processus de configuration présentent a priori des similarités dans l’enchaî-
nement des actions, au moins sur des sous-parties de processus. Dans le contexte d’une ligne de
produits pour la production de “systèmes de diffusion d’informations”, nous disposons des traces de
configurations en terme d’actions utilisateur et nous ambitionnons d’apprendre de ces traces pour
aider l’utilisateur dans ses choix. Ce rapport présente les premiers résultats obtenus.
ABSTRACT. In software product lines, the choices the “user” has to make to configure a product may be
very numerous. According to the user’s knowledge of the line as well as her own vision of the target
product, some choices may be difficult and may turn out to be wrong. However, the configuration
processes usually show similarities in the sequence of actions, at least over sub-parts of the process.
In the context of a product line for the production of “information diffusion systems”, configuration
traces are available in terms of user actions and we intend to learn from these traces to help the user
in her choices. This report presents the first results achieved.
MOTS-CLÉS : Apprentissage, ligne de produits logiciels, actions utilisateur.
KEYWORDS: Learning, Sofware product line, user actions.
21. Introduction
Une ligne de produits logiciels (LPL) vise à modéliser la variabilité d’une famille logi-
cielle afin de permettre la réutilisation d’éléments logiciels communs. Elle peut ainsi aider
la production automatique de systèmes logiciels similaires par la "simple sélection" des
fonctionnalités attendues (Pohl et al., 2005). Les bénéfices incluent alors une réduction
des coûts de développement, une amélioration de la qualité des logiciels produits, une plus
grande rapidité de production. Les feature models (FMs) sont largement utilisés pour mo-
déliser la variabilité des systèmes en terme de "features" exigés, optionnels ou exclusifs, de
même que les contraintes entre les features (Schobbens et al., 2007). Ils peuvent consister
en plus d’un millier de features avec des dépendances complexes entre eux (Passos et al.,
2012).
La sélection et déselection de features dans un FM permet de construire des configurations
à partir desquelles les logiciels sont produits. Le FM réduit la configuration des features
aux seuls combinaisons pour lesquels des produits peuvent être construits. Nous parlons
alors de configurations valides. Un processus de configuration est un processus interac-
tif et incrémental d’actions utilisateur avec l’objectif de fournir des configurations valides
qui correspondent aux exigences de l’utilisateur. La structure du FM peut aider à guider
l’utilisateur dans ses choix (Urli et al., 2012), de même que la mise en place d’outils de
configuration dédiés (Bosch, Högström, 2001 ; Boucher et al., 2012) mais la grande varia-
bilité des produits à construire rend le processus de configuration long et complexe.
Dans le cadre du projet ANR Emergence YourCast 1, nous avons en particulier déve-
loppé une ligne de systèmes de diffusions d’informations qui en moyenne exige plus d’une
centaine de choix utilisateur, pour 2500 choix automatisés (Urli, Blay-fornarino, Collet,
Mosser, Riveill, 2014). Cette ligne en production aujourd’hui a permis à ce jour la pro-
duction de plus d’une quinzaine d’écrans pour lesquelles nous disposons des traces d’in-
teractions avec les utilisateurs devant construire des configurations. A destination du grand
public, elle a été testée sur différents utilisateurs non informaticiens avec l’aide d’ergo-
nomes. Le besoin d’une aide plus appuyée dans la sélection de certaines caractéristiques
en même temps que la similarité ressentie de certains comportements utilisateurs nous
conduisent à nous intéresser aujourd’hui à l’apprentissage sur la base des traces obtenues.
Notre objectif est de guider l’utilisateur sur la base de l’apprentissage du comportement
d’autres utilisateurs, avec l’hypothèse vraie dans notre étude que ces traces correspondent
à des configurations valides, même si incomplétes (Urli, 2015)
Après un bref positionnement relativement à l’état de l’art (cf. SEC. 2), nous présentons
la démarche générale choisie (cf. SEC. 3). Nous montrons comment nous l’avons appliqué à
notre étude de cas et les premiers résultats obtenus en section 4. Nous concluons ce rapport
par une discussion sur les limites de ce travail et les perspectives envisagées (cf. SEC. 5).
1. http://www.yourcast.fr/
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2. Autres travaux
Dans le cadre des lignes de produits logiciels, dès lors qu’elles offrent un grand nombre
de produits et tout particulièrement lorsque ceux-ci sont configurables (configurations dans
le cloud par exemple (Quinton et al., 2014)) il est difficile et long de produire les bonnes
configurations. Une solution est d’assister l’utilisateur (i.e. la personne qui configure un
produit dans la ligne) au travers d’un processus interactif qui réduit ses choix à chaque pas
(Urli, Blay-fornarino, Collet, 2014). Cependant, parmi les choix restants il n’a pas d’autres
indications que les informations associées aux features présentés.
En exploitant les systèmes de contraintes sous-jacents à la ligne de produits, il est possible
de guider ces choix en utilisant des heuristiques comme la réduction du nombre d’actions
utilisateur ou la minimisation d’impact sur les choix à venir (Mazo, Dumitrescu, 2014).
Nous nous situons dans ce rapport dans une démarche différente basée sur l’hypothèse
qu’il vaut mieux guider l’utilisateur dans des choix qu’il comprend même s’ils réduisent
peu le nombre d’actions à faire, que des choix optimaux dont il ne comprend pas la perti-
nence à cette étape de la configuration.
Pour faire face à la complexité de configurations et également intégrer des processus de
configurations collaboratifs, les notions de vues et de workflows de configurations entre
ces vues ont été définies(Abbasi et al., 2011 ; Hubaux et al., 2009). Le choix même de ces
workflows reste difficile (Urli, 2015). Nous nous situons dans l’étude présente en amont.
Les vues et les workflows de configuration devraient à terme pouvoir être suggérés à par-
tir des apprentissages réalisés sur des lignes non contraintes. De même, pour faciliter les
prises de décisions dans les étapes de configurations des langages de modélisation diffé-
rents des feature models ont été définis tels que par exemple DoplerVML qui est orienté
décision (Dhungana et al., 2010). Ils n’abordent cependant pas la problématique de la prise
de décision elle-même. Enfin notre approche est plus large qu’une configuration dans un
featurem model et nous permet d’aborder les cas où les systèmes à construire sont eux-
même composés de plusieurs sous-systèmes. L’utilisateur doit alors construire des confi-
gurations composites au sens où elles sont un assemblage de sous-configurations dans des
FM différents (Urli, Blay-fornarino, Collet, 2014).
Robillard et al. identifient parmi les différentes sources d’informations relatives à un
projet, le code source lui-même et les traces des interactions avec l’utilisateur (Robillard et
al., 2010, Chapitre 1). Nous nous intéressons à ces dernières, pour suggérer à l’utilisateur
les prochaines actions à réaliser dans un processus de configuration. Par la suite nous par-
lons simplement de traces utilisateur. En cela nous nous rapprochons des recommandations
dans le cadre du génie logiciel, dont la définition est redonné dans cet ouvrage : . . . a soft-
ware application that provides information items estimated to be valuable for a software
engineering task in a given context. La tâche qui nous intéresse est la configuration d’une
ligne et le contexte est déterminé sur la base des actions passées.
Le raisonnement basé sur les traces est une approche de l’IA dans laquelle les infé-
rences sont réalisées sur des objets spécifiques, dits traces, qui mémorisent temporellement
des évènements pendant un processus d’interaction (Cordier et al., 2013). L’apprentissage
doit alors prendre en compte la séquentialité des évènements. L’identification de "signa-
ture d’épisode" vise alors à identifier dans les traces des tâches récurrentes. Cependant
4alors que les actions sont différentiantes par leur nature dans les travaux utilisant ces tech-
niques (creer une page, éditer une page, etc...) dans le contexte des lignes de produits, les
actions sont essentiellement différenciées par les features sélectionnés et des ordres diffé-
rents peuvent conduire au même résultat. Nous ne savons pas a priori comment caractériser
les épisodes à rechercher. Cependant nous cherchons bien à retrouver des situations "res-
semblantes " dans le passé qui peuvent aider l’utilisateur à accomplir sa tâche, ce qui nous
conduit à nous intéresser également aux mesures de similarité. Une fois des situations si-
milaires identifiées, elles peuvent être utilisées pour automatiser les actions suivantes en
les "rejouant" ou simplement comme un guide. Nous nous situons plus spécifiquement à ce
niveau.
3. Vers un apprentissage basé sur les traces utilisateur pour l’aide aux
configurations dans les LPL
3.1. Traces utilisateur
Pour pouvoir apprendre des traces issues de différentes lignes nous avons formalisé les
traces selon le métamodèle suivant, présenté figure 1.
Une Trace est un ensemble ordonné de Steps. Un Step correspond à une étape de l’inter-
action qui a été délibérément choisie pour être observée (obsel dans (Cordier et al., 2013)).
A un Step est toujours associée une Action caractérisée par un ensemble d’Arguments
(ensemble de propriétés (paire clef-valeur)) et un nom de type.
Formellement, une Trace t est une suite ordonnée de Steps : t = 〈s1 . . . sn〉 et nous
notons si ≺t sj pour i < j qui signifie que l’action réalisée au pas i a été faite avant celle
du pas j.
Nous le complétons en introduisant les fonctions suivantes :
– deux actions sont en contradiction si elles ne peuvent pas apparaitre dans une même
trace : l’exécution de l’une rend impossible l’exécution de l’autre,
– la similarité de deux actions dépend de l’étude réalisée, dans notre cas nous considé-
rons que deux actions de sélection sur un même FM sont "similaires" si elles portent sur le
même feature.
Notons que les traces utilisateur se différencient des configurations elles-mêmes. Plu-
sieurs traces d’actions utilisateur peuvent ainsi conduire à la même configuration. La figure
2 montre un simple FM qui présente deux features exclusives Twitter et Picasa. Choisir
l’une interdit de choisir l’autre. De plus, la sélection d’une feuille d’un FM implique de
choisir la feature parente ici Product 2. En conséquence, comme on peut le voir sur la fi-
gure 2, les 4 extraits de traces présentées à droite de la figure conduisent à définir la même
configuration du FM. Cependant, nous considérons actuellement que ces configurations ne
2. Un FM est un arbre, un feature a donc au plus un feature parent, la sélection est alors inférée.
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Figure 1. Metamodèle simplifié des traces
sont pas réalisées avec le même objectif, la dé-sélection d’un feature exprimant un "rejet"
d’une feature, tandis que sa sélection exprime un "choix". C’est pourquoi dans la suite nous
cherchons à apprendre des traces utilisateur et non pas des configurations elles-mêmes.
Product
Picasa Twitter
La conﬁguration {Product, Picasa} 
peut être obtenue avec les traces suivantes : 
t1 : (select,Picasa)
t2 : (deselect,Twitter)
t3 : (select, Product) ; (select, Picasa)
t4 : (select, Product) ; (deselect Twitter)
Formule logique correspondante : 
(Product ^ Picasa) ⊕ (Product ^Twitter)
Figure 2. Relations entre FM et traces utilisateur simplifiées
63.2. Vision globale de l’approche
La figure 3 présente la vision globale des enchaînements de tâches pour atteindre le
guidage dans la configuration d’une LPL. Nous avons schématisé dans cette figure les
deux processus, l’apprentissage qui construit des clusters et la configuration qui utilise les
résultats du processus précédent. Il peut à son tour produire de nouvelles traces qui pourront
être utilisés dans l’exécution d’un processus d’apprentissage.
La figure 4 décrit les objets utilisés par ce processus.
Figure 3. Processus d’apprentissage
Figure 4. Metamodèle utilisé par le raisonnement
La première tâche de parsing permet d’analyser un ensemble de traces données dans un
format propre et de les ramener au format présenté dans la figure 1. Nous ne la présentons
pas davantage, elle dépend des données en entrée.
La seconde tâche, Sorting, permet de ne garder dans les traces que les Step jugés pertinents
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et de les regrouper sous la forme de classes de traces (ClassOfTraces) (cf. SEC. 3.3).
La tâche suivante, dites de clustering, consiste en l’apprentissage proprement dit (cf. SEC. 3.4)
et produit l’ensemble des Cluster. Ceux-ci sont utilisés pour guider les utilisateurs dans leur
tâche de configuration (cf. SEC. 3.5).
3.3. Tri
La tâche de tri dépend fortement de la ligne de produits, des actions offertes à l’utili-
sateur et des types de séquences recherchés. En effet, si l’on se situe dans une seule ligne
basée sur un FM "classique"(Kang et al., 1990), les principales actions sont sélectionner
et désélectionner un feature. Lorsque le FM est attribué (Benavides et al., 2010), on va
trouver des actions de valuation des attributs. Dans les cas plus complexes, comme la ligne
de produits étudiée en section 4, les actions peuvent être la création de configuration et
intégrer les notions de sous-systèmes(Urli, Blay-fornarino, Collet, 2014). De plus, il peut
être intéressant non pas d’analyser les actions de sélection directement mais de s’intéresser
davantage à la hiérarchie de sélection (e.g. ce n’est pas tant le fait que l’utilisateur choi-
sisse la couleur bleu pour sa voiture qui importe que le fait qu’il ait commencé par choisir
la couleur de la voiture). Cette tâche de tri vise donc à d’une part éliminer les actions non
pertinentes et à regrouper les Step en fonction de différents critères.
La fonction de tri a donc pour rôle, à partir d’un ensemble de traces T = {t1...tn}, de
produire un ensemble de classes de traces {c1 . . . cp} telles que les ordres sur les "steps"
soient respectés de même que leur appartenance à une même trace. Nous formalisons cette
propriété comme suit :
∀ti ∈ ci,∀(s1, s2) ∈ ti, s1 ≺ti s2,⇒ ∃t ∈ T, (s1, s2) ∈ t, s1 ≺t s2,
Cette propriété permet de garantir que les ordres sont préservés et que l’on ne mélange
pas les actions utilisateurs issues de différentes traces. Cette propriété est importante parce
que les clusters sont calculer au sein des classes calculées à cette étape.
3.4. Clustering
Le “Clustering”, (Xu, Wunsch, 2005 ; Chakrabarti et al., 2006), est une méthode d’ap-
prentissage non supervisé dont le but est de construire, à partir d’un ensemble de données
non labellisées, des groupes ayant les caractéristiques suivantes :
– les données appartenant à un même groupe (“cluster”) sont similaires – homogénéité
intra-groupes ;
– les données appartenant à des groupes (“clusters”) différents diffèrent – hétégéonérité
inter-groupes.
Formellement, si l’on considère un ensemble de données I , de cardinalité n et l’en-
semble de ses k partitions (regroupements), C = {C1, . . . , Ck}, avec k ≤ n, nous
avons :
1. Ci 6= ∅,∀i ∈ {1, . . . , k} : il n’y a pas de “cluster” vide ;
2.
⋃k
i=1 Ci = I : l’union de tous les “clusters” constitue l’ensemble de données;
83. Ci ∩ Cj = ∅, i 6= j : l’intersection entre deux “clusters” différents est vide.
Chaque “cluster”, a, en général, un élément qui le représente – son centroïde. Si le i-ème
élément du clusterCj , de cardinalité z, est une trace de valeurs numériques 〈xji1, xji2, . . . , xjik〉
son centroïde, cj , est une trace définie comme suit :
cj =
〈
1
z
·
z∑
i=1
xji1,
1
z
·
z∑
i=1
xji2, . . . ,
1
z
·
z∑
i=1
xjik
〉
(1)
Lorsque l’élément représentant le cluster est l’un de ses éléments, il est appelé medoïde.
Il existe plusieurs algorithmes de clustering dans la littérature (Xu, Wunsch, 2005). Pour
ce travail, nous avons opté pour le choix de l’algorithme des k−moyennes (cf. algo 3.4).
Algorithm 1 Algorithme des k−moyennes
Require: Ensemble de données I , nombre k de centroïdes
Ensure: Partition C avec k regroupements de données, C1, . . . , Ck
Initialization : choisir aléatoirement dans I , k centroïdes.
Mettre à jour les k clusters correspondants en affectant chaque donnée au cluster dont le
centroïde est le plus proche (similaire) de celle-ci.
Recalculer les centroïdes pour chacun des clusters.
Repéter la deuxième et la troisième étapes jusqu’à ce qu’il y ait convergence, i.e., jusqu’à
ce qu’il n’y ait plus de changement dans les clusters.
3.4.1. Algorithme des k−moyennes adapté
Dans le contexte des LPL, nous n’avons pas su décider a priori du nombre de clusters,
le nombre de features ou de configurations s’étant rapidement révélé non pertinent. Nous
avons donc choisi d’adapter cet algorithme en nous basant sur la fonction de calcul de la
distance. Nous créons un nouveau cluster chaque fois que nous trouvons une trace dont la
similarité est de 0 relativement aux centroïdes déjà identifiés.
3.4.2. Similarité entre traces
Comme mentionné précédemment, l’objectif d’un algorithme de clustering est de construire
une collection d’éléments similaires lorsqu’ils sont au sein d’un même groupe et dissimi-
laires quand ils appartiennent à des groupes différents. Les données étant des traces, nous
avons besoin de mesurer la similarité et la distance entre les traces. Ces mesures doivent
tenir compte (i) du nombre d’éléments dans les traces, (ii) de la similarité des actions ayant
le même ordonnancement, (iii) de l’ordre des actions similaires ayant un ordonnancement
différent, et (iv) de la contradiction entre les actions. Rappellons, qu’une trace t peut être
représentée comme suit :
t = 〈s1, s2, . . . , se〉, (2)
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Algorithm 2 Algorithme adapté des k−moyennes
Require: Ensemble de données I ,
Ensure: Partition C avec k regroupements de données, C1, . . . , Ck et la distance entre
deux éléments d’une partition n’est jamais égale à 0.
Initialization : choisir aléatoirement dans I , un medoïde; k vaut 1
1- Mettre à jour les k clusters correspondants en affectant chaque donnée au cluster
dont le centroïde est le plus proche (similaire) de celle-ci. Si la donnée ne peut pas être
affectée à un cluster (distance de 0 avec tous les cluster présents), un nouveau cluster est
créé avec pour "centroïde" cette donnée et k est incrémenté de 1.
2-Recalculer les centroïdes pour chacun des clusters.
3- Répéter la première et la deuxième étapes jusqu’à ce qu’il y ait convergence, i.e.,
jusqu’à ce qu’il n’y ait plus de changement dans les clusters.
où, chaque si représente un pas et donc une action; par construction, si 6= sj si i 6= j ;
e est le nombre d’éléments dans la trace 3.
Nous définissons le dégré de similarité sim entre deux traces t et t′ comme suit :
sim(t, t′) =
1
Nmax
· Nc + (1− α) ·Nc¯
βNo
, (3)
où, Nmax correspond à la dimension de la trace la plus longue ; Nc correspond au nombre
d’éléments qui sont en commun et dans la même position dans les traces t et t′ ; Nc¯ corres-
pond au nombre d’éléments qui sont en commun mais dans des positions différentes dans
les traces t et t′ ; No correspond au nombre d’actions contradictoires; α ∈ [0, 1] est le fac-
teur qui modélise l’influence que nous aimerions donner au fait que les éléments communs
ne soient pas dans la même position ; et enfin, β > 1 est le facteur qui modélise l’influence
que l’ont veut donner à la présence de contradiction entre les traces. Les “bonnes” valeurs
pour les paramètres α et β seront estimées de façon empirique.
3.4.3. Quelques propriétés de la fonction sim
La fonction sim a les propriétés suivantes :
– sa valeur est comprise entre 0 et 1,
– sa valeur est maximale (égale à 1) si :
- les deux traces ont la même longueur, et,
- tous leurs éléments sont communs et dans la même position, et,
- il n’existe pas de contradiction.
– sa valeur est minimale (égale à 0) si :
- il n’y a aucun élément commun entre les traces, ou,
3. Les traces peuvent être de dimensions différentes.
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- le nombre d’éléments contradictoires est maximal, i.e., il y a autant d’éléments
contradictoires que le nombre d’éléments dans la trace de dimension minimale.
Nous pouvons donc calculer la distance d entre les traces comme suit 4 :
d(t, t′) =
1
sim(t, t′)
, (4)
La figure 5 donne des exemples de calculs de similarité.
t1 : <(select f1); (select f2)>
t2 : <(select f1); (deselect f2)>
t3 : <(select f1); (select f3); (deselect f2)>
t4 : <(select f1); (select f3); (select f2)>
t5 : <(select f1); (select, f3)>
!"#$ !% !&% !' ()" !"#$ !% !&% !' ()" !"#$ !% !&% !' ()" !"#$ !% !&% !' ()"
*+ , , - - +.-- , + - + -.,/ 0 + - + -.+1 0 + + - -./2
*, , + - + -.,/ , , - - +.-- 0 + + - -./2 0 + - + -.+1
*0 0 + - + -.+1 0 + + - -./2 0 0 - - +.-- 0 , - + -.00
*3 0 + + - -./2 0 + - + -.+1 0 , - + -.00 0 0 - - +.--
*/ , + - - -./- , + - - -./- 0 , - - -.41 0 , - - -.41
*+ *, *0 *3
alpha = 0,25
beta = 2
Soit le cluster contenant {t2,t3,t5}, le centroïde sera : 
<(select f1); (select f3>;(deselect f2)>
Soit le cluster contenant {t1,t4}, le centroïde sera : 
<(select f1);(select f2); (select f3)>
Figure 5. Exemples de calculs de similarité
En nous basant sur la mesure de similarité définie par les auteurs de (Zarka et al., 2013),
la mesure que nous proposons pourrait être enrichie pour prendre en compte les types
d’actions, en particulier en utilisant les hiérarchies dans les FM, et les types d’utilisateurs
ayant défini les traces 5.
3.4.4. Calcul du centroïde
Nos données n’étant pas des traces de valeurs numériques, la définition standard de
centroïde présentée avec l’équation 1 n’est pas adaptée à notre problème. De même les
traces étant de longueurs différentes et ces différences pouvant s’expliquer par des choix
4. Il est possible d’utiliser d’autres fonctions de distance.
5. Information dont nous ne disposons pas encore
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déjà opérés, un medoïde ne nous semble pas bien caractériser un cluster. Pour ces raisons,
nous avons défini le centroïde, cj, d’un cluster Cj comme suit 6 :
cj =
〈
mode{xji1}i=1,...,z,mode{xji2}i=1,...,z, . . . ,mode{xjik}i=1,...,z
〉
(5)
and ∀(al, am) ∈ cj , i 6= j,⇒
- al 6= am,, la même action n’apparaît pas deux fois,
- al n’est pas contradictoire avec am,
- si al = null, l < m⇒ am = null
La figure 5 donne des exemples de calculs de centroïde.
3.5. Guidage
Notre objectif est à présent de suggérer à l’utilisateur la prochaine action à réaliser,
lorsqu’il est en train de construire une configuration. Nous utilisons le résultat du clus-
tering pour “reconnaître” la trace d’actions la plus proches des actions déjà réalisées et
pouvoir ainsi lui suggérer les actions suivantes. Plusieurs techniques existent pour prédire
les éléments dans une trace grâce aux éléments précédents, (Eban et al., 2012). Cependant,
en général, l’ordre des éléments dans les traces est très important. Dans notre cas, l’ordre
a beaucoup moins d’importance et c’est davantage le nombre d’éléments en commun ou
en contradiction qui est pertinent. C’est la raison pour laquelle nous allons procéder de la
manière suivante.
Nous construisons la trace des actions réalisées puis par classification, en utilisant les
mêmes mesures que pour la construction des clusters, nous déterminons le cluster le plus
proche. Finalement, les informations de classification nous permettent d’obtenir une trace
contenant un ensemble d’actions utilisateur : cette trace doit tout d’abord être filtrée afin
d’éliminer les actions déjà réalisées par l’utilisateur, ainsi que les actions contradictoires
avec celles déjà réalisées. Enfin, la première action de la trace ainsi épurée peut être suggé-
rée à l’utilisateur.
4. Etude de cas sur la ligne de produits logiciels Yourcast
Dans le contexte de la ligne de produits logiciels Yourcast 9, nous avons relevé des
traces utilisateur pendant plusieurs semaines et montrons ici l’application de la démarche
présentée précédemment à ce cas d’étude. Nous commençons par préciser le contenu de la
6. Le mode (statistique) correspond à la valeur la plus représentée d’une variable quelconque dans un ensemble de
données. Ici, en cas de parité on considère la valeur dominante parmi l’ensemble des valeurs restantes possibles.
7. Cette étape pourra être complétée en utilisant la logique pour également éliminer les actions qui sont des
conséquences logiques des actions de l’utilisateur et sont alors automatisées.
8. La validation expérimentale de l’algorithme nous permettra de déterminer si en cas de réponse négative, il vaut
mieux laisser l’utilisateur faire son propre choix et/ou lui proposer d’autres choix.
9. http://www.yourcast.fr/
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Algorithm 3 Prédire à partir d’actions
Require: trace des actions utilisateur 〈s1, . . . , 〉 ; ensemble des k centroïdes correspondant
aux clusters obtenus par l’algorithme de clustering
Ensure: Proposition de l’action suivante à l’utilisateur
1: Calculer en utilisant l’Equation 4 les distances entre 〈s1, . . . , 〉 et les centroïdes des k
clusters,
2: Sélectionner le centroïde le moins distant;
3: Réduire la trace correspondant au centroïde en éliminant les actions déjà réalisées et
celles contradictoires 7;
4: Proposer à l’utilisateur l’une des actions dans la trace ainsi obtenue;
5: Considérer la réponse de l’utilisateur. Si positive et que la configuration n’est pas ter-
minée, proposer une autre action dans le centroïde, si négative passer à une autre trace
la plus proche dans le même cluster ou dans un cluster proche 8.
ligne (cf. SEC. 4.1), puis explicitons comment la démarche a été appliquée à notre étude et
les premiers résultats obtenus (cf. SEC. 4.2).
4.1. La ligne de produits "YourCast"
Les configurations auxquelles nous nous intéressons ont la particularité d’être com-
plexes au sens où elles font intervenir plusieurs sous-configurations, conformément à un
modèle du domaine. Les utilisateurs sont donc amenés à configurer simultanément plu-
sieurs sous-systèmes dont la cardinalité n’est pas connue a priori et à les lier entre eux. Les
choix faits sur un sous-système peuvent impacter les choix sur un autre sous-système.
La figure 6 illustre le modèle du domaine associé à la ligne de produits logiciels, Your-
Cast, et donne un exemple simplifié de configuration composite. Il s’agit de construire des
affichages dynamiques de diffusion d’informations en composant un Layout, des Zones,
des Sources d’informations, des Renderers qui explicitent comment traiter les infor-
mations issues des sources et des Behaviours qui explicitent les transitions entre les
rendus. Dans l’exemple donné, trois zones ont été créées dont une correspond à une zone
vocale, la météo est affichée dans la zone d’entête et le menu du jour et du lendemain est
affiché dans la zone principale tandis que le menu peut être lu par la synthèse vocale. Il n’y
a pas d’ordre prédéfini et ce système de diffusion peut être obtenu aussi bien en sélection-
nant toutes les sources, les zones, les renderers, qu’en créant une source et son renderer
puis en l’associant à une zone.
4.1.1. Processus de configuration
Le processus de configuration est réalisé à travers une interface graphique de configura-
tion couplée à un moteur de raisonnement afin de ne permettre à l’utilisateur que des choix
valides d’après notre modélisation de la variabilité. Chaque concept du modèle du domaine
possède, en effet, un FM qui représente sa variabilité. La table 1 donne les chiffres sur la
variabilité de ces différentes FMs.
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Layout
Zone4
WeatherChannel
Zone
Behaviour
Renderer Source
1 1..*
1
1
1 1..* 1 1
Key
instanceName:Concept
{conﬁguration features}
Header:Zone
{HeaderZone}
WeatherChannel:Source
{Weather2}
ForecastRenderer:Renderer
{Header, IRSAM}
ICalReader:Source
{Now, ICalReader}
CalendarRenderer:Renderer
{Main, Calendar,IRSAM}
LayoutIrsam:Layout
{IRSAM}
Vocalisation:Behaviour
{Vocalization}
IMenu:Source
{Menu,!Speakable}
IMenu:Source
{Menu,Speakable}
MenuVocalRenderer:Renderer
{Menu, Speakable,OnDemand}
NoBehaviour:Behaviour
{Appearance}
vocalZone:Zone
{VocalZone}
mainZone:Zone
{MainZone,IRSAM}
IrsamBehavior:Behaviour
{Contrasted,PauseOthers,
!Notiﬁcation}
MenuRenderer:Renderer
{Menu, Today,!Tomorrow}
Modèle du domaine pour YourCast
Exemple (simpliﬁé) de conﬁguration composite pour YourCast 
Figure 6. Ligne de systèmes de diffusion d’informations (YourCast) : Modèle du domaine
et exemple de configuration composite
Tableau 1. Métriques sur les FM dans YourCast
Concept #Features #Contraintes #Configuration
Sources 81 154 68
Renderers 76 347 74
Behaviour 33 45 15
Zones 49 160 27
Layouts 51 59 13
Moyenne 58 149 39
Total 290 765 −
En outre, ce processus de configuration est réalisé au travers d’un grand nombre d’ac-
tions utilisateur, qui peuvent être de différents types : sélection ou exclusion de feature,
nommage d’éléments, validation des sous-configurations etc.
4.1.2. Traces utilisateur
Nous stockons l’ensemble ordonné des actions effectuées par l’utilisateur sous la forme
d’une trace sérialisée au format XMI, telle que présentée dans la figure 7.
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<history:Past>
<step id="268c...">
<launchingAction xsi:type="useraction:UserDeselect"
domainElementName="Behaviour" contextID="cl_c4b41f..."
featureName="Notification"/>
</step>
<step id="37c1...">
<launchingAction xsi:type="useraction:UserValidConfiguration"
domainElementName="renderer" contextID="cl_661eeb..."/>
</step>
...
<step id="3cf6...">
<launchingAction xsi:type="useraction:UserRenameElement"
name="Calendrier_renderer" elementType="cps"
elementID="cl_661eeb..._renderer"/>
</step>
<step id="e068...">
<launchingAction xsi:type="useraction:UserLinkConfiguration"
confSourceName="conf_cl_661eeb..._renderer"
confTargetName="conf_cl_fe6728..._zone"
assoName="AssoRendererZone"/>
</step>
</history:Past>
Figure 7. Extraits d’une trace d’actions utilisateur
4.2. Apprentissage dans le contexte de la LPL Yourcast
Après une étape de parsing des traces au format XMI sous la forme d’objets java respec-
tant le métamodèle donné dans la figure 1, nous avons utilisé les algorithmes précédemment
présentés pour mettre en place l’apprentissage.
Notons que les actions de sélection et dé-sélection qui nous intéressent prennent trois
arguments en paramètre : le nom du concept en train d’être configuré, le nom du feature,
et l’identifiant du sous-système dans lequel l’action est réalisée.
La notion de sous-système est complexe dans le cadre de la ligne mais dans l’appren-
tissage, nous n’avons travaillé que sur leur identifiant pour différencier les traces.
Les données étudiées correspondent à 33 traces. Chacune des traces représente une
configuration d’un système composite de diffusion d’information. Dans le framework, il
n’est pas possible de construire de configurations non réalisables (il existe forcément un
produit qui intègre la configuration en cours) par contre parmi le jeu de données, certaines
configurations ne sont pas terminées, ce qui nous le verrons impacte les raisonnements.
4.2.1. Tri des traces
Nous avons choisi dans cette étude de limiter notre analyse aux actions de sélection
et dé-sélection de features. Ainsi notre but est de suggérer à l’utilisateur les prochaines
actions à effectuer durant la configuration d’un concept, en fonction de ce que les autres
utilisateurs auront fait. Dans cette phase de tri, nous regroupons dans un premier temps les
traces par sous-système (i.e. créer un renderer dans un sous-système faisant déjà référence
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à une source twitter ne donne pas les mêmes possibilités que de le créer dans le contexte
d’un sous-système faisant référence à une source album photo par exemple).
Cette phase de tri se découpe en 3 étapes :
1. découpage des traces obtenues après parsing, et regroupement de ces traces par sous-
système : traces contextualisées;
2. découpage des traces contextualisées pour obtenir des traces par sous-système et par
concept,
3. regroupement des traces obtenues pour former des classes par concept.
1 : <Select, S, s1, context1>
2 : <Select, S, s2, context1>
3 : <Select, R, r1, context1>
4 : <CreateContext>
5 : <Select, S, s1, context2>
6 : <Deselect, R, r2, context1>
7 : <Validate, S, ca, context1>
8 : <Select, R, r3, context2>
9 : <Validate, R, cb, context1>
10 : <Link, ca,cb>
Trace
1:
2: 
3:
6:
7:
9:
Traces 
contextualisées
5:
8:
Classe sur Concept S
#context1
#context2
Classe sur Concept R
n° du Step : <typeName, Concept, Feature, Sous-System identifiant>
1:
2: 
5: 
3:
6: 
8: 
Trace
Legende
Figure 8. Exemple de tri : la trace initiale fait référence à deux sous-systèmes (context1 et
context2) et deux concepts (R pour Renderer et S pour Source). Dans un premier temps,
les actions sont regroupées par sous-système, puis nous extrayons de ces sous-systèmes
les actions de sélection et dé-sélection propres à chaque concept. En l’occurrence
nousobtenons deux traces pour le concept S et deux traces pour le concept R.
Les traces globales que nous avons obtenues à partir du processus de configurations de
différents utilisateurs contiennent un ensemble d’actions faisant référence à de multiples
sous-systèmes. Ces sous-systèmes sont exploités par l’utilisateur pour réaliser des actions
sur des concepts qui seront liés entre eux. Il pourra par exemple définir au sein d’un même
sous-système une source d’information, la manière de l’afficher et la zone dans laquelle
l’afficher.
Cependant, si ces informations de sous-systèmes sont indispensables dans le cadre du
processus de configuration, nous souhaitons pour l’apprentissage ne conserver que les in-
formations des actions effectuées pour chacun des sous-systèmes. Nous obtenons ainsi pour
une trace globale donnée, un ensemble de traces correspondant à chacun des sous-systèmes
exploités durant le processus. Ainsi plusieurs configurations d’un même concept peuvent
être extraites d’une seule trace initiale.
Par ailleurs, chacun de ces sous-systèmes peut contenir des références à différents
concepts : par exemple, une référence sur une source, un renderer et une zone. Nous sou-
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haitons exploiter l’apprentissage afin d’effectuer des suggestions à l’utilisateur lors de la
réalisation d’une configuration pour un concept spécifique.
Ainsi, pour chacune des traces contextualisées, nous obtenons plusieurs traces corres-
pondant à la configuration des différents concepts au sein du sous-système. La figure 8
montre un exemple de trace, les traces contextualisées extraites et le regroupement des
traces par concept. Les analyses sur les données présentées au paragraphe précédent s’ap-
puyaient sur cette étape de tri.
Une fois les algorithmes appliqués nous avons analysé les résultats obtenus.
Longueurs des traces d’actions par concept
Nous pouvons remarquer dans la figure 9 que les configurations relatives aux concepts
de sources et de renderer présentent le plus grand nombre d’actions en tout. Dans la figure
10 on constate que les traces relatives aux sources sont un peu plus longues, ce qui rend le
résultat de l’apprentissage plus pertinent pour les configurations relatives à ce concept.
Figure 9. Nombre de traces par concept
Features utilisés
Il est bien connu (Bosch, 2015) que peu de features sont réellement utilisés directement
par les utilisateurs. Nous le verifions dans les traces où comme on peut le voir sur la fi-
gure 11 que le nombre de features utilisés est nettement plus faible que celui des features
présentes dans la ligne. Ce point est d’autant plus marquant que de nombreuses actions uti-
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Figure 10. traces en fonction de la taille
lisateurs ont été réalisées. De manière empirique 10, il s’agit de features automatiquement
sélectionnés. La connaissance de cette information peut permettre de réduire la vision don-
née sur le FM aux utilisateurs. Remarquons que ce n’est pas le cas pour les Behaviours qui
semblent avoir des features plus discriminants exposés.
Nous complétons cette brève analyse par la figure 12 qui visualise la fréquence d’utili-
sation d’une action : deux actions sont les mêmes si elles sont de même nature (select ou
deselect) et si elles portent sur le même feature. Nous constatons ici que seules 54 actions
sont présentes une seule fois sur les 645 actions répertoriées dans les traces. Les actions les
plus fréquentes sont pour les sources la sélection de Limit (22), Now (19) et Album ( 17)
et pour les renderers GLC qui est présente 43 fois. La présence d’actions répétées conforte
l’idée que des tendances se dégagent dans l’usage de la ligne.
Ainsi le feature Limit décrit dans les sources un paramètre permettant de spécifier la
limite du nombre d’informations à afficher : s’il n’est pas obligatoire, il apporte cependant
énormément de flexibilité sur l’affichage ce qui en fait un des paramètres les plus utili-
sés. De même, le feature Now permet de se baser sur l’heure dynamique pour différentes
sources au lieu d’avoir à entrer manuellement une date, il est donc également extrêmement
populaire pour l’amélioration de l’expérience utilisateur. Enfin la feature Album désigne
le choix des sources telles que FlickR ou Picassa qui sont très fréquentes dans les déploie-
ments réalisés. Pour les Renderers, nous avons déployé un grand nombre de SDI avec un
style GLC, ce qui explique la forte présence de ce feature.
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Figure 11. Features utilisés par concept
Figure 12. Présence des actions
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Figure 13. Actions de sélection et désélection et actions contradictoires
Actions contradictoires
Nous avons introduit dans le calcul de distance, la prise en compte des actions contra-
dictoires. Nous avons donc caractérisé dans notre jeu de données leur présence. Dans la
figure 13, le premier graphique visualise la présence faible des actions de déselection (voir
inexistante pour les zones). On trouve cependant des actions de déselection au sein du FM
Behaviour dues à la construction de ce FM : en effet, certains comportements ne sont dis-
ponibles que par déselection. Par exemple, la transition la plus simple, l’apparition d’une
information sans effet, n’est disponible que par déselection de la caractéristique décrivant
une transition avec fondu, qui est le comportement par défaut. Nos utilisateurs sont plus
enclin à sélectionner des caractéristiques qu’à en rejeter. En conséquence, les traces in-
10. Ce point devrait être démontré, en vérifiant la présence des features non sélectionnées par l’utilisateur dans
les configurations finales, nous ne l’avons pas encore fait.
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compatibles au sens où elles contiennent des actions contradictoires sont relativement rares
sauf dans le cas des Behaviours qui présentent également le plus fort taux de dé-sélection.
La prise en compte du coefficient de contradiction est donc à modérer avec le faible taux
de contradiction dans les traces. Notons bien que nous ne caractérisons ici que des "contra-
dictions" évidentes mais que les contraintes présentes dans les FMs induisent un nombre
bien plus important d’incompatibilité entre les traces. Ce point reste à améliorer.
4.2.2. Clustering
Pour l’étape de clustering, nous avons appliqué les algorithmes présentés en section 3.4,
sans modification.
La taille moyenne des traces n’étant pas élevée (voir figure 10), dans cette première
série d’expériences, nous avons fixé la valeur de β à 2 et fait varier la valeur de α. Dans
la suite, afin de déterminer les valeurs du couple (α, β) qui permettraient d’obtenir des
résultats pertinents, nous effectuerons des tests avec plusieurs choix possibles de α et β.
L’algorithme de clustering étant non-déterministe, pour évaluer la pertinence d’un choix,
il a fallu faire plusieurs tests pour chacun des couples de valeurs considérées. Nous avons
calculé le coefficient “kappa” pour chacun de ces résultats. Puis, nous avons calculé la
moyenne et l’écart-type de ces valeurs de kappa.
4.2.2.1. Nombre de clusters et calcul de la distance
La construction d’un centroïde est basée sur le mode des actions les plus présentes à
une position donnée dans son cluster; la prise en compte des traces d’actions de longueurs
différentes, dont des traces de longueur 1, perturbe donc le calcul du centroïde. Après 1000
itérations, nous avons obtenu en moyenne 18 clusters pour alpha =0,25 et beta = 2 pour les
sources. Dans le cas où alpha vaut 1, donc que l’on donne un poids très fort au fait que deux
actions ne sont pas placées à la même place, on constate une augmentation du nombre de
clusters (cf. figure 14).
L’absence de variation du nombre de clusters sur les zones en fonction de alpha est à
corréler avec le fait que les traces sur les zones sont très courtes, ce qui fait que la variabi-
lité a pu être absorbée directement par les clusters qui contiennent uniquement des traces
identiques.
La figure 15 visualise les résultats pour tous les concepts après seulement 100 itéra-
tions. Pour les sources et les renderers qui présentent prêts de 50 séquences, ce nombre
d’itération faible donne seulement une idée de l’ordre de grandeur. On constate que l’on
obtient des clusters d’environ 50 traces pour les renderers ce qui démontre la présence de
tendances, cela semble aussi le cas pour les sources. Pour le nombre de clusters, relative-
ment au nombre de traces initiales (voir Figure 9) et à la détermination non déterministe du
nombre de clusters, nous en déduisons également que des tendances se dégagent.
Nous nous sommes également interrogé sur la pertinence de l’algorithme de calcul
du centroïde par rapport au choix d’un médoïde, la fréquence montre que en effet dans de
nombreux cas les centroïdes calculés correspondent à des médoïdes, ce qui peut faire douter
de la nécessité de calculer les centroïdes, en particulier pour les Layout et les zones. Des
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Figure 14. Nombre de clusters en fonction d’alpha
chiffres obtenus sur un plus grand nombre d’itérations devraient nous permettre d’affiner
ce résultat.
Figure 15. Variabilité des clusters en fonction des concepts et d’alpha, pour beta=2
4.2.2.2. Pertinence des clusters
La Figure 16 représente les actions présentes sur ces 1000 itérations dans les centroïdes.
Nous pouvons remarquer que les actions les plus fréquentes sont bien prises en compte dans
les centroïdes (plus 6% des actions totales). Par contre pour les actions présentent une seule
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fois, leur prise en compte dans les centroïdes est lié à la manière de construire les clusters
lorsque la distance est de 0.
4.2.3. Guidage
Avec Alpha = 0,25 et Beta = 2, on constate que la majorité des actions sont bien prises
en compte dans les centroïdes (cf. figure 16). Les actions qui ne sont pas prises en compte
comme par exemple la désélection de YCAnnouncement qui apparait 4 fois, est dû à sa
faible désélection, et à la position aléatoire de l’action.
Figure 16. Pourcentage de présence des actions dans les centroïdes dans le cas des
sources
Dans les résultats de la figure 17, le coefficient beta est fixé à 2, et nous faisons varier
alpha. Le choix de alpha dépend des concepts. Avec les résultats obtenus, pour l’instant, le
choix qui semble le plus judicieux serait celui de alpha compris entre 0.5 et 0.7, mais un
choix en fonction des concepts devrait donner de meilleurs résultats. Cela s’explique par
les différences dans les jeux de données. En effet, nous cherchons à (1) avoir la meilleure
valeur possible de la moyenne des coefficients Kappa (moyenne élevée) et à (2) réduire
l’écart type afin que la probabilité de tomber sur des valeurs proches de la “moyenne éle-
vée” soit grande. De plus, nous avons constaté que quand la valeur de α varie entre 0.5 et
0.7 le nombre de clusters est constant ce qui rend la comparaison entre les différents résul-
tats plus pertinente. En s’approchant de alpha=1, on constate un accroissement important
du nombre de clusters, l’ordre d’apparition des actions étant plus fortement discriminant,
inversement, trop proche de 0, il y a généralement un coefficient Kappa bas.
Un travail est en cours pour déterminer le choix simultané de alpha et beta en fonction
des mêmes critères.
4.3. Discussion sur la validité des résultats
Les traces que nous avons étudiées ont correspondu à un ensemble de 500 actions en-
viron. La décomposition de ces traces dans l’étape de tri réduit très nettement leur nombre.
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Figure 17. Variations du coefficient kappa sur une prédiction n+1 en fonction de la valeur
Alpha; l’axe de gauche présente les variations du coefficient, l’axe de droite le nombre
moyen de clusters, en fonction d’alpha.
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D’une part, nous pouvons en déduire que l’apprentissage peut se faire sur des bases re-
lativement faibles de données, d’autre part, il nous reste à prouver la pertinence de nos
algorithmes sur de grandes masses de traces. Nous espérons pouvoir aborder ce point en
travaillant sur des traces issues d’autres lignes de produits.
Des recommandations peuvent s’avérer fausses relativement à la validité des produits,
des actions pouvant être contradictoires par le jeu des contraintes dans la ligne. Eliminer ces
cas dans la construction des centroïdes et peut-être également dans le calcul des similarités
pourrait nous permettre d’améliorer nos résultats avec la question cependant sous-jacente
de l’impact sur le nombre de clusters et les temps de calcul.
5. Conclusion
Nous avons posé les bases d’un apprentissage pour guider l’utilisateur dans le processus
de configuration dans des lignes de produits logiciels. Nous avons appliqué ces travaux à
l’apprentissage dans le cadre de la ligne de produits logiciels Yourcast qui permet la confi-
guration de systèmes composés de plusieurs sous-systèmes. Cette étude a conforté l’intui-
tion que nous avions que des "tendances" de configuration existaient bien. Nous avons éga-
lement appris que les algorithmes standards devaient être adaptés pour prendre en compte
le cadre applicatif particulier qui nous intéresse ici. Ce travail de défrichage a ouvert de
nombreuses perspectives dont certaines sont encore sous la forme de questions ouvertes.
De plus en plus les LPL sont vues comme des écosystèmes qui intègrent des outils de
traçages des configurations voir même de l’exécution des produits (Schmid, 2013). Les
apprentissages devraient alors non seulement pouvoir intégrer les nouvelles traces obte-
nues mais également intégrer les nouveaux features, alors que ceux-ci ont été peu choisi
précédemment.
L’utilisation des sous-systèmes comme fil directeur va influencer le processus de confi-
guration en proposant de préférence des actions dans le même sous-système. Les traces glo-
bales et d’autres actions de configuration du produit final pourraient également être exploi-
tées afin d’offrir une approche plus globale des suggestions possibles à l’utilisateur. Nous
pensons utiliser les travaux sur les arbres attribués pour aborder cette question (Pasquier et
al., 2015).
A terme, nous souhaitons comparer les premiers résultats avec les heuristiques pro-
posées dans (Mazo, Dumitrescu, 2014), en particulier en tenant compte des profils des
utilisateurs. Nous avons de manière empirique constaté que les utilisateurs expérimentés
utilisent intuitivement de telles stratégies pour accélérer la production des applications. De
telles stratégies seraient-elles cependant satisfaisantes pour un utilisateur non expérimenté
qui ne comprendra pas forcément les choix qui lui sont proposés lorsqu’ils se situent trop
loin de sa compréhension du domaine? De même, nous pensons qu’il devrait être possible
d’utiliser les traces d’interactions pour identifier des profils utilisateurs, ce qui permettrait
d’améliorer la pertinence des recommandations dès les premières étapes de la configura-
tion. Par exemple, la configuration d’écrans de diffusion pour des établissement de per-
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sonnes handicapées, ou au contraire pour des écoles ou des évènements conduit-elle à des
comportements de configuration caractéristiques?
La prise en compte des recommandation au niveau de l’interface devra être étudiée avec
soin, et nous nous intéressons à une automatisation dans certains cas des actions préconi-
sées par exemple en proposant non pas une mais un ensemble d’actions. L’identification de
profils utilisateurs ainsi que l’ajout d’information sur les configurations pourraient aider à
enrichir cette étape de présentation des recommandations.
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