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SPECTRAL THEORY OF THE FRAME FLOW ON HYPERBOLIC
3-MANIFOLDS
COLIN GUILLARMOU AND BENJAMIN KU¨STER,
WITH AN APPENDIX BY CHARLES HADFIELD
Abstract. We study the spectral theory and the resolvent of the vector field generating
the frame flow of closed hyperbolic 3-dimensional manifolds on some family of anisotropic
Sobolev spaces. We show the existence of a spectral gap and prove resolvent estimates
using semiclassical methods.
1. Introduction
In the last twenty years, there has been developed a new spectral approach to study-
ing hyperbolic dynamics via transfer operators acting on appropriate anisotropic Sobolev
spaces on which the transfer operators (for diffeomorphisms) or their generators (for flows)
have discrete spectrum, see [GL06, BT07, BL07, FRS08, FS11, DZ16, DG16, BW17]. In
particular, the use of microlocal and harmonic analysis in the spirit of quantum scattering
theory proved to be efficient for describing long time dynamics. For example, exponential
mixing for hyperbolic flows is equivalent to the existence of a spectral gap together with
polynomial bounds on the resolvent of the generator. Such gaps have been obtained for
contact Anosov flows [Dol98, Liv04, Tsu12, NZ15, FT17], Axiom A flows [Nau05, Sto11]
or Sinai Billiards [BDL18]. For partially hyperbolic flows, much less is known and a nat-
ural geometric example is given by the frame flow, defined as follows: let (M, g) be an
n-dimensional oriented Riemannian manifold and let FM be the principal bundle over M
made of oriented orthonormal frames e = (e1, . . . , en), then we define the frame flow to be
ϕ˜t : FM→ FM, ϕ˜t(x, e) = (π(ϕt(x, e1)), e(t))
where x ∈M, ϕt : SM→ SM is the geodesic flow on the unit tangent bundle, π : SM→
M the projection on the base, and e(t) is the frame obtained by parallel transport along
the geodesic γ(s) := π(ϕs(x, e1)) ∈ M for s ∈ [0, t]. This is an extension of the geodesic
flow ϕt since, if π˜ = FM→ SM is the projection defined by π˜(x, e) := (x, e1), one has
π˜(ϕ˜t(x, e)) = ϕt(x, e1) = ϕt(π˜(x, e)).
If (M, g) has negative curvature, then it is a classical result [BP73] that the flow ϕ˜t is
partially hyperbolic: one has a flow-invariant decomposition
T (FM) = E˜0 ⊕ E˜s ⊕ E˜u,
1
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where dϕ˜t is contracting on E˜s (resp. E˜u) in positive (resp. negative) time and E˜0 = RX˜⊕V
with V = ker dπ˜, where X˜ is the vector field generating the flow ϕ˜t.
If dimM > 2, the dynamical behavior of the frame flow is qualitatively different from
that of the geodesic flow because the latter is an Anosov flow but the former is not: besides
the flow direction X˜, the frame flow possesses additional neutral directions described by
the non-zero subbundle V .
In this paper, we focus on the case dimM = 3. Then π˜ : FM → SM is a principal
SO(2)-bundle and there is precisely one additional neutral direction besides X˜ .
For an Anosov flow ϕt generated by a smooth vector field X on a compact manifold,
it is known [BL07, FS11, DZ16] that for each N ≥ 0 there are anisotropic Sobolev
spaces HN such that the linear operator −X has discrete spectrum in the half-plane
{λ ∈ C | Re(λ) > −N}. Moreover, for N 6= N ′ the spectrum and the (generalized)
eigenfunctions of −X in HN and in HN ′ coincide in the region Re(λ) > −min(N,N ′).
This intrinsic spectrum, whose elements are called Ruelle resonances, is exactly the set of
the poles of the meromorphic continuation of the resolvent RX(λ) := (−X−λ)−1, originally
defined in Re(λ) > 0 by the convergent expression
RX(λ) : C
∞(M)→ L∞(M), RX(λ)f = −
∫ ∞
0
e−λtϕ∗−tf dt,
to the whole complex plane C, where the extended operator is viewed as a continuous
map RX(λ) : C
∞(M) → D′(M) (here D′ denotes the space of distributions). The works
[Dol98, Liv04, Tsu12, NZ15, FT17] mentioned above show that if the flow is a contact
Anosov flow, then there is a half-plane {Re(λ) > −ε} containing no elements in the spec-
trum except λ = 0. For the geodesic flow on a compact hyperbolic manifold M (i.e.,
with constant curvature −1), one can fully describe the Ruelle resonance spectrum: it
is given in terms of eigenvalues of Laplacians on symmetric tensors on M and there are
only finitely many Ruelle resonances in Re(λ) > −n/2, where n = dimM−1, see [DFG15].
The goal of our work is to describe, in the same spirit, the spectral theory of the generator
X˜ of1 the frame flow ϕ˜t : FM → FM in the case where M = Γ\H3 is an oriented closed
hyperbolic manifold (here Γ ⊂ PSL2(C) is a co-compact subgroup). In that case, the frame
bundle FM can be written as FM = Γ\G where G := PSL2(C), it then inherits a natural
measure µG induced by the Haar measure on the Lie group G, and X˜ preserves the measure
in the sense that LX˜µG = 0. For λ ∈ C with Reλ > 0, the operator −X˜ on FM has a
well-defined resolvent RX˜(λ) := (−X˜ − λ)−1 defined by
RX˜(λ)f := −
∫ ∞
0
e−λtϕ˜∗−tf dt, f ∈ C∞(FM)
1We use the notation X˜ for the frame flow generator exclusively in the introduction.
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and this operator extends continuously to L2(FM, µG).
Our main result, stated in a slightly more detailed form as Theorem 2 in Section 4, is:
Theorem 1. Let M be a compact oriented hyperbolic 3-manifold. Then, there are Hilbert
spaces H1,1, H1,0 with continuous inclusions C∞(FM) ⊂ H1,1 ⊂ H1,0 ⊂ D′(FM) such that
the frame flow resolvent RX˜(λ) extends to the region {Reλ > −1} ⊂ C as a meromorphic
family of bounded operators RX˜(λ) : H1,1 →H1,0, and the only poles of R(λ) in that region
are given by the real numbers λj :=
√
1− νj−1, 0 ≤ j ≤ J , where ν0 = 0, ν1, . . . , νJ are the
eigenvalues of the Laplace-Beltrami operator ∆ on M in the interval [0, 1). Moreover, for
every δ, r > 0 there is a constant Cδ,r > 0 such that for 1 < |Im(λ)| and −1+δ < Reλ < r,
one has the following resolvent estimate:∥∥RX˜(λ)∥∥H1,1→H1,0 ≤ Cδ,r 〈λ〉3 .
This result shows that the frame flow has a spectral gap and that this gap is of size 1
away from the real axis, like for the geodesic flow. The spaces H1,1 and H1,0 are anisotropic
spaces that are related by H1,0 = H1,1 + RH1,1 where R is a non-vanishing vector field
tangent to the vertical space V (i.e. the S1-fibers) of the fibration FM→ SM; the norms
on H1,1 and H1,0 are related by using a Fourier decomposition in the S1 fibers, see Section
4.1. They correspond to distributions in some negative Sobolev space H−k(FM) for some
k but with extra regularity when we differentiate in the unstable directions. We show in
Section 4.5 that Theorem 1 implies that for f ∈ H1,1 such that X˜kf ∈ H1,1 for all k ≤ 5,
and for f ′ ∈ (H1,0)′ (where (H1,0)′ is the dual to H1,0), we get for all β ∈ (0, 1) and t ≥ 0
〈e−tX˜f, f ′〉 =
J∑
j=1
etλj 〈Πjf0, f ′0〉+O(e−tβ)‖(−X˜ + 1)5f‖H1,1‖f ′‖H−1,0 ,
where the constant in O depends only on β.
We notice that the mixing of the frame flow for compact hyperbolic manifolds follows
from Howe-Moore [HM79], and the exponential mixing is a consequence of the work of
Moore [Moo87] on the decay of matrix coefficients for rank-one symmetric spaces. Both
results mainly use tools of representation theory. In contrast, we use here purely analytic
and semiclassical methods, with hope that they could be extended to variable curvature
settings. Using Fourier decomposition in the S1 fibers of FM, we approach the problem by
introducing a semiclassical family of operators Xn on powers Ln of a complex line bundle
L over SM, in a way similar to geometric quantization. This approach was suggested
to us by F. Faure and has been successfully applied before in the works of Faure [Fau11]
and Faure-Tsujii [FT15]. A similar technique has been used by Arnoldi [Arn12] for the
non-abelian group SU(2) instead of S1. We prove uniform bounds on the resolvent of the
family of operators Xn by using semiclassical measures, inspired by the work of Dyatlov
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[Dya16] in the setting of operators with normally hyperbolic trapping. Although we do
not fully prove it, our method should also give that RX˜(λ) is analytic in the region
{λ ∈ C | Im(λ) 6= 0,Re(λ) /∈ −N,Re(λ) > −N}
as a bounded operator fromHN to H′N for some similar anisotropic Sobolev spaces HN ,H′N
to H,H′ but with different scales of regularity depending only on N . To study the spec-
trum ofXn on each of the individual line bundles Ln, one can embed these line bundles into
bundles of symmetric, trace-free tensors and apply the quantum-classical correspondence
results of [DFG15]. This has been done by Charles Hadfield whose calculations are included
in Appendix A. The computation of the discrete spectra of Xn in Corollary A.11 strongly
suggests that RX˜(λ) cannot be meromorphically extended to the lines Re(λ) ∈ −N.
We conclude this introduction by a discussion of the known properties of the frame
flow in variable curvature. The ergodicity of the frame flow is known for a set of metrics
with negative curvature that is open and dense in the C3-topology by Brin [Bri95], in
all odd dimensions except n = 7 by Brin-Gromov [BG80], in all even dimensions except
n = 8 if the curvatures are pinched enough by Brin-Karcher [BK84], and finally in all
dimensions if the curvatures are pinched enough (very close to 1) by Burns-Pollicott [BP03].
For geometrically finite hyperbolic manifolds, the mixing of the frame flow is proved by
Flaminio-Spatzier [FS90] and the exponential mixing is proved in the works of Mohammadi-
Oh [MO15] (in some cases) and Winter [Win] (for convex co-compact cases).
Acknowledgements. This project has received funding from the European Research
Council (ERC) under the European Unions Horizon 2020 research and innovation pro-
gramme (grant agreement No. 725967). Some part of this work is based on some discussion
and some suggestion given to us by Fre´de´ric Faure, whom we warmly thank for this, in
particular for what concerns the decomposition into irreducibles and the symplectic struc-
ture of the trapped set. We thank Laurent Charles for sharing with us some results of his
thesis used here and Semyon Dyatlov for pointing out to us that the method of [Dya16]
could be used for proving spectral gaps of Anosov flows.
2. Setup and notation
2.1. Algebraic description of the geometry of the hyperbolic space H3. We start
with the algebraic description of the hyperbolic space H3, its unit tangent bundle and its
frame bundle. We will largely avoid abstract Lie theoretic terms.
Let G := PSO(1, 3) with Lie algebra g = so(1, 3), considered here as a matrix algebra.
With respect to the standard basis for R1,3 we obtain, as in2 [DFG15], a basis of g consisting
2Our element R is called R2,3 in [DFG15].
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of the elements
X =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , R =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 , U+1 =

0 0 −1 0
0 0 −1 0
−1 1 0 0
0 0 0 0
 ,
U+2 =

0 0 0 −1
0 0 0 −1
0 0 0 0
−1 1 0 0
 , U−1 =

0 0 −1 0
0 0 1 0
−1 −1 0 0
0 0 0 0
 , U−2 =

0 0 0 −1
0 0 0 1
0 0 0 0
−1 −1 0 0
 .
The commutation relations between these elements are
[X,U±j ] = ±U±j , [U+j , U−j ] = 2X, [U±1 , U∓2 ] = 2R,
[U±1 , U
±
2 ] = [X,R] = 0, [R,U
±
1 ] = −U±2 , [R,U±2 ] = U±1 .
(2.1)
Remark 2.1. Note that the signs appearing in the commutation relations between R and
the elements U±j are related to the lower index j as opposed to the upper index ± which
is the sign appearing in the commutation relations [X,U±j ]. Unfortunately, the lack of a
second “±”-symbol makes it less elegant to deal with the commutation relations [R,U±j ].
The Lie algebra splits as a direct sum g = k⊕ p, where the subspaces k, p are given by
k = spanR(R,K1, K2), p = spanR(X,P1, P2)
with
Kj :=
1
2
(U+j − U−j ), Pj :=
1
2
(U+j + U
−
j ), j = 1, 2.
We define the subgroup K ⊂ G by
K := exp(k) ∼= SO(3),
where exp is the matrix exponential. The commutation relations (2.1) imply
[X,Ki] = Pi, [X,Pi] = Ki, [Ki, Pj] = δijX. (2.2)
We introduce on g an inner product 〈·, ·〉 by declaring that {R,K1, K2, X, P1, P2} form an
orthonormal basis of g with respect to 〈·, ·〉. The Laplacian on g
∆ = −X2 − R2 − 1
2
(
(U−1 )
2 + (U−2 )
2 + (U+1 )
2 + (U+2 )
2
)
(2.3)
associated to 〈·, ·〉 satisfies [R,∆] = 0. The inner product has the convenient property that
it is invariant under the adjoint action Ad(K) of K on g. Moreover, writing
a := spanR(X), m := spanR(R), n
± := spanR(U
±
1 , U
±
2 ),
we have an orthogonal decomposition
g = a⊕m⊕ n+ ⊕ n−. (2.4)
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An important role will also be played by the group
M := exp(m) ∼= SO(2),
which is a subgroup of K (as m is a subalgebra of k). In the following, we will identify
SO(3) = K and SO(2) = M . Furthermore, in the complexified Lie algebra gC := g ⊗R C
the elements
η± :=
1
2
(U−1 ± iU−2 ) ∈ n−C , µ± :=
1
2
(U+1 ± iU+2 ) ∈ n+C , Q± := −(X ± iR) (2.5)
will play an important role due to the commutation relations
[X, η±] = −η±, [R, η±] = ±iη±, [X, µ±] = µ±,
[R, µ±] = ±iµ±, [η±, µ∓] = Q±, [Q±, µ∓] = −2µ∓, (2.6)
[η±, µ±] = [Q±, µ±] = 0.
Remark 2.2 (Continuation of Remark 2.1). The notational “sign management” is now
different from the situation in Remark 2.1: the index ± in η± and µ± appears in the
commutation relations with R, while the signs of the commutators of those elements with
X are no longer expressed in an index but in the two different symbols η and µ themselves.
Any Lie algebra element Y ∈ gC acts on C∞(G) by the left invariant vector field associ-
ated to Y , i.e., as a differential operator of order 1, which we shall also denote by Y . The
vector field Y then also acts by duality on the space D′(G) of distributions on G. We can
identify as Riemannian manifolds
G/K = PSO(1, 3)/SO(3) =: H3,
where H3 is the 3-dimensional hyperbolic space. Indeed, the tangent bundle of H3 is an
associated3 vector bundle
TH3 = T (G/K) ∼= G×Ad(K) p, (2.7)
and the chosen Ad(K)-invariant inner product defines a Riemannian metric on TH3 which
is precisely the metric with constant sectional curvatures −1.
Using (2.7), the unit tangent bundle SH3 ⊂ TH3 can be identified with a quotient space:
G/M = PSO(1, 3)/SO(2) = SH3. (2.8)
The identification is made using the diffeomorphism G/M ∋ gM 7→ [g,X ] ∈ SgK(G/K) ⊂
G×Ad(K) p. The operator X : C∞(G)→ C∞(G), which is the generator of the frame flow
on SH3, induces an operator X : C∞(G/M) → C∞(G/M) that we can identify with the
generator of the geodesic flow on the sphere bundle SH3 = G/M .
3For a principal G-bundle π : P → M and a representation ̺ : G → End(V ), the associated vector
bundle P ×̺ V is defined as P ×̺ V := (P × V )/ ∼, where (p, v) ∼ (p · g, ̺(g−1)v). Writing [p, v] for an
element in P ×̺ V , the vector bundle projection P ×̺ V →M is given by [p, v] 7→ π(p).
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2.2. Representations, associated bundles, and their sections. Consider the uni-
tary representations ̺n : SO(2) → End(C), n ∈ Z, and τ : SO(2) → End(C2), where
̺n(exp(θR)) = e
−inθ and τ is the complexification of the standard representation of SO(2)
on R2. Here C and C2 are equipped with the standard inner products, respectively. Note
that under the identification C2 = (C2)∗ one has τ ∗ = τ , where τ ∗ is the dual representa-
tion. We view G → G/M as a principal bundle with fiber M and build associated vector
bundles E , E∗,Ln on SH3 = G/M by defining
E := G×τ C2, E∗ := G×τ∗ C2, Ln := G×̺n C. (2.9)
The notation is chosen such that E corresponds to the complexification of the (rank 2
real) vector bundle E introduced in [DFG15]. Note that the representation τ splits into
irreducibles according to τ = ̺1 ⊕ ̺−1 and that we have ̺n = ̺⊗|n|±1 for ±n ≥ 0, which
implies that the line bundles Ln are tensor powers:
Ln = (L±1)⊗|n|, ±n ≥ 0.
The Hilbert space L2(G), defined with respect to the Haar measure on G corresponding
to our choice of inner product on g, decomposes by Fourier analysis (in other words, the
Peter-Weyl theorem for SO(2)) into a Hilbert sum
L2(G) =
⊕
n∈Z
L2n(G), (2.10)
where
L2n(G) := {f ∈ L2(G) | f(g · exp(θR)) = einθf(g), ∀ θ, ∀ g ∈ G}.
For n ∈ Z define also
C∞n (G) := L
2
n(G) ∩ C∞(G) = {f ∈ C∞(G) |Rf = inf}.
There is a natural identification between C∞n (G) and C
∞(SH3;Ln). More generally, defin-
ing the distribution space
D′n(G) := {f ∈ D′(G) |Rf = inf},
there is a natural identification between D′n(G) and the space D′(SH3;Ln) of distributional
sections of the line bundle Ln.
In a similar spirit, we may identify the sections in C∞(SH3; E) with equivariant functions
on G and the distributional sections in D′(SH3; E) with equivariant distributions on G.
2.3. Canonical injections of Ln into ⊗mS E . Recall that the SO(2)-representation τ splits
into irreducibles according to τ = ̺1⊕̺−1. To decompose for m ∈ N the symmetric tensor
power ⊗mS τ into irreducibles, we introduce the surjective symmetrization map
sym : ⊗mC2 → ⊗mS C2 (2.11)
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defined by linear extension of
vi1 ⊗ · · · ⊗ vim 7→
1
m!
∑
σ∈Πm
vσ(i1) ⊗ · · · ⊗ vσ(im). (2.12)
Choosing an orthonormal basis {v+, v−} of C2 such that τ acts on v± by ̺±1, each of the
linearly independent elements sl,m−l := sym(v
⊗l
+ ⊗ v⊗m−l− ), 0 ≤ l ≤ m, spans an irreducible
subrepresentation of ⊗mS τ equivalent to ̺2l−m. This shows
⊗mS τ =
m⊕
l=0
̺2l−m, ⊗mS E ∼=
m⊕
l=0
L2l−m, (2.13)
where L2l−m injects into ⊗mS E by the map
Im2l−m : L2l−m ∋ [g, 1] 7−→ [g, sl,m−l] ∈ ⊗mS E , (2.14)
extended by linearity. Clearly Im2l−m intertwines the left G-actions on L2l−m and ⊗mS E .
Let us consider the action of the trace on the injections. Let T : ⊗mS C2 → ⊗m−2S C2 be
the trace operator defined for m ≥ 2 by
(T ω)(w1, . . . , wm−2) := ω(e1, e1, w1, . . . , wm−2) + ω(e2, e2, w1, . . . , wm−2), wj ∈ C,
where {e1, e2} is an arbitrary orthonormal basis of C2 consisting of real vectors e1, e2. If
m ∈ {0, 1}, then we set T = 0. We denote the induced bundle map T : ⊗mS E → ⊗m−2S E by
the same name. One computes that T acts as follows on the basis {sp,q}p+q=m of ⊗mS C2:
T (sp,q) =

pq
(p+q)(p+q−1)
sp−1,q−1, p, q ≥ 1,
0, else.
(2.15)
From this and (2.14) we see that for n ∈ N0 the injections In±n : L±n →֒ ⊗nSE fulfill
Inn (Ln)⊕ In−n(L−n) = {ω ∈ ⊗|n|S E ; T ω = 0} =: ⊗nS,0E , (2.16)
which means that the subbundle ⊗nS,0E = ker T ⊂ ⊗nSE of trace-free symmetric tensors of
order n can be identified with Ln ⊕L−n.
2.4. Covariant derivatives, ladder and horocyclic operators, and Anosov decom-
position. Let us consider the differential operators
η±, µ± : C
∞(G)→ C∞(G)
defined by the Lie algebra elements η±, µ± from (2.5). It is a direct consequence of the
commutation relations (2.6) that η±, µ± restrict to operators η±, µ± : C
∞
n (G)→ C∞n±1(G).
Thus, they induce ladder operators
η±, µ± : C
∞(SH3;Ln)→ C∞(SH3;Ln±1) (2.17)
which we denote by the same name for each n. Moreover, as already indicated at the end
of Section 2.1, the commutation relations (2.1) imply that the vector field X on G induces
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a vector field, also denoted by X , on G/M = SH3 and on SM = Γ\G/M . On the other
hand, considering X ∈ C∞(G;TG) as a differential operator C∞(G) → C∞(G), it leaves
C∞n (G) invariant for each n ∈ Z and therefore induces operators, denoted X,
X : C∞(SH3;Ln)→ C∞(SH3;Ln), n ∈ Z. (2.18)
In fact, the operator X is the covariant derivative along the geodesic vector field X on SH3
with respect to a linear connection on Ln for each n ∈ Z. To explain this, note that there
is a connection on the principal SO(2)-bundle G → G/M = SH3 defined by the one-form
Θ ∈ Ω1(G, g) with kernel a⊕ n+ ⊕ n− that identifies the left invariant vertical vector field
R with the generator R ∈ m = so(2). It induces linear connections, all denoted by ∇, on
L, E , and their tensor powers. If we regard smooth sections f of one of those bundles as
right-SO(2)-equivariant smooth functions f˜ : G→ V , where V is either C, C2 or a tensor
power of the latter, and a vector field Y ∈ C∞(SH3;T (SH3)) as a right-SO(2)-equivariant
smooth function Y˜ : G→ a⊕ n+ ⊕ n−, then ∇Y is given by
∇˜Y (f)(g) = d
dt
∣∣∣
t=0
f˜(g exp(tY˜ (g))), g ∈ G. (2.19)
For each m ∈ N0, we define the operator X : C∞(SH3;⊗mS E∗)→ C∞(SH3;⊗mS E∗) by
Xf := ∇Xf. (2.20)
Note that on sections taking values in an embedded line bundle Ln inside ⊗|n|S E∗ (by
(2.14) and identifying (Ln)∗ = L−n), the operator X coincides with the one introduced in
(2.18). The tangent bundle T (SH3) has an Anosov decomposition into neutral, stable, and
unstable subbundles:
T (SH3) = E0 ⊕ Es ⊕ Eu.
Here E0 = RX and the vector bundles Es/u are obtained as the associated bundles to
the restricted Ad(SO(2))-representations on the Ad(SO(2))-invariant subspaces n± ⊂ g.
Dually, we have a decomposition of the cotangent bundle
T ∗(SH3) = E∗0 ⊕E∗u ⊕E∗s ,
where E∗s/u are defined by
E∗u(E0 ⊕Eu) = 0, E∗s (E0 ⊕Es) = 0, E∗0(Es ⊕Eu) = 0.
Similarly, the decomposition (2.4) induces a decomposition
TG = RR⊕ RX ⊕ E˜u ⊕ E˜s, T ∗G = RΘ⊕ E˜∗0 ⊕ E˜∗s ⊕ E˜∗u
with E∗s/u(Es/u ⊕RR⊕RX) = 0 and E˜∗0(RR⊕ E˜s ⊕ E˜u) = 0. Note that E˜s/u/0 project to
Es/u/0 by dπ if π : G→ G/M is the projection. By (2.1), the differential of the flow ϕt of
X on G is exponentially contracting/expanding on Es/Eu and it is neutral on RR⊕ RX .
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There is a bundle isomorphism θ− : E → CEu induced by the equivalence of repre-
sentations τ ∼ (Ad(M)|n−)C given by identifying the basis {v+, v−} of C2 with the basis
{η+, η−} of n−C from (2.5). We use this bundle isomorphism to define the horocyclic operator
U− : C∞(SH3;⊗mS E∗)→ C∞(SH3; E∗ ⊗⊗mS E∗) as in [DFG15] by
U−f := ∇θ−(·)f.
It suffices for this article to consider these operators acting on (distributional) sections of
the space ⊗mS E∗. From (2.19) one sees for a section f ∈ C∞(SH3;⊗mS E∗) that if
f(gM) = [g,
∑
K∈Am
λK v
∗
k1
⊗ · · · ⊗ v∗km ], λK ∈ C∞(G), g ∈ G,
where A m = {(k1, . . . , km); kj ∈ {+,−}} and {v∗+, v∗−} is the dual basis to {v+, v−}, then
(Xf)(gM) = [g,
∑
K∈Am
(XλK)v
∗
k1
⊗ · · · ⊗ v∗km ],
(U−f)(gM) = [g,
∑
s∈{+,−}
∑
K∈A m
(ηsλK)v
∗
s ⊗ v∗k1 ⊗ · · · ⊗ v∗km ].
(2.21)
As remarked in [DFG15], the operator Um− f is a symmetric tensors of degree m if f is a
smooth function on SH3. In order to preserve this property when acting on symmetric
tensors, we introduce the symmetrisation operator S and consider SU−. In coordinates
this amounts to stating
(SU−f)(gM) = [g,
∑
s∈{+,−}
∑
K∈Am
(ηsλK)S(v∗s ⊗ v∗k1 ⊗ · · · ⊗ v∗km)] (2.22)
The operator SU− yields for each m ∈ N0 a map
SU− : C∞(SH3;⊗mS E∗)→ C∞(SH3;⊗m+1S E∗). (2.23)
This map extends by duality to an operator SU− on distributional sections.
3. Resolvent of the frame flow
In this article we are interested in resonances of the frame flow associated to the geodesic
flow on Γ\SH3 when Γ ⊂ G is a co-compact discrete subgroup with no torsion. Let us fix
the notation
M := Γ\H3 = Γ\G/K, M := SM = Γ\SH3 = Γ\G/M, FM := Γ\G. (3.1)
The frame flow is technically the flow on Γ\G generated by the vector field X . First, we
notice that all the objects, operators, spaces, bundles introduced in the previous section on
G and G/M descend to Γ\G = FM and Γ\G/M = M, respectively. Due to the Fourier
mode decomposition (2.10), which descends to a Fourier mode decomposition of L2(Γ\G),
we can understand the resolvent of the generator X of the frame flow on FM by analyzing
X = ∇X acting on sections of the line bundles Ln on M.
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3.1. The resolvent in Re(λ) > 0. On FM = Γ\G, there is an invariant measure µG
with respect to X , which implies that iX is self-adjoint on L2(Γ\G;µG). The operator
X : C∞(FM)→ C∞(FM) has a well-defined resolvent for Re(λ) > 0
R(λ) := (−X − λ)−1 : L2(M)→ L2(M), R(λ)f = −
∫ ∞
0
e−λtϕ∗−tf dt (3.2)
where ϕt = e
tX is the flow of X at time t on FM = Γ\G. Here the operator R(λ) :
L2(FM) → L2(FM) is clearly bounded by using that ‖ϕ∗t f‖L2 = ‖f‖L2 . In order to
extend this operator, we can use the fact that
R(λ)f =
∑
n∈Z
Rn(λ)fn with Rn(λ) = (−X − λ)−1 : L2n(Γ\G)→ L2n(Γ\G) (3.3)
where f =
∑
n∈Z fn with fn ∈ L2n(Γ\G). We will then study each Rn(λ), which we can
also view as the resolvent of the operator X = ∇X on section of the bundle Ln over SM.
We note that, using that for each n ∈ Z we have ‖f ◦ ϕt‖L2n = ‖f‖L2n for all f ∈ L2n, one
can conclude that Rn(λ) for Re(λ) > 0 satisfies the norm bound
‖Rn(λ)‖L2n(Γ\G)→L2n(Γ\G) ≤ 1/Re(λ) ∀ n ∈ Z. (3.4)
This implies in particular that the sum (3.3) is convergent and that one has
‖R(λ)‖L2(Γ\G)→L2(Γ\G) ≤ 1/Re(λ). (3.5)
Since we shall analyze the family of operators (X+ λ) on sections of Ln over M = SM
using microlocal methods, it will be convenient to use an n-dependent quantization for
families of bundles. This is the topic of the next section.
3.2. Semiclassical analysis for line bundle tensor powers. We introduce some semi-
classical tools to analyze families of operators acting on sections of high-tensorial powers
of a line bundle. We will use the formalism of Charles [Cha00].
LetM be a closed Riemannian manifold of dimension d and consider a line bundle L over
M equipped with a Hermitian product and a Hermitian connection ∇. We shall now be
interested in the family Ln := L⊗n (for n ∈ N) of tensor powers of L and consider the power
n as a semiclassical asymptotic parameter. More precisely, we consider a semiclassical
parameter h ∈ D ⊂ (0, 1] for some set D whose closure in [0, 1] contains 0, together with
a tensor power map
D ∋ h 7→ n(h) ∈ N0
of which we assume that it does not grow faster than the inverse of h:
∃ C0 > 0 : hn(h) ≤ C0 ∀ h ∈ D. (3.6)
A “trivial” example is D := (0, 1], n(h) := n0, C0 := n0 for some n0 ∈ N0, which leads to
the usual semiclassical analysis on the fixed line bundle Ln0 . The canonical “non-trivial”
example consists in taking D := {1/j | j ∈ N} and n(h) := 1/h, C0 := 1. In some cases
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we will just take this choice but in certain cases we shall need n(h) so that hn(h) → 0 as
h→ 0. The tensor power map n(h) allows us to consider the family of line bundles
Lh := Ln(h), h ∈ D.
We will roughly follow the approach of [Cha00, Chapter 4] (see also [GS13, Sections 12.11-
12.13]) with few modifications. The connection ∇ on L induces a connection ∇h on Lh
for all h ∈ D such that for each local nowhere-vanishing section s ∈ C∞(W ;L) over some
open set W ⊂M, one has
∇h(fsn(h)) = df ⊗ sn(h) + fn(h)(s−1∇s)⊗ sn(h) ∀ f ∈ C∞c (W ).
Here and in the following we write s−1(t) = η if t = η ⊗ s with η ∈ C∞(W ; Λl(T ∗W )C),
l ∈ N0. Observe that in such a local trivialisation, for each smooth vector field X , one has
s−n(h)h∇hX(fsn(h)) = Phf,
where Ph := hX + hn(h)s
−1∇Xs is a first order semiclassical differential operator on W .
In particular, one can define the semiclassical Sobolev norms for each N ∈ R
∀u ∈ C∞(M;Lh), ‖u‖HN
h
:= ‖(1 + h2∆h)N/2u‖L2,
where ∆h = (∇h)∗∇h, and we denote by HNh (M;Lh) the completion of C∞(M;Lh) using
this norm. Let δ ∈ [0, 1/2) be small. We fix an order function m ∈ S0(M) as in [FS11]
and we denote by Smh,δ(M) the set of symbols of order m, i.e. the smooth functions ah ∈
C∞(T ∗M) satisfying for all h ∈ D, α, β multiindices, that there is Cα,β > 0 independent
of h so that
∀(x, ξ) ∈ T ∗M, |∂αx∂βξ ah(x, ξ)| ≤ Cα,β〈ξ〉m(x,ξ)+δ|α|−(1−δ)|β|. (3.7)
We define the set Ψmh,δ(M,Lh) of semiclassical pseudodifferential operators of order m
acting on smooth (and by duality on distributional) sections of Lh as the set of all (families
of) continuous linear maps Ah : C
∞(M;Lh)→ C∞(M;Lh) such that:
1) for all χ, χ′ ∈ C∞(M) with supp(χ) ∩ supp(χ′) = ∅, χAhχ′ : D′(M;Lh)→ C∞(M;Lh)
is continuous with operator norms
∀N > 0, ‖χAhχ′‖H−N
h
→HN
h
= O(h∞)
2) in any local chart W ⊂ M with a local trivialising section s ∈ C∞(W ;L) fulfilling
‖s‖ = 1 fiber-wise, there exists ah ∈ Sm(x,ξ)h,δ (W ) such that for all f ∈ C∞c (W ) and x ∈ W
s−n(h)Ah(fs
n(h))(x) =
1
(2πh)d
∫
e
i
h
(x−x′)·ξah(x, ξ)f(x
′)dx′dξ. (3.8)
Following [Cha00], one can define a notion of modified principal symbol of Ah as follows: if
β :=
∑n
j=1 βjdxj ∈ C∞(W ;T ∗Rd) is the local connection 1-form such that ∇s = −iβ ⊗ s,
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then the principal symbol of an operator Ah as in (3.8) is defined by
σh(Ah)(x, ξ) := [ah
(
x, ξ + hn(h)β(x)
)
] ∈ Sm(x,ξ)h (M)/hSm(x,ξ)−1+2δh (M), (3.9)
where [ah] means the class of ah in S
m(x,ξ)
h (M)/hSm(x,ξ)−1+2δh (M). It is easy to check that
σh(Ah) ∈ C∞(T ∗M) is well-defined independently of the coordinate system and the trivi-
alisation of L: this follows from the fact that for a change s′ = e−iωs of local trivialisation
with ω ∈ C∞(W ;R), the operator Ah fulfills for f ∈ C∞c (W )
s′
−n(h)
Ah(fs
′n(h))(x) = ein(h)ω(x) s−n(h)Ah(fe
−in(h)ωsn(h))(x)
=
1
(2πh)d
∫
e
i
h
[(ξ+hn(h)(dωx+Qx,x′(x−x
′))·(x−x′))]ah(x, ξ)f(x
′)dx′dξ
=
1
(2πh)d
∫
e
i
h
ξ·(x−x′)ah(x, ξ − hn(h)dωx +O(|x− x′|))f(x′)dx′dξ,
where Qx,x′ is a smooth symmetric matrix and thus, using h∂ξ(e
i
h
ξ·(x−x′)) = i(x−x′), we eas-
ily get that the O(|x−x′|) term gives an extra O(h) in the symbol. In particular, since the
connection form β ′ in the trivialisation s′ is related to β by β ′ = β+dω, we see that σh(Ah) is
invariant under the change of trivialisation as an element in S
m(x,ξ)
h,δ (M)/hSm(x,ξ)−1+2δh,δ (M).
We can also define a quantization procedure
Oph : S
m
h,δ(M)→ Ψmh,δ(M;Lh) (3.10)
using a partition of unity (just as for the trivial line bundle case), so that for a ∈ Smh,δ(M)
σh(Oph(a)) = [a].
We will also write Ψmh (M;Lh) = ∩δ>0Ψmh,δ(M;Lh) and Smh (M) = ∩δ>0Smh,δ(M). Just like
for the trivial line bundle case, we have all the same properties: composition, boundedness,
elliptic estimates, Garding inequalities. For Ah ∈ Ψmh (M;Lh) and Bh ∈ Ψm′h (M;Lh), we
have AhBh ∈ Ψm+m′h (M;Lh) and
σh(AhBh) = σh(Ah)σh(Bh). (3.11)
The operators Ah ∈ Ψ0h(M;Lh) are bounded on L2(M;Lh) with norm
‖Ah‖L2→L2 ≤ sup
(x,ξ)∈T ∗M
‖σh(Ah)(x, ξ)‖+O(h). (3.12)
We can then define the semiclassical wave-font sets of h-tempered sections u ∈ D′(M;Lh)
and of operators Ah ∈ Ψh(M;Lh) just as for trivial bundles (see for example [DZ19, Section
E.2]); we will denote them by WFh(u) ⊂ T ∗M and WFh(Ah) ⊂ T ∗M.
Example 3.1. Since it will be our main application, let us consider as an example the
operator Ah := −ih∇hY ∈ Ψ1h(M;Lh) where Y is a smooth vector field and h ∈ D. Since
for each local section s and each f ∈ C∞(M) one has
Ah(fs
n(h)) = sn(h)
(− ihY f − ihn(h)fs−1∇Y s) = sn(h)(− ihY − hn(h)β(Y ))f,
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we obtain
σh(Ah)(x, ξ) = ξ(Y (x)). (3.13)
The main novelty is the behavior of the principal symbol with respect to commutators
(or, more precisely, the behavior of the subprincipal symbol which we do not define here).
To describe this, let ω0 ∈ Ω2(T ∗M) be the canonical Liouville symplectic form on the total
space of the cotangent bundle T ∗M π→ M and Ω∇ ∈ Ω2(M) the curvature form of the
connection ∇ on L. Then, for each ρ ∈ R,
ωρ := ω0 + ρ π
∗Ω∇, (3.14)
is a new symplectic form on T ∗M which defines a Poisson bracket {·, ·}ωρ on C∞(T ∗M)
and for each f ∈ C∞(T ∗M) a Hamiltonian vector field Hωρf characterized by4
ιHωρ
f
ωρ = df, {f, g}ωρ = Hωρf g ∀ g ∈ C∞(T ∗M). (3.15)
We then have the following result (compare [Cha00, (4.4)]): for Ah ∈ Ψmh (M;Lh) and Bh ∈
Ψm
′
h (M;Lh), we have ih [Ah, Bh] ∈ Ψm+m
′−1
h (M;Lh) for all δ > 0 and if ah, bh ∈ C∞(T ∗M)
represent σh(Ah), σh(Bh), respectively, then
σh
( i
h
[Ah, Bh]
)
= [{ah, bh}ωhn(h) ]. (3.16)
If the tensor power map n(h) is such that the limit L := limh→0 hn(h) ∈ [0,∞) exists, then
the symplectic form ωhn(h) converges as h → 0 to the h-independent symplectic form ωL,
and in view of (3.6) one can always achieve this by making D smaller (i.e., passing to a
subsequence). One then also obtains
{f, g}ωhn(h) h→0−→ {f, g}ωL in C∞(T ∗M) ∀ f, g ∈ C∞(T ∗M). (3.17)
Once we have observed these facts, all the results in [DZ19, Section E.3] on semiclassical
measures and [DZ19, Section E.4] on propagation estimates (real principal type, radial
estimates for sink and source) apply just equally in our setting.
3.3. Resonances and resonant states on the line bundles Ln. By the works [FS11],
[DZ16] (see for example [DG16] for the case of general bundles), the operator X + λ :
C∞(M;Ln) → C∞(M;Ln) can be made Fredholm on some anisotropic Sobolev spaces,
implying that the resolvent Rn(λ) admits a meromorphic extension to C. Let us briefly
recall these results, and in particular the definition of the anisotropic Sobolev spaces. By
[FS11], there are functions m,F ∈ C∞(T ∗M) with m (resp. F ) homogeneous of degree 0
(resp. 1) for |ξ| > r (for some large enough r > 0), F > 0 such that, if G := m log(F )
4The opposite sign convention {f, g}ωρ = −Hωρf g is also common in the literature. Our sign convention
agrees with that of [DZ19, A.2.1].
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and if Hω0p is the Hamiltonian vector field of p(x, ξ) = ξ(X) with respect to the standard
symplectic form ω0 on T
∗M, we have for all ξ with |ξ| > r
Hω0p m(x, ξ) ≤ 0, Hω0p G(x, ξ) ≤ 0
m(x, ξ) =
{
1 for ξ near E∗s
−1 for ξ near E∗u.
Now, for each n ∈ Z \ {0} we can use the microlocal quantization map Op1/n from (3.10)
putting5 h = h(n) = 1/n if n 6= 0 and h = 1 if n = 0, to associate to every appropriate
symbol function a ∈ C∞(T ∗M) a pseudodifferential operator Oph(a) : D′(M;Ln) →
D′(M;Ln). In the case n = 0, we will simply use a fixed quantization on functions
(sections of L0), that we denote Op1(a). Let us introduce for N > 0 the operator
ANh := Oph(e
NG) : D′(M;Ln)→ D′(M;Ln),
where G as above can be chosen so that ANh : C
∞(M;Ln)→ C∞(M;Ln) is invertible. For
each N > 0 we then define the anisotropic Sobolev space
HNGh(n)(M;Ln) := (ANh )−1(L2(M;Ln)), (3.18)
also denoted HNGh for notational simplicity, which is equipped with the norm
‖f‖HNG
h
:=
∥∥ANh f∥∥L2(M;Ln) .
Then, for each c0 > 0, there is an N > c0 such thatX : DNGh →HNGh is a closed unbounded
operator on the domain DNGh := {f ∈ HNGh |Xf ∈ HNGh } and X + λ : DNGh → HNGh is
Fredholm for all λ ∈ C with Reλ > −c0 and all n ∈ Z. In our case of constant curvature
−1, the contraction/dilation of the geodesic flow are equal to 1, and we can actually
choose any N > c0 (as can be easily checked from [FS11, DZ16]). Since A
N
h is invertible on
C∞(M;Ln), each HNGh contains C∞(M;Ln), which leads to the following meromorphic
extension result:
Proposition 3.2. The resolvent Rn(λ), defined for each n ∈ Z and Reλ > 0 by (3.2) and
(3.3), has a meromorphic continuation to C as a family of continuous operators
Rn(λ) : C
∞(M;Ln)→ D′(M;Ln).
Given a pole λ0 of order J , the resolvent takes the form
Rn(λ) = R
H
n (λ)−
J∑
j=1
(−X − λ0)j−1Πλ0n
(λ− λ0)j , (3.19)
5More precisely, we choose the domain D = {1/n |n ∈ N} and the tensor power map n(h) := 1/h in
Section 3.2.
16 C. GUILLARMOU AND B. KU¨STER
where RHn (λ) : C
∞(M;Ln)→ D′(M;Ln) is a holomorphic family of continuous operators
and Πλ0n : C
∞(M;Ln) → D′(M;Ln) is a finite rank operator. Furthermore, the image of
the residue operator is given by6
Ran(Πλ0n ) = {u ∈ D′(M;Ln) | (X+ λ0)Ju = 0,WF(u) ⊂ E∗u}. (3.20)
Conversely, if for some λ0 ∈ C there is u ∈ D′(M;Ln) \ {0} such that WF(u) ⊂ E∗u and
(X+ λ0)
ku = 0 for some k ∈ N, then λ0 is a pole of Rn(λ) and u ∈ Ran(Πλ0n ).
Proof. The meromorphic continuation of the resolvent on vector bundles is a consequence
of [DG16, Theorem 1]. The continuation of the resolvent in the scalar case or on particular
vector bundles has been previously shown in [Liv04, FS11, DZ16]. The structure of the re-
solvent in a neigborhood of a pole is given in [DG16, eq (3.44)(3.55)]. The characterization
of im(Πλ0) in (3.20) is given in [DG16, (0.12)]. 
Definition 3.3. We call a pole of Rn(λ) a (Pollicott-Ruelle) resonance on Ln. We write
σPRn for the set of all Pollicott-Ruelle resonances on Ln and we call σPRn the resonance
spectrum on Ln. For λ ∈ C we call
Resn(λ) := {u ∈ D′(M;Ln) | (X+ λ)u = 0, WF(u) ⊂ E∗u}
the space of Pollicott-Ruelle resonant states on Ln and for k ∈ N
Resn(λ)
k := {u ∈ D′(M;Ln) | (X+ λ)ku = 0, WF(u) ⊂ E∗u}
the space of generalized Pollicott-Ruelle resonant states on Ln of rank k.
Remark 3.1. (1) By Proposition 3.2, λ ∈ C is a Pollicott-Ruelle resonance on Ln iff
Resn(λ) 6= 0.
(2) If J is such that Resn(λ)
J−1 ( Resn(λ)J = Resn(λ)J+1, then the resolvent has a pole of
order J . In this case, there are distributional sections u1, . . . , uJ , uk ∈ Resn(λ)k \ {0},
such that uk = (X+ λ)uk+1. We then say that λ lies in a Jordan block of size J .
(3) For any λ ∈ C with Re (λ) > 0 we know that Rn(·) is holomorphic in a neighbourhood
of λ and conclude Resn(λ) = {0}.
4. Semiclassical resolvent estimates
As shown in Appendix A, the union
⋃
n∈Z σn of all individual line bundle resonance
spectra intersects the region {Reλ > −1} only in finitely many resonances. In view of
this, it is natural to ask whether the resonance spectrum of the frame flow has an essential
spectral gap of size 1. More precisely, (A.6) motivates us to expect that one has
σFF ∩ {λ ∈ C |Reλ > −1} = {−1 +√1− ν | ν ∈ Sp(∆0), ν < 1}. (4.1)
6Here WF(s) is the wave front set of the distributional section s, which microlocally describes the
directions in which s is singular. See [KW19, Appendix C] for details about wave front sets of distributional
sections of vector bundles.
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In this section we shall prove (4.1) by establishing a meromorphic continuation of the
resolvent R(λ) = (X + λ)−1 from {Reλ > 0} to {Reλ > −1} (recall Section 3.1 for the
definition of R(λ) for Reλ > 0). In the process, we will obtain resolvent estimates for the
geodesic flow acting on the line bundles Ln, n ∈ Z, over M = SM, where M = Γ\H3.
ThatM has this particular form will be used only in Section 4.4, whereas Sections 4.2 and
4.3 are formulated in a more general context.
4.1. Definition and properties of the required Hilbert spaces. In the following we
use the families {HNG1/n}n∈Z\{0}, N > 0, of anisotropic Sobolev spaces from Section 3.3 to
define useful Hilbert spaces on FM. First, we define for ϕ ∈ C∞(FM) and n ∈ Z the n-th
Fourier mode ϕn ∈ C∞n (FM) := C∞(FM) ∩ ker(R− in) by
ϕn(Γg) :=
∫
M
̺n(k
−1
0 )ϕ(Γg) dM(k0), Γg ∈ Γ\G = FM. (4.2)
Here dM is the Haar measure on M fixed by our chosen inner product on g ⊃ m = TeM .
The map (4.2) induces the orthogonal projection L2(FM) → L2(FM) ∩ ker(R − in) by
continuous extension; in particular, one has ϕ =
∑
n∈Z ϕn in L
2(FM). Moreover, due to
the fact that M is Abelian, one has (Rkϕ)n = R
kϕn = (in)
kϕn for all n ∈ Z, k ∈ N0,
and using this it is not difficult to see that ϕ =
∑
n∈Z ϕn in D(FM), i.e., in C∞(FM)
equipped with the standard test function topology. Dually, we define for f ∈ D′(FM) the
n-th Fourier mode fn ∈ D′(FM) ∩ ker(R− in) by
fn(ϕ) := f(ϕ−n), ∀ ϕ ∈ C∞(FM),
so that the convergence ϕ =
∑
n∈Z ϕn in D(FM) for each ϕ ∈ C∞(FM) implies
f =
∑
n∈Z
fn in D′(FM). (4.3)
We can consider fn naturally as a distributional section of the line bundle Ln over M =
SM. Let h(n) = 1/|n| if n 6= 0 and h(0) = 1, and we define for each N > 0 and k ∈ R the
Hilbert space
HNG,k(FM) := {f ∈ D′(FM) | fn ∈ HNGh(n)(M;Ln) ∀ n ∈ Z, ∑
n∈Z
〈n〉2k ‖fn‖2HNG
h(n)
<∞},
‖f‖2HNG,k(FM) :=
∑
n∈Z
〈n〉2k ‖fn‖2HNG
h(n)
,
with HNGh(n)(M;Ln) as in Section 3.3 and 〈n〉 =
√
1 + n2 . Note that HNG,k(FM) is a
Hilbert space. A basic observation is the following:
Lemma 4.1. For all N > 0 and k ∈ Z, the following inclusion holds
C∞(FM) ⊂ HNG,k(FM).
18 C. GUILLARMOU AND B. KU¨STER
Proof. Let N > 0. Identifying C∞(M;Ln) = C∞n (FM) for n ∈ Z (and similarly for L2 and
distributional sections), recall from Section 3.3 the definition of the anisotropic Sobolev
spaces HNGh(n) using the pseudodifferential operators ANh(n). For the case n 6= 0, we use
the semiclassical calculus from Section 3.2 with D := {1/n |n ∈ N} and the two tensor
power maps n(h) := ±1/h, h ∈ D. We then write Lh := Ln(h) for h ∈ D and ANh :=
ANn(h) ∈ ΨNmh (M;Lh) ⊂ ΨN+δh (M;Lh), where δ > 0 is arbitrarily small. The Laplacian
∆ : C∞(FM) → C∞(FM) of the Riemannian metric on FM = Γ\G induced by (2.3)
commutes with R and thus induces for each n ∈ Z an operator ∆n : C∞n (FM)→ C∞n (FM).
Recalling the identification C∞(M;Ln) = C∞n (FM), we note that the connection∇n on Ln
induced by the connection ∇ on L defined in Section 2.4 has the property that ∆n = ∇∗n∇n.
Putting n = n(h), the operator ∆M,Lh := ∆n(h) = ∇∗n(h)∇n(h) is in Ψ2h(M;Lh). Given
f ∈ C∞(FM), n ∈ Z, and k ∈ N0, one has∥∥Rk(I +∆)(N+1)/2f∥∥2
L2(FM)
=
∑
n∈Z
n2k
∥∥(I +∆n)(N+1)/2fn∥∥2L2(M;Ln) , (4.4)
as one easily checks using the facts that M is abelian and that ∆ commutes with the
M-action on FM. Each fn is in HNGh(n) because C∞(M;Ln) ⊂ HNGh(n) and we have for h ∈ D
with fh := fn(h) the estimate
‖fh‖HNG
h
≡ ∥∥ANh fh∥∥L2(M;Lh)
=
∥∥ANh (1 + h2∆M,Lh)−(N+1)/2(1 + h2∆M,Lh)(N+1)/2fh∥∥L2(M;Lh)
≤ ∥∥ANh (1 + h2∆M,Lh)−(N+1)/2∥∥L(L2(M;Lh)) ∥∥(1 + h2∆M,Lh)(N+1)/2fh∥∥L2(M;Lh)
≤ CN
∥∥(1 + h2∆M,Lh)(N+1)/2fh∥∥L2(M;Lh) ≤ CNhN+1 ∥∥(−R2 +∆M,Lh)(N+1)/2fh∥∥L2(M;Lh)
for some CN > 0, since A
N
h (1 + h
2∆M,Lh)
−(N+1)/2 ∈ Ψ0h(M;Lh) is a bounded operator on
L2(M;Lh) with operator norm uniformly bounded in h, see (3.12). Combining this with
(4.4), we get for k ∈ Z∑
n∈Z
〈n〉2k ‖fn‖2HNG
h(n)
≤ C2N
∥∥(1−R2)k(−R2 +∆)(N+1)/2f∥∥2
L2(FM)
<∞,
concluding the proof. 
The main result of this section is:
Theorem 2. Let M = Γ\H3 be a compact hyperbolic manifold and FM = Γ\G its frame
bundle, where G = PSO(1, 3). Then the frame flow resolvent (X+λ)−1, which for Reλ > 0
is a holomorphic family of bounded operators L2(FM)→ L2(FM) defined by (3.2), extends
for each N ≥ 1 to the region
{Reλ > −1} ⊂ C
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as a meromorphic family of bounded operators
R(λ) := (−X − λ)−1 : HNG,1(FM)→HNG,0(FM),
and the only poles of R(λ) in that region are given by the real numbers λj :=
√
1− νj − 1,
0 ≤ j ≤ J , where ν0 = 0, ν1, . . . , νJ are the eigenvalues of the Laplace-Beltrami operator ∆
on M in the interval [0, 1). Moreover, for every δ, r > 0 there is a constant Cδ,r > 0 such
that for 1 < |Im(λ)| and −1 + δ < Reλ < r, one has the following estimate:
‖R(λ)‖HNG,1→HNG,0 ≤ Cδ,r 〈λ〉2N+1 . (4.5)
The proof of Theorem 2 reduces to combining Corollary A.11 (for the location of the
poles) with the following Proposition (for the resolvent bounds):
Proposition 4.2. Let c0 ∈ (0, 1) and c1 > 0. There is a Cc0,c1 > 0 such that if N > c0
‖R0(λ)‖HNG1 →HNG1 ≤ Cc0,c1,δ 〈λ〉
2N+1 , ∀ λ ∈ C; Reλ ∈ [−c0, c1], |Imλ| ≥ 1 (4.6)
and for all n ∈ N
‖R±n(λ)‖HNG
h(n)
→HNG
h(n)
≤ Cc0,c1〈n〉 〈λ〉2N+1 , ∀ λ ∈ C; Reλ ∈ [−c0, c1]. (4.7)
We note that here N can be chosen to be equal to 1. The proof of Proposition 4.2 will
be given on page 35. The following sections are devoted to its preparation.
4.2. Semiclassical formulation of the problem. In this section, letM be an arbitrary
compact negatively curved Riemannian manifold without boundary. We let X be the
generating vector field of the geodesic flow on M = SM, and L → M a complex line
bundle equipped with a metric | · | and a Hermitian connection ∇ (i.e. preserving the
metric on L). We consider the flow acting on sections of powers Ln of the line bundle (here
n ∈ N) by considering the operator
Xu := ∇Xu, u ∈ C∞(M;Ln),
where we denote the induced connection on Ln again by ∇. We will assume that the
curvature Ω of (L,∇) is preserved by the flow of X , that is
ιXΩ = 0. (4.8)
Moreover, we consider the family {ωρ}ρ∈R of symplectic forms on the cotangent bundle
T ∗M defined by (3.14).
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4.2.1. Reduction to a semiclassical problem. To analyse the operatorX acting on C∞(M;Ln)
with n ≥ 1, it is first convenient to view it as a semiclassical family, where
h = h(n) :=
1
n
.
For the case of functions (which we can view as sections of L0 :=M× C), we will simply
set h = 1. To apply the semiclassical calculus explained in Section 3.2, we then let
Ph : C
∞(M;Ln)→ C∞(M;Ln), Phu := hXu
and using a local trivializing section s : W → L with |s| = 1 pointwise, we see for each
f ∈ C∞(W ) that
Ph(fs
n) = (hXf + iϑ(X)f)sn,
where ∇s = ϑ⊗ s for a real valued 1-form ϑ ∈ C∞(W ;T ∗M). The operator Ph is then in
Ψ1h(M;Lh) where Lh := Ln, h ∈ D := {1/n;n ∈ N}, and n(h) = 1/h, see Section 3.2, and
its semiclassical principal symbol as defined there is represented by the function
σ(Ph)(x, ξ) = iξ(X(x)) =: ip0(x, ξ), (x, ξ) ∈ T ∗M, (4.9)
as demonstrated in Example 3.1. We will consider the operator
Ph(λ) := Ph + λ,
where Reλ ∈ [−c0h, c1h] for some c0, c1 > 0. Fix q, q′ ∈ [0,∞) and N > c0γmin , where
γmin > 0 is not larger than any Anosov expansion rate of X onM. For example, ifM has
constant curvature −1, then we can put γmin = 1.
The case of large n. As a first step, we need to consider the large n case. In order to
prove the statement of Proposition 4.2, we argue by contradiction. If (4.7) does not hold,
then Ph(λ) = (hX+ λ) does not satisfy the statement
∃C, h0 > 0 : ∀h ∈ (0, h0) ∩D, ∀λ s.t. Reλ ∈ [−c0h, c1h],
‖Ph(λ)−1‖L(HNG
h
(M;Lh))
≤ Ch−3−2N(h + |λ|)2N+1, (4.10)
where HNGh (M;Lh) := Oph(eNG)−1(L2(M;Lh)) = HNGh as in Section 3.3. This means
that there are sequences (hj)j ⊂ D, (uj)j ⊂ HNGhj (M;Lhj), (λj)j ⊂ C with hj → 0,
‖uj‖HNG
hj
(M;Lhj )
= 1, Reλj ∈ [−c0hj, c1hj ], such that
‖Phj(λj)uj‖HNhj (M;Lhj ) = o(h
2N+3
j (h+ |λj|)−2N−1) as j → +∞. (4.11)
To simplify the notation, we will just write h for hj in what follows (i.e., we replace D by
{hj}j∈N ⊂ D), keeping in mind that h is a sequence going to 0, and we shall write λ = λ(h)
instead of λj , considering it as a function depending on h. We will then write uh instead
of uj, so that (4.11) reads
‖Ph(λ)uh‖HNG
h
(M;Lh)
= o(h2N+3(h+ |λ|)−2N−1) as h→ 0. (4.12)
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Up to extracting a subsequence, we can assume that the convergence h→ 0 happens in a
strictly decreasing manner, that
Imλ(h)→ Υ, Reλ(h)
h
→ ν as h→ 0 (4.13)
for some Υ ∈ R ∪ {−∞,∞}, ν ∈ [−c0, c1], and if Υ ∈ {−∞,∞}, then we can assume that
the convergence |Imλ(h)| → +∞ is strictly monotone.
Making all these assumptions, the fact that the limit Υ can be infinite is technically
inconvenient. We will therefore perform in the next section a rescaling of our semiclassical
parameter involving Imλ(h). As we shall see, this will allow us to obtain a formally
completely analogous situation as in (4.12) and (4.13) but with a new limit of the imaginary
part of the considered spectral parameter that is always finite.
Let us define the new semiclassical parameter
h′ = h′(h) :=

h
1 + |Υ| , if Υ ∈ R,
h
1 + |Imλ(h)| , if Υ ∈ {−∞,∞}.
(4.14)
The strict monotone convergence of h to 0 and the strict monotone growth of |Imλ(h)|
in the unbounded case imply that the map h 7→ h′ = h′(h) defined by (4.14) is injective.
This allows us to associate conversely to each h′ obtained in (4.14) a unique corresponding
h ∈ D, denoted h(h′), which has the property that h(h′) → 0 as h′ → 0. We can then
switch to a semiclassical calculus with the new asymptotic parameter h′ in the sense of
Section 3.2 by choosing the domain D′ := {h′(h) | h ∈ D} and the tensor power map
n(h′) := n(h(h′)) =
1
h(h′)
, h′ ∈ D′.
Note that the product h′n(h′) is convergent as h′ → 0:
lim
h′→0
h′n(h′) =

1
1 + |Υ| , if Υ ∈ R,
0, if Υ ∈ {−∞,∞}.
(4.15)
In what follows we will simply write h′ instead of h′(h) and conversely h instead of h(h′).
We define for h′ ∈ D′ the parameter λ′ = λ′(h′) and the operator Ph′(λ′) ∈ Ψ1h′(M;Lh′) by
Ph′(λ
′) := h′Xn(h′) + λ
′, λ′ = λ′(h′) :=
h′
h
λ(h),
which has the advantage that
Imλ′(h′)→ Λ, Reλ
′(h′)
h′
→ ν as h′ → 0,
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where the new limit
Λ :=

Υ
1 + |Υ| , if Υ ∈ R,
±1, if Υ = ±∞,
is now always finite, and ν ∈ [−c0, c1] is as before. In particular λ′ is bounded.
Since Ph′(λ
′) = h
′
h
Ph(λ), the relation (4.12) reads in terms of h
′ as follows:
‖Ph′(λ′)uh‖HNG
h
(M;Lh′)
= o
(
h′h(1 + h′
−1|λ′|)−2N−1
)
as h′ → 0. (4.16)
We must now take into account that in general the Sobolev space
HNGh (M;Lh′) = Op1/n(h′)(eNG)−1(L2(M;Lh′))
does not agree with the true semiclassical Sobolev space with respect to h′ given by
HNGh′ (M;Lh′) := Oph′(eNG)−1(L2(M;Lh′))
because 1/n(h′) 6= h′. The two spaces agree as sets but their norms differ. More precisely,
‖·‖HNG
h
(M;Lh′)
≤ CL(h′) ‖·‖HNG
h′
(M;Lh′)
, ‖·‖HNG
h′
(M;Lh′)
≤ CR(h′) ‖·‖HNG
h
(M;Lh′)
, (4.17)
with h′-dependent bounds given by
CL(h
′) :=
∥∥Oph′(eNG) Op1/n(h′)(eNG)−1∥∥L2(M;Lh′)→L2(M;Lh′) ,
CR(h
′) :=
∥∥Op1/n(h′)(eNG) Oph′(eNG)−1∥∥L2(M;Lh′)→L2(M;Lh′) . (4.18)
We then define for h′ ∈ D′ the unit norm distributions
uh′ :=
uh
‖uh‖HNG
h′
(M;Lh′)
∈ HNh′(M;Lh′). (4.19)
Replacing uh by uh′ and ‖·‖HN
h
(M;Lh′)
by ‖·‖HN
h′
(M;Lh′ )
in (4.16), we get the estimate
‖Ph′(λ′)uh′‖HN
h′
(M;Lh′)
= o
(
h′h(1 + h′
−1|λ′|)−2N−1CL(h′)CR(h′)
)
as h′ → 0 (4.20)
in which the left hand side is now expressed using the desired semiclassical Sobolev spaces.
It remains to bound the constants CL(h
′), CR(h
′) in terms of h′. To this end, we view
Ah′ := Op1/n(h′)(e
NG) Oph′(e
NG)−1 and Bh′ := Oph′(e
NG) Op1/n(h′)(e
NG)−1 as semiclassical
operators in Ψ0h′(M;Lh′) with semiclassical principal symbols
ah′(x, ξ) = e
N(G(x,hξ/h′)−G(x,ξ)), bh′(x, ξ) = e
N(G(x,ξ)−G(x,hξ/h′)).
Recall from Section 3.3 that G = m log(F ) with m,F ∈ C∞(T ∗M) having the property
that there is a number r > 0 such that m(x, ξ) and F (x, ξ) are positively homogeneous of
degrees 0, 1, respectively for |ξ| ≥ r. This gives us for (x, ξ) ∈ T ∗M
|ah′(x, ξ)|+ |bh′(x, ξ)| = O(h′−NhN)
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and yields with (3.12)
CL(h
′) = O(hNh′−N), CR(h′) = O(hNh′−N).
Thus, (4.20) implies
‖Ph′(λ′)uh′‖HNG
h′
(M;Lh′)
= o(h′
1−2N
h1+2N (1 + h′
−1|λ′|)−2N−1) = o(h′2) as h′ → 0,
where we used that h ∼ h′ if |Υ| 6=∞, and h′−1|λ′| > h′−1/2 for small h′ > 0 if |Υ| =∞.
The case of bounded n. To prove the result when 0 ≤ n ≤ n1 for some fixed n1 ∈ N,
we will use a semiclassical parameter h′ = 1/|Im(λ)|, which is essentially similar to the case
above when Υ =∞. We argue by contradiction and assume that the following statement
does not hold
∃C0 > 0, C1 > 0, ∀n ∈ [0, n1], ∀λ s.t. Reλ ∈ [−c0, c1], |Im(λ)| > C1 :
‖(X+ λ)−1‖HNG1 (M;Ln)→HNG1 (M;Ln) ≤ C0〈λ〉2N+1. (4.21)
Then we can find a sequence λj such that Reλj → ν ∈ [−c0, c1] and |Im(λj)| → +∞, an
n ∈ [0, n1], and some uj ∈ HNG1 (M;Ln) of unit norm such that
‖(X+ λj)uj‖HNG1 (M;Ln) = o(〈λj〉−2N−1) as j → +∞.
Without loss of generality, we can assume Im(λj)→∞, we set h′j := 1/Im(λj)→ 0 and for
simplicity of notation we will remove the j index and consider h′ → 0 to be a sequence of
positive numbers and λ′ = λ′(h′) := h′jλj as a family depending on h
′ so that Imλ′(h′) = 1,
(h′)−1Reλ′(h′) → ν as h′ → 0, and we have a family uh′ ∈ HNG1 (M;Ln) such that, if
Ph′(λ
′) := h′X+ λ′, one has
‖Ph′(λ′)uh‖HNG1 (M;Ln) = o(h′
2N+2
) as j → +∞. (4.22)
As above, it is more convenient to work on HNGh′ (M;Ln), and we notice that Ph′(λ′) ∈
Ψ1h′(M;Ln), which fits in the calculus of Section 3.2 by choosing the trivial constant tensor
power function h′ 7→ n(h′) = n.
4.2.2. The fundamental assumption. The upshot of Section 4.2.1 is that it suffices to con-
sider the following situation (writing h instead of h′):
Assumption 1. Let L be a Hermitian line bundle with connection ∇ on M = SM. For
some positive real numbers c0, c1, N with
7 N > c0
γmin
, some domain D ⊂ (0, 1] with a tensor
power map D ∋ h 7→ n(h) as in Section 3.2 and some function D ∋ h 7→ λ(h) ∈ C such
that for some Λ ∈ [−1, 1] and ν ∈ [−c0, c1] one has
Imλ(h)→ Λ, Reλ(h)
h
→ ν, hn(h)→ 1− |Λ| as h→ 0, (4.23)
7here γmin > 0 is a constant not larger than any Anosov expansion rate on M; as already remarked
above, one can choose γmin = 1 if M = SM with M = Γ\H3 hyperbolic.
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there is for each h ∈ D a distributional section uh ∈ HNGh (M;Lh) of norm 1 such that
‖Ph(λ)uh‖HNG
h
(M;Lh)
= o(h2) as h→ 0, Ph(λ) = hXn(h) + λ(h), (4.24)
where one has HNGh (M;Lh) = Oph(eNG)−1(L2(M;Lh)) with G as in Section 3.3 and Oph
as in (3.10).
4.2.3. Principal symbol and Hamiltonian vector fields of Ph(λ). A function p representing
the principal symbol of −iPh(λ) is
p = p0 + Im(λ), (4.25)
where the h-independent function p0 was introduced in (4.9). Since dp = dp0, we see from
(3.15) that p and p0 have the same Hamiltonian vector fields, i.e., H
ωρ
p = H
ωρ
p0 for every
ρ ∈ R. In fact, thanks to (4.8), we even have the following stronger result:
Lemma 4.3. The Hamiltonian vector fields H
ωρ
p of p defined by (3.15) agree for all ρ ∈ R:
Hωρp = H
ω0
p = H
ω0
p0 , ∀ ρ ∈ R. (4.26)
In particular, the flow of H
ωρ
p agrees with the flow Φt of H
ω0
p0
for each ρ ∈ R.
Proof. Let us study the Hamilton flow of p with respect to the symplectic form ωρ for an
arbitrary ρ ∈ R. Recall from (3.14) that in local coordinates
ωρ =
3∑
j=1
dξj ∧ dxj + ρ
3∑
i,j=1
Ωijdxi ∧ dxj
for some smooth functions Ωij . The identity ωρ(Y,H
ωρ
p ) = dp(Y ) for all vector fields Y on
T ∗M gives (with X =∑j Xj∂xj )
Hωρp =
3∑
j=1
∂ξjp∂xj −
(
∂xjp+ 2ρ
3∑
i=1
Ωij∂ξip
)
∂ξj
=
3∑
j=1
Xj∂xj −
( 3∑
j=1
( 3∑
i=1
∂xjXiξi + 2ρ
3∑
i=1
ΩijXi
))
∂ξj
=Hω0p0 + ρ(π
∗(iXΩ))
♯
where ♯ is the map T ∗(T ∗M)→ T (T ∗M) obtained by duality through the symplectic form
ω0, ie. ω0(·, Y ♯) = Y . Using the assumption (4.8), we obtain (4.26). In particular, the
Hamilton flow of H
ωρ
p coincides with the usual symplectic lift of the flow of X with respect
to the standard symplectic form ω0 on T
∗M and we have Hωρp = Hω1−|Λ|p , so the proof is
finished. 
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4.3. Support and regularity of semiclassical measures. In this section we consider
the same setting as in Section 4.2 and we use the notation from Assumption 1. By [DZ19,
Theorem E.42], up to replacing D by a smaller domain (i.e., passing to a subsequence),
there is a semiclassical measure µ ≥ 0 associated to uh: for each a ∈ C∞c (T ∗M)
〈Oph(a)uh, uh〉HNG
h
→
∫
T ∗M
a dµ as h→ 0.
Here and in the following we write HNGh := HNGh (M;Lh), L2 := L2(M;Lh).
By (4.24) and the same argument as in [DZ19, Theorem E.45] we have
Lemma 4.4. If Assumption 1 is fulfilled, the semiclassical measure µ satisfies
supp(µ) ⊂ {(x, ξ) ∈ T ∗M; ξ(X(x)) = Λ}.
Proof. For A = Oph(a) ∈ Ψcomph (M;Lh) we have as h→ 0
i
∫
T ∗M
(ξ(X)− Λ)a dµ = lim
h→0
〈APh(λ)uh, uh〉HNG
h
= lim
h→0
〈Ph(λ)uh,Oph(a)∗uh〉HNG
h
|〈Ph(λ)uh,Oph(a)∗uh〉HNG
h
| ≤ ‖Ph(λ)uh‖HNG
h
‖Oph(e−NG)Oph(a)∗Oph(e−NG)‖L(L2)‖uh‖HNG
h
that tends to 0. Here we used (4.12) and the fact that the middle term in the last inequality
is bounded as h→ 0 by (3.12) because a is compactly supported. 
We can also apply the argument of [DZ19, Theorem E.46]:
Lemma 4.5. If Assumption 1 is fulfilled, one has
∀ a ∈ C∞c (T ∗M),
∫
T ∗M
(Hω0p0 a− 2νa) dµ = 0,
so that the pushforward of µ along the flow Φt of H
ω0
p0 fulfills
(Φt)∗µ = e
2νtµ, t ∈ R. (4.27)
Proof. Let fh := Ph(λ)uh ∈ HNGh (M;Lh). Then for A ∈ Ψcomph (M;Lh) with A∗ = A =
Oph(a) for some a ∈ C∞c (T ∗M), we obtain using the relation X∗ = −X in L2(M;Lh)
h−1Re(〈Afh, uh〉L2) = (2h)−1〈[A, Ph]uh, uh〉L2 + Re(h−1λ)〈Auh, uh〉L2
where we notice that the L2-pairing makes sense due to the fact that Oph(a) : D′(M;Lh)→
C∞(M;Lh). Note that
〈Afh, uh〉L2 = 〈Oph(eNG)−1AOph(eNG)−1Oph(eNG)fh,Oph(eNG)uh〉L2 = o(h2)
by using (4.24) and that Oph(e
NG)−1AOph(e
NG)−1 ∈ Ψcomph (M;Lh) is uniformly bounded
on L2. This gives by applying (3.15), (3.16), (3.17), (4.23) and passing to the limit h→ 0
0 =
∫
T ∗M
(1
2
H
ω1−|Λ|
p (a)− νa)dµ.
In view of (4.26), the proof is finished. 
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Let us define
Γ+ := E
∗
0 ⊕ E∗u, Γ− := E∗0 ⊕ E∗s , K := Γ+ ∩ Γ−, (4.28)
and for ρ ∈ R
Γ+(ρ) := {(x, ξ) ∈ T ∗M| ξ ∈ ρα(x) + E∗u(x)} ⊂ Γ+,
Γ−(ρ) := {(x, ξ) ∈ T ∗M| ξ ∈ ρα(x) + E∗s (x)} ⊂ Γ−,
Kρ := {(x, ξ) ∈ T ∗M| ξ = ρα(x)} = Γ+(ρ) ∩ Γ−(ρ) ⊂ K,
where α is the contact form onM = SM (identifying SM = S∗M using the metric). Next
we use radial point estimates to get
Lemma 4.6. If Assumption 1 is fulfilled, the support of µ is contained in Γ+(Λ). Moreover,
each open set V ⊂ T ∗M containing KΛ satisfies µ(V ∩ Γ+(Λ)) > 0.
Proof. We apply the high-regularity radial estimate [DZ19, Theorem E.52] to the semi-
classical operator −iPh(λ). First, we observe that Γ−(Λ) is a radial source for −iPh(λ):
indeed, the function p from (4.25) is real and, recalling (4.26), the flow of H
ω1−|Λ|
p = Hω0p0
is simply given by
Φt : (x, ξ) 7→ (ϕt(x), (dϕt(x)−1)T ξ).
Let T
∗M be the radial compactification in the fibers of T ∗M. The hyperbolicity of the
vector field X implies that L := E∗s ∩∂T
∗M is a hyperbolic repulsor for the flow Φt viewed
on T
∗M. It is then a radial source in the sense of [DZ19, Definition E.50]. A function
νh representing the symbol σh(h
−1Im(−iPh(λ))) is given by νh := −Re(λ)/h ∈ [−c1, c0].
Then, since N > c0
γmin
, one has
νh +N
H
ω1−|Λ|
p |ξ|
|ξ| = νh +N
Hω0p0 |ξ|
|ξ| < 0
for ξ near L (in the radial compactification T
∗M) and all h ∈ D. Now, choose B ∈
Ψ0h(M;Lh) such that ellh(B) ⊃ L and BPh(λ)uh ∈ HNh (M;Lh). This is possible by the
assumption that Ph(λ)uh ∈ HNGh (M;Lh) and the construction of HNGh (M;Lh), which is
near E∗s microlocally equivalent to H
N
h (M;Lh). We can then conclude the following from
[DZ19, Theorem E.52, Exercise E.35]: there is AL ∈ Ψ0h(M;Lh) with WFh(1−AL)∩L = ∅
and some C > 0 such that for all h ∈ D
‖ALuh‖HNG
h
(M;Lh)
≤ Ch−1‖BPh(λ)uh‖HNG
h
(M;Lh)
+ ChN‖uh‖H−N
h
(M;Lh)
= o(h). (4.29)
Here we used (4.24) and that HNGh (M;Lh) is microlocally equivalent to HNh (M;Lh)
near E∗s . This implies that for each A ∈ Ψcomph (M;Lh) with WFh(A) ⊂ {(x, ξ) ∈
T ∗M| σh(AL) = 1}, we have as h→ 0
〈Auh, uh〉 = 〈AALuh, ALuh〉+O(h) ≤ C‖ALuh‖2Hs
h
(M;Lh)
+O(h)→ 0,
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which shows that supp(µ) ∩ U = ∅ for some small neighborhood U of L in T ∗M. Using
the invariance of the support of µ by the Hamilton flow Φt of H
ω0
p0
implied by (4.27), we
deduce that supp(µ) ∩ V = ∅ for every open set V for which there is t ∈ R such that
Φt(V ) ⊂ U . Since L is a hyperbolic repulsor (source) in T ∗M for the hyperbolic flow Φt,
around each point (x, ξ) ∈ {ξ(X(x)) = Λ} \ Γ+(Λ) there is a small ball B(x, ξ) and T > 0
large such that Φ−T (B(x, ξ)) ⊂ U. Combining this with Lemma 4.4 implies the claim about
the support of µ.
Let us next show that µ can not vanish near KΛ. First, by [DZ19, Theorem E.33],
let A0 ∈ Ψ0h(M;Lh) be such that Ph(λ) is semiclassically elliptic on WFh(A0), i.e. if
WFh(A0) ⊂ T ∗M\{ξ(X) = Λ}, and WF(1−A0) supported close to {ξ(X) = Λ} in T ∗M,
then there is C > 0 such that for all h ∈ D small
‖A0uh‖HNG
h
(M;Lh)
≤ C‖Ph(λ)uh‖HNG
h
(M;Lh)
+ ChN‖uh‖HNG
h
(M;Lh)
= o(h2).
The radial estimate for the sink L′ := E∗u ∩ ∂T ∗M [DZ19, Theorem E.54] says that for
each B1 ∈ Ψ0h(M;Lh) with ellh(B1) ⊃ L′ there are AL′ , BL′ ∈ Ψ0h(M;Lh) with WFh(1 −
AL′) not intersecting L
′ and WFh(BL′) ⊂ ellh(B1) \ L′ such that if h is small enough one
has
‖AL′uh‖HNG
h
(M;Lh)
≤Ch−1‖B1Ph(λ)uh‖HNG
h
(M;Lh)
+ C‖BL′uh‖HNG
h
(M;Lh)
+ ChN
≤C‖BL′uh‖HNG
h
(M;Lh)
+ o(h).
(4.30)
for some C > 0 independent of h, where we used that HNGh (M;Lh) is microlocally equiva-
lent to H−Nh (M;Lh) near L′ and we can assume WFh(A1) contained in a small neighbor-
hood of L′.
Assume now that there is AK ∈ Ψcomph (M;Lh) with WFh(1 − AK) ∩KΛ = ∅ such that
‖AKuh‖HNG
h
(M;Lh)
= o(1) for some subsequence h ∈ D going to 0. We note that by choosing
T large enough,
ZT :=
⋃
t∈[−T,T ]
Φt(ellh(A0) ∪ ellh(AL) ∪ ellh(AK))
is such that T
∗M \ ZT is a small neighborhood of L′ not intersecting WFh(BL′) and
contained in the region where AL′ = 1 microlocally. Therefore, by semiclassical propagation
of singularities [DZ19, Thm. E.47], there is C > 0 such that
‖BL′uh‖HNG
h
(M;Lh)
≤ C‖AKuh‖HNG
h
(M;Lh)
+C‖ALuh‖HNG
h
(M;Lh)
+C‖A0uh‖HNG
h
(M;Lh)
= o(1)
and for AR := 1−AK − AL − A0 − A′L
‖ARuh‖HNG
h
(M;Lh)
≤ C‖AKuh‖HNG
h
(M;Lh)
+C‖ALuh‖HNG
h
(M;Lh)
+C‖A0uh‖HNG
h
(M;Lh)
= o(1).
Thus, we obtain using (4.30)
‖AL′uh‖HNG
h
= o(1),
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which finally leads to ‖uh‖HNG
h
(M;Lh)
= o(1), leading to a contradiction. This shows that
µ(V ) > 0 for some neighborhood V of KΛ. 
4.4. Spectral gap. We assume now that M = Γ\H3 is a compact hyperbolic 3-manifold
and that the line bundle L over M = SM = Γ\G/M is of the form
L = Ln0 = Γ\G×̺n0 C, n0 ∈ {−1, 0, 1} (4.31)
in the notation of Section 2.2. We equip L with the connection ∇ from (2.19).
Lemma 4.7. (L,∇) fulfills the condition (4.8).
Proof. Let x ∈M. First, we claim that there is a neighborhood W ⊂M = SM around x
on which L is trivialized by a section s ∈ C∞(W ;L) such that ∇Xs = 0: indeed, fixing a
transverse slice S to X containing x, one can take s0 to be a unit length section of L|S and
the equation ∇Xs = 0 with boundary condition s|S = s0 can be solved by the method of
characteristics (this is parallel transport along flow lines of X). Now, let Π : FM→ SM
be the projection, and W˜ := Π−1(W ) ⊂ FM. Then, if ϑ is the local connection 1-form
of ∇ on W defined by ∇s = ϑ ⊗ s and ϑ˜ = Π∗ϑ is its lift to a 1-form on W˜ , we have
ϑ˜(X) = 0 and the commutation relations (2.1) imply X(ϑ˜(U±j )) = ±ϑ˜(U±j ). This gives us
for j = 1, 2
Ω(X, dΠU±j ) = dϑ˜(X,U
±
j ) = X(ϑ˜(U
±
j ))− U±j (ϑ˜(X))− ϑ˜([X,U±j ]) = (X ∓ 1)(ϑ˜(U±j )) = 0.
As dΠ is surjective and the vector fields X,R and U±j span T (FM), this proves (4.8). 
The first tool developed in this section is the following technical local result:
Lemma 4.8. For each x ∈M = SM, there is a neighborhood W of x in M on which one
has vector fields U±j , j = 1, 2, such that U
+
1 ,U
+
2 span Es|W , U−1 ,U−2 span Eu|W , and the
formal adjoints of ∇
U
±
j
: C∞(W ;Ln)→ C∞(W ;Ln) are for each n ∈ N0 given by
∇∗
U
±
j
= −∇
U
±
j
− f±j , j = 1, 2, (4.32)
with some smooth f±1 , f
±
2 : W → R. Furthermore, the functions ϕ±j : T ∗W → R defined by
ϕ±j (x, ξ) := ξ(U
±
j (x)) fulfill for every L ∈ [0,∞)
HωLp ϕ
±
j = ±ϕ±j ,
{ϕ±1 , ϕ±2 }ωL = F±2 ϕ±1 − F±1 ϕ±2 ,
{ϕ±1 , ϕ∓2 }ωL = n0L+ F±2 ϕ∓1 − F∓1 ϕ±2 ,
{ϕ+j , ϕ−j }ωL = p0|T ∗W + F−j′ ϕ+j′ + F+j′ ϕ−j′, 1′ := 2, 2′ := 1,
(4.33)
where ωL is the symplectic form defined in (3.14), n0 ∈ {−1, 0, 1} the weight of the represen-
tation defining L in (4.31), p0 : T ∗M→ R the function defined in (4.9), and F±j = f±j ◦π,
π : T ∗W →W being the cotangent bundle projection.
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Remark 4.1. The local existence of functions ϕ±j fulfilling (4.33) for all L ∈ [0,∞) reflects
the fact that K is a symplectic submanifold of T ∗M with respect to the symplectic form
ωL except for n0L = 0 at p
−1
0 (0) ∩K.
Proof of Lemma 4.8. For notational simplicity, we prove only the statements with the “−”
sign. This is justified by Remark 2.2: the statements with the “+” sign will be obtained by
replacing η± by µ± in the following, taking into account that the only difference between
η± and µ± with respect to the commutation relations (2.6) is that Xη± = −η± whereas
Xµ± = µ±. A possibly confusing point here is that the lower index ± of those elements
does not correspond to the symbol ± in (4.33) and (4.32). Instead, we will see that the
“±” in η± and µ± corresponds to j = 1, 2 in (4.33) and (4.32).
Let x ∈ M. As seen in the proof of Lemma 4.7 there is a neighborhood W ⊂ M
around x on which L1 is trivialized by a section s+ ∈ C∞(W ;L1) of norm 1 such that
∇Xs+ = 0. It corresponds to a non-vanishing complex-valued function s˜+ on the subset
W˜ := Π−1(W ) ⊂ FM of the frame bundle FM = Γ\G, where Π : FM → SM is the
projection. Then the complex conjugated function s˜− := s˜+ fulfills s˜+(w)s˜−(w) = 1 for all
w ∈ W˜ and induces a local section s− ∈ C∞(W ;L−1) trivializing L−1, and the functions
s˜± fulfill
Rs˜± = ±i s˜±, Xs˜± = 0. (4.34)
By (2.6) and (4.34), the vector fields s˜∓η± on FM commute with R, so they descend to
vector fields
s∓η± := dΠ(s˜
∓η±) =
1
2
dΠ(s˜∓(U−1 ± i U−2 )) (4.35)
onM = SM. As the two vector fields s˜∓1(U−1 ± iU−2 ) span the complexified lifted unstable
bundle (E˜u|W˜ )C = (dΠ)−1(Eu|W )C and E˜u ∩ RR = 0, the vector fields s−η+, s+η− span
(Eu|W )C, and recalling that s˜± = s˜∓, we see that the real vector fields
U−1 := Re(s
−η+) = Re(s
+η−), U
−
2 := Im(s
−η+) = −Im(s+η−) (4.36)
span Eu|W . Now, for every domainD and tensor power map n(h) as in Section 3.2, Example
3.1 says that the families {h∇
U
−
j
}h∈D, j = 1, 2, define operators in Ψ1h(M;Lh), and that
the principal symbol of −ih∇
U
−
j
is represented by ϕ−j , where ϕ
−
j (x, ξ) := ξ(U
−
j (x)). Given
some L ∈ [0,∞), let us fix for the rest of the proof a domain D and a tensor power map
n(h) with limh→0 hn(h) = L. For example, D = {1/n : n ∈ N} and n(h) := L/h.
To prove (4.33), it now suffices in view of (3.16), (3.17) to consider commutators of the
operators ∇
U
−
j
with each other and with X = ∇X . For the latter, we get using Xs˜± = 0
[X, s˜∓η±] = s˜
∓[X, η±] = −s˜∓η±.
Passing to real and imaginary parts (taking into account that X is real) gives
[X,∇
U
−
j
] = −∇
U
−
j
, j = 1, 2. (4.37)
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Furthermore, we get for f ∈ C∞(W˜ )
s˜−η+(s˜
+η−f)− s˜+η−(s˜−η+f) = η+η−(f)− η−η+(f) + s˜−η+(s˜+η−(f)− s˜+η−(s˜−)η+(f)
= −η+(s˜−)s˜+η−(f) + η−(s˜+)s˜−η+(f),
where we used that 0 = η±(1) = η±(s˜
−s˜+) = s˜+η±(s˜
−) + s˜−η±(s˜
+). This shows
[∇
U
−
1
,∇
U
−
2
] = f−2 ∇U−1 − f
−
1 ∇U−2 (4.38)
with
f−1 := Re (η+s
−) = Re (η−s
+), f−2 := Im (η+s
−) = −Im (η−s+). (4.39)
Now, by (3.16) the principal symbol of i
h
[−iP (h),−ih∇
U
−
j
] is represented by {p, ϕ−j }ωhn(h)
and one has [P (h), h∇
U
−
j
] = [hX, h∇
U
−
j
], so we get using (4.37), (3.15), and (3.17)
HωLp ϕ
−
j = {p, ϕ−j }ωL = lim
h→0
σh(
i
h
[−ihX,−ih∇
U
−
j
]) = lim
h→0
σh(ih∇U−j ) = −ϕ
−
j .
Similarly, (4.38) leads to {ϕ−1 , ϕ−2 }ωL = F−2 ϕ−1 − F−1 ϕ−2 with F±j := f±j ◦ π, π : T ∗W →W
being the cotangent projection. Before we determine the remaining Poisson brackets, let us
compute the formal adjoint of∇
U
−
j
for j = 1, 2. To this end, we first note that thanks to the
G-invariance of the measure µG on FM the formal adjoint of η± : C
∞(FM)→ C∞(FM)
is given by −η∓. We then find for f, g ∈ C∞(FM) using s˜± = s˜∓∫
FM
(s˜∓η±f)g dµG =
∫
FM
(η±f)s˜±g dµG =
∫
FM
f · (−η∓(s˜±g)) dµG
=
∫
FM
f · (−η∓(s˜±)g − s˜±η∓(g)) dµG,
which proves (s∓η±)
∗ = −s±η∓ − η∓s±. Passing to real and imaginary parts and taking
into account that (A+ iB)∗ = A∗ − iB∗ for real operators A,B, we get (4.32).
Finally, let us compute the remaining Poisson brackets, assuming that we have repeated
all of the above steps with η± replaced by µ± to treat the “+” case. Then (2.6) gives us
[s˜∓η±, s˜
±µ∓] = ∓iR −X + µ∓(s˜±)s˜∓η± − η±(s˜∓)s˜±µ∓,
which is equivalent to
[∇
U
−
1
,∇
U
+
1
] + [∇
U
−
2
,∇
U
+
2
] = −X+ f+1 ∇U−1 + f
+
2 ∇U−2 − f
−
1 ∇U+1 − f
−
2 ∇U+2 ,
[∇
U
+
2
,∇
U
−
1
] + [∇
U
−
2
,∇
U
+
1
] = −inn0 + f+1 ∇U−2 − f
+
2 ∇U−1 + f
−
1 ∇U+2 − f
−
2 ∇U+1 ∀ n ∈ N0,
where the operators in the second line act on C∞(W ;Ln) ∼= C∞(W˜ ) ∩ ker(R− inn0). Yet
another analogous calculation using the commutation relations (2.6) yields
[s˜∓η±, s˜
∓µ±] = η±(s˜
∓)s˜∓µ± − µ±(s˜∓)s˜∓η±,
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which is equivalent to
[∇
U
−
1
,∇
U
+
1
]− [∇
U
−
2
,∇
U
+
2
] = f−1 ∇U+1 − f
−
2 ∇U+2 − f
+
1 ∇U−1 + f
+
2 ∇U−2 ,
[∇
U
−
2
,∇
U
+
1
] + [∇
U
−
1
,∇
U
+
2
] = f−2 ∇U+1 + f
−
1 ∇U+2 − f
+
2 ∇U−1 − f
+
1 ∇U−2 .
Combining the equations gives us (with the short hand notation 1opp := 2, 2opp := 1)
[∇
U
+
j
,∇
U
−
j
] = X+ f−jopp∇U+jopp − f
+
jopp∇U−jopp ,
[∇
U
±
1
,∇
U
∓
2
] = inn0 − f∓1 ∇U±2 + f
±
2 ∇U∓1 on C
∞(W ;Ln).
Writing n = n(h) and multiplying with −ih, we find
i
h
[−ih∇
U
+
j
,−ih∇
U
−
j
] = −ihX + f−jopp(−ih∇U+jopp )− f
+
jopp(−ih∇U−jopp ),
i
h
[−ih∇
U
±
1
,−ih∇
U
∓
2
] = hn(h)n0 − f∓1 (−ih∇U±2 ) + f
±
2 (−ih∇U∓1 ) on C
∞(W ;Lh),
so that by the same principal symbol argument as above and taking into account that
hn(h)→ L as h→ 0, we obtain the remaining relations in (4.33). 
Lemma 4.9. Suppose that Assumption 1 is fulfilled with ν > −1. Associate a distribution
µω1−|Λ| ∈ D′(T ∗M) to µ by the expression
〈µω1−|Λ| , fω∧51−|Λ|〉 :=
∫
T ∗M
f dµ ∀f ∈ C∞c (T ∗M),
where the symplectic form ω1−|Λ| is defined by (3.14). Further, let W ⊂M, F−j ∈ C∞(W ),
ϕ−j ∈ C∞(T ∗W ), j = 1, 2, be as in Lemma 4.8. Then one has on T ∗W
∀j = 1, 2, Hω1−|Λ|
ϕ−j
µω1−|Λ| = F
−
j µω1−|Λ| .
In particular, µ|T ∗W is smooth in the direction of span(Hω1−|Λ|ϕ−1 , H
ω1−|Λ|
ϕ−2
).
Proof. By the commutation relation (2.6), we have
hη±fh = hη±(hX+ λ)uh = (hX+ λ+ h)hη±(h)uh = (Ph(λ) + h)hη±uh.
Let HNG′h (M;Ln(h)±1) := Oph(eNG′)L2(M;Ln(h)±1) with
G′(x, ξ) := (m(x, ξ) +
1
N
) logF (x, ξ)
and where we denote Oph for both the quantization of Section 3.2 on Ln(h), and on Ln(h)±1.
First, we have that f ′h := hη±fh ∈ HNG′h (M;Ln(h)±1) and, with L2n := L2(M;Ln),
‖Oph(eNG
′
)−1hη±fh‖L2
n(h)±1
≤ ‖Oph(eNG
′
)−1hη±Oph(e
NG)‖L(L2
n(h)
,L2
n(h)±1
)‖fh‖HN
h
= o(h2)
Here we used that on each open set W ⊂ M and s local section of L over W and each
χ ∈ C∞c (W ), then χs∓Oph(eNG′)−1hη±Oph(eNG) ∈ Ψ0h(M;Ln(h)) has uniformly bounded
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principal symbol with respect to h. We also note that, from the construction of m,F in
[FS11], G′ is also an escape function satisfying Hω0p G
′ ≤ 0 and Hω0p (m+1/N) ≤ 0 provided
N ≥ 1.
Assuming that ν > −1, we claim that (Ph(λ)+h) is invertible for small h on HNG′h with
the estimate
‖(Ph(λ) + h)−1‖L(HNG′
h
) ≤ Ch−1. (4.40)
First, we note that (Ph(λ) + h)
−1 : L2 → L2 is well defined and given by the converging
expression
(Ph(λ) + h)
−1 = h−1
∫ ∞
0
e−t(X+λ+1)dt. (4.41)
To prove this, we can first write for t ∈ [0, 1]
‖Oph(eNG
′
)−1e−tXOph(e
NG′)‖L(L2) = ‖etXOph(eNG
′
)−1e−tXOph(e
NG′)‖L(L2)
and by using Egorov’s theorem we see that Q(t) := etXOph(e
NG′)−1e−tXOph(e
NG′) is an
operator in the class Q(t) ∈ Ψm◦Φt−mh (M;Lh) with principal symbol
σh(Q(t))(x, ξ) = exp(N(G
′(Φt(x, ξ))−G′(x, ξ))) ≤ 1
thus by (3.12), there is C such that for all t ∈ [0, 1] and h > 0 small
‖Oph(eNG
′
)−1e−tXOph(e
NG′)‖L(L2) ≤ 1 + Ch
which means that ‖e−tX‖L(HNG′
h
) ≤ 1 + Ch for all t ∈ [0, 1]. This directly implies that for
all t ≥ 0
‖e−tX‖L(HNG′
h
) ≤ (1 + Ch)t+1
and thus the integral defining (Ph(λ) + h)
−1 in L2 is convergent with norm O(h−1) if
Re(λ) + 1 > 0 and h small enough (depending on |Re(λ) + 1|). We thus obtain that
‖hη±uh‖HNG′
h
(M;Ln(h)±1) = o(h).
By using (4.36), we deduce that in the open set W we have for each χ ∈ C∞c (W )
‖χh∇
U
−
j
uh‖HNG′
h
(M;Ln(h)) = o(h), j = 1, 2. (4.42)
Now, using the same trivializing section s ∈ C∞(W ;L) as in the proof of Lemma 4.8,
we define for a ∈ C∞c (T ∗M) supported inside T ∗W the operator Oph(a) : C∞(W ;Lh) →
C∞(W ;Lh) by
Oph(a)(fs
n(h))(x) :=
(
(2πh)−d
∫
ei
(x−x′)ξ
h a(x, ξ − hn(h)β(x))f(x′)dξdx′
)
sn(h), h ∈ D,
where β = s−1∇s is the connection 1-form in the trivialisation given by s; the principal
symbol of Oph(a) being represented by a according to (3.9). Using (4.32) and applying
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(4.42) with χ ≡ 1 in a neighborhood of the projection of supp a to W , we can now write
for χ˜ ∈ C∞c (W ) such that χ˜χ = χ
o(1) =
1
h
(〈Oph(a)χh∇U−j uh, uh〉+ 〈Oph(a)χ˜uh, χh∇U−j uh〉)
=
〈1
h
[
Oph(a), χh∇U−j
]
χ˜uh, uh
〉
− 〈f−j Oph(a)χ˜uh|, uh〉.
(4.43)
with f−j defined in (4.39). As ϕ
−
j represents σh(−ih∇U−j ), (3.16) says that the principal
symbol of the operator 1
h
[Oph(a), χh∇U−j ]χ˜ ∈ Ψ
comp
h (W ;Lh) is represented by {a, ϕ−j }ωhn(h) .
Further, the principal symbol of f−j Oph(a)χ˜ ∈ Ψcomph (W ;Lh) is represented by F−j a. We
thus deduce by letting h→ 0 in (4.43) and using (4.23), (3.15), (3.17):
0 =
∫
T ∗W
(H
ω1−|Λ|
ϕ−j
+ F−j )a dµ. (4.44)
We note that H
ω1−|Λ|
ϕ−j
preserves ω1−|Λ|, since it is a Hamiltonian vector field with respect to
ω1−|Λ|, thus it also preserves the associated symplectic measure ω
∧5
1−|Λ|. This implies that
when we write µ = µω1−|Λ|ω
∧5
1−|Λ|, we get from (4.44) the equality
H
ω1−|Λ|
ϕ−j
µω1−|Λ| = F
−
j µω1−|Λ| , j = 1, 2.

Proposition 4.10. If L = L1 or L = L−1, Assumption 1 cannot be fulfilled with c0 < 1.
If L = L0 =M× C, then Assumption 1 cannot be fulfilled with c0 < 1, Λ 6= 0.
Proof. In a local neighborhood W as in Lemma 4.8, consider the functions ϕ±j (x, ξ) =
ξ(U±j (x)), j = 1, 2. Because the U
+
j span Es|W and the U−j span Eu|W , the differ-
entials dϕ+1 , dϕ
+
2 , dϕ
−
1 , dϕ
−
2 are fiber-wise linearly independent. As the symplectic form
ωρ is non-degenerate for each ρ ∈ R, we conclude that the Hamiltonian vector fields
H
ωρ
ϕ+1
, H
ωρ
ϕ+2
, H
ωρ
ϕ−1
, H
ωρ
ϕ−2
are fiber-wise linearly independent for each ρ ∈ R. Next, we want to
check on K = Γ+ ∩ Γ− ⊂ T ∗M, introduced in (4.28), for which points k ∈ K ∩ T ∗W and
which ρ ∈ R the vectors Hωρ
ϕ±
j
(k) ∈ Tk(T ∗W ) are transverse to TkK ⊂ Tk(T ∗W ). To this
end, we note that the functions ϕ±j satisfy
Γ± ∩ T ∗W = {(x, ξ) ∈ T ∗W |ϕ∓1 (x, ξ) = ϕ∓2 (x, ξ) = 0}. (4.45)
Also, for every L ∈ [0,∞) we have
−dϕ±1 (HωLϕ±2 ) = dϕ
±
2 (H
ωL
ϕ±1
) = {ϕ±1 , ϕ±2 }ωL = F±2 ϕ±1 − F±1 ϕ±2 ,
−dϕ±1 (HωLϕ∓2 ) = dϕ
∓
2 (H
ωL
ϕ±1
) = {ϕ±1 , ϕ∓2 }ωL = n0L+ F±2 ϕ∓1 − F∓1 ϕ±2 ,
−dϕ+j (HωLϕ−j ) = dϕ
−
j (H
ωL
ϕ+j
) = {ϕ+j , ϕ−j }ωL = p0|T ∗W + F−j′ ϕ+j′ + F+j′ ϕ−j′
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by (3.15) and (4.33) with 1′ := 2, 2′ := 1, which implies
0 = dϕ±1 (H
ωL
ϕ±2
)|Γ∓∩T ∗W = dϕ±2 (HωLϕ±1 )|Γ∓∩T ∗W ,
n0L = −dϕ±1 (HωLϕ∓2 )|K∩T ∗W = dϕ
∓
2 (H
ωL
ϕ±1
)|K∩T ∗W ,
p0|K∩T ∗W = −dϕ+j (HωLϕ−j )|K∩T ∗W = dϕ
−
j (H
ωL
ϕ+j
)|K∩T ∗W , j = 1, 2,
(4.46)
so that we get for j = 1, 2 and every L ∈ [0,∞)
HωL
ϕ±j
(x) ∈ TxΓ∓ ∀ x ∈ Γ∓ ∩ T ∗W,
HωL
ϕ±
j
(κ) 6∈ TκΓ±
{
∀ κ ∈ K, if n0L 6= 0,
∀ κ ∈ K \K0, if n0L = 0.
(4.47)
Consequently, we have transversality of H
ω1−|Λ|
ϕ−1
, H
ω1−|Λ|
ϕ−2
to TK on all of KΛ∩T ∗W provided
that n0(1 − |Λ|) 6= 0 or Λ 6= 0. If n0 6= 0, then one of these relations is always fulfilled,
while for n0 = 0 we get the condition Λ 6= 0. Assuming either n0 6= 0 or Λ 6= 0, we can
apply the inverse function theorem to deduce that there is s0 > 0 such that the map
ψ : (−s0, s0)2 × (K ∩ T ∗W ) ∋ (s1, s2, κ) 7→ e
s1H
ω1−|Λ|
ϕ
−
1
+s2H
ω1−|Λ|
ϕ
−
2 (κ)
is a diffeomorphism from a neighborhood (−ε, ε)2 × OΛ of {0} × (KΛ ∩ T ∗W ) onto a
neighborhood of KΛ ∩T ∗W in Γ+ ∩T ∗W . Note that the image of ψ is indeed contained in
Γ+ due to the first relation in (4.47). That relation also implies that H
ω1−|Λ|
ϕ−1
and H
ω1−|Λ|
ϕ−2
commute on Γ+ ∩ T ∗W .
Now, suppose that Assumption 1 is fulfilled. Then, by Lemma 4.6, the support of µ is
contained in Γ+, which means that the pullback measure ψ
∗µ is well-defined. Let us check
that with the assumption ν > −1 the measure ψ∗µ satisfies
ψ∗µ(Bδ) ≤ Cδ2 (4.48)
if Bδ := {|s| ≤ δ | κ ∈ OΛ} for small δ > 0. In the variables (s1, s2, κ), we have
∂sjψ
∗µ = F−j ψ
∗µ in the distributional sense by Lemma 4.9 when ν > −1. If χδ(s1, s2, κ) :=
χ(s1/δ, s2/δ, κ) is a function supported in B2δ and equal to 1 in Bδ, we can use the Fourier
transform in the s variable to get for every l ∈ N
〈ψ∗µ, χδ〉 = δ2
∫
χˆ(δξ1, δξ2, κ)
(1 + |ξ|2)l (1 + |ξ|
2)lψ̂∗µ(ξ1, ξ2, κ) dκ dξ1 dξ2
and (1 + |ξ|2)lψ̂∗µ = f̂lψ∗µ with the smooth function fl := (1 + (F−1 )2 + (F−2 )2)l, so we
deduce that 〈ψ∗µ, χδ〉 = O(δ2).
Now, for δ > 0 small, we consider Uδ := {ζ ∈ T ∗M| dT ∗M(ζ,KΛ) ≤ δ} where dT ∗M is
the Sasaki Riemannian distance on T ∗M. Using Lemma 4.5 we find that
µ(e−tH
ω1−|Λ|
p (Uδ)) = e
2tνµ(Uδ) ∀ t ≥ 0. (4.49)
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Consider a covering (Wℓ)ℓ∈L of Uδ by finitely many charts, on which we obtain functions
ϕ∓ℓ,j for j = 1, 2 and diffeomorphisms ψℓ as above. Due to the relations H
ω1−|Λ|
p ϕ
∓
ℓ,j = ∓ϕ∓ℓ,j
that hold thanks to (4.33), and in view of (4.45), there is C independent of δ > 0 such
that for all t ≥ 0:
e−tH
ω1−|Λ|
p (Uδ ∩ Γ+) ⊂ Uδ ∩ Γ+ ∩ UCδe−t ,
thus, provided t is large enough,
µ(e−tH
ω1−|Λ|
p (Uδ)) ≤ µ(UCδe−t ∩ Γ+).
Since one can find C ′ > 0 such that
UCδe−t ∩ Γ+ ⊂
⋃
ℓ∈L
ψℓ(BC′δe−t),
we can use (4.48) to deduce that there is C > 0, independent of δ, such that for all t ≥ 0
large enough
µ(e−tH
ω1−|Λ|
p (Uδ)) ≤ Cδ2e−2t.
Combining with (4.49) and recalling from Lemma 4.6 that µ(Uδ) > 0, we conclude that
there is C > 0 such that for all t ≥ 0 large
e2tν ≤ Ce−2t.
We conclude that if n0 6= 0 or Λ 6= 0, Assumption 1 can only be fulfilled if ν ≤ −1. Since
ν ∈ [−c0, c1], this is possible only if c0 ≥ 1. 
Finally, we can prove Proposition 4.2:
Proof of Proposition 4.2. Let c0 ∈ (0, 1), N > c0, c1 > 1, and n0 ∈ {−1, 0, 1}. If n0 6= 0,
suppose that (4.7) does not hold, so that (4.10) does not hold, and if n0 = 0, suppose
that (4.6) does not hold, so that (4.21) does not hold. Then Assumption 1 is fulfilled for
the line bundle L = Ln0 with the chosen c0, c1, N . Moreover, if n0 = 0, the condition
|Imλ| > δ > 0 implies that Λ 6= 0 in Assumption 1. Applying Proposition 4.10, we arrive
at a contradiction. 
4.5. Application to exponential mixing. We conclude by a discussion on the expo-
nential mixing using the resolvent estimate. The argument is quite standard in scattering
theory/resonance theory. First e−tX : L2(FM)→ L2(M) is unitary and its generator iX is
self-adjoint on L2. By Stone’s formula [RS80, Theorem VII.13], we can write the spectral
measure of iX in terms of the resolvent: for f ∈ L2(FM) with 〈f, 1〉 = 0
e−tXf = eit(iX)f =
1
2πi
lim
ε→0
∫ ∞
−∞
eitλ((iX − λ− iε)−1 − (iX − λ+ iε)−1)fdλ
=− 1
2π
∫ ∞
−∞
eitλ(R(iλ)−R+(−iλ))fdλ
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where R+(λ) is defined as in (3.2) but with the flow in forward time: for Re(λ) > 0
R+(λ)f :=
∫ ∞
0
e−λtϕ∗tfdt.
The results of Theorem 2 apply as well to the resolvent R+(λ) (it is the same as before
but corresponds to the flow in forward time) which extends analytically to {Re(λ) > −1}
except at a finite number of poles, where the anisotropic spaces HNG,k must be replaced
by H−NG,k for k = 0, 1. The operator dEX(λ) = (R(iλ) − R+(−iλ)) for λ ∈ R is the
spectral measure of X in the spectral theorem for iX , dEX(λ) is only well defined on
HNG,1 ∩H−NG,1 but its integral over each bounded interval [a, b] ∋ λ produces a bounded
operator on L2 (equal to the spectral projector of iX on [a, b]), and
−XdEX(λ) = −dEX(λ)X = iλdEX(λ).
We take f ∈ HNG,1 ∩ H−NG,1 such that Xjf ∈ HNG,1 ∩ H−NG,1 for j ≤ 5. Then one can
write
(iλ+ 1)−5dEX(λ)f = dEX(λ)(−X + 1)5f
and therefore
e−tXf = − 1
2π
∫ ∞
−∞
eitλ(R(iλ)(−X + 1)5f −R+(−iλ)(−X + 1)5f) dλ
(iλ+ 1)5
(4.50)
By Theorem 2 we have for Re(s) ∈ (−1 + δ, 1) and |Im(s)| > 1
‖R(s)f‖HNG ≤ C〈s〉3‖f‖HNG,1 , ‖R+(s)f‖H−NG ≤ C〈s〉3‖f‖H−NG,1 . (4.51)
Note that we can pair f ∈ HNG with f ′ ∈ H−NG:
〈f, f ′〉 =
∑
n∈Z
〈ANh(n)fn, A−Nh(n)f ′n〉L2(M;Ln).
Thus if f ′ ∈ HNG ∩ H−NG and f ∈ HNG,1 we can compute 〈e−tXf, f ′〉 by performing a
contour deformation from λ ∈ R to λ ∈ iβ + R for β ∈ (0, 1) in the integral (4.50)
〈e−tXf, f ′〉 =− e
−tβ
2π
∫ ∞
−∞
eitλ〈R(−β + iλ)(−X + 1)5f, f ′〉 dλ
(−β + iλ + 1)5
+
e−tβ
2π
∫ ∞
−∞
eitλ〈R+(β − iλ)(−X + 1)5f, f ′〉 dλ
(−β + iλ+ 1)5
+
J∑
j=1
etλj〈Πjf0, f ′0〉
=
J∑
j=1
etλj〈Πjf0, f ′0〉+O(e−tβ)‖(−X + 1)5f‖HNG,1‖f ′‖H−NG
where the λj ∈ (−1, 0) are the finitely many Ruelle resonances described in Theorem 2 and
the Πj are the corresponding spectral projectors (they come from R0(s) and are related to
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eigenvalues of the Laplacian on functions); here f0, f
′
0 are the averages of f, f
′ in the S1
fibers of FM. We also used (4.51) to prove convergence in the integral when we performed
the contour deformation and the fact that R(s) is meromorphic with finitely many poles at
s = λj by Theorem 2) (the terms e
tλj 〈Πjf, f ′〉 appear as residues), and finally that R+(s)
is analytic in Re(s) > 0.
Appendix A. Band structure of line bundle resonances
Charles Hadfield
Here we describe the resonances σPRn of the operator X = ∇X on sections of the line
bundles Ln, using an approach similar to [DFG15], based on horocyclic operators. As in
Section 3 we use the notation (3.1), in particular M = SM.
A.1. Band structure and interaction between ladder and horocyclic operators.
The relation (2.22) shows that (under the appropriate identifications provided by the in-
jections (2.14) and taking into account the suppressed indices m,n) one has
SU− = η+ + η−. (A.1)
As a consequence of (A.1) and the commutation relation [η+, η−] = 0, we then obtain the
decomposition (when acting on Ln using the injection (2.14))
(SU−)m =
m∑
a=0
(
m
a
)
ηa+η
m−a
− . (A.2)
Using the horocyclic operators we define a notion of band structure for distributional
sections of the line bundles Ln:
Definition A.1. For λ ∈ C and n ∈ Z, say that f ∈ D′(M;Ln) ∩ ker(X + λ) is a
Pollicott-Ruelle resonant state in the m-th band if m ∈ N0 is the smallest integer such that
(SU−)mf ∈ ker(SU−).
We immediately get an equivalent characterisation due to (A.2):
Lemma A.2. A Pollicott-Ruelle resonant state f ∈ D′(M;Ln)∩ker(X+λ) is in the m-th
band iff m is the smallest integer such that ηa+η
b
−f = 0 whenever a+ b = m+ 1.
Definition A.3. We define the space
Resmn (λ) := {u ∈ Resn(λ) | u is in the m-th band}
of m-th band resonant states on the bundle Ln, and we call λ an m-th band resonance on
Ln if Resmn (λ) 6= {0}. We write σmn for the set of m-th band resonances on Ln.
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Next, we shall identify the m−th band of resonances on Ln with the first band of
resonances on Ln+a−b where a, b ∈ N0 are such that a + b = m.
Suppose u ∈ D′(M;Ln) ∩ ker(X + λ) is in the m-th band. Using the decomposition of
(SU−)m we obtain
(SU−)mu =
m∑
a=0
(
m
a
)
ηa+η
m−a
− u,
and we have for every combination a+ b = m
ηa+η
b
−u ∈ D′(M;Ln+a−b) ∩ ker(X+ λ+m) ∩ ker(SU−).
Taking into account that for f ∈ D′(M;Ln) ∩ ker(SU−) ∩ ker(X+ z) for some z ∈ C, the
wavefront set condition WF(f) ⊂ E∗u is automatically fulfilled by microlocal ellipticity (see
[KW19, Lemma 2.5]), the operator ηa+η
b
− induces for each λ ∈ C, n ∈ Z, a, b ∈ N0 a map
Ja,bn,λ : Res
a+b
n (λ)→ Res0n+a−b(λ+ a + b). (A.3)
We finish this section with some preparations that will later allow us to appeal to the
Poisson transform bijectivity results in [DFG15]. Indeed, in order to apply them, we would
like for a distributional section f in the m-th band to have that m is minimal such that
SUm− f ∈ ker(U−). This is true as a simple consequence of the following basic observation:
Lemma A.4. Let f ∈ D′(G) and suppose, for all a, b ∈ N0 with a + b = m + 1, that
ηa+η
b
−f = 0. Then (U
−
1 )
a(U−2 )
bf = 0 for all a, b with a+ b = m+ 1.
Proof. It suffices to write for a+ b = m+ 1
(U−1 )
a(U−2 )
bf = (−i)b(η+ + η−)a(η+ − η−)bf =
∑
j+k=m+1
Cjkη
j
+η
k
−f = 0
for some constants Cjk ∈ C. 
Lemma A.5. An f ∈ D′(M;Ln) ∩ ker(X + λ) is in the m-th band iff m is the smallest
integer such that (SU−)mf ∈ ker(U−).
Proof. The only if direction is immediate. If f is in the m-th band then by Lemma A.2
ηa+η
b
−f = 0 whenever a + b = m+ 1. We lift f to the cover G/M = SH
3 (and still denote
it by f) and make our analysis on G/M . As a consequence of Lemma A.4 we conclude
(U−1 )
a(U−2 )
bf = 0 whenever a + b = m+ 1. Now, by (2.22) one has
(SU−)mf(gM) = [g,
∑
s1,...,sm∈{+,−}
∑
K∈AN
(ηsm · · · ηs1λK)S(v∗s1 ⊗ · · · ⊗ v∗sm ⊗ v∗k1 ⊗ · · · ⊗ v∗kN )]
if
f(gM) = [g,
∑
K∈AN
λK v
∗
k1
⊗ · · · ⊗ v∗kN ], λK ∈ C∞(G), g ∈ G,
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where A N = {(k1, . . . , kN); kj ∈ {+,−}} and {v∗+, v∗−} is the dual basis to the basis
{v+, v−} introduced in Section 2.3. Inserting the definition η± = 12(U−1 ± iU−2 ), we obtain
(SU−)mf(gM) = [g,
m∑
l=0
∑
s1,...,sm∈{+,−}
∑
K∈A N
cs1,...,sm,K,l((U
−
1 )
l(U−2 )
m−lλK)
S(v∗s1 ⊗ · · · ⊗ v∗sm ⊗ v∗k1 ⊗ · · · ⊗ v∗kN )]
for some constants cs1,...,sm,K,l ∈ C. By (2.21) we then get
U−(SU−)mf(gM) = [g,
m∑
l=0
∑
s,s1,...,sm,∈{+,−}
∑
K∈A N
1
2
cs1,...,sm,K,l((U
−
1 s iU
−
2 )(U
−
1 )
l(U−2 )
m−lλK)
vs ⊗ S(v∗s1 ⊗ · · · ⊗ v∗sm ⊗ v∗k1 ⊗ · · · ⊗ v∗kN )].
On the other hand, we have for all a, b such that a+ b = m+ 1
0 = (U−1 )
a(U−2 )
bf(gM) = [g,
∑
K∈AN
((U−1 )
a(U−2 )
bλK) v
∗
k1 ⊗ · · · ⊗ v∗kN ], ∀ g ∈ G,
which implies (U−1 )
a(U−2 )
bλK = 0. Since U
−
1 and U
−
2 commute, we can conclude that
(U−1 ± iU−2 )(U−1 )l(U−2 )m−lλK = 0 for all l ∈ {0, . . . , m} and hence U−(SU−)mf = 0. 
A.1.1. Horocyclic inversion in the ladder picture. In what follows we aim to invert the
horocyclic operators in the language of the ladder operators η± on the line bundles Ln.
More precisely, suppose a + b = m and f ∈ D′(SH3;Ln+a−b) is a distributional section in
the kernels of η+, η−, and X+ λ+m. The following calculations provide f
′ ∈ D′(SH3;Ln)
such that ηa+η
b
−f
′ = f and (X+ λ)f ′ = 0. Moreover, we will see that WF(f ′) ⊂WF(f).
Lemma A.6. For each m ∈ N the Lie algebra elements η±, µ±, Q± from (2.6) fulfill
ηm+µ
m
− = η
m−1
+ µ
m
−η+ + η
m−1
+ µ
m−1
− (mQ+ −m(m− 1)),
ηm−µ
m
+ = η
m−1
− µ
m
+η− + η
m−1
− µ
m−1
+ (mQ− −m(m− 1)).
Proof. First we note that Q+µ
k
− = µ
k
−(Q+− 2k). Interchanging the innermost η+, µ− gives
with the commutation relations (2.6)
ηm+µ
m
− = η
m−1
+ (µ−η+ +Q+)µ
m−1
−
= ηm−1+ µ−η+µ
m−1
− + η
m−1
+ µ
m−1
− (Q+ − 2(m− 1)).
Continuing to shift the operator η+ to the right ultimately gives
ηm+µ
m
− = η
m−1
+ µ
m
−η+ +
m∑
k=1
ηm−1+ µ
m−1
− (Q+ − 2(m− k)),
which provides the result as
∑m
k=1 2(m− k) = m(m− 1). The second equation is handled
similarly. 
40 C. GUILLARMOU AND B. KU¨STER
Let us now regard η±, µ±, and Q± as differential operators mapping (distributional)
sections of Ln to (distributional) sections of Ln±1 and Ln, respectively. An immediate
consequence of applying Lemma A.6 recursively is then
Lemma A.7. For each m ∈ N0 and k ∈ {0, 1 . . . , m} there are differential operators Bm,k±
and polynomials Pk,m such that with A± :=
∑m
k=0 Bm,k± η±Pk,m(Q±) one has
ηm+µ
m
− = A+ +
m∏
k=1
(kQ+ − k(k − 1)), ηm−µm+ = A− +
m∏
k=1
(kQ− − k(k − 1)).
Lemma A.8. Let v ∈ D′(SH3;Ln+a−b)∩ ker(X+ λ+ a+ b)∩ ker(η++ η−) with a, b ∈ N0.
Define two constants q± by q± = λ+ a+ b± (n + a− b) and a further two constants
p+ =
a∏
k=1
(kq+ − k(k − 1)), p− =
b∏
k=1
(kq− − k(k − 1)).
(If a = 0 set p+ = 1. If b = 0 set p− = 1.) If p+p− 6= 0 define u ∈ D′(SH3;Ln) by
u := 1
p+p−
µa−µ
b
+v. Then η
a
+η
b
−u = v and (X+λ)u = 0. Moreover, one has WF(u) ⊂WF(v).
Proof. Introduce the notation Q± for the products found in Lemma A.7 (with the products
terminating at a, b respectively). Then (since [η±, µ±] = 0)
ηa+η
b
−µ
a
−µ
b
+ = (A+ +Q+)(A− +Q−).
Note that v ∈ ker(Q± − q±) and also v ∈ ker(A±). The first result follows:
ηa+η
b
−u = (p+p−)
−1(A+ +Q+)(A− +Q−)v = (p+p−)−1Q+Q−v = v.
The relation (X + λ)u = 0 is a consequence of the commutation relations [X, µ±] = µ±.
Finally, the statement about the wavefront sets follows from the observation that u is
obtained from v by applying a differential operator and differential operators do not enlarge
wavefront sets. 
The inversion results above allow us to learn more about the band structure of reso-
nances:
Corollary A.9. Let a, b ∈ N0. The map
Ja,bn,λ : Res
a+b
n (λ)→ Res0n+a−b(λ+ a+ b)
defined in (A.3) is surjective if λ 6∈ Aa,b := (−n+[−2a,−a−1]∩Z)∪(n+[−2b,−b−1]∩Z).
Moreover, if for some m ∈ N0 one has λ 6∈ Am :=
⋃
a+b=mAa,b, the map
Jmn,λ :=
∑
a+b=m
Ja,bn,λ : Res
m
n (λ)→
⊕
a+b=m
Res0n+a−b(λ+m)
is an isomorphism.
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Proof. To get surjectivity of Ja,bn,λ, we lift the resonant state v ∈ Res0n+a−b(λ+a+b) to G/M
and apply Lemma A.8: the distribution u such that ηa+η
b
−u = v descends to M = Γ\G/M
and is in Resa+bn (λ) thanks to the wavefront condition. It then suffices to observe that
the condition p+p− 6= 0 in Lemma A.8 is equivalent to λ 6∈ (−n + [−2a,−a + 1] ∩ Z) ∪
(−n+ [−2b,−b+ 1] ∩ Z). Knowing that each Ja,bn,λ is surjective, the map Jmn,λ is surjective.
However, it is also injective by definition of the notion of m-th band. 
This result shows that λ ∈ C \ −N is a resonance in the m-th band if and only if λ+m
is a resonance in the 0-th band, and thus to study the full resonance set (except possibly
at −N), it suffices to understand the 0-th band of resonance for the action of X on each of
the bundles Ln.
A.2. First band resonant states and Laplacian eigensections. Recall from (2.14)
and (2.16) that for each n ∈ N0 the bundles L±n inject G-equivariantly into the tensor
bundle ⊗nS,0E , so that for each λ ∈ C the spaces Res±n(λ), Res0±n(λ) can be regarded as
subspaces of D′(M;⊗nS,0E), whereM = SM. Moreover, if n ≥ 1, then by (2.16) the direct
sum Ln⊕L−n is isomorphic to ⊗nS,0E . We may then appeal to [DFG15, Thm. 6] to obtain
Proposition A.10. For each n ∈ N0, the pushforward
π∗ : D′(SM;⊗nSE)→ D′(M;⊗nST ∗M)
induced by fiber-wise integration in the sphere bundle π : SM→M restricts to
π∗ : Res
0
n(λ)⊕ Res0−n(λ) −→ ker(∆n − µn(λ)) ∩ ker∇∗ ⊂ C∞(M;⊗nS,0T ∗M) (A.4)
if n > 0, and if n = 0, then it restricts to
π∗ : Res
0
0(λ) −→ ker(∆0 − µ0(λ)) ⊂ C∞(M), (A.5)
where ∆n is the Bochner Laplacian acting on symmetric trace-free n-tensors on M, ∇∗ =
−T ◦ ∇ is the divergence operator acting on such tensors, and µn(λ) = −λ(λ + 2) + n.
Moreover, if λ 6∈ −1 − 1
2
N0, then the maps (A.4) and (A.5) are bijective.
In addition, it is known (see [DFG15, Lemma 6.1]) that for n ≥ 1 the spectrum of
∆n is bounded from below by n + 1. Taking into account also Corollary A.9 and writing
Spker∇∗(∆n) for the spectrum of ∆n acting on divergence-free tensors, we get
Corollary A.11. For all n ∈ N0 and m ∈ N0, the set (σmn ∪ σm−n) \ (−1− 12N0) is equal to{− 1−m±√|n+m− 2k|+ 1− ν | ν ∈ Spker∇∗(∆|n+m−2k|), 0 ≤ k ≤ m} \ (−1 − 12N0).
To write this set in a more meaningful way, we need to distinguish two cases:
• If n+m ∈ 2Z+1 or n+m ∈ 2Z and |n| > m, then |n+m− 2k| ≥ 1 for k ∈ {0, . . . , m}
and we can write the set as{− 1−m+ iν | ν2 ∈ Spker∇∗(∆|n+m−2k| − |n+m− 2k| − 1), 0 ≤ k ≤ m} \ (−1 − 12N0)
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thus σmn ⊂ (−1 − 12N0) ∪ (−m− 1 + iR) and if Reλ > −1, then Resmn (λ) = {0}.
• If n+m ∈ 2Z and |n| ≤ m, then we can write the set as({− 1−m+ iν | ν2 ∈ Spker∇∗(∆|n+m−2k| − |n+m− 2k| − 1), 0 ≤ k ≤ m, 2k 6= n+m}
∪ {− 1−m± i√ν − 1 | ν ∈ Sp(∆0), ν ≥ 1}
∪ {− 1−m±√1− ν | ν ∈ Sp(∆0), ν < 1}) \ (−1 − 12N0)
thus σmn ⊂ (−1 − 12N0) ∪ (−m− 1 + iR) ∪ [−m− 2,−m] and if Reλ > −1, then
Resmn (λ) =
{
{0}, m ≥ 1,
{−1 +√1− ν ; ν ∈ Sp(∆0), ν < 1}, n = m = 0.
In total, we see that if Reλ > −1, then one has
Resn(λ) =
{
{0}, n 6= 0,
{−1 +√1− ν ; ν ∈ Sp(∆0), ν < 1}, n = 0,
and consequently( ⋃
n∈Z
σn
)
∩ {λ ∈ C |Reλ > −1} = {−1 +√1− ν | ν ∈ Sp(∆0), ν < 1}. (A.6)
We remark that the union ∪n∈Zσmn of resonances in the m-th band is likely not a discrete
subset of −1 −m + iR. To effectively prove this, it would suffice to prove that in a fixed
interval [0, T ], the number of eigenvalues in [0, T ] of ∆k − k − 1 acting on divergence-
free tensors tends to infinity as k → ∞. This could probably be shown by semiclassical
methods. This strongly suggests that one can not define a notion of discrete spectrum (or
meromorphic extension of the resolvent) for the frame flow.
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