Supplementary Information S1: Overview of the benchmarking reference datasets used

Burnt Area
Five global burnt fraction products were used in this study ( Figure S1 ). We used the fourth version of the Global Fire Emissions Database (GFED4) for 1997-2013, which uses the MCD64 burnt area MODIS based product in combination with an empirical estimation of burnt area based on thermal anomalies when MODIS data was unavailable (Giglio et al., 2013) . We also included a version where the MCD64 burnt area product was merged with the small fire detection approach developed by Randerson et al. (2012; GFED4s) . The third dataset is the MODIS burnt area product MCD45 which is the only burnt area product not using MODIS thermal anomalies within its burnt area detection algorithm (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (Roy et al., 2008) . The fourth is the FireCCIv4.0 dataset based on MERIS satellite data (Alonso-Canas and Chuvieco, 2015) , available for the period 2005-2011. The fifth is the FireCCI5.1 dataset based on MODIS 250m imagery (Chuvieco et al., 2018) .
Fire emissions
Carbon emission by fires is estimated within the Global Fire Assimilation System (GFAS) based on satelliteretrieved fire radiative power (FRP) (Kaiser et al., 2012) . Here we use the global GFAS data for the period 2000-2013.
Fire size and numbers
Estimates on mean size and number of fires can be produced using a floodfilling algorithm to extract individual fires (Archibald et al., 2013) . Here we use the data as produced by Hantson et al. (2015) from the MCD45 global burnt area product (Roy et al., 2008) . Only large fires ≥25ha (one MODIS pixel) are detected, with a considerable underestimation of fires < ~125ha. Therefore, a direct comparison with modelled fire numbers and size is meaningless, but evaluation of the spatial pattern in fire numbers and fire size can be performed.
Vegetation productivity
We use multiple datasets for vegetation productivity, both measurements from site locations and global upscaled estimates. The site-level GPP dataset is from Luyssaert et al (2007) and the site-level NPP combines these data with data from the Ecosystem Model/Data Intercomparison (EMDI; (Olson et al., 2001) ) databases. Sites from managed or disturbed environments were not used. A recent compilation of NPP site-level estimates was compiled by Michaletz et al. (2014) . The mean of observations was taken when more than 1 measurement was available within a 0.5º grid cell. We also use upscaled fluxnet GPP data (Jung et al., 2017; Tramontana et al., 2017) . Kelley et al. (2013) showed that the spreading of data between fluxnet site observations in such upscaling artificially improved model performance, probably because it used similar input data and using methods which might emulate functional relationships used within DGVMs. Hence scores obtained by Jung should not be interpreted as true "benchmarking scores" but could help inform differences between models in relation to scores obtained from other comparisons like burnt area (See Figure S1 ). 
Carbon in vegetation
Leaf Area Index (LAI)
We use the MODIS LAI product MCD15 which gives global LAI values each 8 days (Myneni et al., 2002) and the LAI dataset produced based on AVHRR (Claverie et al., 2016). The mean LAI over the period 2001-2013 is used for benchmarking.
Supplementary Information S2: Benchmarking metrics
Annual average burnt area is assessed using the Normalised Mean Error (NME) metric, which sums the difference between observations (obs) and simulation (sim) over all cells (i) weighted by cell area (Ai) and normalizes by the average distance from the mean of observations (!"# $$$$$ ):
(1) NME comparisons are conducted in three steps:
Step 1. As described above;
Step 2. obsi and simi are the difference between observation or simulation and their respective means. ie 3 1 → 3 1 − 3̅ , removing systematic bias and describe the performance of the model around the mean.
Step 3. obsi and simi from step 2 are divided by the mean deviation. i.e 3 1 → 3 1 /|3 1 |. This removes the influence of the variability and describes the models ability to reproduce the spatial pattern in burnt area. Only results of Step 3 are used throughout the manuscript (see methods), but results from all steps are given in Supplementary table S1 . Seasonality comparisons are conducted in two parts: seasonal concentration (inverse of season length) and phase, or timing, of the season. Each month, m, can be represented by a vector in the complex plane whose direction (8 2 ) corresponds to the time of year and length to the magnitude of the variable for that month:
A mean vector L can be calculated by averaging the real (Lx) and imaginary (Ly) parts of the 12 vectors (xm). @ A = Σ 2 3 2 ⋅ cos(8 2 ) (5) @ F = Σ 2 3 2 ⋅ sin (8 2 ) The mean vector length by the annual average describes the seasonal concentration (C) of burnt area, whilst it's direction (P) describes seasonal timing (phase):
If burnt area in a given cell is concentrated all in one month, C is equal to 1 and P corresponds to that month. If burnt area is evenly spread throughout the year then concentration is zero and phase is undefined. If the phase of a cell is undefined in either observations or simulation, then it is not used in the comparison. Likewise, if a cell has zero annual average burnt area for either observations or simulation, then that cell is not included in the comparisons. Concentration is compared using NME step 1. Phase are compared using mean phase difference (MPD)
MPD represents the average timing error, as a proportion of the maximum phase mismatch (6 months). 
