Abstract. We fix the lexicographic order ≺ on the polynomial ring S = k[x1, . . . , xn] over a ring k. We define Hilb ≺∆ S/k , the moduli space of reduced Gröbner bases with a given finite standard set ∆, and its open subscheme Hilb ≺∆,0 S/k , the moduli space of families of #∆ points whose attached ideal has the standard set ∆. We determine the number of irreducible and connected components of the latter scheme; we show that is is equidimensional over Spec k; and we determine its relative dimension over Spec k. We show that analogous statements do not hold for the scheme Hilb ≺∆ S/k . Our results prove a version of a conjecture by Bernd Sturmfels.
Introduction
Let k be a ring and let S := k[x] := k[x 1 , . . . , x n ] be the polynomial ring in n variables over k. Let ≺ be the lexicographic order on S such that x 1 ≻ . . . ≻ x n . Let ∆ ⊂ N n be a standard set of size r. This is a set with r elements such that N n \ ∆ is closed w.r.t. addition of elements of N n . The generators of the N n -module N n \ ∆ are called the corners of ∆; we denote the set of corners of ∆ by C (∆). In the paper [Led11] , we study the functor Hilb ≺∆ S/k : (k−Alg) → (Sets), where (k−Alg) is the category of k-algebras and (Sets) is the category of sets. This functor attaches to each k-algebra B the set of all reduced Gröbner bases w.r.t. ≺ of monic ideals in S ⊗ k B with standard set ∆. For the definition of monic ideals and reduced Gröbner bases with standard set ∆, see [Pau92] , [Wib07] or [Led11] . At this point, we only address that the reduced Gröbner basis of a monic ideal I ⊂ B with standard set ∆ is a unique collection of polynomials in f α ∈ I, for all α ∈ C (∆), which take the shape f α = x α + β∈∆, β≺α d α,β x β .
In [Led11] , we prove that the functor Hilb ≺∆ S/k is representable by an affine scheme Hilb ≺∆ S/k . This scheme is therefore the moduli space of all reduced Gröbner bases in S with standard set ∆. It turns out that the coordinate ring of Hilb ≺∆ S/k is a k-algebra of finite type. In particular, if the ring k is noetherian, the topological space Hilb ≺∆ S/k has only finitely many irreducible components and only finitely many connected components.
In the cited paper, we also show that Hilb (Remember that r = #∆.) The latter scheme is a classical object of study, see [Hui06] , [GLS07] , [Ber10] and the references therein. The intermediate scheme Hilb ∆ S/k is the moduli space of all ∆-border bases in the terminology of [KK05] , [KR05] , [KK06] and [BP10] . The schemes Hilb In the paper [Led08] , we defined an addition operation on the set of all standard sets in N n , which is reminiscent of the popular game Connect Four. Accordingly, if ∆ and ∆ ′ are two standard sets, we call ∆ + ∆ ′ their Connect Four sum. We will study this operation in Section 2. In particular, we will define what a Connect Four decomposition {∆ i : i ∈ I} of a standard set ∆ is. For the sake of simplicity, we will identify a decomposition as above with its indexing set I. Moreover, we will introduce the decomposition number of ∆, which measures all possibilities to iteratively decompose ∆ into a Connect Four sum of indecomposable standard sets.
Based on the combinatorial structures introduced in Section 2, we will construct a number of auxiliary schemes in Section 3. All of them will be based on the affine scheme Hilb ≺∆ S/k ; the most important one of them will be denoted by Y ∆ . This scheme will be the coproduct of schemes Y I , where I runs through all decompositions of ∆. The scheme Y ∆ , and the functor it represents, will be used in the rest of the paper.
In Section 4, a large portion of the technical work of the present paper is carried out. We introduce a morphism τ : Y ∆ → Hilb ≺∆ S/k , which is a universal version of the Connect Four operation of Gröbner bases we introduced in our paper [Led08] , and therefore be called the Connect Four morphism. At the end of Section 4, we will prove the following Theorem: This theorem is interesting in its own right, as it reveals some of the structure of the Hilbert scheme of points. Indeed, as a topological space, Hilb However, the Connect Four morphism will turn out to be particularly interesting when restricted to a certain subscheme Y ∆,0 of Y ∆ . More precisely, in Section 5 we will study a subfunctor Hilb ≺∆,0 S/k of Hilb ≺∆ S/k . Here is a brief description of that subfunctor. Given a k-algebra B, an element of Hilb ≺∆ S/k (B) is the reduced Gröbner basis f α , for α ∈ C (∆), of an ideal I ⊂ S ⊗ k B. Let us write Q for the B-algebra S ⊗ k B/I. Then Q is a free B-module. In particular, the morphism Spec Q → Spec B corresponding to the canonical ring homomorphism B → Q is surjective and flat of degree r. Now the functor Hilb ≺∆,0 S/k attaches to a k-algebra B the set of all reduced Gröbner basis f α , for α ∈ C (∆), such that the morphism Spec Q → Spec B is surjective and etale of degree r. We will show that Hilb This theorem proves a version of a conjecture Bernd Sturmfels, which he made on the basis of an example which we shall present in Section 2. 2. Combinatorics of lexicographic standard sets 2.1. Connect Four addition of standard sets. We start by reviewing the most essential definition of our paper [Led08] . Let ∆ and ∆ ′ be standard sets in N n . In addition to the projection q n we introduced in (1), we consider its complement, q n , hence q n : N n → N n−1 : (β 1 , . . . , β n ) → (β 1 , . . . , β n−1 ), q n : N n → N : (β 1 , . . . , β n ) → β n .
We define addition of standard sets by the formula ∆+∆ ′ := β ∈ N n : q n (β) < #((q n ) −1 ((q n )(β)) ∩ ∆) + #((q n ) −1 ((q n )(β)) ∩ ∆ ′ ) .
This addition is map best visualized as an analogue of dropping discs in the popular game Connect Four (see Figure 1 ). We define D n to be the set of all finite standard sets in N n . The following facts hold true (see [Led08] ).
(i) (D n , +) is a commutative and associative monoid with neutral element ∅.
(ii) For all ∆, ǫ ∈ D n , we have #(∆ + ∆ ′ ) = #∆ + #∆ ′ . (iii) We embed D n−1 into D n by sending ∆ ⊂ N n−1 to the subset ∆ × {0} of N n . This yields an addition map + : D n−1 × D n−1 → D n , and more generally, + : D n−1 × D n → D n . (iv) For the time being, let k be a field. Let A ⊂ k n be a finite set of closed k-rational points of A n k . Denote by D(A) ∈ D n the standard set of the ideal I ⊂ S defining the closed subscheme A ⊂ A n k . For all λ ∈ k, denote by A λ the intersection of A with the hyperplane {x n = λ} in A n k . We understand A λ to be a closed subscheme of A n−1 , and accordingly, define D(A λ ) ∈ D n−1 to be the attached standard set. In particular, almost all A λ , therefore also almost all D(A λ ), are empty. By the main theorem of [Led08] , we have D(A) = λ∈k D(A λ ), where the addition of standard sets is defined as in (iii). (v) By induction over n, this gives a complete description of D(A).
2.2.
Decompositions of standard sets. Definition 1. Let ∆ ∈ D n . A finite multiset {∆ i : i ∈ I} of elements of D n−1 is called a Connect Four decomposition, or, for short, a decomposition of ∆ if
where the sum is defined as in (iii) above. In what follows, we will often write the indexing set of the decomposition as a coproduct
such that for all j, all elements of the multiset {∆ i : i ∈ I j } agree, and elements of of I j and I b do not agree if j = b.
For ∆ ∈ D n as above, let h = #q n (∆), the height of ∆. Then clearly each decomposition of ∆ is indexed by a set I of size h. Moreover, each ∆ ∈ D n admits at least one decomposition. That decomposition is given by slicing ∆ horizontally into h standard subsets-more precisely, to consider
for i = 0, . . . , h − 1. Then (2) holds true for that collection of ∆ i . Figure 1 shows an example in which we add eight elements of D 3 (which we can also view as the embeddings of elements of D 2 ) and get another element of D 3 . The decomposition depicted there is, however, not obtained by the trivial slicing process just described. In particular, the standard set of Figure 1 admits more than one decomposition.
Evidently, for n = 1 or n = 2, each ∆ ∈ D n admits only one decomposition, namely, the one given by the above-described slicing process. (We understand D 0 to consist of exactly one point.) Bernd Sturmfels observed that elements of D n in general admit more than one decomposition if n ≥ 3, the smallest example being ∆ := {0, e 1 , e 2 , e 3 } ∈ D 3 .
The two decompositions of ∆ are {{0, e 1 , e 2 }, {0}} and {{0, e 1 }, {0, e 2 }}, see Figure 2 . For better visibility, that picture does not show the elements ∆ i ∈ D 2 whose Connect Four sum is ∆, yet rather their embeddings ∆ i ×{0} into D 3 . We will return to this standard sets later, see Section 2.4 below.
As we have seen, also the standard set of Figure 1 admits several different decompositions. Nonuniqueness of the decomposition of ∆ motivates the following notion. Figure 2 . A standard set admitting two decompositions Definition 2. Let ∆ ∈ D n . We define two labeled graphs attached to ∆.
(i) The decomposition graph of ∆ is the rooted tree with the following nodes,
• the root ∆, whose label is n;
• one node for each decomposition {∆ i : i ∈ I} of ∆, each having the label n − 1 2 ; • one node for each ∆ i appearing in a decomposition of ∆, each having the label n − 1; and the following edges,
• one edge between ∆ and each decomposition {∆ i : i ∈ I}; and • for all decompositions {∆ i : i ∈ I}, one edge between that decomposition and each standard set ∆ i appearing therein. (ii) In the decomposition graph of ∆, we replace each leaf, i.e., each node of the form ∆ i ∈ D n−1 , with its decomposition graph. In the resulting graph, a rooted tree with root ∆, we replace each leaf, i.e., each node of the form ∆ i ∈ D n−2 , with its decomposition graph. We repeat this process n times, in the last step adding leaves that lie in D 0 . We obtain a rooted tree with root ∆ whose nodes are labeled n, n − 1 2 , n − 1, n − 3 2 , . . . , 1 2 , 0. We call that graph the iterated decomposition graph of ∆. Figure 3 shows the decomposition graph of an abstract ∆ lying in some D n . We denoted the various indexing sets by I 1 , . . . , I t for avoiding confusion with the sets I 1 , . . . , I m of (3). Note that in the figure, we use an indexing of the nodes which is slightly different from the indexing we used in Definition 2 above. Moreover, we we write the labels n, n − 1 2 and n − 1 in a separate column at the right hand side, as the labels are the same for all nodes on the same horizontal line. Figure 4 shows the iterated decomposition graph of the standard set ∆ = {0, e 1 , e 2 , e 3 }, which we also considered in Figure 2 above. The iterated decomposition graph encodes all possible ways to build ∆ from r = #∆ single points by means of iterated Connect Four addition of standard sets. For giving this observation a more concise meaning, we attach to the iterated decomposition graph the following invariants.
Definition 3. Let ∆ ∈ D n , and let Γ(∆) be its iterated decomposition graph. (ii) We define the decomposition number d(∆) of the standard set ∆ recursively as follows.
• If n = 1 or n = 2, we set d(∆) := 1.
• If n ≥ 3, proceed as follows. We identify each decomposition {∆ i : i ∈ I} of ∆ with its indexing set, I. Let I = I 1 . . . I m(I) be the decomposition of the indexing set as in (3). For all j, let h j = #I j , and denote by d(I j ) the decomposition number of ∆ i , for any i ∈ I j . Then we set
where the sum is taken over all decompositions of ∆, identified with their indexing sets, I.
At this point, we have to make a remark on the symmetry of the decomposition graph Γ(∆). Each node with label n − 1 2 is uniquely determined, as each such node corresponds to a different decomposition of ∆. The nodes with label n − 1, however, are not all uniquely determined. Indeed, let {∆ i : i ∈ I} be a given node with label n − 1 2 , and let I = I 1 . . . I m be the decomposition of I as in (3). Then there is no way of distinguishing the nodes ∆ i , for all i ∈ I j , as they are all labeled by the same ∆ i . Of course, nodes ∆ i and ∆ a , for i ∈ I j , a ∈ I b , are different sets, and thus can be distinguished.
We may rephrase this observation in terms of a group action as follows: Given the decomposition graph of ∆, consider the subgraph with root {∆ i : i ∈ I} and leaves ∆ i , for all i ∈ I. Let h := #I, and h j := #I j , for j = 1, . . . , m. We let the symmetric group S h act on the subgraph by permuting the leaves. Then the stabilizer of the graph is the subgroup
of S h , where each factor S h j permutes the leaves ∆ i , for i ∈ I j . Similar assertions can be made about the symmetry of the decomposition graph, as opposed to the above-described subgraph, and about the iterated decomposition graph. We shall not state those assertions here, rather proving the following statement.
Lemma 1. Let ∆ ∈ D n , and let Γ(∆) be its iterated decomposition graph. Then the following natural numbers coincide:
(i) the number of admissible subgraphs of Γ(∆), up to symmetry, (ii) the number of possibilities to assemble ∆ from #∆ points by iterated Connect Four addition of standard sets, and (iii) the decomposition number d(∆).
Proof. First we prove by induction over n that each admissible subgraph Γ ′ of Γ(∆) has precisely #∆ leaves. Let us take such a Γ ′ . The node ∆ of Γ ′ is connected with exactly one node of label n − 1 2 , i.e., with exactly one decomposition {∆ i : i ∈ I} of ∆. For all i ∈ I, let Γ(∆ i ) be the iterated decomposition graph of ∆ i . Thus Γ(∆ i ) is simply the subgraph of Γ(∆) which consists of the root ∆ i and all nodes of labels n − 1, n − 3 2 , n − 2, n − 5 2 , . . . , 1 2 , 0 which are connected with ∆ i by a sequence of edges. It follows that the intersection Γ ′ ∩ Γ(∆ i ) is an admissible subgraph of Γ(∆ i ). By our induction hypothesis, Γ ′ ∩ Γ(∆ i ) has precisely #∆ i leaves. The node {∆ i : i ∈ I} of Γ ′ is connected with all nodes ∆ i , i ∈ I, of Γ(∆). Therefore, the number of leaves of Γ ′ equals the sum over all i ∈ I of the number of leaves of the graphs Γ ′ ∩ Γ(∆ i ). That sum is i∈I #∆ i = #∆, as was claimed.
From what we have just proved, we see that each admissible subgraph Γ ′ of Γ(∆) encodes one possibility to assemble ∆ from #∆ points (the leaves of Γ ′ ) by iterated Connect Four addition of standard sets. Moreover, it is clear that different admissible subgraphs, up to symmetry, correspond to different possibilities to assemble ∆ from #∆ points. Therefore, the numbers of (i) and (ii) coincide.
For the rest of the proof, we denote the number of admissible subgraphs of Γ(∆) by e(∆). We prove, again by induction over n, that e(∆) = d(∆). If n = 1 or n = 2, then clearly e(∆) = d(∆) = 1. Therefore, take n ≥ 3. Let us investigate what shape, up to symmetry, an admissible subgraph Γ ′ of Γ(∆) may take. We start with the passage from the root, ∆, to nodes with label n − 1 2 . We have seen above that Γ ′ contains precisely one edge from ∆ to one specific node {∆ i : i ∈ I}. As for the passage from the nodes with label n − 1 2 to nodes with label n − 1, we have seen that in Γ ′ , the node {∆ i : i ∈ I} is connected with each node ∆ i , for i ∈ I, by an edge. We have seen that for each i ∈ I, the intersection Γ ′ ∩ Γ(∆ i ) is an admissible subgraph of Γ(∆ i ). Let I = I 1 . . . I m be the decomposition (3) of the indexing set. We have seen that as long as i only runs through I j , the nodes ∆ i , and therefore, also the subgraphs Γ(∆ i ), and therefore, also the sets of admissible subgraphs of Γ(∆ i ), cannot be distinguished. By assumption, there exist e(∆ i ) admissible subgraphs of Γ(∆ i ). Define e(I j ) := e(∆ i ), for any i ∈ I j . As for the passage from nodes with label n − 1 to nodes with label n − 3 2 , we have seen that the graph Γ ′ contains precisely one edge from each node ∆ i to one decomposition of ∆ i . Therefore, for all i ∈ I j , the intersection Γ ′ ∩ Γ(∆ i ) takes any value in a set of cardinality e(Γ i ). In other words, we are counting the number of multisets of cardinality h j = #I j , with elements taken from a set of cardinality e(I j ). As we are doing that independently for all j = 1, . . . , m(I), and also for all I we started with, we see that e(∆) satisfies the functional equation
Here the sum is also taken over all decompositions of ∆, identified with their indexing sets, I. We obtain the same functional equation as (4). Hence the desired equality, e(∆) = d(∆).
At this point, we wish to draw the reader's attention to the unpublished article [GRS] . The findings of that paper are closely related to our results of [Led08] -in particular, the authors of [GRS] also exhibit what we call addition of standard sets. The graph in Figure 2 of that paper encodes the way in which the standard set D(A) ⊂ N n of a given finite set A ⊂ k n is composed from #A points via iterated addition of standard sets. In contrast to that, our graphs in Figures 4 and 5 encode all ways to decompose a given standard set ∆ ⊂ N n into #∆ points via iterated addition of standard sets.
Take an arbitrary standard set ∆ and its iterated decomposition graph Γ. Let Γ be the graph which arises from Γ by removing all nodes of labels 0, 1 2 , 1, 1 1 2 and 2. We call Γ the truncated iterated decomposition graph of ∆. We define admissible subgraphs of Γ by the same properties which characterize admissible subgraphs of Γ in Definition 3 above. Then the number of admissible subgraphs of the truncated graph Γ equals the number of admissible subgraphs of Γ. Therefore, it suffices to consider the truncated graph for determining d(∆). Figure 4 shows the truncated decomposition graph of the standard set ∆ = {0, e 1 , e 2 , e 3 , e 4 , 2e 4 } ∈ D 4 . 2.3. A generating function. Let us briefly sketch how to express as a coefficient of a certain power series the number ways of a decomposing a standard set ∆ ⊂ N n into a Connect Four sum of standard sets ∆ i ⊂ N n−1 . After that, we will make another remark on the decomposition number of ∆.
For each standard set ǫ ⊂ q n (∆) ⊂ N n−1 , we consider the vector
indexed by the elements of q n (∆), where
We write A for the matrix with columns A(ǫ), where ǫ runs through all standard sets contained in q n (∆). Moreover, let
be a vector of indeterminates, also indexed by the elements of q n (∆). If v ∈ N q n (∆) is any vector of nonnegative integers, we write
{0, e 1 , e 2 , e 3 , e 4 , 2e 4 }
{{0, e 1 , e 2 , e 3 }, {0}, {0}}
{{0, e 1 , e 2 }, {0, e 3 }, {0}}
{{0, e 1 , e 3 }, {0, e 2 }, {0}}
{{0, e 2 , e 3 }, {0, e 1 }, {0}}
{{0, e 2 , e 3 }, {0, e 1 }, {0}} Figure 5 . A truncated iterated decomposition graph Consider the power series
This is the generating function of the vector partition function Φ A : N q n (∆) → N associated to the matrix A (see [Stu95] for references on vector partition functions). Upon considering the particular vector
which encodes shape of the standard set ∆, we see that the coefficient Φ A (v ∆ ) equals the number of decompositions of the standard set ∆ ⊂ N n into a connect four sum of standard sets ǫ ⊂ N n−1 . Moreover, we see that for a given v ∈ N q n (∆) , the coefficient Φ A (v) vanishes unless the set
encoded by v is a standard set.
The power series g, however, only encodes the decomposition number of ∆, and not its iterated decomposition number. The definition of a power series encoding the iterated decomposition number appears much harder to find; we shall not pursue a search for it in the present paper.
2.4. The original example. As was mentioned in the Introduction, Hilb
is an affine scheme. We denote its coordinate ring by R ∆ . This ring is not hard to implement in a computer algebra systems such as Macaulay2 (see [GS] ). For doing so, one can use the presentation of R ∆ given in [Led11] (cf. the discussion in the next section). Upon carrying this out for any field k and the fixed standard set ∆ = {0, e 1 , e 2 , e 3 } ∈ D 3 , one finds that the number of irreducible components of Hilb ≺∆ S/k equals 2. Upon taking another look at Figure 4 , we see that the decomposition number of that particular standard set ∆ also equals 2.
This example was the starting point for the research presented here. Bernd Sturmfels observed that for this particular ∆, the number of irreducible components of Hilb ≺∆ S/k equals d(∆). He asked whether or not this equality holds for general ∆. We will prove that such an equality holds for a certain subscheme Hilb ≺∆,0 S/k of Hilb ≺∆ S/k , which we will define in Section 5. Not only will we be counting the irreducible components of that subscheme, we will also be counting its connected components, we will show that it is equidimensional, and we will compute its dimension. The respective assertions are stated in Theorem 2. At the very end of our paper, in Section 6.4, we will return to the full scheme Hilb ≺∆ S/k . We will prove that given any ∆, the scheme Hilb ≺∆ S/k has more than d(∆) irreducible components. In this sense, Sturmfels' question is answered in the negative for Hilb ≺∆ S/k . Moreover, we will also answer Sturmfels' question in the negative for a certain scheme G 
The affine schemes of study
We start this section with a review of the functor Hilb ≺∆ S/k we introduced in Section 1. After that, we shall introduce the auxiliary schemes we are going to use. All schemes appearing in this section are affine; we shall describe their coordinate rings. For defining our auxiliary schemes, we will use the polynomial ring S := k[x] := k[x 1 , . . . , x n−1 ]. All schemes we introduce in this section are well defined if ≺ is an arbitrary term order on S (thus inducing a term order on S). However, the definitions from Sections 3.3-3.6 are crucial to our proof of Sturmfels' conjecture. Therefore, the schemes we define there are useful only when ≺ is the lexicographic order, which is the order of choice in the present paper.
3.1. Gröbner strata. Take ∆ ∈ D n . The scheme Hilb ≺∆ S/k , which we introduced in Section 1, has the coordinate ring
where N is a finite or infinite standard set in N n containing ∆,
\ N is the border of N and I ≺∆ is a certain ideal in the indicated polynomial ring with variables T α,β (see [Led11] for the definition of I ≺∆ ).
As was mentioned in Section 1, the scheme Hilb 
where we factor out the ideal
Here C (∆) is the set of corners of ∆ that we introduced in Section 1. Note that the ideal J ≺∆ in S ⊗ k R ≺∆ is monic with standard set ∆. The universal morphism U ≺∆ → Hilb ≺∆ S/k is the morphism corresponding to the canonical homomorphism of rings R ≺∆ → S ≺∆ .
We shall frequently use equivalent formulations of the functor Hilb ≺∆ S/k . More precisely, we shall identify the following objects:
• a surjective B-algebra homomorphism φ : S ⊗ k B → Q such that ker φ is a monic ideal with standard set ∆; • a monic ideal J ⊂ S ⊗ k B with standard set ∆;
• a reduced Gröbner basis of shape
where N is as above;
• the extended homomorphism id ⊗ g :
The transitions between the bulleted items are established by the identities
From this we get a number of reformulations of the definition of Hilb ≺∆ S/k : This functor sends a k-algebra B to the set of all surjective B-algebra homomorphisms φ : S ⊗ k B → Q such that ker φ is a monic ideal with standard set ∆; or else, it sends a k-algebra B to the set of all monic ideals J ⊂ S ⊗ k B with standard set ∆; or else, the analogous assertion for each other item.
The identifications also explain the fact that U ≺∆ is the universal object over Hilb ≺∆ S/k . On the one hand, an element of Hilb ≺∆ S/k (B) is a quotient Q := S ⊗ k B/J, which leads to the morphism p : X := Spec Q → Spec B restricting the projection p :
On the other hand, an element of Hilb 
Equivalently, we can rephrase the universal property of Hilb ≺∆ S/k purely in terms of its coordinate ring R ≺∆ as follows.
Lemma 2. Let B be a k-algebra and φ : S ⊗ k B → Q a B-algebra homomorphism. Then φ lies in Hilb ≺∆ S/k (B) if, and only if, there exists a k-algebra homomorphism f : R ≺∆ → B such that the diagram
Proof. As all schemes in the cartesian diagram (8) are affine, that diagram translates to a co-cartesian diagram of the corresponding coordinate rings, which is precisely the diagram (9).
We call the scheme Hilb ≺∆ S/k a Gröbner stratum. The terminology is motivated by the fact that this scheme is a locally closed subscheme of the Hilbert scheme of r points, Hilb r S/k , where r = #∆. The Gröbner strata Hilb ≺∆ S/k , and related objects, have been studied by other authors: see [AS05] , [Eva02] , or [Eva04] . The cited authors refer to these schemes as Schubert schemes, or Schubert cells. Their terminology is motivated by the analogy of the inclusion Hilb ≺∆ S/k ⊂ Hilb r S/k to the inclusion of a Schubert cell in the Grassmannian in the case where ∆ is a subset of the standard basis {e 1 , . . . , e n } ⊂ N n , augmented by 0 ∈ N n .
3.2. The same in a lower dimension. We can replace the given ∆ ∈ D n by some ∆ i ∈ D n−1 , and accordingly, replace S by S. We get an affine scheme Hilb
, whose coordinate ring we denote by R ≺∆ i . The scheme
, which has descriptions analogous to the descriptions of Hilb ≺∆ S/k we gave above. The universal object over Hilb
is the scheme
where
and the generators of J ≺∆ i are entirely analogous to those in (7) above. In particular, the ideal J ≺∆ i in S ⊗ k R ≺∆ i is monic with standard set ∆ i .
3.
3. An additional parameter. Consider the scheme
where the product is taken over Spec k. Upon using the coordinate y i on the second factor, we see that the coordinate ring of that scheme is
That scheme represents the functor sending a k-algebra B to the set of all pairs (J i , b i ), where J i ⊂ S ⊗ k B is a monic ideal with standard set ∆ i and b i is an element of B. Equivalently, the represented functor is
with standard set ∆ i , and
As the ideal J i appearing in the above pair lives in the ring S ⊗ k B, and the ideal x n − b i ⊂ S ⊗ k B is generated by a polynomial involving only x n , we may identify the above functor with
Viewed in this way, the universal object over Hilb
and
We will return to the transition between the two descriptions of the functor later, in Section 4.4.
3.4.
A product of the former, minus bad points. Let {∆ i : i ∈ I} be a decomposition of ∆, which we identify with its indexing set I. We define (12)
As above, the fibered product is taken over Spec k, and we denote the coordinate of the second factor of Hilb
The closed subscheme Λ which we cut out is the large diagonal,
Therefore, the coordinate ring of Y I is (14)
The functor represented by Y I is
Note that all differences y i − y j are invertible in the ring R ′≺I , which corresponds to cutting out Λ from the product in (12). Invertibility of y i − y j will be crucial in Section 4 below.
3.5. Symmetry. Remember that a decomposition {∆ i : i ∈ I} is a multiset, meaning that the same ∆ i may occur multiple times. We write the indexing set of the decomposition as a coproduct I = I 1 . . . I m as in (3).
As above, we write h j = #I j , and consider the group G = S h 1 × . . . × S hm of (5). We let G act on the product i∈I Hilb
k indexed by the multiset {∆ i : i ∈ I j }. This action clearly induces an action of G on Y I , and we define (15)
As Y I is quasi-projective and G is finite, the quotient Y I exists as a scheme (see [Mum70] , §12, Theorem 1, or [Ber10] , Section 1.3, Proposition 1.3). In fact, Y I is an affine scheme, whose coordinate ring arises from the coordinate ring of Y I by taking invariants. Here is the explicit description of the action, and of the coordinate ring of Y I . Denote by T
(i)
α,β the generators of R ′≺∆ i . We let G act on R ′≺I setting, for each factor S h j of G and for each σ ∈ S h j ,
Upon denoting the invariant ring of that action by (R ′≺I ) G , we obtain that
3.6. The disjoint sum over all decompositions. Finally, for a fixed ∆ ∈ D n , let I be the set of all decompositions {∆ i : i ∈ I} of ∆ by elements ∆ i of D n−1 . Again we use the notation I ∈ I when we mean the whole decomposition {∆ i : i ∈ I}. Accordingly, we denote the disjoint sum of all Y I by
This is an affine scheme whose coordinate ring is
The scheme Y ∆ is the most important auxiliary object of this paper.
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As we explicitly know all functors h Y I , we also have the functor
at hand. Indeed, in the category of schemes, the coproduct is given by the disjoint sum. It therefore suffices to know the functors h Y I for knowing the whole functor h Y ∆ . Explicitly, if B is a k-algebra B having no nontrivial idempotents (e.g. a domain, or even a field), then h Y ∆ sends B to the set of all families of ideals J i + x n − b i i∈I , indexed by some I ∈ I, such that J i ⊂ S ⊗ k B is monic with standard set ∆ i and b i − b j ∈ B * for i = j.
(We will need that description in the forthcoming sections. For verifying its correctness, we consider e ∈ B, the only nonzero element such that e 2 = e, and the identity elements e I ∈ R ′≺I . A homomorphism g : I R ′≺I → B sends I e I to e. From the equation g(e I ) 2 = g(e 2 I ) = g(e I ), we see that g(e I ) is either 0 or e. For I = I ′ , we have 0 = g(0) = g(e I e I ′ ) = g(e I )g(e I ′ ). Therefore only one g(e I ) is e, and all other g(e I ′ ) are 0. Hence g is really a homomorphism g : R ′≺I → B from one factor of R ′≺∆ to B, and the zero map on all other factors.) Note
• the difference between the functors h Y I and h Y ∆ : In the first, the family of ideals is indexed by a fixed set I, whereas in the second, the family of ideals is indexed by some I ∈ I; • that for all i ∈ I, the ideal
where g ′ is the composition
• that equivalently, for all i ∈ I, we have
, where where g ′′ is the composition
• that the scheme Y ∆ also depends on the ring k, so we should actually denote it by Y ∆ k ; and analogously, for Y ∆ . However, we shall not need the dependence on k before Section 6.3.
Equally as important as Y ∆ is the scheme
The transition from the functor h Y I to the functor h Y ∆ is analogous to the transition from the functor h Y I to the functor h Y ∆ : On a k-algebra B having no nontrivial idempotents, h Y ∆ (B) is the set of all multisets of ideals { J i + x n − b i : i ∈ I}, indexed by some I ∈ I, such that J i ⊂ S ⊗ k B is monic with standard set ∆ i and b i − b j ∈ B * for i = j.
3.7. Finiteness. We conclude this section with a trivial but important observation on the schemes we introduced thus far. Proof. Remember that the set N in (6) can be chosen finite, e.g. N = ∆. Therefore the affine scheme Hilb ′∆ S/k is of finite type over Spec k. As for the other schemes in question, the assertion follows from that fact; from the definitions; and from the first fundamental theorem of invariant theory.
The Connect Four morphism
The aim of this section is to define a morphism of schemes
which is a "universal form" of the proof of the main Theorem of [Led08] . Our strategy is to first define a morphism
and then to show that τ is invariant under the action of G, thus defining the desired morphism τ .
4.1. Functorial description of the morphism. Recall from Section 2 that the main Theorem of [Led08] states that if k is a field and A ⊂ k n a finite set, then D(A) = λ∈k D(A λ ). Its proof can briefly be described as follows. We fix a λ ∈ k, understand A λ to be a finite subset of k n−1 , and consider the Gröbner basis of the ideal I(A λ ) ⊂ S. We append that Gröbner basis by the polynomial x n −λ. What we get is the Gröbner basis of I(A λ ) ⊂ S, where we consider A λ as a subset of k n−1 × {λ} ⊂ k n . Then we use a somewhat involved method, based on interpolation and reduction, to construct the Gröbner basis of the ideal I(A) = ∩ λ∈k I(A λ ). The appearance of the latter intersection motivates the following definition. 
Note that a priori it is neither clear that the map τ is a transformation of functors, nor that it has the correct range, i.e. that the intersection
. Instead of proving this directly, we shall define the announced morphism of schemes τ : Y ∆ → Hilb ≺∆ S/k and subsequently prove that the transformation of functors corresponding to τ is the above defined τ . In fact, we shall define τ by giving its corresponding ring homomorphism
Theorem 3 below states that τ and τ correspond to each other. The crux in the proof of that theorem is to see what τ does to the universal object over Y ∆ .
Interpolation and reduction of Gröbner bases.
For defining the ring homomorphism τ * , we carry over the techniques of [Led08] to our situation here. The difference between the situation of the cited paper and our situation here is that we now no longer work over a field, but rather over more complicated rings.
We start with a fixed decomposition {∆ i : i ∈ I} of ∆. The reduced Gröbner basis of the monic ideal J ≺∆ i in S ⊗ k R ≺∆ i is formed by polynomials of the form
, we get a unique polynomial f i,α in J ≺∆ i of shape (17) for all α ∈ N n−1 \ ∆ i .
Next, let α be an arbitrary element of N n \ ∆. We define a partition I = S(α) T (α) of the indexing set I as follows.
where q n : N n → N n−1 is the projection we introduced in Section 2, and
is its complement. In what follows, we use the shorthand notation α = q n (α) for the projection of α. By definition of the above partition of I, for all i ∈ T (α), that projection lies in N n−1 \ ∆ i . In particular, for all i ∈ T (α), we get a unique polynomial f i,α ∈ J ≺∆ i of shape (17). We can rewrite that polynomial, setting Γ(α) := ∪ i∈T (α) {β ∈ ∆ i : β ≺ α} and c i,α,β := 0 if β lies in the union Γ(α) and not in the set {β ∈ ∆ i : β ≺ α}. Thus
Consider, for each i ∈ T (α), the characteristic polynomial of y i in {y j : j ∈ T (α)}, i.e., the polynomial
which lies in the polynomial ring
Upon writing χ(T (α), i) as a polynomial in the variable x n with coefficients in k[y i , i =j∈I
, we see that its degree in x n is #T (α) − 1. When evaluating χ(T (α), i) at x n = y i , the result is 1; when evaluating that polynomial at any x n = y j , for i = j ∈ T (α), the result is 0. This is the motivation for calling χ(T (α), i) the characteristic polynomial. We also see that
Now we build a new polynomial θ I α ∈ S ⊗ k R ′≺I , based on the formulas (19) and (20) above, namely,
As χ(T (α), i) is the characteristic polynomial we described above, we see that when evaluating θ I α at x n = y i , for i ∈ T (α), the result is the polynomial f i,α . Moreover, we bring also S(α) into play, defining
When evaluating φ I α at x n = y i , for i ∈ S(α), the result is 0.
As we use the lexicographic order on the polynomial ring S ⊗ k R ′≺I , we see that
• the leading term of φ I α is x α ; and • the non-leading exponents of φ I α lie in the union of {0, . . . , #I − 1} × Γ(α) and {0, . . . , #S(α) − 1} × {α}.
For the first bulleted item, we used equation (21). The second item is good but not perfect news-we generally prefer monic polynomials with leading exponents in N \ ∆ and non-leading exponents in ∆. For getting there, we have to modify our φ I α without changing the ideal they span. We therefore consider the ideal
Proposition 1. Let J I ⊂ S ⊗ k R ′≺I be the ideal defined above. Then for all α ∈ N n \∆, there exists a monic polynomial ψ I α ∈ J I whose leading exponent is α and whose non-leading exponents lie in ∆.
Proof. The proof of this proposition is essentially the same as the proofs of Theorem 9 and Corollary 10 of [Led08] (which two proofs are entangled with each other). Nevertheless, we present the full proof here, instead of leaving it to the readers, as the rings we are using here are not quite the same as those we use in the cited paper.
In fact, we prove the following statement: For all λ ∈ C (∆) and for all α ∈ ∪ λ ′ λ (λ ′ + N n ), there exists a polynomial f α ∈ J I such that the leading term of f α is x α and the non-leading exponents of f α lie in
(Here, and in the rest of the proof, the union over λ ′ λ always means all λ ′ ∈ C (∆) such that λ ′ λ.) The proposition follows from the above statement by taking λ to be the maximal element of C (∆).
The proof consists of two inductions-the outer induction is over λ ∈ C (∆), and the inner induction is over α ∈ ∪ λ ′ λ (λ ′ + N n ). For the basis of the outer induction, we define λ to be the minimal element of C (∆). For the basis of the inner induction, we define α := λ. For these data, we set
This establishes the basis of the inner induction.
For the inner induction step, we take a non-minimal α ∈ λ + N n and assume that we have found the desired polynomial f α ′ for all α ′ ∈ λ + N n such that α ′ ≺ α. Non-minimality of α implies the existence an i ∈ {1, . . . , n} such that α ′ := α − e i lies in λ + N n as well. Clearly α ′ ≺ α holds true, therefore f α ′ exists. We define Γ to be the set of all γ ∈ λ + N n such that γ − e i is the exponent of some non-leading term of f α ′ . In particular, for all γ ∈ Γ, we have γ − e i ≺ α ′ = α − e i , hence γ ≺ α, hence f γ exists. We set
where c γ is the coefficient of x γ−e i in f α ′ . This establishes the inner induction step.
For the outer induction step, we take a non-minimal λ ∈ C (∆) and denote by λ ′′ its predecessor in C (∆). We may assume that we have found the desired polynomial f α ′ for all α ∈ ∪ λ ′ λ ′′ (λ ′ + N n ). We have to show the existence of f α ′ for all α ∈ ∪ λ ′ λ (λ ′ + N n ).
First we note that the f α ′ exists for all α ∈ ∪ λ ′ λ (λ ′ + N n ) such that α ≺ λ. Indeed, in this case α even lies in ∪ λ ′ λ ′′ (λ ′ +N n ), since otherwise, α ∈ λ+N n , hence α λ. A priori the non-leading exponents γ of the attached f α lie in
Therefore, we have to construct f α for all α ∈ ∪ λ ′ λ (λ ′ + N n ) such that α λ. Again, we do this by induction over α, the inner induction. For the basis of this induction, we have to consider α := λ. The polynomial φ I α ∈ J I has leading exponent α, but its non-leading exponents lie in too large a set. For repairing this, we have to get rid of all terms of φ I α which lie in the product {0, . . . , #I − 1} × Γ(α) and not in
The existence of f γ is shown for all γ ∈ Γ, since γ ≺ α implies γ ≺ α in the lexicographic order. Therefore, the polynomial
where c γ is the coefficient of x γ in φ I α , has the desired properties. This establishes the inner induction basis.
For the inner induction step, we take an α ∈ ∪ λ ′ λ (λ ′ +N n ) such that α ≻ λ, assume that the existence of f α ′ for all α ′ ≺ α in ∪ λ ′ λ (λ ′ + N n ), and show the existence of f α . In this situation, there exists an i such that α ′ := α − e i lies in ∪ λ ′ λ (λ ′ +N n ). Now we define Γ to be the set of all γ ∈ ∪ λ ′ λ (λ ′ +N n ) such that γ − e i is a non-leading exponent of f α ′ . As γ − e i ≺ α ′ = α − e i , we also have γ ≺ α, therefore all f γ exist. We define f α by equation (24) as above.
Corollary 1. For the length of the R ′≺I -module S ⊗ k R ′≺I /J I , we have the inequality
Proof. Each polynomial ψ I α ∈ J I is monic with leading exponent α and non-leading exponents in ∆. Therefore, the canonical homomorphism of R ′≺I -modules
For a fixed i ∈ I, the set of polynomials f i,α , where α runs through any subset of N n−1 containing C (∆ i ), appended by the polynomial x n − y i , is a Gröbner basis of the ideal J ′≺∆ i . The polynomials φ I α spanning J I arise from these Gröbner bases, where i runs through I, by an interpolation process. Subsequently, the polynomials ψ I α of Proposition 1 arise from the latter by a reduction process. This motivates the name of the present subsection. In the next subsection, we will see that the polynomials ψ I α , where α runs through C (∆), are the reduced Gröbner basis of J I . We use these coefficients, for all decompositions of ∆, for all α ∈ N (where N ⊂ N n \ ∆ is as in Section 3.1) and for all β ∈ ∆, for defining a ring homomorphism
Remember that R ≺∆ = k[T α,β , α ∈ N, β ∈ ∆]/I ≺∆ arises a the quotient of the domain of σ by the ideal I ≺∆ .
Theorem 3. The ring homomorphism σ factors through R ≺∆ , defining a morphism of schemes
whose corresponding morphism of functors is τ .
Proof. We first show that σ factors through R ≺∆ . By the universal property of R ≺∆ from Lemma 2, we have to show that for all I ∈ I, the ideal J I ⊂ S ⊗ k R ′≺I is monic with standard set ∆, having the reduced Gröbner basis ψ I α , where α runs through C (∆). Note that the polynomials ψ I α take the shape (25). It suffices to prove that the quotient S ⊗ k R ′≺I /J I is a free R ′≺I -module of rank r = #∆. Indeed, the existence of monic polynomials with leading coefficients in C (∆) and non-leading coefficients in ∆ tells us that the set of leading exponents of elements of J I is N n \ ∆ or larger. Also, the collection of all x β , where β runs through ∆, is a system of generators of S ⊗ k R ′≺I /J I . If the set of leading exponents of elements of J I is strictly larger than N n \ ∆, the above x β cannot not be a basis of S ⊗ k R ′≺I /J I . If therefore, these generators do conversely form a basis, the set of leading exponents of elements of J I equals N n \ ∆.
So we have to show freeness of rank r of S ⊗ k R ′≺I /J I . Remember from Section 3.2 that for all i, the ideal J ≺∆ i in S ⊗ k R ≺∆ i is monic with standard set ∆ i . In particular, we get an isomorphism of R ≺∆ i -modules
Also remember that R ′≺∆ i = R ≺∆ i [y i ]. Therefore, upon writing R ′≺∆ i ·J ≺∆ i for the ideal in S ⊗ k R ′≺∆ i spanned by J ≺∆ i , we get isomorphisms
Remember the definition of the ideal J ′≺∆ i ⊂ S ⊗ k R ′≺∆ i from Section 3.3, from which we get isomorphisms
Thus the quotient S ⊗ k R ′≺∆ i /J ′≺∆ i is a free module over R ′≺∆ i of rank #∆ i . The same line of arguments shows that S ⊗ k R ′≺I /R ′≺I · J ′≺∆ i is a free R ′≺I -module with basis {x β : β ∈ ∆ i }. Its rank, therefore, is also #∆ i .
We now consider the R ′≺I -module homomorphism
Our first claim concerning ǫ is that J I ⊂ ker ǫ. For proving this we have to show that all generators φ I α of J I lie in ker ǫ. This means that for all i ∈ I, the polynomial φ I α lies in R ′≺I · J ′≺∆ i . If i ∈ S(α), this is trivial, as φ I α contains the factor (x n − y i ). If i ∈ T (α), we look at the factor θ I α of φ I α , for which we consider its #T (α) summands separately,
The first summand is the product of χ(T (α), i) and f i,α and therefore lies in J ′≺∆ i . As for each of the other summands, we derive from i ′ = i that i is a member of T (α) \ {i ′ }, and therefore that the factor (x n − y i ) is a member of that summand, and thus that summand also lies in J ′≺∆ i . The first claim is proved.
Our second claim is that ǫ is surjective. For this it suffices to take an arbitrary i ∈ I and to find an element a ∈ S ⊗ k R ′≺I such that ǫ(a) = (0, . . . , 0, b, 0, . . . , 0), where b is an invertible element of S ⊗ k R ′≺I /R ′≺I · J ′≺∆ i . We take a := χ(T (α), i). Then if i ′ = i, the factor (x n − y i ) appears in a, hence a ∈ J ′≺∆ i , thus the i ′ -th component of ǫ(a) vanishes. Upon considering i, we see that for all j ∈ I \ {i}, the factor (x n − y j ) = (x n − y i ) + (y i − y j ) appears in a. The first summand, x n − y i , vanishes in S ⊗ k R ′≺I /R ′≺I · J ′≺∆ i , and the second summand, y i − y j , is invertible in that ring. The claim is proved.
From the second claim we get an isomorphism of R ′≺I -modules
Each direct summand on the right hand side is a free R ′≺I -module of rank #∆ i . Therefore, S ⊗ k R ′≺I / ker ǫ is a free R ′≺I -module of rank i∈I #∆ i = #∆. From the first claim, together with Corollary 1, we get an inequality of lengths of R ′≺I -modules,
This is in fact an equality, and by what we said in the first paragraph of the present proof, we have just proved that σ factors through R ≺∆ . We denote the induced homomorphism by
This defines the claimed morphism of schemes τ :
It remains to show that the morphism of functors corresponding to the ring homomorphism τ * is the same as the morphism τ of Definition 4. So let B be a k-algebra with no nontrivial idempotents. We consider a fixed element g of h Y ∆ (B). This is just a homomorphism g : R ′≺∆ → B, and by the arguments of Section 3.6, in fact a homomorphism g : R ′≺I → B for one fixed I. (By abuse of language we denote both homomorphisms by the same letter, g.) We identify g with the family of ideals
as we did in Section 3.6. Denote, for the time being, the morphism of functors corresponding to τ by h τ : h Y ∆ → Hilb ≺∆ S/k . For finishing the proof of the theorem, we have to show that the image of the ideal J ≺∆ under the composition
satisfies the identity
since the ideal on the left hand side is h τ (B) applied to g, and the right hand side is τ (B) applied to g.
For showing (27), we first take another look at (26). Equality holds true in that formula, hence ker ǫ = J I . Therefore, the definition of ǫ shows that J I = ∩ i∈I R ′≺I · J ′≺∆ i . Also, since τ * sends each generator T α,β of R ≺∆ to the tuple (c I α,β ) i∈I in R ′≺∆ , the identity of ideals (id ⊗ τ * )(J ≺∆ ) = (J I ) I∈I in S ⊗ k R ′≺∆ follows. Putting things together, we get
This identity is a "universal form" of the identity (27) we wish to prove.
Indeed, we can rewrite the ideal on the left hand side of (27) as
Since id ⊗ g is a nonzero morphism only on the I-th factor of R ′≺∆ , that ideal equals
The latter ideal is clearly contained in the intersection
Thus we have shown that the left hand side of (27) is contained in its right hand side. For showing also the other inclusion, we look at the ideal (id ⊗ g)(J I ) . By functoriality of reduced Gröbner bases with standard set ∆, that ideal is monic with standard set ∆. (A reference for functoriality is [Led11] , Section 6, Lemma 2; for seeing this directly in our context here, one argues as follows: J I is monic with reduced Gröbner basis ψ I α as in (25), where α runs through C (∆). This means that the coefficients c I α,β of the various ψ I α satisfy the quadratic equations in the variables T α,β which span the ideal I ≺∆ , see (6). As g is a ring homomorphism, also the coefficients of the polynomials ξ I α := (id ⊗ g)(ψ I α ) satisfy the same equations. These polynomials span the ideal (id ⊗ g)(J I ) ⊂ S ⊗ k B, which is therefore monic with standard set ∆.) Remember that the first claim about ǫ from earlier in the present proof says that for all generators φ I α of J I and for all i ∈ I, we have
of B-modules. The module on the left hand side has rank #∆. By the Chinese Remainder Theorem, the module on the right hand side is isomorphic to ⊕ i∈I S ⊗ k B/( J i + x n − b i ) (for this isomorphism we use that b i − b j ∈ B * for i = j), hence also has rank i∈I #∆ i = #∆. Therefore, the above surjection is an isomorphism. This also shows the missing inclusion in (27), and we are done.
The following corollary has been proved along the lines of proving Theorem 3. As it is interesting in its own right and was announced at the end of the last subsection, we state it separately here. Note that for its proof, we used the Chinese Remainder Theorem, as we did for proving the uniqueness assertion, i.e., the reduced Gröbner basis property, in Corollary 10 of [Led08] .
Corollary 2. For all I ∈ I, the ideal J I ⊂ S ⊗ k R ′≺I is monic with reduced Gröbner basis {ψ I α : α ∈ C (∆)}. In particular, the polynomials of Proposition 1 are unique.
Remember that the action of the group G on Y I is given by the action of G on the coordinate ring R ′≺∆ , as was defined in (16). Proof. τ is defined via the ring homomorphism τ * , which is defined via the coefficients c I α,β of the polynomial ψ I α appearing in (25). Therefore it suffices to show that the polynomials ψ I α are G-invariant. Those polynomials arise from the polynomials φ I α , defined in (23), by the process presented in the proof of Proposition 1. That proof is essentially polynomial reduction by all φ I α , for α ∈ C (∆). Therefore it suffices to show that the polynomials φ I α are G-invariant.
The definition of φ I α uses, in particular, the partition I = S(α) T (α), where S(α) is defined in (18) . From that definition, we immediately see that any given i ∈ I lies in S(α) if, and only if, σ(i) lies in S(α). Next, consider the polynomial θ I α , defined in (22). We think of that polynomial as being a linear combination of the terms c i,α,β x β , with coefficients χ (T (α), i) . From the definition of the characteristic polynomials χ(T (α), i), together with the fact that any given i ∈ I lies in T (α) if, and only if, σ(i) lies in T (α), we see that χ(T (α), i) is G-invariant. Moreover, from (16) we see that each factor S h j of G acts on the coefficients of the polynomial in question via σ(c i,α,β ) = c σ(i),α,β .
From this and (22), it easily follows that θ I α is G-invariant. Finally, (23) shows that φ I α is G-invariant.
r S/k is covered by open subfunctors
where we write Bx ∆ = ⊕ β∈∆ B · x β , and ι : Bx ∆ → S ⊗ k B for the canonical inclusion (see [Hui06] , [GLS07] and [Led11] ). Note that Bx ∆ does not carry a natural structure of a B-algebra; the functor Hilb ∆ S/k detects all B-algebra structures which can be imposed on Bx ∆ such that they are compatible with the natural B-algebra structure on S ⊗ k B. It turns out that the functor Hilb 
is an immersion. This is nothing but a reprise of rewriting the functor
as we did in Section (3.3). 
is an immersion. In fact, we apply the cited lemma several times, in the following way: First we decompose the indexing set into I = I 1 . . . I m as in (3). Remember that for a fixed I j , all elements of the multiset {∆ i : i ∈ I j } agree. We apply Lemma 4 (b) in the case where 
The general assumption of the lemma, namely, that none of the schemes c i (y i ) ⊂ A n meet each other, is satisfied since the diagonal Λ j has been removed from the product. We do the same thing for all parts I j of I, thus obtaining, for all j ∈ {1, . . . , m}, an immersion
where R j := i∈I j #I j . Then we apply Lemma 4 (a) in the case where
c j := ζ j , for j ∈ {1, . . . , m}, and Moreover, ι is, or induces, resp., an immersion under the following hypotheses: c 1 (y 1 ), . . . , c m (y m ). Therefore ι is a well-defined morphism of schemes.
For showing that ι and ι, resp., are immersions, we give ourselves a cartesian square
Under hypothesis (a), the problem is to show that the morphism j appearing in (29) is an immersion. Under hypothesis (b), we will consider an analogous cartesian diagram with ι replaced by ι. The problem will also be to show that the upper horizontal morphism, which we will denote by j : X/S m → Spec B, is an immersion. In what follows, we shall construct the sought-for subschemes X and X/S m of Spec B.
The first part of our proof is independent of hypotheses (a) and (b). We evaluate diagram (29) in an affine test scheme Spec A, obtaining , thus to the equivalence class of a surjective B-algebra homomorphism φ : S ⊗ k B → Q such that Q is a locally free B-module of rank r. After localizing B in a suitable finite collection of elements f i ∈ B such that the ideal spanned by all f i is the unit ideal in B, we may assume that Q is free of rank r. Let q 1 , . . . , q r be a basis of Q. Similarly, each w i corresponds to an element of Hilb r i S/k (Spec A), thus to the equivalence class of a surjective B-algebra homomorphism φ i : S ⊗ k A → P i such that P i is a locally free A-module of rank r i . Commutativity of (30) means that Q ⊗ B A = P 1 ⊕ . . . ⊕ P m . Consider, for all i, the composition of the canonical map, can, with the i-th projection, π i ,
, for i = j, then the equality p i (x)p j (y) = 0 holds in Q ⊗ B A. As the sum π 1 + . . . + π m is the identity, that equality means that can(x)can(y) = 0 in Q ⊗ B A. Let us write the product xy ∈ Q in terms of our basis,
Then each d(x, y) k is killed when tensoring with A. Accordingly, we consider the following ideal in B,
Spec A runs through all affine schemes as in (30),
, where i = j ∈ {1, . . . , m}, and a ∈ {1, . . . , r}
We obtain a B/I-algebra Q ⊗ B (B/I), which is free of rank r as a module over B/I. Hence a homomorphism φ : S ⊗ k (B/I) → Q, which corresponds to a morphism g : Spec B/I → Hilb r S/k . Moreover, the algebra Q ⊗ B (B/I) splits as a direct sum,
where Q i is free of rank r i as a module over B/I. Hence, for each i, a homomorphism φ i : S ⊗ k (B/I) → Q i , which corresponds to a morphism g i : Spec (B/I) → Hilb r i S/k . Now the morphism g of (29) does not necessarily factor through g-but for computing the fibered product X, we may replace g by g. Indeed, given any evaluation of (29) Moreover, we consider, for each i, the cartesian diagram
As c i is an immersion, so is j i . Let a be the composition of morphism a from (30) with the canonical map B → B/I. Then the morphisms a and b make the exterior square of diagram
commute, hence, by the cartesian property, a unique morphism u i . Commutativity of (30) guarantees that these morphisms are compatible in the sense that u i also factors through X j , for all j = i, more precisely, u i = u j as morphisms from Spec A to the scheme-theoretic intersection
We obtain a morphism u : Spec A → X. Moreover, we define j to be the restriction of any j i to X, and h to be (h 1 , . . . , h m ). The range of that last morphism is U ⊂ Y 1 × . . . × Y m , as is the range of b = (b 1 , . . . , b m ). We obtain a commutative diagram of shape (30). Note that at this point it is not clear that the scheme X we just defined is the fibered product as in (29).
At this point, assume hypothesis (a) satisfied. We claim that in this case, X really is the fibered product as in (29). What we have to show is the uniqueness of the above-defined morphism u. The composition g • a = ι • b is an A-valued point of Hilb r S/k , thus a closed subscheme Z ⊂ A n A . Consider all decompositions of Z into closed subschemes, Z = Z 1 ∪ . . . ∪ Z m such that each Z i corresponds to an A-valued point of Hilb r i S/k . Our hypothesis guarantees that the map of sets ι(A) is injective. Therefore, not only is the above decomposition of Z unique, even every Z i appearing in it is unique (as opposed to unique up to permutations). In other words, the homomorphism φ obtained from diagram (30) uniquely determines each homomorphism φ i . Thus each u i is uniquely determined, and so is u. Now assume hypothesis (b) satisfied. As U is quasi-projective and S m is finite, the quotient U/S m exists as a scheme (see [Mum70] , §12, Theorem 1, or [Ber10] , Section 1.3, Proposition 1.3). For all σ ∈ S m , we denote by σ : U → U the corresponding automorphism of U . Then the morphism ι has the property that ι • σ = ι. Therefore there exists a unique morphism ι : U/S m → Hilb r S k such that ι is the composition of the canonical map U → U/S m and ι (see Definition 0.5 and Proposition 0.1 of [MFK94] ). Moreover, S m acts on the collection of all X i by permutation, hence an action of S m on X. The quotient X/S m exists as a scheme, and analogously as above, we have a morphism j : X/S m → Spec B/I. Let b be the composition of b and the canonical map U → U/S m , and let u be the composition of u and the canonical map X → X/S m . Moreover, the morphism h = (h 1 , . . . , h m ) induces the morphism h appearing in the commutative diagram
We show that u is unique, as this will prove that ι is an immersion. Consider, as is the last paragraph, all decompositions of Z into closed subschemes, Z = Z 1 ∪ . . . ∪ Z m such that each Z i corresponds to an A-valued point of Hilb r i S/k . Under hypothesis (b), the map of sets ι(A) is not injective. Therefore, we consider the map of multisets induced by ι(A). It turns out that this map coincides with ι(A), the evaluation of ι at A. (Note that the rage of ι(A) coincides with the range of ι(A).) Now ι(A) indeed is injective, and therefore, the multiset of all Z i appearing the above decomposition of Z unique. In other words, the homomorphism φ obtained from diagram (30) uniquely determines the multiset of homomorphisms φ i . Thus the multiset of u i is uniquely determined, and so is u.
5. The Gröbner stratum of reduced points 5.1. The Gröbner functor of reduced points. The datum of the equivalence class of a surjective B-algebra homomorphism φ : S ⊗ k B → Q is equivalent to the datum of the morphism of affine schemes p : Z = Spec Q → Spec B. Here Z is a closed subscheme of affine space A n B . Local freeness of Q translates to flatness and surjectivity of p. Therefore, the Hilbert functor of r points can be reformulated as follows: Now consider (A n k ) r , the r-fold product of affine n-space over Spec k. The symmetric group S r acts on that product by permuting the factors. Let
n ) denote the coordinates on the i-th factor of (A n k ) r , and let
n ) be the large diagonal in (A n k ) r . Then clearly S r also acts on (A n k ) r \ Λ ′ . The quotient by that action,
is a scheme, as (A n k ) r \ Λ ′ is quasi-projective and S r is finite (see [Mum70] , §12, Theorem 1, or [Ber10] , Section 1.3, Proposition 1.3). Its dimension is nr. Moreover, by [Ber10] , Section 2.1, Proposition 2.4, this scheme represents the functor 
where j is the canonical inclusion of functors, corresponds to the inclusion of an open subscheme of Spec B into Spec B. This means that there exists an ideal I ⊂ B such that the morphism of functors G → h Spec B isomorphic to h Spec B\Spec B/I → h Spec B . In other words, we have to find an ideal I such that for all affine test schemes Spec A over Spec B, we have
Here the morphism of schemes a : Spec A → Spec B corresponds to the ring homomorphism α : B → A. By Yoneda's Lemma, our given g corresponds to an element φ of Hilb ∆ S/k (B), i.e., a surjective B-algebra homomorphism φ : S ⊗ k B → Q such that the composition of the canonical inclusion ι : Bx ∆ → S ⊗ k B is an isomorphism of B-modules. Therefore
We make the following identifications regarding the objects appearing in that set:
• From the identification of a : Spec A → Spec B and α : B → A, we get an identification of g(a) and φ ⊗ α :
S/k (Spec A) corresponds to a A-algebra homomorphism β : S ⊗ k A → Q ′ such that the composition Ax ∆ → S ⊗ k A → Q ′ is an isomorphism and p ′ : Z ′ = Spec Q ′ → Spec A isétale and surjective.
• Therefore, the condition g(a) = j(b) uniquely determines β = φ ⊗ α.
In particular, b is uniquely determined.
with β is automatically an isomorphism.
We are ready to construct the desired ideal I ⊂ B. The k-algebra homomorphism π : B → S ⊗ k B/ ker φ corresponds to the morphism p : Z = Spec S ⊗ k B/ ker φ → Spec B of affine schemes. By SGA 1, Exposé I, Corollaire 3.3 [sga03] , the locus in Z where p is unramified is open in Z. As by assumption p is flat, that locus is the locus in Z where p isétale. We denote its complement by Y , a closed subset of Z. As the morphism p is finite, it is universally closed (EGA II, 6.1.10 [Gro61]), and therefore p(Y ) is closed in Spec B. We give this closed set the reduced subscheme structure, thus write it as the closed subscheme p(Y ) = Spec B/I, for a suitable ideal I ⊂ B.
From the above description of G (Spec A), we get, for each morphism p ′ :
We claim that p ′ isétale and surjective if, and only if, a(Spec A) is contained in Spec B \ Spec B/I. As the latter assertion is equivalent to A = A · α(I), a proof of the claim will finish the proof of the assertion for Hilb
S/k of the proposition. Now p ′ is unramified (henceétale) in a point x ′ ∈ Z ′ if, and only if, Ω 1 Z ′ /Spec A (x ′ ) = 0, where Ω 1 Z ′ /Spec A is the sheaf of differentials (see SGA 1, Exposé I, §1 [sga03] ). By the value of that sheaf in x ′ , we are referring to its stalk. However, by Nakayama's Lemma, that stalk is zero if, and only if, its tensor product with the residue field in x ′ is zero. We may therefore identify Ω
In the cited section of SGA 1, it is also shown that Ω 1 Z ′ /Spec A is well behaved under base change, i.e., Ω 1 Z ′ /Spec A = r * Ω 1 Z/Spec B . Therefore, upon writing x = r(x ′ ), we get
As the homomorphism κ(x) → κ(x ′ ) is just a field extension, this equation shows that the κ(x ′ )-vector space Ω 1 Z ′ /Spec A (x ′ ) is zero if, and only if, the κ(x)-vector space Ω 1 Z/Spec B (x) is zero. In other words, p ′ is unramified (henceétale) in x ′ if, and only if, p is unramified (henceétale) in x.
Therefore, the following statements are equivalent.
• p ′ isétale;
• for all x ′ ∈ Z ′ , the point x = r(x ′ ) does not lie in p −1 (Spec B/I); (For the transition between the second and the third bulleted items, we use the fact that a point x in the fiber of p over some y ∈ Spec B lies in the image of r if, and only if, all points in the fiber of p over y lie in the image of r. This follows from EGA I, 3.4.8 [Gro60] .) The proof of the assertion for Hilb Analogously as above, we can rewrite the fibered product as
The above proof of openness of the morphism G → h Spec B goes through also for the morphism G ′ → h Spec B .
Note that in the above proof we did not mention surjectivity of p ′ in (33), implicitly taking it for granted. Indeed, the morphism p at the right hand side of (33) corresponds to an element of Hilb
, the image of which under the map Hilb
and is thus surjective by definition. However, the reason for surjectivity of p ′ , which is necessary for functoriality of Hilb ∆,0 S/k , is found in EGA I, 3.4.8, the same reference we cited in the above proof. Proof. We use the description of τ by its corresponding morphism of functors h τ , see Corollary 3. Let B be a k-algebra with no nontrivial idempotents, and let φ be an element of Y ∆,0 (B), given by a multiset of ideals { J i + x n − b i : i ∈ I} as in Section 3.6, for one decomposition {∆ i : i ∈ I} of ∆. To say that this family lies in Y ∆,0 (B) means that, in addition to the constraints on the ideals J i ⊂ S ⊗ k B and the differences b i − b j we discussed in Sections 3.4 and 3.6, each morphism
is alsoétale. By the Chinese Remainder Theorem, we have an isomorphism of k-algebras
hence an isomorphism of schemes
Therefore, also the morphism
isétale. This means that the image of φ under h τ (B) lies in Hilb
6.2. Galois descent. Proposition 4 below will be the key to proving our main theorem. As a preparation, we need the following lemma, which is in fact a corollary to the main theorem of [Led08] .
Lemma 5. Let F be a field, F its algebraic or separable closure and A ⊂ F n a finite set. For λ ∈ F , we write A λ := A ∩ {x n = λ}. Let D(A) ∈ D n be the standard set (w.r.t. ≺) of the ideal in S ⊗ k F defining A. Let D(A λ ) ∈ D n−1 be the standard set (w.r.t. ≺) of the ideal in S ⊗ k F defining A λ , where we view the latter set as a subset of F n−1 . Then for all σ ∈ Gal(F /F ), the following equalities hold,
Proof. Assertion (i) holds for n − 1 (more precisely, for all A ⊂ F n−1 ) if, and only if, assertion (ii) holds for n. Indeed, take A ⊂ F n−1 and assume that (ii)
is proven for n. We embed A into F n by sending each a ∈ A to (a, λ), where λ is a fixed element of F and call the result A. Under the usual identification, we get
Conversely, take A ⊂ F n and assume that (i) is proven for n − 1. The intersection (σA) σλ consist of all σa = (σa 1 , . . . , σa n ) such that σa n = σλ. The latter condition is equivalent to a n = λ. Therefore, (σA) σλ is just the transform under σ of A λ . Upon understanding A λ to be a subset of F n−1 , we may apply (i) and get
We show assertion (i) by induction over n. The case n = 1 is trivial, as D(A) = {0, . . . , #A − 1} = {0, . . . , #(σA) − 1}. For n > 1, the main theorem of [Led08] tells us that D(A) = λ∈F D(A λ ). As we may assume that (ii) holds for n, we get Proof. Injectivity follows from Theorem 1. As for surjectivity, we take a closed point y ∈ Hilb ≺∆,0 S/k and consider its residue field F := κ(y). Thus y is an F -valued point of Hilb ≺∆,0 S/k . After base change to the algebraic or separable closure F /F , the product y × Spec F Spec F contains an F -valued point of Hilb
. That point corresponds to a set of r closed F -rational points in A n F which we denote by A ⊂ F n . For the attached standard set, we clearly have D(A) = ∆. The transition from A back to y is established by Galois descent: By Lemma 5 (i), the standard set of A is invariant under the action of the Galois group of F . In concrete terms, for all σ ∈ Gal(F /F ), we have
Therefore the family (σA) σ∈Gal(F /F ) defines as an F -valued point of Hilb
We can also, however, slice A into a number of horizontal pieces, as we did in Lemma 5. Let {λ i : i ∈ I} be the set of values taken by the n-th coordinates of elements of A. Thus {λ i : i ∈ I} is a finite subset of F . Upon interpreting each slice A λ i as being a subset of F n−1 , we denote the corresponding ideal by J λ i ⊂ S ⊗ k F , and the standard set of that ideal as
The multiset of ideals
Moreover, by Lemma 5 (ii), the collection of standard sets D(A λ i ), where i runs through I, is invariant under the action of the Galois group of F . In concrete terms, for all σ ∈ Gal(F /F ), we have an equality of multisets,
Upon writing J for the tuple in (34), invariance tells us that the multiset {σ J : σ ∈ Gal(F /F )} defines an F -valued point of Y I,0 , therefore in particular an F -valued point of Y ∆,0 . The image under τ of that point is just y.
6.3. Proving the main results. We can now prove Theorem 2, i.e., count the number of components of Hilb
S/k and determine its dimension. After that, we will make some statements on that the number of components of Hilb Z[x]/Z , its complement would clearly be a subscheme of finite type over Spec Z. By Hilbert's Nullstellensatz, however, such a scheme contains closed points. This is a contradiction to Proposition 4, and the claim is proved.
(ii). We use induction over n. We start with (15), the definition of Y I , from which we see that Here we used the identity #I = #q n (∆), mentioned in Section 2.2. By induction hypothesis, we have dim(Hilb
for all i ∈ I, where q j is the analogue of q j of (1), with n replaced by n−1. It is easy to see that i∈I n−1 j=1 #q j (∆ i ) = #q j (∆), from which the assertion on the relative dimension follows. Equidimensionality follows as well, as we did not pose any restriction on the decomposition, or, equivalently, the indexing set I, we started with.
(iii). This is also proved by induction over n. For n = 1, the scheme Hilb ≺∆,0 S/k is an open subscheme of affine space A r k . Therefore, that scheme has exactly one connected, and irreducible, resp., component. This is in accord with d(∆) = 1. If n ≥ 2, we argue as follows. The number of connected, and irreducible, resp., components of Hilb Here we also used the decomposition (3) of I into I j .
Let us first discuss irreducible components of Y I,0 . In the above description of Y I,0 , we may put each Λ j back into the product ( i∈I j Hilb
, thereby keeping the number of irreducible components as it is. As A 1 k is irreducible, we may dispose of each factor A 1 k . Moreover, we may put Λ back into the space. Therefore, it suffices to determine the number of irreducible components of the space
By induction hypothesis, we may assume that the number of irreducible components of Hilb We now show that for the space Hilb 
By construction of Λ j and Λ, this union is in fact a coproduct. Now the claim follows from an elementary observation: Assume that a space X admits a decomposition into irreducible components, X = X 1 ∪ . . . ∪ X l . Then if this union is a coproduct, it is also a decomposition into connected components. holds, where the disjoint sum goes over all standard sets ∆ of size r. From [CEVV09] , we know that Hilb r S/k has components of a dimension larger than nr if n ≥ 3 and r ≥ 8. Therefore, not every D ∆,j arises from a C ∆,i by taking the closure. It follows that a(∆) < b(∆) for some ∆.
As for the assertion of the relative dimension, we use (37) once more. As the relative dimension of the full Hilbert scheme of r points is in general larger than nr, there exists a ∆ such that Hilb ≺∆ S/k has a relative dimension strictly larger than nr. However, n j=1 #q j (∆) ≤ nr for all ∆.
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The proof of Corollary 4 fails if one replaces Hilb [ES08] and [RS10] for constructions of the good component.) Indeed, the dimension of the good component equals nr, and therefore, the above arguments do not lead to a contradiction. Therefore, one might suspect that the number of irreducible components of G ≺∆ S/k equals d(∆). If this equality was to hold true, it would mean that the assertion on the number of irreducible components in Theorem 2 carries over from Hilb ≺∆,0 S/k to the larger scheme G ≺∆ S/k , hence a good generalization of that assertion. By Corollary (4) that generalization could not be further generalized within the framework of Hilbert schemes. However, the following examples show that the the assertion in question does not generalize in the desired way. Consider the two standard sets ∆ 1 := {0, e 1 , e 2 , e 3 , 2e 1 , e 1 + e 2 }, ∆ 2 := {0, e 1 , e 2 , e 3 , e 1 + e 2 , 2e 2 } ∈ D 3 .
As both are of size 6, Theorem 1.1 of [CEVV09] implies that G S/k has two irreducible components, one of the expected dimension, #q 1 (∆ 1 )+#q 2 (∆ 1 )+#q 3 (∆ 1 ) = 11, and the other of dimension 10. Moreover, Hilb ≺∆ 2 S/k has two irreducible components, one of the expected dimension, #q 1 (∆ 2 ) + #q 2 (∆ 2 ) + #q 3 (∆ 2 ) = 12, and the other of dimension 11. These are the smallest standard sets, and the only standard sets of size 6, for which a lower-dimensional component shows up in Hilb
