Abstract-Uncertainty arises in classification problems when the input pattern is not perfect or measurement error is unavoidable. In many applications, it would be beneficial to obtain an estimate of the uncertainty associated with a new observation and its membership within a particular class. Although statistical classification techniques base decision boundaries according to the probability distributions of the patterns belonging to each class, they are poor at supplying uncertainty information for new observations. Previous research has documented a multiarchitecture, monotonic function neural network model for the representation of uncertainty associated with a new observation for two-class classification. This paper proposes a modification to the monotonic function model to estimate the uncertainty associated with a new observation for multiclass classification. The model, therefore, overcomes a limitation of traditional classifiers that base decisions on sharp classification boundaries. As such, it is believed that this method will have advantages for applications such as biometric recognition in which the estimation of classification uncertainty is an important issue. This approach is based on the transformation of the input pattern vector relative to each classification class. Separate, monotonic, single-output neural networks are then used to represent the "degree-of-similarity" between each input pattern vector and each class. An algorithm for the implementation of this approach is proposed and tested with publicly available face-recognition data sets. The results indicate that the suggested approach provides similar classification performance to conventional principle component analysis (PCA) and linear discriminant analysis (LDA) techniques for multiclass pattern recognition problems as well as providing uncertainty information caused by misclassification.
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I. INTRODUCTION

D
ATA CLASSIFICATION is the process of dividing pattern space using hard, fuzzy, or probabilistic partitions into a number of regions [1] . One technique that has been used for many classification problems is the artificial neural network (ANN) [2] . ANNs consist of a massively parallel distribution of neurons with many interconnections. They are suitable for classification applications because of the ability to learn from representative pattern data, to generalize, and to form highly nonlinear decision boundaries [2] - [4] . These boundaries may be determined according to some predefined measures, such as minimizing the misclassification rate [5] . The mapping between the input and output data is encoded among the various connection weights, and the weights are modified during training using a method such as backpropagation [6] . In traditional classification, using ANNs, the number of output nodes corresponds to the number of pattern classes and, during training, the output node corresponding to the class of the training pattern vector is clamped at "1," while all other output nodes are clamped at "0" [6] . After a number of training cycles, the ANN may converge to a minimum error solution, such that an optimal decision boundary is specified. The network then classifies example pattern data as belonging to the class corresponding to the output node with the highest activation [6] . In traditional classifiers, an element either belongs or does not belong to a given class . Therefore, it may be represented by a membership function if otherwise.
However, in many situations, classes are often ill-defined, overlapping, or fuzzy [6] and, therefore, traditional classifiers may not provide an adequate representation of the relationship between a pattern vector and its "belongingness" to a particular class. Further, small perturbations of the input pattern data close to the class boundaries may lead to sudden changes in the decision output. Therefore, classification systems should provide an estimation of the posterior probability of assigning a pattern vector to a given class, or at least membership degrees that change smoothly between adjacent points in the pattern space [7] . An example of a two-class classification situation is illustrated in Fig. 1 , in which the -dimensional pattern vectors share an overlapping boundary. Due to the fuzzy or imprecise data, it is often advantageous to obtain further information regarding the classification uncertainty [5] , [8] . Classification schemes using a linear boundary for class separation (as represented in Fig. 1 ) are not able to directly indicate the statistical behavior of the input data without information concerning the overlap degree of the two data sets. For instance, it is possible to have the same class boundary for different sample populations with different degrees of overlap. Further, this argument extends to all classification methods that base classification decisions on sharp boundary functions [5] . The motivation for the analysis presented in this paper is, therefore, based on the fact that classification boundaries produced by traditional classifiers, such as ANN models, are not able to represent the overlap degree of adjacent class boundaries and are, therefore, not able to provide uncertainty information.
There are several methods that have been used to deal with uncertainty, and represent multiple alternatives with respect to ambiguous or diffuse evidence. These methods include expert-systems, neural networks, fuzzy set theory, belief function theory, and Bayesian networks. A summary of these techniques was provided by Laskey and Levitt [9] for the field of artificial intelligence, with the objective of implementation with applications such as automated learning, perception, and speech understanding. Further, Dempster-Shaffer (D-S) classifiers have been used to represent uncertainty in classification problems through the use of a belief function [8] , [10] . Yager [8] discussed the concept of fuzzy measures in relation to the D-S belief structure. In particular, it was stated that the D-S belief structure " provides a framework for the representation of knowledge about the value of an uncertain variable which can be used when there exists some uncertainty regarding our knowledge of the underlying fuzzy measure [8] ." Given a D-S belief structure, there are many fuzzy measures that may then be associated with the structure. In particular, the plausibility and belief measures were discussed [8] . Francois et al. [10] also discussed the application of D-S theory to classification tasks. In particular, the construction of the particular belief function from the observation data was considered to be a crucial process. The belief function was traditionally inferred from classification error rates, distances from class centres, or class-conditional density estimates. In this paper, however, an evidential -nearest neighbor ( -NN) rule was used [10] , in which the strength of evidence was assumed to be a decreasing function of the distance between a new pattern and the nearest neighbors in the training set [11] . Francois et al. [10] then improved this method through a technique referred to as "bagging." The method was shown to provide a more realistic description of uncertainty, and led to improved classification performances for an optical character recognition problem [10] .
A further method used to represent uncertainty for classification problems was proposed by Archer and Wang [5] , [12] , called the fuzzy membership model (FMM). This model was developed for the purpose of providing uncertainty information for two-class classification problems. It was a modification of the standard backpropagation neural network, and was also able to provide uncertainty information in the form of fuzzy measures. Fuzzy measures assign a value in the unit interval to each crisp set signifying the degree of evidence or belief that a given unlocated element belongs to the set [13] . This approach, therefore, allows the representation of uncertainty, associated with measurement error or imprecise pattern data [14] . In relation to nonfuzzy sets, a fuzzy measure on space is defined as a set function that must satisfy three axioms [13] , [14] .
1) The function must satisfy the monotonicity constraint, such that the degree of evidence in a set must be at least as great as the evidence that the element belongs to a subset of that set, i.e., if , then .
2) The function must satisfy the continuity constraint, such that function is a continuous function.
3) The function must satisfy the boundary conditions, such that the element in question definitely does not belong to the empty set and definitely belongs to the universal set [14] . Archer and Wang [5] suggested that the fuzzy measures of possibility and belief would supply more complete information for the classification of a previously unlocated observation. Possibility may be considered to be a subjective judgement relating to the possibility of occurrence of events [15] . Dubois and Prade [15] proposed two complementary questions of "may occur," and "may 'not ' occur," in relation to the grades of possibility. Although both questions may have a positive answer, it is not possible to have a negative answer to both. Therefore, at least one of and 'not ' must be possible [15] (2) Belief (or "necessity") is a dual companion of possibility, such that the statement " is necessary," is equivalent to "'not ' is impossible" [15] 
From (2) and (3) 
Wang [16] and Wang and Archer [17] suggested that the two fuzzy membership functions represent an ultrafuzzy set, such that the possibility and belief measures were used to define a region for providing uncertainty information. In this case, the wider the interval between the two functions is, the more uncertain the classification decision becomes. An illustration of the fuzzy membership function is shown in Fig. 2(a) , together with ultrafuzzy function in Fig. 2(b) . Using the FMM approach, the lower and upper fuzzy membership functions of the ultrafuzzy function provide lower and upper bounds for the membership for a given , given the available evidence [16] .
A further illustration of fuzzy membership was provided by Archer and Wang [5] , and is illustrated in Fig. 3 . In this example, a sample point with pattern vector has the fuzzy membership function . To allow for the conversion from the fuzzy membership function to a sharp classification boundary, a vector was considered to be a member of class and [5] according to when otherwise, where In Fig. 3 , a vector point belongs to class with membership 0.7, and belongs to class with membership 0.3, if there is no information about existing misclassification.
Archer and Wang [5] then gave an example of a known misclassified sample point , with the same pattern vector as point (i.e., . In this case, the possibility of belonging to class would be greater than the standard complementation (6) It was then proposed that the membership value of belonging to class would be modified using -complementation, such that (7) In (7), the value gives the degree of complementation. The example by Archer and Wang [5] (from Fig. 3 ) indicated that, based on the sharp boundary and the existing misclassification , a new observation with pattern vector is as follows:
-possible to be in Class 1 with membership 0.7, -possible to be in Class 2 with membership 0.6, and, therefore, -believed to be in Class 1 with membership 0.4, and -believed to be in Class 2 with membership 0.3. For two-class classification, the relationship between the "possible" and "belief" memberships [5] are given by (8) and (9) The fuzzy membership function was, therefore, supplemented with the -complementation function , which is depicted by the solid and dotted line in Fig. 3 , respectively. Archer and Wang [5] , therefore, proposed the FMM, which was a multiarchitecture neural network trained under the monotonically constraint [5] . The network consisted of three separate single-output networks. One network represented the possible membership value for class and and two networks for the belief functions for each class.
The fuzzy membership model was originally developed for two-class, managerial-type classification problems. An example of this problem was to determine the credit worthiness classification of an individual, given their income and asset status [12] . In this scenario, if all other factors were equal, a monotonic relationship would generally occur between income and assets and the overall credit worthiness score [12] . It is proposed that it is possible to extend the two-class fuzzy membership model for multiclass classification problems. Therefore, this approach may be applied to applications such as biometric recognition, in which the estimation of uncertainty is also an important issue [18] . In the case of face-recognition applications, for instance, variations of the within-class feature data may occur due to differences in illumination and pose, as well as different facial expressions [19] . Although conventional classification approaches generally have the objective of maximizing the likelihood of correct classification, it is also the purpose of the fuzzy membership model to identify those pattern vectors that are more likely to be misclassified. This classification information may then be used to provide a rejection decision in a similar manner to Chow's rule [20] . With Chow's rule, patterns that are more likely to be misclassified are rejected, and handled through more sophisticated means (such as human intervention or additional biometric recognition, for example). The rule minimizes the reject rate for a given error rate, and is based on the posterior probabilities of the each classification class [20] . However, as acknowledged by Fumera et al. [21] , in real applications, these probability measures are affected by significant estimate errors. In a similar manner to Chow's rule, the FMM may provide a means to divide the pattern space into two disjoint regions that define the acceptance or rejection of the classification decision. Section II outlines an extension to the fuzzy membership model for generalized (multiclass) classification problems.
II. MULTICLASS FUZZY MEMBERSHIP MODEL
In this section, a fuzzy membership model is proposed to provide uncertainty information for multiclass classification problems. With this model, two neural networks are used to represent the membership for each class. One neural network for each of classes (NN ) is used to represent the "possibility" that an event belongs to each class. A second neural network for each class (NN ) is used to represent the "belief" that a particular event belongs to a given class, taking into account misclassifications. The sharp classification boundaries are determined according to the particular network NN (with output ) with the highest activation, such that an element belongs to class if (10) Using this approach, therefore, the universe is broken into "crisp" classification regions such that (11) (12) The belief networks NN are then trained using an FMM with the misclassified sample points in a similar manner to the model proposed by Archer and Wang [5] . In relation to the three axioms for fuzzy measures, the fuzzy membership model has three constraints [5] .
1) The neural network learning process must be completed under the monotonicity constraint, such that the -surface is monotonic. 
and e.g.
where (15) Normalization of the values may be obtained using a linear transform [5] (16) With a two-class classification, , and, therefore, the -complementation relationship in (7) is valid. For multiclass classification, however, the generalized -complementation function must be used (17) where (18) For multiclass classification, a mapping function is applied to the input pattern space to obtain a new data space with respect to each class. It is then possible to provide a monotonic relationship between each input vector , and its degree-of-membership to each of the classes. In this approach, "transform" vectors are evaluated for each input pattern vector, and provide a measure of the degree-of-similarity between the pattern vector and each classification class. Provided that an appropriate transform function is used to estimate the degree-of-similarity, it is possible that each of the single-output NN and NN networks may be trained under the monotonicity constraint. The transform vector , for the th class as a function of the th (of total pattern vectors) input pattern is given in (19) where (20) The elements of the transform vector lie in the interval ([0, 1]), and is the dimension of the transform vector. The mapping function should conform with the monotonicity constraint such that, as the degree-of-similarity between the pattern vector and class increases, the separate elements of the transform vector , approach "1." Conversely, as the degree-of-similarity between and class reduces, should approach "0." In a simple form, the transform vector may be evaluated in relation to the Euclidean distance from the mean pattern vector for each class , as shown in (21), where is the th element of the pattern vector , and is the th element of the average pattern vector , for class (21) The neural networks (NN ) are trained with the transform data , using the monotonic function model [12] , such that the output of each network is monotonic with respect to . The output from each network is a continuous function with respect to the original pattern space, provided that a continuous function [such as (21) ], is used to evaluate the transform vectors . Further, the values range over the open interval (0, 1), if the two constants and are defined for each class [according to (13) and (14)]. In a multiclass classification, the "crisp" classification boundaries are determined according to the outputs from the "possibility" networks NN according to (10) , and the generalized multiclass FMM for the networks NN is illustrated in Fig. 4 . Once the crisp classification boundaries are established, the misclassified sample points are used to provide more information about fuzzy uncertainty. In this approach, the fuzzy membership functions are supplemented with membership functions based on the -complementation of for each class, and are given by . If a sample point is misclassified in a region corresponding to class , the sample must belong to class [defined in (18) ]. For multiclass classification, the possibility and belief memberships may be given by (22) and (23) In a similar manner to the two-class FMM proposed by Archer and Wang [5] , an algorithm to implement the FMM for multiclass classification is defined as follows.
Step 1) Train the neural networks NN using the monotonic function (MF) model, such that the input to network NN for input pattern is the transform vector . Evaluate the sharp classification boundaries according to (10).
Step 2) Find misclassification sets for each class such that , if a misclassified point is in the region.
Step 3) Determine for each class based on the ratio of misclassification to correct classifications, such that .
Step 4) For each misclassified point in each class , , determine the -value for class , represented by using neural network NN .
Step 5) Normalize the membership value for the misclassified points in each class according to where and are the minimum and maximum -values for each class , respectively.
Step 6) For each class, calculate the -complementation values for each misclassified point
Step 7) Denormalize for neural network training such that Step 8) For each class , train the neural network NN with the sample set , such that the desired output is the -complementation value . The "possibility" networks NN and the "belief" networks NN should provide more information about uncertainty in multiclass classification problems.
III. EXPERIMENTAL RESULTS-FACE RECOGNITION
An investigation was undertaken to evaluate the classification performance and uncertainty estimation of the monotonic function network model on two face-recognition data sets. These data sets were the AT&T (http://www.uk.research.att.com/facedatabase.html) and the Yale data set (http://cvc.yale.edu/projects/yalefaces/yalefaces.html).
The classification performance was then compared with published data such that an objective measure of the FMM classification performance was obtained.
The AT&T data set consisted of ten different images of 40 subjects taken at the AT&T Laboratories, Cambridge, MA. The age of the majority of subjects was between 20 and 35, with 4 female and 36 male subjects. The images were taken at different times, with variable lighting conditions, facial expressions, and facial details (glasses/no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some tilt and side movement). The images were manually cropped and rescaled to a resolution of 92 112, 8-b gray levels [22] . An example of the ten images for one subject is presented in Fig. 5 . For evaluation of the classification performance, the data set was divided into a training set consisting of five images for each class (200 images), and a test set consisting of five images for each class. The experiments were repeated for ten random partitions of the data set and the results were reported for the average of the ten test partitions.
Due to the high dimensionality of the image data, a dimensionality reduction approach, based on the "Fisherface" method was used [23] . In this approach, a combination of principle component analysis (PCA) and linear discriminant analysis (Fisher linear discriminant) (LDA) was applied to the image data [23] . With LDA, because the number of images in the learning set was smaller than the dimensionality of the image vectors, it was possible to choose a projection matrix such that the within-class scatter of the projection samples may be made exactly zero [23] . The "Fisherface" method overcomes this problem, by initially projecting the image vectors onto a lower dimensional space using PCA, and then applying the standard LDA approach [23] . In this example, the image vectors were projected onto 160-dimensional subspace using PCA, and then LDA was used to further reduce the dimensionality to a 39-dimesnional subspace for classification. Each input pattern vector was then transformed into a new data space according to a mapping function with respect to each class. This mapping function provided a measure of the degree-of-similarity between each pattern vector and a particular class. In this analysis, the functions were linearly proportional to the Manhattan (L1), Euclidean (L2), Chebychev , and Cosine distance metrics as well as the Pearson correlation coefficient, in which the functions are given in (24)- (29), respectively. In these equations, the input pattern vector had coefficients , , and the mean pattern vectors had coefficients , . For the Manhattan, Euclidean, and Cosine metrics, was a normalizing parameter such that , and was evaluated separately for this data set as 3.90, 9.90, 5.96, for the Manhattan, Euclidean, and Cosine measures, respectively. The distance metric vector was then used as the input to train and test the th possibility and belief networks. In this application, there was a single measure of the degree-of-similarity, therefore, was a single dimension vector
Cosine (27) Pearson Correlation (28) where (29) The Manhattan metric (the sum of the absolute differences) was chosen to reduce the emphasis on differing features (compared to the Euclidean metric), while the Chebychev metric was chosen as a method to reduce computational complexity. The Cosine metric was chosen to provide a measure based on the relative angle between each vector and the mean class vector for each class. Finally, the Pearson correlation coefficient was chosen as an alternative similarity measure based on the statistical relation between the two vectors.
As described in Section II, two neural networks were used to represent the membership of each pattern vector for each of the ( 40) classes. One network (NN ) was used to represent the possibility measure and the other network (NN ) was used to represent the belief measure. The possibility networks were trained using the backpropagation algorithm [24] , in which the inputs to each network were the distance metric vectors , and the desired network outputs were "1" if the original pattern vector belonged to the class of the possibility network, or else they were "0." An illustration of the th possibility network is shown in Fig. 6 .
The possibility networks were trained under the monotonicity constraint, such that (30)
The monotonicity constraint was evaluated during training according to (31) [16] (31)
In (31), were the weight matrices for the connections between the input and hidden nodes, and was the input vector. The initial network weights had a uniform, random distribution between 0.3 and 0.3, and training was undertaken such that the emphasis given each sample varied according to whether that sample conformed to the monotonicity constraint [see (31)]. In this approach, the learning rate was initially 0.2 for each sample, and was reduced by a factor of one percent for each iteration in which a sample did not conform to the monotonicity constraint. This approach was similar to the approach used by Archer and Wang [12] , in which " if the monotonic condition would be violated due to a large change of weights, the learning rate decreased for that sample TABLE I  CLASSIFICATION PERCENTAGE (STANDARD DEVIATION) OF THE AT&T FACE DATA SET point." The momentum rate for each sample was maintained at the same ratio relative to the learning rate . The possibility networks NN were trained according to the 200 training pattern vectors, until the mean absolute error for the possibility networks reduced to a value of 0.005. The test set of pattern vectors were then transferred to the possibility networks using the "Fisherface" projection and were then transformed using the same mapping function as the training patterns. The test set pattern vectors were then classified according to the particular possibility network NN with the highest activation. The classification percentage results for the AT&T face data set are presented in Table I . These results are compared against the best previously reported face-recognition results using a combination of PCA and LDA approaches of 97.3% [25] , and are shown in Fig. 7 . The classification performance of the multiclass FMM (as shown in Fig. 6 ) was evaluated for different network sizes and distance metrics. The number of neurons in the hidden layer was varied, such that 1, 2, 4. It was found that the classification performance was similar to the previously reported PCA/LDA classification results for the Euclidean distance measure; however, the performance was generally lower for the remaining distance metrics. The Chebychev distance metric had a significantly lower classification performance, so the choice of this metric as a method to reduce computational complexity appears unjustified for this application. It was also found that the number of neurons in the hidden layer of each network had only a small influence of the classification performance.
Following the training of the possibility networks, it was necessary to train the belief networks such that a measure of classification uncertainty could be obtained. As mentioned in Section II, the training of the belief networks was based on the misclassification sets for each of the classes. In certain classification applications, it would be possible to obtain the misclassification sets according to the known misclassified samples at the end of training the possibility networks. In this particular application, however, there was 100% correct classification of the training pattern vectors at the end of training the possibility network, so it was not possible to obtain misclassified samples at this stage. Therefore, in this application, the misclassification sample population was evaluated during training of the possibility networks for the training set classification percentages above 85%. It is proposed that this was able to provide a representative sample of misclassified sample vectors close to the classification boundaries because the classification boundaries moved in a continuous and constrained manner with respect to the backpropagation training algorithm. Therefore, any misclassified samples at the end of In this application, the -complementation values were evaluated based on the ratio of misclassification to correct classification according to (32), in which was the maximum number of class misclassifications for each class, was the total number of misclassified samples, and was the number of classes. The constant 0.25 was chosen for this particular data set in relation to the overall number of misclassified samples in each of the 40 classes, and was chosen to account for a small number of classes with a relatively large number of misclassified samples, such that 1.0 for the majority of class regions. If, for instance, there was a more even distribution of misclassified samples for each class, the constant would be closer to 1.0
The belief networks NN were the same size as the possibility networks, and were trained using the backpropagation algorithm with the set of misclassified sample vectors. The weight values for each of the belief networks were initially set as the final weight values of the respective possibility networks. This ensured that the possibility and belief measures were the same for regions in which there were no misclassifications. The training of the belief networks was undertaken with input vectors transformed using the same "Fisherface" projection and mapping function as for the possibility networks. Further, the desired values for the belief networks were clamped at the -complementation value for each of the misclassified sample vectors , as described in Section II.
An illustration of the fuzzy measures for the Manhattan distance measure, for the networks with two hidden neurons and for classes 23 and 40 are shown in Figs. 8 and 9 , respectively. These two classes were chosen as typical representative classes with misclassified sample vectors. The belief networks were trained for ten epochs under the monotonicity constraint in the same manner as for the possibility networks. In this example, the number of misclassified samples was 64 and 250, and there were a total of 1488 misclassified samples, leading to values of 0.43 and 1.00. It can be seen that for both classes, the -complementation values (indicated by the lower " " value of the misclassified training samples) were used to train the belief networks such that gave an indication of those regions with misclassified data. The distance between the possibility and belief functions for class 40 was larger due to the location of the misclassified samples as well the value for this class which led to -complementation values closer to zero.
It can be seen that two measures were used to represent the classification of each new observation. The possibility measure is used to indicate how far from the sharp classification boundary the observation is, and the belief measure specifies the overlap degree of the adjacent data sets. For this application, it was found that most class regions had zero misclassification pattern vectors (both for training and testing vectors); therefore, the belief functions were equal to the possibility functions. For those classes with a finite number of misclassified sample vectors, however, the belief function was able to indicate those regions in which new observations were more likely to be misclassified. Two example classes ( 23 and 40) were shown to illustrate how the belief function may provide further information regarding uncertainty by training the belief functions with the -complementation values. It can be seen that the belief function was not as localized with respect to the input pattern data, as may be expected, however. For example, in Fig. 9 , even though the belief function was trained with the -complementation values according to the monotonicity constraint, the belief membership was reduced (compared to the possibility membership) for a range of input vectors away from the misclassified training vectors. Further research is, therefore, suggested to modify the belief network training such that more selective training is undertaken with respect to the input pattern vectors. To illustrate the generalized performance of the FMM, the distribution of the uncertainty measure for the correctly classified and misclassified test pattern vectors is shown in Fig. 10 . This distribution was evaluated according to the total number of test pattern vectors, for the ten runs of each of the ten random partitions (i.e., for a total of 10 10 200 test pattern vectors), for the previous Manhattan distance measure. It can be seen that overall, the test pattern vectors that were misclassified had a larger uncertainty measure, compared to the correctly classified test pattern vectors. It can be seen that, overall, there was an increase in the uncertainty measure for misclassified test pattern vectors.
Further classification analysis was undertaken using the Yale data set [23] . This data set consisted of 11 different images of 15 subjects, in which each subject had different facial expressions or configurations: center-light, with and without glasses, happy, left-light, normal, right-light, sad, sleepy, surprised, and wink. The images had a resolution of 243 320. An example of the 11 images for one subject is presented in Fig. 11 . For evaluation of the classification performance, the data set was divided into a training set consisting of 5 images for each class (75 images), and a test set consisting of 6 images for each class. The experiments were repeated for ten random partitions of the data set and results are reported for the average of the ten test partitions.
Due to the high dimensionality of the image data, the dimensionality reduction approach, based on the "Fisherface" method was used [23] , as described for the AT&T data set. Using this technique, the image vectors were initially projected onto a 60-dimensional subspace using PCA, and then LDA was used to further reduce the dimensionality to a 14-dimensional subspace for classification. Similar to the previous analysis, the classification performance of the multiclass FMM was evaluated for different network sizes and transform functions. The number of neurons in the hidden layer was 1, 2, 4. Further, the same five transform functions were applied as for the AT&T data set [see (24) - (29)]. The total FMM model network consisted of a single possibility and belief network for each class. Each network was trained using the -class FMM classification algorithm (described in Section II) under the monotonicity constraint. The initial learning rate for each sample was 0.2 and, similar to the previous analysis, the momentum rate was maintained at the same ratio relative to the learning rate . The networks were also trained until the mean absolute error for each possibility network NN was 0.005, and the normalizing parameter for the similarity measures was 2.78, 5.95, 2.77, for the Table II , and may be compared against the best previously reported face-recognition results using a combination of PCA and LDA approaches of 84.2% (obtained from graph) [25] . It can be seen that the classification performance for the multiclass FMM was similar to the previously reported PCA/LDA classification results. For the Yale face data set, however, there was a larger variation in classification performance across the ten random partitions of the data set. Therefore, it was difficult to obtain information on which factors had a significant influence on the overall classification performance. Following the training of the possibility networks, it was necessary to train the belief networks based on the misclassification sets for each class. Similar to the AT&T data set, the Yale data set had 100% classification for the training pattern vectors at the end of training the possibility networks; therefore, the misclassification sets were evaluated during training of the possibility networks, such that a finite number of misclassified training samples could be obtained. In this application, the misclassification sets were evaluated for the training set classification percentages above 85%. The values were then evaluated according to (32), and the constant for the Yale data set was also 0.25. The -complementation values were used to train the belief networks under the monotonicity constraint for each of the misclassified sample vectors such that the two belief measures of possibility and belief could be obtained. An illustration of the fuzzy measures for the Manhattan distance measure for the networks with two hidden neurons for class is shown in Fig. 12 . Similar to the AT&T data set, the belief networks were trained for ten epochs under the monotonicity constraint. In this example, the number of misclassified samples was 65, and there were a total of 337 misclassified samples, leading to a value of 0.72. It can be seen that it was possible to train the belief function , according to the misclassified training vectors such that it was possible to represent each new test pattern vector according to the possibility and belief membership functions.
IV. DISCUSSION AND CONCLUSION
An analysis of an FMM for the estimation of uncertainty in multiclass classification has been presented. Although the FMM was previously applied in two-class classification, a multiclass classification approach was proposed in this paper through the use of a function to transform each input pattern vector in relation to each pattern class. It was necessary to utilize the transform such that separate single-output monotonic neural networks were able to represent the degree-of-similarity between the input pattern vector and each class. The classification performance of the multiclass FMM was compared to published data for two publicly available face data sets. From the results, it was found that the overall classification performance of the Yale data set was inferior, and the amount of variation in performance across the ten random partitions of the data set was larger, compared to the AT&T data set. This may be attributed to the larger variation in pose and lighting of the Yale data set, even with a smaller number of classes. Considering that the "Fisherface" data reduction technique used to preprocess the face data sets for the FMM was based on PCA and LDA, it was expected that the overall classification performance of the FMM would be similar to the separate PCA and LDA techniques reported previously. It was found that the results for the AT&T face data set shown in Fig. 7 indicated that the classification performance of the FMM using the Euclidean metric was similar to the best reported result, which was a combination of the PCA and LDA approaches; however, the other distance metrics were, generally, inferior. The results also indicated that there was no significant improvement in the classification performance for a larger number of hidden neurons , which indicates that the monotonic response of each network did not require a large number of network layers or neurons. The classification results using the multiclass FMM were comparable to the results for the Yale data set. Due to the amount of variation for the ten random partitions of the Yale data set, however, these initial results should be considered as tentative.
In this analysis, it was shown that it was possible to use neural network models, trained under the monotonicity constraint, to represent the membership of each new observation for each class, such that a measure of uncertainty due to misclassification could be obtained. There were some limitations of the current model which need to be addressed, however. First, for those applications in which there is 100% correct classification of the training samples at the end of training the possibility networks, a more formal model is required to extract a representative set of misclassified sample vectors during the training process. Further, it was found that training the belief network under the monotonicity constraint was undertaken such that the output response was not as localized with respect to the input pattern data as may be expected. Therefore, further research is required to ensure a more selective network training response. More generally, the results indicate that there is an overall cost associated with the FMM model for classification problems. For instance, it was necessary to define the misclassification sets and set the values for each class, and to train both the possibility and belief networks. Therefore, it is necessary to weigh this cost against any performance improvements associated with the uncertainty information provided. Although beyond the scope of the present paper, it is suggested that further research also be undertaken to optimize the error-reject decision rule for the FMM. This model may then be used to provide an accept-reject decision rule in applications in which it is more appropriate to withhold a classification decision rather than make an incorrect decision. Although providing a continuous, monotonic relationship between the input pattern data and the membership values for each class, the FMM was developed with the assumption that the membership values were defined as a function of the distance from the mean class vectors. There are some situations, such as when the pattern data is nonlinearly separable, or when separate classes have the same (or similar) mean, in which this technique may not be appropriate. Further, recent advances in the dimensionality reduction approaches of direct LDA (D-LDA) and direct fractional-step LDA (DF-LDA) [26] , as well as kernel-based discriminant approaches [27] , [28] may provide improved classification performance by utilizing significant discriminatory data that is otherwise discarded in the "Fisherface" method documented in this paper.
Although, in general, there is no commonly accepted method to evaluate membership functions [5] (i.e., the functions may be based on subjective probabilities or from statistical data), in this approach, the membership values were evaluated using a statistical method. It is important to note that the grade-of-membership that results from the -complementation is subjective and context dependent. This issue was discussed by Archer and Wang [5] , in relation to the two-class fuzzy membership model, in which it was stated that there " is not much point in treating the grade (of membership) as a precise number [5] ." Further, fuzzy set theory " emphasizes more the information structure (logical aspects) and the relation of the items of information to real events in dealing with imprecision and uncertainty [5] ." The results of this analysis, have indicated, however, that it is possible to extend the previous two-class fuzzy membership model for multiclass classification applications, such that it is suitable for applications such as biometric classification problems, while providing similar classification performance to traditional PCA and LDA techniques. He is currently a Professor of Mechanical Engineering at Swinburne University of Technology, and leads the noncontact inspection research group which collaborates extensively with the automotive manufacturing sector in Australia.
