Abstract In this article, the authors introduce the Newton-Morrey-Sobolev space on a metric measure space (X , d, µ). The embedding of the Newton-Morrey-Sobolev space into the Hölder space is obtained if X supports a weak Poincaré inequality and the measure µ is doubling and satisfies a lower bounded condition. Moreover, in the Ahlfors Q-regular case, a Rellich-Kondrachov type embedding theorem is also obtained. Using the Haj lasz gradient, the authors also introduce the Haj lasz-MorreySobolev spaces, and prove that the Newton-Morrey-Sobolev space coincides with the Haj lasz-Morrey-Sobolev space when µ is doubling and X supports a weak Poincaré inequality. In particular, on the Euclidean space R n , the authors obtain the coincidence among the Newton-Morrey-Sobolev space, the Haj lasz-Morrey-Sobolev space and the classical Morrey-Sobolev space. Finally, when (X , d) is geometrically doubling and µ a non-negative Radon measure, the boundedness of some modified (fractional) maximal operators on modified Morrey spaces is presented; as an application, when µ is doubling and satisfies some measure decay property, the authors further obtain the boundedness of some (fractional) maximal operators on Morrey spaces, Newton-Morrey-Sobolev spaces and Haj lasz-Morrey-Sobolev spaces.
Introduction
In 1996, via introducing the notion of Haj lasz gradients, Haj lasz [13] obtained an equivalent characterization of the classical Sobolev space on R n , which becomes an effective way to define Sobolev spaces on metric spaces. From then on, several different approaches to introduce Sobolev spaces on metric measure spaces were developed; see, for example, [26, 11, 37, 16, 14, 22, 41, 27] .
Throughout the paper, (X , d, µ) denotes a metric measure space with a non-trivial Borel regular measure µ, which is finite on bounded sets and positive on open sets. Let f be a measurable function on X . Recall that a non-negative function g on X is called a Haj lasz gradient of f if there exists a set E ⊂ X such that µ(E) = 0 and, for all x, y ∈ X \ E, |f (x) − f (y)| ≤ d(x, y)[g(x) + g(y)].
The Haj lasz-Sobolev space M 1,p (X ) with p ∈ [1, ∞] is then defined to be the space of all measurable functions f ∈ L p (X ) which have Haj lasz gradients g ∈ L p (X ). The norm of this space is defined by
where the infimum is taken over all Haj lasz gradients g of f . It was proved in [13] that, when X = R n and p ∈ (1, ∞], M 1,p (R n ) coincides with the classical Sobolev space W 1,p (R n ). Over a decade ago, based on the notions of upper gradients and weak upper gradients, Shanmugalingam [37, 38] introduced another type of Sobolev spaces on metric measure spaces, which are called Newtonian spaces or Newton-Sobolev spaces. These spaces were also proved to coincide with the Haj lasz-Sobolev spaces if X supports some Poincaré inequality and the measure is doubling. Now we recall their definitions.
Recall that we call γ a curve if it is a continuous mapping from an interval into X . A curve γ is said to be rectifiable if its length is finite. All rectifiable curve can be arc-length parameterized. Without loss of generality, we may assume that all curves appearing in this article are always treated as arc-length parameterized.
Let p ∈ [1, ∞) and Γ be a family of non-constant rectifiable curves on X . Recall that the admissible class F (Γ) for Γ is defined by If Γ contains a constant curve, then F (Γ) = ∅. The p-modulus of Γ is then defined by Mod p (Γ) := inf
where the infimum is taken over all admissible functions ρ in F (Γ). We let the infimum over the empty set always be infinity. Let f be a measurable function on X . A non-negative function g is called an upper gradient of f if, for any curve γ ∈ Γ rect ,
where Γ rect is the class of all non-constant rectifiable curves in X . Moreover, if the inequality (1.2) holds for all the curves except for a family of curves of p-modulus zero, then we call g a p-weak upper gradient of f . The notion of p-weak upper gradient was introduced by Heinonen and Koskela in [15] ; see also [19] and [37, 38] . For all p ∈ [1, ∞), denote by the symbol N 1,p (X ) the space of all measurable functions f ∈ L p (X ) which have p-weak upper gradients g ∈ L p (X ) and, for all f ∈ N 1,p (X ), let
where the infimum is taken over all p-weak upper gradients g of f . The Newton-Sobolev space N 1,p (X ) is then defined to be the quotient space N 1,p (X ) := N 1,p (X )/ ∼ with the norm · N 1,p (X ) := · N 1,p (X ) , where ∼ is an equivalence relation defined by setting, for all f 1 , f 2 ∈ N 1,p (X ), f 1 ∼ f 2 if f 1 − f 2 N 1,p (X ) = 0. It was proved in [37, Theorem 4.9] that the Newton-Sobolev space coincides with the Haj lasz-Sobolev space if (X, µ) supports some Poincaré inequality and the measure µ is doubling. We refer the reader to [37, 19, 7, 12, 6] for more properties about these spaces.
Recently, there were some attempts to study Newtonian type spaces in more general settings. Durand-Cartagena in [10] introduced and studied the Newtonian space N 1,∞ (X ) in the limit case p = ∞. Tuominen [40] considered Newtonian type spaces associated with Orlicz spaces by replacing the Lebesgue norm in the definition of N 1,p (X ) with Orlicz norms. Using Lorentz spaces instead of Lebesgue spaces, Costea and Miranda [9] introduced Newtonian type spaces related to Lorentz spaces. Malý [29, 30] studied the Newtonian type spaces associated with a general quasi-Banach function lattice X, namely, a quasi-Banach function space X satisfying that, if f ∈ X and |g| ≤ |f | almost everywhere, then g ∈ X and g X ≤ f X .
Let 0 < p ≤ q ≤ ∞. Recall that the Morrey space M q p (X ) (see [33] ) is defined to be the space of all measurable functions f on X such that
where the supremum is taken over all balls in X . In recent years, Morrey spaces and the Morrey versions of many classical function spaces such as Hardy spaces and Besov spaces, namely, the spaces defined via replacing Lebesgue norms by Morrey norms in their norms, attract more and more attentions and have proved useful in the study of partial differential equations and harmonic analysis; see, for example, [1, 2, 3, 4, 34, 32, 28, 31, 43] and their references.
The main purpose of this article is to develop a theory of Newtonian type spaces based on Morrey spaces, namely, Newton-Morrey-Sobolev spaces, as well as the Haj lasz-MorreySobolev spaces on metric measure spaces.
We begin with the following generalized modulus based on Morrey spaces. Definition 1.1. Let 1 ≤ p ≤ q < ∞ and Γ be a collection of rectifiable curves. The Morrey-modulus of Γ is defined by
, where F (Γ) is defined as in (1.1). 
with the infimum being taken over all Mod 
.
It is easy to see that · N M q p (X ) is a norm. Moreover, when p = q, the space N M q p (X ) is just the Newton-Sobolev space N 1,p (X ) introduced by Shanmugalingam [37] . We also remark that, since Morrey spaces are Banach function lattices, these Newton-MorreySobolev spaces are special cases of the Newtonian type spaces associated with quasi-Banach function lattices considered by Malý [29, 30] .
This article is organized as follows. In Section 2, we show that the Newton-MorreySobolev space is non-trivial by proving that the set of Lipschitz functions with bounded support is contained in the Newton-Morrey-Sobolev space N M q p (X ) (see Theorem 2.4 below), but not dense in some examples (see Remark 2.5 below), which is different from the Newton-Sobolev space. Moreover, in Remark 4.8 below, we even show that the set of Lipschitz functions is not dense in N M q p (R n ) when 1 < p < q < ∞. In Section 3, the embedding of the Newton-Morrey-Sobolev space into the Hölder space is obtained when X supports a weak Poincaré inequality, the measure µ is doubling and satisfies a lower bounded condition (see Theorem 3.1 below). Moreover, if the space X is Ahlfors Q-regular and supports a weak Poincaré inequality, via proving the boundedness of some fractional integrals on Morrey spaces, we also obtain a Rellich-Kondrachov type embedding theorem of the Newton-Morrey-Sobolev space (see Theorem 3.6 below). Both embedding properties on Newton-Morrey-Sobolev spaces generalize the corresponding results for Newton In Section 4, using the Haj lasz gradient, we introduce the Haj lasz-Morrey-Sobolev space on metric measure spaces and show that, when X supports a weak Poincaré inequality and the measure µ is doubling, the Newton-Morrey-Sobolev space coincides with the Haj laszMorrey-Sobolev space (see Theorem 4.6 below). This generalizes the result on the relation between Newton-Sobolev spaces and Haj lasz-Sobolev spaces obtained by Shanmugalingam in [37, Theorem 4.9] . In particular, when X = R n and 1 < p ≤ q < ∞, both the NewtonMorrey-Sobolev space N M Finally, Section 5 is devoted to the boundedness of some fractional maximal operators on Morrey and Morrey-Sobolev spaces. We first show, in Subsection 5.1, the boundedness of some modified maximal operators on modified Morrey spaces over geometrically doubling metric measure spaces (see Theorem 5.8 below). As an application, the boundedness of related fractional maximal operators on modified Morrey spaces is obtained (see Proposition 5.10 below). As further applications, in Subsection 5.2, we show the boundedness of (fractional) maximal operators on Haj lasz-Morrey-Sobolev spaces when X is a doubling metric measure space satisfying the relative 1-annular decay property and the measure lower bound condition (see Theorem 5.13 below). If X supports a weak Poincaré-inequality, and the measure is doubling and satisfies the measure lower bound condition, then the boundedness of discrete (fractional) maximal operators on NewtonMorrey-Sobolev spaces is also obtained (see Theorem 5.14 below). All these conclusions generalize the corresponding known results on Newton-Sobolev spaces and Haj lasz-Sobolev spaces by Heikkinen et al. in [17, 18] .
At the end of this section, we make some conventions on notation. Throughout the paper, we denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. The symbols A B and A B means A ≤ CB and A ≥ CB, respectively, where C is a positive constant. If A B and B A, then we write A ≈ B. If E is a subset of X , we denote by χ E its characteristic function.
Some basic properties
In this section, we consider some basic properties of Newton-Morrey-Sobolev spaces including their completeness and non-triviality. Throughout this section, we only assume that µ is a non-trivial Borel regular measure.
Recall that the Newton-Morrey-Sobolev space is a special case of the Newtonian spaces based on quasi-Banach function lattice X introduced in [29] . The following result is a special case of [29, Theorem 7.1] .
The next lemma is usually called the truncation lemma, which shows how a Mod q p -weak upper gradient behaves when multiplying a characteristic function. Its proof is similar to those of [9, Lemmas 4.6 and 4.7], the details being omitted.
is also a Mod q p -weak upper gradient of f .
We also need the following conclusion.
is bounded by a positive constant multiple of [µ(E)] 1/q with the positive constant independent of E.
Proof. Notice that
This finishes the proof of Proposition 2.3.
, which is a non-trivial space, namely, the space N 1,p (X ) contains more than just the zero function and might be a proper subspace of L p (X ) if X has enough rectifiable paths (see [37] ). The following conclusion shows that, even when q > p ≥ 1, N M q p (X ) is also a non-trivial space. In what follows, Lip b (X ) denotes the set of all Lipschitz functions on X with bounded support.
where N 1,p loc (X ) denotes the collection of functions which belong to N 1,p (B) for any ball B ⊂ X .
Proof. To show the first embedding, let B be a ball in X . By Proposition 2.3, we know that χ B ∈ M q p (X ) and
Recall, by our conventions on notation at the end of Section 1, that the symbol means that the implicit positive constant here is independent of B. Now let f ∈ Lip b (X ) with supp (f ) ⊂ B and L be the Lipschitz constant of f , which means that, for all x, y ∈ X ,
Since f ∈ Lip b (X ), we know that there exists a positive constant M 0 such that |f | ≤ M 0 χ B . Hence, by (1.3), we see that f ∈ M q p (X ) and
On the other hand, notice that, for all rectifiable curves γ, it holds true that
Hence L is an upper gradient of f . Then, by Lemma 2.2, Lχ 2B is a Mod q p -weak upper gradient of f , which further implies that f ∈ N M q p (X ) and 
where the infimum is taken over all the upper gradients of f . From this, we deduce that f has an upper gradient h ∈ M q p (X ) and hence h ∈ L p (E) for any ball E ⊂ X . Since it is obvious that f ∈ L p (E), by [ 
Sobolev embeddings
Let α ∈ (0, 1] and C 0,α (X ) denote the α-Hölder space on X , namely, the space of all functions f satisfying that, for all x, y ∈ X ,
where C is a positive constant independent of x and y. It is well known that, when X = R n , the following Sobolev embeddings hold true:
where the symbol ֒→ means continuous embedding. The generalizations of (3.1) and (3.2) to the Newton-Sobolev space and the Haj lasz-Sobolev space on metric measure spaces were obtained in [37] and [15, 16] , respectively. This section is devoted to the corresponding Sobolev embedding theorems for Newton-Morrey-Sobolev spaces.
Recall that a space X is said to support a weak (1, p)-Poincaré inequality if there exist positive constants C and τ ≥ 1 such that, for all open balls B in X and all pairs of functions f and ρ defined on τ B, whenever ρ is an upper gradient of f in τ B and f is integrable on B, then
, where above and in what follows, f B denotes the integral mean of f on B, namely,
diam(B) the diameter of B and τ B the ball with the same center as B but τ times the radius of B. In particular, if τ = 1, then we say that X supports a (1, p)-Poincaré inequality.
It is well known that the Euclidean space supports a (1, p)-Poincaré inequality. For more information on Poincaré inequalities, we refer the reader to [20, 21, 16] and their references.
A measure µ on X is said to be doubling if there exists a positive constant C such that, for all balls B in X , it holds true that µ(2B) ≤ Cµ(B). As a generalization of (3.2) to Newton-Morrey-Sobolev spaces, we have the following conclusion.
Theorem 3.1. Let 1 ≤ p ≤ q < ∞ and Q ∈ (0, q). Assume that (X , d, µ) is a metric measure space, with doubling measure µ, and supports a weak (1, p)-Poincaré inequality. If there exists a positive constant C such that µ(B(x, r)) ≥ Cr Q for all x ∈ X and
Proof. By the same reason as that stated in the proof of [37, Theorem 5.1], we only need to show that, if f ∈ N M q p (X ) and x, y are Lebesgue points of f , then y) ) and, for all i > 1,
Let B 0 := B(x, 2d(x, y)). Since x, y are Lebesgue points, it follows that
Let ρ be an upper gradient of f such that
Let r i be the radius of the ball B i . Then, by this, (1.3), the doubling condition of µ and the weak (1, p)-Poincaré inequality, together with µ(τ B i ) r Q i , we see that, when i ∈ N,
. Similarly, for all i ≤ −2, we also have
. On the other hand, by the Hölder inequality and the doubling condition of µ, we see that
and then, similar to (3.5), we further conclude that
. Meanwhile, by the same method as above, we also find that
. Thus, combining the above estimates, by Q ∈ (0, q), we see that
, which completes the proof of Theorem 3.1. Next we give a Rellich-Kondrachov type embedding theorem for N M q p (X ) when p is small, which can be seen as a generalization of (3.1). We begin with the following notion of the Ahlfors Q-regular measure spaces; see, for example, [19] . Definition 3.3. Let Q ∈ (0, ∞). A metric measure space X is said to be Ahlfors Qregular (or Q-regular ), if there exists a constant C ≥ 1 such that, for any x ∈ X and any r ∈ (0, 2diam(X )),
Let L 1 loc (X ) be the collection of all locally integrable functions on X . The HardyLittlewood maximal operator M is defined by setting, for all f ∈ L 1 loc (X ) and x ∈ X ,
where the supremum is taken over all balls B in X containing x. The following statement shows that the operator M is bounded on Morrey spaces. For its proof, we refer the reader to [5] for example.
Lemma 3.4. Let (X , d, µ) be a metric space with doubling measure µ and 1 < p ≤ q ≤ ∞.
Then there exists a positive constant C such that, for all f ∈ M q p (X ),
We also need the following boundedness of fractional integral operators on Morrey spaces.
Proposition 3.5. Let X be Ahlfors Q-regular with Q ∈ (0, ∞), 1 < p ≤ q < ∞ and α > 0 such that q < Q/α. Then, the fractional integral I α is bounded from M 
Proof. Without loss of generality, we may assume that f ∈ M q p (X ) is non-negative. For any x ∈ X , fix δ > 0 and write
By the Hölder inequality, (1.3) and the Ahlfors Q-regular property of X , together with q < Q/α, we see that
Combining (3.7) and (3.8), we have
which, together with Lemma 3.4, further implies that
This finishes the proof of Proposition 3.5.
Now we have the following Rellich-Kondrachov type embedding result, which generalizes [37, Theorem 5.2] by taking p = q, α = 1 and X being bounded. Theorem 3.6. Let 1 ≤ r < p ≤ q < ∞. Let 1 < p/r ≤ q/r < Q/α < ∞, α ∈ (0, r)∩(0, Q) and X be an Ahlfors Q-regular metric measure space supporting a weak (1, r)-Poincaré inequality. Then there exists a positive constant C such that, for all functions f ∈ N M q p (X ), upper gradients ρ of f and R ∈ (0, ∞),
where Q * := Qr Qr−qα .
Proof. Let f ∈ N M q p (X ) and ρ be an upper gradient of f . For any Lebesgue point x for f , we write B 0 := B(x, R) and B i := B(x, 2 −i R) for all i ∈ N. Since an Ahlfors Q-regular space is doubling, by the weak (1, r)-Poincaré inequality (namely, the inequality (3.3) with p replaced by r) and r > α, we see that
Applying Proposition 3.5, together with 1 < p/r ≤ q/r < Q/α, we conclude that
which completes the proof of Theorem 3.6.
Remark 3.7. (i) Let 1 < r < p < ∞, 1 < p/r < Q < ∞, and X be an Ahlfors Q-regular metric measure space supporting a weak (1, r)-Poincaré inequality. Then, by Theorem 3.6 with α = 1, we see that there exists a positive constant C such that, for all functions f ∈ N 1,p (X ), upper gradients ρ of f and R ∈ (0, ∞),
which has its own interest. However, it is not clear whether the above conclusion still holds true for the case r = 1 or not, since, we had to use Theorem 3.6 with α = 1 and, to this end, we need r > α = 1.
(ii) We also remark that Theorem 3.6 generalizes the classical result for Newton-Sobolev spaces in [37, Theorem 5.2] . Indeed, if we further assume that X is bounded, then we know that f X = f B(x, diam(X )) for almost all x ∈ X . Thus, it follows, from (i), that, under the same assumptions on Q, r, p as in (i), there exists a positive constant C such that, for all functions f ∈ N 1,p (X ) and upper gradients ρ of f ,
which is just [37, Theorem 5.2].
(iii) The condition on the weak (1, r)-Poincaré inequality in Theorem 3.6 can be replaced by the weak (1, 1)-Poincaré inequality, due to the Hölder inequality.
Haj lasz-Morrey-Sobolev spaces
In this section, we introduce Morrey-Sobolev spaces associated with Haj lasz gradients and consider the relation between the Haj lasz-Morrey-Sobolev space and the NewtonMorrey-Sobolev space. 
where the infimum is taken over all Haj lasz gradients h of f .
We remark that HM q p (X ) when p = q is just the Haj lasz-Sobolev space M 1,p (X ) of [13] . Moreover, f HM 
. Since X supports a weak (1, r)-Poincaré inequality for some r ∈ (1, p), by [16, Theorem 3 .2], we know that there exists a set E ⊂ X with µ(E) = 0 such that, for all x, y ∈ X \E,
Hence a positive constant multiple of h := [M (g r )] 1/r is a Haj lasz gradient of f . Then, by Lemma 3.4, we know that
which completes the proof of Theorem 4.3. 
for some E of measure 0, and
loc (X ) and g is a Haj lasz gradient of f , then there exist f and g such that f = f and g = g almost everywhere, and 8 g is an upper gradient of f . Since f = f in HM q p (X ), we identify f and f . In this sense, 8 h is an upper gradient of f . Therefore,
which completes the proof of Theorem 4.5.
Combining Theorems 4.3 and 4.6, we have the following conclusion. 
where ∇f denotes the weak derivative of f . The norm of f ∈ W M q p (R n ) is given by
with equivalent norms.
Proof. Observe that the conclusion of Theorem 4.7 when 1 < p = q < ∞ is just [13, Theorem 1] . Thus, in what follows of this proof, we always assume that 1 < p < q < ∞. By Theorem 4.6, it suffices to prove that W M
. By the definition of W M q p (R n ), we see that |∇f | ∈ L p (Q) for all cubes Q in R n and then, following the argument as in [13, p. 404], we know that, for all Lebesgue points x, y ∈ R n of f ,
Hence a positive constant multiple of M (|∇f |) is a Haj lasz gradient of f . Moreover, by Definition 4.1 and Lemma 3.4, we further see that
p (R n ) such that g is a weak upper gradient of f . Moreover, for any ball B ⊂ R n , we have g ∈ L p (B), which implies that f ∈ N 1,p (B). By [6, Theorem A.2], we know that, for i ∈ {1, . . . , n} and almost every x ∈ B,
. Since B ⊂ R n is arbitrary, it follows that, for almost every x ∈ R n ,
which, together with g ∈ M q p (R n ), implies that
This finishes the proof of Theorem 4.7.
We remark that Theorem 4.7 when p = q goes back to the equivalence between Sobolev spaces and Haj lasz-Sobolev spaces on R n obtained in [13] .
Remark 4.8. (i) We remark that, for all 1 < p < q < ∞, the set C 1 (R n ) of functions having continuous derivatives up to order 1 is not dense in N M q p (R n ). To see this, by Theorem 4.7, we only need to consider W M q p (R n ). For simplicity, we only consider the case n = 1. Let φ ∈ C ∞ c (R) such that 0 ≤ φ ≤ 1, φ ≡ 1 on (−1, 1), and φ ≡ 0 on (−2, 2) c . Write g(x) := |x| 1−1/q φ(x) for all x ∈ R. Then, the function
is a weak derivative of g. Since it is known that |x| α χ (−2,2) (x) ∈ M (−1, 1) . We then see that, for all R ∈ (0, 1),
We know that
Hence, taking R small enough such that
we then see that
This implies the above claim.
(ii) We point out that the key property we used in (i) is the locally boundedness of continuous functions, which ensures that the number N is finite. If we replace continuous functions h by any locally bounded functions, then the subsequent argument remains true. From this observation, together with the well-known fact that any Lipschitz function f on R n is differentiable almost everywhere and the absolute value |∂ i f | of its weak derivative ∂ i f is dominated by its Lipschitz constant L f almost everywhere, we deduce that g can not be approximated by any Lipschitz function f in the norm of W M q p (R n ). Therefore, the set of Lipschitz functions is not dense in N M q p (R n ) when 1 < p < q < ∞.
Boundedness of (fractional) maximal operators
This section is devoted to the boundedness of (fractional) maximal operators on Morrey type spaces over metric measure spaces.
In Subsection 5.1, for a geometrically doubling metric measure space (X , d, µ) in the sense of Hytönen [23] , we show, in Theorem 5.8 below, that the modified maximal operator (X ), which, when (X , d, µ) := (R n , | · |, µ) with µ being a Radon measure satisfying the polynomial growth condition (also called the non-doubling measure), was introduced by Sawano and Tanaka [36] . As an application, the boundedness of the fractional maximal operator M 
Maximal operators on
In 2010, Hytönen [23] introduced the notion of geometrically doubling metric measure spaces which include both spaces of homogeneous type and the Euclidean spaces with non-doubling measures satisfying the polynomial growth condition as special cases; see also the monograph [42] for some recent developments of this subject. Now we recall the following notion of the geometrically doubling from [23] , which is also known as metrically doubling (see, for example, [19, p. 81] ). Definition 5.1. A metric space (X , d) is said to be geometrically doubling, if there exists N 0 ∈ N such that any given ball contains no more than N 0 points at distance exceeding half its radius.
From the geometrically doubling property, we deduce the following conclusion, which is used later on.
Proposition 5.2. Let (X , d) be a geometrically doubling metric space. Then, for any ball B(x, r) ⊂ X , with x ∈ X and r ∈ (0, ∞), and any n 1 ≥ n 2 > 1, there exist r 0 ∈ (0, ∞) and N balls {B(x i , r 0 )} N i=1 such that n 1 B(x i , r 0 ) ⊂ n 2 B(x, r) for all i ∈ {1, . . . , N } and
where N ∈ N depends only on n 1 , n 2 and the constant N 0 in Definition 5.1.
Proof. Let n 1 and n 2 be as in Proposition 5.2, and
where ⌊t⌋ denotes the maximal integer not more than t ∈ R. We claim that, for any y ∈ X and ball B(x, r) ⊂ X with x ∈ X and r ∈ (0, ∞), if B(y, n 2 B(x, r) . Indeed, by choosing z ∈ B(y, r 2 k ) ∩ B(x, r) and observing that k > log 2
Thus, for all w ∈ n 1 B(y,
which shows the above claim. Then, by repeating the proof that (1) implies (2) Now we recall the definition of the modified Morrey space, which, when (X , d, µ) := (R n , | · |, µ) with µ being a Radon measure satisfying the polynomial growth condition, was originally introduced by Sawano and Tanaka [36] .
(X ). Thus, we still need to show the inverse embedding. Let B be a ball in X . By Proposition 5.2, there exist N balls {B i } N i=1 with the same radius such that, for all i ∈ {1, . . . , N }, k 2 B i ⊂ k 1 B and B ⊂ ∪ N i=1 B i , where N depends only on k 1 , k 2 and N 0 in Definition 5.1. By these, we see that
By the arbitrariness of B and Definition 5.3, we conclude that
(X ) and hence completes the proof of Proposition 5.4.
Recall that, for α ∈ [0, 1] and β ∈ [1, ∞), the modified fractional maximal operator M (β) α is defined by setting, for all f ∈ L 1 loc (X ) and x ∈ X ,
In particular, we write
where β ∈ (1, ∞) is bounded on the modified Morrey spaces. To prove this, we need the following technical lemma.
Lemma 5.5. Let β ∈ (1, ∞) and (X , d) be a geometrically doubling metric space. Suppose that B := {B(x λ , r λ )} λ∈Λ such that sup λ∈Λ r λ < ∞. Then, there exist J β ∈ N, depending only on β and N 0 in Definition 5.1, and sub-families of balls of B, B i := {B(x λ , r λ )} λ∈Λ i with i ∈ {1, . . . , J β }, such that (i) for each i ∈ {1, . . . , J β }, B i consists of disjoint balls;
Proof. Let R := sup λ∈Λ r λ and, for all j ∈ Z + ,
Here, we need β ∈ (1, ∞) and, otherwise, A j = ∅ for all j ∈ Z + . Let D 0 ⊂ A 0 be a maximal subset in A 0 such that, for any two distinct balls B(x λ , r λ ) and
. By such a choice, we know that, for any ball B(x λ , r λ ) ∈ A 0 , there exists B(
Furthermore, from r λ ≤ R and βr λ ′ > R √ β, it follows that
Let E 0 be the collection of balls B(x λ , r λ ) which belong to B and satisfy that, for some
Let m ≥ 1. We now define D m and E m recursively. Suppose that D j and E j for j ∈ {0, . . . , m − 1} has already been defined. Let D m ⊂ A m \ ∪ m−1 j=0 E j be a maximal subset satisfying that, for all distinct balls B(x λ , r λ ) and B(x λ ′ , r λ ′ ) in D m , it holds true that
Let E m be the collection of balls B(x λ , r λ ) which belong to B and satisfy that, for some
Notice that, for any ball B ∈ A m , we have either B ∈ E j for some j ∈ {0, . . . , m − 1} or B ∈ A m \ ∪ m−1 j=1 E j . In the first case, we can find a ball B(x λ ′ , r λ ′ ) ∈ D j such that B ⊂ B(x λ ′ , βr λ ′ ). In the second case, we can find
Due to the geometrically doubling condition, we can partition each where x i and r(B i ) denote the center and the radius of B i , for i ∈ {1, 2}, respectively. Thus, B 1 ⊂ βB 2 and hence belongs to E j 2 , which contradicts to the definition of D j 1 , since D j 1 ∩ E j 2 = ∅. Thus, the above claim holds true. Therefore, if, for i ∈ {1, . . . , N β } and n ∈ {1, . . . , L β }, let
Then, {B i,n : i ∈ {1, . . . , N β }, n ∈ {1, . . . , L β }} are the desired families, which completes the proof of Lemma 5.5.
The boundedness of the modified maximal operator on L p (X ) could be deduced from the above lemma by borrowing some ideas used in the proof of [39, Section 3.1, Theorem 1]. We give some details as follows.
Theorem 5.6. Let β ∈ (1, ∞) and (X , d, µ) be a geometrically doubling metric measure space.
(i) Then, there exists a positive constant C such that, for all λ ∈ (0, ∞) and f ∈ L 1 (X ),
(ii) Let p ∈ (1, ∞]. Then, there exists a positive constant C such that, for all f ∈ L p (X ),
Proof. The boundedness of M Then, by the definition of E λ , for any x ∈ E, there exists a ball B x such that (5.6) 1 µ(βB x ) Bx |f (y)| dµ(y) > λ.
For all k ∈ Z + , let B (k) be the collection of all balls B x for x ∈ E, whose radius r(B x ) ∈ (0, 2 k ], and E (k) λ := {x ∈ E λ : B x ∈ B (k) }. Then, E λ = ∪ k∈Z + E (k)
λ and E (k)
λ ⊂ E (k+1) λ for any k ∈ Z + .
For each k ∈ Z + , by Lemma 5.5, we can find J β ∈ N, independent of k, and sub-families B (k) i ⊂ B (k) , i ∈ {1, . . . , J β } such that
where βB denotes the ball with the same center as B but β times the radius of B. Thus, by the fact that E (k) λ increasingly converges to E λ as k → ∞, and the disjointness of balls in B (k) i over i, we see that
This finishes the proof of Theorem 5.6.
Remark 5.7. (i) It is worth pointing out that Theorem 5.6 also holds true for the noncentered maximal operator, whose proof is similar, the details being omitted.
(ii) We should point out that Lemma 5.5 and Theorem 5.6 are generously provided to us by Professor Yoshihiro Sawano from Tokyo Metropolitan University of Japan.
(iii) Lemma 5.5 and Theorem 5.6 in the case β = 1 are still unknown.
