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Let ~(7, s) be a symmetric and positive definite function, 0 < I < t, 
0 < s < t, satisfying a Hiilder condition in 7, uniformly in s. Let V(X) be 
a polynomial of degree N such that Re V(X) is bounded from below for x real 
and such that V(0) = 0. We consider functionals u(q, JC, h) defined for 
p E C([O, t], R), - CO < x < 03, 0 < I\ < CO, which satisfy the following 
system of equations. 
su 
(b) lim - = XU, 
7+t- 84(T) 
(d) f? ~(0, X, A) = S(X). 
-t 
The above system is shown to have a unique solution in the class of func- 
tionals D&), which will be defined below. We first note that there exists 
a Gaussian process {z(r) 1 0 < 7 Q t} with mean zero and covariance ~(7, s). 
We will denote expectation with respect to such a process by ,?Q’{ }. We denote 
by w the function given by si p(., s) q(s) ds. We will denote si z(u) q(o) do 
by (2, 4. 
DEFINITION. A functional u(q, x, A) on C([O, t], R) x (- co, co) x (0, 03) 
will be said to be a member, of D&) if, for all 7$, 0 < s, < t, i = 1 a** m, 
m < 3(N - l), q E C([O, t], R), -co < s < co, 0 < A < to, 
(9 [6%(q, x, A)/&(+,) .*. 8q(~,)] exists, is jointly continuous in Q and 
ri , g . - 1 . . . m, and is continuously differentiable in x and X, and 
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(ii) there exists a function F(., .) continuous on [0, CO) x (0, co), and 
absolute constants, M, K, N, 6, 0 < 01 < 1, 1 < p such that 
THEOREM 1. There exists one and only one solution to the system (a)-(d) in the 
class DN(P). The solution is given by 
u*(q,x,x) = & s m -m e-%!fp lexp (- j; U44) do +(z,d + iAt)) dw. 
INTRODUCTION 
Let V(x) be a polynomial in x bounded from below for x real and let 
q(t) be a continuous real-valued function on [0, co). We consider the 
partial differential equation 
(au/at) - g(a2upx2) = -V(x)u + xq(t)u (O-1) 
with the boundary conditions 
u(x, 4 4) -+ 0 as x-+&cc t4(x, t, q) ---f 6(x) as t --f 0. 
We note that this is a differential equation in x and t and that q enters 
only as a parametric function. It follows from Kac [6] that the unique 
solution to (0.1) with the associated conditions is given by 
%*(x, 4 4) (0.2) 
where Esw{ > represents expectation with respect to the Wiener process. 
It is well known that the expression given above, for t fixed, will 
satisfy a mixed Frechet-Volterra FV (i.e., function-space) differential 
equation involving FV derivatives with respect to q and partial deri- 
FUNCTION-SPACE DIFFERENTIAL EQUATIONS, II 113 
vatives with respect to X. Donsker and Lions [5], in particular, showed 
that ur*(x, t, q) satisfies 
- 
s 
t min(-r, S) V’[S/Sq(s)] u(q) ds - T(&/&) 
0 
for 0 < 7 < t (0.3) 
~~~w%(41(~, 4 4) = xu- (0.4) 
Thus there is a relationship between the solution of Eq. (0.1) 
where q((t) enters only as a parametric function, and the system (0.3)- 
(0.4) in which q is a variable and t the parameter. We address ourselves 
to the problem of existence and uniqueness of solution to systems 
similar to (0.3)-(0.4). 
Let ~(7, S) be a symmetric positive definite kernel satisfying a Holder 
condition in T, uniformly in s. We further assume p(t, t) # 0. For such 
a p(+r, S) there exists a Gaussian process (z(~)l 0 < 7 < t} with mean 
zero and covariance kernel p(s, 7). We will consider systems similar to 
(0.3)-(0.4) but with respect to p(s, T) rather than min(s, T). 
Notation. We will denote p(t, t) by y(t) 
Notation. We denote expectation with respect to the Gaussian 
process (Z(T)/ 0 < 7 < t} defined above, by E,o(}; C([O, t], R) by C; 
inner product, $, z(o) q(o) do = (z, q); and Jip(u, S) q(s) ds by pq(o). 
If P(X) is a polynomial a, + Za,x”, then we define P(S/Sq(a))u, by 
~(SI~q(s))u = alp + 1 %(~~u/&l(s)n). 
By /] q 11 we will denote the sup norm of q, q E C. 
As in [2], we introduce the variable X and an equation for au/aA. The 
system (0.3)-(0.4), for general p, is given by 
Sal 
- = (A2 1” p(~, s) q(s) ds) u - A2 1’ ,D(T, s) V’ (&) u ds 
%?(4 0 0 
au 
x ax = I uds-u-x- ;;, (0.7) 
py u(0, x, A) = S(x) P.8) 
forallq~C,O <h < co, ---cc <X < 00. 
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V(x) is assumed to be a polynomial of the Nth degree such that 
Re V(X) is bounded from below for x real. We assume that V(0) = 0. 
We next define the class D,(p). 
DEFINITION. A functional u(q, X, X) on C x (- co, co) x (0, co) will be 
said to be a member of D,(p) if u is 3(N - I)-times FV differentiable 
in q (see Section I), and is continuously differentiable in x and X, 
q E C, x E (- co, co), h E (0, co) and if there exists a function F( ., a) 
continuous on [0, co) x (0, co), and constants M, K, 01, j3,O < (Y < 1, 
1 < /3 such that 
< M exp /KP + K I/ h2pq /Ia + 4 (q, pq)/ (B.2) 
for qfzC, O<-ri<t, i=l***m, m<3(N-1), hE(O,co), 
XE(-co,oO) 
THEOREM 1. There exists one and only one solution to the system 
(0.5~(0.8), in the class D,,,(p). The solution is give-n by 
1 co =- 
s 2rr -a 
e-iuzEp lexp (- jb W(u)) du + (z> 4 + i@))l dw (0.9) 
1. DEFINITIONS AND LEMMAS 
Throughout this paper we will use the concept of Frechet differ- 
entiation and FV derivatives. As is well-known, the Frechet-differ- 
ential may be defined as @(q; +), where q, # E C and 
WW~(q + WlMl = WI; a 
The above is linear in $ and we may set 
where Wq)/%( T is a distribution on [0, t]. If +(q; tj) is continuous 1 
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in p, q5 will be said to be continuously Frechet differentiable. If 
WJ(UW may b e re P resented by some function on C x [0, t] which 
is jointly continuous in q and T, q E C, 0 < 7 < t, then 4 will be said 
to be Frechet-Volterra differentiable, and 6$(q)/@(~) will denote the 
particular continuous representation. (We remark that continuity in q 
is assumed to be with respect to the sup norm). 
In a similar manner we may define higher order FV derivatives 
~m~kN~~(~l) *.- MT??&& h’ h w ic are assumed to be jointly continuous in q 
and ri , 0 < Ti < t, i = 1 ... m. If such an mth order FV derivative 
exists, for all q and Ti , 0 < Ti < t, i = 1 *.. m, m < n then 4 is said 
to be n-times FV differentiable. 
FV differentiation is a function-space analog to partial differentiation 
and has many properties of partial differentiation. We list the following 
properties of FV differentiation: 
LEMMA 1. (A) If C$ is twice FV differentiable, then 
wP)&(~1) kd4 = WWd%) %z(Tl); 
m If 4(% 4 is FV differentiable in q and differentiable in A, 
h E (a, 4 and if WW+(a WWI exists and is jointly continuous in 
q,XandT,qEC,XE(a,b),O~T~tthenforallq,hE(a,b),O~T~t 
((7 If9 (iI9 ) x is integrable in x with repect to some measure p, 
and if Ws x)/%z( T exists and is p-integrable in x uniformly for q in ) 
compact sets, 0 < T < t, then 
(D) If+,(q) is FV differentiable in q for each n, n = 0, l..., and 
if the sequences {&(q)>, {&$,(p)/&j(~)} converge uniform& in q for q in 
compact sets and uniformly in T, 0 < 7 < t, then lim, &,(q) is FV 
differentiable and 
w?(4l(l~~ 4&N = @PMm(~)1* 
Proof. See [l]. 
DEFINITION. A functional 4 will be said to be of exponential order 
p, if there exists a K8 for every 6 > 0 such that for all x E C 
116 BOYLAN 
Remark. As noted above, for p(~, s) as assumed in the introduction, 
there exists a Gaussian process (X(T)\ 0 < T < t} with mean zero and 
covariance kernel ~(7, s). Indeed, it is possible to choose such a process 
so that a.e. sample path is continuous [4]. Moreover, we may show that 
the distribution of 11 z 11 is bounded by some Gaussian distribution [8]. 
Hence for some 6 > 0, exp{S 11 x II”} . is an integrable function with 
respect to {Z(T); 0 < 7 < t}. Therefore we conclude 
LEMMA 2. Every continuous functional of exponential order 2 is 
p-Gaussian integrable. 
The following Lemma is due to Varberg [9] 
LEMMA 3. Let d(z) b e a continuous functional of exponential order 
2, and let p be a measure on [0, t]. Then we have 
= Go !9+ + ,: P(T> ‘) &(T))/ ‘=P It ,I ,: P(T, S) &‘k) +(S)j (1.1) 
COROLLARY 3.1. Let 4(z) be as in Lemma 3. Then for all real 01, 
!lEC 
(1.2) 
Proof. Equation (1.2) follows from (1 .l) by choosing TV as giving 
weight 01 to the point t. Similarly (1.3) follows by setting 
and substituting in (1.1). 
The following Lemma is an “integration by parts” formula first 
derived by Cameron [3] for Wiener integrals. 
LEMMA 4. Let 4(z) be a continuously Frechet-differentiable functional 
on C, of exponential order 2. Assume further that the functional 
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is of exponential order 2. Then for all r, 0 < r < t 
(l-4) 
Proof. See [2], where Eq. (1.4) is derived, by differentiating 
Eq. (1.3) with respect to p at 7, and then setting Q = 0. 
COROLLARY 4.1. Let $(z) be as in Lemma 4. Then for all p $2 0, 
Ez”{+(x) eiuz(t)} = --@~-~[y(t)]-~ E,o 1 [z(t) - 11 p(t, s) & ds] (b(z) . eiuzcti/. 
(1.5) 
Proof. By Eq. (1.4) we have 
Eso{z(t) d(z) eiL”*(t) - E p 1 - z 1 j: f(t, 4 & lM4 eiuY dsj 
t 
= Go p(t, s) # ds + +y(t) g(z)] eius(t)/, (1.6) 
0 
We may solve the above for E,o{+(z) ei@‘zct)} and Eq. (1.5) follows. 
COROLLARY 4.2. Let 4(x) be n-times continuously Frechet-diffe- 
rentiable and let 
be of exponential order 2 for m = 0 .** n. Then 
I EzD(+(x) eiuz(t)}j = O(l p I-vL). 
Proof. By repeated use of Corollary 4.1, 
By assumption, (z(t) - Ji p(t, s) S/&z(s) ds)% (6(z) is of exponential order 
2 and so, is p-integrable. Hence the corollary follows. 
LEMMA 5. Let r&z) be twice continuously Frechet-dzyfferentiable. 
Assume that 
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are all of exponential order 2. Then for g(x) continuous in x, with 
compact support 
.n .m 
J J 
g(x) e-i@x Ez~{$(z) ei@z(t)} dp dx = EzD{$(z) g(z(t))}. (1.7) 
--3o --m 
Proof. Define the functional x,(z), where 
x&4 = 1; 
z(t) < a, 
z(t) > a. 
Define F(a) by 
Then 
s 
m eta@ dF(a) = E,o{$(x) eiuzCt)). 
-co 
We note that E,$5( z e@(“)} is O(/ p I-“) by Corollary 4.2. In particular, ) 
then, it is an integrable function of p. By a standard inversion theorem, 
F(a) has a density function given by 
and indeed 
1 Co m -- 
s 1 2rr -cc - --I) 
g(x) e+* E,o{$(z) eiuzct)} dp dx, 
which was to be shown. 
Notation. We define Ez$#(x) 8(x(t) - x)} by 
DEFINITION. Let pK and &(t) b e, respectively, the eigenvalues and 
normalized eigenfunctions of the homogeneous Fredholm equation 
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Define 
We remark that, by Mercer’s Theorem, 
where the above series converges absolutely and uniformly in s and 7, 
0 < s, T < t. This implies that 
and that the convergence is uniform in s. Similarly, (4, , p&J converges 
to y(t) as 71 tends to infinity. 
Heuristically, #I,( 7 is converging to 6, (i.e., the Dirac delta-function ) 
at t). We define, for z real, q E C 
$44 4 &I = l$ +(4 + 3U 
whenever the limit exists. 
LEMMA 6. Let u(q, x, A) be a member of Q,,(p) and satisfy Eq. (OS), 
Then S%(q + x6, , x, A)/Sq(r,) **. Sq(T,) is dejinedfor all q E C, x real, 
all x, A > 0, 0 < ri < t i = 1 -*- m, m < 2(iV - 1). u(q + xS, , x, A) 
is dzyferentiable in x and 
Proof. We will show that u(q + &3,, X, A) is well-defined for all 
q, z, x and A. The proof for Smu/Sq(7,) *** Sq(T,,) will follow in a similar 
manner. 
We first remark, by the above that )I P#~ 1) and (t,& , p&J are uni- 
formly bounded for all n. Since u is a member of II&), it satisfies the 
bounds 
580/11/x-8 
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It follows that for A, j/ q [I, 1 x I, bounded, 
is uniformly bounded for all n, 0 < 7i < t, i = 1 *.* m, m < 3(N - 1). 
Since u satisfies Eq. (0.5), the same is true for (h/&)(q + ,a/~,). 
It follows from Eq. (0.5) and [2, Lemma 12a], that lim, ufq + zffin) 
exists for all z and indeed that the limit is uniform in X, x and 4, for 
I x I, I x I and II q II b ounded. Similarly, by differentiating Eq. (0.5) 
m-times, it follows from [2, Lemma 12a] and the bounds above that 
lim,[P%(q + x&)/6q(r,) .** q(TnJ] exists for m < 2(N - l), and that 
the limit is similarly uniform in X, x, and 4, for 1 x j, 1 x 1 and 11 q 11 
bounded, and uniform in 7%) i = 1 *a. m. 
To derive Eq. (1.9) we note that 
- A2 (PA 1 V” (&) f4 + %J) 
- ~2PMt) g (4 + 34J- (1.10) 
Taking the limit in the above as n approaches mfinity we find 
lip ?$ (q + q&J = XYpq(t) + v(t)) u(q + &) 
- x2 1: dt, 4 V’ (& 44 + a) as 
- h2r(4 g (q + &). 
Since the limits are uniform in x, q, x, and s, we may conclude that 
u(q + x6,) is indeed differentiable in x, in x and is 2(N - 1) times FV 
differentiable in 4, and that the derivative with respect to z is given 
by Eq. (1.9). 
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2. PROOF OF THEOREM 1 
Existence 
We wish to show that u*(g, x, A) given by Eq. (0.9) satisfies the 
Eqs. (0.5)-(0.8) and is a member of D,(p). Set 
.I@, d = exp I- (, W+>> do + (x,u)). 
Then 
By Corollary 4.2, Efp{x(~l) **- ~(7%) J(x, 9) e@(t)) is O(P-~). Therefore, 
by Lemma l(c), ~*(q, x, h) has FV derivatives of all orders and 
We note, by Lemma 4, 
E~O(~(T) J(x, q) eipztt)} 
= hzE;‘@ 
(S 
t ~(7, s) 
0 
& [J(G 4) eiuzT ds) (2.3) 
We further note that 
5 
co 
e-Wp Efo{J(z, q) eiuzft)} dp = --a/&t u*(q, x, A). (2.4) 
-03 
Combining the above results, we find 
& (q, x, A) = ,Vpq(T) u* - A2 s:, ~(7, s) V’ (&) u* ds - A2p(~, t) $$ , 
(2.5) 
which shows that u* satisfies Eq. (0.5). 
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Similarly, it follows from (2.2), that 
au* 
&P 6po = ;;yL $ jm e-iusE~20(2(~) J(2, q) eiuect)} dp -a 
1 m =- 
s 2?r --m 
e-i~~Ef~{z(t) J(z, q) eipz(t)} dp. (2.6) 
The interchange of limits and integrals is allowed because 
E~zP{z(~) /(z, q) eiwcL)} is O(p-3 uniformly in T, and hence is uni- 
formly p-integrable, and because [ X(T) j(z, q) e”@(o\ is of exponential 
order 2, uniformly in 7. Thus 
, su* i m 
5 $&j = - - I 2rr -m eviux $ E?{ J(z, q) eiuz(t)) dp 
i =- 
2~ s 
m a 
_ (e-fun) Efp( J(z, q) eips(t)} dp --m acl 
= xu*. (2.7) 
This shows U* satisfies (0.6). 
We note by a change of variables, that 
E?( J(z, q) efuz(t)) = E,D{J(A.z, q) efhwz(t)}. 
We further note that 
(2.8) 
4 [J&z, q) eidfiz(t)] 
= 
[S 1% (AZ, q) z(s) ds + ipv(t) J(xZ, q)] eauA*tt) 
= [ - J‘: V’(xZ(s)) z(s) ds + (z, q) + ipa( J(Az, q) eiuhztt). (2.9) 
For h in a compact set, it follows from the above that 
1; [JGk 4) eihue(t)l / 
is uniformly p-Gaussian integrable. Hence 
-$ Efo{ J(z, q) eifls(t)} = EZp I& [J&z, q) eiAuett)]\. 
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The above is p-integrable uniformly in h, for h in a compact set. 
Hence we find 
e-i%pEf~{z(t) J(z, q) eiuz(t)) dp. (2.10) 
But 
1 m 
T&Y --m s 
e-iu$pE$‘{z(t) J(z, q) eiuztt)} dp 
a1 m = --- 
ax 2T s 
e-i@Ef~(z(t) J(z, p) eiuztt)} dp 
--m 
(2.11) 
Combining (2.10) and (2.1 l), we see that u* satisfies Eq. (0.7). Finally, 
by Lemma 5, 
I m g(x) u*(O, x, A) dx = E;‘o --co 
Hence 
fy sg + g(x) u*(O, x, 4 dx = EzpW)> = g(O)) = g(O), --m 
which shows u* satisfies Eq. (0.8). 
It remains only to prove that u* is a member of D&J). We will show 
for X large, X > 0 that 
A similar proof applies for ( X 1 large, X < 0, and for the FV deriv- 
atives of u*, and so this will show u* satisfies the bound B.l). 
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We note that 
i 1; (e-@ I u*(q, x, 41) dx = exs I u*(q, X AlI - I u*(q, 0, AlI (2.12) 
I 
= S( o /lx6-1ez8 j u*(q, x, A)1 + ex8 y) dx. 
By Lemma 5, it follows that 
I 
X 
xB-leSfi 
I u*(P, x, 41 dx 
0 
< Ep(l J(z, O)] e@*Q) 1 z(t)jP-leZ(t)B} 
B ~~f+xp[l44 + ~z~dWl I 44 + ~2~dW-1~ expN~2/2)(q, f4)l 
< Mdll f4 IL 4 expK~2/2)(q, ~a)l. 
We further note that 
au* 1 m -=- 
s ax 27r --m 
e-iun( -ip) Efp(J(z, q) eiur(t)} dp 
zzz - P2rW1 Efp 1 [@I - /: & 4 & ds] AZ, a) W) - 41. 
(2.13) 
Hence, again by Lemma 5, 
Is 
x e,B au* 
0 
- dx 1 < -h-2y-1(t) Ef” ]l[z(t) - Jl p(t, s) & ds] J(z, q) 1 ez(t)B/ 
8X 
d M2(llp4 IO 4 exp(tJ(p, fq). 
Finally, we note that 
1 u”(q, 0, h)l = $ / Irn 
-co 
E?{J(z, q) ei@z(t)) dp 1 
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By Eq. (2.12) it follows therefore that for M3(,) continuous on 
I?4 a> x PO, 00) 
exp(-T I u*(P, X, 9 < 401 ft7 IL 3 exp{(h2/2)(qJ ~4))~ 
which shows that U* satisfies the bound (B.l). Again by Lemma 5, 
s 
co 
-m u*(q, x, 4 dx = E:2“U(z, 4% (2.14) 
Then by [2, Theorem I], u* satisfies the bounds (B.2) and (B.3), 
and so is in II,&). 
Uniqueness 
Since z&, x, A) is a member of D,&), we may consider the transform 
m 47, Y, 4= s e%(q, x, A) dx. (2.15) --m 
We now prove that 
W(4,OJ h) = q”“(J(z, 4)). (2.16) 
This follows by considering the transforms of Eqs. (0.5) and (0.7). 
By (0.5), we have 
= iq+) w(q, 0, A) - h2 jt dT, 4 VJ (&) w ds. (2.17) 
We remark that the interchange of FV differentiation and integration 
is permissible by Lemma l(c) and the bound (B.l). We similarly 
consider the transform of (0.7) and find 
By the bounds (B.2) and (B.3), ~(4, 0, J) satisfies all the hypotheses 
of [2, Theorem 11. Therefore, w(q, 0, h), by [2, Theorem l] is deter- 
mined uniquely and Eq. (2.16) holds. 
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By Lemma 6, we may define u(q + ~6, , x, A) for all y. Hence we 
may similarly define 
4% Y, 4 = 44 - Y& 9 y, h). (2.19) 
Then, 
ax 
$= --m jrn xe%(q - y6, , x, A) dx + /Ia ew $ (q - ~8, , x, A) dx (2.20) 
BY Eq. (04, 
SU 
5 Sq(7) 
- = xu(q, x, A) 
= Ppq(t)u - A2 ,: p(t, s) V (&) u d.s - e(t) g 3 (2.21) 
where the second equation follows from taking the limit in (0.5). 
Hence, 
XU(P - Yh 3 x, 8 
= h2h?(t) - M)l u(n - Yh 2 xv 4 
- A2 ,: At, s> v’ (&) uk - Y&I ds - AW) g (4 - Y%) P-22) 
By Lemma 6, Eq. (1.9), 
gf (P - Yh , x,4 
= - ~2CPq(t) - YNI u(n - Y& > XI A) 
+ ~2 j” a, 4 vb37(s)) 42 - ~8,) ds + e(t) 2 (4 - ~w. (2.23) 
0 
Substituting (2.22) and (2.23) into Eq. (2.20) we find 
ax m -= s aY 0 
e”*O dx = 0. (2.24) 
By (2.14) above, 
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Therefore, for all y, 
x(!L Y9 4 = q*~m 4)) 
= E:“” ~tq 1-s: 
Then, 
w(4, y, 4 = 4q + yst , Y, 4 
= EiZp lexp (-11 JWu) + X%I(U) + h2y& ~1) duf 
x exp 1; (q + Y& , ~(4 + A))\ 
= Ep{J(z, q) eyrtt)) 
I 
m 
= e%(q, x, A) dx. (2.25) 
-m 
We may continue the above equation analytically in y and we find 
Then, 
I 
a eiu%(q, x, A) dx = E$‘{J(z, q) eiuzct)}. (2.26) 
-00 
by the uniqueness of the Fourier Transform, and the Theorem follows. 
3. EXAMPLES 
EXAMPLE 1. The examples for which u*(q, x, A) can be explicitly 
calculated are essentially those for which V(x) is of degree < 2. 
For V(x) = 8x2 the system (0.5)-(0.7) becomes 
& = A2pd+ - AZ j: ,+, 4 & ds - A”&, 4 g , (3.1) 
su 
!$I 6qo = xus (3.2) 
ha’c= t 
I 
&J t Pu 
ail 0 
d4 6p(o) da - s- 0 wJ)2 
da 
&d 
-“-xzi9 (3.3) 
ljr$ u(0, x, A) = S(x). (3.4) 
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We may solve this explicitly by taking the Fourier transform in X, 
through the equations. If we define ~(4, y, A) by 
w(q, y, A) = jm &%(q, x, A) dx, 
-cc (3.5) 
we find, by (3.1) and (3.2), 
& = [%q(d + ih2yd7> t)lw - A2 j: P(T,S> & 4 (3.6) 
. SW . aoJ 
iLyQ&j = --a--. 
aY 
(3.7) 
Equation (3.6) is an integral equation in [&/S~(T)] which we can solve 
in terms of R,(s, T, -h2), the reciprocal kernel of p. Indeed, we find 
SW 
- = --x2 j” $(s, 7, --x2)[q(s) + iyS,] ds w, 
%(4 0 
(3.8) 
which yields 
-/\2 t t 
w  = exp - 
I JJ 2 0 0 R,(s, 7, -Wq(s) + ~yWl[&) + ~YWI ds drj - J-W, Y). (3.9) 
Then (3.7) implies that 
and hence K depends only on A. Set 4 = 0, y = 0 in the transform of 
Eq. (3.3) and we find for K(h), 
K’(A) = K(h) X2 j: RJs, s, -h2) ds. (3.10) 
By (3.4), K(0) = 1. Th en the above equation clearly has a unique 
solution, which is given by 
K(X) = l&0,( --ha)]*, (3.11) 
where DP( ) is the Fredholm determinant of p. Then, W(Q, y, A) is 
given by 
x k(4 + iyW)l ds dT/. (3.12) 
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Inverting w(q, y, A), we find u(q, X, A) given by 
u(q, x, A) = P(2P 1 I?,@, t, -A”) D,( -X2)/)-1/2 
(3.13) 
x exp ] - (x + A2 J: j: Ro(s, t, -X2) &) d~)~ 12PR,(t, t, -xy 1. 
We may calculate 
explicitly, e.g., by the method of Kac and Siegert [7] and the result is 
the same as that given by (3.13). 
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