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pjmessi.frAbstratLes méthodes lassiques de résolution deCSPs numériques sont basées sur un algorithmeombinant une tehnique de bissetion et un l-trage par onsistane loale. En général, le l-trage est basé sur la Hull-onsistane ou la Box-onsistane. Les algorithmes de ltrage orres-pondants identient souvent des trous dans lesdomaines, 'est-à-dire des intervalles sur lesquelsertaines ontraintes ne sont pas satisfaites. Cestrous sont ependant utilisés uniquement pourdéterminer le plus petit intervalle englobant lessolutions.Ce papier présente une stratégie de re-herhe, nommée TopSearh (TopologialSearh), qui exploite les trous identiés par esltrages. TopSearh utilise es informationspour séletionner la diretion de oupe ainsi quepour dénir le point de oupe dans le domaineséletionné. Si auun trou n'est identié unebissetion standard est mise en oeuvre. Lespremiers résultats expérimentaux montrent queette heuristique de reherhe dont le sur-oûtest minime, peut améliorer de manière trèssigniative les performanes de la bissetionlassique.1 IntrodutionCet artile présente une nouvelle straté-gie de reherhe pour la résolution de CSPs(Constraint Satisfation Problem) numériques.Ce problème apparaît dans de nombreux do-maines d'appliation omme en robotique, hi-
mie ou enore en géométrie. L'objetif est detrouver une approximation ne des solutions desystèmes de ontraintes non-linéaires.Les méthodes lassiques pour résoudre lesCSPs numériques sont basées sur un algorithmeombinant une tehnique de bissetion et un l-trage par onsistane loale.La bissetion onsiste à hoisir un intervalleen utilisant diverses stratégies de séletion. Cetintervalle est alors oupé en plusieurs partie, engénéral en son milieu, puis les sous-problèmesorrespondants sont résolus de manière indé-pendante.Parmi les stratégies de séletion de domaine,la méthode onsidérée omme étant la plus ef-ae en moyenne est le Round Robin (RR),qui traite les domaines des variables les unsaprès les autres de manière irulaire. D'autresstratégies de séletion utilisent des informationssyntaxiques ou sémantiques. La stratégie Lar-gest First (LF), aussi appelée geometri split-ting [17℄, onsiste à hoisir la variable dont ledomaine est le plus grand. La stratégie Maxi-mal Smear (MS) [6, 13℄ séletionne le domainequi maximise la smear funtion 1. De manièreinformelle, MS identie la variable dont la pro-jetion a la plus grande pente.1La smear funtion de xk est :
sk = max
1≤j≤m
{max {|Ji,j |, |Ji,j |}w(xi)},où Ji,j = [Ji,j , Ji,j ] est la (i, j)-ème entrée de l'exten-sion aux intervalles de la matrie Jaobienne du système1
En général, les tehniques de ltrage utiliséessont basées sur la Hull-onsistane [15, 2℄ oula Box-onsistane [3, 19℄. Les algorithmes deltrage orrespondants identient souvent destrous dans les domaines, 'est-à-dire des inter-valles sur lesquels ertaines ontraintes ne sontpas satisfaites. Ces trous sont ependant utili-sés uniquement pour déterminer le plus petitintervalle englobant les solutions.Ce papier présente une stratégie de reherhe,nommée TopSearh (Topologial Searh), quiexploite les trous identiés par es ltrages.TopSearh utilise es informations pour séle-tionner la diretion de oupe ainsi que pour dé-nir le point de oupe dans le domaine séle-tionné. Si auun trou n'est identié une bisse-tion standard est mise en oeuvre.Plus préisément, les trous dans les do-maines sont identiés par l'algorithme HC4qui permet d'implanter eaement à la foisla Hull-onsistane et la Box-onsistane [2℄.TopSearh réupère es informations ave unsur-oût négligeable puis les exploite durant laphase de reherhe. Plusieurs heuristiques ex-ploitant es informations peuvent être utilisées,par exemple des heuristiques basées sur la tailledes trous identiés.Un retour-arrière hronologique est la plu-part du temps utilisé pour traiter les sous-CSPsgénérés par la bissetion. D'autres stratégiesplus sophistiquées peuvent ependant être utili-sées, par exemple une stratégie de retour-arrièredynamique telle que elle qui a été présentée par[11℄. TopSearh est une stratégie de reherhepouvant être ombinée ave n'importe quellestratégie de retour-arrière.D'autre part, des onsistane plus fortes ba-sées sur l'utilisation des trous identiés ont étéproposées par [8, 4℄. L'originalité de TopSearhprovient du fait que les trous sont exploités uni-quement pour la reherhe de solutions.Ce papier est organisé de la manière sui-vante : la setion 2 rappelle les notions de basesur l'arithmétique d'intervalles. Le shéma gé-néral de TopSearh est dérit dans la setion3. La setion 4 présente la tehnique utiliséepour olleter les trous dans les domaines. En-n, la setion 5 présente quelques résultats ex-périmentaux sur des problèmes issus de la lit-térature des ontraintes numériques.
2 Notions de baseCette setion présente quelques rappels surles CSPs numériques, ainsi que les notationsutilisées dans le reste du papier. Le leteurpourra se reporter à [16, 6, 12, 9℄ pour plus dedétails.2.1 NotationsL'intervalle x = [x, x] dénote l'ensemble desréels x tels que x ≤ x ≤ x. Les variablessont notées x, y, les veteurs de variables par
X, Y et les veteurs d'intervalles - ou boîtes- par X,Y. Le milieu m(x) de l'intervalle xest (x + x)/2 et sa taille est le nombre posi-tif x − x. Une union d'intervalles sera notéeUx = ⋃x(j), où x est le plus petit intervalle en-globant tous les sous-intervalles x(j). Préisonsque es x(j) sont disjoints et triés par borneinférieure roissante, 'est-à-dire x(j) < x(j+1).Nous onsidérons dans e papier les CSPs nu-mériques dénis par un ensemble de ontraintesC = {c1, . . . , cm}, mettant en jeu le veteur devariables X = (x1, . . . , xn) dont les valeurs sontrestreintes à la boîte X = (x1, . . . ,xn).2.2 Arithmétique des intervallesSoit f , une fontion à valeurs réelle et à ninonnues X = (x1, . . . , xn). L'évaluation parintervalles de f pour une boîte donnée X =
(x1, . . . ,xn) est un intervalle y tel que :
y ≤ f(x1, . . . , xn) ≤ y, ∀xi ∈ xi, 1 ≤ i ≤ nEn d'autres termes, y est un intervalle onte-nant les valeurs de f lorsque les valeurs des in-onnues sont restreintes à la boîte X.La manière la plus simple de aluler et in-tervalle est de substituer tous les opérateursmathématiques, les onstantes et les variablespar leur extension aux intervalles. Une arithmé-tique des intervalles étendue permet de alulerune union d'intervalles ontenant les valeurs de
f en appliquant le même prinipe. Par exemple,soit f(x) = √x pour x ∈ x = [4, 9]. L'évalua-tion de f par rapport à x est l'intervalle [−3, 3],alors que l'union d'intervalles ontenant toutesles valeurs de f est [−3,−2] ∪ [2, 3].2.3 Consistanes loalesLa plupart des solveurs de ontraintes sontbasés sur la Hull-onsistane [15, 2℄ ou la Box-onsistane [19, 3℄. Ces onsistanes établissent
une propriété sur les bornes des domaines. Demanière informelle, soit cj une ontrainte n-airedénie par fj(x1, . . . , xn) = 0. cj est onsistantesi pour haune de ses variables xi, les bornes
xi et xi possèdent un support dans les domainesdes autres variables.Le ltrage des domaines onsiste à appliqueritérativement un opérateur de rédution asso-ié à haque ouple (cj , xk). Ces opérateurs ré-duisent les bornes des domaines de xk en al-ulant une approximation par intervalle de lafontion de projetion πkj , qui exprime la va-riable xk en fontion des des autres variables de
cj . Notons que l'évaluation exate de πkj n'esten général pas un simple intervalle, mais sou-vent une union d'intervalles omme le montrela gure 1.
     
     


            
            


1
16
−2 −1 1 4
y
c : y = x
2
x
X
x(1) x(2)Fig. 1  Considérons la ontrainte c : y = x2ave x ∈ [−2, 4] et y ∈ [1, 16]. Les fontionsde projetion assoiées sont πx(y) = √y et
πy(x) = x2. L'approximation de πx(y) al-ulée par la Hull-onsistane ou par la Box-onsistane sur les intervalles x et y est [−2, 4],alors que l'évaluation exate de πx(y) est
[−2,−1] ∪ [1, 4].L'une des implantations les plus eaes dela Hull-onsistane (Realpaver [5℄) est basée surla proédure HC4revise qui implémente les opé-rateurs de rédution. Cette proédure aluleune rédution des domaines en parourant lareprésentation arboresente de la ontrainte desfeuilles à la raine (propagation asendante)et inversement (propagation desendante). Lagure 2 illustre l'exéution de HC4revise surla ontrainte c : y = x2 ave x ∈ [−2, 4]et y ∈ [1, 16]. La propagation asendante (-gure 2(a)) évalue par intervalle haque noeudde l'arbre en partant des feuilles et en remon-tant à la raine. La propagation desendante (-
gure 2(a)) parours l'arbre dans le sens inverseen utilisant les fontions de projetions assoiésaux opérateurs. Par exemple, la projetion de csur x est x← √y ; le domaine de y étant [1, 16],le domaine de x est réduit à [−2,−1] ∪ [1, 4].HC4revise identie un trou dans le domaine de
x : l'intervalle ouvert ] − 1, 1[, qui n'a pas desupport pour c lorsque y est dans l'intervalle
[1, 16].
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endanteFig. 2  L'opérateur de rédution HC4revise.Les onsistanes loales basées sur HC4reviseidentient don des trous dans les domaines desvariables, 'est-à-dire des intervalles sur lesquelsplusieurs ontraintes ne sont pas satisfaites. Cestrous permettent de aluler une rédution plusforte des domaines mais ne sont plus utilisésaprès l'étape de ltrage.La setion suivante montre omment estrous peuvent être exploités pour orienter la re-herhe de solutions.3 Reherhe orientée par les trousCe papier présente une nouvelle stratégiede reherhe, nommée TopSearh (Topologi-al Searh), dérivée de la bissetion standard.Contrairement aux stratégies lassiques de bis-setion, TopSearh exploite la distribution dessolutions à l'intérieur des domaines. TopSearhs'appuie sur les trous identiés pendant l'étapede ltrage dans les domaines de haque va-
riable, 'est-à-dire un ensemble d'intervalles dis-joints qui ne ontiennent auune solution duCSP.Funtion TopSearh(in :X0,C out : S)%% X0 = (x1, . . . ,xn)1 : Q← X02 : S ← ∅3 : while Q 6= ∅ do4 : Extrat X from Q5 : X ← Prune(X,C)6 : if X 6= ∅ then7 : if w(X) ≤ ωsol then8 : %% S is a solution9 : S ← S ∪X10 : else11 : UX ←ComputeGaps(X,C)12 : if some gap exists then13 : Selet Uxk from UX14 : Selet gk(p) from Uxk15 : x1k ← xk(p)16 : x2k ← xk(p+1)17 : else%% Standard bisetion18 : Selet xk from X19 : x1k ← m(xk)20 : x2k ← m(xk)21 : endif22 : Q← Q ∪ (x1, . . . , [xk, x1k], . . . ,xn)23 : Q← Q ∪ (x1, . . . , [x2k, xk], . . . ,xn)24 : endif25 : endif26 : endwhile27 : return SFig. 3  Shéma général de l'algorithmeTopSearh.Ces trous apportent une information signi-ative à la fois pour hoisir la diretion deoupe et le point de oupe dans le domainehoisi. TopSearh déoupe en priorité les do-maines pour lesquels des trous ont été identi-és. La déoupe proprement dite onsiste à éli-miner un trou du domaine séletionné, réantainsi deux sous-problèmes disjoints.Le shéma général de e nouvel algorithmeest donné par la gure 3. Le domaine ou-rant est tout d'abord réduit par la proédurePrune (ligne 5), qui est un algorithme stan-dard de ltrage basé sur la Box-onsistane oula Hull-onsistane. Si la boîte ourante X =
(x1, . . . ,xn) n'est pas une solution du CSP,
TopSearh ollete les trous dans les domainesxi (ligne 11).UX dénote le veteur d'union d'intervalles
(Ux1 , . . . ,Uxn) retourné par la proédureComputeGaps (voir setion 4). Pour haque va-riable xi, ette proédure alule une uniond'intervalles Uxi = ⋃xi(j),où xi(j) = [xi(j), xi(j)] dénote le j-ème sous-domaine de la variable xi.Le p-ème trou de Uxi est l'intervalle ouvertentre le p-ème et le p + 1-ème sous-domaine :gi(p) =]xi(p), xi(p+1)[TopSearh séletionne un domaine ontenantau moins un trou (ligne 13). Puis, les points deoupe sont déterminés de manière à éliminerun trou gk(p) (lignes 15 et 16). Plusieurs heu-ristiques pour séletionner la diretion de oupe(ligne 13) ainsi que le trou à éliminer (ligne 14)ont été étudiées (voir setion 5).Si auun trou n'a été identié, un bissetionlassique est mise en oeuvre (lignes 18-20). Lastratégie de hoix de la diretion de oupe uti-lisée est une des heuristiques dérites dans lasetion 1 (RR, LF, ou MS).La setion suivante présente la proédureComputeGaps qui ollete les trous alulés pen-dant la phase de ltrage.4 Calul des trousCette setion présente un algorithme pouraluler les trous dans les domaines des va-riables. TopSearh ollete et intersete lesunions d'intervalles qui ont été alulées danshaque domaine par HC4revise durant la phasede ltrage. Le sur-oût engendré est don limitéà des opérations d'intersetions entre es unionsd'intervalles.En d'autre termes, pour haque ouple
(xi, cj), HC4revise alule une union d'inter-valles qui approxime la fontion de proje-tion π(j)i . Pour haque variable xi, l'algorithmeComputeGaps alule l'intersetion de toutes lesapproximations des fontions de projetion as-soiées aux ontraintes mettant en jeu xi (voirgure 4).Plus préisément, soient cj une ontrainte et
xi une variable de cj et soit U(j)xi l'approxi-mation exate de πij qui a été alulée pen-dant la phase de ltrage. L'union d'intervalles
alulées pour la variable xi par l'algorithmeComputeGaps (voir gure 5) est l'intersetiondes U(j)xi , pour toutes les ontraintes cj danslesquelles xi apparaît.
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Fig. 4  L'approximation des projetions de
c1 et c2 sur la variable x1 sont respetivementU1x1 = x11(1) ∪ x11(2) et U2x1 = x21(1) ∪ x21(2).L'union d'intervalles générée par ComputeGapspour la variable x1 est l'intersetion de U1x1 etU2x1 : Ux1 = x1(1) ∪ x1(2) ∪ x1(3). Les deuxtrous identiés, g1(1) et g1(1), permettent d'éli-miner les boîtes inonsistantes X1 et X2, danslesquelles une des deux ontraintes n'est pas vé-riée.En terme d'implantation, le alul des U(j)xia été réalisé par une légère modiation de laproédure HC4revise. Pendant l'évaluation des-endante de l'arbre, lorsque le noeud onsidéréest une variable xi et que des trous ont été dé-tetés dans son domaine xi, l'union d'intervallesassoié à xi est interseté ave Uxi .La setion suivante présente une omparaisonentre l'algorithme standard de bissetion et l'al-gorithme de reherhe TopSearh sur une sériede CSPs numériques.5 Résultats expérimentauxCette setion présente des résultats obtenusave TopSearh sur une série de problèmeslassiques :- i4 [19℄ est un problème lassiques issus de
Funtion ComputeGaps(in :X,C out : UX )%% X = (x1, . . . ,xn), UX = (Ux1 , . . . ,Uxn)1 : UX ← X%% Set Uxi = xi for 1 ≤ i ≤ n2 : for eah cj ∈ C do3 : for eah xi ∈ Vars(cj) do4 : Uxi ← Uxi ∩U(j)xi%% U(j)xi is omputed by HC4revise5 : endfor6 : endfor7 : return UXFig. 5  Computation of the gapsl'arithmétique des intervalles.- d1 [7℄ est une appliation de la inématiquedirete de robots.- nbody5 [14℄ est une instane du problème à 5orps issu de la méanique éleste.- eo7 et eo8 [19℄ sont deux appliations demodélisation éonomique.- ponts [10℄, ext-penta et ext-pentaX [1℄ sontdes problèmes de ontraintes géométriques,où ext-pentaX est une instane partiulière deext-penta.- aprasse [18℄ est un système d'équationspolynomiales issu des problèmes de Posso.
n m s Xd1 12 12 16 [−103, 103]eo8 8 8 8 [−103, 103]eo7 7 7 8 [−103, 103]ext-penta0 18 19 64 [−10, 10]ext-penta1 18 19 64 [−10, 10]ext-penta2 18 19 320 [−10, 10]ponts 26 26 128 [−102, 102]ext-penta 19 19 448 [−10, 10]nbody5 6 6 12 [−108, 108]i4 10 10 1024 [−1, 1]aprasse 4 6 28 [−10, 10]Tab. 1  n est le nombre de variables, m est lenombre de ontraintes, s est le nombre solutionsdans la boîte initiale X.La table 1 donne une desription syntaxiquede es problèmes.La bissetion lassique est omparée aveTopSearh ; toutes les deux sont ombinées aveRR. Le ltrage est réalisé par HC4 seul (ta-bleau 2), ou ombiné ave la méthode de New-
RR TopSearh(ALG)+RR Rédutiont(s) B t(s) B H t B
d1 25.79 264685 20.06 203987 1 -22.21 % -22.93 %
eco8 135.02 1614495 113.94 1360061 1 -15.61 % -15.75 %
eco7 58.36 754885 15.19 231595 1 -73.97 % -69.32 %
ext− penta0 0.34 873 0.12 423 51 -64.70 % -51.54 %
ext− penta1 0.33 263 0.06 255 17 -81.81 % -3.04 %
ext− penta2 0.79 2825 0.26 2047 9 -67.08 % -27.53 %
ponts 35.01 174915 33.78 171251 1043 -3.51 % -2.09 %
nbody5.1 127.71 1756139 120.85 1645977 74882 -5.37 % -6.27 %
i4 0.86 2047 0.79 2047 1023 -8.13 % 0 %
caprasse 0.80 6527 0.80 6527 0 0 % 0 %
ext− penta 938.4 1006031 823.4 846799 12833 -12.26 % -15.83 %Tab. 2  Résultats expérimentaux pour HC4 ombiné ave RR et ALG. t est le temps de alul enseondes, B est le nombre de boîtes générées et H est le nombre de fois qu'un trou a été utilisépar TopSearhton multivariables par intervalles (tableau 3).TopSearh est implanté ave Realpaver [5℄, undes solveurs d'intervalles les plus eaes.Diérentes heuristiques de hoix de diretionde oupe et de hoix de point de oupe ont étéétudiées :- Absolute Largest Gap (ALG) : Le domaine sé-letionné xk ontient le plus grand trou identiépar ComputeGaps :
k = max
1≤i≤n
{max
j
w(gi(j))}Le point de oupe hoisi orrespond au trou leplus grand. Cette heuristique minimise la tailledes sous-problèmes générés.- Relative Largest Gap (RLG) : Une variation deALG qui onsiste à maximiser le rapport entre lataille du plus grand trou et la taille du domaine :
k = max
1≤i≤n
{max
j
w(gi(j))
w(xi) }Cette heuristique maximise la rédution du do-maine séletionné relativement à sa taille.- Absolute Smallest Gap (ASG) et Relative Smal-lest Gap (RSG) sont basées sur la même idéeque (ALG) et (RLG), mis à part que les trouséliminés minimisent les ritères respetifs. Cesheuristiques éliminent de petits trous, souventdiiles à identier en utilisant une bissetionstandard.Les tables 2 et 3 présentent les résultats obte-nus pour TopSearh ave l'heuristique ALG. Lesrésultats obtenus ave les autres heuristiquessont très prohes (moins de 2% de diérene
en terme de temps de alul). Notons que tousles résultats ont été obtenus sur un PC munid'un proesseur adené à 3Ghz et de 512Mode RAM. Pour haque problème, toutes les so-lutions ont été reherhées.Le tableau 2 montre que TopSearh amé-liore les performanes de la bissetion lassiqueen terme de temps de alul. Des améliora-tions signiatives ont notamment été obtenuespour eo7, ext-penta0, ext-penta1 et ext-penta2, pour lesquels le temps de alul est fortementréduit : de 65% à 82% de rédution. Le tableau2 montre que le nombre de bissetions a égale-ment été réduit pour la plupart des problèmes,notemment de 70% pour eo7.Pour eo7 et eo8, le premier ltrage a permisde déteter un trou dans deux domaines dif-férents. Autrement dit, TopSearh a été miseen oeuvre une seule fois, lors de la premièreétape du proessus d'enumération. Malgré tout,le temps de alul a été onsidérablement ré-duit ( de 15% pour eo8 et de 74% pour eo7.TopSearh indique des hoix de variables quipeuvent inuener de manière signiative leproessus de reherhe.De plus, la rédution du temps de aluln'est pas néessairement liée à la rédution dunombre de boîte générées par la bissetion. Parexemple, pour ext-penta1, le nombre de bisse-tions n'a été réduit que de 3% alors que le tempsde alul a été réduit de 81%. De même, pouri4, toutes les boîtes ont été générées en utilisantTopSearh (2047 boîtes générées = 1023 bisse-tions), e qui a amélioré l'eaité de proes-
RR TopSearh(ALG)+RR Rédutiont(s) B t(s) B H t B
d1 0.40 1447 0.29 1263 1 -27.50 % -12.71 %
eco8 57.13 353155 40.88 246927 49 -28.44 % -30.07 %
eco7 61.48 468799 12.87 107817 11 -79.06 % -77.00 %
ext− penta0 0.44 873 0.16 423 51 -63.63 % -51.54 %
ext− penta1 0.37 263 0.09 255 17 -75.67 % -3.04 %
ext− penta2 1.17 2825 0.56 2047 9 -52.13 % -27.53 %
ponts 23.76 32643 16.31 22071 1057 -31.35 % -32.38%
nbody5.1 76.09 841461 67.48 752063 84203 -11.31 % -10.62 %
i4 1.14 2047 1.04 2047 1023 -8.77 % 0 %
caprasse 0.61 2567 0.62 2567 0 1.63 % 0 %
ext− penta 448.47 1006031 394.00 846799 12833 -12.14 % -15.82 %Tab. 3  Résultats expérimentaux pour HC4+Newton ombiné ave RR et ALG. t est le temps dealul en seondes, B est le nombre de boîtes générées et H est le nombre de fois qu'un trou a étéutilisé par TopSearhsus de ltrage et don le temps de alul. Celaindique que l'élimination des trous dans les do-maines peut inuer sur l'eaité du ltrage.Les limites de TopSearh sont illustrées par a-prasse, pour lequel auun trou n'a été identié.6 ConlusionNous avons introduit dans e papier un nou-vel algorithme de reherhe pour la résolutionde CSPs non-linéaires. Cette stratégie de re-herhe exploite les trous qui sont identiés du-rant la phase de ltrage. Ces trous, alulés aveun sur-oût minime, apportent des informationssigniatives à la fois pour le hoix de la dire-tion de oupe et pour le hoix du point de oupedans le domaine séletionné. Les résultats ex-périmentaux montrent que dans le as où destrous ont été identiés pendant la reherhe desolution, le nombre de bissetion ainsi que letemps de résolution peuvent être réduits de ma-nière très signiative. TopSearh fournit donune alternative intéressante à la bissetion las-sique.Référen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