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Abstract
The study of zonal flow constitutes an important part in the venture for achieving a
controlled fusion reactor because of its role in mitigating turbulent transport. In this
thesis, generation of zonal flow by modulational instability is discussed in a simple slab
geometry, both in cold and hot ion models. In the case of cold ions with no resistivity,
analysis on the Hasegawa-Mima equation results in a real nonlinear Schro¨dinger equa-
tion, derived both heuristically and formally, through multiple length and time scale
asymptotic expansions. In the collisional case, a nonlinear Schro¨dinger equation with
growth, otherwise known as the Ginzburg-Landau equation, is derived. In the simplest
analysis it is shown that when a modulational instability criterion is fulfilled, zonal
flow will be spontaneously generated from drift waves, with the growth rate of zonal
flows increasing linearly with the zonal flow wave number. The growth rate cannot
go up indefinitely but should peak at some zonal flow wave number, which is found
using the nonlinear Schro¨dinger equation. Nonlinearity is the key ingredient in the
modulational instability generation of zonal flows. It is confirmed in this thesis that
the potential perturbation of drift-wave has to be split into a fast fluctuating part and
a slowly varying surface-averaged part, and thus the original Hasegawa-Mima equation
is modified. Unless such modification is made, the nonlinear interaction in the original
Hasegawa-Mima equation vanishes. In the formal derivation, analyses on the equation
are carried out order by order. It is found that the nonlinear interplay appears at
higher orders between the fast and slow component of the fluctuation. In the hot ion
case, the ion temperature gradient is taken into account. The equation describing the
ion temperature gradient (ITG) is derived in this work by the multiple scale asymptotic
expansion from the fundamental set of ion and electron equations of motion, ion conti-
nuity equation, and the heat-pressure balance equation. Assuming no collisions, in this
model of ITG equation it is found that the ITG mode is unstable at a certain domain
value of temperature gradient. The nonlinear Schro¨dinger equation derived by further
analysis of the ITG equation gives the condition for the modulational instability of
the ITG mode. This condition is reduced to that of drift-waves when the temperature
gradient is set to zero. The Ginzburg-Landau equation is derived in this work from a
set of potential and density fluctuation equations, known as the Hasegawa-Wakatani
equations. These equations take account of resistivity and viscosity of the plasma,
which are subsequently found to cause a phase shift between the potential and density
amplitude. At a particular order in the asymptotic expansion analysis, it is found
that resistivity and viscosity compete. When resistivity prevails, due to a phase shift
between the potential and density amplitude, appearing from resistivity, the drift wave
linearly grows. It is found that such drift-waves fall between a range of wavenumbers.
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Chapter 1
Introduction
Research on fusion reactors is driven by the quest for the achievement of a controlled
release of fusion energy on a large scale to satisfy mankind’s need for energy sources
as well as an environmentally friendly power source. The need for a controlled fusion
reactor is outlined in the work of Post as early as 1956 [1]. With the growth of human
population and the needs for improving standards of living, the need for energy supply
keeps expanding. The current major source of energy, fossil fuels, would not be able to
keep up with the growth and has negative environmental impact, in particular, global
warming. One potential alternative energy source is from fusion energy, which is also
the source of energy in the sun. In comparison with fossil fuels, which are a limited
resource, the fuel supply for fusion power generation is essentially inexhaustible.
Fusion is also a relatively harmless form of power generation. Unlike fossil fuel
plants, fusion power plants do not produce air pollutants that may constitute a hazard
to the world environment. In contrast to fission power plants, the fusion reaction pro-
duces no primary radioactive waste, and, with suitable choice of materials, secondary
production of radioactive waste due to neutron activation of the structures around the
plasma can be minimized.
In a controlled fusion reactor, some fuel of light elements is brought to undergo
nuclear reaction. The entire fuel must be heated to a kinetic temperature sufficient to
produce a substantial reaction rate by virtue of mutual collisions of these fuel nuclei.
At this high temperature the fuel will be in a state of complete ionization, so that it
becomes a gas composed of free electrons and ions. The term “plasma” was originally
coined by Irving Langmuir for this state of matter.
Due to their charges, ions are subject to repulsive Coulomb forces that impede
them from getting close enough to for nuclear interactions to come into play. Thus, to
undergo fusion reaction the fuel particles have to be brought to sufficiently high energy
to overcome this Coulomb barrier. This barrier could be overcome by accelerating the
particles in a beam and colliding them into target particles. However, that is not how
it is realized in a fusion reactor. In a steady state reactor, the fuel will thermalize
to a Maxwellian gas and the fast particles at the tail of the distribution function will
undergo fusion reaction by collision between one another. This is the reason why such
a reaction is called a “thermonuclear reaction.”
There are thus two major problems in achieving a thermonuclear reaction. One
problem is to heat a suitable nuclear fuel to a kinetic temperature of typically 100 × 106
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◦C or more so that a plasma state is attained. Another problem is then to confine it at
these temperatures for a sufficiently long time for allowing extraction of an appreciable
amount of available energy. An excess of utilizable energy can be obtained only when
the fuel nuclei undergo fusion reactions that can release energy that is of greater amount
than the losses that might occur in the process.
The quantitative estimate of a condition for a self-sustained fusion reaction was
given by Lawson [2]. In self-sustained fusion reactions the energy produced by such
reactions is able to exceed energy losses and maintain the temperature of the plasma
without external power input. The Lawson criterion gives the minimum value of nτE ,
where n is plasma density and τE is energy confinement time, for such a condition to
be achieved.
1.1 Plasma Confinement
It is essential that in a controlled fusion reactor a plasma is confined such that it
transfers as little amount of heat as possible to the container. A material container
alone is definitely not going to serve the purpose. The only practical way of confining
the plasma is by a strong magnetic field. In the direction parallel to the magnetic field,
charged particles move freely, while perpendicular to the lines of force they undergo
a gyrating motion. Therefore, the particles are, to a first approximation, constrained
to the field lines. The main plasma magnetic confinement approaches nowadays are
toroidal confinement systems. In these systems the plasma is (topologically at least)
shaped like a doughnut, in which magnetic field lines wind around without hitting the
walls, and therefore provide confinement to the plasma.
The simplest toroidal system is that in which the field lines are axisymmetric and
close upon themselves. However, such a system does not provide equilibrium. Accord-
ing to the Ampe`re’s law the magnetic field varies as 1/R, where R is the major radius
of the toroid. This gradient in magnetic field causes an upward drift for ions and a
downward drift for electrons. This charge separation generates an electric field, which
in turn causes an E×B drift outward from the centre of the toroid.
To establish equilibrium in a toroidal system, the field lines are made to undergo a
twist or rotational transform. With this twist, rather than describing a circle around
the symmetry axis, one field line will make a helical shape that winds around a toroidal
tube, which is called a magnetic surface. In any ideal toroidal system each field line
winds on only one magnetic surface, and therefore all field lines will lie on a nested set
of magnetic surfaces that foliate the volume like pages in a book.
According to the way in which the poloidal magnetic fields are produced to provide
rotational transform, the two major toroidal systems that are most commonly used are
the stellarator [3] and the tokamak. The concept of the stellarator was introduced by
Spitzer. In the stellarator both the toroidal and poloidal magnetic fields are produced
by external coils that wind in such a way as to achieve the desired configuration. In the
tokamak, which was introduced by Tamm and Sakharov, the poloidal magnetic field is
generated by internal current that flows in the plasma [4]. The tokamak configuration
is the base for the ITER project, a multinational collaboration to realize an opera-
§1.2 Macroscopic Description of Plasma Dynamics 3
tive fusion reaction, but stellarator research continues in a number of laboratories, in
particular at the Australian National University (ANU) using the H-1NF heliac.
1.2 Macroscopic Description of Plasma Dynamics
Understanding of the physics of plasma is essential in the research toward an operating
thermonuclear reactor. There are numerous texts that discuss fundamentals of plasma
physics. Discussions in this current section largely follow Chen [5], and the earlier
book of Spitzer [6], which the author feels to provide good details for understanding
the basics.
Plasma is such a complicated system. Unlike ordinary gas, in which interaction
between molecules occurs only through collisions, plasma shows collective behaviour
even in the absence of collision. Due to their charges, particles in a plasma can generate
internal electric and magnetic field by their motion. In order to describe plasma as
a collection of individual particles, one must solve the problem of finding particle
trajectories and field patterns that are self-consistent. The solution to this problem will
describe the trajectories of particles that generate fields as they move along. Conversely,
the fields will cause the particles to move in those exact orbits. This task is almost
impossible to carry out considering the number of particles that one needs to deal with.
As an approximation, plasma particles are assumed to move together as fluid ele-
ments like ordinary fluids. This model is quite adequate in describing most phenomena
in plasmas. Hannes Alfve´n described a plasma as a single fluid in which electromag-
netic fields are present [7]. The corresponding set of equations, which have come to
be known as the magnetohydrodynamic (MHD) equations, include Maxwell equations
without Poisson’s equation or displacement current (sometimes called the pre-Maxwell
equations), and is often used to describe the equilibrium in plasmas. This equation
is also able to describe low frequency MHD waves in plasmas.A more accurate fluid
description of plasma is formed by the two-fluid equations of Braginskii [8]. One equa-
tion is the fluid equation of motion for species s, which can be the ions (denoted i) or
electrons (denoted e):
msns
[
∂us
∂t
+ (us·∇)us
]
= qsns (E + us×B)−∇·Ps ± Fei − msns(us − u0)
τsn
; (1.1)
where ms is the mass, ns the number density, qs the charge, and Ps the kinetic stress
tensor for species s, and Fei ≡ −νeimene(ue−ui) is the electron-ion friction term, with
νei ≡ 1/τei the electron-ion collision frequency (“±” meaning “+” when s = e, “−”
when s = i). The last term describes friction between the charged fluid with velocity
us and a neutral fluid of un-ionized atoms with mean velocity u0, with νsn ≡ 1/τsn the
neutral-species collision frequency.
Apart from the terms representing charge-related forces, equation Eq. (1.1) is sim-
ilar to the Navier–Stokes equation for incompressible ordinary fluids
ρ
[
∂u
∂t
+ (u·∇)u
]
= −∇p+ µ∇2u, (1.2)
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where the stress tensor has been decomposed into two terms in the equation. The
first term is the scalar (isotropic) pressure, which belongs to the diagonal part of the
stress tensor P; µ, the dynamic viscosity, represents the collisional part of ∇·P. It
is defined as the proportionality constant of the linear relation between shear stress
and deformation, due to shear flow. Viscosity is intuitively thought of as resistance
to shear flow. When particles make collisions, transfers of momentum take place such
that the particles have an average velocity in the direction of the fluid velocity u after
the collision. This momentum is transferred to another fluid element upon the next
collision. They tend to equalize u at different points, and thus resist shear flow. This
resistance gets larger as the distance over which momentum equalization can occur gets
larger. Thus, viscosity depends linearly on the mean free path length.
In a plasma, it is collisions between particles that enter the off-diagonal part of the
stress tensor. However, even in the absence of collisions a similar effect is present. This
collisionless viscosity comes about due to the Larmor gyration of particles around a
magnetic field line. This gyration brings particles into different parts of plasma and
tends to equalize the fluid velocity at that place. Thus, in place of the mean free path,
the Larmor radius determines the scale length relevant to the collisionless viscosity
perpendicular to the magnetic field. Indeed, assumption of collisions (between same
species) is actually there in the derivation of equation for plasma fluid. This assumption
is tacitly taken when we consider the velocity distribution to be Maxwellian. Such
distribution generally comes about as the result of frequent collisions.
However, there is a good reason to replace the role of collision in a collisionless
plasma. Frequent collisions between particles cause the particles in an ordinary fluid
element to move together, but in a magnetized plasma this collective motion is still
present even in the absence of collisions: When magnetic and electric fields are present,
plasma particles drift together perpendicular to the magnetic field with drift velocity
vE = E×B/B2.
E
vE
When electric field is present
B
Guiding center
Particle
No electric field
ρs
ωc
Figure 1.1: Due to the Lorentz force, a charged particle will undergo a gyrating motion in a
magnetic field. When electric field is present in one direction, the particle will have a longer
gyration radius when it is accelerated in the direction of the electric field and a shorter radius
in the opposite direction, resulting in a cycloid-like motion of the particle. Hence, the guiding
centre of the particle drifts in the direction perpendicular to the electric field and the magnetic
field.
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Let us consider another sense in which similar effect to collisions occurs without
collisions. Consider charged particles that move in an electric field. The velocity of
the particles would increase indefinitely if they move freely. When frequent collisions
are there, the particles will come to a limiting velocity that is proportional to the
electric field E. In the presence of a magnetic field, the particles will gyrate around the
magnetic field line. This gyrating motion limits the free-streaming of particles in the
absence of collisions. In the direction parallel to the magnetic field, however, charged
particles do free-stream in the absence of collision. For motion along the magnetic
field line the fluid model is not adequate. The fluid model is a good approximation for
motion perpendicular to the magnetic field.
1.3 Anomalous Transport Due to Drift Wave Turbulence
Plasma turbulence is considered to pose one of the the major problems encountered
in plasma confinement. In particular, drift-wave turbulence gives rise to anomalous
transport of the plasma from the core to the wall and thus reduces confinement time.
(Anomalous transport refers to transport across magnetic field that is found to have
higher rates than what is predicted by the neoclassical diffusion theory, which takes
into account the effect of magnetic field curvature.)
1.3.1 Diffusion in an Unmagnetized Plasma
In a realistic fusion plasma situation, gradients are always present and accordingly
diffusion occurs. Microscopically, diffusion can be explained as the result of random
processes. Every particle experiences random motion in any direction and since more
particles are in one region than in another at the start, a net transport of particles
takes place as a result from the region with higher density to that with lower density.
In an ordinary fluid, the random motion of particles results from collisions between
them.
It has been discussed that viscosity depends on the mean free path length. When
the mean free path length is very small compared to the scale length of change in
macroscopic quantities, viscosity can be neglected and we are then left with the isotropic
pressure in the diagonal of the stress tensor. In plasmas where collisions are ignorable,
perpendicular viscosity can also be ignored since gyration radius is very short compared
to the distance over which macroscopic quantities change.
Let us consider the case of unmagnetized isothermal plasma to understand where
diffusion comes from in the equation of motion for ions or electrons.
mn
[
∂v
∂t
+ (v·∇)v
]
= qnE−∇p−mnνv. (1.3)
Supposing that all the forces balance each other, the ion or electron fluid would flow
at a constant velocity v. Setting the total time derivative to zero, the flow velocity is
obtained from Eq. (1.3) to be
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v = ± e
mν
E− kT
mν
∇n
n
. (1.4)
By defining mobility µ = |q|/mν and diffusion coefficient D = kT/mν the flux of
the plasma is found to be
Γ = nv = ±µnE−D∇n. (1.5)
If we recall the Fick’s law:
Γ = −D∇n, (1.6)
we would see that the Ficks’s Law is a special case of Eq. (1.5), which occurs when
E = 0 or the mobility is zero (uncharged).
1.3.2 Classical Diffusion Across Magnetic Field
With the application of magnetic fields in a fusion reactor the motion of charged par-
ticles in the plasma is restricted. In the absence of collisions, charged particles in a
toroidal system would gyrate along a magnetic line of force and remain on the corre-
sponding magnetic surface at all times. Therefore, no diffusion across the magnetic
field occurs. In 1955 Spitzer [6] discussed a random walk process that causes classical
diffusion of charged particles across a magnetic field due to collision between unlike
particles. This conclusion was also confirmed by Longmire and Rosenbluth [9].
We will see how a random-walk process that leads to migration of particles along
the gradients across the magnetic fields to the confining walls occurs in the presence of
collisions. Consider an ion that is gyrating about a magnetic field line with the Larmor
radius ρL. Due to collision with another particle it will undergo discontinuous change
in its phase of gyration. Supposing that the collision is elastic, after colliding with
a neutral atom the direction of motion reverses while maintaining the same gyrating
motion. It will therefore undergo a shift in its guiding centre position.
Before collision
After collision
: Guiding center
: Ion
: Neutral particle
Figure 1.2: Suppose before collision the ion gyrates clockwise following the trajectory indi-
cated by the dashed line. The direction of motion after collision gets reversed and since it has
to maintain clockwise gyration the ion follows the trajectory indicated by the full line. Thus
we see a shift in the guiding centre of the ion.
It is worth to remark that collisions between like particles do not contribute to the
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diffusion process. When, say, two ions experience a head-on collision, their velocities
will be reversed after the collision. There will simply be an exchange in their orbit
after the instance. In all, there is no drift in their guiding centre and thus no diffusion
arises.
The coefficient of diffusion can be derived from the equation of motion for ion fluid
mn
[
∂v
∂t
+ (v·∇)v
]
= qn(E + v⊥×B)−∇p−mnνv; (1.7)
where ν is the collision frequency. Non-isotropic stress, which contains collisions be-
tween like particles, has been ignored in the equation since it does not lead to much
diffusion.
With an assumption that the plasma is isothermal and that ν is large enough for
the d/dt (where d/dt ≡ ∂/∂t+ (v·∇)) term to be negligible, we have
v⊥ = µ⊥E−D⊥∇n
n
+
vE + vd
1 + (ν2/ω2c )
; (1.8)
where
µ⊥ =
µ
1 + ω2c/ν
2
D⊥ =
D
1 + ω2c/ν
2
. (1.9)
vE and vd are respectively E × B drift and diamagnetic drift, µ = e/mν is particle
mobility and D = kT/mν is diffusion coefficient in unmagnetized plasmas.
In the limit that collision frequency is far less than the cyclotron frequency, ω2cν
−2 
1, the perpendicular diffusion equation becomes
D⊥ =
kT
mν
1
ω2c/ν
2
=
kTν
mω2c
. (1.10)
We remark that the role of collisional frequency has been reversed in this relation.
In unmagnetized plasmas (or diffusion parallel to B), D is proportional to ν−1 since
collisions retard the motion of particles. Conversely, in diffusion perpendicular to B,
it is proportional to ν since collisions are needed for cross-field transport.
Diffusion is a random-walk process with step length λm, and the diffusion coefficient
proportional to λ2m
D = kT/mν = v2thτ = λ
2
mτ, (1.11)
where τ = ν−1. For the sake of comparison with the above expression for diffusion, the
perpendicular coefficient diffusion across magnetic field is written in a slightly different
form from Eq. (1.10).
D⊥ =
kTν
mω2c
' v2th
r2L
v2th
ν ' r
2
L
τ
(1.12)
The comparison showed that perpendicular diffusion in a magnetized plasma is a
random-walk process with a step length ρL. We see that diffusion rate can be reduced
by decreasing the Larmor radius, that is by increasing the magnetic field.
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1.3.3 The Bohm Diffusion
In Eq. (1.12) it is shown that the cross-field diffusion coefficient is proportional to
ρ2L, which implies that it is proportional to B
−2. However, early experimental results
showed that D⊥ scaled as B−1, rather than B−2, and the decay of plasmas was found
to be exponential in time, rather than inversely proportional to (1+t/τc) [10]. Further-
more, the absolute value of D⊥ was far larger than what was given previously. This
anomalously poor magnetic confinement was first noted in 1949 by Bohm, Burhop,
and Massey [11]. Derived in a semi-empirical way, the diffusion coefficient suggested
by Bohm is
D⊥ =
1
16
kTe
eB
≡ DB. (1.13)
Bohm suggested that anomalous transport is to do with the E×B drift experienced by
charged particles in electric and magnetic fields. Random fluctuations of the electric
field will lead to a random-walk process that occurs without collisions. The factor 1/16
in Bohm diffusion coefficient does not have an obvious origin. An early formal deriva-
tion of the Bohm diffusion coefficient is given, for instance, by Spitzer [6] and Chen [12].
This Bohm formula is proved by Taylor [13] in 1961 to represent the maximum value of
cross field diffusion that can be attained. However modern experimental results show
that the magnitude of the transport is several order below the Bohm level [14].
1.3.4 Drift Instability and Anomalous Transport
The anomalous transport described by Bohm is attributed to diffusion, which is a
random walk process. Moissev and Sagdeev [15] suggested that drift instabilities may
lead to transport of the order of the Bohm diffusion. Rather than being caused by a
random-walk process this transport is caused by the growth of the drift wave. Further
details of the relation between drift instability and transport will be discussed in Chap-
ter 2. Due to the fact that it is the electrostatic fluctuations that cause this transport,
Chen [12] proposed that the term “electrostatic convection” is a better phrase than
“anomalous diffusion” to describe the transport. In fact, as noted by Hasselberg and
co-workers [16], it is rather misleading to represent this transport by a diffusion coef-
ficient and compare it to DB (Bohm diffusion coefficient) because it does not involve
random walks
1.4 Plasma Turbulence
It is suggested by Bohm that the enhanced diffusion of plasma is due to random oscil-
lations of the electric field. Since random nature is a signature of turbulence, the term
turbulence has been increasingly applied to this process. A detailed account of plasma
turbulence can be found in the classic books of Kadomtsev [17] and Tsytovich [18]. A
more modern monograph is that of Yoshizawa, et al. [19].
Turbulence is a ubiquitous phenomenon in fluids and plasmas. It was originally
studied extensively in ordinary liquid fluids due to its common occurrence in nature.
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Turbulence is defined as “an irregular motion which in general makes its appearance
in fluids, gaseous or liquid, when they flow past or over one another” [20]. It should be
remarked that turbulence is essentially different from random molecular motion. What
we are considering is the motion of some fluid element, which contains a sufficiently
large number of molecules. All particles in this element have the same mean velocity,
and each participates in the overall macroscopic motion. Within the confines of its
small but macroscopic volume, all particles are involved in collective motions.
When one looks at plots of the velocity of a turbulent fluid element with respect
to both space and time, one sees almost periodic motions from vortical eddies, char-
acterised by the vorticity, the curl of the velocity, ∇ × v, which change more or less
randomly on longer scales. It should be remarked that, due to their nature of being
irregular and disorderly, the vortices are not permanent.
The characteristic size l of a vortex can be defined in terms of a typical wave number
k in the spatial Fourier spectrum of the turbulent fluctuations:
l =
2pi
k
In the turbulent state vortices of different scales are found. Turbulence is assumed to
be a superposition of these random vortices. The characteristic of these vortices is that
they consists of three ranges [21–23]: (a) forcing range, which comprises large scale
vortices from which energy input enters; (b) inertial range, in which energy cascades
nonlinearly from larger wavelength to smaller wavelength; and (c) dissipation range,
which contains small scale vortices that allow viscosity to become effective and damp
turbulent energy.
Because in an incompressible fluid ∇ · v = 0, the fluid motion is determined solely
by ∇ × v. Therefore in an incompressible fluid the only possible collective motion
is vortex motion of the fluid. Plasma turbulence has a characteristic feature that is
not found in hydrodynamic turbulence. In plasmas, there exist electric and magnetic
fields with the collective motion excited in the plasma. Therefore, if in a liquid the
stochastic variables are the mean particle velocity or the density, in plasmas the electric
fields also become stochastic properties. The excitation of stochastic fields becomes a
characteristic of plasma turbulence.
Another feature that is characteristic to plasma turbulence is with regard to the
frequencies of the eddies. In ordinary liquids, the eddies have no special frequency
and their frequency is determined by their interaction with the other eddies [22]. In
contrast, plasmas can have both eddies and wavelike oscillations, and therefore the
phenomena of turbulence in plasmas is richer than those in ordinary liquids.
Plasmas exhibit a great variety of modes. Due to the difference in their charge and
mass, ions and electrons respond differently to perturbations, so a two-fluid picture is
often used to model plasmas. In addition to several plasma quantities appearing in
these fluid equations, equations for the electric and magnetic fields are also needed.
The number of relevant variables in plasmas is much larger than in ordinary, neutral
fluids. These extra degrees of freedom conspire to give rise to a variety of new processes
in turbulent plasmas.
10 Introduction
In order to picture turbulence in plasma it is necessary to know what collective
modes are possible, how they are excited, and at what time the plasma makes its
transition to the turbulent state, in which the collective degrees of freedom are random
quantities whose values are not reproducible from experiment to experiment. In general
different modes in plasma can be classified into high frequency modes and low frequency
modes. With regard to relevant transport in plasma confinement, high frequency modes
are not of significant interest. Low frequency modes modify plasma properties more
than the high frequency modes and induce transports that are detrimental to plasma
confinement. This is partly the reason that they are deserving of more study in fusion
related researches.
In particular, the vortex modes, associated with the E×B drift, deserve particular
attention in accounting for anomalous transport across magnetic fields. Since the
rotating motion occurs in the plane perpendicular to the magnetic field, turbulence of
these modes is considered as two-dimensional. Purely two-dimensional turbulence is
not realized in nature since in reality turbulent motion is three-dimensional. However,
even in ordinary fluids, when a strong rotation around a vertical axis exists and the
vertical scale length is significantly smaller than the perpendicular scale length, a two-
dimensional approximation can be made. This approximation is often used to model
geophysical and atmospheric turbulence [24].
In any two-dimensional flows, vorticity is conserved. This property leads to distinct
phenomena in two-dimensional turbulence. One important property unique to two-
dimensional turbulence is the conservation of enstrophy [24], which is related to the
square of vorticity. While energy cascades toward lower wavenumbers (larger scales),
enstrophy cascades toward higher wavenumbers. The conservation of both energy and
enstrophy leads to inverse energy cascade [25, 26], which transfers some large portion
of energy to low wavenumber. It has been a common discovery that turbulent flows
have ordered, coherent structures embedded in their apparent randomness and disorder.
The inverse cascade of energy results in the formation of large-scale coherent structures,
such as zonal flows, in two-dimensional turbulence [27,28].
1.5 The Reynolds Averaging Method
The most fundamental property of turbulent flows, i.e. that they are chaotic, neces-
sitates the use of statistics for experimental analysis. One experiment carried out to
measure one quantity of a turbulent fluid yields one particular result. When the exact
same experimental procedure and condition is repeated, a different result is obtained.
Repetitions give yet other different results. This set of different results is obtained due
to the sensitivity to initial conditions. It is hardly possible to have exactly the same
initial conditions, and a mere slight difference in the initial condition of the experiment
leads to a different end result. Therefore, one needs to average the results obtained to
determine the value of an observable quantity at a certain point.
From a theoretical point of view, calculation of the statistical average of turbulent
quantities by feeding in initial conditions, solving the equations, and averaging the re-
sult is not feasible. Computer simulation based on direct use of the fluid equations for
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a large ensemble of initial conditions would be very expensive. Instead the averaging
procedure is carried out from the beginning by averaging the governing evolution equa-
tions. This traditional method in the study of turbulent flow was pioneered as early
as 1895 by Osborne Reynolds [29] and became well-known as the Reynolds averaging
method.
In this heuristic approach, the global properties represented by the mean flow are
focused upon, while small-scale components of motion are eliminated. The flow field φ
is split into the ensemble averaged φ = 〈φ〉 and the small-scale component φ˜ = φ− φ.
The next step in the procedure is to average the governing differential equations. Take
for instance the Navier-Stokes equation Eq. (1.2). u = u + u˜ is substituted into the
equation. The averaging of the equation results in
ρ
[
∂u
∂t
+ (u·∇)u
]
= −∇p−∇·R + µ∇2u; (1.14)
where R ≡ ρ〈u˜u˜〉 is known as the Reynolds stress. This new variable that emerges in
the procedure creates the closure problem in the study of turbulence.
Reynolds averaging is a general method to produce equations which determine
averaged quantities for any fluctuating flow. This method is to be contrasted with the
averaging methods in nonlinear dynamics [30], in which no averaging is performed to a
nonlinear equation in seeking the approximate solution to the equation, such as those
developed by Van der Pol, Krylov, Bogoliubov, and Mitropolskii. Reynolds averaging
may be applied to the special case of a finite-amplitude non-linear wave. Attempts to
solve the closure problem associated with the convective nonlinearity in the Reynolds-
averaged NS equations have used statistical theories. For a survey of various useful
closure models, see for instance the review by Yoshizawa, et al. [31].
1.6 The Multiple Scale Perturbation Analysis
Asymptotic methods for approximate solution of differential equations provide an al-
ternative theoretical tool in the study of turbulence phenomena. In particular, we
shall make extensive use of the multiple scale perturbation analysis, which has three
variants. The first variant is the many-variable version (the derivative expansion proce-
dure), which is developed by Sturrock [32], Frieman [33], Nayfeh [34], and Sandri [35].
The other variants are the two-variable expansion (the reductive perturbation expan-
sion) developed by Cole and Kevorkian [36], and the generalization of the two previous
methods developed by Nayfeh [30]. For a survey of these three methods, see for instance
the monograph of Nayfeh [30].
The derivative expansion procedure had its origin in the Poincare´–Lighthill method
[35] in the study of celestial mechanics. This method refines the direct expansion per-
turbation method, in which only the dependent variables are expanded, by expanding
the independent variables as well. It involves a rigorous expansion procedure in some
suitable expansion parameter .
Assume that we have a function ψ which depends on the variables x, y, and t. In
the framework of the derivative-expansion method, the variables involved are expanded
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as sets of N independent variables, where N (possibly→∞) is the number of different
scales involved: x0, x1, x2...xN , y0, y1, y2...yN , and t0, t1, t2...tN ; where xn = 
nx, yn =
ny, and tn = 
nt.
The dependent variables are thus expressed as functions of those sets of independent
variables:
ψ(x, y, t, ) = ψ(x0, x1, x2...xn, y0, y1, y2...yn, t0, t1, t2...tN , ),
.
As the consequence of the expansion, the derivative operators are expanded as:
∂
∂x
=
∂
∂x0
+ 
∂
∂x1
+ 2
∂
∂x2
+ ...+ n
∂
∂xN
,
∂
∂y
=
∂
∂y0
+ 
∂
∂y1
+ 2
∂
∂y2
+ ...+ n
∂
∂yN
,
and
∂
∂t
=
∂
∂t0
+ 
∂
∂t1
+ 2
∂
∂t2
+ ...+ n
∂
∂tN
.
This expansion in the derivative operator gave an apt reason for Sturrock and
Nayfeh to call this technique the derivative perturbation expansion method.
A further assumption is made that the explicit -dependence of the dependent
variables can be represented as a power series:
ψ(x0...xN , y0...yN , t0...tN ) =
N∑
n=0
nψn(x0...xN , y0...yN , t0...tN ).
The final procedure in this technique is inserting the expansions into the equations
dealing with the variables and equating like powers of  on the left- and right-hand
sides, solving order by order.
The derivative perturbation expansion method was developed by Sturrock [32] in
the study of nonlinear effects in electron plasma. Frieman [33] and Sandri [35] used
this method in deriving kinetic equations for systems, particularly plasmas, in which
irreversible dynamics occurs. The treatment of expanding variables into various scales
in this method makes it potentially useful in dealing with problems in which various
scales naturally occur. Frieman and Rutherford [37] apply the method in the study of
turbulent plasma.
Many nonlinear equations can adequately be approximated by solutions with two
well-separated time scales, the fast scale and slow scale. This property becomes the
basic reasoning for the two-variable version. In its early development by Cole and
Kevorkian, only timescales were separated, namely by separating t into fast scale ξ and
slow scale η [30]. In the later development of Washimi and Taniuti [38], a modification
was made by introducing the Gardner and Morikawa transformation, which combines
the space and time variables into the fast variable. Taniuti and Wei [39] generalized
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the method for nth-order differential equations. They called this version of multiple
scale technique the reductive perturbation expansion.
Since its early development, the reductive perturbation method has been widely
used in studies of propagating nonlinear waves, particularly in deriving nonlinear wave
equations from the basic system equations. It was used by Washimi and Taniuti to
derive the Kortweg–deVries equation in collisionless ion plasma in describing the prop-
agation of ion-acoustic solitary waves. Taniuti and Wei applied the method to derive
the Burgers equation in hydrodynamic systems and the Kortweg–deVries equation in
collisionless plasmas. Studying modulational instability in a cold plasma, Taniuti and
Washimi [40] derived the nonlinear Schro¨dinger equation. Recent application of this
method can be found in the work of Smith [41] in determining modulation equations
for laminar finite-amplitude nonlinear waves in an incompressible fluid.
1.7 Thesis Outline
The formation of zonal flow has received considerable interest in fusion reactor research
because of its property of improving plasma confinement. In order to have a sustainable
fusion reaction, the plasma in the reactor needs to be maintained at a sufficiently high
temperature for a sufficiently long period of time. There has been strong evidence
that sheared zonal flow reduces the most dangerous threat to plasma confinement —
the drift-wave turbulence that causes undesirable transport of particle and energy, the
shear causing breaking up of turbulent eddies. Therefore, the study of zonal flow
constitutes an important part in the venture for achieving a controlled fusion reactor.
Generation of the zonal flow from drift-wave turbulence was predicted by Hasegawa,
Maclennan, and Kodama [27]. In their study on drift wave turbulence they showed
that energy cascades to lower wavenumbers. They suggested condensation of energy
would occur at a certain point and cause zonal flow to appear.
In this thesis, generation of zonal flow by modulational instability is discussed, both
in the cold ion and hot ion cases. This work was motivated by the work of Smolyakov,
Diamond, and Shevchenko on the generation of zonal flow by modulational instability
[42]. The work showed that the growth rate of zonal flows has linear dependence on
the zonal flow wave number. This result does not appear to agree well with intuition,
namely that it can not go up indefinitely but there should be a peak at one value. We
approach the problem by using the nonlinear Schro¨dinger equation, which describes
modulational instability, in the analysis.
As discussed in the preceding section, many phenomena in plasmas are adequately
described by fluid approximations. All the analysis in this thesis is based on the fluid
model of plasma. In Chapter 2 an equation for drift waves is derived from the plasma
fluid equations. Using the derivative perturbation analysis, it is shown that drift wave
phenomena comes out by looking at fluid equations at a particular order.
Chapter 3 of this thesis discusses modulational instability as a mechanism for gen-
eration of zonal flow from drift-waves in cases where the plasma is assumed to have cold
ions and collisions between particles are ignored. The nonlinear Schro¨dinger equation
(NLSE) is derived from the modified Hasegawa-Mima (MHM) equation. The modifica-
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tion to the original HM equation takes into account the corrected adiabatic response.
It is shown that this modification enhances the nonlinear frequency shift, which is the
key ingredient in modulational instability. The derivation of the NLSE is carried out
both heuristically, and formally using the derivative perturbation technique..
The modified Hasegawa-Mima and Hasegawa-Wakatani equations are rather too
simplistic for describing experimental finding in ANU’s H-1 heliac stellarator [43] since
the ions are typically hotter than the electrons in this experiment. Therefore, a hot
ion model should be considered. The work on MHM is extended to the case of ion
temperature gradient (ITG) modes. Chapter 4 discusses this case. A model for ITG
modes is derived from the set of fluid equations in plasmas in the collisionless regime.
In the framework of modulational instability, a stable wave with modulated amplitude
is investigated. By assuming a marginally stable ITG mode, modulational instability
analysis on ITG modes is carried out and a condition for the modulational instability
that leads to zonal flow generation is shown.
The model derived in chapter 3 is limited in applicability by having no growth or
saturation term. We attempt to rectify this deficiency in Chapter 5 by developing a
complex Ginzburg-Landau equation [44,45] to model drift wave instabilities. As in the
previous chapter, the derivation is carried out both in the heuristic and formal fashion.
The starting point is the two-field Hasegawa-Wakatani (HW) equations, which include
drift-wave instability mechanism. It is shown that resistivity contributes to growth
while viscosity contributes to damping so they compete to destabilize or stabilize the
drift-waves.
Chapter 2
Drift Waves
To generate fusion power a plasma must be maintained at a sufficiently high tem-
perature, and for a sufficiently long period of time, for fusion reactions to take place.
However, in a magnetically confined plasma the temperature and density are highest in
the core of the plasma, decreasing towards the edge and giving rise to particle and heat
loss through transport down the temperature and density gradients. The “classical”
picture of transport, as being due to particle collisions, is found to be inadequate to
explain the experimentally observed loss rates, which are thus called “anomalous” and
are ascribed to turbulence effects due to plasma instabilities. The most difficult type
of instability to eliminate is that of drift wave type.
Drift-wave turbulence is characterized by a (random) quasiperiodic electric poten-
tial structure. In their investigation of enhanced diffusion across magnetic field in a
plasma, Bohm and co-workers [11] suggested that this random oscillation is due to
instability. Investigation of drift instability was started by Tserkovnikov in 1957 [46],
who limited his investigations to perturbations that propagate perpendicular to the
magnetic field. He found that such oscillations may be excited with phase velocity of
the order of the drift velocity due to inhomogeneity. Rudakov and Sagdeev [47] went
a step further in 1961, by considering
In 1960 Tserkovnikov [48] and independently in 1963 D’Angelo [49] showed that
drift waves should follow from the macroscopic fluid equations of a collisionless plasma.
Describing the waves as density perturbations, they arrived at similar expressions for
the dispersion relation for drift waves. In explaining the physical reason of how such a
perturbation can propagate, in 1964 Chen [50] described them in terms of electrostatic
perturbations. However, it remained physically unclear as to what the propagation
speed was. In 1965 Chen [12] showed that the natural propagation velocity for the
drift waves is the electron diamagnetic drift.
All these early descriptions of drift waves were based on linearization of the set of
macroscopic equations. Hence, they are not particularly useful for describing drift-wave
turbulence, which is inherently nonlinear. In 1977 Hasegawa and Mima [51] derived a
simple nonlinear equation describing drift waves. This Hasegawa–Mima equation has
become the standard equation for giving a minimalist description of drift waves. Earlier
attempts to derive nonlinear equations for drift waves were undertaken by Kadomtsev
[17], Dupree [52], and Hasselberg and co workers [16]. However, the Hasegawa–Mima
equation is the simplest equation since it only involves one variable, i.e. the scalar
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electric potential. However, the equation does not account for drift wave instability.
In 1983 Hasegawa and Wakatani [53] derived a two-field equation, involving electric
potential and density, which describes resistive drift wave instability.
Attention will be given in this work to the Hasegawa–Mima equation. In section
2.3, the equation will be derived from the macroscopic fluid equation by the derivative
perturbation expansion, revealing that it arises naturally when we observe the dynamics
at a particular scale. The relation between instability and transport will be discussed
in section 2.2. There are numerous analyses of drift wave based on wave-kinetics, e.g.
the work of Lebedev and co-workers [54], describing the waves as a “quasi particles.”
In section 2.3.3 the drift wave action will be discussed from the perspective of the
Lagrangian theory.
2.1 Physical Picture of Drift Waves
Drift waves are low frequency oscillations, with frequencies much lower than the ion
cyclotron frequency. They can be seen as vortices that move with the drift velocity.
When an electric potential peaks at one point, a vortex motion of plasma will be created
around it due to the E×B drift. In a homogeneous magnetized plasma the vortex
will be stationary and creates a structure that is called a convective cell (see Fig. 2.1).
When inhomogeneity is present, the vortex moves in the direction perpendicular to the
gradient of density and the magnetic field. The presence of drift waves is found to be a
universal phenomenon; they appear in all confinement geometries [55,56]. A schematic
picture of a drift wave as a propagating vortex is given in Fig. 2.2.
B
E
ExB
drift
Figure 2.1: In homogeneous plasma, a density clump gives rise to no vortex propagation but
a stationary convective cell.
The drift wave is a localized mode. Therefore, it is sufficient to consider slab
geometry in the analysis. Suppose that at one point P a local concentration of plasma
density δN is excited. This density clump causes adiabatic response of electrons,
which can move freely on the magnetic field lines, creating a potential ϕ. Owing to
the magnetic field in the plasma, the electric field produced by the potential causes
an E×B drift, vE that convects the plasma around P . When we consider the flux of
plasma through an infinitesimal box with sides of length δx and δy, it will be observed
that there will be a difference between the incoming and the outgoing flux due to the
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Figure 2.2: Schematic description of drift wave as a vortex that moves with propagation speed
vde when inhomogeneity in plasma is present.
gradient in the background plasma. Within the interval δt the incremental density δn
is
δn =
vExδt
δx
[n0(x)− n0(x+ δx)] . (2.1)
To the lowest order, the difference in the density is
n0(x) − n0(x + δx) = −∂n0
∂x
δx.
Thus,
δn = −∂n0
∂x
vExδt. (2.2)
Due to the adiabatic electron response along the magnetic line of force, the density
is related to the potential by the Boltzmann relation:
n = n0 exp eϕ/Te, (2.3)
where we follow normal plasma physics practice in measuring electron and ion temper-
atures in energy units [i.e. joules in SI units: T (J) = kBT (
◦K), where kB is the
Boltzmann constant]. However, T is often expressed in electron volts, eV, where
1 eV ≈ 1.60×10−19 J, corresponding to a temperature ≈ 1.16× 104◦K.
Thus, to the lowest order, the density perturbation is
δn = n0
eϕ
Te
. (2.4)
(This relation must be used with care, particularly in relation to zonal flows. More
discussion on this subject can be found in the succeeding section, 2.3.1).
The value of the E×B-drift in the x direction is
vEx =
ϕ
δyB
. (2.5)
Eq. (2.2) can now be evaluated by substituting Eq. (2.4) and Eq. (2.5) into it. We
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have
n0eϕ
Te
= −∂n0
∂x
ϕ
δyB
δt. (2.6)
Hence,
δy
δt
= vde; (2.7)
where vde ≡ −(∂n0/∂x)(Te/n0eB) is the electron diamagnetic drift. Hence, it is obvious
that the convection structure propagates with the electron diamagnetic drift velocity.
The adiabatic response relating density perturbation and potential perturbation is
an essential mechanism in drift waves. Since the response occurs in the direction parallel
to the magnetic field, it implies that a drift wave has to have a finite component of wave
number along magnetic field, k‖ 6= 0. This characteristic to some extent differentiates
drift modes from another class of low frequency oscillation, the MHD-modes [7], with
k‖ ≈ 0. Due to its finite k‖ electrons are free to cancel space charge by moving along
the magnetic field maintaining the Boltzmann relation.
Rather than starting the consideration from an initial perturbation that propa-
gates, assumptions can be made regarding a drift wave whose density and potential
perturbations have the form of a plane wave:
ϕ = ϕ0 exp i(k·x− ωt); n˜ = n0 exp i(k·x− ωt). (2.8)
This is what had been done by Chen [12] in his work to show that the phase velocity
of the drift waves is the electron diamagnetic drift.
Thus, by Eq. (2.8) and Eq. (2.5), the density perturbation Eq. (2.2) can be written
as
− iωn˜ = i∂n0
∂x
kyϕ
B
. (2.9)
When Eq. (2.4) is used to substitute for ϕ in the equation above, it yields
− ωn˜ = ky ∂n0
∂x
Te
eB
n˜
n0
; (2.10)
or,
ω = kyvde. (2.11)
This is the dispersion relation of the simplest form of drift wave. Thus, the phase
velocity of the drift waves is
ω
ky
= vde, (2.12)
which indeed shows that the phase velocity of the drift waves is the electron diamagnetic
drift. Hence, it is seen that the phase velocity of the drift waves can be physically
perceived as the propagation speed of a vortex. As the wave propagates in the y
direction there will be as much plasma drifted back and forth in the x (radial)-direction.
Taking the overall picture, we will find no net transport in this direction. Thus, this
particular drift wave poses no danger to the plasma confinement.
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2.2 Instability and Transport
Ross-Mahajan [57] and Antonsen [58] showed that collisionless drift waves in a slab
geometry are stable. It was shown by Chen [50] that when resistivity is taken into
account drift waves are unstable and grow in time. Following this work, he showed [12]
the relation of the drift waves instability and the anomalous transport of plasma across
the magnetic field. He suggested that the phase shift between the density fluctuation
and the potential fluctuation causes instability. It should be mentioned, however, that
the work of Landreman, Antonsen, and Dorland showed that collisionless drift waves
are actually unstable [59].
A stable drift wave causes no transport. When the perturbation is purely harmonic
in time and space the fluid motion will also be completely harmonic. The drift wave
mode simply move the plasma fluid back and forth in a harmonic motion in time and
space. Only when growth or damping occurs during the drift wave evolution does net
transport take place. The relation between instability and transport will be made more
apparent in the following subsections.
2.2.1 Drift Instability
The study of drift waves actually began with investigations on instabilities in plasmas.
Tserkovnikov [46] investigated instabilities that arises in inhomogeneous plasmas. The
drift instability, which is known in early literature as the “universal” instability [60],
is responsible for the enhanced diffusion of plasma across the magnetic field. The
instability is solely caused by gradients in plasmas and does not require external drive.
Chen [12] described in a simple physical picture how the instability of drift waves is
due to local E×B (vE), drifts that enhance the density perturbation.
Let us consider first the case of a density fluctuation accompanied by potential
fluctuation as depicted in Fig. 2.3. Let us consider a point in the plasma where the
potential is maximum. The electric field generated by the potential peak causes a drift,
vE , of plasma downward in the region to the right of the point and upward in the left
region. Due to the density gradient this drift causes a new maximum in density to be
created at a point to the left of the previous one. In response to the new maximum,
a new potential peak is created at the point, and the same mechanism is repeated
resulting a continuous shift of the maximum point. When we consider the point with
minimum potential, it will be found that the same shift in the minimum point occurs.
Hence, when they are in phase, density fluctuations and potential fluctuations conspire
to generate right-propagating drift-waves that are purely oscillatory.
Drift waves become unstable when the density fluctuation leads the potential fluc-
tuation. As is depicted in Fig. 2.4, the downward drift vE on the right of a potential
maximum brings more plasma into the point where the density is already at its maxi-
mum. This motion causes the fluctuation to increase as it moves with its propagation
speed. Thus, a phase shift between density and potential fluctuation, in particular
when density leads potential,
nˇ ∼ e−ıδϕˇ, (2.13)
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Figure 2.3: Fluctuations of density n and potential ϕ When they fluctuate in phase, the drift
wave is purely oscillatory
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Figure 2.4: When the density fluctuation leads the potential fluctuation there is net transfer
of plasma to the density fluctuation, causing an increase in the fluctuation.
gives rise to drift instability. A decaying drift-wave occurs when the density fluctuation
lags behind the potential fluctuation.
The relation in Eq. (2.13) is known as the nonadiabatic response of electrons. It has
been shown in Eq. (2.4) that when electrons respond adiabatically, nˇ ∼ ϕˇ. Therefore, it
can be said that nonadiabatic response of electron causes fluctuation growth (instabil-
ity) [56,61]. The nonadiabatic response may result from dissipation, polarization drift,
or finite Larmor radius. When dissipation takes place, electrons fail to move instantly
along the magnetic field to balance pressure force and maintain the Boltzmann relation
[Eq. (2.3)].
Not all drift waves are unstable. Beside the factors that cause instability, a stabiliz-
ing effect is also present in plasmas. It was shown by Rutherford and Frieman [62] that
magnetic shear can stabilize drift waves. Magnetic shear refers to poloidal magnetic
field being a function of radius, By(x), or rotational transform that differs on different
magnetic surfaces.
This linear description of drift waves predicts that drift waves can grow indefinitely,
but in reality unstable drift waves must eventually stabilize. Therefore, the saturation
mechanism for unstable drift waves must come from nonlinear processes. One process
was suggested in 1967 by Dupree [52], namely the resonant mode coupling. In this case
the energy of the unstable mode is transferred to the unstable region which will be
damped. Sagdeev and Galeev in 1969 [63] suggested that the stabilization comes from
the nonlinear (inverse) Landau damping of the wave due to interaction with trapped
ions.
§2.2 Instability and Transport 21
2.2.2 Transport due to drift instability
Early works on drift instabilities had indicated the relation between drift instability and
transport across the magnetic field in plasmas. Moiseev and Sagdeev [15] found that
drift instabilities may lead to an escape of plasma of the order of the Bohm diffusion.
Chen [12] discovered that the phase shift between the density and potential fluctuations
accounts for the anomalous transport commonly observed in fully ionized plasmas.
The generation of vortices by the E×B drift in a magnetized plasma can explain
in a simple way how transport is a consequence of instabilities. It has been mentioned
that drift waves are vortex that move with the phase velocity of the wave. As the
structure moves the plasma drifts alternately in the x and −x directions. A heuristic
explanation of instability-induced transport is sketched in Fig. 2.5, which illustrates
that a vortex growing as it propagates in the positive y direction must have a left-right
asymmetry such that there will be a greater drift of plasma in the x direction than
in the −x direction, producing net transport in the x direction. Hence, instability is
needed for transport to take place [64–66].
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Figure 2.5: When the vortex grow as they propagate in the y direction, there will be more
plasma drifting in the x direction than in the −x direction. On average there will be a net
transport of plasma in the radial direction.
A quantitative explanation of transport due to the phase shift between density and
potential fluctuations can be made in the following way. Let us consider the flux of
plasma through a magnetic surface due to the fluctuations. The net flux of plasma in
the x-direction is
Γx = 〈nvEx〉, (2.14)
Given that the flow velocity in the radial direction is vEx = −(1/B)∂yϕ, the radial flux
is
Γx = − ıky
B
1
4
(
〈nˇ∗ϕˇ〉 − 〈nˇϕˇ∗〉+ 〈nˇϕˇe2ıθ〉 − 〈nˇ∗ϕˇ∗e−2ıθ〉
)
(2.15)
where the symbol (ˇ) denotes the amplitude.
If the amplitude of density and electrostatic potential are in phase (nˇ ∼ ϕˇ),
Eq. (2.15) yields zero value. Hence, stable drift waves give no transport. A real value
of the net flux will be obtained if the density and the electrostatic potential amplitude
are out of phase. In specific, when Eq. (2.13) holds, Eq. (2.15) yields
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Γx =
ky
B
1
2
nˇ2δ. (2.16)
It can be shown that Eq. (2.13) gives rise to instability: If we recall that Γx ∼ 〈∂n˜∂t 〉,
the above equation implies n˜ ∝ exp δt. Thus, it can be inferred that the phase shift
between density and potential fluctuations results in unstable (growing) fluctuations.
2.3 The Hasegawa–Mima Equation
It has been discussed in the previous section that linear drift waves are unstable.
Linear analysis can account for the instability of drift waves. However, it is unable to
explain turbulence that develops from unstable waves due to interaction between them.
In plasma several modes can appear due to linear instability, but, while amplitudes
are small, the modes grow independently. However, when their amplitudes become
sufficiently large, nonlinear interactions become important, causing conversion into
different modes. A large number of modes appear in plasma due to this mechanism
and the plasma becomes complex. When a plasma is in this state of many modes, it is
said to be in a turbulent state.
One approach to deal with drift-wave turbulence is by the equation formulated by
Dupree [52] in 1967. Using the drift approximation (frequency much smaller than the
ion cyclotron frequency and wavelength much longer than the ion gyro-radius, ω  ωc
and λ  ρi a drift kinetic equation is derived from the Vlasov equation. In 1978
Hasegawa and Mima [51] derived their nonlinear equation for drift-wave turbulence
from the fluid picture of plasma using a shorter-wavelength ordering λ ∼ ρi, which al-
lows for frequency dispersion unlike the simple drift wave dispersion relation Eq. (2.11).
Despite its simplicity, it is capable of explaining many of the phenomena found in drift-
wave turbulence. A more modern formalism is the nonlinear gyrokinetic equation of
Frieman and Chen [67] and Dubin, Krommes, Oberman, and Lee [68].
The Hasegawa–Mima equation emphasizes the quasi two-dimensional nature of
drift-wave turbulence. Hasegawa and Mima showed that the equation possesses such
two conserved quantities, energy and enstrophy, as were found in the two-dimensional
Navier-Stokes equation by Kraichnan [25]. It allows processes unique to two-dimensional
turbulence to be discovered in drift-wave turbulence. Hasegawa and Kodama [69] found
dual cascade occurs, hence inverse energy cascade leading to the formation of large scale
vortices following the computational simulation by Cheng and Okuda [70] which showed
the excitation of large scale convective cells from drift wave turbulence.
Another appealing aspect of the Hasegawa–Mima equation is that it finds its coun-
terpart in geophysical systems, namely the quasi-geostrophic equation for the Rossby
waves. In their work, Hasegawa, Maclennan, and Kodama [27] predict the forma-
tion of large-scale zonal flows, which had been known to appear from the nonlinear
Rossby wave equation. In the plasma community the equation is commonly called the
Charney–Hasegawa–Mima equation when we wish to draw its connection to geophysical
systems by acknowledging the early geophysical work of Charney [71].
§2.3 The Hasegawa–Mima Equation 23
With its simplicity and ability to predict zonal flow formation, the Hasegawa–
Mima equation has been frequently referred to in the study of the drift wave-zonal
flow system. In this section the Hasegawa–Mima equation will be re-derived using the
derivative perturbation expansion method. We wish to show with this method that
the equation can be derived systematically from the plasma fluid equations.
We start the derivation from the ion-momentum balance equation and the ion
continuity equation. The adiabatic relation Eq. (2.4) is used to eliminate n in terms
of ϕ so as to obtain a one-field equation. All the assumptions in the derivation of
Hasegawa and Mima are observed here, namely shearless magnetic field, collisionless
plasma, and cold ion temperature (Ti ≈ 0).
Consider the ion-momentum balance equation:
nmi
[
∂u
∂t
+ (u·∇)u
]
= −ne∇ϕ+ neu×B. (2.17)
In this equation the ion pressure gradient, ∇pi, has been neglected due to the cold
ion assumption. (The force from the nonzero electron pressure gradient, though not
explicit here, is transmitted to the ions via the electrostatic force term. )
In the asymptotic derivative-expansion method [72] formulation of the method of
multiple scales, the independent variables involved are expanded into sets of N in-
dependent variables (N in principle being arbitrarily large, but in practice being the
lowest order needed to find a useful asymptotic approximation):
x 7→ {x0, x1, x2, . . . , xN}, y 7→ {y0, y1, y2, . . . , yN}, and t 7→ {t0, t1, t2, . . . , tN},
(2.18)
where xn = 
nx, yn = 
ny, and tn = 
nt, n = 1, . . . , N , and  is a dummy asymptotic
expansion parameter that indicates smallness but is eventually set to unity. Though the
multiple scaled lengths xn and times tn may be manipulated formally as independent
variables, we see from their definitions that they all depend physically on x and t, so
application of the chain rule leads to the corresponding operator expansion:
∂
∂t
=
N∑
n=0
n
∂
∂tn
, ∇ =
N∑
n=0
n∇n. (2.19)
In light of the derivative perturbation expansion method the expansion parameter 
is used to express the drift-wave orderings: ω/ωci = O() and ρs/Ln = O() [27], where
ωci = eB/mi is the ion cyclotron frequency and Ln is the background, equilibrium
scale length. That is, drift-wave dynamics is slow relative to the time scale 1/ωci. Also
background variations are slow with respect to the sound radius, ρs = cs/ωci, where
cs = (Te/mi)
1/2 is the ion sound speed.
Then time and scale variables are normalized into, respectively:
t′ ≡ ωcit and x′ ≡ x
ρs
. (2.20)
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With such scaling, Eq. (2.17) becomes
n
[
∂u
∂t′
+
(
1
cs
u·∇′
)
u
]
= −n e
mics
∇′ϕ+ nu×zˆ. (2.21)
It can be seen from the second term on the left hand side of the above equation
that it is natural to normalize u into
u′ ≡ u
cs
, (2.22)
which brings the normalization of ϕ into
ϕ′ ≡ eϕ
Te
. (2.23)
Hence, we get a nondimensionalized version of the ion momentum balance [Eq. (2.17)]:[
∂
∂t
+ (u·∇)
]
u = −∇ϕ+ u×zˆ. (2.24)
The symbol (′) has been dropped from the equation for convenience, while keeping in
mind the normalization of variables in Eq. (2.20), Eq. (2.22), and Eq. (2.23).
As  is an expansion parameter expressing our drift ordering, not a small-amplitude
ordering, we keep the development fully nonlinear by adopting the expansion
n =
N∑
n=0
nnn(r, t), u =
N∑
n=1
nun(r, t), ϕ =
N∑
n=1
nϕn(r, t). (2.25)
Here
(r, t) = (x0, x1, . . . , xN , y0, y1, . . . , yN , t1, t2, . . . , tN ),
n0 = n0(x1) is the background equilibrium density (slowly varying on the ρs scale of
dispersive drift waves), and we have constrained the drift wave fluctuations to be slow
on the 1/ωci timescale by removing t0 from the argument set.
We proceed with the analysis of the ion equation of motion Eq. (2.24). The expan-
sions defined in Eq. (2.19) and Eq. (2.25) are substituted into Eq. (2.24) and order by
order evaluation is carried out.
Analysis at order :
0 = −∇0ϕ1 + u1×zˆ. (2.26)
The equation gives the first order E×B drift vE1:
u1 = −∇0ϕ1×zˆ ≡ vE1 (2.27)
Order 2:
∂u1
∂t1
+ (u1·∇0)u1 = −∇1ϕ1 −∇0ϕ2 + u2×zˆ. (2.28)
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We get from the equation the second order drift velocity, the polarization drift plus
the second-order E×B drift:
u2 = − d
dt1
(∇0ϕ1)− (∇1ϕ1 +∇0ϕ2)×zˆ ≡ vp + vE2, (2.29)
where
d
dt1
≡ ∂
∂t1
+ u1·∇0.
Thus, analysis of the ion equation of motion derives the drifts experienced by the
plasma. (Note that in the nonlinear drift ordering we are using in this section both
terms in d/dt1 are of the same order in .)
Next we consider the ion continuity equation:
∂ lnn
∂t
+ u·∇ lnn+∇·u = 0, (2.30)
where lnn = lnn0 +  n1/n0 +O(
2).
The same procedure performed on the ion equation of motion is also applied here.
At order  we find
d lnn0
dt1
+∇0·u1 = 0. (2.31)
From Eq. (2.27), we see the E×B drift u1 is incompressible, ∇0·u1 = 0, which is
consistent with the assumption stated after Eq. (2.25) that n0 depends only on the
slow spatial variable x1, so that d lnn0/dt1 = 0 as well.
Order 2:
u1·∇1 lnn0 + d(lnn)1
dt1
+∇1·u1 +∇0·u2 = 0. (2.32)
From the adiabatic electron response, Eq. (2.4) in Eq. (2.23), we have
(lnn)1 = ϕ1, (2.33)
We also eliminate u1 using Eq. (2.27) and u2 using Eq. (2.29), giving
dϕ1
dt1
+ u1·∇1 lnn0 −∇1·∇0ϕ1×zˆ +∇0·
{
− d
dt1
(∇0ϕ1)− (∇1ϕ1 +∇0ϕ2)×zˆ
}
= 0.
As ∇1·∇0ϕ1×zˆ +∇0·∇1ϕ1×zˆ = 0 and ∇0·∇0ϕ2×zˆ = 0 this simplifies to
dϕ1
dt1
+ u1·∇1 lnn0 +∇0·
[
− d
dt1
(∇0ϕ1)
]
= 0,
or, commuting ∇0· with ∂/∂t1,
dϕ1
dt1
− ∂∇
2
0ϕ1
∂t1
+ u1·∇1 lnn0 =∇0· [u1·∇0(∇0ϕ1)] . (2.34)
From Eq. (2.27) we have, explicitly, u1 = −xˆ∂yϕ1 + yˆ∂xϕ1. Using also the explicit
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expression ∇0ϕ1 = xˆ∂xϕ1 + yˆ∂yϕ1 it is readily shown that the right-hand side of
Eq. (2.34) evaluates to u1·∇0∇20ϕ1. That is, ∇0· also commutes with u1·∇0 in this
case. Thus, approximating∇ by∇0, ∂/∂t by ∂/∂t1, ϕ by ϕ1 and u by u1, Eq. (2.34)
reduces at O(2), the leading-order-accurate approximation, to
d
dt
(
ϕ−∇2ϕ+ lnn0
)
= 0. (2.35)
Hence we have derived the well-known Hasegawa–Mima equation [27] from the fluid
equations by the asymptotic expansion procedure for dynamics on a time scale much
slower than the gyrofrequency but on a length scale about the order of the sound radius.
It is apparent that the Hasegawa–Mima equation involves only one perturbation field,
namely the electrostatic potential. Due to this characteristic, this equation is classified
as the one-field equation for drift-waves.
It needs to be emphasized that the essential ingredient in reducing the equations
involved into just one field is the adiabatic electron response, Eq. (2.4). This relation
was taken for granted when it was applied in the derivation of the Hasegawa–Mima
equation above. As discussed below, the adiabatic relation turns out to be an over-
simplification.
2.3.1 The Adiabatic Electron Response
In the work of Hasegawa-Maclennan-Kodama [27], it was predicted that the nonlin-
ear term in the equation can lead to the presence of zonal flow due to the coupling
between two parental drift waves. However, Dorland and Hammett [73, 74] discovered
that the zonal flow generation is not as pronounced as what was predicted. They pro-
posed a necessary correction to the adiabatic electron response for the sustainment of
zonal flow generation. It will be shown in the following chapter that this correction
makes it possible to put the generation of zonal flows in the framework of modulational
instability.
It has been mentioned before that the Boltzmann relation Eq. (2.3) is due to the
response of electrons against a pressure gradient along the magnetic field. Let us
consider the dynamics of the electrons in the direction parallel to the magnetic field.
The electron equation of motion (in the full form) in this direction is:
en0∂
(0)
‖ ϕ1 − Te∂
(0)
‖ n1 = 0, (2.36)
or
∂
(0)
‖ n1 =
e
Te
n0∂
(0)
‖ ϕ1. (2.37)
Integration of the equation yields
n1 =
e
Te
n0ϕ1 + const (2.38)
The constant of integration in Eq. (2.38) may be evaluated by considering that
the number of electrons on each flux surface is constant. It has been mentioned in
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the preceding section (2.2) that adiabatic electron response yields no net flux across
the magnetic surface. In other words, there is no incremental electron density on the
magnetic surface. Therefore, the flux surface average of n1 has to be 0.
e
Te
n0 〈ϕ1〉y + const = 0 =⇒ const = −
e
Te
n0 〈ϕ1〉y . (2.39)
Substituting back Eq. (2.39) to Eq. (2.38):
n1 =
e
Te
n0
(
ϕ1 − 〈ϕ1〉y
)
. (2.40)
Thus, it becomes obvious that in the corrected adiabatic relation the surface av-
eraged component of the potential fluctuation is taken out from the relation.This is
contrasts with the uncorrected adiabatic relation in Eq. (2.4), which relates density
fluctuations to the full potential, including the surface-averaged part.
2.3.2 The Modified H-M Equation
With the correction to the adiabatic electron response Eq. (2.40), the original Hasegawa–
Mima equation (dropping the labels ”0” and ”1”) is consequently transformed into the
Modified Hasegawa–Mima equation:
d
dt
(
ϕ̂− ρ2s∇2ϕ+
Te
e
lnn0
)
= 0; (2.41)
or in a non-dimensionalized form
d
dt
(
ϕ̂−∇2ϕ+ lnn0
)
= 0;
where ϕ̂ ≡ ϕ−〈ϕ〉y. This modified version of the Hasegawa–Mima equation has become
the normal one used in modern works involving the Hasegawa–Mima equation. This
equation is different from Eq. (2.35) in that the surface-averaged part has been taken
from the potential that is related to the adiabatic electron response.
2.3.3 Action Conservation of Drift Waves
In studying drift-wave turbulence the wave kinetic equation is an important, frequently
used approach in the analysis. It was introduced by Kadomtsev [17] in showing nonlin-
ear interaction between oscillations in the system which is in a weakly turbulent state.
Hasegawa and Mima apply the wave kinetic theory in order to show inverse cascade
process through the turbulence spectrum leading to the formation of the zonal flow.
The wave kinetic approach is also used to describe modulational instability drift as
an alternative mechanism of zonal flow generation, e.g. in the work of Trines and co
workers [75] and Smolyakov and co workers [42].
An essential concept in the wave kinetic theory is the wave action. In the wave ki-
netic theory, the wave is described in terms of wave packets, which propagate with its
group velocity. As Bretherton and Garrett [76] put it, at the scale of the medium,
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a wave packet appears as a point associated with a definite position and definite
wavenumber which moves along a path, called a ray, in a phase space of position and
wavenumber. Accordingly, the wave packets can be regarded as quasi-particles [75].
Corresponding to the wave packets, the concept of action density of a wave prop-
agating in a medium is central to the analysis of a variety of linear and nonlinear
processes. This concept is the classical limit of the concept of occupation number in
the field-theoretical treatment of waves [77]. In a uniform medium, the wave action is
constant, while in a slowly varying medium it is adiabatically invariant.
As quoted by Kulsrud [78], the notion of an adiabatic invariant was first suggested
by Einstein at the Solvay Congress of 1911. He gave an answer to Lorenz’s question on
how would the number of quanta of a simple pendulum behave when its frequency of
oscillation is slowly changed by changing its length. Einstein proposed that the action
E/ω will remain the same and hence its number of quanta. The same is also true
for wave systems. When the parameters of waves, such as their background quantity,
slowly vary their frequency will change as well as the energy. The energy of the wave is
exchanged with its medium. Hence, the energy of waves in a slowly varying background
is not a conserved quantity. The conserved quantity of the wave will be its action.
Drift waves propagate in an inhomogeneous medium. There are three different
ways of defining wave action in a varying medium (Bellotti and Bornatici [79] and the
references within).
One definition is that the wave action is the spectral energy density divided by the
frequency as the solution of the dispersion relation [80]. This is merely an extension of
the standard definition in a uniform medium, namely E/ω. Bernstein and Baldwin [81]
arrived at the definition by first deriving the kinetic equation for the energy density
and integrating the energy density of the wave along its ray trajectory. They define
the action density to be the constant that is obtained from the integration. We will
follow Whitham’s [82] method in which wave action is defined as the derivative of an
averaged Lagrangian density with respect to frequency. The method works within the
framework of the WKB approximation, in which the wave is expressed in an eikonal
representation.
Lagrangian for the Hasegawa–Mima Equation
The first step is to define a Lagrangian density that will recover the Hasegawa–Mima
equation for drift-waves. A Lagrangian for drift waves has been given in previous
works of Mattor and Diamond [83] and Brizard [84]. The Lagrangians in both works
are linear. We shall attempt to obtain a nonlinear Lagrangian for the Hasegawa–Mima
equation, which is nonlinear in form.
We consider the action integral
S =
∫ t2
t1
dt
∫
Ω
d2x L(x, y, ϕ∗, ϕ, ϕ∗t , ϕt,∇ϕ∗,∇ϕ,
∇ϕ∗t ,∇ϕt,∇2ϕ,∇2ϕ∗,∇2ϕ) , (2.42)
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where * denotes the complex conjugate, ϕt ≡ ∂ϕ/∂t, ∇ϕ ≡ xˆ∂ϕ/∂x+ yˆ∂ϕ/∂y, and L
is the Lagrangian density defined ad hoc as
L = i
2
(ϕ∗ϕt − ϕ∗tϕ) +
i
2
(∇ϕ∗·∇ϕt −∇ϕ∗t ·∇ϕ)
+
i
2
(ϕ∗∇ϕ− ϕ∇ϕ∗)·zˆ×∇ ln 1
n0
− i
2
∇ϕ∗·∇ϕ×zˆ ∇2(ϕ∗ + ϕ) , (2.43)
The first term is similar to that of the Lagrangian for the Schro¨dinger equation [85],
but here ϕ is a classical field, so ~ does not appear.
We now apply the Hamilton Principle to obtain the equation of dynamics from
the corresponding Lagrangian. Hamilton’s Principle is the requirement that S be
stationary for arbitrary variations of ϕ and ϕ∗ (except at the initial and final times t1
and t2, and on the boundary ∂Ω, where ϕ and ∇ϕ and their complex conjugates are
held fixed). The field and its complex conjugate are variable independently because the
real and imaginary parts are independent. This principle implies the general Euler–
Lagrange equation
∂
∂t
∂L
∂ϕ∗t
+∇· ∂L
∂∇ϕ∗ −
∂L
∂ϕ∗
− ∂
∂t
∇· ∂L
∂∇ϕ∗t
−∇2 ∂L
∂∇2ϕ∗ = 0 , (2.44)
With our specific form of the Lagrangian density Eq. (2.44) leads (on dividing through
by i) to
∂
∂t
(∇2ϕ− ϕ)−∇ϕ×zˆ·∇ (∇2Reϕ− lnn0)+ 1
2
∇2(∇ϕ∗·∇ϕ×zˆ) = 0 . (2.45)
The last term vanishes when ϕ is real, and the Hasegawa–Mima equation is recovered.
Noting that −∇ϕ×zˆ ≡ v, the equation is similar to Eq. (2.35) Thus it has been shown
that the Lagrangian defined in Eq. (2.43) indeed yields the Hasegawa–Mima equation.
Adiabatic Invariant
Following Whitham’s procedure [82, 86] , we consider a drift wave that assumes the
form of a coherent wavetrain. In such a case an assumption can be made that nonlinear
Wentzel-Kramers-Brillouin (WKB) trial function of the form
ϕ = −1Φ(x, y, t) +
∑
±
{αA±1 (x, y, t) exp[±i−1θ±(x, y, t)]
+ α2A±2 (x, y, t) exp[±2i−1θ±(x, y, t)] +O(α3)} , (2.46)
represents the solution of the Hasegawa–Mima equation; where α is an expansion pa-
rameter for the amplitude, which we here distinguish from the WKB expansion pa-
rameter . The phases θ+ and θ−, the slowly varying fundamental amplitudes A±1 , and
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the second harmonic amplitudes A±2 are all treated as independently variable when
applying Hamilton’s principle. The slowly varying frequencies and wave vectors are
defined as ω± ≡ −∂t(θ±/) = O(1) and k± ≡ ∇(θ±/) = O(1), respectively. We have
also included a slowly varying O(1) background potential Φ to represent zonal flows.
The representation eqeq:WKB is substituted into Eq. (2.43). Retaining leading
order terms only in expansion parameter , the averaged Lagrangian density is obtained:
L = (1 + k2+)ω+|A+|2 − (1 + k2−)ω−|A−|2
−(k+|A+|2 − k−|A−|2)·zˆ×∇ ln ωc
n0
+(1 + k2+)|A+1 |2k+·∇(ReΦ)×zˆ− (1 + k2−)|A−1 |2k−·∇(ReΦ)×zˆ
−1
2
(1 + k2−)(A
+
1 A
−
1 e
i

(θ+−θ−)∇Φ∗ +A+∗1 A−∗1 e
−i

(θ+−θ−)∇Φ)·k+×zˆ
+
1
2
(1 + k2+)(A
+
1 A
−
1 e
−i

(θ+−θ−)∇Φ∗ +A+∗1 A−∗1 e
i

(θ+−θ−)∇Φ)·k−×zˆ.(2.47)
We shall see what the variation of the averaged Lagrangian brings about with
respect to variables involved. Variation of the amplitudes in the Lagrangian density
Eq. (2.47):
δL¯
δ|A±| = 0, (2.48)
yields
ω± − k±·V =
k±·zˆ×∇ ln ωcn0
1 + k2±
. (2.49)
It is shown that the variation reproduces the dispersion relation of drift waves [27].
Next we consider variation of the averaged Lagrangian with respect to θ:
δL
δθ+
≡ ∂L
∂θ+
− ∂
∂t
∂L
∂ω+
−∇·∂L
∂k
= 0, (2.50)
It should be remarked that the partial derivative of L with respect to θ is of order
O(−1), while L itself is of order O(0). Thus, taking partial derivative with respect
to θ pushes the relevant term to next higher order in . Considering this outcome, we
can expect that terms of order O()O(α2) in the averaged Lagrangian will contribute
to the order O(0)O(α2) in the variational derivative. Therefore we shall take from the
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averaged Lagrangian order O()O(α2) terms with exponential factor:
i
2
(
−(1 + k2−)A−1 e
i
 (θ+−θ−)∇A+1 ·∇Φ∗×zˆ + (1 + k2−)A−∗1 e
−i
 (θ+−θ−)∇A+∗1 ·∇Φ×zˆ
− (1 + k2+)A+1 e
i
 (θ+−θ−)∇A−1 ·∇Φ∗×zˆ + (1 + k2+)A+∗1 e
−i
 (θ+−θ−)∇A−∗1 ·∇Φ×zˆ
+ (∇A−1 ·k−)e
i
 (θ+−θ−)A+1 k+·∇Φ∗×zˆ− (∇A∗−1 ·k−)e
−i
 (θ+−θ−)A∗+1 k+·∇Φ×zˆ
+ (∇A+1 ·k+)e
i
 (θ+−θ−)A−1 k−·∇Φ∗×zˆ− (∇A∗+1 ·k+)e
−i
 (θ+−θ−)A∗−1 k−·∇Φ×zˆ
+ (∇×k−)A−1 e
i
 (θ+−θ−)A+1 k+·∇Φ∗×zˆ− (∇×k−)A∗−1 e
−i
 (θ+−θ−)A∗+1 k+·∇Φ×zˆ
+ (∇×k+)A+1 e
i
 (θ+−θ−)A−1 k−·∇Φ∗×zˆ− (∇×k+)A∗+1 e
−i
 (θ+−θ−)A∗−1 k−·∇Φ×zˆ
)
(2.51)
Partial differentiation with respect to θ+ gives
∂L
∂θ+
=
1

(
(1 + k2−)A
−
1 e
i
 (θ+−θ−)∇A+1 ·∇Φ∗×zˆ + (1 + k2−)A−∗1 e
−i
 (θ+−θ−)∇A+∗1 ·∇Φ×zˆ
+ (1 + k2+)A
+
1 e
i
 (θ+−θ−)∇A−1 ·∇Φ∗×zˆ + (1 + k2+)A+∗1 e
−i
 (θ+−θ−)∇A−∗1 ·∇Φ×zˆ
− (∇A−1 ·k−e
i
 (θ+−θ−)A+1 k+·∇Φ∗×zˆ− (∇A∗−1 ·k−e
−i
 (θ+−θ−)A∗+1 k+·∇Φ×zˆ
− (∇A+1 ·k+e
i
 (θ+−θ−)A−1 k−·∇Φ∗×zˆ− (∇A∗+1 ·k+e
−i
 (θ+−θ−)A∗−1 k−·∇Φ×zˆ
− (∇·k−)A−1 e
i
 (θ+−θ−)A+1 k+·∇Φ∗×zˆ− (∇·k−)A∗−1 e
−i
 (θ+−θ−)A∗+1 k+·∇Φ×zˆ
−(∇·k+)A+1 e
i
 (θ+−θ−)A−1 k−·∇Φ∗×zˆ− (∇·k+)A∗+1 e
−i
 (θ+−θ−)A∗−1 k−·∇Φ×zˆ
)
,
(2.52)
which is O(0)O(α2), since ∇A is O().
Simplification can be made if we take ϕ to be a real function. The assumption
implies that A∗+1 = A
−
1 and A
+
1 = A
∗−
1 . Further simplification is made by setting
θ+ = θ−. Those simplifications allow us to obtain:
∂L
∂θ+
= −2[(1 + k2)zˆ×∇(ReΦ)·∇|A+1 |2 − (k·V)∇·(k|A+1 |2)]; (2.53)
where V = zˆ×∇(ReΦ). Using Eq. (2.47), Eq. (2.50), and Eq. (2.53), we get the
following expression
d
dt
[(1 + k2)|A+1 |2] = −2[(1 + k2)zˆ×∇(ReΦ)·∇|A+1 |2 − (k·V)∇·(k|A+1 |2)]. (2.54)
We can write the equation as
dN
dt
= −2[(1 + k2)zˆ×∇(ReΦ)·∇|A+1 |2 − (k·V)∇·(k|A+1 |2)], (2.55)
where N is the wave action density
N± =
∂L¯
∂ω±
= (1 + k2±)|A±|2 . (2.56)
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With this definition of action density it can be seen that Eq. (2.54) shows violation
of action conservation due to the terms appearing on the right hand side. Therefore,
it can be said that it is a statement of action non-conservation. It appears that the
nonlinearity of the Lagrangian has caused the non-conservation of the drift wave action
density. We note that this definition of the wave action density differs by a factor of ω
from that found by Mattor and Diamond [83] and Brizard [84], who use Lagrangians
derived for linearized drift waves. However, it agrees with the result of Biskamp and
Horton [87], who do not use the Whitham variational method and conclude that wave
energy and action are equal for drift waves.
Our result thus shows that the discrepancy between the two wave action expressions
in the literature does not arise from the use of the variational method per se, but from
the form of the Lagrangian adopted. For time-independent background quantities,
both wave energy and action are conserved, so the conservation laws derived are not
inconsistent. Rather, it is the naming of the conserved quantities that is in question
in that case.
When the background quantities are time-dependent, however, energy can be ex-
changed between the wave and background subsystems [88] and thus wave energy is
not conserved but wave action remains a conserved quantity. Thus the full resolution
of the discrepancy requires an analysis of the time-varying-background case. The time
variation we have allowed in the background flow potential Φ is sufficient to expose the
problem, even if n0 and ωc are constant in time.
The Lagrangian we have found has the attraction of being very simple, yet, unlike
those in Refs. [83, 84], it is nonlinear. As it leads to the Hasegawa–Mima equation, in
the case of real initial conditions, it is as physically correct as this equation and can
thus be used, for instance, to derive mode-coupling equations. However, the action-
conservation discrepancy suggests caution should be adopted in using it for deriving
wave-background interactions such as zonal flow generation.
The fact that the Lagrangians of Mattor and Diamond and of Brizard are derived
from physical Lagrangians, rather than constructed ad hoc as ours was, makes it more
likely that their form for the wave action is correct. However, further work remains to
be done to resolve this issue.
Chapter 3
Generation of Zonal Flow and the
Nonlinear Schro¨dinger Equation
In geophysical fluid dynamics, the phrase zonal flow refers to a general flow pattern
along lines of latitude, as opposed to meridional flow along lines of longitude.
Figure 3.1: Left panel shows NASA image PIA04866: Cassini Jupiter Portrait, a mosaic of
27 images taken in December 2000 by the Cassini spacecraft. Right panel shows a simulation
of plasma potential fluctuations in a tokamak cut at a fixed toroidal angle as produced by the
GYRO code (courtesy Jeff Candy http://fusion.gat.com/theory/pmp/). Note that, in the
plasma case, zonal flows are in the y-direction when slab geometry is used.
Further qualification of zonal flows is that they are segmented into zones of latitude.
The clearest example of this is the banded cloud patterns on Jupiter (see left panel
of Fig. 3.1). The flow on the atmosphere of Jupiter varies in magnitude, and even
sign, with latitude in a quasiperiodic fashion. This variation affords the zonal flow its
sheared nature.
In the context of toroidal magnetic confinement plasma physics the term “zonal
flow” refers to a mean poloidal flow with strong variation in minor radius. (See e.g.
the review of Diamond et al. [89].) The flow has drawn considerable interest in the
plasma community because it is believed that its sheared nature results in suppression
of drift-wave turbulence and thus improves confinement of heat, which sustains fusion
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condition (see e.g. the review of Terry [90]).
x
y
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Length
Figure 3.2: A sheared zonal flow in the poloidal direction stretches the vortex, causing the
eddy coherence length in the radial direction x to decrease, thus reducing transport in this
direction.
It is not a matter of coincidence that the same phrase “zonal flow” has been used
in in both geophysics and magnetic plasma confinement context, as analogies between
the two fields has become more evident [91].
The right panel of Fig. 3.1 shows turbulence in a simulated tokamak, in which the
plasma is hotter and denser in the middle. It is shown in the figure that the radial
coherence length of the drift-wave vortex is reduced by the zonal flow (see Fig. 3.2),
which is spontaneously generated by the parental drift-waves. Despite the three di-
mensional nature of the tokamak, the turbulence is quasi-two-dimensional. This is due
to the fact that the turbulence eddies circulate around the magnetic field, which winds
helically around the torus forming a nested toroidal magnetic surfaces that confine the
magnetic field in topologically toroidal magnetic flux tubes.
The geometry of the magnetic field necessitates the use of generalized polar coor-
dinate representation for the most realistic representation of the cross-sectional plane
of the torus. However, we shall refrain from using that in this thesis in favour of the
slab geometry to gain physical insight while maintaining simplicity in the formalism.
In this representation, the Cartesian coordinates x, y, z are used. x represents the
minor radius, and y and z replace the poloidal and toroidal angle, respectively. The x
and y directions are indicated in the right panel of Fig. 3.1. This approximation is also
known in geophysics as the β-plane approximation, with the opposite use of x and y.
While in the β-plane approximation the zonal direction is x, in the slab geometry it is
y.
The zonal flows in tokamak plasma can be generated from drift-wave (the ana-
logue of planetary Rossby waves) turbulence due to the condensation of energy at low
wavenumbers [92]. It is possible due to the particular law to two-dimensional law,
namely the conservation of enstrophy [27, 51]. It should be mentioned, nonetheless,
that such formations of large-scale structure can also be found in three-dimensional
flows due to long-wave instability of the corresponding small-scale flow [93]. Recent
progress in the theory of drift wave-zonal flow system, initiated by Farrell and Ioan-
§3.1 The CHM and MHM Equations 35
nou [94], provides alternative mechanism in which no such cascade of energy occurs.
Some works along this line is carried out by Parker and Krommes [95,96].
A strong candidate for the generation of these large-scale zonal flows is modulational
instability [42, 97–102] through a feedback mechanism, in which modulations of the
drift-wave envelope excite zonal flows through a nonlinear mechanism (Reynolds stress)
and the zonal flows enhance the modulation through a self-focusing mechanism.
This theory of of zonal flow generation will be elucidated here with the minimum de-
scription using the one-field Hasegawa–Mima equation [27,51]. This simple description
provides a starting point for describing the interaction of drift-waves and zonal flows,
which is nonlinear [27, 42]. The same equation also describes Rossby wave turbulence
in planetary flows in the quasigeostrophic and barotropic approximations [27, 71, 103].
To emphasize its geophysical connections, we shall follow a common practice in the
plasma physics literature and call the original form of the Hasegawa–Mima equation the
Charney–Hasegawa–Mima (CHM) equation (although in the geophysical literature the
equation is called the “quasigeostrophic barotropic potential vorticity equation” [104]).
Unfortunately for the interdisciplinarity afforded by the use of the CHM equation,
it became recognized in the early ’90s [73,105] that a corrected form for toroidal plasma
applications should be used, which we shall call the Modified Hasegawa–Mima (MHM)
equation. Although the modification seems at first glance to be minor, we shall show
that it makes a profound difference to the modulational stability analysis because it
enhances the generation of zonal flows.
Some early works on modulational instability of drift waves can be found in Refs. [106–
108] but these predate the recognition of the need to use the MHM equation to en-
hance the nonlinear effect of zonal flows in a toroidal plasma. Both Majumdar [107]
and Shivamoggi [108] add a scalar nonlinearity, arising from polarization drift and/or
temperature gradient, to the CHM equation in order to find a nonlinear frequency
shift. In the Mima and Lee [106] paper, the nonlinear frequency shift comes from
time-averaged flow and density profile flattening.
In Sec. (3.1) we introduce the CHM and MHM equations and in Sec. (3.3) we in-
troduce the generic form of the nonlinear Schro¨dinger equation, which describes the
time evolution of modulations on a carrier wave, and use it to derive a criterion for
modulational instability. In Sec. (3.4) we use the MHM and CHM equations to derive
the nonlinear frequency shift of a finite-amplitude drift/Rossby wave and use it to de-
termine the criteria for modulational instability of drift and Rossby waves, respectively.
In Sec. (3.5) the derivation in the sections preceeding it, carried out by the Reynolds
averaging method, will be performed by the derivative perturbation expansion method
to show the equality of the results obtained by both methods.
3.1 The CHM and MHM Equations
The Charney–Hasegawa–Mima equation (CHM) [27,103] is an equation for the evolu-
tion in time, t, of the electrostatic potential ϕ(x, y, t) (or, in the Rossby wave applica-
tion, the deviation of the atmospheric depth from the mean [27]). Here x and y are
Cartesian coordinates describing position in a two-dimensional domain D, representing
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a cross section of a toroidal plasma with a strong magnetic field, B, predominantly in
the z-direction (unit vector zˆ).
In the slab model we take D to be a rectangle with sides of length Lx and Ly. A
circular domain would clearly be more realistic geometrically because it has a unique
central point, representing the magnetic axis, but it is unlikely to add any qualitatively
new physics. In strongly shaped tokamaks, like the one depicted in Fig. 3.1, one might
be tempted to give D the noncircular shape of the plasma edge to add yet more realism.
However, we caution against this line of thinking because each point in D represents an
extended section of field line, over which the drift-wave amplitude is significant. That
is, D does not represent any given cross section of the tokamak, but rather a two-
dimensional surface in a field-line coordinate space (see e.g. Ref. [109]), onto which
behaviour in the third dimension is projected.
We assume the ion temperature to be negligible with respect to the electron temper-
ature Te, assumed constant throughout the plasma. The strong magnetic field allows
the plasma to support a cross-field gradient in the time-averaged electron number den-
sity, n¯, and the wave dynamics is taken to be sufficiently slow that, along the field
lines, the electrons respond adiabatically to fluctuations in ϕ. That is, on a given
field line they remain in local thermodynamic equilibrium, with distribution function
f(r,v, t) = const exp(−E/Te), where Te is the electron temperature in energy units
(eV) and E is the total electron energy 12mv2− eϕ, with m the electron mass and e the
electronic charge.
Following Hasegawa and Mima, the shear in the magnetic field is assumed very
weak, so that z-derivatives and the parallel component, k‖, of the wave vector k can be
neglected, thus reducing the problem to a two-dimensional one. However, the existence
of magnetic shear is crucial in one qualitative respect—the foliation of the magnetic
field lines into nested toroidal magnetic surfaces (x = const in slab geometry). Field
lines cover almost all magnetic surfaces ergodically, so the constant in the expression
for the distribution function is a surface quantity. Integrating over velocity we find
n = n0(x, t) exp
(
eϕ˜
Te
)
= n0
(
1 +
eϕ˜
Te
+O(ϕ˜2)
)
, (3.1)
where we have decomposed ϕ into a surface-averaged part, ϕ(x, t) ≡ P ϕ(x, y, t) (ab-
sorbed into n0), and the surface-varying part, ϕ˜ ≡ P˜ ϕ ≡ ϕ − ϕ. Here we have used
the magnetic-surface-averaging operator P defined in slab geometry by
P · ≡ 1
Ly
∫ Ly
0
dy · , (3.2)
and its complementary projector P˜ ≡ 1 − P . (Note that P and P˜ commute with
∂t and ∇.) Equation (3.1) can also be derived purely from fluid equations, without
introducing the distribution function explicitly.
One can show, by surface-averaging the continuity equation for the electron fluid
in the absence of sources or sinks, that the surface-averaged electron density is inde-
pendent of t. Thus, to O(ϕ˜), n0 is independent of t and equals the prescribed average
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density n¯. This would not be the case if we had not subtracted off ϕ in Eq. (3.1),
and in this we differ from Hasegawa and Mima but follow most modern practice since
Dorland et al. [73,105] pointed out the importance of modifying the electron response
in this way. Use of Eq. (3.1) leads to what we shall call the Modified Hasegawa–Mima
equation (MHM equation).
Defining a switch parameter s such that s = 0 selects the original CHM equation
and s = 1 the MHM equation, and a stream function ψ ≡ ϕ/B0, we write Eq. (10) of
Hasegawa et al. [27] [Eq. (2.35) in its nondimensionalized form] as
d
dt
(
ln
ωci
n0
+
ζ
ωci
− eB0
Te
(ψ˜ + δs,0ψ)
)
= 0 , (3.3)
where d/dt ≡ ∂t + vE·∇, with
vE ≡ −∇ϕ×zˆ
B0
= zˆ×∇ψ , (3.4)
being the E×B velocity (SI units), ζ ≡ zˆ·∇×vE = ∇2ψ the vorticity, ωci ≡ eB0/mi
the ion cyclotron frequency, and ∇ ≡ xˆ∂x+ yˆ∂y the perpendicular gradient. As shown
in the Appendix of Meiss and Horton [103], this is an approximate form of Ertel’s
theorem for the conservation of potential vorticity under Lagrangian advection at the
E×B velocity. Note that the MHM equation satisfies the expected1 Galilean invariance
under boosts in the poloidal direction, y′ = y− V t, E′ = E + V B0xˆ (so ψ′ = ψ− V x),
whereas the original CHM equation does not and is therefore unsatisfactory for plasma
physics purposes.
We now rewrite Eq. (3.3) in a more explicit way [cf. Eq. (1) of Smolyakov et al. [42]]
(∂t + vE·∇+ v∗·∇)(ψ˜ + δs,0ψ)− (∂t + vE·∇)ρ2s∇2ψ = 0 , (3.5)
where the characteristic drift-wave scale length ρs ≡ ω−1ci (Te/mi)1/2 is the sound speed
divided by ωci, and the electron diamagnetic drift
2 is defined by
v∗ ≡ −Tezˆ×∇n0
eB0n0
. (3.6)
The ordering in Ref. [27] makes all terms in Eq. (3.5) of the same order. Thus, bal-
ancing ∂tϕ and ∂tρ
2
s∇2ϕ2 we see that ρs is indeed the characteristic scale length for
spatial fluctuations. Balancing ∂tϕ and v∗·∇ϕ we see that the characteristic time scale
is ρs/v∗, and balancing vE and v∗ we see that the characteristic amplitude of potential
fluctuations is (Te/e)ρs/Ln, where Ln is the scale length for radial variation of n0. We
assume ρs/Ln  1, so the waves have small amplitudes compared with the thermal
1Even in the absence of topography, we do not expect Galilean invariance in geophysical application
of the CHM equation, as the β-plane is not an inertial frame. In the plasma confinement application,
a poloidal boost in polar coordinates would also be to a rotating frame, but the slab approximation
implies we should ignore any Coriolis effects and Galilean invariance in the poloidal direction should
apply.
2v∗ is the analogue of β in the geophysical application of the CHM equation.
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Figure 3.3: Visualization showing disruption (lower right) of a coherent wave train (lower
left) through generation of zonal flows by modulational instability in a tokamak simulation.
(Courtesy of Z. Lin, http://w3.pppl.gov/~zlin/visualization/. See also Refs. [110] and
[98].)
potential. However, kξ, with k a typical fluctuation wavelength, and ξ a typical dis-
placement of a fluid element by the waves, can be order unity, and thus the equation
can describe strong turbulence.
Projecting Eq. (3.5) with P and P˜ we can split it into two equations, one for the
surface-varying part and one for the zonal-flow part
(∂t + zˆ×∇ψ·∇)(1− ρ2s∇2)ψ˜ + [v∗ − zˆ×∇(δs,0 − ρ2s∇2)ψ]·∇ψ˜
= ρ2s P˜ zˆ×∇ψ˜·∇∇2ψ˜ , (3.7)
∂t(δs,0 − ρ2s∇2)ψ = ρ2sP zˆ×∇ψ˜·∇∇2ψ˜ . (3.8)
In the MHM case, s = 1, Eq. (3.8) reduces to Eq. (2) of Ref. [42], ∂t∇2ψ = −P zˆ×
∇ψ˜·∇∇2ψ˜.
Although physically an approximation, we shall in this work regard the CHM/MHM
equations as given and treat them as exact equations even for the mean flow component
of ψ, which we assume to vary on longer and slower length and time scales than assumed
in the maximal balance ordering discussed above.
3.2 Waves and Mean Flow
Assuming there is a scale separation between fluctuations and mean flow, we introduce
an averaging operation 〈·〉 which filters out the fluctuating, wavelike component of
whatever it acts on, leaving only a slowly varying component related to the mean flow.
This operation can be realized explicitly by convolution with a smooth, bell-shaped
kernel of width (in time and space) long compared with the fluctuation scale but short
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compared with the mean flow scale. Alternatively we can define it implicitly via the
test-function formalism introduced in Appendix A of Ref. [88]. Either way, averaging
can be shown to commute with ∂t and ∇ to all orders in , the ratio of fluctuation
scales to mean-flow scales.
We then split ψ into a slowly varying mean flow part, ψ0 ≡ 〈ψ〉, and a fluctuating
part, ψ1 ≡ ψ − 〈ψ〉.
Note that, except when the mean flows are purely zonal, 〈·〉 is distinct from the
surface averaging operation P · we used to set up the MHM equation. In this we agree
with Krommes and Kim [111] and differ from Champeaux and Diamond [101], who, in
effect, take P to be the same as 〈·〉 irrespective of the direction of the mean flows.
We consider the case of modulations carried on a coherent wave (see e.g. Fig. 3.3),
rather than a broad turbulent spectrum [111]. (As the CHM and MHM equations
include no drift-wave instability mechanism, the origin of this wave is outside the
theory—it is an initial condition.) Taking, for simplicity, v∗ to be a global constant we
assume the carrier wave (also called the pump wave in some analyses) to be a plane
wave and write
ψ1 = A(r, t) exp(ik·r− ωkt) + c.c. , (3.9)
where A is a slowly varying complex amplitude and c.c. denotes complex conjugate.
To begin, we take A and the mean flow, 〈vE〉, to be constant and treat the carrier
wave using linear theory. (Nonlinear effects will be discussed in Sec. 3.3.) Linearizing
Eq. (3.5) we find the dispersion relation in the CHM case to be
ωk =
kyv∗
1 + ρ2sk
2
+
ρ2sk
2
1 + ρ2sk
2
k·〈vE〉 , (3.10)
whereas, in the MHM case, s = 1, and assuming purely zonal mean flow (〈vE〉 = v¯Eyˆ),
it is
ωk =
kyv∗
1 + ρ2sk
2
+ k·〈vE〉 . (3.11)
In the latter case, the mean flow causes a simple Doppler shift of frequency, but for the
unmodified CHM equation the Doppler shift is reduced by a factor ρ2sk
2/(1 + ρ2sk
2).
We shall use the frequency shift due to mean flow to calculate the nonlinear fre-
quency shift. Otherwise we can ignore it. The group velocity, vg ≡ ∂ωk/∂k, in the
absence of a mean flow, is the same in both cases
1
v∗
∂ωk
∂k
=
yˆ
1 + ρ2sk
2
− 2ρ
2
skky
(1 + ρ2sk
2)2
. (3.12)
We shall also need the dispersion dyadic ∇k∇kωk
1
v∗
∂2ωk
∂k∂k
= 8ρ4s
kykk
(1 + ρ2sk
2)3
− 2ρ2s
kyˆ + yˆk + kyI
(1 + ρ2sk
2)2
, (3.13)
where I is the unit dyadic.
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3.3 Nonlinear Schro¨dinger Equation and Modulational In-
stability
We largely follow the simple introduction to modulational instability theory given in
Dewar et al., [112] starting with the nonlinear Schro¨dinger equation
i
(
∂
∂t
+
∂ωk
∂k
·∇
)
A = ∆ω[|A|]A− 1
2
∂2ωk
∂k∂k
:∇∇A , (3.14)
where ∂/∂k denotes the gradient in k-space and ∆ω the nonlinear frequency shift, a
nonlinear functional of the amplitude |A| (cf. e.g. Ref. [85]). If the scale length of
the modulations is O(−1) compared with the wavelength of the carrier, then the vg·∇
term on the LHS of Eq. (3.14) is O() whereas the ∇kvg:∇∇ term on the RHS is
smaller, O(2). Assuming the nonlinear frequency shift to be of the same order, we
see that Eq. (3.14) expresses the fact that, on a short time scale, modulations simply
advect with the group velocity, while on a longer timescale the nonlinear frequency
shift causes a slow drift in the phase while the dispersion dyadic ∂2ωk/∂k∂k causes
spreading of the modulations.
a
Α0
vg
Figure 3.4: A high frequency wave that is modulated by a low frequency wave with non-
linearity at play. Positive nonlinear frequency shift, ∆ω[|A|] > 0, makes the wave denser at
the place where amplitude is greater. When
∂vg
∂k < 0, the group velocity will be slower at the
place where the wave is denser. Therefore, energy will be condensed at that place and increase
the amplitude at the place where the amplitude is already at the maximum. Thus, instability
occurs.
Therefore we see a competition between nonlinear frequency shift and dispersion.
The possibility of maintaining a balance can be provided only when nonlinear dispersion
has the same sign. Fig. 3.3 depicted a situation where the two competing factors
have opposite sign, which leads to instability. In this case, nonlinear frequency shift
∆ω[|A|] > 0 and ∂vg∂k < 0. Such nonlinearity cause the wavenumber to be higher at the
point where amplitude is higher. Concurrently, due to negativity of its dispersion, the
group velocity will be at its lowest at the point where the amplitude is maximum. We
will have a situation in which energy get congested in this region which cause further
increase in amplitude when the amplitude is already maximum.
An amplitude-modulated wave can be represented as the sum of the unmodulated
§3.4 Nonlinear Frequency Shift 41
carrier wave and upper and lower sidebands
A = A0 exp(−i∆ω0t)
×{1 + a+ exp(iK·r− iΩt) + a∗− exp(−iK·r + iΩ∗t)} , (3.15)
where ∆ω0 ≡ ∆ω[|A0|].
Linearizing in |a±|, |A| = |A0|[1 + 12(a+ + a−) exp i(K·r−Ωt) + c.c.], and using this
in Eq. (3.14) we find Ω−K·∂ωk∂k − KK2 : ∂
2ωk
∂k∂k
− 1
2
δωK −1
2
δωK
1
2
δωK Ω−K·∂ωk
∂k
+
KK
2
:
∂2ωk
∂k∂k
+
1
2
δωK
[ a+
a−
]
= 0 , (3.16)
where δωK (denoted α∆ω0 in Ref. [112]) is defined by
δωK ≡ |A0| exp(−iK·r)
∫
d2x
δ∆ω
δ|A| exp(iK·r) . (3.17)
Setting the determinant of the matrix in Eq. (3.16) to zero gives the dispersion
relation for plane-wave modulations(
Ω−K·∂ωk
∂k
)2
=
1
2
KK:
∂2ωk
∂k∂k
(
δωK +
1
2
KK:
∂2ωk
∂k∂k
)
. (3.18)
The criterion for modulational instability is that Ω be complex, Ω = Ωr + iΓ, Γ > 0,
and from Eq. (3.18) we immediately see that this occurs, for sufficiently small K, if
and only if there exist directions for K in which
δωKKK:
∂2ωk
∂k∂k
< 0 . (3.19)
3.4 Nonlinear Frequency Shift
The nonlinear frequency shift ∆ω in a general fluid or plasma is composed of two
parts. The first is that due to the intrinsic nonlinearity of the medium and the second
is that due to Doppler-like shifts [see Eqs. (3.10) and (3.11)] associated with nonlinearly
induced mean flows.
However, in the case of drift or Rossby waves described by the CHM or MHM
equations, the intrinsic nonlinear frequency shift is zero (or, at most, of higher order
than quadratic). To see this, consider the terms in Eq. (3.5) describing nonlinear wave-
wave (including self) interactions: {ψ1, ψ˜1 +δs,0ψ1} and {ψ1,∇2ψ1}, where the Poisson
bracket of two functions f and g is defined by
{f, g} ≡ zˆ×∇f ·∇g = ∂xf.∂yg − ∂xg.∂yf . (3.20)
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Since we assume ky 6= 0, ψ1 is zero (to leading order, at least) and ψ˜1 = ψ1. As the
Poisson bracket {f, f} ≡ 0 for any f , the first nonlinear self-interaction term vanishes.
Similarly, because we are considering a monochromatic carrier wave, the second self-
interaction term also vanishes to leading order: {ψ1,∇2ψ1} ≈ −k2{ψ1, ψ1} ≡ 0.
For the calculation of the nonlinearly excited mean flows, we will need to evaluate
the above term more accurately, which is best done via the useful identity
{f,∇2f} = ∂x∂y
[
(∂xf)
2 − (∂yf)2
]− (∂2x − ∂2y) (∂xf.∂yf) . (3.21)
(Some earlier discussion of this identity can be found in Ref. [113].) Averaging Eqs. (3.7)
and (3.8) over the fluctuation scale,
(∂t + v∗·∇)(1− ρ2s∇2)〈ψ˜〉 = ρ2s P˜ 〈{ψ˜1,∇2ψ˜1}〉 , (3.22)
∂t(δs,0 − ρ2s∇2)〈ψ〉 = ρ2sP 〈{ψ˜1,∇2ψ˜1}〉 . (3.23)
For both the CHM and MHM cases, the small ρ2s∇2 = O(ρ2sK2) term on the LHS
in Eq. (3.22) is negligible compared with 1.
3.4.1 Modulational instability for MHM equation
However, on the LHS of Eq. (3.23) the leading term 1 does not occur in the MHM
case, s = 1, so the ρ2s∇2 term must be retained. Consequently, in this case 〈ψ˜〉 is
smaller than 〈ψ〉 by a factor O(ρ2sK2). As the mean flow, ∝ zˆ×K, is thus zonal we
must have K = Kxˆ. That is. in the MHM case we must, for consistency, restrict use
of Eqs. (3.18) and (3.19) to the case Ky = 0 and setting 〈ψ˜〉 = 0. Then, using the
identity Eq. (3.21), dividing Eq. (3.23) by ρ2s and integrating twice with respect to x
we find [42]
∂tψ0(x, t) = P∂xψ1.∂yψ1 = 2kxky|A|2 , (3.24)
with the second form following from Eq. (3.9).
We can convert the time derivative to a spatial derivative by noting that the RHS
of Eq. (3.14) is small (assuming |A| is small) so, to leading order, ∂tA = −vg·∇A; that
is, the modulations move at the group velocity. This also applies to quantities like ψ0
driven by |A|, so, to leading order, Eq. (3.24) becomes
∂xψ0 = −2kxky
vgx
|A|2 . (3.25)
By Eq. (3.4), vE = ∂xψ0yˆ, so Eqs. (3.11) and (3.12) give the nonlinear frequency shift
for case s = 1 as a simple function of |A|
∆ω =
(1 + ρ2sk
2)2ky
ρ2sv∗
|A|2 . (3.26)
As the nonlinear frequency shift in this case is a simple quadratic function (rather
than functional) of |A|, the modulated frequency shift parameter δωK , Eq. (3.17),
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in the nonlinear Schro¨dinger equation is now given simply by δωK = d∆ω/d ln |A| =
2∆ω0. The modulational instability criterion, Eq. (3.19), now becomes −ky∂2ωk/∂k2x <
0. That is, from Eq. (3.13), the modulational instability criterion for the modified
Hasegawa–Mima equation case, s = 1, is
1− 3ρ2sk2x + ρ2sk2y > 0 , (3.27)
which agrees with Ref. [42] and Ref. [114] but not with Ref. [101] who, due to a
misprint [115] reproduced in Ref. [89], omit the factor 3 multiplying ρ2sk
2
x. Recent work
by Connaugthon etal. [116] gives a general form of the modulational instability criterion
for drift and Rossby waves confirms the agreement of our result. (An apparently similar
inequality to that in Ref. [101] appears in Ref. [99], but this is not really relevant as
they consider only a drift wave propagating in the poloidal direction—their kx is our
Kx.)
If criterion Eq. (3.27) is fulfilled, the growth rate curve, Γ2 vs. K2, is an inverted
parabola with maximum at
Γmax = ∆ω0, Kmax =
(1 + ρ2sk
2)5/2
(1− 3ρ2k2x + ρ2sk2y)1/2
|A|
ρ2sv∗
. (3.28)
This extends the small-K result in Eq. (15) of Ref. [42] (who use the notation q
for our K) to get a turnover in Γ at large K, as was also found using a mode-coupling
approach by Chen et al. [98] via the gyrokinetic equation in toroidal geometry within
the ballooning approximation, and by Lashmore-Davies et al. [100] using the modified
Hasegawa–Mima equation.
As the latter authors base their analysis on the same model as used in the present
paper, we can make a precise comparison between our Eq. (3.18) and their modulational
dispersion relation, Eq. (43) in the small q ≡ Kx limit implied by our envelope approach.
Expanding their quantities δ± in q, it is easily seen that, to leading order, their δ++δ− =
q2∂2ωk/∂k
2
x and (δ+ − δ−)/2 = q∂ωk/∂kx, while their expression 2Ω20|A0|2F0(k0, q) is
δωK = 2∆ω0, with ∆ω0 given by Eq. (3.26) above. Completing the square in their
Eq. (43), we see that correspondence between the two modulational dispersion relations
is exact in the small q = Kx limit.
Note also that the modulations and zonal flows have finite frequency, even without
geodesic effects, [117] as they propagate radially with phase velocity equal to the carrier
group velocity, ∂ωk/∂kx = −2ρ2skxkyv∗/(1 + ρ2sk2)2 from Eq. (3.12).
3.4.2 Modulational instability for CHM equation
In the unmodified case, s = 0, there is actually no compelling reason to make the split
into zonal and nonzonal components. Averaging Eq. (3.5) over the fluctuation scale
(noting that vE·∇ψ ≡ 0 and neglecting small terms) we find
(∂t + v∗·∇)ψ0 = ρ2s 〈vE·∇∇2ψ1〉 = ρ2s 〈{ψ1,∇2ψ1}〉 . (3.29)
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Integrating from t = −∞, where ψ0 is assumed to vanish, along the trajectory of a
fluid element moving at the drift speed and assuming the modulations in the forcing
term on the RHS to be advecting at the group velocity we find
ψ0(x, y, t) = ρ
2
s
∫ 0
−∞
dτ〈{ψ1,∇2ψ1}〉
(
x− ∂ωk
∂kx
τ, y + (v∗ − ∂ωk
∂ky
)τ, t
)
. (3.30)
Using the ansatz Eq. (3.9), the dispersion relation Eq. (3.10), and the identity
Eq. (3.21) we find the nonlinear frequency shift to be the functional
∆ω =
2ρ4sk
2
1 + ρ2sk
2
(ky∂x − kx∂y)[(k2x − k2y)∂x∂y − kxky(∂2x − ∂2y)]
×
∫ 0
−∞
dτ |A|2 (x− vgxτ, y + (v∗ − vgy)τ, t) . (3.31)
Perturbing ∆ω with a small modulation δ|A|, replacing δ|A| by exp iK·r, and sub-
stituting in Eq. (3.17) we get the modulated frequency shift
δωK =
4ρ4sk
2|A0|2
1 + ρ2sk
2
(kyKx − kxKy)[(k2x − k2y)KxKy − kxky(K2x −K2y )]
Kxvgx +Ky(vgy − v∗) . (3.32)
Equation (3.18) then gives the dispersion relation for small modulations. Clearly, this
is considerably more complicated than found in the MHM case and will not be analyzed
further here except to make comparison with the results of Ref. [42], who take Ky = 0.
In this case
δωK =
2|A0|2K2x
v∗
ρ2sk
2(1 + ρ2sk
2) , (3.33)
which gives a modulational dispersion relation in the small Kx limit in essential agree-
ment with Eq. (19) of Ref. [42], who note that the modulational instability criterion is
the same as that for the MHM, Eq. (3.27). However, the resonance at K·(vg−v∗) = 0
arising from the vanishing of the denominator in Eq. (3.32) will give higher growth rates
for oblique modulations, so it is not clear that this special case is of great significance
for Rossby waves in the absence of boundaries.
3.5 Derivation of NLS by the Derivative Perturbation Ex-
pansion Method
The Nonlinear Schro¨dinger Equation (NLS) can also be obtained from the Hasegawa-
Mima equation by perturbation expansion. Two different variants of multiple scales
method have been used in early works by Mima and Lee, Majumdar, and Shivamoggi
[106–108]. References [106] and [108] used the reductive perturbation method [39, 40],
while [107] used the derivative-expansion method [72]. In a systematic way they have
derived the NLS and thus showed that drift waves can undergo modulational instability
leading to a spontaneous generation of zonal flows.
In order to provide the necessary nonlinear frequency shift, these authors found it
§3.5 Derivation of NLS by the Derivative Perturbation Expansion Method 45
necessary to add a scalar nonlinearity term in the CHM equation. Also, Champeaux
and Diamond [101] later applied the reductive perturbation method to the Hasegawa-
Mima equation, taking into account the correct adiabatic response Eq. (3.1) and ob-
taining a nonlinear frequency shift from a zonal-flow-induced Doppler shift. In this
section the nonlinear Schro¨dinger equation will be derived instead using the derivative
perturbation expansion method. Other than venturing an alternative approach, we feel
that this method is more intuitive than the other variant of the perturbation expansion
method. This particular method allows one to look at the dynamics at different order
of scale. We anticipate that the nonlinear Schro¨dinger equation comes out naturally
from the Hasegawa-Mima equation by “zooming out” to a larger scale of dynamics. As
in the previous section, the Hasegawa-Mima equation is treated as an exact equation.
We now adapt the derivative-expansion method, introduced in Eqs. (2.18) and
(2.19) for deriving the general Hasegawa-Mima equation, to the analysis of the dynam-
ics of quasi-monochromatic drift waves. The dependent variable is thus expressed as a
function of these sets of independent variables:
ψ(x, y, t) = ψ(x0, x1, x2...xN , y0, y1, y2...yN , t0, t1, t2...tN ),
where now t is scaled to the order of the inverse diamagnetic drift frequency rather
than to the inverse ion cyclotron frequency as in Section 2.3.
We now perform this analysis on the modified Hasegawa Mima equation
(∂t + v∗∂y)ψ˜ + ∂xψ∂yψ˜ − (∂t + ∂xψ∂y − ∂yψ∂x)[ρ2s(∂2x + ∂2y)ψ] = 0, (3.34)
where we have split ψ into ψ and ψ˜:
ψ = ψ + ψ˜.
We expand ψ˜ and ψ into the following functions:
ψ˜ =
N∑
n=1
nψ˜n(x0...xN , y0...yN , t0...tN );
ψ =
N∑
n=0
nψn(x1, ..., xN , t1, ..., tN ). (3.35)
Because ψ is surface-averaged, it does not have y dependence. We also assume that
ψ is slowly varying as compared to ψ˜. By substituting the expansion into the Modified
Hasegawa-Mima Equation (Eq. (3.34)), the equation gives a hierarchy of equations
with different order in . The MHM equation has to be satisfied order by order in the
 expansion:
Order O():
Dψ˜1 = 0, (3.36)
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where we have defined the operator
D ≡ [1− ρ2s(∂2x0 + ∂2y0)]∂t0 + v∗∂y0 , (3.37)
which we shall encounter at each order of the  expansion.
Equation (3.36) admits nontrivial solutions of the form:
ψ˜1 = A1(x1, x2, ..., xn, y1, y2, ..., yn, t1, t2, ..., tn)e
iθ + c.c., (3.38)
where we have defined the fast phase variable θ ≡ kxx0 + kyy0 − ωt0. To satisfy
Eq. (3.36) we also require the drift wave dispersion relation
ω =
v∗ky
1 + ρ2sk
2
. (3.39)
to be satisfied (where k2 = k2x + k
2
y). For future reference we now calculate the group
velocity vg ≡ ∂ω/∂k,
∂ω
∂k
=
v∗yˆ
1 + ρ2sk
2
− 2ρ
2
sωk
1 + ρ2sk
2
. (3.40)
Note that the amplitude A1 is constant with respect to x0, y0 and t0 and thus commutes
with D — it is a slow variable whose behaviour is to be determined at higher order.
Using equation Eq. (3.38) to substitute for ψ˜1, we go to the second order in .
Order O(2):
Dψ˜2 = −eiθ
(
∂A1
∂t1
+ ρ2sk
2∂A1
∂t1
− 2ωkyρ2s
∂A1
∂y1
+ v∗
∂A1
∂y1
− 2ωkxρ2s
∂A1
∂x1
)
+ c.c. (3.41)
We now show that the behaviour of A1 is determined by a solvability condition to
ensure that ψ˜2 be bounded for all t0:
As the right hand side of Eq. (3.41) is of the same form as the first-order solution
ψ˜1, this suggests looking for a solution of the same form, A2 exp(iθ) + c.c.. However
D exp(iθ) ≡ 0, so such an ansatz cannot in general satisfy the inhomogeneous equation
Dψ˜2 = Feiθ + c.c., for an arbitrary driving amplitude F . Instead, try A2 exp(iθ) +
Ft0 exp(iθ)/(1+ρ
2
sk
2)+c.c., which is a solution to the inhomogeneous equation because
D(t0 exp iθ) = (1 + ρ2sk2) exp iθ. Thus the right hand side of Eq. (3.41) will resonantly
drive secular behaviour (i.e. unbounded t0-dependence) in ψ˜2 unless this driving term
is set to zero (F = 0). This is the required solvability condition:
∂A1
∂t1
+ ρ2sk
2∂A1
∂t1
− 2ωkyρ2s
∂A1
∂y1
+ v∗
∂A1
∂y1
− 2ωkxρ2s
∂A1
∂x1
= 0. (3.42)
Taking Eq. (3.40) into account we can simplify Eq. (3.42) into the following relation
(1 + ρ2sk
2)
{
∂A1
∂t1
+
(
∂ω
∂k
·∇1
)
A1
}
= 0 (3.43)
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This equation shows that the local change of the amplitude of the drift wave is due
to propagation of the envelope with the group velocity of the drift wave.
Having removed the terms driving secular behaviour we are left with Dψ˜2 = 0. The
general solution is A2 exp(iθ) + c.c., with A2 being arbitrary at this order. As this is
of exactly the same form as ψ˜1 we can, without loss of generality, absorb the general
second-order solution into ψ˜1 by choosing A2 = 0, i.e. by setting ψ˜2 to 0.
Proceeding to the next order in , we obtain:
Order O(3):
Dψ˜3 = −eiθ
[
(1 + ρ2sk
2)
(
∂A1
∂t2
+ iky
∂ψ1
∂x1
A1
)
− 2ωρ2s
(
kx
∂A1
∂x2
+ ky
∂A1
∂y2
)
+ v∗
∂A1
∂y2
− 2iρ2s
(
kx
∂2A1
∂x1∂t1
+ ky
∂2A1
∂y1∂t1
)
+ iωρ2s
(
∂2A1
∂x21
+
∂2A1
∂y21
)]
(3.44)
where we have assumed that ψ˜2 = 0.
The non-secularity condition requires that
(1 + ρ2sk
2)
(
∂A1
∂t2
+ iky
∂ψ1
∂x1
A1
)
− 2ωρ2s
(
kx
∂A1
∂x2
+ ky
∂A1
∂y2
)
+ v∗
∂A1
∂y2
− 2iρ2s
(
kx
∂2A1
∂x1∂t1
+ ky
∂2A1
∂y1∂t1
)
+ iωρ2s
(
∂2A1
∂x21
+
∂2A1
∂y21
)
= 0
We can simplify the above equation into:
[
∂A1
∂t2
+ (vg·∇2)A1
]
+ i
ρ2s
1 + ρ2sk
2
[
(ω + 2kxvgx)
∂2A1
∂x21
+ (ω + 2kyvgy)
∂2A1
∂y21
+
2(kxvgy + kyvgx)
∂2A1
∂x1∂y1
]
+ ikyA1
∂ψ1
∂x1
= 0. (3.45)
To obtain Eq. (3.45) we have used equation Eq. (3.43) to substitute for ∂A1/∂t1.
The equation shows that the last term is nonlinear, and is thus accounted for the
nonlinear frequency shift. The factor ∂ψ1/∂x1 is to be determined from the equation
at the next higher order.
Having removed the terms driving secular behaviour we are left with Dψ˜3 = 0.
Again, as the case with ψ˜2, we set ψ˜3 = 0. With this value, the equation at the order
4 is reduced to
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Order O(4):
eiθ
[
iky
(
1 + k2xρ
2
s + k
2
yρ
2
s
)(∂ψ1
∂x2
+
∂ψ2
∂x1
)
A1 +
(
1 + k2xρ
2
s + 3k
2
yρ
2
s
) ∂ψ1
∂x1
∂A1
∂y1
− 2ikyρ2s
(
∂2A1
∂y2∂t1
+
∂2A1
∂y1∂t2
)
+ 2iωρ2s
(
∂2A1
∂y1∂y2
+
∂2A1
∂x1∂x2
)
− ρ2s
(
∂3A1
∂y21∂t1
+
∂3A1
∂x21∂t1
)
− 2ikxρ2s
(
∂2A1
∂x2∂t1
+
∂2A1
∂x1∂t2
)
+ 2kxkyρ
2
s
∂ψ1
∂x1
∂A1
∂x1
]
+ c.c.+ terms in e±2iθ
− ρ2s
∂3ψ1
∂x21∂t1
− 2kxkyρ2s
(
2
∂A1
∂y1
∂A∗1
∂y1
+A∗1
∂2A1
∂y21
+A1
∂2A∗1
∂y21
)
− 2(k2x − k2y)ρ2s
(
∂A∗1
∂y1
∂A1
∂x1
+
∂A1
∂y1
∂A∗1
∂x1
)
+ 4kxkyρ
2
s
∂A1
∂x1
∂A∗1
∂x1
− 2k2xρ2sA∗1
∂2A1
∂x1∂y1
+ 2k2yρ
2
sA
∗
1
∂2A1
∂x1∂y1
− 2k2xρ2sA1
∂2A∗1
∂x1∂y1
+ 2k2yρ
2
sA1
∂2A∗1
∂x1∂y1
+ 2kxkyρ
2
sA
∗
1
∂2A1
∂x21
+ 2kxkyρ
2
sA1
∂2A∗1
∂y21
+Dψ˜4 = 0.
(3.46)
Setting the coefficients of the resonant terms in square brackets to zero to remove
secular e±iθ behaviour from ψ˜4 we have the first solvability condition
iky
(
1 + k2xρ
2
s + k
2
yρ
2
s
)(∂ψ1
∂x2
+
∂ψ2
∂x1
)
A1 +
(
1 + k2xρ
2
s + 3k
2
yρ
2
s
) ∂ψ1
∂x1
∂A1
∂y1
− 2ikyρ2s
(
∂2A1
∂y2∂t1
+
∂2A1
∂y1∂t2
)
+ 2iωρ2s
(
∂2A1
∂y1∂y2
+
∂2A1
∂x1∂x2
)
− ρ2s
(
∂3A1
∂y21∂t1
+
∂3A1
∂x21∂t1
)
− 2ikxρ2s
(
∂2A1
∂x2∂t1
+
∂2A1
∂x1∂t2
)
+ 2kxkyρ
2
s
∂ψ1
∂x1
∂A1
∂x1
= 0,
(3.47)
After removal of the e±iθ terms Eq. (3.46) becomes, after some rearrangement,
ρ−2s Dψ˜4 =
∂2
∂x21
(
∂ψ1
∂t1
)
−
[
2kxky(
∂2
∂x21
− ∂
2
∂y21
) + 2(k2x − k2y)
∂2
∂x1∂y1
]
|A1|2
+ terms in e±2iθ
(3.48)
Noting that D acting on slowly varying quantities independent of y vanishes, we
see that surface-averaged quantities are also resonant driving terms. Thus we now
encounter a second solvability condition — to avoid secular terms in ψ˜4 independent of
y we must require that the surface average of the right-hand side of Eq. (3.48) vanish.
Thus, we have
∂2
∂x21
(
∂ψ1
∂t1
)
= 2kxky
∂2
∂x21
〈|A1|2〉 (3.49)
Since ∂x1 and ∂t1 commute we can interchange the order of the t1 and x1 derivatives
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on the left hand side of Eq. (3.49). One of the ∂x1 on the right hand side can also be
changed to ∂t1 due to Eq. (3.43). Thus:
∂
∂t1
(
∂2ψ1
∂x21
)
= − ∂
∂t1
2kxky
vgx
∂
∂x1
〈|A1|2〉. (3.50)
Integrating Eq. (3.49) with respect to t1 and x1 yields
∂ψ1
∂x1
= −2kxky
vgx
〈|A1|2〉+ Cxt1 + Ctx1, (3.51)
where Cx and Ct are constants of integration with respect to x1 and t1, respectively.
The last two terms on the right hand side of Eq. (3.51) are secular terms. In order
to make them vanish Cx and Ct are set to zero. Thus we have
∂ψ1
∂x1
= − 1
vgx
2kxky〈|A1|2〉. (3.52)
By inserting Eq. (3.52) into Eq. (3.45) and taking into account that the nonlinear
frequency shift affects only the dynamics in x direction, the NLS equation reduces to
one dimensional Nonlinear Schro¨dinger equation:
i
[
∂A1
∂t2
+ (vg·∇2)A1
]
− ρ
2
s
1 + ρ2sk
2
(ω + 2kxvgx)
∂2A1
∂x21
+
1
vgx
2kxk
2
y〈|A1|2〉A1 = 0. (3.53)
An amplitude-modulated wave can be represented as the sum of an unmodulated carrier
wave and the upper and lower sidebands.
A1 = A0 exp(−i∆ω0t)
×{1 + a+ exp(iK·r− iΩt) + a∗− exp(−iK·r + iΩ∗t)} , (3.54)
where ∆ω0 ≡ ∆ω[|A0|]. The modulation is unstable when the coefficient of the disper-
sion and the nonlinear term have the same sign:{
− ρ
2
s
1 + ρ2sk
2
(ω + 2kxvgx)
}
1
vgx
2kxk
2
y〈|A1|2〉 > 0, (3.55)
which is satisfied when
1− 3ρ2sk2x + ρ2sk2y > 0 , (3.56)
If criterion Eq. (3.56) is fulfilled, the growth rate curve, Γ2 vs. K2, is an inverted
parabola with maximum at
Γmax = ∆ω0, Kmax =
(1 + ρ2sk
2)5/2
(1− 3ρ2sk2x + ρ2sk2y)1/2
|A|
ρ2sv∗
. (3.57)
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This is the same as in Eq. (3.28). Thus it has been shown that these results are equiva-
lent to those obtained in the previous sections using the Reynolds averaging method. It
confirms that the multiple scale perturbation analysis is indeed an alternative method
to the averaging method [118]. The comparison of the Reynolds averaging method and
the multiple scale perturbation analysis has been studied in more detail in a recent
paper by Smith [41] for cases of modulations in incompressible fluids.
3.6 Application of MHM Model to Experiments and Ex-
traction of Most Relevant Parameters
In their experiments Shats and Solomon [43,119] observe what appear to be zonal flows
in the H-1 Heliac. They observe Te  Ti whereas, in deriving the MHM equation, the
cold ion approximation is used. That is, the opposite ordering, Ti  Te, is required
for the MHM theory to be strictly appropriate for interpreting the observations. Thus
we cannot apply our MHM modulational instability theory literally. Instead we regard
it as a semi-empirical model, requiring our parameters vE , Ln and Te to be reinter-
preted appropriately before determining them from the experimental observations. It
is possible to do this since the electron branch, which is the one we are interested in
here, is not much changed by including hot ions [120].   	  
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Figure 3.5: Fig. 4.c of Shats-Solomon [43] showing the spectrum of potential fluctuations in
radial and poloidal direction in the interval t ∼ 54− 66 ms.
Parameters from shot ]41512 in Ref. [43], in the interval t ∼ 54 − 66 ms given in
Fig. 3.5 and the similar interval 45 − 65 ms blown up in Fig. 3.6 will be used. The
values given in Fig. 3.5 for the radial and poloidal wavenumbers and frequency of the
carrier wave are
kx = 59 /m, ky = 69 /m, ω = 2pi × 11 kHz. (3.58)
These are found to agree with our instability threshold criterion (Eq. (3.27)). In order
to have agreement with the criterion, we also found that the acceptable value of the
electron temperature and magnetic field are
Te = 10 eV, B0 = 0.2 T. (3.59)
At this electron temperature a plot can be developed to show threshold in B0 at which
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Figure 3.6: Fig. 6 of Shats-Solomon [43] showing time evolution of the radial electric field.
criterion is satisfied: The plot in Fig. 3.7 shows that the modulational instability
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Figure 3.7: Instability criteria value plotted against B0 at Te = 10 eV. Modulational insta-
bility occurs for values > 0.
criterion is satisfied when the value of magnetic field is above a certain magnetic field
threshold, in our case about 0.155 T. It appears to be consistent with a remark given
by Shats and Solomon in Ref. [43] that modulational instability occurs above some
critical value of external magnetic field B0.
Fig. 3.6 shows figures 6(b-e) of Ref. [43]. The figures are zoom in on time interval
45−65 ms and show development of the modulational instability from low modulation
level, appropriate to our linearised instability treatment, through to strong modulation.
Fig. 6(b) gives both the d.c. radial electric field:
〈Er〉 ∼ −600 V/m, (3.60)
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and peak-to-peak signal range is (Er− < Er >∼ ±300 V/m), which gives E×B
drift velocity amplitude (y direction) 300/B0 = 1500 m/s, cf. phase velocity ω/ky =
11000/69 = 159.4 /s, which is less by an order of magnitude. If true, these fluctuations
are extraordinarily nonlinear. A weakly nonlinear theory like ours cannot possibly be
valid in such a nonlinear regime. Thus we assume the carrier wave amplitude to be at
most an order of magnitude less than the above estimate:
Er − 〈Er〉 < ±30 V/m. (3.61)
We now in a position to estimate the zonal flow’s parameters from Eq. (3.28).
However, some adjustment of parameters is still necessary for model-to-experiment
comparison. The parameters that need to be adjusted are the electron diamagnetic
drift and the amplitude of the carrier wave.
3.6.1 E×B and Diamagnetic drift discussion
First, in the cold ion approximation, on which MHM theory is based, vE is both the
E×B velocity and the Eulerian mass flow velocity (sum of E×B drift vE and ion
diamagnetic drift v∗i , the latter obviously being zero in a cold ion theory). While
the ion diamagnetic drift is zero in the cold ion theory it is comparable to or greater
than the electron diamagnetic drift in the experiment. Thus, instead of interpreting
vE as the mean E×B drift, for comparison of MHM theory with the Shats-Solomon
experiments we interpret it as the mean mass flow velocity. The mean mass flow is
rapidly damped in a traditional stellarator like H1 because of damping by parallel
viscosity (see eg. [121, 122]) Thus we take it to be 0, requiring v∗i + vE = 0. (This
balance will be revisited in Chapter 4.) The ion diamagnetic velocity is in the y
direction and is given by
v∗i =
p′i(x)
eneB0
= − Tiexp
eB0Ln
(assuming Tiexp = const and the electron density gradient is negative), while the E×B
drift (also in y direction) is given by
vE = −Ex
B0
,
and is positive because the observed Ex is negative. This allows us to determine the
ion diamagnetic drift and hence estimate Ln using estimate
〈Ex〉 ∼ −600 V/m. (3.62)
Using the condition v∗i + vE = 0:
Tiexp
eB0Ln
=
TieV
B0Ln
=
|Ex|
B0
, (3.63)
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giving Ln = TieV/Ex = 40/600 m = 6.7 cm,which is reasonable. Thus, use
Ln = 0.07 m. (3.64)
Second, instead of regarding Te symbol as denoting the experimentally observed
electron temperature we should regard it as an effective temperature Teff chosen to
satisfy the cold ion drift wave dispersion relation in the lab frame (i.e. in a frame with
no mean mass flow).
ω =
v∗ky
(1 + k2ρ2s )
(3.65)
where
v∗ ≡ Teff
eB0Ln
, (3.66)
Thus, replacing v∗ in Eq. (3.65) with Eq. (3.66) using the parameters determined
in Eq. (3.58) - Eq. (3.64) and solving for Teff gives
Teff = 26.3038 eV.
An effective temperature of 26.3 eV is entirely plausible, being between the exper-
imentally observed ion and electron temperatures. Thus we take
Teff = 26 eV (3.67)
to calculate the drift wave frequency in Eq. (3.65), giving
ω = 10873.
which is about 11 kHz, the observed value in the experiment. This agreement confirms
our presumption for necessary adjustments to fit the MHM model with the Shats-
Solomon experiment.
3.6.2 Nonlinear modulational instability effects
To estimate the amplitude of the 11 kHz carrier wave, first we need to use Eq. (3.61)
using Ex = −∂ϕ = −B0∂xψ. From Eq. (3.9), ψ = ψ0+ψ1 = ψ0+2Acos(kxx+kyy−ωt)
so Ex = 2A0B0kxsin(kxx+ kyy − ωt). From Eq. (3.61), 2AB0kx is less than or of the
order of 30 V/m, giving A0 = 15/B0kx = 15/(0.2 59)= 1.3 V/T. Thus, the amplitude
is taken to be
A0 = 1 m
2/s. (3.68)
Inputting this value in Eq. (3.28) for the zonal flow wavenumber and Eq. (3.18) for
the zonal frequency gives a value around 17.7 kHz, which is higher than the carrier
frequency, hence too large for the modulational ordering being used. However, using a
moderate value of A0, A0 = 0.1 m
2/s gives the zonal wavenumber
Kmax = 3.88 m, (3.69)
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about 7% of the value of kx. Thus, it satisfies applicability condition Kx  kx. Us-
ing Eq. (3.18) to calculate the zonal frequency (Ω) and growth rate (Γ). The zonal
frequency is
Ω = 1.7 kHz, (3.70)
which is a reasonable value. The growth rate is obtained from the imaginary part of
Eq. (3.18), which gives
Γ = 12.30 /s. (3.71)
This is value is fairly reasonable as compared to the plot in Fig. 3.7 indicating that
the modulation starts to develop at about 50 ms to its fully grown state at about 65 ms.
In this chapter we have derived a nonlinear Schro¨dinger equation for modulations on
a train of drift or Rossby waves in both a heuristic but universal fashion, and formally,
using high-order asymptotic expansion methods. The nonlinear Schro¨dinger equation
has been widely studied in other applications and is known to have soliton solutions.
However, we have analyzed it only for stability to small modulations and have found
criteria in agreement with those found by Smolyakov et al. [42] for modulation waves
with zonal phase fronts. With certain adjustment, our result agrees reasonable well
with experimental result of Shats and Solomon [43]. Our results are encouraging as
a step towards explaining the experimental discovery by Shats and Solomon [43] of
modulational instability associated with low-frequency zonal flows, but the Hasegawa–
Mima equation is rather too simplified for direct comparison with experiment.
Chapter 4
The Ion-Temperature-Gradient
Modes
The generation of zonal flow from drift waves has been discussed in the previous chapter
using the simplest model of drift-wave turbulence which assumes zero ion temperature,
i.e. the Hasegawa-Mima equation. While this type of drift mode can give account
for particle transport from the core of plasma, it does not adequately explain anoma-
lous heat loss from the plasma. A more general kind of drift mode, known as the ion
temperature gradient (ITG), is found to be the major cause of the anomalous ther-
mal transport in fusion plasmas [123–125]. This mode is found dominantly when ion
temperature is high with sufficiently weak density profiles, particularly in the vicinity
of the plasma-containing walls [126]. This chapter will be dedicated to discussion on
generation of zonal from the ITG mode by modulational instability.
The first discussion on the existence of the ITG modes was in the early work
of Rudakov and Sagdeev [47] in attempt to explain instabilities in non-homogeneous
plasmas. They showed that when ion temperature gradient is present an unstable mode
always exists. This mode is also referred to in the early literature, e.g. the 1963 work
of Galeev et al. [55] and the 1964 work of Chen [50], as the “universal” instability due
to its presence in any configuration of confining magnetic fields.
The ITG mode is considered to be more dangerous than the (density-gradient) drift
waves. As Mikhailvoskii [127] and Pearlstein and Berk [128] suggested, it causes plasma
instabilities that are the most difficult to stabilize by shear in the magnetic field. This
is contrary to the case of the drift wave, which can be stabilized by shear, which was
first pointed out by Galeev [129].
The importance of investigating the ITG mode in plasma confinement is further em-
phasized by the evidence that in comparison to the drift instability it is the most likely
instability to be present in a fusion reactor environment. For a thermonuclear reaction
to take place, it is necessary that the value of β is high (≈ 0.1). However, Mikhailovskii
and Rudakov [130] gave evidence that drift waves in low pressure collisionless plasmas
are stable when η(≡ ∂ lnTi∂ lnn0 ) > 0. Mikhailovskaya and Mikhailovskii [131] showed that
drift instability exists only when pressure is low, after a certain value of pressure it is
stabilized due to resonant interaction of ions with the drift wave. Furthermore, more
recent development found an improved confinement regime (H-mode), identified by
Wagner and co-workers [132], with typically flat density profile. Tang, Rewoldt, and
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Chen [123] emphasized that even in the limit of zero-density gradient, low-frequency
instabilities can persist because of the non-zero temperature gradient. Therefore, the
instability that causes anomalous transport in a prospective confined plasma must have
come not from drift-instability, but from the temperature-gradient instability.
The identification of the improved confinement mode suggested that the low-fre-
quency instability is suppressed. It was initially proposed by Dominguez and Waltz
[133] that the ITG instability is suppressed by perpendicular pressure. Based on fluid
analysis, they showed that the perpendicular compression can completely stabilize the
instability in the weak density limit. However, Biglari, Diamond, and Rosenbluth [134]
showed that fluid theory might not be optimal in showing the indication of stabiliza-
tion. Using the gyrokinetic equation [67, 68, 135], they showed that the perpendicular
compression is not sufficient for improved confinement. The simulation by Hammett
and co-workers [74] indicated that the saturation of the ITG turbulence is related to
the zonal flow that developed from the turbulence, which suggests that the stabilization
effect for the ITG instability comes from the zonal flow.
Following the prediction of zonal flow similar to that which is found in the Hasegawa-
Mima model [51], analytical prediction was made of the generation of zonal flow from
ITG modes. Rosenbluth and Hinton [136] used the gyrokinetic equation in making the
prediction. Smolyakov-Diamond-Medvedev [137], Chen-Lin-White [98], and Mahajan-
Weiland [138] used the set of fluid equations in their analysis. The last three analytical
predictions also suggest that the mechanism for the generation is modulational insta-
bility of the ITG mode, the feature of which had been observed earlier on a simulation
by Lin and co-workers using the gyrokinetic toroidal code [110].
In this chapter zonal flow generation by modulational instability of ITG will be
explored, particularly the application of the same method which was applied to the
standard drift wave in the previous chapter. As in previous chapters the discussion
will be simplified for plasmas in slab geometry and hence the ITG mode referred to
in this chapter will be the slab ITG mode. Since deriving a model describing the
modulational instability is the aim of the thesis, the starting equation for the analysis,
which models the ITG modes is necessary. In section 4.2 we are going to discuss the
derivation of the set of equations for the ITG mode. The derivation is carried out in
a systematic way using the derivative perturbation expansion method. The multiple-
scale perturbation analysis that is used in the derivation allows us to flexibly vary the
scale of observation and see the dynamics at a particular scale. In this study we attempt
to investigate the dynamics at the scale where the effect of nonlinearity is observable.
The scales of interest are measured with respect to the ion cyclotron frequency and
ion sound speed. The starting point for the analysis is of the two fluid equations
for plasma. We are going to restrict our investigation to the collisionless plasma for
simplicity. The most general situation which includes collisions of different species of
plasma particles was dealt with by Hamaguchi and Horton [139]. We aim to show that
the ITG mode is unstable even in the absence of collision. Another reason that can
justify the simplification is that at thermonuclear temperature, where collisions can be
ignored due to its high temperature [140], instability also occurs. In this section the
threshold of ITG-instability will graphically be shown .
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In section 4.3 a derivation of the nonlinear Schro¨dinger equation, which describes
modulational instability, is presented. In our analysis, we consider a background plasma
that is slowly varying, with zero electrostatic potential, and constant electron tempera-
ture. It will be shown in the analysis that the condition of the modulational instability
can be reduced to the same expression derived in the previous chapter for the case of
the standard drift wave. This result affirms that our method of analysis can be justified.
4.1 Physical Picture of the ITG Mode
The ITG mode is essentially the ion sound mode, i.e. needs k‖ 6= 0 and involves
compressibility, that is modified by the ion temperature gradient. It occurs due to the
coupling of the ion acoustic wave to the radial gradient of temperature. In their work,
Rudakov and Sagdeev [47] explained that the compression due to the ion acoustic
wave creates an increase in temperature at the compression point. It is possible to
have a condition that the E ×B-drift brings heat from a region with high background
temperature into the point, hence causing growth in the fluctuation.
A pictorial and explanatory description of the ITG mode can be found in the work
of Hamaguchi and Horton [139], which is going to be presented here. Picture 4.1 depicts
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Figure 4.1: Pictorial description of the excitation of the ITG mode.
physical description of an ITG mode. Suppose a small potential perturbation is excited
in an inhomogeneous plasma. This perturbation cause an E × B flow circulating it.
Given the gradient in pressure in the x-direction, the flow brings about low pressure
and high pressure spot on each side of the potential peak. Parallel ion dynamics comes
into play on both region. At the low pressure spot, compression due to parallel pressure
gradient causes plasma flow along the magnetic field line into the region, while at the
high pressure spot an outflow of plasma takes place. The balance between parallel
compression and time derivative of potential fluctuation the parallel motion of the
plasmas increases the electrostatic potential at the low pressure spot and decreases
it at the high pressure spot. To put in contrast, this process is absent in the case
of standard drift waves discussed in chapter 3. This process, excites an ion acoustic
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wave, which is destabilized by the ion pressure gradient. The increased electrostatic
potential at the low pressure spot repeats the same sequence of process and generates an
increasing potential perturbations in the −y-direction or the ion diamagnetic direction.
Thus we find a growing mode travelling in the ion diamagnetic direction, namely the
ITG mode while in the y-direction is the stable branch of the mode. The description
of the growth an the damping of the perturbation is depicted in picture 4.2
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Figure 4.2: Comparison between potential fluctuation in the ITG mode and drift wave. In
(a), The E×B drift followed by parallel ion dynamics causes potential increase on the left of the
potential peak and potential decrease on the right of the potential, causing growing fluctuation
propagating to the left and stable fluctuation propagating to the right. In (b), the E ×B-drift
brings lower density to the left and higher density to the right. Due to the adiabatic electron
response, a decrease in potential on the left of the peak and an increase in potential on the
right of the peak takes place. This process cause an overall right shift of the whole structure.
4.2 Basic Equation for ITG Modes
In the scope of the hydrodynamic model, the ITG modes appear as a particular case
of a family of non-dispersive modes which includes the ion-sound modes, electron
drift modes the non-dispersive limit of the standard drift waves, and the drift-sound
modes [141]. The basic governing equation for the ITG mode has been proposed by
some workers to describe the ITG-instability and its corresponding turbulence. Hor-
ton, Estes and Biskamp [142], Lee and Diamond [143], Hamaguchi and Horton [139],
Kim, Horton and Hamaguchi [144] and Balescu [66] started their derivation from the
two-fluid equation of Braginskii [145]. Coppi-Rosenbluth-Sagdeev [126] derived the
governing equation from the Vlasov kinetic equation. The derivation that starts from
the gyrokinetic equation [67,135] can be found in the work of Lee and Tang [146]. This
approach is particularly useful for simulation. The simulation that predicts zonal flows
from ITG-turbulence [74,110], for instance, make use of the gyrokinetic approach.
The derivation of the governing equation for the ITG mode in this section will be
started from the fluid equations. This attempt is made as an extension to the previous
procedure on the Hasegawa-Mima equation.
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4.2.1 The Fluid Equations for ITG Mode
In contrast to the Hasegawa-Mima equation, which is very simple being only a one field
equation, the equation for ITG is rather more complex. There are other field variables
that needed to be taken into account. One variable is the ion-pressure field, due to the
fact that the ion temperature is not taken to have non-zero value. Another variable is
the parallel motion dynamics of ion along the field line, which describes the ion-sound
effect. For that matters we need to start from the complete set of fluid equations for
macroscopic plasma, which is known as the Braginskii equation [8]. Analysis of the
equation to the order of 2 (a smallness parameter) compared to the scale of the plasma
parameters, reveals the basic equations for ITG mode.
The Braginskii equation is a two-component fluid equation. It consists of the equa-
tion of motion (momentum balance), the continuity equation, and the heat-pressure
balance for ion and electron. Of the three equations for the electron fluid, only the equa-
tion of motion is written explicitly because it leads to an important relation, namely
the adiabatic electron response. The other two equations for electron fluid are ignored
since they essentially suggest similar dynamics to those of the ion species. It should be
remarked, however, that the equations that are used in this work is not the complete
form of the Braginskii equation, since collision and viscosity terms have been dropped.
The equations that are used here are
1. Ion momentum balance equation (equation of motion):
mini
{
∂ui
∂t
+ (ui·∇)ui
}
= eni {−∇φ+ ui×B} −∇pi −∇·Π; (4.1)
where Π is a traceless symmetric stress tensor, which is related to viscosity. Even in
the absence of collisions the viscosity is still presence due to the finite Larmor radius
of the ions. The gyroviscous tensor is expressed as [147]:
ΠFLR =− p
2ωci
(
∂ux
∂y
+
∂uy
∂x
)
xˆxˆ +
p
2ωci
(
∂ux
∂y
+
∂uy
∂x
)
yˆyˆ
− p
ωci
(
∂uy
∂z
+
∂uz
∂y
)
xˆzˆ− p
ωci
(
∂uy
∂z
+
∂uz
∂y
)
zˆxˆ
+
p
2ωci
(
∂ux
∂x
− ∂uy
∂y
)
xˆyˆ +
p
2ωci
(
∂ux
∂x
− ∂uy
∂y
)
yˆxˆ
+
p
ωci
(
∂ux
∂z
+
∂uz
∂x
)
yˆzˆ +
p
ωci
(
∂ux
∂z
+
∂uz
∂x
)
zˆyˆ
(4.2)
The divergence of the gyroviscous stress can be split into the parallel and per-
pendicular component with respect to the magnetic field and written in the following
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form.
[∇·Π]FLR⊥ =−
p
2ωci
(∇2⊥(∇⊥×zˆ))− 1ωci (zˆ×∇⊥p)·∇⊥u⊥ − 12ωci∇⊥p(zˆ·∇⊥×v⊥)
− 1
2ωci
(∇⊥p×zˆ)(∇⊥·u⊥)− p
ωci
∂2
∂z2
(u×zˆ) + p
ωci
∂
∂z
(zˆ×∇)u‖
− 1
2ωci
∂p
∂z
∂
∂z
(u×zˆ) + 1
2ωci
∂p
∂z
(zˆ×∇)u‖;
(4.3)
[∇·Π]FLR‖ = −
p
ωci
∂
∂z
[(∇⊥×u⊥)·zˆ]− 1
2ωci
[(zˆ×∇⊥p)· ∂
∂z
(u⊥)]− 1
2ωci
(zˆ×∇⊥p)·∇⊥u‖;
(4.4)
2. Electron equation of motion
mene
{
∂ue
∂t
+ (ue·∇)ue
}
= −ene {−∇φ+ ue×B} −∇pe. (4.5)
3. Ion continuity equation:
∂ni
∂t
+∇·(niui) = 0. (4.6)
4. Heat-Pressure Balance:
∂pi
∂t
+ ui·∇pi + γpi∇·ui = −(γ − 1) (∇·q + Π :∇ui) ; (4.7)
This equation describes that the change in the pressure of ion plasma, which refers
to the change in internal energy per unit volume, is due to the work done by the
pressure (third term on the left hand side) and off-diagonal stress tensor (second term
on the right hand side), and the ion heat flux q. This term is omitted in the absence
of collision. The ion heat flux q due to temperature gradient is [139]
q = − κ
γ − 1∇Ti +
γ
γ − 1
pi
ωcimi
(bˆ×∇Ti); (4.8)
where κ is the heat conductivity. The first term in the expression of q suggests the
redistribution of temperature gradient by means of collisions between ions, while the
second term suggests that the gyration motion brings ion with different temperature
into different parts of the system. In the absence of collisions, κ = 0, and heat flux
becomes exclusively attributable to the ion cyclotron motion. Substituting Eq. (4.8)
into Eq. (4.7), the heat-pressure balance equation becomes
∂pi
∂t
+ ui·∇pi + γpi∇·ui = −(γ − 1)
(
∇·
[
γ
γ − 1
pi
ωcimi
(bˆ×∇Ti)
])
; (4.9)
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or
∂pi
∂t
+ ui·∇pi + γpi∇·ui = − γ
ωcimi
∇pi·(bˆ×∇Ti). (4.10)
The set of fluid equations are analyzed to investigate the dynamics at the scale of
the plasma parameters. The Ion cyclotron frequency (ωci =
eB
mi
), the ion sound wave
speed (c2s =
kTe
mi
), and the ion-sound Larmor radius (ρs =
cs
ωci
) are used as the standard
of measurement. Velocity are to be measured compared to the ion cyclotron frequency
and time are compared to the ion-sound speed. In these dimensions, the equation of
motion assumes the following form
ni
∂v
∂t′
+ ni(v·∇′)v = −ni∇′ϕ+ niv×bˆ−∇′p′ −∇′·Π′, (4.11)
where v ≡ u/cs, ϕ ≡ eφ/kTe, p′ ≡ p/kTe, t′ ≡ ωcit, and x′ ≡ x/ρs. It is obvious
that, except for n and p′, all the dynamical variables become dimensionless. p′ has the
dimension of n. We can make it dimensionless by measuring it with respect to n0, the
mean value of density. Hence, the equation is divided through by n0 and we define
n′ ≡ n/n0 and p′′ ≡ p′/n0. Accordingly, the set of the equation of motion for the ion
plasma is written as
n′i
∂v
∂t′
+ n′i(v·∇′)v = −n′i∇′ϕ+ n′iv×bˆ−∇′p′′ −∇′·Π′′. (4.12)
The same nondimensionalization is also applied to the ion continuity and the pressure
equation. And we have
∂n′i
∂t′
+∇′·(n′ivi) = 0. (4.13)
and
∂p′′i
∂t′
+ vi·∇′p′′i + γp′′i∇′·vi = −γ∇′p′′i ·(bˆ×∇′T ′i ); (4.14)
where in Eq. (4.14), we came up with the dimensionalization of the ion temperature
T ′i ≡ Ti/Te.
For convenience, as of now onwards we shall drop the (′) and (′′) symbols from our
expressions, keeping in mind the dimensionalized form of the corresponding variables.
4.2.2 Derivation of the ITG-Mode Equation
Having put the fluid equations in the pertinent dimensions, we set out to perform the
perturbation analysis on the equations. In the analysis, the perturbations are assumed
to be very small with respect to the mean values: ψ˜/ψ0 ∼ . We also assume that the
length scale is of order ρs, i.e. ∇ = O(1). With this assumptions the lowest order of the
nonlinear term (the second term) of Eq. (4.12) is 2. It thus follows that ∂/∂t = O().
Complying with the derivative perturbation expansion method, the following ex-
pansion are performed on the perturbation function
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ψ˜(x, y, z, t) =
N∑
n=1
nψn(x, y, z, t),
x 7→ {x0, x1, x2, . . . , xN}, y 7→ {y0, y1, y2, . . . , yN},
z 7→ {z0, z1, z2, . . . , zN}, and t 7→ {t0, t1, t2, . . . , tN},
(4.15)
where xn = 
nx, yn = 
ny, zn = 
nz and tn = 
nt, n = 1, . . . , N , and  is a dummy
asymptotic expansion parameter that indicates smallness but is eventually set to unity.
The expansion of the variables leads to the corresponding expansion of operators.
∂
∂t
=
N∑
n=0
n
∂
∂tn
, ∇ =
N∑
n=0
n∇n. (4.16)
and the field variables are expanded as
n =
N∑
n=0
nnn(r, t), p =
N∑
p=0
npn(r, t),
v =
N∑
n=1
nvn(r, t), ϕ =
N∑
n=0
nϕn(r, t).
(4.17)
Here
(r, t) = (x0, x1, . . . , xN , y0, y1, . . . , yN , z1, 21, . . . , zN , t1, t2, . . . , tN ).
n0 = n0(x1), p0 = p0(x1), and ϕ0 = ϕ0(x1) are background fields (slowly varying on the
ρs scale of dispersive drift waves), and we have constrained the drift wave fluctuations
to be slow on the 1/ωci timescale by removing t0 from the argument set. z0 is also
removed from the argument set on the ground that k⊥  k‖, that is the assumption
that the mode is localized on a particular magnetic field line.
The perturbation analysis is carried out by substituting the expanded operators
4.16 and field variables 4.17 into the fluid equations (4.12, 4.13, and 4.14) and collect
the terms having the same power of . The perpendicular and parallel component of
the equation of motion have different dynamics due to the absence of the Lorentz force
in the later. Hence, they shall be dealt with separately.
Analysis of the perpendicular component of ion equation of motion at order  gives
the following result
v
(1)
⊥ = bˆ×(∇(1)⊥ ϕ0 +∇(0)⊥ ϕ1) + bˆ×(∇(0)⊥ p1 +∇(1)⊥ p0); (4.18)
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which suggests the first order drift of the plasma. And at order 2 is
v
(2)
⊥ =
[
∂
∂t0
+ (bˆ×∇(1)⊥ ϕ0 + bˆ×∇(0)⊥ ϕ1)·∇(0)⊥
]
(−∇(0)⊥ ϕ1 −∇(0)⊥ p1)
− p1
2
[∇(0)2⊥ v(1)⊥ ]−
1
2
bˆ×(∇(0)⊥ p1 +∇(1)⊥ p0)(bˆ·∇(0)⊥ ×v(1)⊥ )
− 1
2
(∇(0)⊥ p1 +∇(1)⊥ p0)(∇(0)⊥ ·v(1)⊥ ) + bˆ×∇(2)⊥ ϕ0 + bˆ×∇(1)⊥ ϕ1
+ bˆ×∇(0)⊥ ϕ2 + n1bˆ×∇(0)⊥ ϕ1 − n1v(1)⊥ + bˆ×∇(1)⊥ p1 + bˆ×∇(2)⊥ p0
+ bˆ×∇(0)⊥ p2,
(4.19)
the second order drift velocity, which consists of the polarization drift and second order
E×B drifts.
Thus it was shown that the plasma experiences a drift motion in the perpendicular
direction due to the E×B and the diamagnetic drift at the lowest order and, in addition
to that, the polarization drift at the next order.
The evaluation of the parallel component of the ion equation of motion will be
deferred and we proceed instead with the evaluation of the electron equation of motion
along the magnetic field lines. At order (2) the equation is
en0∂
(0)
‖ φ1 − kTe∂
(0)
‖ n1 = 0. (4.20)
This equation leads to
n1 =
e
kTe
n0φ1 + constant (4.21)
The constant in the equation can be determined by considering that the number
of electrons on each flux surface is invariant. Therefore, the flux surface average of n1
has to be 0.
e
kTe
n0 〈φ1〉y + constant = 0. (4.22)
Thus,
constant = − e
kTe
n0 〈φ1〉y . (4.23)
Substituting back Eq. (4.23) to Eq. (4.21) yields
n1 =
e
kTe
n0
(
φ1 − 〈φ1〉y
)
. (4.24)
Thus, it has been shown that the evaluation of the parallel component of electron
equation of motion at order 2 gives the adiabatic electron response
n1 = n0ϕ̂1; (4.25)
where ϕ̂1 ≡ ekTe
(
φ1 − 〈φ1〉y
)
. This corrected form of adiabatic electron response was
first pointed out by Dorland and Hammett [73].
Equation (4.18), Eq. (4.19), and Eq. (4.25) are used in evaluation at order 2 of
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the ion continuity equation, ion heat-pressure balance, and parallel ion equation of
motion. This procedure yield us a model for the ITG mode, which consists of three
simultaneous equations that involves electrostatic potential ϕ, ion pressure p, and ion
parallel velocity v‖.
∂
∂t
(ϕ̂−∇2⊥ϕ)− bˆ×∇⊥ lnn0·∇⊥ϕ−
p0
2
bˆ×∇⊥ ln p0·∇⊥∇2⊥ϕ
− ∂
∂t
∇2⊥p−
p0
2
bˆ×∇⊥ ln p0·∇⊥∇2⊥p+ ∂‖v‖
+ bˆ×∇⊥ϕ·∇⊥(ϕ̂−∇2⊥ϕ−∇2⊥p = 0;
(4.26)
− γp0 ∂
∂t
∇2⊥ϕ− p0bˆ×∇⊥ ln p0·∇⊥ϕ− γ
p20
2
bˆ×∇⊥ ln p0·∇⊥∇2⊥ϕ
+
∂
∂t
p− γp0∇2⊥p− γ
p20
2
bˆ×∇⊥ ln p0·∇⊥∇2⊥p+ γp0∂‖v‖
+ bˆ×∇⊥ϕ·∇⊥p− γp0bˆ×∇⊥ϕ·∇⊥(∇2⊥ϕ+∇2⊥
p
n0
) = 0;
(4.27)
∂‖ϕ+ ∂‖p+
∂
∂t
v‖ + bˆ×∇⊥ϕ·∇⊥v‖ = 0. (4.28)
The equations above – Eq. (4.26), Eq. (4.27), and Eq. (4.28)– can be combined
succinctly in the following matrix form.
DΨ + Nonlinear term = 0; (4.29)
where,
Ψ ≡
 ϕp
v‖
 (4.30)
and
D ≡
 D11 D12 ∂‖D21 D22 γp0∂‖
∂‖ ∂‖ ∂∂t
 (4.31)
with,
D11 ≡ (1−∇2) ∂
∂t
+ v∗·∇+ p0
2
∇2vp∗·∇
D12 ≡ −∇2 ∂
∂t
+
p0
2
vp∗·∇∇2
D21 ≡ −γp0∇2 ∂
∂t
+ p0
(
1 + γ
p0
2
∇2
)
vp∗·∇
D22 ≡
(
1− γp0∇2
) ∂
∂t
+ γ
p20
2
vp∗·∇∇2;
where the following definition has been made in the above expressions: v∗ ≡ −bˆ×∇⊥ lnn0
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and vp∗ ≡ −bˆ×∇⊥ ln p0.
It should be remarked that except for the background quantities, the numbers
labelling orders have been dropped for convenience. Mean background potential φ0
has also been discarded since we are interested in a situation where the mean potential
is nonlinearly generated. It should also be kept in mind that while not attaching the
fluctuating symbol (˜) to the field variable, what is actually meant is the fluctuating
part of the field. In the next section further analysis on the ITG equations will be
carried out to reveal the ITG-instability and the formation of the zonal flows.
4.3 Perturbation Analysis on ITG Equation
In the preceding section the set of equation for ITG has been derived by performing
the derivative perturbation analysis on the fluid equations for plasmas. In the present
section the ITG equation will be analysed by performing yet the same analysis on it,
with a different expansion parameter. By this we mean that although the model is an
approximation, we will treat it as an exact equation on which the perturbation analysis
is carried out.
By performing this method we expect to find the dispersion for the ITG modes at
the lowest order and the zonal flow evolution, which results from nonlinear interaction,
at higher order. The technique applied here belongs to the same category as what
Dastgeer et al. [148] has applied on the ITG equation, except that theirs is another
variant of multiple scale analysis, that is the reductive perturbation analysis.
The set of equation for the ITG consists of nonlinear equations. We would expect
to have linear modes if we have perturbations with sufficiently small amplitudes. At
higher order of perturbation amplitude, we will begin to see nonlinear interaction of
the perturbations.
In performing derivative perturbation expansion on the ITG-mode equation we
define an expansion parameter δ (1 δ  ). Bearing in mind that v∗,vp∗, n0, and p0
are all functions of x, y, z, t they can practically be treated as constants in our next
treatment.
The normal procedure begins by decomposing the field variables into powers of the
expansion parameter δ as the following form.
ϕ =
∑
i=1
δiϕi p =
∑
i=1
δipi v‖ =
∑
i=1
δiv
(i)
‖ . (4.32)
Also dependent variables are expanded as follows.
x : x0, x1, x2, . . . xn, where xn = δ
nx. =⇒ ∂∂x = ∂∂x0 + δ ∂∂x1 + · · · + δn ∂∂xn . This
expansion also applies to y, z, and t.
The analysis that is being carried out is also intended to capture zonal flow dynam-
ics. This is made possible by decomposing the potential fluctuation into slowly varying
surface (zonal) averaged component and nonzonal component.
ϕ = ϕ+ ϕ̂; (4.33)
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where
ϕ̂ =
∑
i=1 δ
iϕ̂i(x0, x1, . . . , xi, y0, y1, . . . , yi, z0, z1, . . . , zi, t0, t1, . . . , ti)
ϕ =
∑
i=1 δ
iϕi(x1, x2, . . . , xi, t1, t2, . . . , ti).
(4.34)
The expansion of the field variables Eq. (4.32), Eq. (4.33) and expansion of operators
are substituted into the equations of ITG mode Eq. (4.26), Eq. (4.27), and Eq. (4.28)
and order by order analysis in terms of the expansion parameter δ is carried out.
4.3.1 The ITG Dispersion Relation
In performing the expansion, first we seek an order at which the nonlinear terms do
not contribute. One will find it at the lowest order of the expansion. At this order
we expect to see linear modes with a certain dispersion relation. Subsequently we are
going to investigate the instability threshold of the linear ITG modes.
The ITG equation to order δ is
D(0)Ψ1 = 0; (4.35)
where,
D(0) ≡

D
(0)
11 D
(0)
12 ∂
(0)
‖
D
(0)
21 D
(0)
22 γp0∂
(0)
‖
∂
(0)
‖ ∂
(0)
‖
∂
∂t0
 (4.36)
with,
D
(0)
11 ≡ (1−∇20)
∂
∂t0
+ v∗·∇0 + p0
2
∇20vp∗·∇0
D12 ≡ −∇20
∂
∂t0
+
p0
2
vp∗·∇0∇20
D21 ≡ −γp0∇20
∂
∂t0
+ p0
(
1 + γ
p0
2
∇20
)
vp∗·∇0
D22 ≡
(
1− γp0∇20
) ∂
∂t0
+ γ
p20
2
vp∗·∇0∇20;
We assume that the equation admits a solution in the form:
Ψ1 =
 A1Ap1
Av1
 exp ı[k.x0 − ωt0]. (4.37)
Substituting the ansatz to Eq. (4.35) we obtain
WA = 0. (4.38)
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where,
W ≡
 W11 W12 kzW21 W22 γp0kz
kz kz −ω
 (4.39)
with,
W11 = −
(
1 + k2
)
ω +
[
v∗ − p0
2
k2vp∗
]
·k
W12 = −k2ω − p0
2
k2vp∗·k
W21 = −γp0k2ω + p0
(
1− γ p0
2
k2
)
vp∗·k
W22 = −
(
1 + γp0k
2
)
ω − γ p
2
0
2
k2vp∗·k.
and A denotes perturbation amplitude vector, which is defined as
A ≡
 A1Ap1
Av1
 . (4.40)
The homogeneous equation Eq. (4.38) will have a nontrivial solution if the deter-
minant of matrix W is zero.
detW = 0. (4.41)
This condition leads to an equation that gives the dispersion relation for the ITG
modes. In this case, it assumes a cubic equation in the perturbation frequency ω.
aω3 + bω2 + cω + d = 0; (4.42)
where
a = − (1 + k2 + γT0k2) ;
b = ω∗(1 + γT0k2)− ω∗Tk2T0(3
2
+
1
2
γT0);
c =
(
k2‖(1 + γT0) +
1
2
ω∗ω∗TT0k2γ − 1
2
ω2∗Tk
2T 20
)
;
d = (ω∗T − γω∗)T0k2‖.
Balance of Potential and Pressure Fluctuation
In the Hasegawa-Mima model, where the ion is cold, the E×B drift is the same as the
mass velocity of ions. The case will be different when the ion have finite temperature.
Ion diamagnetic drift will have to be taken into account, and correspondingly the
mass velocity will be modified. In comparing the MHM Equation and experimental
observation of Solomon and Shats [43] in the previous chapter it was discussed that
in order to have a reasonable match the mean mass velocity should be zero. Such a
condition requires a balance between the E×B drift and the ion diamagnetic drift. In
this section it will be shown that the balance does occurs according the ITG model
by comparing the amplitudes of potential pressure fluctuation, specifically their ratio.
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Evaluation of Eq. (4.38) gives the eigenvector corresponding to the wave-vector k as
Aˆk =
 1A1
A2
 ; (4.43)
where
A1 ≡ (γ(ω − ω∗) + ω
p
∗)T
ω
;
A2 ≡ (1+k
2+γTk2)ω2+(−(1+γTk2)ω∗+(2k2T+γT 2k2)ωp∗)ω−γT 2k2ω∗ωp∗+k2T 2(ωp∗)2
k‖ω
;
ω∗ ≡ k·v∗, and ωp∗ ≡ k·vp∗. Hence, the ratio R of the pressure and potentioal
fluctuation is
R =
(γ(ω − ω∗) + ωp∗)T
ω
. (4.44)
ωp∗ corresponds to the ion temperature gradient, hence considering only the effect
of ion temperature, we take its value to be 0, hence the ratio reduces to
R =
(γ(ω − ω∗))T
ω
. (4.45)
In order estimate its value the value of ω∗ will have to be estimated in relevance to
the experiment [43]. It can be done by solving the dispersion relation Eq. (4.41) for
ω∗:
ω∗ =
k2‖ω + k
2
‖Tγω − ω3 − k2ω3 − k2Tγω3
k2‖Tγ − ω2 − k2Tγω2
(4.46)
Making use of the experimental in Eq. (4.46) and Eq. (4.44) the estimated value of
R, calculated to 6 significant figure, is −0.999987. This result shows that the potential
and pressure fluctuation have practically equal magnitude and opposite to each other.
Hence, cancellation between the E×B drift and the ion diamagnetic drift occurs.
Instability of the ITG Modes
The discriminant of the cubic dispersion equation
D =
(
2b3 − 9abc+ 27a2d)2 + 4 (−b2 + 3ac)3 , (4.47)
determines the nature of the roots that the equation will give. In case of D ≤ 0, we
will find all the roots to be real. When this occurs, all the modes will be stable. In the
other case, D > 0, we will find a conjugate pair of complex frequencies, which describe
stable and unstable modes, and a root with real frequency. This situation indicates
the physical picture of the ITG modes described in the preceding section.
Fig. (4.3a) shows the region in which the discriminant of the dispersion equation
have positive values, which corresponds to unstable modes. The plot of instability
region in the figure indicates that the critical value of η varies with T (which has
been defined in 4.2 as Ti/Te) and ω∗ (which implies density gradient scale length L0 ≡
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Figure 4.3: Left panel shows all the values of η(≡ ∂ lnTi∂ lnn0 ), ion temperature T , and diamagnetic
drift frequency ω∗ that form the region in which the discriminant of the cubic dispersion relation
for ITG modes are positive, corresponding to unstable ITG modes. Right panel shows a plot
of the ITG dispersion function vs frequency when it is at its marginal stability. The function
intersects horizontal axes at the root of the dispersion relation.
−∂ lnn0). The plot in Fig. (4.3a) indicates that the mode is unstable above critical
values of η′s, the minimum being at T ' 0.6. This result agrees with the work of
Sandberg [149], showing critical values of η which depends on (Ti/Te) and (L0/R), the
ratio of the ion temperature to the electron temperature and the inhomogeneity scale
length to the magnetic field line curvature, respectively. Past works on ITG-instability
also found that there is a minimum value of η for instability to take place. Some
workers asserted that η ≥ 2/3 is the condition for instability [134, 150, 151]. Another
group determined that η > 1 [152]. Kadomtsev and Pogutse [153] gave the threshold
of instability to be η > 0.95 for small-scale perturbation(k2⊥ρ
2
s . 1); and η > 2 for
large-scale perturbation (k2⊥ρ
2
s  1). Those different values of critical η correspond
to different conditions of Ti/Te. The last two results correspond to the condition of
T1/Te > 1.5, according to the plot in Fig. (4.3, while the previous results correspond
to lower values of Ti/Te.
It has been shown here that the ITG modes indeed are potentially unstable Within
the framework of modulational instability, we are assuming a state in which the back-
ground carrier wave is stable and modulated by a perturbation wave. On the other
hand, the modes should be unstable if we expect them to give rise to transport. In rec-
onciliation, we therefore look at the condition in which the ITG modes are marginally
stable. Specifically, we look for a root of the cubic dispersion relation that has in-
finitesimally small imaginary part. Subsequently, we foresee a nonlinear shift in the
frequency that can balance further growth of the unstable mode.
4.3.2 The Wave Envelope
The form of the the ITG-mode dispersion relation apparently suggests that it is a
dispersive wave. A dispersive wave can be represented as a succession of wave envelopes
propagating with its group velocity. For our particular case, the group velocity of is
70 The Ion-Temperature-Gradient Modes
obtained by differentiating Eq. (4.38) with respect to k:
3∑
j=1
(
dkj
(
∂W
∂kj
+
∂ωk
∂kj
∂W
∂ωk
)
Ak + W
∂Ak
∂kj
dkj
)
= 0. (4.48)
In terms of the eigenvector Eq. (4.43), we assume that the amplitude vector have
the following form.
Ak = fAˆk; (4.49)
where f is a scalar function.
By definition there exist the corresponding left eigenvalue equation
AˆLW = 0; (4.50)
with AˆkL, the left eigenvector, is a row vector.
AˆLk =
 1AL1
AL2
 ; (4.51)
where
AL1 ≡
ω + Tωp∗
ω − ω∗ ;
AL2 ≡
2k‖(ω+Tω
p
∗)
2(1+k2+γTk2)ω2+(−2(1+γT 2)ω∗+(3k2T+γT 2k2)ωp∗)ω+γT 2k2ω∗ωp∗+k2T 2(ωp∗)2
We now revert to finding the group velocity by multiplying Eq. (4.48) from the left
by AˆLk and the ansatz Eq. (4.49) is used yielding:
3∑
j=1
dkj
[
AˆLk
(
∂W
∂kj
+
∂ωk
∂kj
∂W
∂ω
)
Aˆk
]
f = 0 ∀k. (4.52)
The second term on the left hand side of Eq. (4.48) vanish because of Eq. (4.50).
Since Eq. (4.52) holds for every k this relation must hold:
∂ωk
∂kj
=
−AˆLk ∂W∂kj Aˆk
AˆLk
∂W
∂ω Aˆk
. (4.53)
This equation defines the group velocity of the ITG mode.
The evolution of the wave envelope can be sought by proceeding the evaluation of
the ITG-equation to the next order.
At order δ2 the equation assumes the form
D(0)Ψ2 + D
(1)A exp ı[k.x0 − ωt0] = 0 (4.54)
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where D(1) is
D(1) ≡ C1 ∂
∂t1
+ C2·∇1; (4.55)
with
C1 ≡
 1 + k2 k2 0γp0k2 (1 + γk2) 0
0 0 1
 ;
C2 ≡

v∗ − p0(1 + k2)vp∗ − 2ωk
−2p0(vp∗·k)k
v∗ − p0k2vp∗ − 2ωk
−2p0(vp∗·k)k zˆ
p0
(
1− γp0k2
)
vp∗ − 2γp0ωk
−2γp20(vp∗·k)k
−γp20k2vp∗ − 2γp0ωk
−2γp20(vp∗·k)k + γT0v∗
γp0zˆ
zˆ zˆ −p0vp∗
 .
(4.56)
It can be shown from the dispersion matrix operator Eq. (4.39) that
C1 = −∂W
∂ω
; C2 =
∂W
∂k
. (4.57)
Thus D(1) is found to be
D(1) ≡
(
−∂W
∂ω
∂
∂t1
+
∂W
∂k
·∇1
)
. (4.58)
It can be noticed that Eq. (4.54) is an inhomogeneous equation with the following
form.
D(0)Ψ2 = −(D(1)A)eıθ. (4.59)
The inhomogeneous part of Eq. (4.59), which signifies the forcing term, has a form
that can give rise to secular growth. The secular term can be removed by projecting
the equation into the vector space spanned by the basis left-eigenvector of AˆL and then
imposing the solvability condition that the secular term has zero component in it.
It has been shown in Eq. (4.49) that the amplitude vector matrix has a form of a
basis eigenvector Aˆk times a scalar function f . Since Eq. (4.38) holds for every value
of f the following relation also hold:
WAˆ = 0. (4.60)
Solvability condition requires that the inhomogeneous part of the equation be or-
thogonal to AL:
AˆLD
(1)fAˆ = 0. (4.61)
With the use of (Eq. (4.58)) for D(1) , it can be shown that the solvability condition
yields (
∂
∂t1
− Aˆ
∂W
∂k A
Aˆ∂W∂ω A
·∇1
)
f = 0. (4.62)
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With reference to Eq. (4.53), we can write the equation in the following expression.(
∂
∂t1
+ vg·∇1
)
f = 0. (4.63)
Thus, it is shown that the wave envelope propagates with the group velocity vg.
After removal of the secular term, the projection of Eq. (4.59) in the vector space
spanned by AˆL becomes a homogeneous equation:
AˆLD
(0)Ψ2 = 0. (4.64)
Without loss of generality we can assume that the projection of Ψ2 in the space
spanned by AˆL is absorbed in Ψ1. Therefore, we can savely set
AˆLΨ2 = 0. (4.65)
This simplifies significantly our analysis at the order subsequent to the current one.
4.3.3 Formation of Zonal Flows from ITG Turbulence
At the preceding order we have seen a modulation with a constant modulation ampli-
tude due to the absence of forcing terms at that order. As we proceed to higher order
we expect to find forcing terms come into effect.
At Order δ3, we find an equation which can be written in matrix form as
D(0)Ψ3 + D
(1)Ψ2 + D
(2)A exp ı[k.x0 − ωt0] + D(1)∗ A exp 2ı[k.x0 − ωt0] = 0; (4.66)
where
D(2) ≡
(
−∂W∂ω ∂∂t2 + ∂W∂k ·∇2
)
+ bˆ×∇1ϕ1·kC1
+
(
2(− ∂∂t1 + p0v
p
∗·∇1)(k·∇1) + (ω + p0vp∗·k)∇21
) 1 1 0γp0 γp0 0
0 0 0
 .
(4.67)
and
D
(1)
∗ ≡ C1
(
(A1 +A
p
1)bˆ×k·∇1 + bˆ×(∇1A1 +∇1Ap1)·k
)
+
 0 0 00 0 0
0 γT0 0
A1bˆ×k·∇1 + bˆ×∇1A1·k. (4.68)
It can be shown that by the ansatz Eq. (4.49), the terms proportional to e2ıθ vanish.
Consequently, the equation at order δ3 now has the following form:
D(0)Ψ3 = −D(1)Ψ2 −D(2)A exp ı[k.x0 − ωt0]. (4.69)
Following the same procedure carried out at the preceding order, Eq. (4.69) is
multiplied from the left by the left-eigenvector AˆL. This operation removes the first
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term on the right hand side of the equation (due to Eq. (4.65)). The secular parts
are removed by applying the solvability condition. After some algebraic manipulations
this procedure yields
ı
(
∂
∂t2
+ vg·∇2
)
f
+ Aˆ
LM1Aˆ
AˆL ∂W
∂ω
Aˆ
[
2(vg + p0v
p
∗)·∇1(k·∇1) + (ω + p0vp∗·k)∇21
]
f
−bˆ×∇1ϕ1·kf = 0;
(4.70)
where
M1 ≡
 1 1 0γp0 γp0 0
0 0 0
 . (4.71)
In Eq. (4.70) the operator vg·∇1 in the first term has substituted−∂/∂t1, by the use
of Eq. (4.63). In accordance with the assumption made in Eq. (4.65), the homogeneous
equation of order δ3 after removal of secular terms is simply
AˆLD0ϕ3 = 0, (4.72)
and we can set
AˆLϕ3 = 0. (4.73)
It can be seen in the last term of Eq. (4.70) that a zonal (y-averaged) function
ϕ1 appears in the equation due to the inclusion of nonlinear terms. It is necessary to
proceed to the next order to find ϕ1.
The equation at Order δ4 takes the following form.
D(0)Ψ4 + D
(1)Ψ3 + D
(2)Ψ2 + D
(2)
∗ (A,A∗)
+ D(3)A exp ı[k.x0 − ωt0] + D(2)∗∗ A exp 2ı[k.x0 − ωt0] = 0;
(4.74)
where
D
(2)
∗ (A,A∗) ≡ − ∂∂t1∇21ϕ1
 1γp0
0

+
{
2 (A1 +A
p
1) (ky∂x1 − kx∂y1)
(
kx∂x1A
∗
1 + ky∂y1A
∗
1 + kx∂x1A
p∗
1 + ky∂y1A
p∗
1
)
+2
(
A∗1 +A
p∗
1
)
(ky∂x1 − kx∂y1) (kx∂x1A1 + ky∂y1A1 + kx∂x1Ap1 + ky∂y1Ap1)
+2 (ky∂x1 − kx∂y1) (A1 +Ap1)
(
kx∂x1A
∗
1 + ky∂y1A
∗
1 + kx∂x1A
p∗
1 + ky∂y1A
p∗
1
)
+2 (ky∂x1 − kx∂y1)
(
A∗1 +A
p∗
1
)
(kx∂x1A1 + ky∂y1A1 + kx∂x1A
p
1 + ky∂y1A
p
1)
− ∂∂t0
(
ϕ̂4 −∇20ϕ4 −∇20p4
)− v∗· (∇0ϕ4 +∇0p4)
+p0v
p
∗·∇0
(
ϕ̂4 −∇20ϕ4 −∇20p4
)− ∂(0)‖ v(4)‖
} 1γp0
0
 .
(4.75)
The same case found in evaluation at the previous order is also found at this order.
Evaluation reveals that terms proportional to e2ıθ, the last term in Eq. (4.74), vanish
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due to cancellation between terms.
Evaluation of the fourth-order equation Eq. (4.74) is proceeded by multiplying it
from the left by AˆL. Due to the imposed condition in Eq. (4.65) and Eq. (4.73), the
second and third term in the equation is removed. After removal of the secular term,
we are left with
AˆLD
(0)Ψ4 + AˆLD
(2)
∗ (A,A∗) = 0. (4.76)
As with the case of zonal flow generation by drift waves discussed in Chapter 3,
the dynamics described by Eq. (4.76) is averaged over y-surface in order to capture the
zonal dynamic.
AˆL1
∂
∂t1
∂2x1ϕ1
 1γp0
0
 = AˆL1 〈2kxky (A1 +Ap1) ∂2x1 (A∗1 +Ap∗1 )
+2kxky
(
A∗1 +A
p∗
1
)
∂2x1 (A1 +A
p
1) (4.77)
+2kxky∂x1 (A1 +A
p
1) ∂x1
(
A∗1 +A
p∗
1
)
+2kxky∂x1
(
A∗1 +A
p∗
1
)
∂x1 (A1 +A
p
1)〉y
 1γp0
0

+AˆLD
(0)〈Ψ4〉y.
This operation leaves only the following expression.
∂
∂t1
∂2x1ϕ1 = 2kxky∂
2
x1〈|(A1 +Ap1)|2〉y. (4.78)
Integration of Eq. (4.78) twice with respect to x1 will give
∂
∂t1
ϕ1 = 2kxky〈|(A1 +Ap1)|2〉y. (4.79)
It has become apparent that ϕ1 is driven by perturbation amplitudes A1 and A
p
1.
Therefore, relation in Eq. (4.63) will also apply to ϕ1. Hence, upon substitution of
−vg·∇1 for ∂/∂t1 we obtain
− vgx∂x1ϕ1 = 2kxky〈|(A1 +Ap1)|2〉y. (4.80)
This equation can be written this equation in a matrix form as
− vgx∂x1ϕ1 = 2kxky
((
1 1 0
)
Aˆ
)2 〈|f |2〉y. (4.81)
After substitution Eq. (4.81) into Eq. (4.70) to substitute for the last term of the
equation, we obtain the nonlinear Schro¨dinger equation that describe modulation of
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amplitude of the ITG modes:
ı
(
∂
∂t2
+ vg·∇2
)
f
+ Aˆ
LM1Aˆ
AˆL ∂W
∂ω
Aˆ
(
[2(vg + p0v
p
∗)·∇1(k·∇1) + (ω + p0vp∗·k)∇21
]
f
+ 1vgx
2kxk
2
y
(
M2Aˆ
)2 〈|f |2〉yf = 0;
(4.82)
where,
M2 ≡
(
1 1 0
)
.
It should be remarked that the nonlinear frequency shift represented by the last
term on the left hand side of Eq. (4.82) only come into effect in x-direction. Therefore,
we are only interested in the x-component of the equation:
ı
(
∂
∂t2
+ vgx∂x2
)
f + Aˆ
LM1Aˆ
AˆL ∂W
∂ω
Aˆ
(2vgxkx + ω) ∂
2
x1f (4.83)
+ 1vgx
2kxk
2
y
(
M2Aˆ
)2 〈|f |2〉yf = 0. (4.84)
Modulational instability will occur when the last two terms of the nonlinear Schro¨dinger
have the same sign. Hence, in our case(
AˆLM1Aˆ
AˆL ∂W∂ω Aˆ
(2vgxkx + ω)
)
×
(
1
vgx
2kxk
2
y
(
M2Aˆ
)2 〈|f |2〉y) > 0. (4.85)
This inequality can be reduced to
1
vgx
2kx
(
AˆLM1Aˆ
AˆL ∂W∂ω Aˆ
(2vgxkx + ω)
)
> 0. (4.86)
We can make simplification to this expression by showing that the matrix M1 and
∂W/∂k are related. It can be shown that the former is related to the projection of the
latter in the x-space.
∂W
∂k
·xˆ =
 −2ωkx − 2p0vp∗kxky −2 ωn0kx − 2p0vp∗kxky 0−2γp0ωkx − 2γp20vp∗kxky −2γp0ωkx − 2γp20vp∗kxky 0
0 0 0
 ; (4.87)
which can be written as
∂W
∂k
·xˆ = −M12kx (ω + p0vp∗ky) .
Thus,
M1 = −
∂W
∂k ·xˆ
2kx (ω + p0v
p
∗ky)
. (4.88)
Using this expression and Eq. (4.53), the factor Aˆ
LM1Aˆ
AˆL ∂W
∂ω
Aˆ
in the instability condition
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Eq. (4.85), can be replaced by vgx/ (2kx(ω + p0v
p
∗ky)). Hence, the instability condition
reduces to a simple form:
ω + 2vgxkx
ω + p0v
p
∗ky
> 0; (4.89)
where vp∗ = −∂x ln p0.
Simple as it looks, explicit analytical form of the modulational instability is cum-
bersome since the explicit expression of the group velocity involve the matrix A andAL.
Therefore, it is a daunting task to carry out further analysis in an explicit form. We
can, however, obtain a graphical representation of the analysis, which is depicted in
(Fig. 4.4). The plot shows different regions at different ion temperature where modu-
lational instability takes place.
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Figure 4.4: Regime where modulational instability occurs at different ion temperature plotted
against η, density gradient drift v∗, and poloidal wavenumber ky: (a) at T = 0.25, (b) at
T = 0.3, and (c) at T = 0.4
It is necessary to see how the condition of modulational instability appears when it
is reduced to the case of cold ion temperature. It is expected that we should recover the
condition of generation of zonal flow from drift waves. When we set T = 0, Eq. (4.89)
reduces to
ω + 2vgxkx
ω
> 0, (4.90)
1 +
2vgxkx
ω
> 0. (4.91)
Upon substitution of Eq. (4.53) with T = 0, it will be found that
1− 4k
2
x
1 + k2
> 0 =⇒ 1− 3k2x + k2y > 0. (4.92)
Hence, as is expected, it is shown that the condition is reduced to the condition
that was previously obtained in the case of generation of zonal flow by modulational
instability of drift waves.
Chapter 5
Derivation of the
Ginzburg-Landau Equation from
the Hasegawa-Wakatani
Equations
In the last two chapters the nonlinear Schro¨dinger equation has been derived from
the modified Hasegawa-Mima equation as an approach to model zonal-flow-induced
modulational instabilities. However, the model is limited in applicability by having no
growth or saturation term. We propose to rectify this deficiency by developing a com-
plex Ginzburg-Landau equation [44, 45] to model drift wave instabilities. This model
reveals more physics in attempt to make comparisons with experimental observations
of a modulational instability on the ANU’s H-1 heliac stellarator [43].
The Ginzburg-Landau equation (GLE) was originally found in the context of super-
conductivity, describing the transition to superconductivity (Ginzburg-Landau 1950).
The same form of equation was derived in stability analysis of the Rayleigh-Be´nard
convection to explain the phenomena as amplitude modulations [154, 155]. Stewart-
son and Stuart [156] in studying the instability of Poiseuille flow derived the Complex
Ginzburg-Landau equation. All the phenomena described by the GLE are typically
modulating waves with increasing amplitude.
In plasma physics the Ginzburg-Landau equation, which is otherwise known as the
“Nonlinear Schro¨dinger Equation with growth or damping,” was used in the analysis
of high frequency plasma oscillations [157–160]. The damping on the oscillations may
come from collisions [159] or Landau damping [157, 160]. In these works the growth
term, however, had no obvious physical origin and was hypothetically introduced into
the equation. Recent work by Parker and Krommes [95, 96] show derivation of a real
Ginsburg-Landau equation in the context of zonal flow generation in plasma.
A more formal derivation of the GLE in the context of dissipative drift-wave dy-
namics was given by Katou [161] using the reductive perturbation method. It was
shown that a self organization develops between drift-waves and convective cells (zonal
flow). In this chapter, we show that the Ginzburg-Landau equation can be derived
from the Hasegawa-Wakatani equations [53], which provide a simpler formulation for
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describing resistive drift-waves than that of Katou and has been much used in the liter-
ature. For instance the Hasegawa-Wakatani approach was also used in relation to zonal
flow and streamer generation by Champeaux and Diamond [101]. They had obtained
the NLS type equation without growth. In this work, the derivation is carried out
using the derivative perturbation expansion method [72] and the Hasegawa-Wakatani
formulation is analyzed to discover damping and growth of drift-waves.
5.1 General Heuristic Form of The GLE
Generalizing the heuristic form of nonlinear Schro¨dinger equation in Eq. (3.14) we
propose the ansatz
i
(
∂
∂t
+
∂ω
(c)
k
∂k
·∇
)
A = (Ωk + iΓk)|A|2A+ 2
(
ω
(2)
k + iγ
(2)
k
)
A
+ 
∂γ
(1)
k
∂k
·∇A− 1
2
∂2ω
(0)
k
∂k∂k
:∇∇A ,
(5.1)
and check it for consistency with the general linear dispersion relation
ω = ωk + iγk = ω
(0)
k + 
(
ω
(1)
k + iγ
(1)
)
+ 2
(
ω
(2)
k + iγ
(2)
k
)
+O
(
3
)
, (5.2)
in the special case when the amplitude |A| is constant and the nonlinear frequency
shift Ωk and growth rate Γk coefficients are zero. Here  is an ordering parameter for
non-ideal and non-linear effects, for amplitude A = A1 [where A1 = O(
0)] and for
spatio-temporal scales [∂t lnA and ∇ lnA being also O()]. We assume ω, k, and the
coefficients Ωk and Γk, are O(1).
The linear frequency ωk and growth/damping rate γk (> 0 for growth, < 0 for
damping) are defined to be real functions of k, to be derived from a physical disper-
sion relation. The choice of carrier frequency ω
(c)
k , used to define the explicit phase
factor exp(−iω(c)k t) in the defining equations relating the physical wave variables to the
complex amplitude A, is discussed below.
Note the assumption that all terms in Eq. (5.1) are O(3), which is nontrivial for
two reasons:
• First, on the LHS there are terms in ∂tA and ∇A, both O(2). However, as for
the nonlinear Schro¨dinger equation, we assume they combine so the advective
term [∂t + (∂ω
(c)/∂k)·∇]A is O(3). That is, spatio-temporal modulations of A
propagate locally with the group velocity vg ≡ ∂ω(c)/∂k, dispersive spreading
being on a longer length and time scale.
• Second, there must be no term in (ω(1)k + iγ(1)k ). If the dispersion relation does
contain a term ω
(1)
k this may be removed, without loss of generality, from Eq. (5.1)
by absorbing it into the carrier frequency, i.e. by defining ω
(c)
k = ω
(0)
k + ω
(1)
k .
(The term in ω
(2)
k could likewise be removed by absorbing it into the carrier
§5.2 The Hasegawa-Wakatani Equations 79
frequency, but we have chosen not to do this to facilitate comparison with the
multiple scale expansion derivation later in this chapter.) The absence of a γ
(1)
k A
term is however a physical restriction required to obtain the asymptotic balance
of all terms in the equation. This is discussed below after consideration of the
saturation condition.
If γ
(2)
k is positive, A will grow exponentially from a small value until it is large
enough to balance Γk, which we assume to be negative so that the saturation condition
Γk|A|2 +2γ(2)k = 0 can be satisfied. The amplitude will then asymptote to a maximum
amplitude
|Asat| ≡ 
(
γ
(2)
k /|Γk|
)1/2
(5.3)
as t→∞.
To justify omission of the term γ
(1)
k from Eq. (5.1), either sources of instability or
damping must be taken to be very weak, O(2), so γ
(1)
k vanishes for all k, or, as we
shall assume in this chapter, the carrier wave vector is chosen so the wave is close to
a marginal stability point, kc, where the growth rate γk vanishes. If there are regions
away from this marginal stability point where γk is positive and O(), (∂γ
(1)
k /∂k)·∇A
may be nonzero, even though γ
(1)
k = 0 at this special value of carrier wave vector k
chosen near marginal stability.
However this special choice for k in such a strongly unstable system is not very
relevant physically because random fluctuations with other wave vectors k, away from
marginal stability, will grow exponentially and cannot saturate until |A| approaches
(γ
(1)
k /|Γk|)1/2 — but then the assumed ordering |A| = O() [cf. Eq. (5.3)] is vio-
lated. Instead it is more physically consistent to assume the system as a whole is
close to marginal stability, so even the maximum growth rate, maxk γk, is O(
2), i.e.
maxk γ
(1)
k = 0. We have retained the term (∂γ
(1)
k /∂k)·∇A in Eq. (5.1) for generality,
but it too should vanish if maxk γk = O(
2).
Equation (5.1) is satisfied with carrier wave vector k0, carrier frequency ω
(c)
k0
=
ω
(0)
k0
+ ω
(1)
k0
and small time-dependent complex amplitude A = a exp[2(γ
(2)
k0
− iω(2)k0 )t],
corresponding to a linear wave with phase factor exp i(k0·x−ωk0t). We can now verify
that Eq. (5.1), with the same carrier wave vector and frequency as above, is consistent
with the linear dispersion relation by substituting the spatio-temporally modulated
complex amplitude A exp ik1·[x − (∂ωk0/∂k0)t], corresponding to a wave with phase
factor exp i(k·x−ωkt) (with k = k1 + k1, ωk = ω(0)k + (ω(1)k + iγ(1)k )+ 2(ω(2)k + iγ(2)k ))
into Eq. (5.1) to find it is satisfied up to O(2) after dividing both sides by A.
5.2 The Hasegawa-Wakatani Equations
The Hasegawa-Wakatani [53] equations couple electrostatic potential and plasma den-
sity. This model does not assume adiabatic electron response and thus we have a
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separate equation for electrostatic potential and plasma density.
∂
∂t
(∇2φ) + zˆ×∇φ·∇∇2φ = −1C1(φ˜− n) + (C(1)2 + C(2)2 )∇4φ
∂
∂t
(n)− zˆ×∇ lnn0·∇φ+ zˆ×∇φ·∇n = −1C1(φ˜− n);
(5.4)
where the plasma number density n has been split into the background density n0(x)
and a fluctuating part n(x, y, t) and the equations have been nondimensionalized as
in [53]. Following the modification in the preceding chapter, the potential fluctuation
is decomposed into the slowly varying zonal component φ and the non-zonal component
φ˜:
φ = φ˜+ φ. (5.5)
The dissipation parameters C are defined by
C1 = − Te
e2n0ηωci
∇2‖, (5.6)
and
C
(1)
2 =
µ
ρ2sωci
. (5.7)
The factor epsilon in Eq. (5.4) is a smallness parameter indicating that resistivity η and
viscosity µ are very low. C
(2)
2 is a parameter defined to modify the viscosity parameter
such that there is a slight imbalance (at order 2) between resistivity and viscosity,
which are responsible for growth and damping, respectively. We replace the first of
the pair of Hasegawa-Wakatani equations by one more convenient for asymptotic anal-
ysis obtained by subtracting the second equation from the first, yielding the following
equation.
∂
∂t
(∇2φ− n) + zˆ×∇ lnn0·∇φ+ zˆ×∇φ·∇(∇2φ− n)− (C(1)2 + C(2)2 )∇4φ = 0. (5.8)
5.3 Linear Dispersion Relation
Before commencing a formal multiple-scales asymptotic expansion it is instructive to
derive the linear dispersion relation up to O(2) so the formal results can be compared
with the heuristic form Eq. (5.1). Thus we substitute the following ansatz
φ˜ = Aei(k·x−ωt) , (5.9)
n = Bei(k·x−ωt) (5.10)
into Eq. (5.8) and the second of equations Eq. (5.4) to find, after dropping nonlinear
terms, two linear homogeneous equations for the two unknowns A and B
B =
1− iC−11 ω∗
1− iC−11 ω
A (5.11)
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and
ω(k2A+B)− ω∗A+ i(C(1)2 + C(2)2 )k4A = 0 , (5.12)
where ω∗ ≡ k·v∗ with v∗ ≡ −zˆ×∇ lnn0.
Substituting Eq. (5.11) in Eq. (5.12) we find[
(1 + k2)ω − ω∗ − iC−11 k2ω2 + i
(
1− iC−11 ω
)
(C
(1)
2 + C
(2)
2 )k
4
]
A = 0 , (5.13)
which has a nontrivial solution when the dispersion relation
(1 + k2)ω − ω∗ − iC−11 k2ω2 + i
(
1− iC−11 ω
)
(C
(1)
2 + C
(2)
2 )k
4 = 0 (5.14)
is satisfied. This is nonlinear in ω but may be solved perturbatively as
ω = ω0 + ω1 + 
2ω2 + · · · , (5.15)
where
ω0 =
ω∗
1 + k2
,
ω1 =
ik2ω2∗
C1(1 + k2)3
− ik
4C
(1)
2
(1 + k2)
,
ω2 = − 2k
4ω3∗
C21 (1 + k
2)5
− k
4ω∗C
(1)
2 (1− k2)
C1(1 + k2)3
− iC
(2)
2 k
4
1 + k2
,
(5.16)
In the notation of Sec. 5.1, this may be written
ω
(0)
k =
v∗ky
1 + k2
,
ω
(1)
k = 0, γ
(1)
k =
v2∗k2yk2
C1(1 + k2)3
− C
(1)
2 k
4
(1 + k2)
,
ω
(2)
k = −
2v3∗k3yk4
C21 (1 + k
2)5
− C
(1)
2 v∗kyk
4(1− k2)
C1(1 + k2)3
,
γ
(2)
k = −
C
(2)
2 k
4
1 + k2
,
(5.17)
which shows C
(2)
2 must be negative in order for γ
(2)
k to be positive (C
(1)
2 being chosen
to make γ
(1)
k vanish for the given carrier wave vector k, as discussed in Sec. 5.1). These
results will be found to be consistent with the results found from the multiple-scales
method presented below.
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5.4 Multiple-scale Derivation of the Ginzburg-Landau Equa-
tion
φ˜ , φ and n are expanded as summations of fluctuations of different scales, following
the procedure in the scheme of multiple-scale perturbation analysis.
φ˜ =
N∑
j=0
jφ˜j(x0...xN , y0...yN , t0...tN );
φ =
N∑
j=0
jφj(x1, ..., xN , t1, ..., tN );
n =
N∑
j=0
jnj(x0...xN , y0...yN , t0...tN ).
(5.18)
In the expansion above, the arguments of the functions are also expanded as sets
of independent variables which are defined as follows
xj = 
jx; yj = 
jy; tj = 
jt.
Consequently, the derivatives with respect to the argument variables are subject to the
following expansion
∂
∂x
=
∂
∂x0
+ 
∂
∂x1
+ 2
∂
∂x2
+ · · ·+ N ∂
∂xN
,
∂
∂y
=
∂
∂y0
+ 
∂
∂y1
+ 2
∂
∂y2
+ · · ·+ N ∂
∂yN
,
and
∂
∂t
=
∂
∂t0
+ 
∂
∂t1
+ 2
∂
∂t2
+ · · ·+ N ∂
∂tN
.
After substitution of the expansion into Eq. (5.8), analysis is carried out in subse-
quent orders in .
Order O()
At this order, the Hasegawa-Wakatani equation Eq. (5.8) assumes the following
form:
∂
∂t0
(∇20φ˜1 − n1)− v∗·∇0φ˜1 = 0, (5.19)
where v∗ ≡ −zˆ×∇ lnn0. This equation admits the following ansatz as the solution.
φ˜1 = A1(x, y, t)e
i(k·x0−ωt0). (5.20)
n = B1(x, y, t)e
i(k·x0−ωt0). (5.21)
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Substitution of Eq. (5.20) and Eq. (5.21) into Eq. (5.19) yields
iωk2A1 − ikyv∗A1 + iωB1 = 0. (5.22)
This equation should give the dispersion relation. However, it can not be readily
obtained due to the simultaneous appearance of A1 and B1 in the equation. A sidestep
has to be taken by considering the relation between potential and density, that is the
second of Eq. (5.4). Upon substitution of the ansatz Eq. (5.20) and Eq. (5.21) into the
equation, a relation between amplitudes A1 and B1 is obtained:
B1 =
iω∗ − C1
iω − C1 A1, (5.23)
where ω∗ ≡ k·v∗. B1. Equation Eq. (5.23) reproduces the relation obtained by Katou
[161]. By Inserting B1 from the equation into Eq. (5.22), an expression of the dispersion
relation for drift-waves is obtained:
ω2 + i
(1 + k2)C1
k2
ω − C1 iω∗
k2
= 0, (5.24)
or
ω2 + ibω − i ω∗b
1 + k2
= 0; (5.25)
where b ≡ [(1+k
2)C1]
k2
. The root of this equation is
ω =
1
2
{
−ib± ib
(
1− 4i ω∗
(1 + k2)b
) 1
2
}
. (5.26)
In the case where resistivity is close to 0 (b  1), called the adiabatic limit [162],
the frequency can be expressed as a Taylor series expansion:
ω =
1
2
{
−ib± ib
[
1− 1
2
4iω∗
(1 + k2)b
+
1
2
(−12)
2
( −16ω2∗
(1 + k2)2b2
)
+ · · ·
]}
. (5.27)
Retaining terms only up to the second order, this equation yields the dispersion
relation of unstable drift-waves suggested by Wakatani and Hasegawa [163].
ω = ω0 + iγ, (5.28)
where
ω0 =
ω∗
1 + k2
;
γ ≡ ω
2
0
b
.
The equation indicates the drift waves undergo a linear growth. Hence, a phase shift
between the amplitude of density and potential (Eq. (5.23)) causes drift-wave linear
instability. When we regard the growth as a small perturbation the drift-wave is stable
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at the lowest order.
Before proceeding to the next order, it is worth to note that the relation of density
and potential amplitude is also liable to expansion. Instead of expanding the frequency
of drift waves we shall take a different path by doing a Taylor expansion on the relation
of potential and density amplitude and show that instability can also be revealed in
this way. We write Eq. (5.23) to the leading order as
B1 =
(
1− i ω∗
C1
)(
1 + i
ω
C1
)
A1. (5.29)
It has been shown earlier (Eq. (5.28)) that the frequency of drift-wave is complex,
indicating linear growth rate. We shall maintain the assumption of complex frequency,
with order  imaginary part:
ω = ω0 + iγ
∗. (5.30)
However, in the assumption, the growth rate γ∗ is yet to be determined and in general
can be different from γ, which depends on resistivity alone.
Inserting Eq. (5.30) in Eq. (5.29), the relation between density and potential am-
plitude becomes
B1 =
(
1− i ω∗
C1
)(
1 + i
ω0 + iγ
∗
C1
)
A1, (5.31)
where the expansion parameter  has been attached to the equation for bookkeeping
purposes.
When we use this relation and redo the expansion on Eq. (5.8) to the lowest order
in , the equation has the following form
Dφ˜1 = 0, (5.32)
where we have defined the operator
D ≡ [1− (∂2x0 + ∂2y0)]∂t0 + v∗∂y0 , (5.33)
which we shall encounter at each order of the  expansion.
The drift wave will be a plane wave with frequency ω = ω0:
φ˜1 = A1e
i(k·x0−ω0t0). (5.34)
where A1 is constant at this order. It is consistent with the previous statement of the
stability of drift waves at the lowest order.
When we proceed to the next order, the amplitude is no longer constant but depends
on x1, y1 and t1. For future reference we now calculate the group velocity vg ≡ ∂ω0/∂k,
∂ω0
∂k
=
v∗yˆ
1 + k2
− 2ω0k
1 + k2
. (5.35)
Order 2
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Evaluation at order 2, after substitution of Eq. (5.31) and Eq. (5.34) into Eq. (5.8),
yields
Dφ˜2 = −eiθ
(
∂A1
∂t1
+ k2
∂A1
∂t1
− 2ω0ky ∂A1
∂y1
+ v∗
∂A1
∂y1
− 2ω0kx∂A1
∂x1
+
ω20k
2
C1
A1 − C(1)2 k4A1
)
+ c.c.
(5.36)
We now show that the behaviour of A1 is determined by a solvability condition to
ensure that φ˜2 be bounded for all t0.
As the right hand side of Eq. (5.36) is of the same form as the first-order solution
φ˜1, this suggests looking for a solution of the same form, A2 exp(iθ) + c.c.. However
D exp(iθ) ≡ 0, so such an ansatz cannot in general satisfy the inhomogeneous equation
Dφ˜2 = Feiθ + c.c., for an arbitrary driving amplitude F . Instead, try A2 exp(iθ) +
Ft0 exp(iθ)/(1 + k
2) + c.c., which is a solution to the inhomogeneous equation because
D(t0 exp iθ) = (1 + k2) exp iθ. Thus the right hand side of Eq. (5.36) will resonantly
drive secular behaviour (i.e. unbounded t0-dependence) in φ˜2 unless this driving term
is set to zero (F = 0). This is the required solvability condition:
∂A1
∂t1
+ k2
∂A1
∂t1
− 2ω0ky ∂A1
∂y1
+ v∗
∂A1
∂y1
− 2ω0kx∂A1
∂x1
+
ω20k
2
C1
A1 − C(1)2 k4A1 = 0. (5.37)
Taking Eq. (5.35) into account we can simplify Eq. (5.37) into the following relation
∂A1
∂t1
+ vg·∇1A1 =
(
ω20k
2
C1(1 + k2)
− C
(1)
2 k
4
(1 + k2)
)
A1; (5.38)
Equation Eq. (5.38) shows that the amplitude increases or decreases depending on the
term on the right hand side of the equation. This suggestion implies the expression for
the parameter γ∗ defined in Eq. (5.30).
γ∗ ≡ ω
2
0k
2
C1(1 + k2)
− C
(1)
2 k
4
(1 + k2)
. (5.39)
It should be noticed that the first term on r.h.s. is the parameter γ of Eq. (5.28). In
addition to γ, which represents growth, there is a damping term, which apparently
comes from viscosity. In cases where viscosity is ignored (e.g. [162, 163]), we will get
γ∗ = γ.
The threshold for the linear instability of drift-waves can be found when γ∗ = 0,
that is when the resistivity and viscosity term in Eq. (5.39) exactly balance.
ω2∗ − C(1)2 C1k2(1 + k2) = 0. (5.40)
This relation holds when the wave-number of the drift-waves satisfies a critical value,
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kc:
k2c (1 + k
2
c ) =
ω2∗
C
(1)
2 C1
. (5.41)
Thus, drift-wave instability occurs when the wave number falls within a certain
range
− kc < k < kc (5.42)
Proceeding to the next order of the multiple-scale expansion,
Order 3
Dφ˜3 = −eiθ
[
(1 + k2)
(
∂A1
∂t2
+ iky
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∂x1
A1
)
− 2ω
(
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i
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+ i
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−C(2)2 k4A1
)]
,
(5.43)
where we have assumed that φ˜2 = 0.
The non-secularity condition requires that
(1 + k2)
(
∂A1
∂t2
+ iky
∂φ1
∂x1
A1
)
− 2ω
(
kx
∂A1
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+ ky
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− 2i
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−C(2)2 k4A1
)
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(5.44)
The time operator ∂/∂t1 in Eq. (5.44) is substituted according to Eq. (5.38). After
some rearrangements, we will get[
∂A1
∂t2
+ (vg·∇2)A1
]
+
i
1 + k2
[
2(kxvgy + kyvgx)
∂2A1
∂x1∂y1
+ (ω0 + 2kxvgx)
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]
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4C
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2γ∗
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k +
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·∇1A1 = 0.
(5.45)
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The factor ∂φ1∂x1 in Eq. (5.45) will be determined from the equation at the next order.
Order 4
At this order, the following equation is obtained after removal of secular terms.
∂3φ1
∂x21∂t1
+ 4kxky
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(5.46)
which can be simplified into:
∂2
∂x21
(
∂φ1
∂t1
)
=
[
2kxky(
∂2
∂x21
− ∂
2
∂y21
) + 2(k2y − k2x)
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2k2ω∗
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(ky
∂
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+ kx
∂
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)
]
|A1|2.
(5.47)
Considering that φ1 is zonal, the equation above can be averaged over y without losing
the dynamics, yielding
∂2
∂x21
(
∂φ1
∂t1
) = 2kxky
∂2
∂x21
〈|A1|2〉y + 2k
2ω∗
(1 + k2)C1
ky
∂
∂x1
〈|A1|2〉y. (5.48)
One of the operator ∂/∂x1 of the first term on the right hand side, acting on the
amplitude, is changed to ∂/∂t1 by virtue of Eq. (5.38). Hence:
∂2
∂x21
(
∂φ1
∂t1
) = 2kxky
∂
∂x1
1
vgx
(
− ∂
∂t1
+ γ∗
)
〈|A1|2〉y + 2k
2ω∗
(1 + k2)C1
ky
∂
∂x1
〈|A1|2〉y. (5.49)
Integrating Eq. (5.49) with respect to t1 and x1 yields
∂φ1
∂x1
= −2kxky
vgx
〈|A1|2〉y +
∫ (
2kx
γ∗
vgx
+
2k2ω∗
(1 + k2)C1
)
ky〈|A1|2〉ydt1 + Cxt1 + Ctx1,
(5.50)
where Cx and Ct are constants of integration with respect to x1 and t1, respectively.
The last three terms on the right hand side of Eq. (5.50) are secular terms, which
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should be removed by setting them to zero. Thus,
∂φ1
∂x1
= − 1
vgx
2kxky〈|A1|2〉y. (5.51)
This is the expression for ∂φ1/∂x1 sought for in the preceding order. Reverting back to
the equation of interest in that order, namely Eq. (5.45), upon substitution of ∂φ1/∂x1
by Eq. (5.51) the equation becomes[
∂A1
∂t2
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+
i
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(5.52)
In this chapter we have made a first attempt at generalizing the nonlinear Schro¨dinger
equation derived for drift waves in the previous chapter by including the important
physical effects of growth, damping and nonlinear saturation by using the Hasegawa-
Wakatani equations instead of the Hasegawa-Mima equation. As in the previous chap-
ter we have used both a heuristic and formal asymptotic approach.
Comparing with Eq. (5.52) we see that most of the terms assumed in the general
heuristic form Eq. (5.1) have been found by the formal approach, and comparison with
the linear dispersion relation results in Eq. (5.16) shows (with a little rearrangement of
the ω
(2)
k term) complete agreement in the linear terms except for an as-yet-unexplained
discrepancy in the ∂γ
(1)
k /∂k term. The nonlinear frequency shift coefficient Ωk is also
found, and is the same as that found from the Hasegawa-Mima equation in the previous
chapter.
However the nonlinear saturation coefficient Γk is missing, suggesting a model with
more physics in it than the Hasegawa-Wakatani equations needs to be found as the
starting point for the calculation and for comparison with experiment. Also, in retro-
spect it would have been easier and more physically relevant (as discussed in Sec. 5.1)
to have ordered the resistivity and viscosity parameters C−11 and C2 to be O(
2) to
avoid having to assume a special choice of the carrier wave vector near marginal sta-
bility, where resistive instability and viscous damping are delicately balanced. (This
ordering would make γ
(1)
k = 0 for all k and would thus remove the ∂γ
(1)
k /∂k term.)
However, these considerations must be left to future work.
Chapter 6
Conclusion
The generation of large-scale zonal flow from drift-wave turbulence, which has drawn
considerable interest in the plasma community for its role in improving confinement of
heat leading to sustaining fusion conditions, has been dealt with in this thesis in the
framework of modulational instability theory. In this theory, the zonal flow is generated
through a feedback mechanism, in which modulations of the drift-wave envelope excite
zonal flows through a nonlinear mechanism and the zonal flows enhance the modulation
through a self-focusing mechanism. A high frequency carrier wave is modulated by a
low frequency wave with nonlinearity at play. A positive nonlinear frequency shift
makes the wave denser at the place where amplitude is greater. When the group
velocity is slower at the place where the wave is denser energy will be condensed at
that place and increase the amplitude at the place where the amplitude is already at
the maximum. Thus, instability occurs. This whole description is contained in the
nonlinear Schro¨dinger equation (NLSE).
Nonlinearity is the key ingredient in modulational instability. In the case of genera-
tion of zonal flows from drift-waves, some added a scalar nonlinearity to the Hasegawa-
Mima equation, arising from polarization drift and/or temperature gradient, in order
to find a nonlinear frequency shift. Others considered the nonlinear frequency shift to
come from time-averaged flow and density profile flattening. In this thesis the nonlinear
frequency shift is obtained from a zonal-flow-induced Doppler shift by modifying the
Hasegawa-Mima equation, i.e. splitting the potential fluctuation into surface averaged
(zonal) and non zonal component to take into account the correct adiabatic response
of electrons, relating density fluctuations to potential fluctuations.
Three cases of plasma condition are considered in this thesis. In the first case
the plasma is assumed to have cold ions and collisions between particles are ignored.
The starting point for the analysis is the one-field Hasegawa-Mima Equation. In the
collisional case with cold ions, the starting point is the two-field Hasegawa-Wakatani
(HW) equations. In the last case, the ions are sufficiently hot that their temperature
has to be taken into consideration but collisions are ignored. The starting point for the
analysis is the Ion-Temperature-Gradient (ITG) equation. These three cases gave rise
to two types of Nonlinear Schro¨dinger equation: NLSE without growth/damping and
NLSE with growth/damping, also known as the Ginzburg-Landau equation (GLE). The
first type is found in the collisionless case while the second is found in the collisional
regime.
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Although physically an approximation, the MHM equations are treated as exact
equations and analysed to derive NLS both heuristically and formally, using the method
of multiple-scale perturbation analysis. Both heuristic and formal approach found ex-
actly the same form of NLSE. Analysis on the NLSE found the modulational instability
criterion for the MHM equations. When this criterion is fulfilled, zonal flow will be
spontaneously generated from drift waves at a certain growth rate. The growth rate
cannot go up indefinitely but should peak at some zonal flow wave number. For the case
being considered the growth rate curve forms an inverted parabola. By making some
adjustments to observed values, justified by taking the ion temperature into account,
the predicted wave number at which the growth rate is maximum agrees reasonably
well with the experiment in the ANU’s H-1 Heliac Stellarator facility.
Ion temperature is ignored in the simple one-field MHM. While this type of drift
mode can give account for particle transport from the plasma core, it does not ade-
quately explain anomalous heat loss from the plasma. A more general kind of drift
mode, known as the ion temperature gradient (ITG), is found to be the major cause of
the anomalous thermal transport in fusion plasmas. Since there has been no universally
accepted paradigm model for ITG modes comparable with the Hasegawa-Mima and
the Hasegawa-Wakatani equations in the cold ion case, we derived the ITG model on
our own from the fundamental equations of collisionless plasma fluids. The multiple-
scale perturbation procedure yields us a model for the ITG mode, which consists of
three simultaneous equations that involve electrostatic potential, ion pressure and ion
parallel velocity.
Taking into account the corrected adiabatic electron response, further analysis of
these equations yields the dispersion relation for the ITG mode and the NLSE. The
dispersion relation of the ITG mode shows that the mode is linearly unstable. The
model derived in this work predicts that the instability occurs above certain value of the
ratio of temperature gradient and density gradient, in agreement with previous works
on ITG-instability. The NLSE is found in the multiple scale perturbation analysis at
the third order. The condition for the modulational instability for ITG mode appears
to be dependent on ion temperature. The region of modulational instability is smaller
when the ion temperature is higher. The condition for modulational instability reduces
to the form previously obtained in the case of generation of zonal flow by modulational
instability of drift waves.
The MHM equations include no drift-wave instability mechanism. This mechanism
appears in the HW equations, which take account of resistivity and viscosity. Analysis
on the HW equation using the derivative perturbation expansion reveals that resistiv-
ity contributes to growth while viscosity contributes to damping so they compete to
destabilize or stabilize the drift-waves. The GLE is derived in this thesis using both
heuristic and formal method. Comparing the result using the two methods, most of the
terms assumed in the general heuristic form have been found by the formal approach,
and comparison with the linear dispersion relation shows complete agreement, except
for an as-yet-unexplained small discrepancy in a second-order linear term. However
the nonlinear saturation coefficient is missing, suggesting a model with more physics
in it than the Hasegawa-Wakatani equations needs to be found as the starting point
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for the calculation and for comparison with experiment. These considerations must be
left to future work.
In summary, we have developed a formal asymptotic methodology for the systematic
study of the interplay of dispersive and nonlinear effects in plasma drift waves, using
three sets of model equations of increasing physical sophistication. This has allowed
us to relate the specialized physics of this class of plasma waves to the much-studied
mathematical paradigm equation known as the complex Ginzburg-Landau equation. It
is anticipated that this will yield new insights into the nonlinear dynamics drift waves
that will allow better characterization of experimental observations.
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