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THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF
LERCH ZETA-FUNCTIONS AND ITS APPLICATIONS
MASAHIRO MINE
Abstract. The probabilistic study of the value-distribution of zeta-functions is one
of the modern topics in analytic number theory. In this paper, we study a proba-
bility density function related to the value-distribution of Lerch zeta-functions. We
prove that a certain limit measure is expressed as an integral of the density function.
Moreover, we obtain an asymptotic formula for the number of zeros of the Lerch
zeta-function on the right side of the critical line, whose main term is associated with
the density function.
1. Introduction
Let λ ∈ R and 0 < α ≤ 1. We define the Lerch zeta-function L(λ, α, s) as
L(λ, α, s) =
∞∑
n=0
e2πiλn
(n+ α)s
, s = σ + it
for σ > 1 if λ ∈ Z, and for σ > 0 if λ /∈ Z. It has a holomorphic continuation to the
whole complex plane if λ /∈ Z. In the case of λ ∈ Z, the Lerch zeta-function reduces the
Hurwitz zeta-function
ζ(s, α) =
∞∑
m=0
1
(n+ α)s
,
which is continued holomorphically to the whole complex plane except for a simple pole
at s = 1.
1.1. Limit theorems for Lerch zeta-functions. At first, we recall a probabilistic
limit theorem for L(λ, α, s) proved by Garunksˇtis and Laurincˇikas. Let B(C) be the class
of the Borel sets of C. We define a probability measure Pσ,T ( · ;λ, α) on (C,B(C)) as
Pσ,T (A;λ, α) =
1
T
µ1{t ∈ [0, T ] | L(λ, α, σ + it) ∈ A}, A ∈ B(C),
where µk{· · · } is the k-dimensional Lebesgue measure of the set {· · · }.
Theorem 1.1 (Theorem of [4]). Let λ ∈ R, 0 < α ≤ 1. If σ > 1/2 be a fixed real
number, then there exists a probability measure Pσ( · ;λ, α) on (C,B(C)) such that the
measure Pσ,T ( · ;λ, α) converges weakly to Pσ( · ;λ, α) as T →∞.
In other words, for any A ∈ B(C) with Pσ(∂A;λ, α) = 0, we have
(1.1) Pσ,T (A;λ, α) = Pσ(A;λ, α) + o(1)
as T → ∞. The first purpose of this paper is to improve formula (1.1) by restricting
the parameter α and the Borel set A. For the restriction to α, we define the admissible
subset S ⊂ (0, 1] as follows.
Definition 1.2. We define the admissible subset S as the collection of all α ∈ (0, 1]
which satisfy the following conditions (1) and (2):
(1) Independence. The system {log(n+ α)}n≥0 is linearly independent over Q.
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(2) Spacing. There exists a constant Ω(α) > 0 such that for any 0 ≤ n1, . . . , nN ≤ X
and ǫj ∈ {1,−1}, we have
∣∣∣ N∑
j=1
ǫj log(nj + α)
∣∣∣ ≥ X−Ω(α)N2
for large X , if
∑N
j=1 ǫj log(nj + α) 6= 0.
With regard to the set A, we assume that it is a rectangle in C with sides parallel to
the coordinate axes. Then we have the following result.
Theorem 1.3. Let λ ∈ R and α ∈ S. Let σ1 > 0 be a large fixed real number. Let
ǫ1 > 0 be a small fixed real number. Then for each ǫ > 0, there exists a positive constant
T0 = T0(α, ǫ, ǫ1) such that for all 1/2 + ǫ1 ≤ σ ≤ σ1 and for all T ≥ T0, we have
Pσ,T (R;λ, α) = Pσ(R;λ, α) +O
(
(µ2(R) + 1)(logT )
− 14+ǫ
)
,
where R is any rectangle whose sides are parallel to the axes and have length greater than
(logT )−
1
4+ǫ. Here the implied constant depends only on λ, σ1, ǫ, ǫ1.
Moreover, there exists a non-negative continuous function Mσ(z;α) on C such that
Pσ(R;λ, α) =
∫
R
Mσ(z;α)|dz|
holds with |dz| = (2π)−1dxdy.
We see that µ1(S) = 1 due to some facts from transcendental number theory, hence
Theorem 1.3 is an improvement of (1.1) for almost all α. For some information about
the admissible subset S, see Remark 1.7 bellow.
1.2. Distributions of zeros of Lerch zeta-functions. Then, we proceed to the study
of the distribution of zeros of L(λ, α, s). Let N(T, σ1, σ2;λ, α) be the number of zeros of
L(λ, α, s) in the rectangle σ1 < σ < σ2, 0 < t < T . An upper bound for N(T, σ1, σ2;λ, α)
is obtained with an arbitrary α.
Theorem 1.4 (Theorem 8.4.10 of [15]). Let λ ∈ R and 0 < α ≤ 1. Then for any σ1, σ2
fixed with 1/2 < σ1 < σ2, there exists a constant C1 = C1(σ1, σ2;λ, α) > 0 such that
N(T, σ1, σ2;λ, α) < C1T
holds for sufficiently large T .
On the other hand, a lower bound is proved within some restricted α.
Theorem 1.5 (Theorems 8.4.1 and 8.4.7 of [15]). Let λ ∈ R and 0 < α ≤ 1. If we
assume that 0 < α ≤ 1 is rational or transcendental number, then there exists a constant
δ(α) > 0 such that for any σ1, σ2 fixed with 1/2 < σ1 < σ2 < 1 + δ(α), there exists a
constant C2 = C2(σ1, σ2;λ, α) > 0 such that
N(T, σ1, σ2;λ, α) > C2T
holds for sufficiently large T .
Note that, if the system {log(n + α)}n≥0 is linearly independent, the method in the
classical paper of Borchsenius and Jessen [3] can be applied. It implies that there exists
a constant C = C(σ1, σ2;α) ≥ 0 such that
(1.2) N(T, σ1, σ2;λ, α) = CT + o(T )
for any fixed 1/2 < σ1 < σ2. For the correct proof of (1.2), see Appendix of this paper.
In this paper, we improve asymptotic formula (1.2) in the case of α ∈ S.
THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF LERCH ZETA-FUNCTIONS 3
Theorem 1.6. Let λ ∈ R and α ∈ S. Then for any σ1, σ2 fixed with 1/2 < σ1 < σ2,
there exists a constant C = C(σ1, σ2;α) ≥ 0 such that
N(T, σ1, σ2;λ, α) = CT +O(T (log T )
−A)
as T → ∞ with some absolute constant A > 0. Here the implied constant depends only
on σ1, σ2, λ, α, and the constant C = C(α, σ1, σ2) is given by
(1.3) C(σ1, σ2;α) =
1
2π
∫ σ2
σ1
( ∫
C
log |z| ∂
2
∂σ2
Mσ(z;α)|dz|
)
dσ.
Remark 1.7. Conditions (1) and (2) of Definition 1.2 is related to transcendental num-
ber theory. In fact, we know that any transcendental number satisfies condition (1). For
condition (2), we recall the notion of S-numbers introduced by Mahler [17]. They are
defined as follows. Following the notation in the book of Baker [1], for a complex number
ξ, and for positive integers n, h, let P (x) ∈ Z[x] be a polynomial with degree at most n
and height at most h for which |P (ξ)| takes the smallest non-zero value. Then we define
a real number ω(ξ) as
ω(ξ) = lim sup
n→∞
lim sup
h→∞
ωn,h(ξ),
where ωn,h(α) is a real number determined by the equation |P (ξ)| = h−nωn,h(α). The
number ξ is called an S-number if 0 < ω(ξ) <∞. Then, we have the following result.
Lemma 1.8. Let α be an S-number. Then there exists Ω(α) > 0 such that for any
positive integer N , and for any integers 0 ≤ m1, . . . ,mµ, n1, . . . , nν ≤ X with µ+ν = N ,
we have ∣∣∣ µ∑
j=1
log(mj + α)−
ν∑
k=1
log(nk + α)
∣∣∣ ≥ X−Ω(α)N2
for X ≥ 2, if (m1 + α) · · · (mµ + α) 6= (n1 + α) · · · (nν + α).
Proof. We have
∣∣∣ µ∑
j=1
log(mj + α)−
ν∑
k=1
log(nk + α)
∣∣∣ = ∣∣∣ log (m1 + α) · · · (mµ + α)
(n1 + α) · · · (nν + α)
∣∣∣(1.4)
≥ |(m1 + α) · · · (mµ + α)− (n1 + α) · · · (nν + α)|
max{(m1 + α) · · · (mµ + α), (n1 + α) · · · (nν + α)}
≥ |P (α)|
(2X)N
,
where P (x) is the polynomial
(m1 + x) · · · (mµ + x)− (n1 + x) · · · (nν + x).
The degree of P (x) is at most N , and the height is at most(
N
⌊N/2⌋
)
XN ≤ (2X)N .
Hence we have
|P (α)| ≥ (2X)−ω(α)N2
by the definition of S-numbers. Therefore by (1.4), we obtain the desired inequality. 
For some results on the S-numbers, see Section 8 of [1]. We know that all S-numbers
are transcendental. Thus if α ∈ (0, 1] is an S-number, then it belongs to the admissible
subset S. Furthermore, almost all real numbers are S-numbers with respect to µ1.
Therefore we conclude that µ1(S) = 1.
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1.3. “M-functions” for L-functions. The first example of the probabilistic limit theo-
rem related to the value-distribution of zeta-functions is obtained by Bohr and Jessen [2].
They studied the case of the Riemann zeta-function ζ(s). Let
G = {s = σ + it | σ > 1/2}\
⋃
ρ=β+iγ
{s = σ + iγ | 1/2 < σ ≤ β},
where ρ runs through all zeros of ζ(s) with β > 1/2. We define a probability measure
Pσ,T ( · ; ζ) on (C,B(C)) as
Pσ,T (A; ζ) =
1
T
µ1{t ∈ [0, T ] | log ζ(σ + it) ∈ A}, A ∈ B(C),
where log ζ(s) is defined by analytic continuation along the horizontal line. Bohr and
Jessen showed that for any fixed σ > 1/2 there exists a limit value Pσ(R; ζ) such that
(1.5) Pσ,T (R; ζ) = Pσ(R; ζ) + o(1),
where R is any rectangle in C with sides parallel to the axes. They also proved the
existence of a non-negative real valued continuous function Mσ(z; ζ) on C such that
(1.6) Pσ(R; ζ) =
∫
R
Mσ(z; ζ)|dz|.
Harman and Matsumoto [7] sharpened formula (1.5). They showed for each ǫ > 0
(1.7) Pσ,T (R; ζ) = Pσ(R; ζ) +O
(
(µ2(R) + 1)(logT )
−A(σ)+ǫ)
as T →∞, where
A(x) =
{
(x− 1)/(3 + 2x) for x > 1,
(4x− 2)/(21 + 8x) for 1/2 < x ≤ 1.
Theorem 1.3 is regarded as an analogue result for (1.6) and (1.7).
Guo [5, 6] studied the density function for the value-distribution of (ζ′/ζ)(s) instead
of log ζ(s), and his result [6, Theorem 1.1.2] gives the following asymptotic formula
N1(T, σ1, σ2) = CT +O(T (logT )
−A)
for any fixed 1/2 < σ1 < σ2, where N1(T, σ1, σ2) is the number of zeros of ζ
′(s) in the
rectangle σ1 < σ < σ2, 0 < t < T , and the constant C is represented by
C =
1
2π
∫ σ2
σ1
( ∫
C
log |z| ∂
2
∂σ2
Mσ(z; ζ)|dz|
)
dσ
with Guo’s density function Mσ(z; ζ). The method of the proof of Theorem 1.6 in this
paper sometimes follows study of Guo.
Ihara and Matsumoto studied the value-distribution of some L-functions through the
density functionsMσ(z; ζ),Mσ(z; ζ), and so on. For more details, see [9–12] for example.
Such density functions were named the M -functions for L-functions by Ihara [9].
This paper consists of seven sections. Section 1 above is an introduction of the paper.
The main results are Theorems 1.3 and 1.6. At first, we construct in Section 2 the density
functionMσ(z;α). For this, we recall the theory of the equidistributions on circles studied
by Jessen and Wintner [13]. The functionMσ(z;α) is defined as an infinite convolution of
such distributions. In Section 3, we consider several mean values of Lerch zeta-functions.
We prove Theorem 3.2 in this section, which assert that the mean values are expressed as
the integrals involving the density function Mσ(z;α). Both of the proofs of Theorems 1.3
and 1.6 are based on Theorem 3.2. Theorem 1.3 is proved in Section 4, where we use the
Beurding–Selberg functions that approximate well the signum function sgn(x) on R. In
order to prove Theorem 1.6, we need to examine the analytic properties of the function
Mσ(z;α) more precisely. Further results on Mσ(z;α) are given in Section 5. Finally, we
prove Theorem 1.6 in Section 6. A mean value theorem for the logarithm of L(λ, α, s) is
a key for the proof. Some of the proofs are based on the method in [6]. The last section
is an appendix. We give the proof of (1.2) in this section by following [3].
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Throughout this paper, we identify the complex plane C with R2 by the bijection
x + iy 7→ (x, y). Hence we regard functions on C as functions on R2, and for example,
we denote the two-dimensional Lp-space by Lp(C) = Lp(R2).
2. Equidistributions on circles
To construct the density function Mσ(z;α), we recall the notion of the equidistribu-
tions on circles. According to Section 5 of [13], let S be the circle |z| = r in C with r > 0,
and define the equidistribution on S as a probability measure on (C,B(C)) given by
φ(A) = µ˜S(A ∩ S), A ∈ B(C),
where µ˜S is the normalized Haar measure of S.
Then, let 0 < α ≤ 1, and let Sn be the circles |z| = (n+ α)−σ for n ≥ 0. Denote the
equidistributions on Sn by φn. We consider the infinite convolution φ0 ∗ φ1 ∗ · · · .
Proposition 2.1. For any σ > 1/2, the convolution measure φ0 ∗φ1 ∗ · · · ∗φn converses
weakly to a probability measure φ as n→∞. Moreover, the limit measure φ is absolutely
continuous with a continuous density function Mσ(z;α), i.e. there exists a non-negative
real valued continuous function Mσ(z;α) such that
φ(A) =
∫
A
Mσ(z;α)|dz|, A ∈ B(C).
Proof. This is Theorem 10 of [13]. 
In general, we define the Fourier transform
f˜(z) =
∫
C
f(w)ψz(w)|dw|
for f ∈ L1(C) with ψz(w) = eiℜ(zw). Then we have
(2.1) M˜σ(z;α) =
∫
C
Mσ(w;α)ψz(w)|dw| =
∫
C
ψz(w)dφ(w).
Since φ = φ0 ∗ φ1 ∗ · · · , we find that∫
C
ψz(w)dφ(w) =
∞∏
n=0
∫
C
ψz(w)dφn(w)
by the argument in Section 4 of [13]. Furthermore, by Section 5 of [13], we have∫
C
ψz(w)dφn(w) = J0(|z|(n+ α)−σ),
where J0(x) is the Bessel function of order 0. Therefore, M˜σ(z;α) is expressed as the
following infinite product
(2.2) M˜σ(z;α) =
∞∏
n=0
J0(|z|(n+ α)−σ).
More detailed properties on the function Mσ(z;α) are as follows.
Proposition 2.2. (i) For any σ > 1/2, the function Mσ(z;α) possesses continuous
partial derivative of arbitrarily high order. Their growths are estimated as for any c > 0
and σ ≥ 1/2 + ǫ1 with small ǫ1 > 0,
(2.3)
∂m+n
∂mx∂ny
Mσ(z;α)≪α,m,n,ǫ1 e−c|z|
2
for all non-negative integers m, n, as |z| → ∞. (ii) We have
(2.4)
∫
C
Mσ(z;α)|dz| = 1.
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(iii) If 1/2 < σ ≤ 1, then Mσ(z;α) > 0 for all z ∈ C. (iv) The Fourier transform
M˜σ(z;α) is a real valued function with |M˜σ(z;α)| ≤ 1. Moreover, if |z1| = |z2|, then we
have M˜σ(z1;α) = M˜σ(z2;α).
Proof. The former part of (i) is deduced from Theorem 10 of [13], and the latter (2.3) is
due to Theorem 16 of [13]. For part (ii), we see that by (2.1) and (2.2),∫
C
Mσ(z;α)|dz| = M˜σ(0;α) =
∞∏
n=0
J0(0) = 1.
Part (iii) is again deduced from Theorem 10 of [13]. Part (iv) is directly deduced from
formula (2.2). 
In Section 3, we associate the function Mσ(z;α) with the value-distribution of the
Lerch zeta-function L(λ, α, s). The function Mσ(z;α) is exactly the density function
that we desire.
3. Mean values of Lerch zeta-functions
In this section, we consider the following mean values of L(λ, α, s):
(3.1)
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt
with some test functions Φ(z), through the density function Mσ(z;α) given in Section 2.
At first, we define some classes of test functions. Let S = S(C) denotes the Schwartz
space on C, which consists of all rapidly decreasing C∞-functions whose partial deriva-
tives of arbitrarily high order also rapidly decrease. Following Section 9 of [10], we also
define the class Λ as the set of all functions f ∈ L1(C)∩L∞(C) with f˜ ∈ L1(C)∩L∞(C)
that satisfy the inverse formula
f(z) =
∫
C
f˜(w)ψ−z(w)|dw|.
Note that the Schwartz space S is included in the class Λ, and especially, any compactly
supported C∞-function belongs to the class Λ. By Proposition 2.2, we see that the
function Mσ(z;α), and hence M˜σ(z;α), belong to S.
Then, we state the following two results on the mean values (3.1).
Theorem 3.1. Let λ ∈ R and α ∈ S. Let σ1 be a large fixed positive constant, and let
θ, δ > 0 with θ+ δ < 1/4. Then there exists T0 = T0(α, θ, δ) > 0 such that for all T ≥ T0
and for all σ ∈ [1/2 + (log T )−θ, σ1], we have
1
T
∫ T
0
ψz(L(λ, α, σ + it))dt = M˜σ(z;α) +O
(
exp
(− 1
2
(logT )
θ
2
))
for any z ∈ Ω, where
Ω = {x+ iy ∈ C | |x| ≤ (log T )δ, |y| ≤ (logT )δ}.
The implied constant depends only on λ, σ1.
Theorem 3.2. Let λ ∈ R and α ∈ S. Let σ1 be a large fixed positive constant, and let
θ, δ > 0 with θ+ δ < 1/4. Then there exists T0 = T0(α, θ, δ) > 0 such that for all T ≥ T0
and for all σ ∈ [1/2 + (log T )−θ, σ1], we have
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt =
∫
C
Φ(z)Mσ(z;α)|dz|+ E,
for any Φ in the class Λ, where E is estimated as
E ≪ exp (− 1
2
(logT )
θ
2
) ∫
Ω
|Φ˜(z)||dz|+
∫
C\Ω
|Φ˜(z)||dz|.
The implied constant depends only on λ, σ1.
THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF LERCH ZETA-FUNCTIONS 7
Theorem 3.2 is an analogue of Theorem 1.1.1 of [5] for Lerch zeta-functions. We first
prove that Theorem 3.1 implies Theorem 3.2.
Proof of Theorem 3.2 assuming Theorem 3.1. By the definition, for any Φ in the class Λ
we have
Φ(w) =
∫
C
Φ˜(z)ψ−z(w)|dz|.
Then we use Theorem 3.1. We see that for all T ≥ T0 = T0(α, θ, δ), and for all σ ∈
[1/2 + (logT )−θ, σ1],
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt =
∫
C
Φ˜(z)
1
T
∫ T
0
ψ−z(L(λ, α, σ + it))dt|dz|
=
∫
Ω
Φ˜(z)
1
T
∫ T
0
ψ−z(L(λ, α, σ + it))dt|dz|+ E1
=
∫
C
Φ˜(z)M˜σ(−z;α)|dz|+ E1 + E2.
The above error terms are estimated as
E1 ≪
∫
C\Ω
|Φ˜(z)||dz|
and
E2 ≪ exp
(− 1
2
(logT )
θ
2
) ∫
Ω
|Φ˜(z)||dz|+
∫
C\Ω
|Φ˜(z)||dz|
due to the inequalities |ψz(w)| ≤ 1 and |M˜σ(z;α)| ≤ 1. Finally, we have∫
C
Φ˜(z)M˜σ(−z;α)|dz| =
∫
C
Φ˜(z)M˜σ(z;α)|dz| =
∫
C
Φ(z)Mσ(z;α)|dz|
by (iv) of Proposition 2.2 and Parseval’s identity. Hence the result follows. 
In the reminder part of this section we prove Theorem 3.1. Its proof consists of the
proofs of the following four Propositions 3.3, 3.5, 3.6, and 3.7.
Proposition 3.3. Let λ ∈ R and 0 < α ≤ 1. Let σ1 be a large fixed positive constant,
and let θ, δ > 0 with θ < 2/3. Then there exists T0 = T0(θ, δ) > 0 such that for all
T ≥ T0 and for all σ ∈ [1/2 + (logT )−θ, σ1], we have
1
T
∫ T
0
ψz(L(λ, α, σ + it))dt =
1
T
∫ T
0
ψz
( ∑
0≤n≤X
e2πiλn
(n+ α)σ+it
)
dt+ E1
for any z ∈ Ω, where X = exp((logT ) 32 θ), and E1 is estimated as
E1 ≪ exp
(− 1
2
(logT )
θ
2
)
.
The implied constant depends only on λ and σ1.
To prove Proposition 3.3, we use the following lemma.
Lemma 3.4. Let 0 < λ ≤ 1 and 0 < α ≤ 1. Then for any σ > 1/2, 2π ≤ |t| ≤ πλY , we
have
L(λ, α, s) =
∑
0≤n≤Y
e2πiλn
(n+ α)s
+ δλ
Y 1−s
s− 1 +Oλ(Y
−σ),
where δλ = 1 if λ = 1, and δλ = 0 otherwise.
Proof. This is Theorem 3.1.2 of [15] in the case of 0 < λ < 1. If λ = 1, the Lerch zeta-
function reduces to the Hurwitz zeta-function, hence the result is deduced from Theorem
3.1.3 of [15]. 
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Proof of Proposition 3.3. Note that we may assume that 0 < λ ≤ 1 without loss of
generality. By the definition of ψz(w), the inequalities |ψz(w)| = 1 and |ψz(w)−ψz(w′)| ≤
|z||w − w′| hold for any z, w,w′ ∈ C. Hence we have
|E1| ≤ 2π
T
+
|z|
T
∫ T
2π
∣∣∣L(λ, α, σ + it)− ∑
0≤n≤X
e2πiλn
(n+ α)σ+it
∣∣∣dt.
Then we use Lemma 3.4. Let Y = T/λ. We have∣∣∣L(λ, α, σ + it)− ∑
0≤n≤X
e2πiλn
(n+ α)σ+it
∣∣∣≪λ ∣∣∣ ∑
X<n≤Y
e2πiλn
(n+ α)σ+it
∣∣∣+ T 1−σ
t
+ T−σ
for σ > 1/2 and 2π ≤ t ≤ T . Thus, applying Cauchy’s inequality, we obtain
(3.2) E1 ≪λ 1
T
+
|z|
T
1
2
(∫ T
0
∣∣∣ ∑
X<n≤Y
e2πiλn
(n+ α)σ+it
∣∣∣2dt) 12 + |z|T−σ logT
By the inequality [18, Theorem 2], we see that∫ T
0
∣∣∣ ∑
X<n≤Y
e2πiλn
(n+ α)σ+it
∣∣∣2dt = ∑
X<n≤Y
T +O(n)
(n+ α)2σ
.
Hence we have∫ T
0
∣∣∣ ∑
X<n≤Y
e2πiλn
(n+ α)σ+it
∣∣∣2dt≪λ T ∑
n>X
(n+ α)−2σ ≪σ1
T
2σ − 1X
1−2σ.
Therefore by (3.2), we obtain
E1 ≪λ,σ1
1
T
+
|z|√
2σ − 1X
1
2−σ + |z|T−σ logT.
Since X = exp((log T )
3
2 θ), |z| ≤ 2(logT )δ, and σ ≥ 1/2 + (logT )−θ with θ < 2/3, we
have
E1 ≪λ,σ1 exp
(− 1
2
(log T )
θ
2
)
for any T ≥ T0 with some T0 = T0(θ, δ) > 0. 
Proposition 3.5. Let λ ∈ R and α ∈ S. Let σ1 be a large fixed positive constant, and
let θ, δ > 0 with θ + δ < 1/4. Then there exists T0 = T0(α, θ, δ) > 0 such that for all
R ≥ T ≥ T0 and for all σ ∈ [1/2 + (logT )−θ, σ1], we have
1
T
∫ T
0
ψz
( ∑
0≤n≤X
e2πiλn
(n+ α)σ+it
)
dt =
1
R
∫ R
0
ψz
( ∑
0≤n≤X
e2πiλn
(n+ α)σ+ir
)
dr + E2
for any z ∈ Ω, where X = exp((logT ) 32 θ), and E2 is estimated as
E2 ≪ exp
(− 1
2
(logT )
θ
2
)
.
The implied constant is absolute.
Proof. For simplicity, we write
F (t) = F (t, σ,X ;λ, α) =
∑
0≤n≤X
e2πiλn
(n+ α)σ+it
.
Then we have
ψz(F (t)) =
∑
0≤µ+ν<N
( i2 )
µ+ν
µ!ν!
zµzνF (t)µF (t)
ν
+O
( |z|N
N !
|F (t)|N
)
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for a sufficiently large positive even integer N . Hence E2 is estimated as
E2 =
∑
0≤µ+ν<N
( i2 )
µ+ν
µ!ν!
zµzνH(µ, ν)(3.3)
+O
( |z|N
N !
( 1
T
∫ T
0
|F (t)|Ndt+ 1
R
∫ R
0
|F (r)|Ndr
))
,
where
H(µ, ν) =
1
T
∫ T
0
F (t)µF (t)
ν
dt− 1
R
∫ R
0
F (r)µF (r)
ν
dr.
At first, we estimate the first term of (3.3). We have
H(µ, ν)≪ 1
T
∑
0≤m1≤X
· · ·
∑
0≤mµ≤X
∑
0≤n1≤X
· · ·
∑
0≤nν≤X
(m1+α)···(mµ+α) 6=(n1+α)...(nν+α)
1
(m1 + α)σ · · · (mµ + α)σ
× 1
(n1 + α)σ · · · (nν + α)σ
∣∣∣ log (m1 + α) · · · (mµ + α)
(n1 + α) · · · (nν + α)
∣∣∣−1
for (µ, ν) 6= (0, 0). By condition (2) of Definition 1.2, this is
≪ 1
T
{ ∑
0≤n≤X
1
(n+ α)σ
}N
XΩ(α)N
2 ≤ 1
T
XΩ
′(α)N2
for X ≥ X(α) with some positive constants X(α) and Ω′(α). By this and H(0, 0) = 0,
the first term of (3.3) is estimated as
(3.4) ≪ (1 + |z|
2)
N
2
T
XΩ
′(α)N2 .
Then, we consider the second term of (3.3). Let N = 2M . Then we have
1
R
∫ R
0
|F (r)|2Mdr
(3.5)
=
∑
0≤m1≤X
· · ·
∑
0≤mM≤X
∑
0≤n1≤X
· · ·
∑
0≤nM≤X
(m1+α)···(mM+α)=(n1+α)···(nM+α)
e2πiλm1 · · · e2πiλmM e−2πiλn1 · · · e−2πiλmM
{(n1 + α) · · · (nM + α)}2σ
+O
( 1
R
∑
0≤m1≤X
· · ·
∑
0≤mM≤X
∑
0≤n1≤X
· · ·
∑
0≤nM≤X
(m1+α)···(mM+α) 6=(n1+α)...(nM+α)
1
(m1 + α)σ · · · (mM + α)σ
× 1
(n1 + α)σ · · · (nM + α)σ
∣∣∣ log (m1 + α) · · · (mM + α)
(n1 + α) · · · (nM + α)
∣∣∣−1).
Due to condition (1), the equation (m1+α) · · · (mM +α) = (n1+α) · · · (nM +α) reduces
{m1, . . . ,mM} = {n1, . . . , nM}. Thus the diagonal term of (3.5) is
(3.6) ≪M !
( ∑
0≤n≤X
1
(n+ α)2σ
)M
≤M !
( c(α)
2σ − 1
)M
with some positive constants c(α). The non-diagonal term is estimated as
(3.7) ≪ 1
T
XΩ
′(α)N2
by applying again condition (2). Therefore we have
E2 ≪ (1 + |z|
2)
N
2
T
XΩ
′(α)N2 + |z|N (
N
2 )!
N !
( c(α)
2σ − 1
)N
2
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by (3.4), (3.6), and (3.7). We take N = 2⌊(logT )η⌋ with θ+ 2δ < η < 1/2− (3/4)θ, and
recall that X = exp((log T )
3
2 θ), |z| ≤ 2(logT )δ, and σ ≥ 1/2+(logT )−θ with θ+δ < 1/4.
Then we obtain
E2 ≪ exp
(− 1
2
(log T )
θ
2
)
for any T ≥ T0 with some T0 = T0(α, θ, δ) > 0. 
Proposition 3.6. Let λ ∈ R and α ∈ S. Then for any σ > 1/2 and X ≥ 1, we have
lim
R→∞
1
R
∫ R
0
ψz
( ∑
0≤n≤X
e2πiλn
(n+ α)σ+ir
)
dr =
∏
0≤n≤X
J0(|z|(n+ α)−σ).
Proof. By condition (1) of Definition 1.2, {(2π)−1 log(n+α)}n≥0 is linearly independent
over Q. Then by applying Lemma 2 of [8], we have
lim
R→∞
1
R
∫ R
0
ψz
( ∑
0≤n≤X
e2πiλn
(n+ α)σ+ir
)
dr =
∏
0≤n≤X
∫ 1
0
ψz
( e2πiλn
(n+ α)σ
e2πiθ
)
dθ.
Moreover, we see that∫ 1
0
ψz
( e2πiλn
(n+ α)σ
e2πiθ
)
dθ =
∫ 1
0
exp(i|z|(n+ α)−σ cos(2πφ))dφ
by some changes of integral variables. The right hand side is equal to J0(|z|(n+ α)−σ),
hence the result follows. 
Proposition 3.7. Let λ ∈ R and 0 < α ≤ 1. Let σ1 be a large fixed positive constant,
and let θ, δ > 0 with θ + δ < 1/4. Then there exists T0 = T0(θ, δ) > 0 such that for all
T ≥ T0 and for all σ ∈ [1/2 + (logT )−θ, σ1], we have∏
0≤n≤X
J0(|z|(n+ α)−σ) = M˜σ(z;α) + E3
for any z ∈ Ω, where X = exp((logT ) 32 θ), and E3 is estimated as
E3 ≪ exp
(− 1
2
(logT )
θ
2
)
.
The implied constant depends only on σ1.
Proof. Let n > X with X = exp((log T )
3
2 θ). Then for sufficiently large T , we have
J0(|z|(n+ α)−σ) = 1 +O(|z|2(n+ α)−2σ),
and moreover, we see that∏
n>X
J0(|z|(n+ α)−σ) = 1 +O
(
|z|2
∑
n>X
1
(n+ α)2σ
)
.
Since we have ∑
n>X
1
(n+ α)2σ
≪σ1
X1−2σ
2σ − 1 ,
the error term E3 is estimated as
|E3| ≤
∏
0≤n≤X
∣∣J0(|z|(n+ α)−σ)∣∣∣∣∣ ∏
n>X
J0(|z|(n+ α)−σ)− 1
∣∣∣≪σ1 |z|2X1−2σ2σ − 1 .
By the settingX = exp((log T )
3
2 θ), |z| ≤ 2(logT )δ, and σ ≥ 1/2+(logT )−θ with θ < 2/3,
we have
E3 ≪ exp
(− 1
2
(logT )
θ
2
)
.
The implied constant depends only on σ1. 
Proof of Theorem 3.1. It is easily deduced from Propositions 3.3, 3.5, 3.6, and 3.7. 
THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF LERCH ZETA-FUNCTIONS 11
4. Proof of Theorem 1.3
We deduce Theorem 1.3 from Theorem 3.2 by approximating the characteristic func-
tion 1R(z) by some functions in the class Λ. For this, we use the following function
Fa,b(x).
Lemma 4.1 (Lemma 4.1 of [16]). Let
K(x) =
( sinπx
πx
)2
.
Then for any a, b ∈ R with a < b, there exists a continuous function Fa,b : R → R such
that the following conditions hold: for any ω > 0,
(1) Fa,b(x)− 1[a,b](x)≪ K(ω(x− a)) +K(ω(x− b)) for any x ∈ R;
(2)
∫
R
(Fa,b(x)− 1[a,b](x))dx≪ ω−1;
(3) if |x| ≥ ω, then F˜a,b(x) = 0;
(4) F˜a,b(x)≪ (b − a) + ω−1.
Here
F˜a,b(x) =
∫
R
Fa,b(u)e
ixu|du|
is the Fourier transformation of Fa,b(x) with |du| = (2π)− 12 du.
The function Fa,b(x) is defined as a combination of the (refined) Beurding–Selberg
functions
H(x) =
(sinπx
π
)2{ ∞∑
m=−∞
sgn(m)(x−m)−2 + 2z−1
}
which approximate well the signum function sgn(x) [20]. Lester used Fa,b(x) for his study
on the value-distribution of (ζ′/ζ)(s) in [16].
Proof of Theorem 1.3. We take the constants λ, α, σ1, θ, δ > 0 as in the assumption in
Theorem 3.2. Then for T ≥ T0(α, θ, δ), let R be any rectangle in C whose sides are
parallel to the axes and have length greater than (log T )−δ. Supposing that
R = {z = x+ iy | a ≤ x ≤ b, c ≤ y ≤ d},
we define a function
Φ(z) = Fa,b(x)Fc,d(y).
The conditions in Lemma 4.1 deduce that Φ is in the class Λ, and we have
(4.1) Φ(z)− 1R(z)≪ K(ω(x− a)) +K(ω(x− b)) +K(ω(y − c)) +K(ω(y − d))
also by condition (1) of Lemma 4.1. Further we take ω = (logT )δ. Then we note that
condition (4) reduces F˜a,b(x)≪ (b − a).
We apply Theorem 3.2. Let ǫ1 > 0 arbitrarily, and we take T1 = T1(α, θ, δ, ǫ1) ≥
T0(α, θ, δ) so that (log T1)
−θ < ǫ1 holds. Then we see that for all T ≥ T1 and for all
1/2 + ǫ1 ≤ σ ≤ σ1,
(4.2)
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt =
∫
C
Φ(z)Mσ(z;α)|dz|+ E,
where
E ≪λ,σ1 exp
(
− 1
2
(logT )
θ
2
) ∫
Ω
|Φ˜(z)||dz|+
∫
C\Ω
|Φ˜(z)||dz|.
By applying Lemma 4.1, we see that this is
(4.3) ≪ exp
(
− 1
2
(log T )
θ
2
)
(log T )2δµ2(R)≪ µ2(R)(log T )−δ
for T ≥ T2 with some T2 = T2(α, θ, δ, ǫ1) ≥ T1.
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Next, we estimate the error between the left hand side of (4.2) and
Pσ,T (R;λ, α) =
1
T
∫ T
0
1R(L(λ, α, σ + it))dt
by applying inequality (4.1). We consider only the term
(4.4)
1
T
∫ T
0
K
(
ω(RL(λ, α, σ + it)− a))dt
since the other terms are estimated in the similar way. We have
K(ωx) =
2
ω2
∫ ω
0
(ω − u) cos(2πxu)du = 2
ω2
R
∫ ω
0
(ω − u)e2πixudu,
hence (4.4) is
≪ 1
ω2
∫ ω
0
(ω − u)
∣∣∣ 1
T
∫ T
0
exp(2πiuRL(λ, α, σ + it))dt
∣∣∣du(4.5)
≪λ,σ1,θ
1
ω2
∫ ω
0
(ω − u)|M˜σ(2πu;α)|du
≪ǫ1 ω−1 = (log T )−δ.
Here we use Theorem 3.1 for the second inequality and (2.3) for the last inequality.
In the end of the proof, we estimate the error∫
C
Φ(z)Mσ(z;α)|dz| −
∫
R
Mσ(z;α)|dz| =
∫
C
(Φ(z)− 1R(z))Mσ(z;α)|dz|
by applying (4.1) again. Here we estimate
(4.6)
∫
C
K(ω(x− a))Mσ(z;α)|dz| =
∫
R
K(ω(x− a))mσ(x;α)|dx|,
where
mσ(x;α) =
∫
R
Mσ(z;α)|dy|.
By applying estimate (2.3), the function mσ(x;α) is estimated as
mσ(x;α)≪ǫ1
∫
R
e−x
2+y2 |dy| ≤ e−x2 .
Hence we obtain that (4.4) is
(4.7) ≪ǫ1
∫
R
K(ω(x− a))|dx| ≪ ω−1 = (log T )−δ.
Therefore, we conclude
Pσ,T (R;λ, α) =
1
T
∫ T
0
1R(L(λ, α, σ + it))dt+O((log T )
−δ)
=
∫
C
Φ(z)Mσ(z;α)|dz|+O((µ2(R) + 1)(log T )−δ)
=
∫
R
Mσ(z;α)|dz|+O((µ2(R) + 1)(logT )−δ)
by estimates (4.3), (4.5), and (4.7) with implied constants that depend only on λ, σ1, θ, ǫ1.
We take θ = ǫ/2 and δ = 1/4 − ǫ for each 0 < ǫ < 1/4. Then we have θ, δ > 0 and
θ + δ < 1/4. Therefore the desired result follows. 
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5. Further results on the density function
We obtained some results on the function Mσ(z;α) in Section 2. In this section, we
study it as a function in σ. The ultimate goal of this section is the following estimate.
Proposition 5.1. Let 0 < α ≤ 1 and σ > 1/2. Then there exists a positive constant
c(σ;α) such that for any k, l,m ≥ 0, we have
∂k+l+m
∂xk∂yl∂σm
M˜σ(z;α)≪k,l,m exp
(− c(σ;α)|z| 1σ )
as |z| → ∞ with z = x+ iy.
To begin with, we recall that
J0(|z|(n+ α)σ) =
∫ 1
0
ψz((n+ α)
−σe2πiθ)dθ
=
∫ 1
0
exp{ix(n+ α)−σ cos(2πθ) + iy(n+ α)−σ sin(2πθ)}dθ.
We then define
M˜n(s, z1, z2;α) =
∫ 1
0
exp{iz1(n+ α)−s cos(2πθ) + iz2(n+ α)−s sin(2πθ)}dθ(5.1)
= 1− z
2
1 + z
2
2
4
(n+ α)−2s +
∫ 1
0
∞∑
k=3
ik
k!
(n+ α)−ks(z1 cos(2πθ) + iz2 sin(2πθ))kdθ
for s, z1, z2 ∈ C with ℜs > 0. Note that M˜n(σ, x, y;α) = J0(|x+iy|(n+α)σ) if σ, x, y ∈ R.
We investigate the function
(5.2) M˜(s, z1, z2;α) =
∞∏
n=0
M˜n(s, z1, z2;α).
Lemma 5.2. If we fix two of the variables, the local parts M˜n(s, z1, z2;α) are holomorphic
with respect to the reminder variable for any s, z1, z2 ∈ C with ℜs > 0.
Let K be any compact subset on the half plane {ℜs > 1/2}, and let K1,K2 be any
compact subsets on C. Then the infinite product (5.2) is uniformly converge on K ×
K1 ×K2. Therefore, if we again fix two of the variables, the function M˜(s, z1, z2;α) is
holomorphic with respect to the reminder variable for any s, z1, z2 ∈ C with ℜs > 1/2.
Proof. The first statement is clear from (5.1). Assume that (s, w1, w2) variesK×K1×K2,
and let σ0 be the smallest real parts of s ∈ K. Then there exists a sufficiently large
constant N = N(K,K1,K2;α) such that
M˜n(s, z1, z2;α) = 1 +OK1,K2((n+ α)
−2σ0 )
for n ≥ N by (5.1). Since the series ∑n(n + α)−2σ0 converges since σ0 > 1/2, the
second statement follows. The last statement directly follows from the preceding two
statement. 
Moreover, we prove the following estimate on the function M˜(s, z1, z2;α).
Lemma 5.3. Let 0 < α ≤ 1 and σ > 1/2. Then there exists positive constants
K(σ;α), c(σ;α) such that for any x, y ∈ R with |x|+ |y| ≥ K(σ;α), we have
|M˜(s, z1, z2;α)| ≤ exp
(− c(σ;α)(|x| + |y|) 1ℜ(s) )
for any s, z1, z2 ∈ C with |s− σ| < 1/(x2 + y2), |z1 − x| < 1/2, |z2 − y| < 1/2.
Proof. For |x|+ |y| ≥ K, let
n0 =
( |x|+ |y|
c0
) 1
ℜ(s)
,
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where c0 < 1/2 and K > 1 are positive constants suitably chosen later. Then for n ≥ n0,
we have
(|x|+ |y|)(n+ α)−ℜ(s) ≤ (|x|+ |y|)n−ℜ(s)0 = c0.
Hence we have ∣∣∣z21 + z22
4
(n+ α)−2s
∣∣∣ ≤ c20
and ∣∣∣ ∫ 1
0
∞∑
k=3
ik
k!
(n+ α)−ks(z1 cos(2πθ) + iz2 sin(2πθ))kdθ
∣∣∣ ≤ c30
for n ≥ n0 and |z1 − x| < 1/2, |z2− y| < 1/2. By (5.1), we can define log M˜n(s, z1, z2;α)
and
(5.3) log M˜n(s, z1, z2;α) = −z
2
1 + z
2
2
4
(n+ α)−2s +O((|x| + |y|)3(n+ α)−3ℜ(s)),
where log means the principal branch. Since we have∣∣∣z21 + z22
4
(n+ α)−2s − x
2 + y2
4
(n+ α)−2ℜ(s)
∣∣∣
≤
∣∣∣z21 + z22
4
− x
2 + y2
4
∣∣∣(n+ α)−2ℜ(s) + x2 + y2
4
∣∣(n+ α)−2s − (n+ α)−2ℜ(s)∣∣
≪ (|x| + |y|)(n+ α)−2ℜ(s) + log(n+ α)(n+ α)−2ℜ(s)
for |s− σ| < 1/(x2 + y2), there exists an absolute constant A > 0 such that∣∣∣ log M˜n(s, z1, z2;α) + x2 + y2
4
(n+ α)−2ℜ(s)
∣∣∣
≤ A
(
(|x| + |y|)(n+ α)−ℜ(s) + (|x|+ |y|)−1
)
(|x|+ |y|)2(n+ α)−2ℜ(s)
+A log(n+ α)(n + α)−2ℜ(s).
For sufficiently small c0 and sufficiently large K, we have for |x| + |y| ≥ K,
A
(
(|x| + |y|)(n+ α)−ℜ(s) + (|x|+ |y|)−1
)
≤ A(c0 + (|x|+ |y|)−1) ≤ 1
8
.
Hence, by (5.3), we obtain
ℜ log M˜n(s, z1, z2;α) ≤ − (|x|+ |y|)
2
8
(n+ α)−2ℜ(s) +A log(n+ α)(n+ α)−2ℜ(s),
and
(5.4) |M˜n(s, z1, z2;α)| ≤ exp
(
− (|x|+ |y|)
2
8
(n+α)−2ℜ(s)+A log(n+α)(n+α)−2ℜ(s)
)
.
We see that for any |x|+ |y| ≥ K(σ),
(|x| + |y|)2
∑
n≥n0
(n+ α)−2ℜ(s) ≥ 16c(σ)(|x|+ |y|) 1ℜ(s)
and
A
∑
n≥n0
log(n+ α)(n+ α)−2ℜ(s) ≤ c(σ)(|x| + |y|) 1ℜ(s)
with some positive constants c(σ) and K(σ) > K. Thus (5.4) deduces
(5.5)
∣∣∣ ∏
n≥n0
M˜n(s, z1, z2;α)
∣∣∣ ≤ exp(−c(σ)(|x| + |y|) 1ℜ(s) ).
We then estimate M˜n(s, z1, z2;α) for n < n0. By (5.1), we have
|M˜n(s, z1, z2;α)| ≤ exp{(|ℑ(z1)|+ |ℑ(z2)|)(n+ α)−ℜ(s)} ≤ exp((n+ α)−ℜ(s))
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since |z1 − x| < 1/2 and |z2 − y| < 1/2 with x, y ∈ R. Therefore the contribution of the
terms for n < n0 is estimated as
(5.6)
∣∣∣ ∏
n<n0
M˜n(s, z1, z2;α)
∣∣∣ ≤ exp( ∑
n<n0
(n+ α)−ℜ(s)
)
≤ exp(c′(α)(|x| + |y|) 12ℜ(s) ),
where c′(α) is a suitable positive constant. hence we have the desired result from the
estimates (5.5) and (5.6). 
By Lemma 5.2 and Lemma 5.3, we prove Proposition 5.1.
Proof of Proposition 5.1. By Lemma 5.2, we can apply Cauchy’s integral formula for the
function M˜(s, z1, z2;α). Proposition 5.1 is easily deduced from this and the estimate of
Lemma 5.3. 
Corollary 5.4. Let 0 < α ≤ 1 and σ > 1/2. Then for any integer m ≥ 0, the function
(5.7)
∂m
∂σm
Mσ(z;α)
belongs to S as a function in z.
Proof. By Proposition 5.1, the function
(5.8)
∂m
∂σm
M˜σ(z;α)
belongs to S. Thus we have
∂m
∂σm
Mσ(z;α) =
∂m
∂σm
∫
C
M˜σ(w;α)ψ−z(w)|dw|
=
∫
C
∂m
∂σm
M˜σ(w;α)ψ−z(w)|dw|.
In other words, the Fourier inverse of function (5.8) is equal to function (5.7). Hence
function (5.7) belongs to S. 
6. Proof of Theorem 1.6
Finally we prove Theorem 1.6. The following proposition is an analogue of Theorem
1.1.3 of [6] for Lerch zeta-functions and is a key for the proof of Theorem 1.6.
Proposition 6.1. Let λ ∈ R and α ∈ S. Let σ1 be a large fixed positive constant. Let
ǫ1 > 0 be a small fixed real number. Then there exists T0 = T0(α, ǫ1) > 0 such that for
all T ≥ T0 and for all 1/2 + ǫ1 ≤ σ ≤ σ1, we have
1
T
∫ T
0
log |L(λ, α, σ + it)|dt =
∫
C
log |z|Mσ(z;α)|dz|+O((log T )−A)
for some absolute constant A > 0. The implied constant depends only on λ, α, σ1, ǫ1.
Before the proof of Proposition 6.1, we estimate the upper bound of the integral∫ T
0
log2 |L(λ, α, σ + it)|dt
for σ > 1/2 in Section 6.1. It is used to bound the error term coming from the approx-
imation of the function log |z|. Then we prove Proposition 6.1 in Section 6.2. Theorem
1.6 is connected to Proposition 6.1 due to well-known Littlewood’s lemma. The proof of
Theorem 1.6 is completed in Section 6.3.
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6.1. Mean square of the logarithm of the Lerch zeta-function. We prove the
following estimate in this section. The proof is based on the method in Section 5 of [14].
Proposition 6.2. Let λ ∈ R and 0 < α ≤ 1. Let σ1 > 0 be a large fixed real number.
Let ǫ1 > 0 be a small fixed real number. Then there exists T0 = T0(λ, α, σ1, ǫ1) > 0 such
that for all T ≥ T0 and for all 1/2 + ǫ ≤ σ ≤ σ1, we have∫ T
0
log2 |L(λ, α, σ + it)|dt≪ T,
where the implied constant depends only on λ, α, σ1, ǫ1.
Let f(z) = αzL(λ, α, z). By Lemma 8.5.2 of [15], the function f(z) satisfies
(6.1) 1− α
x− 1 < |f(z)| < 1 +
α
x− 1 , z = x+ iy
for x > 1 + α. Moreover, let σ0 = max(σ1, 3), and let
r = σ0 − 1
2
(
σ +
1
2
)
, δ =
1
σ1 + 4
(
σ − 1
2
)
, r1 = r − δ, r2 = r − 2δ.
Note that we have r > r1 > r2 > 0 and 0 < δ < 1. We define s0 = s0(t) = σ0 + it. If
t ≥ σ0, the function f(z) is analytic in |z − s0| ≤ r + 2δ and 1/2 ≤ |f(s0)| ≤ 3/2 due to
inequality (6.1). Then for t ≥ σ0 and 0 < u ≤ r + 2δ, we define
Mu(t) = max
z
|z−s0(t)|≤u
∣∣∣ f(z)
f(s0(t))
∣∣∣+ 3,
Nu(t) =
∑
ρ
|ρ−s0(t)|≤u
1,
where ρ runs through zeros of L(λ, α, s). We begin with the following formula.
Lemma 6.3. Let λ ∈ R and 0 < α ≤ 1. Let σ1 > 0 be a large fixed real number. Let
ǫ1 > 0 be a small fixed real number. Then for all t ≥ σ0 and for all 1/2 + ǫ1 ≤ σ ≤ σ1,
we have
log |L(λ, α, σ + it)| =
∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|+O(logMr(t)).
The implied constant depends only on α, σ1, ǫ1.
Proof. We apply Lemma 2.2.1 of [6]. Then we have for |z − s0| ≤ r2,∣∣∣f ′
f
(z)−
∑
|ρ−s0|≤r1
1
z − ρ
∣∣∣ ≤ 36r1
(r1 − r2)2
{
logMr(t) +Nr1(t) log
( r1
r − r1 + 1
)}
(6.2)
≤ 36σ0
δ2
(
logMr(t) +Nr1(t)
σ0
δ
)
.
It is deduced from Jensen’s formula that the equation∫ r
0
Nx(t)
x
dx+ log |f(s0)| = 1
2π
∫ 2π
0
log |f(s0 + reiθ)|dθ,
holds, and its left hand side is estimated as
≥
∫ r
r1
Nx(t)
x
dx+ log |f(s0)| ≥ Nr1(t)
r − r1
r
+ log |f(s0)|,
also the right hand side is
≤ 1
2π
∫ 2π
0
log
∣∣∣f(s0 + reiθ)
f(s0)
∣∣∣dθ + log |f(s0)| ≤ logMr(t) + log |f(s0)|.
Hence we have
(6.3) Nr1(t) ≤
r
r − r1 logMr(t) ≤
σ0
δ
logMr(t).
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By (6.2) and (6.3), we obtain
f ′
f
(z)−
∑
|ρ−s0|≤r1
1
z − ρ ≪σ1,ǫ1 logMr(t)
for all |z − s0| ≤ r2, since δ ≫σ1,ǫ1 1. Note that |σ + it− s0| = σ0 − σ ≤ r2. Therefore,
integrating from s0 to σ + it, we have
log |f(σ + it)| −
∑
|ρ−s0|≤r1
log |σ + it− ρ|
= log |f(s0)| −
∑
|ρ−s0|≤r1
log |s0 − ρ|+Oσ1,ǫ1(logMr(t))
≪σ1,ǫ1 logMr(t)
since 1/2 ≤ |f(s0)| ≤ 3/2 and 1 ≤ |s0 − ρ| ≤ σ0 for all zeros with |s0 − ρ| ≤ r1. By the
definition of f(z), the desired result follows. 
By Lemma 6.3, we have∫ 2T
T
log2 |L(λ, α, σ + it)|dt(6.4)
≪
∫ 2T
T
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt+
∫ 2T
T
log2Mr(t)dt
for T ≥ σ0. Next we estimate two integrals of the right hand side of (6.4).
Lemma 6.4. Let λ ∈ R and 0 < α ≤ 1. Let σ1 be a large fixed positive constant. Let
ǫ1 > 0 be a small fixed real number. Then there exists T0 = T0(λ, α, σ1, ǫ1) > 0 such that
for all T ≥ T0 and for all 1/2 + ǫ1 ≤ σ ≤ σ1, we have
(6.5)
∫ 2T
T
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt≪ T.
The implied constant depends only on λ, α, σ1, ǫ1.
Proof. We have∫ 2T
T
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt ≤
⌊2T⌋+1∑
n=⌊T⌋
∫ n+1
n
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt.
Following the method in [14], let
Dn =
⌊ 1√
δ
⌋+1⋃
l=0
Dr(σ0 + i(n+ l
√
δ)),
where Dr(c) = {z ∈ C | |z − c| ≤ r}. Then we see that
Dn ⊃
⋃
n≤t≤n+1
Dr1(s0(t)),
and therefore,∫ n+1
n
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt ≤
∫ n+1
n
( ∑
ρ∈Dn
log |σ + it− ρ|
)2
dt
≤
( ∑
ρ∈Dn
( ∫ n+1
n
log2 |σ + it− ρ|dt
) 1
2
)2
due to Minkowski’s inequality. If n ≤ t ≤ n+ 1 and ρ = β + iγ ∈ Dn, we have
|t− γ| ≤ |σ + it− ρ| ≤ c
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for some constant c = c(σ1) > 1. Thus
log2 |σ + it− ρ| ≤ log2 |t− γ|+ log2 c.
Moreover, we see that∫ n+1
n
log2 |t− γ|dt ≤
∫ n+r+2−γ
n−r−γ
log2 xdx ≤
∫ 2r+2
−2r−2
log2 xdx≪σ1 1
since n− 1 ≤ γ ≤ n+ 2 + r for ρ = β + iγ ∈ Dn. It is deduced from the above that the
left hand side of (6.5) is∫ 2T
T
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt≪σ1
⌊2T⌋+1∑
n=⌊T⌋
( ∑
ρ∈Dn
1
)2
(6.6)
≤
⌊2T⌋+1∑
n=⌊T⌋
( ⌊ 1√δ ⌋+1∑
l=0
Nr(n+ l
√
δ)
)2
.
Following the method similar to (6.3), we see that
Nr(n+ l
√
δ) ≤ σ0
δ
logMr+δ(n+ l
√
δ).
Applying this inequality, we obtain
(6.7)
⌊2T⌋+1∑
n=⌊T⌋
( ⌊ 1√δ ⌋+1∑
l=0
Nr(n+ l
√
δ)
)2
≪σ1,ǫ1
⌊2T⌋+1∑
n=⌊T⌋
log2
(
2 max
z∈En
|f(z)|+ 3
)
,
where
En =
⌊ 1√
δ
⌋+1⋃
l=0
Dr+δ(σ0 + i(n+ l
√
δ)).
We take sn = σn+ itn ∈ En so that |f(z)| takes the maximum value at sn. The function
F (x) = log2(x+ 3) is convex for x ≥ 0, hence we have
⌊2T⌋+1∑
n=⌊T⌋
log2
(
2 max
z∈En
|f(z)|+ 3
)
=
⌊2T⌋+1∑
n=⌊T⌋
F (2|f(sn)|)(6.8)
≪ TF
( 1
T
⌊2T⌋+1∑
n=⌊T⌋
2|f(sn)|
)
≤ TF
( 2
T
1
2
( ⌊2T⌋+1∑
n=⌊T⌋
|f(sn)|2
) 1
2
)
.
The reminder work is estimating
∑
n |f(sn)|2. For this, we define
Sj = {sn | n ≡ j mod (4⌊r + 2δ⌋+ 6)}.
Then we have
(6.9)
⌊2T⌋+1∑
n=⌊T⌋
|f(sn)|2 ≪σ1
∑
sn∈Sj
⌊T⌋≤n≤⌊2T⌋+1
|f(sn)|2.
Note that f(z) is regular for |z− (σ0+ itn)| ≤ r+2δ and |sn− (σ0+ itn)| ≤ r+ δ. Hence
Lemma of [19, p. 256] deduces
|f(sn)|2 ≤ 1
πδ2
∫∫
Dr+2δ(σ0+itn)
|f(z)|2dxdy.
Moreover, if sm, sn ∈ Sj with m > n, then
|tm − tn| ≥ {m− (r + δ)} − {n+ (⌊ 1√
δ
⌋+ 1)
√
δ + (r + δ)} > 2r + 4δ.
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Thus Dr+2δ(σ0 + itm) and Dr+2δ(σ0 + itm) are disjoint, and therefore,∑
sn∈Sj
⌊T⌋≤n≤⌊2T⌋+1
|f(sn)|2 ≤ 1
πδ2
∫ σ0+(r+2δ)
σ0−(r+2δ)
∫ 2T+3+(2r+3δ)
T−1−(2r+3δ)
|f(x+ iy)|2dydx(6.10)
≪α,σ1,ǫ1
∫ 2σ0+2
1
2+c1ǫ1
∫ 2T+3+(2r+3δ)
T−1−(2r+3δ)
|L(λ, α, x + iy)|2dydx
for some positive constant c1 = c1(σ1). With regard to the inner integral, we recall that
for all σ ≥ 1/2 + ǫ, ∫ T
0
|L(λ, α, σ + it)|2dt≪λ,α,ǫ T
for T ≥ T0 with a positive constant T0 = T0(λ, α, ǫ) [15, Theorem 3.3.1]. Hence we see
that
(6.11)
∫ 2σ0+2
1
2+c1ǫ1
∫ 2T+3+(2r+3δ)
T−1−(2r+3δ)
|L(λ, α, x+ iy)|2dydx≪λ,α,σ1,ǫ1 T.
From the above (6.6), (6.7), (6.8), (6.9), (6.10), and (6.11), we conclude∫ 2T
T
( ∑
|ρ−s0(t)|≤r1
log |σ + it− ρ|
)2
dt≪ T
as desired. 
For the second integral of the right hand side of (6.4), we obtain a similar estimate as
follows.
Lemma 6.5. Let λ ∈ R and 0 < α ≤ 1. Let σ1 be a large fixed positive constant. Let
ǫ1 > 0 be a small fixed real number. Then there exists T0 = T0(λ, α, σ1, ǫ1) > 0 such that
for all T ≥ T0 and for all 1/2 + ǫ1 ≤ σ ≤ σ1, we have∫ 2T
T
log2Mr(t)dt≪ T.
The implied constant depends only on λ, α, σ1, ǫ1.
Proof. We find that the function G(x) = log2 x is convex for x > e and Mr(t)
2 > e.
Then applying Jensen’s inequality, we have∫ 2T
T
log2Mr(t)dt ≤ 1
4
∫ 2T
T
log2Mr(t)
2dt ≤ T
4
log2
( 1
T
∫ 2T
T
Mr(t)
2dt
)
.
Also we have ∫ 2T
T
Mr(t)
2dt ≤
⌊2T⌋+1∑
n=⌊T⌋
∫ n+1
n
Mr(t)
2dt.
Let
Fn =
⋃
n≤t≤n+1
Dr(s0(t))
and let s′n ∈ Fn be a point at which |f(z)| takes the maximum value. Then
⌊2T⌋+1∑
n=⌊T⌋
∫ n+1
n
Mr(t)
2dt≪
⌊2T⌋+1∑
n=⌊T⌋
|f(s′n)|2 + T,
and following the similar method in the proof of Lemma 6.4, we see that
⌊2T⌋+1∑
n=⌊T⌋
|f(s′n)|2 ≪λ,α,σ1,ǫ1 T.
Hence the result follows. 
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By Lemmas 6.4 and 6.5, we have∫ 2T
T
log2 |L(λ, α, σ + it)|dt≪ T
for large T . To finish the proof of Proposition 6.2, we need an estimate for small T .
Lemma 6.6. Let λ ∈ R and 0 < α ≤ 1. Let σ1 be a large fixed positive constant. Let
ǫ1 > 0 be a small fixed real number. Then for any fixed constant T0 > 0, and for all
1/2 + ǫ1 ≤ σ ≤ σ1, we have
(6.12)
∫ T0
0
log2 |L(λ, α, σ + it)|dt≪ 1.
The implied constant depends only on λ, α, σ1, ǫ1, T0.
Proof. Let ρ1, . . . , ρn be all zeros of L(λ, α, s) in the rectangle 1/2 + ǫ1 ≤ σ ≤ σ1,
0 ≤ t ≤ T0. Here n ≥ 0 is a finite integer determined from λ, α, σ1, ǫ1, T0. We take
a positive real number r = r(λ, α, σ1, ǫ1, T0) so that the disks Dr(ρ1), . . . , Dr(ρn) are
distinct. Let Ω be the closure of the set
{1/2 + ǫ1 ≤ σ ≤ σ1, 0 ≤ t ≤ T0}\(Dr(ρ1) ∪ · · · ∪Dr(ρn))
and define
M = M(λ, α, σ1, ǫ1, T0) = max
s∈Ω
log2 |L(λ, α, s)|.
We divide the integral in (6.12) into∫
I1
log2 |L(λ, α, σ + it)|dt and
∫
I2
log2 |L(λ, α, σ + it)|dt,
where
I1 = {σ + it | 0 ≤ t ≤ T0} ∩ Ω
and
I2 = {σ + it | 0 ≤ t ≤ T0} ∩ Ωc.
The integral over I1 is estimated as
(6.13)
∫
I1
log2 |L(λ, α, σ + it)|dt ≤MT0 ≪ 1,
where the implied constant depends only on λ, α, σ1, ǫ1, T0. We next consider the integral
over I2. Let
L(λ, α, s) = (s− ρk)mkL1(λ, α, s).
Then we have
log2 |L(λ, α, s)| ≪ m2k log2 |s− ρk|+ log2 |L1(λ, α, s)|.
Therefore, the integral over I2 is∫
I2
log2 |L(λ, α, σ + it)|dt(6.14)
≤
n∑
k=1
m2k
∫ γk+r
γk−r
log2 |σ + it− ρk|dt+
n∑
k=1
∫ γk+r
γk−r
log2 |L1(λ, α, σ + it)|dt,
where ρk = βk + iγk. We see that∫ γk+r
γk−r
log2 |σ + it− ρk|dt ≤ 2
∫ r
0
log2(x+ |σ − βk|)dt≪ 1
and ∫ γk+r
γk−r
log2 |L1(λ, α, σ + it)|dt≪ 1
THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF LERCH ZETA-FUNCTIONS 21
with the implied constant depending on λ, α, σ1, ǫ1, T0. The maximum value of mk is
determined from λ, α, σ1, ǫ1, T0, hence we have
(6.15)
∫
I1
log2 |L(λ, α, σ + it)|dt≪ 1
due to (6.14). Lemma 6.6 is deduced from estimates (6.13) and (6.15). 
Proof of Proposition 6.2. By (6.4) and Lemmas 6.4 and 6.5, we have∫ 2kT0
2k−1T0
log2 |L(λ, α, σ + it)|dt≪ 2k−1T0
for k ≥ 1. Together with Lemma 6.6, by summing up over k, we have the result. 
6.2. Proof of Proposition 6.1. We begin with constructing certain functions that
approximate log |z| by following the way in [6]. Let
f(u) =

exp
(
− (b− a)
( 1
u− a +
1
b− u
))
if a < u < b,
0 otherwise
with a, b ∈ R, 0 < b− a < 1. Then we define
F (x) =
∫ x+b−a1
−∞
f(u)du∫ ∞
−∞
f(u)du
·
∫ ∞
x+a−b1
f(u)du∫ ∞
−∞
f(u)du
for a1, b1 ∈ R with a1 < b1. With the above setting, we define
Φ(z) = F (x)F (y) log |z|
for z = x + iy, which is infinitely differentiable and supported on a2 ≤ |z| ≤ b2 with
a2 = a1 − (b − a) and b2 = b1 + (b − a). Moreover, we take the above real numbers
a, b, a1, b1, a2, b2 as functions on T as follows:
a = 1− (log T )−γ, b = 1,
a1 = 2(logT )
−γ , b1 = (logT )γ ,
a2 = (log T )
−γ , b2 = (logT )γ + (logT )−γ
for some 0 < γ < 1. Then the following lemma holds.
Lemma 6.7 (Lemma 3.1.1 of [6]). The function Φ(z) satisfies the following conditions.
(1) Φ(z) = log |z| for a1 ≤ |z| ≤ b1.
(2) |Φ(z)| ≤ | log |z|| for a2 ≤ |z| ≤ a1, b1 ≤ |z| ≤ b2.
(3) The Fourier transform of Φ(z) is estimated as
Φ˜(z)≪ (| log a2|+ | log b2|)min
(
b22,
b22 + a
−2
2
(b− a)2x2 ,
b22 + a
−2
2
(b− a)2y2 ,
b22 + a
−2
2
(b − a)4x2y2
)
for large T with z = x+ iy.
Then, we prove Proposition 6.1 by applying Theorem 3.2.
Proof of Proposition 6.1. Since the function Φ(z) belongs to the class Λ, we have
(6.16)
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt =
∫
C
Φ(z)Mσ(z;α)|dz|+ E,
by applying Theorem 3.2, where
E ≪λ,σ1 exp
(− 1
2
(logT )
θ
2
) ∫
Ω
|Φ˜(z)||dz|+
∫
C\Ω
|Φ˜(z)||dz|.
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By the first inequality of condition (3) in Lemma 6.7, the first integral is estimated as∫
Ω
|Φ˜(z)||dz| ≪
∫ (log T )δ
−(log T )δ
∫ (log T )δ
−(log T )δ
(log T )2γ+ǫdxdy ≪ (logT )2γ+2δ+ǫ
with sufficiently small ǫ > 0. For the estimate of the second integral, we consider a
covering of the region C\Ω as follows:
C\Ω ⊂ U1 ∪ U2 ∪ U3,
where
U1 = {z = x+ iy | |x| ≥ (logT )δ, |y| ≤ (log T ) δ2 },
U2 = {z = x+ iy | |x| ≤ (logT ) δ2 , |y| ≥ (logT )δ},
U3 = {z = x+ iy | |x| ≥ (logT ) δ2 , |y| ≥ (logT ) δ2 }.
Then we have∫
U1
|Φ˜(z)||dz| ≪
∫ (log T ) δ2
−(log T ) δ2
∫ ∞
(log T )δ
(log T )4γ+ǫ
x2
dxdy ≪ (logT )4γ− δ2+ǫ
by the second inequality of condition (3). Similarly we have∫
U2
|Φ˜(z)||dz| ≪ (logT )4γ− δ2+ǫ
by using the third inequality of condition (3), and furthermore, the last inequality deduces∫
U4
|Φ˜(z)||dz| ≪
∫ ∞
(log T )
δ
2
∫ ∞
(log T )
δ
2
(logT )6γ+ǫ
x2y2
dxdy ≪ (logT )6γ−δ+ǫ.
By assuming γ < δ/4, we have 4γ − δ/2 > 6γ − δ. Thus we obtain
E ≪ exp (− 1
2
(logT )
θ
2
)
(log T )2γ+2δ+ǫ + (logT )4γ−
δ
2+ǫ(6.17)
≪ (log T )4γ− δ2+ǫ
for any T ≥ T0 with some positive T0 = T0(α, θ, δ, γ, ǫ). The implied constant depends
only on λ, σ1.
Next, we consider the error
EL =
1
T
∫ T
0
Φ(L(λ, α, σ + it))dt− 1
T
∫ T
0
log |L(λ, α, σ + it)|dt
coming from the left hand side of (6.16). Let
I = {t ∈ [0, T ] | |L(λ, α, σ + it)| ≤ a1}
and
J = {t ∈ [0, T ] | |L(λ, α, σ + it)| ≥ b1}.
Then Lemma 6.7 gives
|EL| ≤ 1
T
∫
I∪J
| log |L(λ, α, σ + it)||dt,
and applying Cauchy’s inequality, we see that this is
(6.18) ≤
(µ1(I) + µ1(J)
T
) 1
2
( 1
T
∫ T
0
log |L(λ, α, σ + it)|2dt
) 1
2
.
Let
R = {z = x+ iy | |x| ≤ (log T )−γ , |y| ≤ (logT )−γ}
and
R′ = {z = x+ iy | |x| ≤ 2− 12 (log T )γ , |y| ≤ 2− 12 (logT )γ}.
THE DENSITY FUNCTION FOR THE VALUE-DISTRIBUTION OF LERCH ZETA-FUNCTIONS 23
Since we have γ < δ/4 < 1/16, Theorem 1.3 gives
µ1(I)
T
≪
∫
R
Mσ(z;α)|dz|+ (µ2(R) + 1)(logT )− 18(6.19)
≪
∫
R
Mσ(z;α)|dz|+ (logT )− 18
for large T . Moreover,
µ1(J)
T
= 1− µ1([0, T ]\J)
T
≪ 1−
∫
R′
Mσ(z;α)|dz|+ (µ2(R′) + 1)(logT )− 18(6.20)
≪
∫
C\R′
Mσ(z;α)|dz|+ (logT )2γ− 18 .
The integrals in (6.19) and (6.20) are estimated as
(6.21)
∫
R
Mσ(z;α)|dz| ≪α,ǫ1
∫
R
1dxdy ≪ (log T )−2γ
and
(6.22)
∫
C\R′
Mσ(z;α)|dz| ≪α,ǫ1
∫ ∞
2−1(log T )γ
e−r
2
rdr ≪ exp (− 1
4
(logT )2γ
)
due to Proposition 2.2. We then use Proposition 6.2. It follows from this and estimates
(6.18), (6.19), (6.20), (6.21), (6.22) that EL is estimated as
(6.23) EL ≪ (logT )2γ− 18
for any T ≥ T ′0 with some positive T ′0 = T ′0(α, ǫ1, γ), since γ < 1/16. Here the implied
constant depends only on λ, α, σ1, ǫ1.
At last, we estimate
ER =
∫
C
Φ(z)Mσ(z;α)|dz| −
∫
C
log |z|Mσ(z;α)|dz|,
which is estimated as
|ER| ≤
∫
|z|≤a1
| log |z||Mσ(z;α)|dz|+
∫
|z|≥b1
| log |z||Mσ(z;α)|dz|
by Lemma 6.7. Again applying Proposition 2.2, we see that the first integral is
≪α,ǫ1 | log a1|a21 ≪ (logT )−2γ+ǫ,
and the second integral is
≪α,ǫ1
∫ ∞
b1
log re−r
2
rdr ≪
∫ ∞
b1
r−2dr ≪ (log T )−γ.
If we take ǫ < γ, we have
(6.24) ER ≪α,ǫ1 (log T )−γ
for large T with the implied constant depending only on α, ǫ1.
We take γ = δ/12 and fix θ, δ > 0 with θ + δ < 1/4. Combining estimates (6.17),
(6.23), and (6.24), we conclude that
1
T
∫ T
0
log |L(λ, α, σ + it)|dt−
∫
C
log |z|Mσ(z;α)|dz| ≪ (logT )− δ12 .
Hence the result follows. 
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6.3. Completion of the proof. The following lemma is a consequence of Littlewood’s
lemma, and it connects the distribution of zeros of L(λ, α, s) with the mean value in
Proposition 6.1.
Lemma 6.8 (Lemma 8.4.11 of [15]). Let 1/2 ≤ σ ≤ 1 + α. Then we have
2π
∫ 1+α
σ
N(T, u;λ, α)du = σT logα+
∫ T
0
log |L(λ, α, σ + it)|dt+Oλ,α,σ(log T )
for sufficiently large T , where N(T, u;λ, α) is the number of zeros of L(λ, α, σ + it) in
the region σ > u, 0 < t < T .
Applying Lemma 6.8, we finally prove Theorem 1.6.
Proof of Theorem 1.6. Let σ > 1/2 be a fixed real number. By Lemma 6.8 and Propo-
sition 6.1, we have for large T ,
2π
∫ 1+α
σ
N(T, u;λ, α)du = σT logα+ T
∫
C
log |z|Mσ(z;α)|dz|+Oλ,α,σ(T (logT )−A).
Hence for sufficiently small h, the following formula
(6.25) 2π
∫ σ+h
σ
N(T, u;λ, α)du = hT logα+T (φα(σ+h)−φα(σ))+Oλ,α,σ(T (logT )−A)
holds, where
φα(σ) =
∫
C
log |z|Mσ(z;α)|dz|.
By Corollary 5.4, we see that φα(σ) is infinitely differentiable and
∂n
∂σn
φα(σ) =
∫
C
log |z| ∂
n
∂σn
Mσ(z;α)|dz|
holds by some standard methods. Hence we have
φα(σ + h)− φα(σ) = h
∫
C
log |z| ∂
∂σ
Mσ(z;α)|dz|+Oα,σ(h2).
Since the function N(T, u;λ, α) is decreasing in u, we have by (6.25)
N(T, σ;λ, α) ≥ T logα
2π
+
T
2π
∫
C
log |z| ∂
∂σ
Mσ(z;α)|dz|+O(h−1T (logT )−A + hT ),
where the implied constant depends only on λ, α, σ. Similarly, we have
N(T, σ;λ, α) ≤ T logα
2π
+
T
2π
∫
C
log |z| ∂
∂σ
Mσ(z;α)|dz|+O(h−1T (logT )−A + hT )
by considering σ − h instead of σ + h. We take h = (logT )−A2 . The above error terms
are ≪ (T (logT )−A2 ), hence we have
N(T, σ;λ, α) = T
logα
2π
+
T
2π
∫
C
log |z| ∂
∂σ
Mσ(z;α)|dz|+Oλ,α,σ(T (logT )−A2 ).
Thus we obtain for any fixed 1/2 < σ1 < σ2,
N(T, σ1, σ2;λ, α) = N(T, σ2;λ, α) −N(T, σ1;λ, α)
= T
∫
C
log |z|
( ∂
∂σ
Mσ2(z;α)−
∂
∂σ
Mσ1(z;α)
)
|dz|+O(T (logT )−A2 )
=
T
2π
∫ σ2
σ1
∫
C
log |z| ∂
2
∂σ2
Mσ(z;α)|dz|dσ +O(T (log T )−A2 )
as desired, where the implied constant depends only on λ, α, σ1, σ2. 
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Appendix A. The study of Borchsenius and Jessen
In this paper, we proved an asymptotic formula for zeros of L(λ, α, s) of the form
N(T, σ1, σ2;λ, α) = CT +O(T (log T )
−A)
in the case of α ∈ S. As we remarked in Section 1.2, we may also obtain the formula
N(T, σ1, σ2;λ, α) = CT + o(T )
if α is transcendental. Since the proof is a simple analogue of the method of Borchsenius
and Jessen [3], we follow it in this section as an appendix of this paper.
Theorem A.1. Let λ ∈ R and 0 < α ≤ 1 be a transcendental number. Then there exists
the limit value
C(σ1, σ2;α) = lim
T→∞
1
T
N(T, σ1, σ2;λ, α)
for any σ1, σ2 fixed with 1/2 < σ1 < σ2.
For the proof, we cite three results from [3] as follows.
Lemma A.2. Let −∞ ≤ α < α0 < β0 < β ≤ +∞ and −∞ < γ0 < +∞, and let
f1(s), f2(s), . . . be a sequence of functions almost periodic in [α, β] converging uniformly
in [α0, β0] towards a function f(s). Suppose that none of the functions is identically zero.
Suppose further, that f(s) is continued as a regular function in the half strip α < σ < β,
t > γ0, and that for any fixed α < α1 < β1 < β and γ > γ0,
lim sup
δ→∞
1
δ − γ
∫ δ
γ
{∫ β1
α1
|f(σ + it)− fN (σ + it)|pdσ
} 1
p
dt→ 0
as N →∞ with some index p > 0.
Then the function
φf (σ; γ, δ) =
1
δ − γ
∫ δ
γ
log |f(σ + it)|dt
converges as δ → ∞ for any fixed γ > γ0 uniformly in [α, β] towards a function φf (σ),
which is called the Jensen function of f(s). The Jensen function φfN (σ) of fN(s) con-
verges as N →∞ uniformly in [α, β] towards φf (σ).
Moreover, for every strip (σ1, σ2) with α < σ1 < σ2 < β, if φf (σ) is differentiable at
σ1 and σ2, then the limit value
(A.1) Cf (σ1, σ2) = lim
δ→∞
Nf (σ1, σ2; γ, δ)
δ − γ
exists for any fixed γ > γ0 and determined by the formula
Cf (σ1, σ2) =
1
2π
(φ′f (σ2)− φ′f (σ1)),
where Nf(σ1, σ2; γ, δ) denotes the number of zeros of f(s) in the rectangle σ1 < σ < σ2,
γ < t < δ.
Proof. The first part of the conclusion is from Theorem 1 of [3], and the second part is
seen in the argument following the statement of Theorem 1 of [3]. 
Lemma A.3. Let l(z) = l1z + l2z
2 + · · · and m(z) = m1z +m2z2 + · · · be power series
converging in a circle |z| < ρ, and such that l1 6= 0 and m1 6= 0. Let r0, r1, . . . be a
sequence of real numbers such that 0 < rn < ρ for all n, and let λ0, λ1, . . . be a sequence
of real numbers differing from each other and from zero.
For every N , we define
fN (t0, . . . , tN ) =
N∑
n=0
l(rntn) and gN(t0, . . . , tN) =
N∑
n=0
λnm(rntn),
where (t0, . . . , tN ) describes the torus T
N+1 =
∏N
n=0 C
1, where C1 = {z ∈ C | |z| = 1}.
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Let µN and νN be the probability measures on (C,B(C)) defined as
µN (A) =
∫
TN+1
1A(fN (t0, . . . , tN ))dmN (t0, . . . , tN )
and
νN (A) =
∫
TN+1
1A(fN (t0, . . . , tN ))|gN (t0, . . . , tN )|2dmN (t0, . . . , tN ),
where mN is the normalized Haar measure of T
N+1.
Then, if rn → 0, the measures µN and νN are absolutely continuous with continuous
density functions FN (z) and GN (z), respectively, for N ≥ N0 with some integer N0, and
FN (z) and GN (z) possess continuous partial derivatives of order ≤ p for N ≥ Np with
some integer Np.
Moreover, if the series
S0 =
∞∑
n=0
r2n, S1 =
∞∑
n=0
|λn|r2n, S2 =
∞∑
n=0
λ2nr
2
n
converge, then µN and νN converge weakly to probability measures µ and ν as N →∞,
which are absolutely continuous with continuous density functions F (z) and G(z), respec-
tively. The functions F (z) and G(z) possess continuous partial derivatives of arbitrarily
high order, and the functions FN (z) and GN (z) and their partial derivatives converge
uniformly towards F (z) and G(z) and their partial derivatives as N →∞.
Proof. This is Theorem 5 of [3]. 
Lemma A.4. Let fN (s) be a function as in Lemma A.2. We define the probability
measures µσ,N ;γ,δ and νσ,N ;γ,δ as
µσ,N ;γ,δ(A) =
1
δ − γ
∫ δ
γ
1A(fN (σ + it))dt
and
νσ,N ;γ,δ(A) =
1
δ − γ
∫ δ
γ
1A(fN (σ + it))|f ′N (σ + it)|2dt
for A ∈ B(C). Suppose that there exists the probability measures µσ,N and νσ,N to
which µσ,N ;γ,δ and µσ,N ;γ,δ converges weakly as δ →∞. Suppose further, that µσ,N and
νσ,N are absolutely continuous with continuous density functions Fσ,N (z) and Gσ,N(z),
respectively.
Then the Jensen function φfN (σ) is expressed as
φfN (σ) =
∫
C
log |z|Fσ,N(z)|dz|,
and φfN (σ) is twice differentiable with the second derivative
φ′′fN (σ) = Gσ,N (0).
Proof. They are direct consequences of Section 8 and 9 of [3]. 
We prove Theorem A.1 by applying the above lemmas for L(λ, α, s).
Proof of Theorem A.1. We take the function fN(s) in Lemma A.2 as
fN (s) =
N∑
n=0
e2πiλn
(n+ α)s
.
Then we have that the limit function f(s) is equal to L(λ, α, s), and the assumptions on
Lemma A.2 are satisfied with α = 1/2, α0 > 1, p = 2 and for any β, β0, γ0. Thus if we
show the differentiability of the Jensen function φf (σ), we have Theorem A.1 if we take
γ = 0 in (A.1).
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Let l(z) = m(z) = z, rn = (n + α)
−σ, λn = − log(n + α) in Lemma A.3. Then we
have
fN(s) = fN(e(γ0t), e(λ+ γ1t), . . . , e(Nλ+ γN t))
and
f ′N(s) = gN(e(γ0t), e(λ+ γ1t), . . . , e(Nλ+ γN t)),
where e(θ) = exp(2πiθ) and γn = (2π)
−1 log(n + α). If α is a transcendental number,
then γ0, . . . , γN are linearly independent over Q. Hence we find that for every z ∈ C,
lim
T→∞
1
T
∫ T
0
ψz(fN (σ + it))dt(A.2)
= lim
T→∞
1
T
∫ T
0
ψz(fN (e(γ0t), e(λ+ γ1t), . . . , e(Nλ+ γN t)))dt
=
∫
TN+1
ψz(fN (θ0, . . . , θN ))dmN (θ0, . . . , θN )
=
∫
TN+1
ψz(w)dµσ,N (w),
where µσ,N is defined as
µσ,N(A) =
∫
TN+1
1A(fN (t0, . . . , tN ))dmN (t0, . . . , tN )
for A ∈ B(C). Then it is deduced from (A.2) that the measure
µσ,N,T (A) =
1
T
∫ T
0
1A(fN (σ + it))dt
converges weakly to µσ,N as T →∞. Similarly, the measure
νσ,N,T (A) =
1
T
∫ T
0
1A(fN(σ + it))|f ′N(σ + it)|2dt
converges weakly to
νσ,N (A) =
∫
TN+1
1A(fN (t0, . . . , tN ))|gN (t0, . . . , tN)|2dmN (t0, . . . , tN ).
Then, we use Lemma A.3. Since rn → 0 as n → ∞, we find that µσ,N and νσ,N are
absolutely continuous with continuous density functions Fσ,N (z) and Gσ,N (z) for large
N . Therefore, by Lemma A.4, the Jensen function φfN (σ) is expressed as
φfN (σ) =
∫
C
log |z|Fσ,N(z)|dz|,
and φfN (σ) is twice differentiable with the second derivative
(A.3) φ′′fN (σ) = Gσ,N (0).
Moreover, we see that
S0 =
∞∑
n=0
1
(n+ α)2
, S1 =
∞∑
n=0
| log(n+ α)|
(n+ α)2
, S2 =
∞∑
n=0
log2(n+ α)
(n+ α)2
are convergent if σ > 1/2. Hence the last part of Lemma A.3 can be applied, and
thus Gσ,N (z) converges uniformly towards a non-negative continuous function Gσ(z) as
N →∞. Since the Jensen function φfN (σ) converges uniformly to φf (σ) by Lemma A.2,
we conclude from (A.3) that φf (σ) is twice differentiable with the second derivative
φ′′f (σ) = Gσ(0).
Therefore Theorem A.1 follows from the second part of Lemma A.2. 
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