Abstract. Let p be a positive number and h a function on R + satisfying h(xy) ≥ h(x)h(y) for any x, y ∈ R + . A non-negative continuous function f on
Introduction
Let M n be the space of n × n complex matrices, M + n the positive part of M n . Denote by I n and O n the identity and zero elements of M n , respectively. For self-adjoint matrices A, B ∈ M n the notation A ≤ B means that B − A ∈ M + n . The spectrum of a matrix A ∈ M n is denoted by σ(A). For a real-valued function f of a real variable and a self-adjoint matrix A ∈ M n , the value f (A) is understood by means of the functional calculus.
We assume further that p is some positive number, J is some interval in R + such that (0, 1) ⊂ J, and K (⊂ R + ) is a p-convex subset of R + (that means, (λx p +(1−λ)y p ) 1/p ∈ K for all x, y ∈ K and λ ∈ [0, 1]). A function h : J → R + is called a super-multiplicative function if h(xy) ≥ h(x)h(y) for all x, y ∈ J.
A non-negative function f : K → R is said to be h-convex [1] if for all x, y ∈ K, α ∈ (0, 1) we have f (αx + (1 − α)y) ≤ h(α)f (x) + h(1 − α)f (y).
In [2] a more general class of non-negative functions, the so-called (p, h)-convex functions is considered.
Let h : J → R + be a non-zero super-multiplicative function. A non-negative function f : K → R is said to be (p, h)-convex if
In [3] - [6] M.S.Moslehian, M.Kian and others introduced operator P -class functions and operator Q-class functions. They studied properties and proved several inequalities for these classes of functions.
Motivated by the above mentioned works, in this paper we define a class of operator functions which we call it operator (p, h)-convex. In Section 2 we study properties of operator (p, h)-convex functions. In Section 3 we prove some inequalities for operator (p, h)-convex functions such as the Jensen and Hansen-Pedersen type inequalities. Similar to the characterization of operator convex functions given by Hansen and Pedersen [12] we give some equivalent conditions for a function to become an operator (p, h)-convex. In applications, we obtain Choi-Davis-Jensen type inequality for operator (p, h)-convex functions and a relation between operator (p, h)-convex functions with operator monotone functions.
Class of operator (p, h)-convex functions
Let us now define a new class of operator (p, h)-convex functions as follows.
Definition 2.1. Let h : J → R + be a non-zero super-multiplicative function. A nonnegative continuous function f : K → R is said to be operator (p, h)-convex (or belongs to the class opgx(p, h, K)) if
for all A, B ∈ M + n with σ(A), σ(B) ⊂ K, and α ∈ (0, 1). When p = 1, h(α) = α we get the usual definition of operator convex functions on R
+ .
An operator (p, h)-convex function could be either an operator monotone function or an operator convex function. But there are many operator (p, h)-convex functions which are neither an operator monotone function nor an operator convex function. Indeed, let p > 0, f (t) = t s and h(α) = α. Then the function f is operator (p, h)-convex if and only if for any positive definite matrices A, B with spectra in K,
The last inequality means that the function g(t) = t s/p is operator convex, which is equivalent to the condition s/p ∈ [1, 2] Recall that for arbitrary positive semidefinite matrices A and B, the matrix function
is called the log Euclidean mean of A, B. In [7] Bhagwat and Subramanian showed that the matrix function F (p) is monotone with respect to p, on the intervals (−∞, −1] and [1, ∞) but not on (−1, 1). A more general results about the monotonicity of F (p) was proved by Audenaert and Hiai in [8] . Now let us prove some properties of operator
(ii) Let h 1 and h 2 be non-negative and non-zero super-multiplicative functions defined on an interval J with
Proof. (i) The proof immediately follows from the definition of the class opgx(p, h, K).
(ii) Suppose that f ∈ opgx(p, h 2 , K). For any positive semidefinite matrices A, B with spectra in K and α ∈ [0, 1] we have
On account of the above mentioned result [7] , the function g(p) is monotone increasing on [1, ∞). Since f is operator monotone on K and f ∈ opgx(p 1 , h, K), hence
holds for arbitrary positive semidefinite matrices A, B with spectra in K and all
for some α ∈ (0, 
Let α = β. Dividing both sides of (4) by f (0), we arrive to a contradiction:
Thus, f (0) = 0. Proof. By Proposition 2.3, we just need to consider the case α, β > 0 with α + β ≤ 1.
Put α + β = γ ≤ 1, and let a and b be positive numbers such that a = α γ and b = β γ .
Then, a + b = 1 and
. (3), and then, tend k to the infinite, we get
3. Inequalities for operator (p, h)-convex functions 3.1. Jensen type inequality for operator (p, h)-convex functions. The classical Jensen inequality for n real numbers states that for any positive tuples a i and t i such that
The matrix version of Jensen type inequality for operator (p, h)-convex functions is as follows.
Theorem 3.1. Let h be a non-negative super-multiplicative function on J and f ∈ opgx(p, h, K). Then for any k positive semidefinite matrices A i with spectra in K and any α i ∈ (0, 1) satisfying
Proof. We will prove the theorem by the mathematical induction. When k = 2, inequality (5) reduces to (2) . Assume that (5) holds for any (k − 1) positive semidefinite matrices with spectra in K. We need to prove (5) for any k positive semidefinite matrices with spectra in K. We
The first and the second inequalities follow from the inductive assumption, the third one follows from the super-multiplication of the function h. Thus, (5) holds for any k.
Remark 3.2. For h(α) = α and p = 1, the inequality (5) reduces to the well-known Jensen inequality for operator convex functions:
for α i ∈ (0, 1) and
and p = 1 we get the Jensen inequality for operator Q-class functions:
For h(α) = 1, p = 1 we get the Jensen inequality for operator P -class functions:
As an application of Jensen type inequality we obtain an inequality for index set function. Let E be a finite nonempty set of positive integers and let F be an index set function defined by
where W E = i∈E w i . 
Proof. On account of the operator (p, h)-convexity of f and the super-multiplication of h, we get
Subtracting from both sides of (8) by i∈M ∪E h(w i )f (A i ) and using the identity i∈M ∪E h(
, we obtain (3.3). From Theorem 3.3 we get a simple corollary as follow.
Corollary 3.4. Let h : (0, ∞) → R be a non-negative super-multiplicative function. If
w i > 0 (i = 1, · · · , k), and M l = {1, · · · , L}, then for f ∈ opgx(p, h, K), we have F (M k ) ≤ F (M k−1 ) ≤ ... ≤ F (M 2 ) ≤ 0 and F (M k ) ≤ min 1≤i≤j≤k h(w i + w j )f w i A p i + w j A p j w i + w j 1 p − h(w i )f (A i ) − h(w j )f (A j ) .
3.2.
Hansen-Pedersen type inequality. The proof of the following theorem is adapted from the proof of Hansen-Pedersen inequality for operator convex functions [12] . 
Proof. From the condition CC * + DD * = I n , it implies that we can find a unitary block matrix U := C D X Y when the entries X and Y are chosen properly. Then
It follows that the matrix
Therefore,
In the following theorem, we obtain several equivalent conditions for a function to become operator (p, h)-convex. 
(ii) for any contraction ||V || ≤ 1 and self-adjoint matrix A with spectrum in K,
(iii) for any orthogonal projection Q and any positive semidefinite matrix A with
(iv) for any natural number k, for any families of positive operators
the identity operator in H) and for arbitrary numbers
Proof. The implication (ii) ⇒ (iii) is obvious. Let us prove the implication (i) ⇒ (ii). Suppose that f ∈ opgx(p, h, J). Then by Theorem 3.5 we have
where
(iii) ⇒ (i). Let A and B be positive semidefinite matrices with spectra in K and 0 < λ < 1. Define
Then C = C * with σ(C) ⊂ K, U is an unitary and Q is an orthogonal projection and
and ||UQ|| ≤ 1, hence
According to the property of h, from the last inequality it implies
(iv) ⇒ (i). Let X, Y be two positive operators on H with spectra in K, and α ∈ (0, 1). Let
be the spectral decompositions of X and Y . Then we have
On account of (10), we have
(i) ⇒ (iv). By the Neumark theorem [10] , there exists a Hilbert space H larger than H and a family of mutually orthogonal projections P i in H such that 1, 2, . .., k), where P is the projection from H onto H. Then we have
As a consequence of the above theorem we obtain the Choi-Davis-Jensen type inequality for operator (p, h)-convex functions. 
Proof. Let A be an arbitrary positive operator in H. We put Ψ the restriction of Φ to the C * -algebra C * (A, I H ) generated by I H and A. Then Ψ is a unital completely positive map on C * (A, I H ). By the Stinespring dilation theorem, there exists an isometry V : H → H and a unital * -homomorphism π :
Remark 3.8. Here we give an example for the function h which is different from the identity function and satisfies conditions in Theorem 3.6 and Corollary 3.7. It is easy to check that for the function h(x) = x 3 − x 2 + x and for any x, y ∈ [0, 1],
Therefore, h is super-multiplicative on [0, 1]. At the same time, the function h(x)/x = x 2 − x + 1 attains minimum at x = 1/2, and hence 2h(1/2) ≤ h(x)/x for any x ∈ (0, 1). In the case when 2h(1/2) ≤ 1 the function t −1 f (t) is operator monotone on (0, ∞), and hence the function f (t) is operator convex.
Proof. Since 0 < A ≤ B, we can find C such that A 1/2 = CB 1/2 , and hence A = CBC * . Then In the case when 2h(1/2) ≤ 1, from the above inequality we get
that means, the function t −1 f (t) is operator monotone, and as a consequence of that the function f (t) is operator convex by [12] . Remark 3.10. It is easy to check that the function h(x) = (x 3 − x 2 + x)/2 is supermultiplicative and satisfies the conditions in Theorem 3.6 and Corollary 3.9. In the other hand, Bhagwat and Subramanian [7] showed that for positive definite matrices A, B, Question: what is the class of functions satisfying the last inequality for any positive definite matrices A, B?
