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Abstract
Due to the many folds existing in nature, proteins are able to perform a multitude
of functions within cells. This relationship between structure and function is one
of great importance and has added to the understanding of human disease. With
the development of the energy landscape theory, a theoretical description of protein
folding has emerged and it is now understood that proteins exhibit a funnel-shaped
energy landscape. This model has been widely used for interpreting experimental
data but is not able to explain folding for all proteins. For example, there now
exists evidence in support of a multi-funnel theory such as that from studies of
the proteins GA98, GB98 and RfaH. Probing these landscapes is challenging and
many details of their topology, such as transition and intermediate states, remain
unknown. Aiding in this task have been computer simulations and special algo-
rithms designed to enhance exploration of protein landscapes like replica exchange
molecular dynamics (REMD). While REMD enables calculation of thermodynamic
quantities, the method is restricted to rather small protein systems. For this rea-
son, the replica-exchange-with-tunneling (RET) method is introduced in this text
and enables fast and efficient exploration of protein landscapes for protein systems
of increased size. Using RET and a variant of the multiscale essential sampling
(MSES) method combined with a Go-model, simulations of the fold switching pro-
teins GA98, GB98 and RfaH-CTD are performed thus revealing the biophysical
interactions driving their behavior. This method is then modified to include the
use of a coarse-grained model thereby extending the use of RET to a broader class
of protein. Continuing in this direction, a single step resolution exchange method,
referred to as resolution-exchange-with-tunneling (ResET), is introduced and makes
possible the highly efficient exploration of any protein landscape.
x
Chapter 1: The Protein Folding Problem
1.1 Introduction
Proteins play an important role in the cell, participating in a variety of processes
ranging from neuronal transmission at the synapse to myosin mediated movement
of vesicles along actin filaments.1,2 Indeed, proteins perform numerous roles, even
within a single cell. However, despite having many functions, all proteins are made
of the same building blocks (the 20 amino acids).1 These polymers of amino acids
are built within cells from instructions stored in DNA. What’s more, the rules
by which cellular machinery convert genetic instructions into protein (transcrip-
tion/translation) are known in remarkable detail.2 Following this process, proteins
undergo structural rearrangements, a process called folding, until a stable configu-
ration is reached. While much is known about the folding process, scientists are not
yet able to predict protein structure from sequence data alone. Instead, structures
must be determined by experiment. All the more troubling, the factors selecting
these folds (the driving forces) are often poorly understood.
In the following sections, several factors known to influence protein folding are
discussed. Specifically, in section 1.2, the relationship between primary structure3
and folding is examined. Then, in section 1.3, an introduction to secondary and ter-
tiary structure is given. In this section many of the physical interactions known to
drive folding are determined. This is followed by a discussion in section 1.4, on the
importance of interactions between proteins and their environment. Because, both
the peptide sequence and its environment influence protein structure, a folding the-
ory considering these variables is required. Thus, in section 1.5 the current energy
landscape theory4–6 of protein folding is examined and a brief description of chal-
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lenges currently faced by protein scientists is given. Some of these challenges may be
overcome by computational models7 which offer a molecular level view of proteins.
However, current simulations fail to describe, for many proteins, a complete picture
of the energy landscape. It is thus a major focus of this text to develop and test
new computer algorithms better suited to handle the protein folding problem.8–10
1.2 Primary Structure, Mutations and the Sequence Space
While non-covalent interactions between proteins and their environment are impor-
tant (this topic is discussed in section 1.4), aside from these factors, the information
necessary for proteins to fold is encoded in the polypeptide sequence. Such a de-
pendence on sequence may be understood by an analysis of the 20 amino acids.
Because each differ only by their side-chain group, it is these atoms and the com-
plex interplay between them that determines how a protein folds. If substitution of
one side-chain is made for another, also called a mutation, important interactions
once favoring a specific fold may be lost and those leading to a new fold acquired.
Through the process of natural selection, the genetic code has been sculpted to
produce a variety of protein folds that are biologically active and beneficial to the
host. These native structures are at least marginally stable9 and quick to fold.11 In
contrast, some mutations result in a protein that no longer behaves correctly or has
deleterious function. In these cases, a disease state (possibly fatal) may emerge.
Take for example the cystic fibrosis disease.12,13 Subjects with cystic fibrosis
carry a mutation in the CFTR gene.14,15 In healthy tissue, CFTR encodes a protein
that functions as an ion channel to chlorine and other small ions.12 However, cer-
tain mutations of the CFTR gene lead to a protein that fails to fold correctly and
its subsequent degradation.16 As a consequence, chlorine ions become concentrated
2
in affected cells, a condition that draws in water molecules from the surrounding
tissues, leaving them dehydrated. Under these conditions, patients with cystic fi-
brosis become prone to infection of the lungs and have a shortened life expectancy.12
While medically relevant, membrane proteins like CFTR and other large proteins
are notoriously difficult to study, either experimentally or computationally. For this
reason, CFTR is not investigated in this text but is mentioned here to illustrate the
harmful effects of mutations. Instead, model proteins,17–22 in which sufficient data
may be obtained using the current generation of computer resources, are employed.
However, it is often the case that the underlying principles identified in studies of
model proteins can be directly applied to more complex protein systems.
While mutations within the genetic code are the main force driving evolution
by natural selection, there is no requirement that such changes be random. In fact,
there is a growing interest in the design of proteins.23–25 This area of research has
great potential and could lead to the discovery of new protein folds with properties
currently unbeknown to nature. However, progress in this field will likely require an
efficient means of exploring the sequence space (a space describing how a proteins
fold and function changes by mutations) for proteins. One possibility is to search
this space using computer simulations and in chapters 4 and 6 this principle is
demonstrated by performing mutations in silica. In this manner, the degree in
which select residues affect protein structure may be determined.
In this section, the connection between primary structure and protein folding
was established. Continuing in this direction, secondary and tertiary structure are
introduced next. While proteins are known to exhibit higher levels of structure
(quaternary structure), this topic is not discussed in this text.
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1.3 Secondary/Tertiary Structure and Driving Forces
With the use of x-ray crystallography26 and NMR techniques,21,22 scientists have
resolved the structure of more than 130,000 proteins. From these structures, it is
known that proteins contain both local and non-local order, also called secondary
and tertiary structure.1 In contrast to tertiary structure, which merely refers to the
global arrangement of the polypeptide chain, secondary structure is strictly defined.
The two most common types of secondary structure are the α-helix and the β-sheet
(see figure 1.1). For α-helices, the backbone atoms of a protein spiral around an
imaginary axis, running parallel to the helix. These structures are stabilized by
reoccurring hydrogen bonds between backbone atoms. β-sheets on the other hand,
require the backbone atoms be extended in a zig-zag pattern. As with α-helices, β-
sheets are stabilized through hydrogen bonding. However, with β-sheets, the bonds
occur between adjacent β-strands which may be located far away in the peptide
sequence. Depending on the direction of adjacent β-strands, a β-sheet may be
classified as parallel or antiparallel (see figure 1.1 for an example of each).
Given the occurrence of α-helices and β-sheets in most protein folds, it might
seem tempting to suppose their formation the driving force controlling tertiary struc-
ture.27 However, predicting secondary structure from sequence alone remains chal-
lenging and it seems that tertiary structure may play as much a role in determining
secondary structure as the other way around.28,29 Indeed, it is unlikely that protein
folding is ever controlled by a single factor (like the formation of secondary struc-
ture) alone but instead results from many driving forces working together such as
the van der Waals interaction, hydrogen bonding, formation of salt bridges and the
hydrophobic effect.9 Due to the importance of these factors, they are often quan-
4
Figure 1.1: Common types of secondary structure. Shown on the left is an α-helix
and on the right a β-sheet containing both parallel and antiparallel sheets. Dotted
lines highlight stabilizing hydrogen bonds. Side-chain positions are shown as purple
spheres.
tified in protein simulations and used to explain structural stability. What’s more,
many of these factors are through space interactions and occur between the protein
and other molecules. For this reason, the chemical environment plays a major role
in determining protein structure. This topic is discussed in the next section.
1.4 The Protein Environment and Free Energy
While many factors9 contribute to the stability of a given protein fold, including
hydrogen bonding, the van der Waals interaction and electrostatics, the hydropho-
bic effect is perhaps most interesting. It is known from experiments of small model
proteins that the movement of hydrophobic side-chains from an aqueous medium
to the organic phase results in a 1-2 kcal/mol drop in free energy.9 Because any
given protein may contain numerous hydrophobic side-chains, their isolation from
5
Figure 1.2: Activation of an allosteric protein by binding of an allosteric effector.
water results in a significant reduction of free energy. As a consequence, proteins
burry most of these residues in their interior core.10 What’s more, the placement
of pre-folded protein in an organic phase, where the hydrophobic interior now in-
teracts favorably with the solvent, leads to an unfolding of the protein.30 These
results demonstrate how factors other than peptide sequence can influence protein
structure and highlight the importance of interactions between proteins and their
environment.
On the other hand, not all environmental effects are as harmful to protein func-
tion as their placement in an organic solvent. In fact, interactions between proteins
and other biomolecules are instrumental to the regulation of cellular processes.2
Take for example allosteric proteins.1,31,32 An allosteric protein, the word allostery
being Greek for “other shape”, refers to any protein that undergoes a structural
change that alters its activity or function subject to binding of one or more ligands.
Such changes in activity are induced by binding of an allosteric effector at the al-
losteric site, resulting in structural changes to binding pockets distal this site (see
figure 1.2). These changes can have either positive or negative effects on binding to
other molecules. For this reason, allostery is frequently used by nature to regulate
protein activity. In this way, proteins may be readily available but turned on or
6
off as needed by the cell. Due to the many cellular pathways2 regulated allosteri-
cally, the determination of molecules which mimic these effects may be important
for the development of new pharmaceuticals. However, predicting changes in pro-
tein structure as a result of binding by other molecules remains a challenge for both
computationalists and experimentalists. Computationally, the problem is to collect
sufficient data as to allow accurate computation of free energy changes. Toward
this end, the importance of inter-domain contacts in selecting the fold of the model
protein RfaH-CTD is investigated in chapter 7. These simulations take advantage
of the enhanced sampling techniques developed in chapters 5 and 6.
Yet another example demonstrating the power environmental conditions exert
on proteins comes from the study of amyloids,33–35 a protein state associated with
many diseases including Alzheimer’s disease and type II diabetes.34,35 Under healthy
conditions, proteins assume a so-called native state in which the protein is correctly
folded and maintains proper function. However, under certain environmental con-
ditions, proteins may be driven from their native fold thereby exposing their hy-
drophobic core and leaving them open to aggregate with other protein, the end
result being the formation of a stable complex known as an amyloid fiber33–35 (see
figure 1.3). These fibers are characterized not only by their toxicity to cellular tissues
but also structural features such as a repeating array of β-strands in perpendicular
alignment to the fibril axis.36,37 Amyloid fibers are incredibly stable, owing to a
network of hydrogen bonds and salt bridges, although the important interactions
could vary depending on the fiber. Studies show fiber formation generally takes
years in-vivo38 and even hours to days in the lab under irregular conditions.39 This
lag phase preceding fiber formation can be explained as the time required for for-
mation of a stable seed40 (see figure 1.3). Lag times can be shortened; however, if
7
Figure 1.3: Formation of amyloid fibers from monomers. Arrows indicate the
favored direction. Also shown, is the breaking of a fiber, a process that generates
additional seeds. This figure follows a model by Harper and Lansbury.40
pre-formed oligomers are added to monomers,38 demonstrating the ability of amy-
loid seeds to denature folded protein. What’s more, amyloid seeds of a particular
type can seed fibrils from monomers of a different type, a phenomenon called cross-
seeding.41 In chapter 4, the molecular mechanism of amyloid cross-seeding observed
for the amylin36,41–43 protein is investigated. This study uses molecular dynamics
simulations to determine the factors promoting efficient cross-seeding. Then, in
chapter 6, the important interactions promoting fiber formation are determined for
the small 13-residue fragment of the amyloidogenic protein serum amyloid A.20,44–46
These later simulations use the enhanced sampling methods introduced in chapter
5 of this text.
Together, the examples listed in this section demonstrate the ability of molecules
in the cellular environment to alter protein structure. Taking into consideration
the driving forces discussed previously, a picture now emerges where many factors
are seen to influence protein structure. This picture may be simplified; however,
by computation of a quantity introduced at the beginning of this section, the free
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energy. With this variable, the problem of folding is reduced to finding the structure
with the lowest free energy. In the following section, this topic is discussed further
by an introduction of the energy landscape theory of protein folding.
1.5 The Energy Landscape Theory and Current Challenges
Despite numerous examples demonstrating the direct ties between protein struc-
ture and function,3,13,47 a theoretical description of the folding phenomena remains
incomplete. In early experiments by Anfinsen,48 it was shown that many dena-
tured proteins can refold to their native states on an experimentally observable
timescale. These observations influenced Levinthal in his work on the folding prob-
lem. Levinthal concluded that, given the vast number of conformational states
accessible to a typical protein, a random walk through configuration space (even
if spending a very short time in each state) would take an astronomically large
amount of time to reach the native state.11 Levinthal’s time estimates for folding
by a random walk require each configuration of the protein to be equally probable
or rather the free energy landscape surrounding the native fold be flat. Because
proteins are not so slow to fold it is now understood that most exhibit instead a
funnel-shaped energy landscape.4–6 In the funnel theory, proteins are thought to
follow a folding pathway49 or pathways which guide the protein down the funnel
toward the native state housed at the bottom. This model has been very powerful
in explaining data4 from folding experiments as well as computer simulations. How-
ever, the single-funnel theory is not able to explain folding for all proteins and there
is now mounting evidence21,22,50,51 in support of a multi-funnel landscape theory.
In the multi-funnel theory, different states compete with one another leading
to a funnel with multiple basins of similar depth. Evidence of such funnels comes
9
Figure 1.4: Hypothesized multi-funnel energy landscape of GA98. Shown in the
dominant basins are the GA and GB folds.
from, at least, two sets of studies. The first of these is a series of mutational
experiments performed by Orban et al.21,50,51 In Orban’s work, the sequence space
separating two subdomains of protein G,52 termed GA and GB, was studied. Protein
G contains two domains that bind to serum proteins in the blood. The first of these
(the GA domain) is a 45 residue polypeptide that binds to human serum albumin
(HAS)53 whereas the second (the GB domain) is a 56 residue polypeptide that
binds to a region of Immunoglobulin G (IgG).54 The natural versions of GA and
GB share no significant sequence homology and have different folds, GA forming a
bundle of three α-helices55 and GB four β-sheets and an α-helix26 (see the structures
displayed in figure 1.4). Orban proceeded to increase sequence homology by making
mutations in both sequences and testing the mutants for their ability to bind the
respective ligands. Secondary structure of mutants was also assessed by circular
dichroism21 and high-resolution NMR56 structures were determined for key mutants.
The resulting mutants of this study,21 named GA98 and GB98, share 98% sequence
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identity and differ by a single amino acid at position 45, GA98 having a leucine
and GB98 having a tyrosine. These mutants both retain the fold of their parent
proteins GA and GB.56 However, GA98 displays a small affinity to bind with IgG,
indicating that a small portion of GA98 occupies the GB fold.21 These results
suggest the energy landscape of GA98 contains two funnels, one for the GA fold and
the other the GB, which are both significantly populated (see figure 1.4). In chapter
6, the multi-funnel energy landscape of GA98 is probed further using computational
methods developed in chapter 5.
The second example supporting the multi-funnel theory comes from experiments
of the transcription factor RfaH.22,57–62 This regulatory protein contains both a
C- and N-terminal domain, which assume very different globular structures and
together play an important role in the regulation of transcription and translation
within Escherichia coli. More specifically, in the absence of RfaH, transcription
of DNA sequences containing an ops element (operon polarity suppressor)62 is cut
short by Rho-dependent termination63,64 (figure 1.5). However, binding of the RfaH
N-terminal domain to RNA-polymerase (RNAP) blocks the binding site of the Rho
recruiter NusG and transcription is rescued.22,64 Subsequent recruitment of the
ribosomal subunit 30S by the RfaH C-terminal domain then initiates translation
at the growing RNA chain and protein is produced as normal.22 In its inactive
form, the RfaH C-terminal domain is locked in a helix hairpin fold by interactions
with the N-terminal domain.22,59 However, upon loss of these interactions or as
an isolated protein,22 RfaH C-terminal domain undergoes a spontaneous structural
rearrangement ending in a β-barrel conformation (also the active form that binds
the 30S ribosomal subunit). Initially, it was hypothesized that the β-barrel form of
RfaH C-terminal domain is the lowest energy fold but, due to constraints imposed
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Figure 1.5: Rho mediated termination of transcription in the absence of RfaH. (A).
RfaH binding to RNA polymerase rescues transcription and initiates translation.
(B).
by the N-terminal domain, is not realized on a timescale observable by experiment.
However, experiments57 that reversed the peptide sequence, and thus the order
in which the RfaH domains are transcribed thereby giving the C-terminal domain
time to fold by itself, show that the helix bundle is still preferred. These results
suggest the helix bundle of RfaH C-terminal domain is not kinetically trapped but
is the thermodynamically favored fold in the presence of inter-domain contacts.
Such a description would imply that both folds are separated by a marginal free
energy difference and that contacts with the N-terminal domain lower the basin
containing the helix bundle, thus selecting that fold. The free energy landscape of
the isolated RfaH C-terminal domain is examined further in chapter 7 using the
methods developed in chapters 5 and 6.
Both experimental data from GA98 and RfaH experiments suggest the existence
of dual funnel energy landscapes, for at least some proteins. However, further prob-
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ing of protein landscapes by experiment remains a challenge leaving many details of
their topology unknown. Specifically, the following questions should be addressed.
1. What are the important structures along the funnel and what are their relative
free energies?
2. What barriers separate relevant folds and what do the transition state struc-
tures look like?
Because both intermediate folds and transition states are difficult to observe by
experiment, the push for computer models capable of producing accurate protein
landscapes has become ever more enticing.
1.6 Summary
As a consequence of the many protein folds existing in nature, proteins are able to
perform a multitude of functions within cells.1,2 Because protein activity depends
heavily on structure, the identification of properties affecting protein plasticity is
an important step toward understanding disease and developing protein-based ma-
terials. Progress has been made toward this end and, with the aid of the energy
landscape theory4–6 and advances in experimental methodologies,21,22,26 a theoreti-
cal description of folding is now understood. However, a complete picture of protein
funnels remains inaccessible for most protein systems leaving many details of their
topology blank. Important information regarding intermediate structures and tran-
sition states is especially difficult to obtain by experiment leading to the need for
accurate computer models.
In the following chapter, the computer methodologies commonly used in protein
studies are introduced. While their application has seen great success, these capa-
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bilities are demonstrated in chapter 4 with the investigation of amylin oligomers by
molecular dynamics simulation, there are limits to their use. These shortcomings
are also examined in chapter 2 and, in chapters 5 through 8, solutions to some of
these challenges are discussed. Specifically, in chapter 5 the replica-exchange-with-
tunneling (RET) method is introduced. This method allows for quick exploration
and production of the energy landscape for many protein systems of significant size.
With RET, the dual funnel energy landscapes of GA98 and GB98 are examined
in chapter 6. The interactions promoting fibrilization of the 13-residue fragment of
serum amyloid A are also determined in this chapter and validation of the method
is performed. Similarly, in chapter 7 the energy landscape of the isolated RfaH
C-terminal domain is investigated and a transition pathway, connecting the he-
lix hairpin and β-barrel folds, is described. And finally, in chapter 8 additional
methods combining RET with a coarse-grained model are introduced, thus enabling
investigation of a broader class of proteins. The resolution-exchange-with-tunneling
(ResET) method is also introduced in chapter 8 and demonstrates how multi-scale
simulations of protein systems may be performed using only modest computational
resources. Coarse-grained and multi-scale models are discussed in section 2.3. For
further discussion of the research strategy taken in this text the reader may refer to
chapter 3.
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Chapter 2: Computer Simulations to Study Biomolecules
2.1 Quantum Mechanics and Molecular Dynamics
Because proteins are made of atoms, they are governed by the laws of quantum me-
chanics.65–69 Therefore, any theoretical description of protein folding must be rooted
in quantum theory. For the purpose of this text, Schrodinger’s wave theory70 will
suffice. By introduction of the Schrodinger equation, scientists have the potential to
model any chemical system of interest, although the mathematics involved may be
non-trivial. Aiding in this task, have been computers and computational methods
making possible quantum calculations in-silica. Nevertheless, quantum calculations
remain computationally expensive and for some systems, like a protein in an aque-
ous environment, are not practical. Thus, for protein simulations, one instead turns
to molecular mechanics also called molecular dynamics (MD).
With MD, atomic systems are handled classically by Newton’s equations. Re-
placement of the time-dependent Schrodinger equation by Newton’s F = MA is
made possible because the motion of the nuclei within a molecule is slow compared
to that of the electrons. Thus, for any nuclear arrangement, the electronic effects
may be averaged out. For this reason, it is possible to compute, for any system,
a ground state potential energy as a function of the nuclear positions only.7 Such
a function is referred to as a force field. The development of atomic force fields
is an active area of research and proposal of new force fields continues today.71,72
Still, there is no single force field currently accepted by the scientific community
as the correct one for describing all aspects of any molecule. With that said, there
are many force fields in use that accurately predict, for a broad class of molecules
including proteins, some molecular properties like folding dynamics.
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When building a force field, there are no strict rules requiring it take a particular
form. However, the following terms are common
V
(
rN
)
=
∑
bonds
kb
2
(I − Io)2 +
∑
angles
kθ
2
(θ − θo)2 +
∑
torsions
kφ
2
(1 + cos (nφ− γ)) +
∑
i=1
∑
j=i+1
(
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4pi0rij
)
.
(2.1)
In 2.1, kb, kθ, kφ, n, γ, ij and σij are constants that must be determined for
each pair-type or group interaction and qi and qj are partial charges assigned to
each atom. The process by which these constants are determined is called force
field parameterization. What’s more, there are two philosophies when it comes to
parameterizing a force field. With the first approach, parameters are fit to existing
experimental data72 as opposed to the second, where parameters are determined
by quantum calculations.71 Many force fields have been parameterized by a mix of
these strategies.
The inclusion of 2.1 in modern force fields may be attributed to the simplicity of
these terms as well as the efficiency in which they are computed and the accuracy of
the resulting dynamics. All the more appealing, each term of 2.1 may be understood
as an energy contribution stemming from a particular type of motion (see figure 2.1)
or, for some of the terms, the physical origin is known. Take, for example, the first
three terms of equation 2.1. These terms describe the energetics of short-range
interactions and are each characterized by a different type of molecular motion.
Specifically, the first term
(
kb
2
(Ii − Io)2
)
adds an energy penalty for any bond length
that deviates from a reference value (Io). While an anharmonic potential is known to
more accurately describe the energy profile of a stretching bond, a simple harmonic
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Figure 2.1: Molecular motions and interactions described by the potential energy
functions of equation 2.1. Motions due to bonded interactions are shown in the top
panels whereas non-bonded interactions are shown in the bottom pannels
term, as used here, aptly characterizes bond lengths near the equilibrium value and
is cheaper to compute. The second term
(
kθ
2
(θi − θo)2
)
penalizes for valance angle
deviations from a reference value (θo), where a valance angle is the angle between
three bonded atoms. The third term
(kφ
2
(1 + cos (nφ− γ)) ) models energy due to
steric interactions associated with rotation about a chemical bond.
The last set of terms in 2.1 characterize long-range or “through space” interac-
tions and have origins rooted in well understood physical phenomena. For example,
the so-called Leonard Jones 6-12 terms
(
4ij
[(
σij
rij
)12
−
(
σij
rij
)6] )
are used to model
the van der Walls interaction and may be broken into 2 parts, one attractive in
nature and the other repulsive. The attractive terms
(
4ij
(
σij
rij
)6 )
act over a long-
range and model dispersion forces whereas the repulsive terms
(
4ij
(
σij
rij
)12 )
act
over a short-range and arise from the Pauli principle. Finally, the last terms in
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the double sum
( qiqj
4pi0rij
)
model the coulombic interaction. Because different atoms
possess different electronegativities, most molecules have a non-uniform charge dis-
tribution. A common way in which the electrostatic properties of a molecule may
be captured by MD is to assign partial charges to the nucleus of each atom. How-
ever, the methods for determining these partial charges are complex and will not
be discussed here. For more information regarding force fields and the methods by
which they are parameterized see references 7, 73 and 74.
As a side note, it is worth mentioning that the force fields discussed so far were
assumed to represent each atom of the system explicitly and are thus referred to
as fine-grained (FG) models. There are; however, force fields that do not represent
every atom of a molecule but present instead a reduced representation. These force
fields are called coarse-grained75 (CG) models and are discussed in section 2.3. It is
assumed for the remainder of this section that a fine-grained model is used. Now,
with the energy of the system well defined, forces are computed in the usual manner
Fi = −
dV
(
rN
)
dri
. (2.2)
Using these forces and the current state of the system, one can solve Newton’s
equations by means of numerical integration. A numerical integrator commonly
used in MD simulations is the leapfrog update. With leapfrog, the coordinates and
momentum are updated in separate steps (see figure 2.2) by
V
(
t+
1
2
∆t
)
= V
(
t− 1
2
∆t
)
+ A (t) ∆t (2.3)
and
X (t+ ∆t) = X (t) + V
(
t+
1
2
∆t
)
∆t. (2.4)
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Figure 2.2: Leapfrog updating schematic.
The leapfrog integrator has unique qualities making it well suited for MD simula-
tions. Specifically, the method is time reversible and preserves phase space volume.
As a consequence, simulations employing the leapfrog integrator are able to conserve
energy for long periods of time. This enables acquisition of large trajectories and
accurate calculation of time average quantities using
〈A〉 = lim
τ→∞
1
τ
τ∫
t=0
A(PN(t), rN(t)), (2.5)
where rN(t) and PN(t) are the coordinates and momentum of the system respec-
tively and depend on time. Taking the limit in 2.5, the time and ensemble averages
become equal. Thus, for sufficiently long trajectories, MD simulations can be used
to sample states in accordance with a desired statistical ensemble. For the micro-
canonical ensemble, the method described thus far is sufficient. However, if one
wishes to sample from other ensembles, such as the canonical or isobaric ensemble,
a thermostat or barostat must be introduced. A deeper discussion of thermostats
and barostats is beyond the scope of this text and will not be considered here.
With adequate sampling, thermodynamic properties may be determined. For
example, the heat capacity of the system is computed by
Cv =
(
∂U
∂T
)
. (2.6)
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Using 2.6, the heat capacity may be found by performing many simulations of the
system of interest, each differing in temperature, and analyzing how the average
energy changes. In other ways, the remaining thermodynamic quantities may be
calculated. Of particular interest to protein scientists is the change in free energy
of the system along some internal coordinates. Such a projection of the free energy
is called a potential of mean force (PMF).7,76,77 With the selection of appropriate
reaction coordinates, a PMF may be used to identify folding pathways as well as
the transition states separating important folds. For this reason, PMF plots are
considered frequently throughout this text.
While MD simulations make possible the computation of thermodynamic quan-
tities, these calculations are often inaccurate (for protein systems). Most of the
time, this is because the trajectory collected is too short or the sampling insuffi-
cient. To prevent this problem, MD trajectories should cover the same time scale
as the phenomena studied. For protein folding, this ranges from a microsecond to a
millisecond. However, acquisition of such trajectories on general purpose computers
is usually not feasible. This is because the time step used in equations 2.3 and
2.4 is limited by the fastest degrees of freedom of the system, i.e. the vibration
of hydrogen atoms. While there has been work done to remove these motions,78,79
the time step used in protein simulations rarely exceeds two femtoseconds, making
difficult simulations on the microsecond timescale. This problem is exacerbated by
the inclusion of an explicit solvent,80 as the number of calculations for each update
becomes very large. For this reason, alternative approaches have been introduced
for enhancing the exploration of protein landscapes. These methods are discussed
in the following sections.
With the first two methods discussed, markov chain monte carlo and replica
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exchange, smooth trajectories of MD simulations are abandoned for a discontinuous
sampling of states in accordance with a desired distribution. These methods are dis-
cussed in detail in section 2.2. Then, methods that reduce the degrees of freedom of
the system, thus lowering computational cost required to produce long trajectories,
are introduced. These are the coarse-grained models. Because removing degrees
of freedom results in a loss of accuracy, multi-scale models have been developed to
offset this problem and are also discussed here. With the final approach considered,
structure-based models are introduced which, while unphysical, have added to the
understanding of protein folding. Coarse-grained, multi-scale and structure-based
models are discussed in section 2.3. While each of these approaches enhances the
sampling of states, these enhancements come with a cost. Therefore, the methods
introduced in chapters 5 through 8 aim to reduce these effects while retaining the
enhanced sampling properties.
2.2 Markov Chain Monte Carlo and Replica Exchange
An alternative method to MD capable of producing Boltzmann weights for ensemble
members is the markov chain monte carlo (MCMC) simulation. While the main
focus of this text is not toward MCMC, the principles learned here are directly
applicable to the general ensemble methods discussed at the end of this section.
Thus, a brief introduction to MCMC is warranted.
With MCMC, states are no longer found deterministically but are sampled in a
probabilistic fashion. This is accomplished by constructing a markov process so that
the future state of the system depends only on the current state and not the past
(see figure 2.3). With MCMC, samples are either thrown away or stored to make
a markov chain. These samples are selected such that, for sufficiently large chains,
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Figure 2.3: Transition between states as governed by the transition matrix T. The
members of ti/j contain the probability that the system moves from state i to j. For
simplicity a system containing only 3 states is shown.
a desired distribution is asymptotically approached.81 When building this chain, a
molecular system is evolved over a discrete set of states (k in total) as driven by the
transition matrix T and probability density vector X7
T =

t1/1 t2/1 . . . tk/1
t1/2 t2/2 . . . tk/2
t1/3 t2/3 . . . tk/3
...
...
. . .
...
t1/k t2/k . . . tk/k

X =

x1
x2
x3
...
xk

, (2.7)
where ti/j is the probability of moving to state j if at i and xi is the probability
density for state i. If one imagines n non-interacting copies of the system, then (for
large n) nTX governs how the copies are redistributed between the states. Ignoring
n momentarily, T acts on X to redistribute probability density
TXm = Xm+1. (2.8)
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In the limit that T acts on X many times, it is possible that the densities of X
converge to some distribution. When further acts of T on X no longer change its
value, X is said to be stationary
TXm = Xm = X
∗. (2.9)
If a stationary distribution exists, represented in equation 2.9 as X∗, T must be
selected so that it is unique. This is accomplished by requiring the markov process
to be ergodic.
One way to test that a distribution is stationary is to check, for all i and j, the
condition of detailed balance
xiti/j = xjtj/i (for all i and j) . (2.10)
When detailed balance is satisfied, it can be shown that equation 2.9 is also satisfied.
However, detailed balance is most easily understood as an equilibrium between
states. To see this, let n be the total number of systems distributed over the k
states. Multiplying equation 2.10 by n gives nxiti/j = nxjtj/i. This equation may be
simplified by recognizing that nxi is the number of systems in state i (ni). Making
this substitution gives niti/j, which is the number of systems moving from i to j
(ni/j). Thus, equation 2.10 reduces to a statement of equilibrium
ni/j = nj/i. (2.11)
Together, equations 2.9 through 2.11 state that if n non-interacting copies of the
system are allowed to evolve, as driven by the transition matrix T, then after some
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Figure 2.4: Cartoon representation of n replicate systems evolving (independent of
each other) as driven by the transition matrix T. The color indicates how closely the
distribution of the n replicas (over the states) matches X∗. The dotted box encloses
the segment of the simulation occurring after this distribution has converged.
time their distribution over the states will closely match X∗ (see figure 2.4). These
results suggest a strategy for determining the weight of each state. That is, one
can determine these weights by simulating many copies of the system in parallel
and then counting (once stationary) how the copies are distributed over the states.
While a possibility, this is not how weights are determined. Instead, it is sufficient
to simulate a single system for an extended period of time and count how the states
are distributed within the resulting markov chain. To show that this approach will
sample states with the right frequency, it is necessary to count how often a state i ap-
pears in a single markov chain. To accomplish this, consider a simulation containing
n independent copies of the system each driven by T (figure 2.4). Because each copy
is driven by the same transition matrix, the individual chains (if sufficiently long)
will be identically distributed. What’s more, the number of times state i is visited
by all the copies may be counted (beginning only after the systems have converged
to the stationary distribution i.e. using parts of the markov chains contained in the
24
dotted box in figure 2.4) by
ni = (m− 5)nx∗i . (2.12)
Because all the chains are identically distributed, it is found that the number of
times state i appears in a single chain is
ni =
1
n
(m− 5)nx∗i = (m− 5)x∗i . (2.13)
And, so a single chain itself will be distributed according to X∗. For this reason, one
typically simulates for MCMC a single chain for an extended period of time while
discarding for analysis the initial non-equilibrium part of the chain.
When performing MCMC simulations, one has to determine the transition prob-
abilities
(
ti/j
)
of T. As shown by Hastings,82 these terms may be split into two
independent probabilities pi/j and ai/j, where pi/j is the probability of proposing
to move from i to j and ai/j is the probability of accepting such a move. In most
cases, it is desirable to sample states of the system according to the Boltzmann dis-
tribution pii =
1
Z
exp
(
−Ei
kBT
)
, where Z is the partition function, kB is the Boltzmann
constant and T is the temperature. Substitution of pi for x into the detailed balance
equation allows one to ensure the resulting stationary distribution is Boltzmann
piipi/jai/j = pijpj/iaj/i. (2.14)
It follows that, for MCMC, samples are proposed according to pi/j and accepted
with probability
ai/j = min
(
1,
pijpj/i
piipi/j
)
. (2.15)
It should be noted that equation 2.15 does not actually require probabilities be
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known but instead the exponential factors since the partition function cancels. This
makes MCMC very powerful, as the partition function is generally difficult to cal-
culate.
In the earliest MCMC simulations,83 samples were randomly generated so the
change in position of a selected particle from its previous position would be small.
While such a strategy makes the proposal of highly energetic states unlikely, it also
means the updates will be correlated. This makes, for systems with a rugged energy
landscape (like that of proteins), difficult the crossing of barriers, as these states are
exponentially suppressed. Fortunately, more elaborate schemes may be used and
one can mix and match how samples are generated so long as each move leaves the
distribution invariant84 (when this is true one can show that the resulting method
is correct by following the same counting procedure that was discussed before).
A powerful sampling method taking this strategy is replica exchange85 also called
Parallel Tempering84 (PT). With replica exchange, one manufactures an artificial
system composed of N copies of the chemical construct under investigation. As the
latter name suggests, these copies vary in temperature and are typically ordered
from lowest to highest. Because the systems do not interact with each other, the
probability of finding the multi-replica system in a given state, which is defined by
the set of coordinates from each replica, is given as the product of their Boltzmann
probabilities
pi (MRS) =
N∏
i
1
Zi
exp (−βiEi) , (2.16)
where the subscript i is used to denote beta i and the current energy for that
replica. Evolution of the N systems is driven by either MCMC moves that are
accepted in accordance with 2.15 or by MD, the latter method being called replica
exchange molecular dynamics86,87 (REMD). For both methods, an additional update
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step is performed periodically, where neighboring replicas attempt the exchange of
configurations. Being that this move is symmetric, meaning pi/j and pj/i are equal,
the move may be accepted with probability
ai/j = min (1, exp (−∆β∆E)) , (2.17)
with ∆β = βj − βi and ∆E = Ej − Ei. Because, for REMD, updates are made by
MD, one must also account for the momentum of the system. Thus, velocities are
uniformly rescaled following exchange moves such that
V
′
i =
√
Ti
Tj
Vj and V
′
j =
√
Tj
Ti
Vi. (2.18)
Owing to each replica having a unique β value, the multi-replica system does not
itself sample from the canonical ensemble but instead from a “generalized ensemble”
in accordance to 2.16. However, the individual chains will be canonical for their
respective temperature. What’s more, the coupling of chains results in only weakly
correlated states and faster convergence at low-temperature compared to MCMC.
This is because simulations at high-temperature, both MCMC and MD, are able to
more easily cross barriers than their low-temperature counterparts. Thus, sampling
is improved for high-temperature replicas allowing for rapid conversion between local
energy minima.
While replica exchange improves sampling in protein simulations compared to
MD and MCMC, the observed gains in efficiency are typically below those predicted
by theory. Specifically, the computational costs of REMD simulations are found to
grow by a power law with exponents of order 4 and often a large pre-factor. For
this reason, REMD simulations of large systems, like a protein in explicit solvent,
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require the use of many replicas (on the order of 50 or more). Failure to provide
enough replicas will result in an insufficient exchange rate, the so-called bottleneck
problem,88 or exploration of too narrow a temperature range. For this reason,
REMD simulations remain practical only for protein systems of modest size. These
problems are addressed further in chapter 5 by the introduction of replica-exchange-
with-tunneling (RET).
As a last note, it is worth mentioning that the replica exchange method is not
restricted to the exploration of temperature space but instead any property of the
system under investigation may be altered. For example, the system Hamiltonian
is commonly varied. As such, this type of replica exchange is called hamiltonian
replica exchange89 (HRE). HRE is a powerful method and is used extensively in the
investigation of the dual funnel switching proteins GA98 and GB98 as well as RfaH-
CTD. These simulations are discussed in detail in chapters 6 and 7. In the next
section 2.3, a third type of replica exchange simulation is discussed called resolution
exchange,90,91 where replicas differ now in the degree of coarseness, ranging from a
fine-grained resolution on one end of the spectrum to a coarse-grained representation
on the other.
2.3 Coarse-Grained, Multi-Scale and Go-Type Models
Another way in which protein landscapes may be explored (that is faster and more
efficient than running a high-resolution MD simulation) is to perform a coarse-
grained (CG) simulation. It is noted that, while coarse-grained simulations may use
either MD or MCMC for updating the system, this text will assume MD is used.
With coarse-grained models, select degrees of freedom are removed from the system
thus lowering the computational costs required for each update. Because the fastest
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Figure 2.5: A typical example demonstrating how a coarse-grain model (bottom)
could be constructed from a fine-grained (top) representation of poly-alanine. Atoms
are color coded with red representing oxygen, black carbon, blue nitrogen and white
for hydrogen. Pseudo-atoms are labeled according to the atoms grouped.
degrees of freedom are sometimes removed, a large integration step (compared to
that used to simulate a fine-grained model) is not uncommon. For these reasons,
coarse-grained simulations are able to reach beyond the nanosecond time scale while
using fewer resources than their fine-grained counterparts.92,93
While details vary, coarse-grained models often take a form similar to that of
2.1.94–96 Such a similarity between coarse-grained and high-resolution force fields
is not surprising considering how these models are built. By starting with a fine-
grained model, one can coarsen the system by lumping groups of atoms together
to make a pseudo-atom (figure 2.5). The size of this group defines the resolution.
Over the years, models have been developed that span this spectrum ranging from
extremely coarse models on one end of the spectrum to those that only remove select
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hydrogen atoms on the other.
Because removing degrees of freedom from the system lowers its entropy, these
effects must be offset by a reduction in enthalpy.75 Coarse-grained models that do
this well will give a description of the energy landscape comparable to that of real
proteins. However, building a coarse-grained model that matches exactly the accu-
racy of a fine-grained one is no easy task. As a result, coarse-grained simulations
produce (at best) a qualitative description of protein landscapes.75 For this rea-
son, experts now work on multi-scale methods90,91,97–100 with the hope of exploiting
the computational efficiency and broad sampling observed in coarse-grained simula-
tions92,93 while retaining the accuracy of a fine-grained model. In these simulations,
a coarse-grained model usually acts to propose states for the fine-grained model
thereby improving sampling at high-resolution.
One method taking this approach is the resolution exchange90,91 simulation.
With resolution exchange, a multiple-replica system (similar to that of REMD86,87)
is simulated. However, instead of varying the temperature of each replica, the res-
olution now differs. Similar to REMD, Resolution Exchange aims to reduce the
convergence time of high-resolution simulations by introducing exchange moves be-
tween neighboring replicas. However, with Resolution Exchange, either a complete
set of coordinates (compromising the low-resolution model) or only a subset of co-
ordinates (within the high-resolution model) is exchanged. Furthermore, because
low-resolution models do not contain explicitly the information needed to construct
a fine-grained representation, algorithms that reintroduce these missing degrees of
freedom must be used.90,91,101–103 Unfortunately, the methods for doing this gener-
ate biased samples102,103 or lead to the proposal of high-energy states likely to be
rejected.90,91,101 For this reason, resolution exchange simulations are susceptible to
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exchange bottleneck problems88 (similar to that observed in REMD simulations),
a problem that can be alleviated by introducing the RET method developed in
chapter 5.
In addition to resolution exchange, other multi-scale methods have been devel-
oped for protein simulations.97–100 For example, the recently proposed multiscale
essential sampling104,105 (MSES) method attempts to bypass the problem of rein-
troducing lost degrees of freedom holding back resolution exchange. This is accom-
plished by simulating a compound system (coarse- and fine-grained model together)
and using a restraining potential105 to send information between the two models.
The potential energy of such a system takes the form
Epot = VFG(qFG) + VCG(qCG) + λEλ(qFG, qCG), (2.19)
where VFG(qFG) and VCG(qCG) are the potential energy of the fine- and coarse-
grained models respectively and Eλ(qFG, qCG) is the restraining potential, typically
a function capable of enforcing structural similarity between the two models. The
λ term, as introduced here, is a control parameter that may be varied and dictates
the degree in which the two models are coupled. Introduction of HRE89 now results
in a random walk through λ space where the fine- and coarse-grained models track
each other through configurational space. In this way, the fine-grained models are
able to escape local traps resulting in a broader sampling of states. What’s more,
replicas where λ equals zero are not biased by the coarse-grained model and sample
from the canonical ensemble. Finally, it should be mentioned that regardless the
functional form used for Eλ (details on this matter are given in chapters 6, 7 and
8), large λ values are likely required to enforce a strict agreement between fine-
and coarse-grained models. As a consequence, MSES simulations require the use of
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many replicas, a problem that may be circumvented by the inclusion of the RET
method introduced in chapter 5. This is demonstrated repeatedly in chapters 6
through 8.
As a last note, It should be known that the MSES104,105 method does not require
the use of a coarse-grained model. Instead, a fine-grained model in combination with
an arbitrary type is possible. One possibility, well suited for studying transitions
between competing attractors, is to use a structure-based model (SBM), also called
a Go-model.75,106 Construction of a Go-model requires knowledge of a protein con-
figuration, typically the native fold, for determining force field parameters.107 With
details of the native fold at hand, a force field can be constructed that contains long-
range attractive interactions only for pairs of atoms involved in native contacts. By
construction, Go-models are able to fold into a predetermined configuration very
quickly. However, the energetics of non-native folds are unphysical. What’s more,
the bias toward a predetermined fold may be removed by introduction of the MSES
method. With MSES and RET, the quick folding properties of Go-models are ex-
ploited in chapters 6 and 7 to determine the transition pathways connecting the GA
and GB folds of GA98 and GB98 as well as the helix hairpin and β-barrel folds of
RfaH-CTD. The method is also used to determine the importance of select residues
in promoting fiber formation in the 13-residue fragment of serum amyloid A.
2.4 Summary
When studying large bimolecular systems like a protein in explicit solvent, one
typically approximates the dynamics of the molecules by switching from a quan-
tum treatment to a classical one. Making this switch greatly reduces the resources
needed to model the system but allows for the collection of a finite trajectory, often
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shorter in time than that in which the phenomena of interest occurs. To enable in-
vestigation of processes that occur on a large time scale, such as protein folding and
aggregation, more elaborate models and simulation protocols have been developed.
The markov chain monte carlo (MCMC) method enables sampling of energy land-
scapes while maintaining strict Boltzmann weights for samples. However, samples
generated by MCMC are highly correlated. As a result, the method is unable to
sample sufficiently for molecular systems with a rough energy landscape like pro-
teins. To overcome this problem, general ensemble methods like replica exchange
molecular dynamics have been developed and allow for a much broader exploration
of protein landscapes. Because exchange rates decrease with the system size, REMD
simulations are practical only for moderately sized protein systems. Still, this prob-
lem may be alleviated by the introduction of the replica-exchange-with-tunneling
protocol developed in chapter 5 of this text.
In a different approach, exploration of protein landscapes is improved by reduc-
ing the system degrees of freedom. As a consequence, larger trajectories compared
to fine-grained simulations may be acquired but the results are less accurate. To off-
set this problem, multi-scale methods have been developed like resolution exchange
and multiscale essential sampling. With MSES, the problem of rebuilding missing
degrees of freedom common to resolution exchange is circumvented by the introduc-
tion of a restraining potential Eλ which acts to pass information between coarse- and
fine-grained models in real time. Because the MSES method relies on hamiltonian
replica exchange, the method is susceptible to exchange bottleneck problems similar
to that in REMD simulations making its use impractical for most protein systems.
It is the major focus of chapters 5 through 8 to develop protocols such as RET
and the resolution-exchange-with-tunneling (ResET) method that enable sufficient
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exploration of protein landscapes so that real protein systems may be investigated
using modern computing clusters.
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Chapter 3: Research Overview
3.1 Summary of the First Two Chapters
In chapter 1, the protein folding problem was introduced and the challenges faced
by protein scientists discussed. Of importance but also difficult to determine, is
the free energy landscape of a given protein system. This landscape holds infor-
mation regarding which states of the protein are populated at equilibrium but also
kinetic information about folding. Because many topological details of protein land-
scapes, such as transition states and intermediate folds, are difficult to determine by
experiment, computational methods have been developed to give their theoretical
description.
In chapter 2 several such methods were described. The simplest of these was
molecular dynamics (MD) simulations. While incredibly powerful, MD simulations
are not currently able to predict the native fold for most proteins. This is because
folding and other important processes occur on a timescale inaccessible to high-
resolution MD simulations using present-day computer resources. For this reason,
enhanced sampling methods like replica exchange molecular dynamics (REMD) have
been developed. While REMD can sample from the canonical ensemble, the method
is currently restricted to moderate sized chemical environments leaving many im-
portant protein systems inaccessible.
Also discussed in chapter 2, were coarse-grained models. Despite the broad
sampling observed in coarse-grained simulations, the resulting landscapes are often
inaccurate resulting in a smooth topology and low barriers compared to real proteins.
Improving upon these simulations, are multi-scale methods which exploit a coarse-
grained model for sampling but use a more detailed description for determining
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weights. With multiscale essential sampling, the problem of reintroducing missing
degrees of freedom associated with other methods like resolution exchange is avoided
by introducing a restraining potential Eλ. Acting through this potential, information
is exchanged between a coarse- and fine-grained model thus enhancing sampling for
the high-resolution model. Because MSES relies on hamiltonian replica exchange for
removing bias introduced by addition of Eλ, the method is susceptible to exchange
bottlenecks similar to REMD simulations.
3.2 Targeting Specific Problems
While each of the computational methods discussed in chapter 2 have contributed
to the understanding of proteins and their dynamics, use of these methods with
large protein systems remains a challenge. It is thus the purpose of the research
presented in this text to build upon the ideas introduced in chapter 2. Specifically,
the exchange bottleneck problem of REMD is addressed in chapter 5 by the intro-
duction of the replica-exchange-with-tunneling (RET) method. With RET many of
the problems identified in chapter 2 are overcome. For example, the RET method is
not only applicable to REMD but may also be used in hamiltonian replica exchange
simulations, such as the MSES method, as well as resolution exchange. Thus, RET
has the potential to alleviate many of the problems holding back these methods.
Combined with RET, a variant of the MSES method we call “Go-model feeding” is
introduced in chapter 6 and the free energy landscapes of several proteins, including
GA98, GB98 and the 13-residue fragment of serum amyloid A, are constructed. The
validity of the “Go-model feeding” method is also asserted in this chapter. Contin-
uing in this direction, the “Go-model feeding” method is used again in chapter 7
to determine the transition pathway connecting the helix-hairpin and β-barrel folds
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Figure 3.1: Flow chart showing current methods used in protein simulations and
the challenges faced when using these methods. Connected to these are the methods
introduced in later chapters and the protein systems studied with them.
of the isolated RfaH C-terminal domain. Because use of Go-models in MSES sim-
ulations requires knowledge of a protein structure the “Go-model feeding” method
is limited to proteins with known structure. Thus, in chapter 8 similar methods
are described that use in place of Go-models a coarse-grained representation. These
simulations enable fast and efficient exploration of protein landscapes for any pro-
tein regardless of prior knowledge of its native fold. Also introduced in chapter 8 is a
single step resolution exchange simulation called resolution-exchange-with-tunneling
(ResET). With ResET, a multi-scale simulation can be performed using only two
replicas making these simulations less expensive than other methods. This research
strategy is summarized in figure 3.1.
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3.3 About the Next Chapters
Before continuing it should be noted that the following chapters (4 through 7) are
taken from published work. The work presented in chapter 8 is currently unpub-
lished but a manuscript is in preparation. The details regarding chapters taken from
published work are as follows:
• Chapter 4 was published in The Journal of Physical Chemistry B as the article:
Nathan A Bernhardt, Workalemahu M. Berhanu, and Ulrich H. E. Hansmann.
Mutations and seeding of amylin fibril-like oligomers. The Journal of Physical
Chemistry B, 117(50):16076–16085, 2013.
• Chapter 5 was published in The Journal of Chemical Physics as article: Fatih
Yasar, Nathan A. Bernhardt, and Ulrich H. E. Hansmann. Replica-exchange-
with-tunneling for fast exploration of protein landscapes. J. Chem. Phys.,
143(22):224102, Dec 2015.
• Chapter 6 was published in The Journal of Chemical Theory and Computation
as the article: Nathan A. Bernhardt, Wenhui Xi, Wei Wang, and Ulrich H.
E. Hansmann. Simulating protein fold switching by replica exchange with
tunneling. J. Chem. Theory. Comput., 12(11):5656–66, 2016.
• Chapter 7 was published in The Journal of Physical Chemistry B as the article:
N. A. Bernhardt and U. H. E. Hansmann. Multifunnel landscape of the fold-
switching protein rfah-ctd. J Phys Chem B, 122:1600–1607, 2018.
In the next chapter (4), the power of MD simulations is demonstrated by simu-
lation of the amyloid cross-seeding phenomena observed in amylin. In this chapter
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the factors determining compatibility between amyloid seeds and the addition of
further monomeric protein are determined. Then in the remaining chapters, the
enhanced sampling techniques discussed previously are introduced.
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Chapter 4: Mutations and Seeding of Amylin Fibril-Like
Oligomers
The following chapter was published in The Journal of Physical Chemistry B by the
author of this dissertation as the following article: Nathan A Bernhardt, Workalemahu
M. Berhanu, and Ulrich H. E. Hansmann. Mutations and seeding of amylin fibril-
like oligomers. The Journal of Physical Chemistry B, 117(50):16076–16085, 2013.
All text and figures are taken with the permission of the publisher.
Author Contributions: Dr. Workalemahu Berhanu is credited for his contri-
bution of double layer simulations and free energy calculations to this chapter. All
single layer simulations were contributed by the author of this dissertation.
4.1 Introduction
Amyloid aggregates are implicated in at least 30 distinct diseases.34,35 These ag-
gregates result from failure of a specific peptide or protein to maintain its native
(functional) conformation.33,35 Instead, they form amyloid filaments characterized
by β-strands that are oriented perpendicularly to the fibril axis. The strands are
connected through a dense hydrogen-bonding network and side chain interactions
between strands that drive their lateral association37 to supramolecular β-sheets.
The rate-limiting step in the growth process of these aggregates is the formation
of an initial nucleus,40 and in vitro, the seeding of the protein solution with pre-
formed fibrils leads to dramatically faster fibril growth.38 Human amyloids can
be biochemically mixed, implying the possibility that one amyloidic peptide can
cross-seed another one in vivo.41 Such cross-seeding may account for the observed
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correlations between amyloid diseases. Hence, detailed knowledge of the molecu-
lar mechanism of fibril seeding would provide a platform for the rational design and
therapeutic intervention of disease states associated with mature amyloid fibrils and
their precursors.
However, an accurate description of the aggregation process and seeding of fibrils
is still missing, as these processes are difficult to explore in experiments.108 For this
reason, we rely in the present study on an alternative approach. Using molecular
dynamics simulations, we study the molecular mechanisms of cross-seeding by prob-
ing the effects of mutations on the seeding of fibrils. Our underlying assumption is
that crossseeding depends on the similarity of the fibrils resulting from the differ-
ent components. Hence, studying “cross-seeding” between wild type and mutants
having similar fibrillar structures allows comparison of the various interactions that
enable cross seeding. Key candidates are the stacking of aromatic residues along
the outside of the fiber, hydrophobicity of key residues, and structural similarity
between adjacent polypeptide strands.109–111
Our test system is amylin, a 37 residue hormone produced in the pancreas that
is highly amyloidogenic and associated with type-2 diabetes mellitus through mem-
brane permeabilization induced β-cell loss.39,112 A fibril model of the full-length hu-
man amylin has been extrapolated from X-ray diffraction data of cross-β spine struc-
tures of two segments of human amylin (NNFGAIL and SSTNVG).36 The topology
of this model is similar to that reported by Luca et al.36 and Bedrood et al.,113 and
exhibits a β-strand-loop-β-strand motif, consisting of an N terminal β-stand residue
8-19, with the loop region located at residues 20-23 and C terminal β-stand com-
prising residues 24-36.36 Experimental and computational studies have shown that
the human amylin proto-fibril pair has molecular polymorphism36,43,113–118 in which
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Figure 4.1: Structure of human amylin fibril model.110 (A) Sequence of human
amylin, the aromatic amino acids (F15, F23, and Y37) are colored in red. (B)
Single layer amylin decamer. Intramolecular face-to-face side chain interaction that
determines the stability of the U shape in wild type, mutants, and seeded oligomers
are emphasized by representing the corresponding side chains as balls and sticks.
(C) Double layered amylin fibril model.
the two layer models could be packed in either antiparallel or parallel fashion. De-
pending on sample preparation, Middleton et al.115 found parallel and antiparallel
mixed polymorphism, while Nielson et al.114 found only antiparallel fibrils. Other
simulations have shown the stability of the packing of proto-fibril pairs of amylin
where one layer is shifted against the other by two residues.43,118 This suggests
that two-layer models such as in Figure 4.1C, packed in an antiparallel fashion, are
good structural descriptions43,118 of such oligomers. Molecular dynamics simulations
also indicate that X-ray models42,117 with more closely interdigitated (interlocked
β-strands that tighten the binding of two β-sheets) side chains are more compact
and stable than the NMR models.117 Amylin contains three aromatic residues: F15
is the only one that resides in the β-sheet core, while F23 is located in a bend,
and Y37 is exposed at the C-terminus. The fibril model of amylin has an in-register
alignment of matching residues, generating a tight packing that maximizes favorable
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hydrophobic and van der Waals side chain contacts along the long axis of the fibril,
and may be stabilized in addition through pi-pi stacking of the F15, F23, and Y37
aromatic rings in the β-strand, loop, and C terminal regions (Figure 4.1).
We will use molecular dynamics simulations to study the role of interactions
involving the three aromatic residues F15, F23, and Y37 by comparing the wild type
with mutants where a single aromatic residue is replaced by leucine (F15L, F23L,
and Y37L). Tu et al.119 have already shown that fibril seeds from such mutants
can still seed amyloid growth of wild-type amylin, suggesting that similarity in fiber
structures is a key requirement for efficient mixed growth. Amyloid formation of
the F15L mutant is almost twice as rapid than for the wild-type, while it is almost
three times slower for the Y37L mutant, and two times slower for F23L mutant.119
Molecular dynamics simulations of stability and conformational changes of such
amyloid assemblies will enable us to measure directly changes in structural stability
induced by specific alterations of the amino acid sequence of amyloid polypeptides.
In vivo conditions are mimicked and information that is currently unobtainable
through experiment, such as real time structural data, will be obtained, making
visual inspection possible. Especially, we aim to answer the following questions:
1. Is similarity in fibril structure the key requirement for effective cross seeding
of single mutant seeds with wild type amylin?
2. Can differences in lag times observed in the self-assembly of single mutants
amylin fibers be explained by the relative stability of the mutant structures
during the simulation?
3. Does the loss of pi-pi interactions affect the stability of amylin mutant fibers?
What is the effect of such mutation on the face-to-face hydrophobic contacts
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in the interior core?
Answering these questions may point the way to in silico development of molecules
that, by binding to the amylin fibril, shift the equilibrium of amylin toxic oligomer
to the nontoxic fibers.120 Finally, we propose new mutation experiments that inves-
tigate the role of pairs of amino acids involved in face-to-face interactions between
the β sheet regions.
4.2 Materials and Methods
For the wild type, we base the start configuration on the fibril models of amylin by
the Eisenberg group,36 and build out of these a single layer decamer (Figure 4.1B)
and double layer decamer models of amylin consist of two pentamer layers (Figure
4.1C). This choice is motivated by recent work by Kahler et al.121 which showed
that decamers of Aβ retained the fibrillar states and gain in stability with oligomer
growth122 and are more stable than pentamers.121 Since amylin has similar size and
the same β-strand-loop-β-strand motif as Aβ, we assume that the same observations
apply for amylin. We denote the so designed wild-type amylin decamer as WT.
Mutant decamers are designed by replacing the aromatic residues, F15, F23, and Y37
with leucine, and denote them as F15L, F23L, and Y37L, respectively (Table 4.1).
These mutants are obtained from wild type coordinates by replacing the side chains
of the targeted residues while retaining the original backbone conformations of the
wild-type.123 The structure of the designed mutants is minimized for 5000 steps
using the steepest decent algorithm with the backbone of the protein restrained.
The hetero-assemblies of wild type and mutants are a 1:1 mixture of wild-type (the
first five strands) and mutants (the last five strands, consisting of F15L, F23L, or
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Y37L in the above notation), and are denoted as WT-F15L, WT-F23L, and WT-
Y37L, respectively.
Our molecular dynamics simulations rely on a combination of the AMBER
ff99SB force field124 with explicit water (TIP3P),125,126 a common choice for explor-
ing amyloid peptide aggregation,127,128 as implemented in the GROMACS program
version 4.5.5.129 Hydrogen atoms are added with the pdb2gmx module of the GRO-
MACS suite. The start configurations for all proteins are put in the center of a
cubic box, with at least 12 A˚ between the solute and the edge of the box. Periodic
boundary conditions are employed, and electrostatic interactions are calculated with
the PME algorithm.130,131 We use a time step of 2 fs. Hydrogen atoms are con-
strained with the LINCS78 algorithm while for water the Settle algorithm is used.79
The temperature of 310 K is kept constant by the Parrinello-Donadio-Bussi algo-
rithm132 (τ = 0.1 fs) which is similar to Berendsen coupling but adds a stochastic
term that ensures a proper canonical ensemble.132,133 In a similar way, the pressure
is kept constant at 1 bar by the Parrinello-Rahman algorithm134 (τ = 1 fs). After
energy-minimizing first the solvated start configuration using the steepest descent
method, followed by conjugate gradient, the system is equilibrated in two steps of
500 ps, first in an NVT ensemble and second in an NPT ensemble at 1 bar. After
equilibrization, 200 ns of trajectories are analyzed for each system to monitor how
the oligomer structures evolve with time. Data are saved at 4.0 ps intervals for
further analysis. For each system (Table 4.1), we run three distinct simulations of
200 ns with different initial velocity distributions. This allows us to test whether
we reached equilibrium and guarantees three independent sets of measurements.
The molecular dynamics trajectories are analyzed with the tool set of the GRO-
MACS package. Especially, we monitor conformational changes and stability of
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System
# atoms of peptide/
# atoms water/Cl−
simulation box
dimensions (x, y, z [A˚])
total simulation
time, ns
WT (SL) 5350/36665/20 106.8, 106.8, 106.8 600ns(200x3)
F15L (SL) 340/36675/20 106.8, 106.8, 106.8 600ns(200x3)
F23L (SL) 5340/36396/20 106.6, 106.6, 106.6 600ns(200x3)
Y37L (SL) 5330/36695/20 106.8, 106.8, 106.8 600ns(200x3)
WT-F15L* (SL) 5345/36667/20 107.0, 107.0, 107.0 600ns(200x3)
WT-F23L* (SL) 5345/36677/20 106.9, 106.9, 106.9 600ns(200x3)
WT-Y37L* (SL) 5340/36681/20 106.9, 106.9, 106.9 600ns(200x3)
WT (DL) 5350/39644/20 108.1, 108.1, 108.1 600ns(200x3)
F23L (DL) 5340/39666/20 108.0, 108.0, 108.0 600ns(200x3)
Y37L (DL) 5330/39660/20 108.0, 108.0, 108.0 600ns(200x3)
Table 4.1: The simulations are performed at 310 K. The symbol * marks the
cross-seeded aggregates where the first five strands are from the wild type amylin
and the last five strands are from one of the mutants (i.e., F15L, F23L, and Y37L,
respectively). SL marks single layer decamers and DL double layer decamers, where
each layer consists of five strands.
the oligomer models through the time evolution of root mean square deviations of
the Cα atoms (RMSD), root-mean-square fluctuation (RMSF), hydrophobic con-
tacts distances, and hydrogen bonds, measured with the ghbond and gdist modules in
GROMACS. Hydrogen bonds are defined by a distance cut off between donor and
acceptor of 0.36 nm and an angle cut off of 30o. Configurations are visualized using
PyMOL.135
4.3 Results and Discussion
The purpose of our simulations is to examine the stability of oligomers of amylin
wild-type and single aromatic mutants in comparison with mixed decamers. The
initial conformations and final structures obtained from the molecular dynamics
simulations of the single layer aggregates111 are shown in Figure 4.2. We find by
visual inspection that the β-strand-loop-β-strand topology of the decamers, the
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Figure 4.2: Snapshots of the amylin decamers of wild type, mutants, and their
seeded assembly before and after 200 ns (water molecules are omitted for clarity;
the snapshots are from three independent simulations). (A) Wild type (WT, red
ball: Y37); (B) F15L (red ball: L37); (C) F23L (red ball: Y37); (D) Y37L (red
ball: L37); (E) WT-F15L (red ball: Y37); (E) WT-F23L (red ball: L37); and (G)
WT-Y37L (red ball: Y37 and blue ball: L37). The balls mark the residues 37 in
the C-termini of each strand of the peptides..
main structural feature of amyloidogenic fibrillar state, is maintained throughout
the simulation (Figure 4.2). The structures from wild-type oligomer mixed with
the mutants (the heteropolymers WT-F15L, WT-F23L, and WT-Y37L) exhibit the
same shape and topology as the wild-type oligomer (WT) and mutants oligomer,
pointing to structural similarity as major factor for the seeding observed in previous
experiments.119
In order to obtain a more detailed picture of the stability of the various amylin
decamers, we show in Figure 4.3A the Cα-RMSD as calculated from the molecular
dynamic trajectory. The reference structure is the equilibrated start structure (i.e.,
the configuration at 0 ns). The faster this quantity grows throughout the simulation,
the less stable and the more dynamic a decamer is. The average RMSD values,
calculated over three independent trajectories of 200 ns for each system, are within
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Figure 4.3: RMSD, Cα − Cα distances along strand 5 and 6 and hydrogen bonds
of the studied oligomer systems. Average 〈RMSD〉 in A˚ (A); Average number
of main chain hydrogen bonds (B); side chain hydrogen bonds (C); and Average
〈Cα − Cαdistances〉, in A˚, between strands 5 and 6 (D).
the range of 3.0 to 4.5 A˚. These values are smaller than the RMSD value of more
than 5.5 A˚ measured for the single layer amylin pentamer,136 and close to the 4.5 A˚
observed for double layer amylin decamer.117 Thus, the simulated oligomers appear
to be stable, with no discernible difference in stability of the examined structures
(Figure 4.3A).
We then examined the average interstrand distance between strand 5 and strand
6 across the U-shaped β-strand-loop-β-stand motif for the wild type, mutants, and
mixed oligomers (Figure 4.3D). This distance has been selected because in the mixed
assemblies the two strands are located along the interface between wild type and
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mutant chain. This distance quantifies how close the two strands and therefore
how strong and favorable the wild type and mutants are. On the other hand, an
increase in the distance over that in the initial structures indicates detachment of
the heteroassembly system and unfavorable contacts between the peptides. The
measured distances for all three cases, wild type, mutants, and mixed oligomers,
are around ∼5 A˚ range, indicating that the interstrand distance is close to the
experimental interstrand distance of 4.8 A˚ for amyloid fibrils and oligomers.36,137
Hence, in all three forms of oligomers the peptides interact strongly at this interface.
Protein aggregates are stabilized through a network of side chain hydropho-
bic and hydrogen bonding interactions.37,138 Main chain (interbackbone) hydrogen
bonds link the β-strands within an amyloid fibril, while the side chain hydrogen
bonds modulate the intermolecular packing arrangement within and between the
β-sheets of the fibril core.139 For this reason, we have counted main chain and side
chain hydrogen bonds during the simulations, and averaged the values over the three
trajectories (Figure 4.3B and 4.3C). Again, we find little differences in the average
side chain and main chain hydrogen bond networks between wild type, mutants,
and mixed oligomers. On average, all decamer structures are stabilized by about
200 main chain and 50 side chain hydrogen bonds (Figure 4.3B and C).
An analysis of the root-mean-square fluctuation (RMSF), computed for the wild
type, mutants, and mixed decamers, shows that in all cases the residues in the turn
region are more flexible than those in the β-strand regions. The exceptions are
residues near the N-/C-termini that are exposed to the solvent (Figure 4.4). This
is similar to previous amylin simulations.117 The RMSF describes where in the se-
quence of a protein structural stability is gained or lost, and therefore allows one to
relate this change in stability to specific mutations. The smallest per residue fluc-
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Figure 4.4: Average RMSF values for the 10 β-strands in single layer amylin, its
mutants and cross-seeded aggregates. In the mixed aggregates the first five strands
are from the wild type, while the last five strands are from mutants. The results are
calculated from three independent trajectories of 200 ns.
tuation is observed in β1 region that includes residues L12ANFLV17 and residues
F23GAIL27 of β2 region for all the systems studied indicating these regions are cru-
cial for the stability of the oligomers. Tyrosine to Leucine substitution at position
37 causes decreased stability at the C terminal (Figure 4.4), which may explain the
experimentally observed longer lag time in the growth of this mutant. This can be
seen by both visual inspection and comparison of the RMSF values of each structure
(Figures 4.4 and 4.2). This increased flexibility of the C terminal region may hinder
the formation of contact between adjacent Y37 and between Y37 and F23 at the
interface of the double layer oligomer during fibril elongation, therefore contribut-
ing to the increased lag phase observed in experiments. The F15 is not involved in
the sheet-to-sheet contact while F23 and Y37 are involved. The distance between
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WT oligomer F15L oligomer F23L oligomer
Y37/Y37 distance (A˚) Run 1 Run 2 Run 3 Run 1 Run 2 Run 3 Run 1 Run 2 Run 3
Chains-2 3 11.14(4.0) 7.14(2.8) 5.16(0.3) 5.18(0.3) 6.22(1.5) 5.28(0.5) 5.25(0.4) 5.44(0.7) 10.68(4.9)
Chains-3 4 6.02(2.5) 5.13(0.3) 5.06(0.2) 5.05(0.2) 5.14(0.3) 5.03(0.3) 5.14(0.3) 5.14(0.3) 5.14(0.3)
Chains-4 5 6.92(1.8) 5.04(0.2) 5.02(0.2) 5.00(0.2) 4.99(0.2) 5.00(0.2) 5.00(0.2) 5.02(0.2) 5.02(0.3)
Chains-5 6 5.14(0.4) 5.02(0.3) 5.00(0.3) 4.95(0.2) 4.95(0.2) 4.99(0.2) 4.95(0.2) 4.97(0.2) 4.99(0.2)
Chains-6 7 5.06(0.2) 5.05(0.3) 5.40(0.8) 4.99(0.2) 4.97(0.2) 4.92(0.2) 4.98(0.2) 4.99(0.2) 5.02(0.2)
Chains-7 8 5.01(0.1) 5.19(0.4) 8.70(4.0) 5.06(0.2) 5.03(0.2) 4.93(0.2) 4.98(0.2) 5.55(1.4) 5.05(0.2)
Chains-8 9 5.05(0.3) 6.45(2.7) 8.74(6.4) 5.76(0.8) 5.17(0.4) 5.00(0.3) 4.99(0.2) 9.93(4.2) 5.06(0.2
Mean ± SD 6.33 ± 2.2 5.57 ± 0.8 6.15 ± 1.8 5.14 ± 0.3 5.21 ± 0.4 5.02 ± 0.1 5.04 ± 0.1 5.86 ± 1.8 5.85 ± 2
Y37L oligomer WT-F15L hetero assembly oligomer
L37/L37 distance (A˚) Run 1 Run 2 Run 3 Res37/Res37, distance (A˚) Run 1 Run 2 Run 3
Chains-2 3 10.35(1.1) 13.01(2.4) 10.67(3.2) Chains-2 3 (WT) 5.22(0.5) 16.21(3.4) 5.10(0.2)
Chains-3 4 6.08(0.5) 7.73(0.8) 6.54(1.1) Chains-3 4 (WT) 5.09(0.3) 5.45(1.1) 4.99(0.2)
Chains-4 5 7.25(0.7) 6.58(1.0) 7.79(1.6) Chains-4 5 (WT) 5.06(0.3) 5.32(0.5) 4.92(0.2)
Chains-5 6 6.51(0.9) 5.58(0.3) 8.98(3.2) Chains-5 6 (interface) 5.47(0.3) 5.58(0.5) 4.88(0.2)
Chains-6 7 13.20(6.5) 7.50(0.8) 10.77(3.7) Chains-6 7 (F15L) 6.19(1.2) 7.64(1.5) 4.88(0.2)
Chains-7 8 17.89(6.5) 5.24(0.3) 12.17(6.2) Chains-7 8 (F15L) 6.30(1.7) 11.62(3.0) 4.98(0.2)
Chains-8 9 9.86(2.9) 5.61(0.4) 14.09(5.4) Chains-8 9 (F15L) 5.35(0.4) 10.66(2.0) 5.09(0.2)
Mean ± SD 10.16 ± 4.2 7.3 ± 2.7 10.1 ± 2.6 Mean ± SD 5.52 ± 0.5 8.92 ± 4.1 4.98 ± 0.1
WT-F23L hetero assembly oligomer WT-Y37L hetero assembly oligomer
Res37/Res37 distance (A˚) Run 1 Run 2 Run 3 Res37/Res37, distance (A˚) Run 1 Run 2 Run 3
Chains-2 3 5.16(0.3) 5.36(0.6) 5.11(0.3) Chains-2 3 (WT) 7.37(1.5) 16.48(0.2) 16.89(4.4)
Chains-3 4 5.02(0.2) 5.04(0.2) 5.00(0.2) Chains-3 4 (WT) 9.44(1.5) 9.15(0.2) 11.62(4.0)
Chains-4 5 4.93(0.2) 4.94(0.2) 4.97(0.2) Chains-4 5 (WT) 6.74(1.4) 9.92(0.4) 6.39(0.7)
Chains-5 6 4.94(0.2) 4.90(0.2) 4.91(0.2) Chains-5 6 (interface) 7.92(0.2) 9.51(0.2) 7.57(0.9)
Chains-6 7 5.00(0.2) 4.98(0.2) 4.97(0.2) Chains-6 7 (Y37L) 5.40(0.5) 5.34(0.4) 5.19(0.4)
Chains-7 8 .5.05(0.3) 5.03(0.2) 5.06(0.2) Chains-7 8 (Y37L) 5.55(0.5) 5.19(0.3) 5.02(0.2)
Chains-8 9 5.42(1.0) 4.97(0.3) 5.04(0.3) Chains-8 9 (Y37L) 7.76(1.6) 5.17(0.4) 5.03(0.2)
Mean ± SD 5.07 ± 0.2 5.03 ± 0.2 65.01 ± 0.1 Mean ± SD 7.17 ± 1.4 8.68 ± 4.1 8.24 ± 4.5
Table 4.2: The distances are measured between residue 37 of each strand and the
adjacent successive one, excluding the less stable terminal chains 1 and 10.
the centers of mass of residues 37 of the C-terminal of the three different kinds of
decamers change little during the 200 ns simulation from the initial distance (see
Table 4.2). However, the distance between centers of mass of residues 37 of the C-
terminal Y37L mutant of amylin become within the range of 7-10 A˚, therefore much
larger than the value of about 4.8 A˚ of the initial conformation (i.e., at 0 ns of the
simulation). Hence, mutation of Y37 to L results in the largest fluctuation in the C
terminal of each monomer. This higher flexibility could slow down the elongation of
the Y37L mutant and therefore contribute to the larger lag phase in its aggregation
observed in a previous experimental study.119 The simulation of decameric double
layer wild-type amylin and its F23L and Y37L mutants (F23 and Y37 participate
in sheet-to-sheet contacts between the β-sheets at the interface of the two U-shaped
oligomers, Figure 4.1C) shows no discernible difference in stability (Figure 4.5).
The lack of susceptibility to destabilization of the initially preformed structure of
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Figure 4.5: Cα root-mean-square deviations (RMSDs) with respect to the corre-
sponding minimized start configurations and the average structures of (A) WT, (B)
F23L, and (C) Y37L. The average structures are calculated from the position of all
heavy atoms of the protein over the 200 ns of each trajectory using the program
g covar of the Gromacs 4.5.5 package.
the decamer double layer oligomers of both wild type and mutants suggests that the
aromatic pi-stacking interactions are not critical for aggregation stability as Leu is
similar in size and hydrophobicity to F and Y but not capable of pi-stacking. Note
that our result does not exclude a role of the aromatic side chain of F23 and Y37 for
favoring aggregation nucleation, an effect which could contribute also to the exper-
imentally observed differences in aggregation kinetics.119 However, a combination
of much longer simulation times and enhanced conformational techniques would be
required to determine the equilibrium structures140 of the wild type and mutant
monomers and dimers, and to get an insight into the influence of pi-stacking during
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models of amylin, mutants, and heteroassembly decameric oligomers
average Cα − Cα distances runs WT F15L F23L Y37L WT-F15L WT-F23L WT-Y37L
〈L16 − I26〉 1 9.21± 0.6 9.14± 0.3 9.03± 0.3 9.51± 1.0 9.12± 0.4 9.09± 0.3 9.09± 0.4
2 9.43± 0.8 9.34± 0.8 9.08± 0.4 9.10± 0.5 9.49± 1.2 9.38± 0.9 9.56± 1.1
3 9.10± 0.4 9.33± 0.6 9.92± 1.7 9.05± 0.4 8.98± 0.2 9.22± 0.7 9.45± 1.0
Mean± SDa 9.25± 0.2 9.27± 0.1 9.34± 0.5 9.22± 0.2 9.20± 0.3 9.23± 0.1 9.37± 0.2
〈N14 − S28〉 1 8.42± 1.5 8.43± 0.3 7.97± 0.4 9.36± 1.4 8.42± 0.4 8.98± 1.0 8.48± 0.4
2 8.74± 1.1 8.74± 1.0 8.12± 1.2 8.68± 0.7 9.26± 1.7 9.21± 1.2 8.76± 1.7
3 8.44± 1.2 8.89± 0.9 9.44± 1.7 8.33± 0.4 7.67± 0.4 9.19± 0.9 9.18± 1.7
Mean± SDa 8.53± 0.2 8.69± 0.2 8.51± 0.8 8.79± 0.5 8.45± 0.8 9.13± 0.1 8.81± 0.4
〈L12 − V32〉 1 9.12± 0.4 9.53± 0.2 8.87± 0.4 8.89± 0.3 8.75± 0.3 8.80± 0.4 9.23± 0.1
2 8.98± 0.3 8.76± 0.4 9.27± 0.4 8.90± 0.5 9.11± 0.3 8.75± 0.3 9.18± 0.5
3 8.98± 0.3 8.72± 0.4 8.91± 0.5 9.44± 0.2 9.25± 0.3 8.87± 0.2 9.01± 0.2
Mean± SDa 9.02± 0.1 9.00± 0.5 9.02± 0.2 9.08± 0.3 9.04± 0.3 8.81± 0.1 9.14± 0.1
Table 4.3: Mean values and standard deviation (SD) are calculated from the three
values obtained by averaging over the 200 ns of each of the three independent runs
of each model. Results are listed for the single layer models of amylin wild type,
mutants, and cross-seeded decamers. The listed values are averages over three in-
dependent trajectories, and are calculated using all ten strands.
the slow nucleation phase.
Face-to-face interactions between β-sheets are common in proteins and amy-
loids.37 They involve hydrophobic surfaces with good shape complementarity held
together through van der Waals and hydrophobic interactions.37 For this reason,
we have also monitored the face-to-face contacts between β-sheets (Figure 4.1B) for
amylin wild type and its mutants, selecting residue pairs known to disrupt amylin
amyloid formation.141 These contacts are calculated also in the mixed aggregates.
Results for all three cases are shown in Table 4.3. The side chains of L12, N14,
and L16 (projecting from the lower face of the β1-region) in β1-region interact with
the side chains of S28, I26, and V32 (projecting on the upper face of β2-region) in
β2-region located on the opposite side of β1-region (Figure 4.1). The average face-
to-face distances are measured for all ten strands of each system and are within 8.5
to 9.5 A˚ (Table 4.3) in agreement with experimental results 8-11 A˚.142 Hence, in all
oligomers, the β-strand-turn-β-strand motifs are stabilized by such face-to-face hy-
drophobic interactions. The face-to-face interactions between amino acid side chains
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(hydrogen bonds between aligned N14 with S28, or T30 residues; hydrophobic inter-
actions between aligned L16, I26, L12, V32, or polar interaction between N14 and
S28 residues) in β1 and β2 regions is important in keeping the U-shaped structure.
The cross-β-strand topology structure of the fibril, which is the main structural fea-
ture of amyloid fibril, is maintained throughout the simulation for both the hetero
and homoaggregates indicating stabilization by a network of hydrogen bond and
hydrophobic interactions. The stability of the aggregates is a strong indicator of the
role of structural similarity in explaining the efficient cross seeding.119 Pinpointing
the amino acids (the hydrophobic cores; L12ANFLV17 and F23GAIL27 and Y37 in
our simulation) that can alter the stability of amylin could contribute to a rational
design of aggregation inhibitors that trap the toxic species in the fibril form.143,144
Our simulation indicates that the selected face-to-face contacts within the two β-
sheet regions are preserved, indicating that such side chain contacts are important
for retaining an overall U-shaped structure. Interior contact distances are not sig-
nificantly changed by the three substitutions. Future experiments and computer
simulation involving single and double mutants of those amino acids mutations at
residues 16, 26, 14, 28, 12, or 32 will elucidate the role of these residues in the
stability of fibril structures.
Using the DSSP145 software, we have compared the changes in secondary struc-
ture encountered by wild types, mutants, and their complex. Our analysis compares
in each case the first and last 50 ns of the molecular dynamics trajectory. Our data
listed in Table 4.4 indicate that the β-sheet content of the aggregates is maintained
for wild type, mutants, and their complex. This is another indication for the stabil-
ity of the β-hairpin topology and provides additional evidence for the importance
of fibril structural similarity in efficient seeding.119
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secondary structurea, first 50 ns secondary structure, last 50 ns
system β-sheet helix turn β-sheet helix turn
WT (SL) 60.24(1.21) 0.04(0.02) 39.73(1.20) 56.11(0.50) 0(0) 43.89(0.50)
F15L (SL) 62.09(2.27) 0(0) 37.91(2.28) 59.44(1.80) 0.04(0.07) 40.53(1.82)
F23L (SL) 61.80(1.94) 0(0) 38.20(1.94) 59.97(2.99) 0.02(0.05) 42.34(1.17)
Y37L (SL) 62.34(3.22) 0(0) 40.76(3.53) 55.71(2.11) 0.01(0.02) 44.28(2.13)
WT-F15La (SL) 60.68(0.38) 0(0) 39.32(1.07) 57.63(1.20) 0.03(0.05) 42.34(1.17)
WT-F23La (SL) 62.25(1.73) 0(0) 37.85(1.73) 0.03(0.06) 60.67(1.99) 39.30(2.02)
WT-Y37La (SL) 59.03(1.04) 0.09(0.15) 40.88(0.96) 56.11(0.50) 0(0) 43.89(0.50)
WT (DL) 60.04(0.38) 0(0) 39.96(0.38) 59.00(1.23) 0(0) 41.00(1.23)
F23L (DL) 57.81(1.60) 0.01(0.01) 42.17(1.58) 56.47(2.90) 0.03(0.03) 43.50(2.90)
Y37L (DL) 61.80(2.54) 0(0) 38.20(2.54) 57.87(4.43) 42.12(4.42) 0.01(0.01)
Table 4.4: β-sheet = β-strand + β-bridge, helix = α-helix +310-helix + pi-helix,
turn = turns + bend + coil. The results are the averages of three independent
simulations and the standard deviation is given in parentheses.
Using single trajectory MM-PBSA146 we have also estimated the binding free
energy for symmetrically segmented proto-filaments (single layer, between the first
pentameric and the second pentameric units) and proto-filament pairs (double layer,
between the upper pentameric and the lower pentameric β-hairpin units). This al-
lows us to characterize favorable association between wild type and different mutants
and related it to the experimentally observed efficient seeding between mutant and
wild type amylin.119 We have taken for this analysis an average of over 2000 equally
spaced (at an interval of 20 ps) snapshots from the 40 ns production trajectory.
Assuming equal entropic factors for the oligomers, their binding will be stronger
the larger their negative free energy, whereas a positive number or small negative
number signifies a weaker binding.138,147,148 The calculated binding free energies
and energy components are shown in Table 4.5. The results show that the binding
affinity of the heteroassembly single layer complexes is comparable to the homoge-
neous fibrils. However, the binding energy of the double layer assembly of the single
aromatic amino acid mutants is less favorable than that of the wild type (Table
4.5), suggesting contribution of aromatic interactions to the thermodynamic stabil-
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energy components WT (SL) F15L (SL) F23L (SL) Y37L (SL) WT- F15L (SL)
∆Eelec 1038.7± 182.0 1055.1± 94.9 1006.1± 38.2 1047.9± 146.2) 1148.5± 118.5.4
∆Evdw −188.9± 6.1 −187.3± 2.6 −187.5± 11.1 −187.0± 4.5 −190.8± 5.0
∆EPB −1004.7± 179.0 −1008.3± 95.0 −969.1± 26.2 −1007.7± 145.0 −1104.1± 117.0
∆ESA 108.3± 0.8 108.9± 0.1 108.3± 6.4 107.1± 2.1 109.1± 3.2
∆Epolar 34.4± 2.7 46.9± 0.1 37.1± 12.0 40.2± 1.3 44.4± 1.5
∆Enonpolar −118.3± 49.9 −109.4± 41.3 −79.2± 4.6 −80.1± 2.4 −146.4± 6.6
∆Gbinding −46.3± 2.6 −31.6± 2.6 −42.1± 7.4 −39.9± 1.1 −37.3± 3.3
energy components WT- F23L (SL) WT- Y37L (SL) WT (DL) F23L (DL) Y37L (DL)
∆Eelec 960.9± 9.9 1057.5± 162.8 453.7± 20.0 570.2± 12.0 482.8± 25.4
∆Evdw −186.7± 6.2 −190.9± 0.1 −206.5± 17.7 −98.8± 12.0 −211.8± 3.7
∆EPB −921.5± 5.4 −1020.7± 159.1 −395.5± 24.9 −531.4± 18.6 −397.4± 14.8
∆ESA −78.5± 3.4 108.3± 0.1 120.9± 0.5 58.5± 7.3 126.7± 2.6
∆Epolar 39.4± 4.4 36.7± 3.7 58.2± 4.7 38.8± 6.6 85.4± 10.6
∆Enonpolar −78.5± 3.4 −82.5± 0.3 −85.6± 17.2 −38.4± 6.7 −85.2± 6.4
∆Gbinding −39.1± 7.8 −45.8± 3.4 −27.5± 12.5 0.4± 0.2 0.2± 4.2
Table 4.5: The data are averages of two independent 40 ns simulation with the
corresponding standard deviations. All values are in kcal/mol. The polar term is the
sum of Coulomb interaction energy (Eelec) and polar contribution to the solvation
free energy (EPB). The nonpolar term consists of the van der Waals interaction
energies (EvdW ) and the nonpolar contribution to the solvation free energy (ESA).
ity. The polar energy term is unfavorable for all the aggregates while the nonpolar
energy term contributes favorably to their association and stability. Note that the
binding energy addresses only the stability of the preformed aggregates; it does
not describe adequately the initial interaction between the chains (i.e., the kinetic
process). Hence, it is difficult to compare the values calculated by MMPBSA with
experimental149 rates of aggregate formation and lag times.
The commonly accepted mechanism for their toxicity is that amyloid oligomers
interact with cell membranes compromising their structural integrity and lowering
their permeability barrier.150 This ability of amyloid oligomers to form membrane
pores or channels is then responsible for their neurotoxicity.151 Recent structural
studies of the toxic oligomer models suggest that the hydrophobic surface facilitates
insertion into the membrane while water pores formed from the hydrophilic groups
interfere with cellular homeostatic by enabling water and ion transport.152 The
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Figure 4.6: Average number of water molecules inside the hydrophilic cavities.
Mean values and standard deviation (SD) are calculated for each model from the
three values obtained by averaging each independent run over the full 200 ns.
hydrophobic surfaces (L12ANFLV17 and F23GAIL27) of the fibril-like oligomer as-
sembly of amylin may provide a means by which these structures can insert into lipid
bilayer membranes, while the hydrophilic water channel observed in a recent simu-
lation could be involved with toxicity of amylin oligomer. Studies have shown that
amyloid aggregates in lipid bilayers adopt structures similar to that in an aqueous
medium.153–155 The experimentally determined structures of amyloid fibril116 (in-
cluding amylin) do not contain water molecules, while various molecular dynamic
simulations147,156 revealed embedded water molecules are integral part of the fibril
models. Thus, we have examined the presence of the water trapped in amylin wild-
type, mutants, and cross-assembly pores. The results are shown in Figure 4.6 and
Figure 4.7. The water molecules in amylin, its mutants, and their hetero-assembly
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Figure 4.7: Water residing in the hydrophilic cavities. Snapshots taken after
10 ns for (a) wild type (WT); (b) Y37L; (c) WT-Y37L; (d) F15L; (e) F23L; (f)
WT-F15L; (g) WT-F23L. The red and white spheres represent water oxygen and
hydrogen atoms, respectively.
are found in the middle of the two β-strands near a group of polar amino acids
whose side chains point toward the interior of the oligomer cavity (N14, S28, and
T30). The location of the hydration channel in our simulation is similar to that
found in a previous study of amylin alone and in heteroassembly with Aβ.147
4.4 Conclusions
We investigate stability and conformational changes of amyloid heteroassemblies
through molecular dynamics simulations as the structure and stability of heteropoly-
meric fibrils are difficult to probe in experiments. Our all atom explicit solvent
simulations give molecular level insight into the cross seeding between amyloids.
We find no significant differences in the structure of the wild type, mutants, and
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their heteroassembly, as all of them retain the original U-shaped fibril conformation
over the 200 ns time trajectories. Hence, amyloids with similar side chain packing
at the β-sheet interface are structurally compatible, acting as a good template for
the congruent incorporation of homologue peptides, which underlie efficient mixed
growth. This points to structure similarity as a key determinant for an efficient cross
seeding between wild type and mutants. Replacement of aromatic amino acids with
nonaromatic residues of similar size and hydrophobicity is not critical at position 15,
which is not involved in any intersheet steric zipper interaction. On the other hand,
the replacement of tyrosine with leucine at position 37 leads to a fibril structure
with a greater flexibility resulting in a loss of steric zipper interaction. This loss of a
steric zipper explains the slow growth of the aggregates of Y37L mutants compared
to other mutants and wild type. Our results indicate that the residues L12ANFLV17
and F23GAIL27 which are located in the β-strand domain are more rigid and could
be a pharmacophore for ligand binding,120,157 targeted to stabilize amylin fibril and
thereby reducing its toxicity. We therefore propose to use these two segments of
amylin for combined computational screening and experimental tests to find small
molecules that affect the aggregation and toxicity of amylin. Jiang et al.120 recently
found this approach to be successful in searching for compounds that reduced Aβ
cytotoxicity.
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Chapter 5: Replica-Exchange-with-Tunneling for Fast
Exploration of Protein Landscapes
Reproduced from Fatih Yasar, Nathan A. Bernhardt, and Ulrich H. E. Hansmann.
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5.1 Introduction
Cellular processes are often controlled by transient interactions between proteins
that are difficult to trace in experiments. Simulations can probe such interactions,
but the accuracy of macroscopic observables predicted by Monte Carlo or molecular
dynamics is still limited. Despite increased computing power, the problem remains
that biomolecular motions often cover time scales that are not achievable in atomistic
simulations. This is because the computational requirements increase exponentially
with system size. It has become popular to try alleviating this problem through the
use of replica-exchange85 and other generalized-ensemble techniques.158,159 While
these approaches have become ubiquitous, there has grown a disenchantment with
them as the theoretically expected gain in efficiency is realized rarely in practical
applications: the exponential growth in computational costs is replaced by a power
law, but the exponents are typically of order four, and pre-factors are often large,
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restricting the application of such approaches to rather small systems. In the present
paper, we focus on replica-exchange molecular dynamics (REMD).86,87,160 In order
to enable its efficient use in multiscale and explicit solvent simulations, we introduce
a Replica-Exchange-with-Tunneling (RET) method by integrating ideas of hybrid
MC/MD161 into the replica-exchange protocol. We test this approach for the Trp-
cage protein,17,162 which has been previously investigated with REMD85–87,163 by
various groups164–166 allowing a comparison with our data.
5.2 Methods
In replica-exchange sampling, replicas of the protein system evolve in parallel at dif-
ferent temperatures. At certain times, replicas are exchanged between neighboring
temperatures Ti and Tj = i+ 1 with a probability,
w( Cold → Cnew) = min(1, exp(−βiE(Cj)− βjE(Ci) + βiE(Ci) + βjE(Cj)))
= min(1, exp(∆β∆E))
(5.1)
with β = 1/kBT . The resulting random walk through temperature yields an en-
hanced exploration of configurations at low temperatures. However, despite many
successful applications, replica-exchange sampling is often restricted by severe lim-
itations. Take as an example simulations of proteins in explicit solvent where the
number of required replicas increases rapidly with protein size. As the time to sam-
ple independent configurations increases quadratically with the number of replicas,
it follows that both many replicas and long trajectories are required to generate
sufficient statistics at temperatures of interest. While exchange schemes have been
developed that target specifically this problem,167,168 all-atom folding simulations in
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explicit solvent are still restricted to rather short proteins (of ≈ 50 − 80 residues).
Note also that the rapid growth of replica number is not restricted to explicit solvent
simulation but will appear for all sufficiently large systems.
Here, and in many other practical applications, the use of replica-exchange sam-
pling is held back because the exchange move leads to a proposed state Cnew of the
multiple replica system that is exponentially suppressed. However, once such an
exchange move is accepted, the two replicas will quickly evolve and the compound
system will assume a new state that has a weight comparable to that before the ex-
change move. Hence, the problem is to “tunnel” through the unfavorable “transition
state” generated by the exchange move.
We propose to tackle this problem by combining replica-exchange molecular dy-
namics with ideas from hybrid MC/MD.161 In the latter technique, one starts with
a configuration qi and velocities vi corresponding to the selected temperature. A
short molecular dynamics run leads to a configuration qio, vio that is accepted or
rejected by a Metropolis step. As the time reversibility of the Verlet algorithm
guarantees detailed balance, the Monte Carlo step ensures that the sampled config-
urations are distributed according to the chosen temperature. Utilizing in a similar
way the time reversibility of the Verlet algorithm our RET replaces a configuration
A by Bˆ at temperature T1, and B by Aˆ at temperature T2,
T1 : A −→ A′ ↘↗ B′′ −→ Bˆ,
T2 : B −→ B′ ↗↘ A′′ −→ Aˆ,
where A = (qA, vA) denotes a state characterized by coordinates qA of all its atoms
and the associated velocities vA. The crossing arrows mark the exchange step.
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Hence, the RET move consists of four parts:
1. In the first part, the configuration A (B) evolves by a short microcanonical
molecular dynamics run to a configuration A′ = (q′A, v
′
A) (B
′) with total energy
Etot = EPot + Ekin = E1 (E2).
2. In the second step, the two replicas are provisionally exchanged, and at the
same time their velocities rescaled such that the total energies at the two
temperatures stay the same:
Etot(B
′′) = E1 and Etot(A′′) = E2 . (5.2)
Here, A′′ = (q′A, v
′′
A) and B
′′ = (q′B, v
′′
B). This is achieved by rescaling the
velocities according to169,170
v′′A = v
′
A
√
E2 − Epot(q′A)
Ekin(v′A)
and v′′B = v
′
B
√
E1 − Epot(q′B)
Ekin(v′B)
. (5.3)
3. The above exchange move generates a “transition state” in the multiple replica
system where the unfavorable potential energies at the two temperatures are
compensated by the rescaled velocities. In the third step, each of the config-
urations A′′(B′′) evolve again by a short microcanonical molecular dynamics
run to a configuration Aˆ = (qˆA, vˆA)(Bˆ) where the velocity distribution cor-
responds now again to the target temperatures, and the potential energies
are comparable to the ones found at the respective temperatures before the
exchange move.
4. Finally, in the last step, this set of configurations Aˆ, Bˆ is compared with the
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set A,B and is accepted with probability
w( Cold → Cnew) = min(1, exp(−β1 (Epot(qˆB)− Epot(qA))
−β2 (Epot(qˆA)− Epot(qB)))).
(5.4)
If rejected, the molecular dynamics simulations will continue at T1(T2) with
configurationA(B). In both cases, new velocities are drawn from a distribution
corresponding to the respective temperatures. Again, the time reversibility of
the trajectories A −→ A′ (B −→ B′) and A′′ −→ Aˆ (B′′ −→ Bˆ) ensures
detailed balance and convergence to the correct distribution.
In order to see that RET leads to an increased exchange rate, we write the
acceptance probability of Eq. (5.4) as
w( Cold → Cnew) = min(1, exp (∆β∆E)× exp(−β1 (Epot(qˆA)− Epot(qA))
−β2 (Epot(qˆB)− Epot(qB)))),
(5.5)
where ∆E = Epot(qˆB)−Epot(qˆA). The first factor is the acceptance rate for regular
replica-exchange sampling. Hence, the acceptance probability is enhanced by
wRET
wREMD
= exp (−β1 (Epot(qˆA)− Epot(qA))− β2 (Epot(qˆB)− Epot(qB))) (5.6)
where Epot(qˆA) − Epot(qA) and Epot(qˆB) − Epot(qB) have opposite sign. Assuming
both terms to be similar in magnitude, the enhancement factor can be approximated
as
wRET
wREMD
≈ exp (−∆βδE) (5.7)
where we have defined δE = |Epot(qˆA) − Epot(qA)| ∼ |Epot(qˆB) − Epot(qB)| and
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∆β = β2 − β1 < 0. As this enhancement factor is always larger or equal one, it
follows that the acceptance rate will be always better than in traditional replica-
exchange moves, but will depend on the length of microcanonical step which controls
how much the potential energies Epot(qˆA) (Epot(qˆB)) differ from Epot(qA) (Epot(qB)).
Our test case is the designed 20-residue Trp-cage miniprotein17,162 (Protein Data
Bank Identifier 1L2Y). As one of the smallest proteins with a defined tertiary struc-
ture it is often used to evaluate new sampling schemes.171,172 Using the same force
field, implicit solvent, and temperature distribution, we compare the results from our
RET simulations with previous simulations173 that rely on regular REMD.85–87,163
Out of the many Trp-cage replica-exchange studies,164–166 these are chosen by us
because their setup leads to a melting temperature of 400 K, closer to the exper-
imental values of 315 K162 than found in other implicit solvent simulations. We
use the molecular dynamics program package GROMACS,174 version 4.6.5, either
in its original version or modified to implement our RET approach. The modified
version is available as supplementary material175 and from the authors. Interactions
between the atoms in the protein are described by the Amber force field 94,176 and
the interaction of the protein with the surrounding solvent is approximated by a
generalized Born surface area implicit solvent.177 The N- and C-termini are capped
with methyl groups. We use the LINCS algorithm78 to constrain hydrogen atoms
to their bonded heavy atoms. van der Waals and Coulomb energies are calculated
using twin range cutoffs. The equations of motion are integrated with a time step of
1 fs for RET and 2 fs for regular REMD. We use either 22, or 12 replicas distributed
over a range of temperatures from 250 to 605 K. For 22 replicas, the selected tem-
peratures are the same as in Ref.,173 i.e., 250, 255, 260, 265, 273, 284, 298, 315, 333,
353, 373, 393, 413, 433, 454, 473, 493, 513, 533, 555, 580, and 605 K. The thermo-
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stat temperature is controlled by the v-rescale method.132 Exchanges are attempted
every 200 ps, which for RET includes two segments of 1 ps where the system evolves
at constant energy. All simulations start from unfolded configurations and physical
quantities are calculated after discarding the first 50 ns.
5.3 Results and Discussions
In RET, the exchange move generates a “transition state” where unfavorable po-
tential energies at the two temperatures are compensated by the rescaled velocities.
Obviously, the rescaled velocities will not be distributed according to the correspond-
ing temperatures. However, RET assumes that the subsequent short microcanonical
segment leads to a redistribution of energies, i.e., to configurations with more favor-
able potential energies and velocities whose distribution corresponds to the target
temperatures. We demonstrate that this assumption is indeed valid by showing in
Figure 5.1 the distribution of velocities as measured after these microcanonical seg-
ments and contrast this distribution with the one of the velocities measured before
the RET move, i.e., the one generated by the thermostat. Our data are for a tem-
perature of 250 K. Both distribution overlap with each other within the error bars,
and the inset shows that the differences in frequencies are random.
Having shown the correctness of the RET approach we compare now its efficiency
with that of regular REMD. For this purpose, we show first in Figure 5.2 for both
regular REMD and RET a typical run through temperature space. Note that we
use for both simulations the same temperature distribution of 22 replicas, force
field and implicit solvent as in previous work.173 This figure suggests a faster walk
through temperature space in RET than seen in regular replica-exchange molecular
dynamics. We quantify this observation by measuring the number of tunneling
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Figure 5.1: Distribution of velocities as measured before and after RET exchange
protocol. The inset shows the differences between the two curves.
events in both cases. Here, a tunneling event is defined as a walk of a replica from
the lowest temperature of 250 K to the highest temperature (605 K), and back. Note
that we begin with measuring this quantity only after discarding the first 50 ns for
equilibrization. While we observe only six such events in regular replica-exchange
molecular dynamics, we find 17 tunneling events in our RET simulations of the same
length. These tunneling events are listed in Table 5.1.
On average it takes in regular REMD least 103.7(21.5) ns to cross the whole
ladder of temperatures while only 62.9 (9.1) ns in RET. Note that the number of
tunneling events is more easily to define than the average time it take to go from
lowest to highest temperature (or in opposite direction) as some replicas did not
walk at all along the whole temperature space, and other did not have time to finish
an ongoing walk. The listed times are therefore lower boundaries. Note also that
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Figure 5.2: Time series for a single replica for REMD (left) and RET (right).
the times are much smaller if one considers only completed tunneling events. These
take on average only 31 (13.2) ns in regular REMD and 30.6 (8.6) ns in RET. As
the times for completed tunneling events differ little between the two approaches,
we conclude that RET enhances sampling by helping to overcome bottlenecks that
otherwise inhibit the temperature walk of a replica. If correct, our conjecture would
imply a better mixing of replicas in RET, a point we discuss below.
We remark also that the absolute number of tunneling events depends to a
certain degree on the time between exchange moves. We have therefore also tested
that changing this time does not qualitatively alters the picture by continuing both
the regular REMD trajectory and the RET run for an additional 25 ns, allowing now
for only 10 ps (instead of 200 ps) between exchange moves. With this reduced time
between exchange moves we find within the 25 ns four tunneling events for regular
REMD and 49 such tunneling events for RET. Hence, while a shorter time between
exchange moves leads for both approaches to faster movement in temperature space,
it does not diminish the advantage of RET over regular REMD.
The consequence of this faster walk through temperature is a better mixing of
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REMD RET
Tunneling event Start time (ps) End time (ps) Duration (ps) Start time (ps) End time (ps) Duration (ps)
1 170 400 217 400 47 000 88 200 124 800 36 600
2 192 000 221 800 29 800 114 600 133 600 19 000
3 228 400 258 600 30 200 177 400 191 200 13 800
4 239 200 262 600 23 400 79 400 213 600 34 200
5 292 400 310 200 17 800 182 200 205 200 23 000
6 294 000 331 800 37 800 200 600 238 000 37 400
7 221 400 245 600 24 200
8 229 400 258 400 29 000
9 235 800 285 200 49 400
10 244 200 329 200 85 000
11 252 200 274 800 22 600
12 255 400 272 800 17 400
13 259 800 314 000 54 200
14 281 800 303 200 21 400
15 313 000 338 000 25 000
16 317 000 336 000 19 000
17 328 200 338 400 10 200
Table 5.1: Tunneling events for regular REMD and the newly developed RET.
the replicas. This can be seen in Figure 5.3 where we show the frequency with that
a certain replica resides at a given temperature. Note the more even distribution in
RET while in classical REMD some replicas stay confined in certain temperature
regions.
The faster walk through temperature space and better mixing of replicas leads
to an improved sampling of protein configurations at low temperatures that should
allow calculations of thermal averages with at least the same accuracy and efficiency
as regular REMD. This is demonstrated in Figure 5.4 where we show the average
frequency of configurations that are within 2.7A˚ to the first entry of the NMR en-
semble of the native Trp-cage structures as deposited in the Protein Data Bank
under identifier 1L2Y. Data are calculated using the last 300 ns of our trajectories
obtained with either regular replica-exchange molecular dynamics or RET. Com-
paring both kind of simulations, which sample the same set of 22 temperatures, we
see that within the error bars the averages agree with each other. We note that
our thermal averages also agree with the earlier work in Ref.173 This demonstrates
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Figure 5.3: Mixing of replicas in temperature space, as observed in regular REMD
(left) and in our RET approach (right).
that RET leads indeed to the correct ensemble and therefore allows one to calculate
thermal averages atlas with the same efficiency as regular REMD.
We demonstrate now that the increased ability to walk along temperature space
can be used to decrease the number of replicas in a simulation. For this purpose,
we have simulated the same system with only twelve replicas, spread over the same
temperature interval as in the previous case: 250, 273, 298, 315, 333, 353, 393,
433, 473, 513, 555, and 605 K. In Table 5.2 we list the acceptance rates for ex-
change moves between neighboring temperatures. These rates are always larger for
RET than for regular REMD, but note also the extreme small rates for REMD in
the temperature range of 350 K-470 K, indicating a bottleneck for replicas walking
through temperature space. As a consequence of this bottleneck we observe no tun-
neling event during the full 300 ns of the trajectories generated by regular REMD,
while we find 53 events in the trajectories generated by RET sampling. This corre-
spond to an average time of 25.1 (2.9) ns to traverse the whole temperature range
with RET sampling. Assuming a simple diffusion process through temperature, the
71
T[K] RET-MD REMD
250-273 49.20 15.20
273-298 49.60 13.87
298-315 49.20 36.67
315-333 52.13 35.87
333-353 53.47 33.73
353-393 49.07 2.40
393-433 52.40 5.73
433-473 50.80 8.53
473-513 50.53 14.80
513-555 49.87 16.14
555-605 48.80 13.20
Table 5.2: Acceptance rate for RET and REMD using 12 replicas.
time needed to move between the lowest temperature and the highest temperature
increases with the square of the number of replicas, i.e., the number of tunneling
events decreases accordingly with number of replicas. Our measure times for the
RET sampling are consistent with such diffusive behavior, and consequently, we
find for the RET simulations a much larger number of tunneling events for a system
of twelve replicas than for the system with 22 replicas. However, this argument is
only valid if there is a sufficiently high probability that replicas will exchange be-
tween neighboring temperatures. This is the case for our RET approach, however,
for REMD the exchange probabilities are significantly reduced for temperature be-
tween 350 K and 470 K, making it difficult for replicas to pass this bottleneck and
walk along the whole temperature range. As a consequence, the sampling efficiency
of regular REMD is greatly reduced when lowering the number of replicas from 22
replicas to 12, while the reduction in sampling efficiency is less for our new RET
approach.
This can be seen again in Figure 5.4 where we also show the frequencies of native-
like configurations (root-mean-square deviation smaller than 2.7 A˚) as obtained in
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Figure 5.4: Average fraction of configurations with a backbone rmsd with a root-
mean-square-deviation smaller than 2.7 A˚ to the native structure as deposited in
the PDB (1L2Y). Shown are data from regular REMD and such of RET simulations
with the same distribution of 22 replicas, and from simulations with both methods
using only twelve replicas distributed over the same temperature range.
replica-exchange molecular dynamics and RET simulations with twelve tempera-
tures. When taken over the whole trajectories of 300 ns length, our results overlap
for both methods strongly with the ones obtained in the corresponding simulations
for 22 replicas. The exception is the melting temperature where we expect large
fluctuations in energy and the system to be most sensitive to sampling difficulties.
At T ≈ 350 − 450K, the values obtained with regular replica-exchange molecular
dynamics deviate strongly between the runs with twelve replicas and those run with
22 replicas. These strong deviations are expected as there is little exchange between
neighboring temperatures in this range (see Table 5.2). Around the melting temper-
ature this low exchange rate leads to large sampling errors. In RET, the exchange
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Figure 5.5: The lowest RMSD Trp-cage configuration (in magenta) superimposed
on the NMR structure (green).
rates between neighboring temperatures are not reduced in this temperature range
when reducing the number of replicas from 22 to 12. Since we do not have the
bottlenecks observed for REMD, we do not find such deviations for RET sampling.
The lack of bottleneck demonstrates the improved sampling by our new method,
which even in simulations with this small number of replicas (twelve as opposed to
the 22 replicas in earlier work173) allows us to find structures that differ by less than
1 A˚ from the experimentally determined one, see Figure 5.5.
5.4 Conclusions
In summary, we have introduced a variant of replica-exchange molecular dynamics
that increases the flow of replicas through temperature by allowing the system to
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“tunnel” through unfavorable “transition states” generated by the exchange move.
We have tested this idea by simulating the Trp-cage protein in an implicit solvent,
an often used toy-model for evaluating new sampling techniques. We show that both
methods lead to the same thermodynamic averages; but thermalization is faster for
RET when a too large spacing in temperature leads for regular REMD to very
low acceptance rates. This is a persistent problem in replica-exchange molecular
dynamics of proteins in an explicit solvent where the large number of water molecules
results in a huge number of degrees of freedom which in turn leads to the need
for very small spacing in temperature (and therefore a large number of replicas).
We remark that explicit solvent simulations are not the only example where low
acceptance rates limit the use of regular REMD. Another example is resolution
exchange91 which suffers from diminishing acceptance rates for even small differences
in the graining of the models. We are currently evaluating how RET can be used in
this context to study the folding and free energy landscapes of the A and B domain
of protein G (in preparation).
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Chapter 6: Simulating Protein Fold Switching by
Replica-Exchange-with-Tunneling
The following chapter was published in The Journal of Chemical Theory and Com-
putation by the author of this dissertation as the following article: Nathan A.
Bernhardt, Wenhui Xi, Wei Wang, and Ulrich H. E. Hansmann. Simulating protein
fold switching by replica exchange with tunneling. J. Chem. Theory. Comput.,
12(11):5656–66, 2016. All text and figures are taken with the permission of the
publisher.
Author Contributions: Dr. Wenhui Xi is credited for providing data used in
validating the method, specifically from simulations of AFP and BFP. Likewise, Dr.
Wei Wang is credited for his contribution of the the serum amyloid A section. The
remaining portion of this chapter pertaining to GA98 and GB98 was contributed
by the author of this dissertation. Implementation of the Go-model feeding method
was also performed by the author.
6.1 Introduction
Detailed knowledge of the processes by which proteins fold or aggregate is crucial for
understanding disease pathways and the working of drugs at the cellular level. This
is because a protein’s function depends on its specific three-dimensional structure.
In the common picture of folding, the sequence of amino acids encodes a funnel-
like energy landscape that guides the folding pathways into a single and distinct
native state.5,6 However, protein landscapes are often more complex. For instance,
mutation experiments by Orban, Bryan, and co-workers21,50,51 led to mutants of
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the A and B domains of protein G that have over 90% sequence identity but still
preserve their distinct structures and functions. These experiments and other ob-
servations178–180 suggest that the sequence of a protein often encodes not only the
native fold but also an ensemble of structures that are essential for the function or
are important during folding or association. The various forms populate a multi-
funnel folding and association landscape where mutations, changes in environment,
or interaction with other molecules switch between the encoded folds.
It is a challenge to probe such conformational transitions in experiments or com-
puter simulations. The latter suffer from the problem that the time scales of folding
and assembly of proteins are difficult to cover in atomistic simulations. This is
because the computational efforts increase exponentially with system size in con-
stant temperature molecular dynamics simulations. While replacing the exponential
growth in computational cost by a power law, enhanced sampling techniques such as
replica exchange molecular dynamics85–87,160,163,181 and other generalized ensemble
techniques.158,159 are often still not efficient enough for exploring the landscape of
proteins to a degree that would allow one to determine the relative weight of the
various competing structures and the pathways connecting them.
There exists a large and diverse ensemble of enhanced sampling techniques, in-
cluding accelerated molecular dynamics, metadynamics, and multiple Markov chain
approaches, to name only a few. For recent reviews, see, for instance refs.182–186
However, the most commonly used enhanced sampling technique is replica exchange
molecular dynamics as the underlying idea is easy to grasp and the technique is sim-
ple to implement into a standard program package without breaking its scaling on
massively parallel computer systems. We have recently proposed a method to over-
come some of the shortcomings that hold back replica exchange molecular dynamics
77
through the use of replica exchange with tunneling (RET).187 In the present ar-
ticle, we extend RET in a way that enables simulations of proteins and protein
aggregates that can switch between distinct forms. We demonstrate first that our
approach does not introduce sampling biases by simulating two small peptides, the
designed 11-residue α-helical tendency peptide (AHTP)18 and the β-hairpin forming
C-terminal fragment (residues 41-56) of the B1 domain of protein G.19 We then look
into a 13-residue long fragment of serum amyloid A20 that is central for the role of
this protein in colonic amyloidosis,45 and we use this fragment to study the role of
certain mutations in shifting the equilibrium between helical and β-hairpin config-
urations. As a more taxing application, we finally compare the landscapes of two
mutants of the A and B domains of protein G21,50,51 that have over 90% sequence
identity but still preserve their distinct structures and functions.
6.2 Materials and Methods
Replica exchange sampling aims to achieve faster convergence at a (low) target
temperature by enforcing a random walk through temperature space that allows
escape out of local minima. For this purpose, protein conformations are exchanged
between neighboring temperatures Ti and Tj=i+1 with a probability
w( Cold → Cnew) = min(1, exp(−βiE(Cj)−βjE(Ci)+βiE(Ci)+βjE(Cj))) . (6.1)
Despite its successful application in many folding studies, replica exchange sampling
is often restricted because the exchange move leads to a proposed state Cnew of
the multiple-replica system that is exponentially suppressed but is transient in the
sense that if they are accepted the two replicas would quickly evolve to a state with a
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Figure 6.1: Sketch of the replica exchange with tunneling (RET) move.
weight comparable to the one before the exchange move. Recently, we have proposed
the tackling of this problem of “tunneling” through the unfavorable “transition
state” by a RET approach.187 RET aims to replace configuration A by configuration
Bˆ at temperature T1 and configuration B by configuration Aˆ at temperature T2;
see the sketch in Figure 6.1. Here, A = (qA, vA) denotes a state characterized by
coordinates qA of all of its atoms and the associated velocities vA. The crossing
arrows mark the exchange step, and the coloring of the bars indicates the average
velocities in the respective systems during the microcanonical segments. Hence, the
RET move consists of four parts.
1. In the first part, configuration A (B) evolves by a short microcanonical molec-
ular dynamics run to configuration A′ = (q′A, v
′
A) (B
′) , without which the
total energy Etot = EPot + Ekin = E1 (E2) changes. Similarly, the other
replica evolves from state B to state B′ = (q′B, v
′
B) while the total energy E2
stays again constant.
2. The two replicas are now exchanged, and at the same time their velocities are
rescaled, such that Etot(B
′′) = Etot(A′) = E1 and Etot(A′′) = Etot(B′) = E2.
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Here, A′′ = (q′A, v
′′
A), and the velocities are rescaled by
v′′A = v
′
A
√
E2 − Epot(q′A)
Ekin(v′A)
and v′′B = v
′
B
√
E1 − Epot(q′B)
Ekin(v′B)
. (6.2)
Hence, the exchange move generates a “transition state” in the multiple replica
system where unfavorable potential energies at the two temperatures are com-
pensated by kinetic energies resulting from the rescaled velocities.
3. In the third step, configurations A′′(B′′) evolve again by a short microcanon-
ical molecular dynamics run, in which kinetic energy is transformed into po-
tential energy and vice versa, until at temperature T1 the final configuration
Bˆ = (qˆB, vˆB) has a comparable potential energy to configuration A and a ve-
locity distribution typical for T1. In a similar way, at temperature T2, config-
uration Aˆ = (qˆA, vˆA) will have a comparable potential energy as configuration
B and a velocity distribution corresponding to T2. The color coding in Figure
6.1 emphasizes the exchange between potential and kinetic energies in this
segment.
4. Finally, the set of configurations Aˆ and Bˆ is compared with the set of initial
configurations A and B and accepted by a Metropolis step with probability
exp (−β1(Epot(qˆB)− Epot(qA))− β2(Epot(qˆA)− Epot(qB))) , (6.3)
with β = 1/kBT . If rejected, the molecular dynamics simulations will con-
tinue at T1(T2) with configuration A(B). In both cases, the velocities of the
configurations at T1(T2) are newly drawn from a distribution corresponding to
the respective temperatures.
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The acceptance criterium of eq 6.3 in the final step of the RET move is derived
by writing the probability to find configurations with potential energy Epot(qA) and
total energy E1 as
P (Epot(qA), E1) ∝ Ω(Epot(qA))× E3N/2kin (vA) = Ω(Epot(qA))× (E1 − Epot(qA))3N/2
(6.4)
with N being the number of particles and Ω(Epot(qA)) being the density of states with
potential energy Epot. As the total energy at T1 and T2 is conserved, the acceptance
probability for the RET move is 1. However, the Metropolis-Hastings algorithm,
which ensures convergence to the correct distribution, requires the product of accep-
tance and proposal probability. The latter is the probability to start at temperature
T1(T2) in a configuration with coordinates qA(qB) and picking a configuration with
coordinates qˆB(qˆA) and is given by
(
E1 − Epot(qˆB)
E1 − Epot(qA)
)3N/2
×
(
E2 − Epot(qˆA)
E2 − Epot(qB)
)3N/2
(6.5)
Hence, the Metropolis-Hastings criterium for accepting or rejecting the RET move
is in general given by
w(Cold → Cnew) = min
(
1,
(
E1 − Epot(qˆB)
E1 − Epot(qA)
)3N/2
×
(
E2 − Epot(qˆA)
E2 − Epot(qB)
)3N/2)
(6.6)
This equation is cumbersome to evaluate. However, as both functions on the right
side of eq 6.4 grow strongly with their arguments, the distribution of potential
energies P (Epot, E) is a sharply peaked function for large N , and a saddle-point
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expansion will lead to
P (Epot, E) ∝ Ω(Epot) exp
{
−βEEpot − 3N2
(
Epot−Eˆpot
E−Eˆpot
)2
+ O
[(
Epot−Eˆpot
E−Eˆpot
)3]} (6.7)
with the inverse microcanonical temperature βE = 1/kBTE = dlnΩ(E)/dE and
where Eˆpot is the most probable potential energy. Hence, for sufficiently large N
and long enough trajectories, the RET acceptance criterion of eq 6.6 reduces to eq
6.3, which can be evaluated more easily.187
For the purpose of simulating conformational transitions in systems with com-
peting attractors, we combine RET with exchange moves between “physical” models
and models relying on Go-type force fields that bias toward distinct configurational
states of a protein. A typical situation would be a switch between two competing
structures, α and β. Assuming one knows both states, it is possible to define Go-
type force fields biasing toward either state α or β and to introduce exchange moves
as sketched in Figure 6.2: Such “feeding” of physical systems by Go-models has been
previously proposed by us188 and others105,189 as a way to avoid the intrinsic bias
in Go-model simulations, but it is combined here with our improved sampling tech-
nique. This allows us to overcome the main obstacle that has held back Hamilton
replica exchange simulations of hybrid physical/Go model simulations, namely, the
low acceptance rates of such moves that exchange configurations between models
with substantially varying energy functions. In fact, we will show in our simulations
of mutants of the 56-residue A and B domains of protein G that the “feeding” of
physical systems by Go-models is impractical without the RET move. Note that
while the above sketch assumes use of two single-basin Go-models, one can also
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Figure 6.2: RET move “feeding” physical systems by suitable Go-models.
use multibasin Go-models and there is no fundamental restriction in the number of
Go-models.
6.3 Implementation and Technical Details
Our simulations rely on an in-house modification of the Gromacs package174 , version
4.6.5 (available from the authors), and use a potential energy function made of three
terms:
Epot = Ephys + EGo + λEλ (6.8)
The first term, Ephys, is given by the physical interactions between the atoms in the
protein as described by Amber 99SB-ILDN71 or another suitable force field and a
generalized Born surface area (GBSA) implicit solvent177 to approximate the inter-
action of the protein with the surrounding solvent. As the Go term, we use EGo,
the SMOG energy function;106,107 i.e., given a target structure, we use the SMOG
server at http:// smog-server.org to generate a set of parameters for use in GRO-
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MACS. The so-generated Go-model is an all-atom model (without hydrogens), uses
a van der Waals contact term, defines contacts by a shadow map, and uses no atom
charges. In addition, we scale the masses in the Go-model (and the corresponding
potential energy terms and forces) such that the temperature scale is the same as in
the physical model. The physical model and the Go-model are coupled by a third
term, as proposed in ref104 and tested in ref,105 with parameter λ describing how
strongly the physical model is biased by the Go term. This coupling term has the
form
Eλ =

1
2
(
∆2 (i, j)
) −ds < ∆ (i, j) < ds
A+
B
∆S (i, j)
+ fmax∆(i, j) ∆(i, j) > ds
A+
B
∆S(i, j)
(−1)S − fmax∆(i, j) ∆(i, j) < −ds
(6.9)
where ∆ij = δphys(i, j) − δgo(i, j) and δ(i, j) is the distance between Cα atoms i
and j in the respective model. The two parameters A and B ensure continuity of
Eλ at the preselected switching distance ∆ij = ±ds, fmax is the maximum force as
∆ij → ±∞, and parameter S controls how quickly this value is approached. In our
simulations, we calculated factors A and B from preset S = 1,fmax = 0, and ds =
3A˚ by
A =
(
1
2
+
1
S
)
ds2 −
(
1
S
+ 1
)
fmaxds and B =
(
fmax − ds
S
)
dsS+1 (6.10)
With this definition, Eq. 8.6 for the rescaling of velocities takes the form
v′′A = v
′
A
√
E2 − Ephys(q′A)− EGo(q′A)− λ2Eλ(q′A)
Ekin(v′A)
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v′′B = v
′
B
√
E1 − Ephys(q′B)− EGo(q′B)− λ1Eλ(q′B)
Ekin(v′B)
, (6.11)
and RET moves are accepted with probability
exp
(
−β1
(
∆E
(1)
phys + ∆E
(1)
go + λ1∆E
(1)
λ
)
− β2
(
∆E
(2)
phys + ∆E
(2)
go + λ2∆E
(2)
λ
))
(6.12)
where ∆E
(1)
phys = Ephys(qˆB)− Ephys(qA) and ∆E(2)phys = Ephys(qˆA)− Ephys(qB); ∆E(i)Go
and ∆E
(i)
λ are defined accordingly.
Because our setup (see the sketch in Figure 6.2) introduces “feeding” of the
physical system by two Go-models, for technical reasons we use a setup with two
λ = 0 replicas: one with the physical system and a Go-model leading to structure A
and one with the physical system and a Go-model leading to structure B. Physical
and Go-model do not interact in both λ = 0 replicas. Only the configurations of the
physical systems are exchanged between the two λ = 0 replicas. The microcanoni-
cal segments in each RET step are 1 ps long to allow for relaxation (“tunneling”)
before/after the exchange move; i.e., this segment is chosen such that the velocity
distribution before and after the RET move is, on average, the same. This is nec-
essary to avoid introducing a bias by the RET move. We chose 50 ps as the time
between RET moves, with the temperature controlled by the stochastic v-rescaling
method.132 The cutoff of van der Waals (vdW) and electrostatic interactions is
1.5 nm. Bond lengths of hydrogen atoms are constrained for all residues with the
LINCS algorithm78 in the physical model, where we capped the N- and C-termini
with methyl groups. The integration time step in the Leapfrog algorithm is 2 fs.
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6.4 Results and Discussions
In a first step, we checked that our new approach does not lead to a bias in protein
simulations. As test systems, we have chosen two small peptides with distinct
secondary structures. The first one is AFP, a designed 11-residue long peptide with
sequence ELLEKLLEKEK18 that has an experimentally measured helicity of 51%
at physiological temperature. The second system is the 16-residue long C-terminus
(residues 41-56) of the B domain of protein G,19 termed BFP here, which is known
for form β-hairpins190,191 with an experimentally determined frequency of 42%.192
Note that we have simulated the latter system with the OPLS/AA force field193
instead of AMBER 99SB-ILDN71 used by us otherwise as this choice allowed us to
compare our results for this peptide with earlier work.191 Solvent contributions are
approximated by a generalized Born term.177
The two molecules are simulated in a setup where the Go-model contribution
biases the system toward either an α-helix or β-hairpin, with a strength that varies
with parameter λ for each replica. Physical results are obtained only by analyzing
replicas where there is no interaction between physical and Go-model (i.e., λ = 0).
The Go-model energy terms were downloaded from the SMOG server107 using the
two molecules in either an ideal helix or ideal hairpin structure as the input. For the
β-hairpin structure of BFP, we extract this structure from the Protein Data Bank
structure of the full B domain of protein G (PDB ID: 1GB1). In all other cases,
the α-helix or β-hairpin structures are constructed by setting the dihedral angles
of the residues to the standard values for the respective models, using the TLEAP
module in AmberTools. These structures are then first minimized; afterward, they
are heated for 5 ns to 600 K and finally cooled to our target temperature of 310 K
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in another 5 ns of explicit solvent molecular dynamics. The so-generated structures
define not only the various Go-models but also serve as reference structures for the
calculation of root-mean-square deviations.
Go and physical models are coupled by the Eλ term in eq 8.2. Sixteen replicas
are used for both peptides. The λ distribution for AFP is (helix) 0.2, 0.1, 0.05,
0.025, 0.0125, 0.00625, 0.003125, 0, 0, 0.003125, 0.00625, 0.0125, 0.025, 0.05, 0.1.,
and 0.2 (hairpin), and that for BFP is given by (helix) 0.1, 0.05, 0.025, 0.0125,
0.00625, 0.003125, 0.0015625, 0.0, 0.0, 0.0015625, 0.003125, 0.00625, 0.0125, 0.025,
0.05, and 0.1 (hairpin). Our results from the two RET simulations are compared
with that of replica exchange molecular dynamics in temperature (T-REMD) using
32 replicas distributed between 300 and 406 K and relying on the same energy
functions and setup as described above. The temperature distribution is given by
300.00, 303.05, 306.12, 309.22, 312.34, 315.48, 318.65, 321.84, 325.06, 328.30, 331.56,
334.86, 338.17, 341.52, 344.88, 348.28, 351.70, 355.15, 358.62, 362.12, 365.65, 369.21,
372.79, 376.40, 380.04, 383.71, 387.41, 391.14, 394.89, 398.68, 402.49, and 406.32.
Replicas are exchanged here as in the RET simulations every 10 ps. Data are
analyzed for the replica closest to T = 310 K and reweighted to that temperature.
In all simulations, we follow a replica for 100 ns, but we use only the last 50 ns in
our analysis, for which snapshots are stored every 10 ps.
While the two peptides are simulated with a setup in which the peptides walk
along a ladder of replicas where on one side the Go-model contribution to the energy
biases toward an α-helix and on the opposite side the bias is toward a β-hairpin,
the AFP peptide is seen in the physical replica (λ = 0) with a frequency of 42% in
a helical configuration and never as a hairpin. These numbers are comparable to
the experimental value of 51% and the one (53%) found in a regular temperature
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Figure 6.3: Free energy landscape of the 11-residue α-helix forming peptide AFP
(a, b) and the 16-residue β-hairpin-forming peptide BFP (c,d) projected on the
root-mean-square deviation (RMSD) with respect to the peptide in an ideal helix-
configurations and in an ideal β-hairpin configuration. Free energies are given in
units of RT. Data were obtained with either regular REMD or our new RET method.
Representative configurations are shown for the main basins in the landscape.
replica exchange molecular dynamics simulation of the system. In Figure 6.3a,b,
we show the free energy landscape of this peptide projected on the RMSD to the
peptide in either an ideal helix or ideal hairpin structure, as obtained with our RET
and with regular T-REMD. Similar landscapes for the BFP peptide are shown in
Figure 6.3c,d. For this peptide, we find no helical structures at the λ = 0 replica but
hairpin-like configurations with a frequency of 48%, which is also similar to what
we find in regular T-REMD simulations (38%) of the peptide. We remark that both
88
values are also close to the experimentally measured frequency of 42%.192 In both
panels of this figure, we also show typical configurations of the dominating basins
in the landscape: in Figure 6.3b, these are helical structures, and in Figure 6.3d,
they are β-hairpins.
Hence, we find that despite our setup, which “feeds” the physical replica from
replicas biasing to either a helix or a β-turn, we do not find the “wrong” structures in
the landscape for either of the two peptides (i.e., we did not find a β-hairpin for AFP
or a helix for BFP). This demonstrates that the RET sampling does not introduce
biases to the landscape. However, the landscapes derived from RET simulations
are broader than the corresponding ones obtained from T-REMD. This broadening
reflects the enhanced sampling by our new technique: for such small peptides, we
expect broader landscapes than seen in T-REMD simulations.
From a medical point, our second system, namely, the 13-residue long N-terminal
fragment of serum amyloid A, is more interesting. This is because the presence of
fibrils formed by the first 76 N-terminal residues of serum amyloid A194 is a hallmark
for a common form of colonic amyloidosis.45,46 Nordling and Abraham-Nordling20
recently proposed that the N-terminal first 13 residues, usually part of an α-helix,
can misfold into a β-hairpin, which in turn may multimerize and act as an anchor
for fibril formation. This assumption is consistent with experimental observations
that peptides which lack the first 11 residues do not form fibrils.44 In molecular
dynamics simulations of Nordling et al.,20 the isolated 13-residue fragment lost its
helical structure at 300 K after 25 ns and refolded into a β-hairpin during the
last 25 ns. We have repeated this simulation at the physiologically more relevant
temperature of 310 K, extending it up to 200 ns. The simulation setup is the same
as that used above for the AFP and BFP peptides, with the starting configuration
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Figure 6.4: Molecular dynamics simulation of a thirteen-residue fragment of the
Serum Amyloid A protein at T=310 K, followed over 200 ns. (a) Root-mean-square
deviation (RMSD) in A˚ with respect to the fragment in an ideal helix-configurations
(black) and to an ideal β-hairpin (red) as function of time; (b) distances in A˚ between
the positively charged residue 1R and negatively charged residues 5S (green), 9E
(blue) and 12D (red) as function of time for an interval where the structure changes;
(c) representative configurations during the transition of the molecule from helix to
hair pin.
derived from the corresponding fragment of the first entry in the NMR ensemble of
the serum amyloid A protein (PDB ID: 4IP8).
In Figure 6.4a, we show a time series of RMSD with respect to the fragment in
a helical configuration or measured with respect to the fragment in an ideal hair-
pin configuration. Note that, unlike Nordling and Abraham-Nordling, we not only
observe the decay of the helix and its reforming as a β-hairpin but also the oppo-
site process, indicating that this peptide can switch between the two forms. These
transitions are observed in a time interval between 170 and 200 ns. The transitions
between the two structures are associated with the dissolving and reformation of
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various salt bridges between the positively charged arginine of the first residue (1R)
and the negatively charged serine of residue 5 (S5), glutamic acid of residue 9 (9E),
and aspartic acid of residue 12 (12D) (see Figure 6.4b). Going from an α-helix to
a β-turn, contacts between residues 1R and 5S and between 1R and 9E dissolve,
whereas the appearance of a contact between residues 1R and 12D marks the for-
mation of the hairpin. Representative configurations along the path from a helical
configuration to the β-hairpin and back are shown in Figure 6.4c. This evolution
of configurations shows how the loss of stabilizing contacts 1R-5S and 1R-9E en-
courages unwrapping of the α-helix, which in turn allows the two ends to approach
each other. Once the peptide finds a U-shaped configuration, contact 1R-12D can
be formed, which stabilizes this structure and allows it to evolve into a β-hairpin.
A single transition does not provide sufficient statistics to obtain reliable esti-
mates on the free energy difference between the two forms or on the mechanism of
the transition. This is different with our new RET approach, which is designed to
enable these transitions. In order to define the Go-model energy term in eq 6.8 by
way of the SMOG server,107 we generate again configurations of the molecule in ei-
ther an ideal helix or an ideal hairpin structure with the same schedule as described
above for the AFP and BFP peptides. Force fields and the setup of the RET sim-
ulations are also the same as those for the AFP and BFP molecules studied above,
with the exception that replica exchanges are attempted every 50 ps and a total of
18 replicas are used. As for the canonical simulation, we follow a trajectory for 200
ns, but we use only the last 100 ns for our analysis where data are collected every
2 ps. The following distribution of λ parameters is used: (helix) 0.8, 0.4, 0.2, 0.1,
0.05, 0.025, 0.0125, 0.00625, 0.0, 0.0, 0.00625, 0.0125, 0.025, 0.05, 0.1, 0.2, 0.4, 0.8
(hairpin).
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Figure 6.5: Free energy of the Serum Amyloid A fragment as obtained from our
RET-simulation projected on the root-mean-square deviation (RMSD) with respect
to the fragment in an ideal helix-configurations or in an ideal β-hairpin configuration.
Representative configurations are shown for the main basins in the landscape. For
comparison, we mark with a red line the transition path from helix to hairpin as
seen in our regular molecular dynamics simulation.
The resulting free energy landscape at λ = 0, i.e., for the physical model without
bias by Go-model terms to either a helical or hairpin structure, is shown in Figure
6.5. Here, the landscape is projected on the RMSD with the peptide in either an
ideal α-helix (x-axis) or an ideal β-hairpin (y-axis) configuration. The landscape
is characterized by two dominant basins, corresponding to the two structures, that
are separated by an energy barrier of about 1.5 kcal/mol. About 30% of the con-
figurations are part of the α-helical basin and 40% are part of the β-hairpin (see
Table 6.1). These frequencies result from using the RMSD-based default clustering
method in GROMACS, applying a cutoff of 3 A˚. The α-helical basin is divided in
two sub-basins where the smaller ones contain configurations in which the helix lacks
the terminal residues and the peptide starts to bend into a U-shape. Note that the
transition path seen in the regular molecular dynamics simulation first goes through
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Mutants
Structure Wild type R1A D12A S5A E9A S5A/E9A
α-helix 30 (4)% 25 (5) % 39 (3)% 30 (4) % 25 (5)% 17 (4) %
β-hairpin 40 (6)% 43 (6) % 31 (6)% 43 (6) % 44 (5)% 53 (4) %
Table 6.1: Frequency of α-Helical and β-Hairpin Configurations of Wild-Type
Serum Amyloid A Fragment (1-13) and Five of Its Mutants
this sub-basin. This path and the representative configurations in the two basins
and the transition region are also shown in the figure.
Figure 6.4 and 6.5 indicate that the transition between the two structures (and
their corresponding basins in the free energy landscape) is correlated with the dis-
sociation and reformation of certain salt bridges. A salt bridge between residues
1R and 5S and between 1R and 9E stabilizes the α-helical structure, whereas the
β-hairpin appears to be stabilized by a salt bridge between the side chains of 1R and
12D. To verify the role of these residues, we studied five mutants of the fragment.
The first four mutants are single point mutations where one of the charged residues,
1R, 5S, 9E, or 12D, is replaced by alanine: R1A, S5A, E9A, and D12A. In the fifth
mutant, the two helix-stabilizing charged residues 5S and 9E are both replaced by
alanine: S5A/9EA. These five mutants are simulated with the same protocol as that
used for the wild type. For analyzing these simulations, it is important to find suit-
able coordinates onto which to project the resulting high-dimensional landscapes.
Finding such coordinates is especially important for determine the physics of small
and flexible peptides; see, for instance, ref.195 From the above discussion, it would
appear that the distances between residues 1 and 5 or 9 and between residues 1 and
12 would be natural coordinates, and we also present the free energy landscapes
projected on these coordinates as Figure S1 of supplementary material.196 However,
we found that it was more suitable to project the landscapes on the RMSD to the
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Figure 6.6: Free energy landscape of the wild type Serum Amyloid A fragment
(a) and the five mutants R1A (b), D12A (c), S5A (d), E9a (e), and S5a/E9A
(f) as obtained from our RET-simulation. The landscapes are projected on the
root-mean-square deviation (RMSD) with respect to the fragment in an ideal helix-
configurations and to an ideal β-hairpin configuration.
peptide in an ideal helical configuration or to an ideal hairpin configuration. These
landscapes are displayed in Figure 6.6b-e. For comparison, we show the wild-type
landscape in this figure (Figure 6.6a).
From these six landscapes, we see that the charged residues indeed play an im-
portant role in the transition process as the landscapes change dramatically with
the mutations. In the wild type, the first residue is an arginine. This is the only
positively charged residue in the peptide. Hence, in the R1A mutant, no salt bridge
can be formed. While the mutant can still take both forms, there is no clear bar-
rier separating them. The situation is different for the second mutant, where the
aspartic acid of residue 12 is mutated into alanine. As we assume that the 1R-12D
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contact is stabilizing the β-hairpin configuration, we expect that this mutation leads
to a less-populated β-hairpin basin while leaving the α-helix basin in the landscape
unchanged. The opposite is expected for the two single mutants, S5A and E9A,
where a serine (residue 5) or a glutamic acid (residue 9) is mutated to alanine. Both
mutants indeed lead to a less-populated α-helix basin, with the effect being more
pronounced for E9A than for S5A. Finally, the reduction in helicity is the highest in
the S5A/E9A double mutant, where the β-hairpin configurations are now dominat-
ing. While our results from simulations of our small fragment cannot be transferred
directly to the full serum amyloid A protein, they suggest two possible mechanisms
for potential drug candidates that target colonic amyloidosis: either by stabilizing
the α-helix through protecting contacts 1R-5S and 1R-9E or by suppressing forma-
tion of the 1R-12D contact, which would destabilize the β-hairpin configuration.
However, such drug candidates would have to be studied for the full protein and not
only our 11-residue fragment, which is too small to show binding pockets. This goes
beyond the purpose of this study, namely, to demonstrate that the RET approach
is a suitable tool for the study of switching processes in proteins.
A classical example of fold switching in proteins is the series of mutation experi-
ments by Orban, Bryan, and co-workers,21,50,51 which led to mutants of the A and B
domains of protein G (GA and GB) that have over 90% sequence identity but differ
in structure and function. The extreme cases are mutants GA98 and GB98 that
vary only by having residue 45L in GA98, which is 45Y in GB98. GB98 assumes
the same fold as wild-type GB, and GA98 overwhelmingly possesses the GA fold;
however, the competing GB structure is also observed with a low frequency in the
experiments on GA98.50
Catching the difference between the two mutants in numerical studies is a chal-
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lenge. The folding mechanism of the two proteins has been studied in simula-
tions with modified Go-models that introduce a bias to two structures instead of
only one,197,198 but to our knowledge, there exists no all-atom simulations with a
physics-based force field that could successfully derive the difference between the
two mutants. Additionally, in recent papers,199,200 it was claimed that present force
fields are not accurate enough to explain why these almost identical sequences fold
into very distinct structures. The question arises as to whether these previous fail-
ures indeed indicate that current force fields do not describe the landscape of these
proteins with sufficient accuracy or whether they do lead to a landscape with the cor-
rect topology but where the roughness is too large to allow for the necessary broad
sampling. If the previous failure of molecular dynamics simulations with physical
force fields results from a sampling problem instead of the principle limitations of
today’s force fields, then it may be overcome, or at least alleviated, by our RET
method. We have therefore chosen simulations of the GA98 and GB98 mutants as
our last and most taxing application of our new sampling approach.
Randomized start configurations for our simulations are generated from short
(100 ps) molecular dynamics runs at an unphysical high-temperature of 3000 K
that are relaxed before the Eλ term is turned on and the systems are cooled over
1 ns to the target temperature of 310 K. The RET simulations of the GA98 and
GB98 mutants use the same setup as described in the Materials and Methods, with
the distribution of λ values describing the coupling between the physical and Go-
models, given by (GA-fold) 0.4, 0.2, 0.1, 0.075, 0.055, 0.035, 0.028, 0.015, 0.01,
0.005, 0.0, 0.0, 0.005, 0.01, 0.015, 0.028, 0.035, 0.055, 0.075, 0.1, 0.2, 04 (GB-fold).
However, in a slight variation from the previous examples, the two λ = 0 replicas do
not exchange the configurations of the “physical” model. Instead, we have set up a
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third replica without any Go-model that is fed by the two λ = 0 according to a heat
bath sampling move. In this way, we can reduce the distance that a replica has to
walk in a random process in λ space by a factor of 2, leading to a 4-fold reduction
in computational cost. A total of 100 ns is sampled in two independent trajectories,
with a total of 60 ns used for analysis. Within these 60 ns, we observed 45 tunneling
events in the GA98 simulation and 54 in the corresponding simulation of GB98.
Here, a tunneling event is defined as a replica crossing the whole range from λ = 0
to λmax and back. We remark that we also performed additional short simulations
of the two systems that rely on the same energy function of eq 6.8 and setup as
the RET simulations but that use a regular exchange move, i.e., configurations are
accepted or rejected with a probability exp(β∆λ∆Eλ). In these simulations, we did
not observe a single tunneling event for either of the two systems. The differences
in tunneling times is correlated with the much lower average acceptance rates for
exchange moves in these simulations: 16% compared with approximately 50% in the
RET simulations.
The faster walk through λ space leads to an enhanced sampling of configurations
at λ = 0, where the “physical” model is not biased by Go-model contributions. As
a consequence of this improved sampling, we are able to show in Figures 6.7 and
6.8 the free energy landscapes of GA98 and GB98, projected on the RMSD to the
GA- and GB-fold as order parameters. We also display in these two figures typical
configurations for the main basins in the two landscapes.
In agreement with previous simulations, we find in Figure 6.7 that for GA98 both
the GA- and GB-folds are populated and that the GA-fold is favored by roughly
3kBT in free energy; i.e., at T = 310 K, the GA-fold is the dominant structure.
The corresponding basin in the landscape is composed of ≈60% of sampled con-
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Figure 6.7: Free energy landscape of the GA98 mutant as obtained from our RET-
simulation and projected on the root-mean-square deviation (RMSD) with respect
to the GA98 crystal structure (x-axis) and GB98 crystal structure (y-axis). Repre-
sentative structures for the main basins are shown together with the frequency of
these structures. We also show the lowest-energy structure found in our simulations
and mark its position in the landscape.
figurations, all built by three α-helices packed together in the GA-fold. Residue
45L packs well, with no sign of steric clashes that may prevent helix packing, but
it forms various long-range contacts with residues on the central and C-terminal
helixes. For instance, 74% of configurations have a 45L-33I contact. Following a
pseudotrajectory out of the basin, the central helix dissolves first, followed by the
terminal helices. This is similar to what has been observed earlier by Kouza et
al.197 However, the landscape is more rugged than the one observed in previous
simulations relying on a modified Go-model that interpolated between a GA- and
GB-fold,197 and as a consequence, we do not see a continuous decrease in free energy
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when moving from the GB-fold to the GA-fold. One of the intermediates, a basin
populated by about 9% of configurations, resembles a mirror structure of the GB-
fold with an incorrectly placed α-helix and only partially formed strands S1 and S2.
The two Go-models only slightly favor the correct fold over the mirror structures;
therefore, we cannot exclude the possibility that the observed mirror structures at
the “physical” λ = 0 replica (where there are no Go-model contributions) are ar-
tifacts of our search procedure. However, we think that this is unlikely as mirror
structures of the GA-fold are observed only with a much smaller frequency than
that of the GB-fold. The appearance of mirror structures has been also observed
previously in protein simulations with physical force fields and is discussed in ref.201
The GB-fold is populated by about 10% of configurations; however, the β-sheets are
often formed poorly and the helix is broken or bent to form a contact with 45L. Un-
like in Kouza et al.,197 we find only an insignificant propensity in the configurations
of this cluster to form 45L-23A contacts.
The differences in the landscapes between our RET simulation, shown in Figure
6.8, and the previous Go-model simulations of ref197 are larger for the GB98 mutant.
In our simulations, both the GA- and GB-folds are observed with similar frequencies,
and the GB-fold is lower in free energy by less than 0.5kBT . This is in contrast to ex-
periments where one observes GB98 only in the GB-fold. In the previous Go-model
simulations of Kouza et al.,197 configurations of GB98 in the GA-fold were observed,
but the GB-fold is much more highly populated than the GA-fold and is separated
from it by a high barrier of about 6kBT . The authors argued that this high barrier,
separating disordered configurations with the GB-fold from configurations with the
GA-fold, makes it unlikely that the GA-fold can be observed in experiments. We see
the same type of barrier in the GB98 landscape obtained in our RET simulations
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Figure 6.8: Free energy landscape of the GB98 mutant as obtained from our RET-
simulation and projected on the root-mean-square deviation (RMSD) with respect
to the GA98 crystal structure (x-axis) and GB98 crystal structure (y-axis). Repre-
sentative structures for the main basins are shown together with the frequency of
these structures. We also show the lowest-energy structure found in our simulations
and mark its position in the landscape.
and shown in Figure 6.8. While about 23% of configurations have the GA-fold, this
basin is separated by barriers of about 6 − 8kBT separated from the reminder of
the protein landscape, which again suggests that for the GB98 mutant the GA-fold
is thermodynamically possible but kinetically difficult to access. Unlike Kouza et
al.,197 we find that contacts between 45Y and 33I appear with the same frequency
of 74% as the 45L-33I contact in GA98 configurations having the GA-fold. On the
other hand, the GB-fold is populated by about 24% of configurations, with both
the helix and the four strands well-formed and 45Y-23A formed, unlike 45L-23A
in GA98 configurations with the GB-fold. Following a pseudotrajectory into this
basin, visual inspection of the configurations suggests that the α-helix forms first,
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followed by strands S3 and S4 arranging as the C-terminal β-sheet, before at last
the N-terminal strand forms and builds a β-sheet. Note that the mirror structure
of the GB-fold is again formed and appears with a frequency of 11%; however, far
fewer contacts are formed with 45Y than in GA98 with 45L. This is because, unlike
leucine, the tyrosine is positioned on the rear face of the β-sheets facing away from
the helix. Thus, there are no contacts between tyrosine 45 and the helix, but there
are still contacts with β-strands S1, S2, and S4. Another major cluster found in
the GB free energy landscape shows the two central β-sheets slightly opened. We
speculate a dynamic opening and closing of these sheets in which the α-helix could
transition through, thus changing faces. This second GB-fold is found for both
GA98 and GB98 but to a much lesser extent in GA98.
6.5 Conclusions
We have introduced RET as a way to increase sampling in simulations of systems
with competing attractors. The method works by introducing a random walk along a
coordinate λ that describes the strength with which the system is biased toward one
of the attractors. Movement along this coordinate is enhanced by the RET move,
which allow the system to tunnel through unfavorable transition states generated
by the exchange move. As in similar Hamilton replica exchange methods that aim
to speed up simulation by combining Go-model-like terms with “physical” energy
functions,105,188 only the λ = 0 replica, i.e., the one where there is no bias from
Go-models on the physical force field, is used for data generation and analysis.
Simulating two small peptides, we have shown that this approach does not intro-
duce a bias into the simulations: while both peptides are simulated with the same
setup in which the “physical” replica (λ = 0) exchanges both with replicas where
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the Go term biases toward an α-helix and with replicas where the bias is toward a
β-hairpin, the helix-forming peptide is observed in the physical (λ = 0) replica only
in a helix configuration and the hairpin-forming peptide is observed only in hairpin
configurations.
We have used our sampling approach to study the role of certain salt bridges on
the transition between helix and sheet states in a 13-residue fragment of serum amy-
loid A that is implicated in colonic amyloidosis. While our results from simulations
of a small fragment cannot be transferred directly to the full protein, they suggest
that residue 12D is a target for potential drug candidates. Our second application
is computationally more challenging. In it we compare the 56-residue long GA98
and GB98 proteins, two proteins that differ in only one residue but take very dif-
ferent structures. Unlike previous physics-based all-atom simulations, which failed
to reproduce these differences, we find very different landscapes for these proteins,
consistent with the experiments. This is the more astonishing as our simulations
approximate the protein-solvent interaction by an implicit solvent model. This sug-
gests that the previous difficulties in simulating these two proteins reported in recent
papers199,200 are not so much due to insufficient accuracy of the force fields (as was
claimed) but incomplete sampling. This gives us hope that despite limitations in
the present generation of force fields it will be possible with RET to study the
conformational changes in switching proteins and intrinsically disordered proteins
in order to understand how mutations, changes in environment, or interaction with
other molecules result in switching between the encoded structures. As a step in this
direction, we have now started RET simulations of two small switching proteins, the
transcription factor RfaH22 and lymphotactin.179 These systems will also allow a
direct comparison with experimental results. Other simulations are under way that
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try to quantify the scaling of our approach with system size.
A principal shortcoming of our approach is that it requires knowledge of the
structures into which a system folds or between which it transitions. This is because
knowledge of these structures is needed to define the biasing Go-models for the
replicas with λ 6= 0. There are quite a number of problems where such structures
are known but the transitions between them (or folding pathways to them) are not;
therefore, our approach already has sufficient utility to RET to make it a useful tool
in simulations of biological molecules. We remark that the need for knowledge of
the structures is not a principal limitation of our approach. One possibility to avoid
this shortcoming would be the use of (nonstructure-based) coarse-grained models
instead of the Go-models utilized in the present version. We have started to test
such an approach for predicting conformational changes and new structures in the
context of protein design.
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7.1 Introduction
Proteins play a central role in the biochemistry of cells, participating in transcrip-
tion, cell signaling, migration and muscle movement to name only a few of their
roles. Protein function is correlated with the molecule assuming a specific three-
dimensional shape, but the process by that a protein folds into a certain structure
is not known in all details, and depends not only on the sequence of amino acids
(the chemical composition of a protein) but also on environment and interaction
with other molecules. In the standard model of protein folding, one assumes that a
protein has a funnel-shaped energy landscape5,6 that guides a multitude of possible
folding pathways into a unique structure where the protein is biologically active.
However, such a single-funnel picture cannot describe all aspects of folding for all
proteins. For instance, intrinsically disordered proteins202–204 do not have a defined
structure, but may assume one when interacting with other proteins, with the struc-
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ture changing with the binding partner. In other cases, proteins exist in an ensemble
of different (but defined) structures178–180 which may allow proteins to have more
than one function in the cell. In these cases we would expect a multi-funnel shaped
folding landscape.
Take as an example RfaH,22 a protein that triggers gene expression in Escherichia
coli by switching the structure of the C-terminal domain from an α-helical hairpin
(PDB-ID: 2OUG) to a β-barrel (PDB-ID: 2LCL), see Figure 7.1. In the first form,
stabilized by interaction with the N-terminus, the C-terminal domain masks a RNA
polymerase binding site on the N-terminal domain thus regulating transcription.
However, when not in contact with the N-terminal domain, or as an isolated pro-
tein, the C-terminal domain spontaneously rearranges into a β-barrel (Figure 7.1).
In this form, RfaH binds directly to the ribosomal protein S10, thus recruiting the
prokaryotic ribosomal 30S subunit to the elongating RNA and promoting transla-
tion. Hence, the fold switch of the C-terminal domain alters dramatically the func-
tion of the RfaH protein. Both folds are encoded in the sequence of the C-terminal
domain, and it is the interaction (or lack of interaction) with the N-terminus of RfaH
that selects the fold. Hence, we would expect a double-funneled landscape for the
isolated 66-residue large C-terminal domain of RfaH (RfaH-CDT), with one funnel
leading to the β-barrel, and the secondary funnel leading to the α-helical hairpin.57
The rather small size, the experimentally observed fold switching, and the resolved
structures of the two folds make RfaH-CTD an ideal model to study the factors that
determine protein plasticity and the mechanism of fold switching in proteins.
However, probing such fold switching and mapping their energy landscape by
experiments or in silico is a challenge.57,58,60,61,205 Computationally, the problem
is that the exploration of the ensemble of possible structures and the conversion
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Figure 7.1: The two folds observed for the C-terminal domain (RfaH-CTD) of the
transcription factor RfaH. The N-terminus of RfaH-CTD is marked by a blue ball
and the C-terminus a red ball.
between these structures happens on timescales that, on general-purpose comput-
ers, are not accessible in all-atom molecular dynamics simulations with explicit sol-
vent. Enhanced sampling techniques such as Replica Exchange Molecular Dynamics
(REMD)85–87,160,163,181 promise to overcome this problem by realizing a random walk
in temperature which allows the system to escape out of traps and cross barriers
by explorations to higher temperatures. However, the sampling efficiency of REMD
is often below the theoretical maximum. One problem is that the probability for
a replica exchange depends on the temperature spacing which shrinks dramatically
with system size. Hence, with the inclusion of water molecules one needs even
for small proteins a huge number of replica. This often makes REMD simulations
of proteins with explicit solvent impractical, and previous REMD simulations of
RfaH205 had for this reason to rely on an implicit solvent. While these simulations
allowed the authors to propose a transition pathway between the two folds, choice of
an implicit solvent is not without problems. While the helix-hairpin was found, the
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simulation was unable to completely fold the β-barrel. Only when continuing the
simulations from the best configurations by including solvent molecules explicitly
was the correct β-barrel fold found.205
We have recently proposed to overcome some of the limitations that hold back
REMD by a Replica-Exchange-with-Tunneling (RET) approach.187 We have shown
that RET in conjunction with a Hamilton-Replica-Exchange89,206 of systems where
the “physical” system is coupled to varying degrees with biasing Go-models, allows
efficient simulation of proteins and protein assemblies that can take more than one
state.196,207 For instance, we have used this approach in a a recent study196 of the
two mutants GA98 and GB98, which differ only in a single residue but keep the
distinct original folds of the A and B domain of protein G, GA and GB.21,50,51 We
have shown how the mutation leading from GA98 to GB98 alters the energy land-
scape leading to selection of one fold over the other.196 While there exist alternative
techniques, for instance, double-Lorentzian restraints,208 to enhance transitions be-
tween configurations, we use in the present work the above discussed approach,
with which we are more familiar, to explore the folding and switching landscape of
the C-terminal domain of RfaH, Rfah-CTD, and propose a conversion process that
connects the two forms.
7.2 Materials and Methods
When simulating conformational transitions in systems with competing attractors
as in the case of RfaH-CDT (an α-helical hairpin and a β-barrel), one way to
enhance transitions between the two attractors is to utilize exchange moves between
“physical” models and such relying on Go-type force fields that bias toward one or
the other of the competing configurational states. Go-models are defined by energy
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functions that depend directly on the similarity to a pre-selected structure, and
therefore lead to a smooth energy landscape with a single funnel located around
the target fold. As a consequence, Go-models fold proteins quickly, but are by
construction unable to capture accurately the energetics of non-native folds. Thus,
in an effort to exploit the quick folding of Go-models but remove the associated bias
against non-native folds, one can design a Hamilton Replica Exchange Method89
where at each replica a “physical” model is “fed” by a Go-model, but where the
bias differs for each replica.105,188,207 In the present implementation, the physical
and the Go-model are coupled through a potential that depends on the similarity
between configurations in the two models104,105
Eλ =

1
2
(
∆2 (i, j)
) −ds < ∆ (i, j) < ds
A+
B
∆S (i, j)
+ fmax∆(i, j) ∆(i, j) > ds
A+
B
∆S(i, j)
(−1)S − fmax∆(i, j) ∆(i, j) < −ds
(7.1)
such that ∆ (i, j) is the difference in distances between alpha carbons i and j in
the respective models, fmax is a parameter that controls the maximum force as
∆ (i, j)→∞, and S controls how fast this value is reached. The parameters A and
B are set so that the potential and its first derivative are continuous at values of
∆ (i, j) = ±ds, and are expressed as
A =
(
1
2
+
1
S
)
ds2 −
(
1
S
+ 1
)
fmaxds and B =
(
fmax − ds
S
)
dsS+1 (7.2)
Thus the total potential energy of the system is
Epot = Ephy + Ego + λEλ (7.3)
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where λ controls how strongly the physical and Go-models are coupled. Hamilton
Replica Exchange now introduces a random walk in λ-space, with data to be ana-
lyzed only from the replica where the bias from the Go-model on the physical model
vanishes, i.e., λ = 0.
However, exchange rates are often low in such an approach. This is a common
problem in replica-exchange sampling85,86,163 which in its standard implementation
aims to enforce a random walk in temperature as a way to escape out of local minima
in order to achieve faster convergence at a (low) target temperature. Unfortunately,
the exchange move between neighboring temperatures often leads to a proposal
state that is exponentially suppressed, but if accepted the multiple replica system
quickly relaxes to a state of comparable probability to that before the exchange. As
a way to overcome this bottleneck and tunnel through the unfavorable transition we
have recently introduced Replica-Exchange-with-Tunneling (RET)187,196,207 by the
following four-step-procedure:
1. In the first step, the configurations A(B) evolve on two neighboring replica
over a short microcanonical molecular dynamics trajectory to configurations
A′(B′), without that the total energies E1 and E2 change on the two replicas.
However, there will be an exchange between potential and kinetic energy on
each replica.
2. Next, the configurations A′ and B′ are exchanged, and the velocities are
rescaled according to the following equations such that the energies remains
constant before and after the exchange: E ′1 = E1 and E
′
2 = E2.
v′′A = v
′
A
√
E2 − Epot(q′A)
Ekin(v′A)
and v′′B = v
′
B
√
E1 − Epot(q′B)
Ekin(v′B)
(7.4)
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3. After the exchange, the two replica evolve again by microcanonical molecular
dynamics. While the total energies E1 and E2 on the two replica do not change,
the exchange between potential and kinetic energy will lead to final states
Bˆ on replica 1 and Aˆ on replica 2 that have potential energies comparable
to the corresponding configurations before the exchange move, and velocity
distributions as one would expect for the given temperatures at each replica.
4. The final configurations on each replica are either accepted or rejected accord-
ing to the following Metropolis criterion
exp (−β1(Epot(qˆB)− Epot(qA))− β2(Epot(qˆA)− Epot(qB))) , (7.5)
with β = 1/kBT . If rejected, molecular dynamics simulations continue with
the original configurations A(B). However, in both cases, new velocity distri-
butions are randomly drawn according to the temperatures on the respective
replica.
For more details on this approach and its limitations, see Refs 187 and 196.
In the present study we use RET moves to overcome the problem of low exchange
rates in our above described set-up. Velocities are rescaled according to
v′′A = v
′
A
√
E2 − Ephys(q′A)− EGo(q′A)− λ2Eλ(q′A)
Ekin(v′A)
v′′B = v
′
B
√
E1 − Ephys(q′B)− EGo(q′B)− λ1Eλ(q′B)
Ekin(v′B)
, (7.6)
and RET moves are accepted with probability
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exp
(
−β1
(
∆E
(1)
phys + ∆E
(1)
go + λ1∆E
(1)
λ
)
− β2
(
∆E
(2)
phys + ∆E
(2)
go + λ2∆E
(2)
λ
))
(7.7)
where ∆E
(1)
phys = Ephys(qˆB)− Ephys(qA) and ∆E(2)phys = Ephys(qˆA)− Ephys(qB); ∆E(i)Go
and ∆E
(i)
λ are defined accordingly.
In the present example we have two ladders of replica, each covering a range
from λ = 0 to a value λ = λmax. In the one ladder, replicas walk between a system
with no bias on the physical model to one where there is maximal bias toward the
α-helix hairpin; in the other the biasing is toward the β-barrel. The two λ = 0
replica do not exchange configurations but serve as reservoirs from that a canonical
simulation at the same temperature is “fed” by a heat bath move.
We consider in our simulations not the full-length RfaH protein but only the 48-
residue-long C-terminal domain, RfaH-CTD. The RfaH-CTD protein is capped at
the N-terminus by an acetyl group, and by a methylamine group at the C-terminus.
Prior to running large scale simulations initial structures were randomized by high
temperature molecular dynamics (T = 3500 K). Replicas were then brought to their
initial lambda values in a short preproduction run. A total of 25 replicas with a
lambda distribution of λ = 0.4, 0.2, 0.1, 0.075, 0.055, 0.035, 0.028, 0.023, 0.015,
0.010, 0.005, 0.00, 0.00, 0.00, 0.005, 0.010, 0.015, 0.023, 0.028, 0.035, 0.055, 0.075,
0.1, 0.2 and 0.4 is used. The Eλ energy function of Eq. 8.2 is parametrized with
ds = 0.3A˚, S = 1 and fmax = 0. Data were generated over 100 ns trajectories using
an in house version of GROMACS 4.6.5174 (available from the authors on request),
modified to accommodate RET sampling and the Go-model feeding. Potential en-
ergy calculations relied on the CHARM36 force field72 in combination with a GBSA
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implicit solvent177 for the physical model and the smog energy function106,107 for the
Go-model (using the online SMOG server at http:// smog-server.org). Equations
of motion are integrated by a leapfrog integrator with a time step of 2 fs, which
requires use of the linear constraint solver (LINCS)78 for constraining hydrogen and
heavy atom bond distances. A plain cutoff of 1.5 nm was used for treatment of
electrostatics, and the v-rescale thermostat132 is used to keep the temperature at
310 K.
7.3 Results and Discussions
We start our analysis by first testing that our simulations have converged. For this
purpose, we have calculated the later discussed free energy landscape for different in-
tervals of the 100 ns trajectory, see figure S1 of supplemental material.209 Comparing
these landscapes we see that our trajectory has converged after 30 ns, and therefore
use the last 70 ns for our analysis. Within this time interval, we observe an average
exchange rate between neighboring replicas, with individual rates listed in table S1
(supplemental material209), of 26± 3%, a value that is similar to the one seen by us
in previous RET simulations where we also showed that regular Hamilton Exchange
Replica Exchange let to lower rates (especially around λ = 0) if the same number
of replica is used.187,196,207 As a consequence, replica can walk on both sides of the
ladder between replica with λ = λmax where the physical model is biased strongly
by the corresponding Go-model, and λ = 0 where the physical model is not biased
by the Go-model. The number of walks between the two extreme values (called
by us tunneling events) are a measure for the quality of simulation. In the present
study, we observe a total of 34 tunneling events, with examples shown in Figure 7.2,
a value that in our previous work indicated that our simulations had sampled suf-
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Figure 7.2: Example of replica walking through λ space, from with a Go-model
biasing toward the helix hairpin to a replica with λ = 0 (no bias) (left), and from
λ = 0 toward replica with a Go-model biasing to the β-barrel (right). Tunneling
events are numbered in red. Horizontal black lines mark the λ = 0 replica.
ficient statistics. We remark that we saw in previous simulations187,196,207 always
much higher numbers of tunneling events when using RET exchange moves than
in regular Hamilton Exchange Replica Exchange with the same number of replicas
and the same λ distribution, reflecting the superior sampling that results from the
RET move.
Note that the observed tunneling events cannot be interpreted as folding events
leading to either the helix-hairpin or the β-barrel state as our RET simulations rely
on an artificial dynamics. This is a common problem in all generalized-ensemble and
replica-exchange simulations, but one that can be circumvented by reconstructing
the free energy landscape of the system under consideration. We show in Figure
7.3 this landscape projected on the root-mean-square-deviation to either the helix
hairpin structure (x-axis) or the β-barrel (y-axis). Bin sizes were chosen as 0.8
angstroms, a value smaller than the maximal root-mean-square deviation between
models of the 2LCL NMR ensemble, and the landscape was smoothen to interpolate
between bins. Note, that this landscape is derived only from the unbiased replica,
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Figure 7.3: Free energy landscape, in units of RT, of the switching protein RfaH-
CTD projected on the root-mean-square deviation (RMSD) with respect to the helix
hairpin structure of the protein and with respect to the protein in the β-barrel form.
Representative configurations are shown for the main basins in the landscape.
i.e. the one that has no contribution from a Go-term but is “fed” by the two sides
of the ladder of replica, on one side is the physical model biased by the Go-term
with varying degrees toward the helix-hairpin, and on the other side is the bias is
toward the β-barrel.
Besides the landscape we show also in Figure 7.3 representative structures for
the various regions, labeled A to I. Visual inspection and clustering analysis210 of the
landscape indicates that the β-barrel state (region H and I) is the preferred fold of
RfaH-CTD, with about 21% of all configurations in the β-barrel form. However, the
bound state state (region A and B) is also significantly populated, with roughly 6%
of configurations in the helix hairpin state. Both folds differ by only approximately
2 RT in free energy, but are separated by a barrier of at least 10 RT. The majority of
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sampled configurations, 73 %, are either disordered or not representative of either
fold. Visual inspection of the free energy landscape in Figure 7.3 suggests that
the transition between helix-hairpin and β-barrel state might involve a disordered
crossover state, see the chain of arrows in the landscape used to trace a possible
transition pathway.
Moving from the region of fully-formed helix hairpin (A), helix 2 of RfaH-CTD
begins to deteriorate as seen by visual inspection of the configurations in region
(B). Moving further along this region, helix 1 begins also to dissolve. Moving out
of this basin requires to dissolve the backbone hydrogen bonds that stabilize the
two helices, leading to a free energy barrier of about 10 RT, see region C. This is
supported by the hydrogen-bond analysis in Figure 7.4 where we define a hydrogen
bond by donor acceptor distances of less than 3.5 angstroms and an α angle of less
than 30o.
Upon crossing the barrier (C), the RfaH-CTD molecule moves through an en-
semble of disordered configurations with little or no defined secondary structure.
However in this region (D), β-hairpins begin to form in what appears to be a ran-
dom fashion, and eventually, after crossing a much smaller barrier (E) of about 4
RT, a stable hairpin between β3 and β4 forms in region F. At this point β1 has
also begun to make contacts with β2. Upon entering region G, β2 starts to attach
to β3 of the β-hairpin structure, bringing β1 with it. Interestingly, there exists a
small helix, stabilized by several hydrogen bonds, in the linker region connecting β1
and β2. This helix positions β1 higher up than in the ideal fold likely making it
difficult for β5 to lay on top of it. Only after finally crossing a third much smaller
barrier of less than 2 RT, possibly due to loss of hydrogen bonds in the small helix
between β1 and β2, does RfaH-CTD start to assume in region H the β-barrel form.
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Figure 7.4: Percentage of structures that gained (blue) or lost (red) backbone
hydrogen bonds between the residues indicated on x and y axis, when converting
from one region of the free energy landscape to another. The involved regions are
indicated at the top of each panel, with the indices corresponding to the ones defined
in Figure 7.3.
Surprisingly the contacts between β5 and β4 are maintained in this step where the
upper portion of β4 bends down slightly allowing β5 to lay on top of β1 but facing
in the wrong direction. In the final step, β5 works its way around the N-terminus,
thus completing the β-barrel (I). This chain of events is again supported by the hy-
drogen bond analysis of Figure 7.4. Note that this chain of events is also observed
in the tunneling events that we show in Figure 7.5. While such tunneling events
do not necessarily represent “true” transition paths (as they rely on an artificial
dynamics), they are added here for illustration.
The above conversion process is similar to the one proposed in previous work205
that relied on regular REMD simulations. One difference is that in this earlier
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Figure 7.5: Formation of the helix hairpin (left panels) and the β-barrel (right
panels). Top panels show the root-mean-square-deviation (RMSD) to the helix
hairpin (left) and the β-barrel (right). Configurations from various time points
are shown. Secondary structure analysis by the VMD program211 is shown in the
bottom panel. Here, pink represents α helices and yellow β- sheets.
work, helix 1 breaks first as opposed to our simulations where helix 2 is the one
that starts dissolving first. However, in the earlier work, a transition pathway was
obtained by following a single replica moving through temperature space. As at
high temperatures a replica can cross barriers insurmountable at low temperatures,
the observed transition pathways result from an artificial dynamics and do not
necessarily describe the correct paths. On the other hand, our scenario follows from
interpreting the free energy landscape of the protein, not from observed trajectories
(which would also result from an artificial dynamics and therefore not necessarily
describing the correct pathway). In addition, our scenario is also supported by
a comparison of the root-mean-square-fluctuation (RMSF) of residues at the two
termini. The C-terminus of RfaH-CTD has a large tail consisting of seven residues
following helix 2, while at the N-terminus only three residues precede helix 1. The
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Figure 7.6: Root-mean-square-fluctuation (RMSF) computed for configurations
close to the the helix-hairpin state (less than 2.5 angstroms to the ideal fold) (left
panel). Hydrogen bonding between helix 1 and helix 2 for these configurations
(middle panel). The helix hairpin structure is shown in the right panel, with the
tail segments labeled and the N-terminal tail stabilizing hydrogen bond circled in
red.
RMSF values in Figure 7.6 indicate that the larger tail at the C-terminus is much
more flexible than the short end at the N-terminus whose three residues are stabilized
by hydrogen bonds with residues 5 and 39 of helix 1 and helix 2. The increased
mobility of the seven C-terminal residues adds extra strain on helix 2, thus disrupting
its hydrogen bond pattern as is seen in Figure 7.4, and from visual inspection of
clustering data for region (B). Note that this interpretation would not apply to the
full-size RfaH protein (instead of only the C-terminal domain RfaH-CTD) which
has a much larger linker region preceding helix 1.
The differences are much smaller in the remaining parts of the conversion process.
Previous work also found that dissolution of the helices is followed by a disordered
interconnecting state which precedes formation of a β-hairpin between β3 and β4
and then addition of β2. The strand β1 was suggested to take longer to align with
the developing β-sheet due to a larger linker region but once formed would provide
a template for addition of β5, thus completely folding the barrel. This order of
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β-sheet formation is the same as in our scenario, with the caveat that in our picture
the process appears to be more dynamic: β-strands continue to grow and re-arrange
as additional strands attach to the initial β-hairpin, as seen in the panels C-E of
Figure 7.4, and become fully-formed only late in the folding pathway toward the
β-barrel.
7.4 Conclusions
Using a variant of Replica-Exchange-with-Tunneling (RET) we have studied the fold
switching process of the 66-residue C-domain RfaH-CTD of the transcription factor
RfaH. Our enhanced sampling method allows us to calculate the free energy land-
scape of the protein projected on suitable coordinates. Analyzing this landscape we
propose a mechanism for the conversion process between the helix-hairpin form seen
when RfaH-CTD is bound to the he N-terminal domain of RfaH and blocks tran-
scription, and the β-barrel form seen in the unbound RfaH-CTD which promotes
translation. Consistent with experiments we find that the β-barrel is the preferred
fold for the isolated RfaH-CTD. However, its free energy is only marginally lower
than the helix-hairpin seen in the bound RfAH, but both folds are separated by large
barriers resulting from the main chain hydrogen bonds of the helix hairpin. Upon
dissolution of the helix hairpin, RfaH-CTD evolves into a disordered state, before a
β-hairpin forms between β3 and β4. Later β2 attaches to β3 of this hairpin, with
β1 being in contact already with β2. In the final steps, β4 bends slightly trapping
temporarily β5 on top of β1 before this strand rearranges and completes the β-barrel
fold. While the overall pathway is similar to earlier work using traditional REMD
simulations205 , our improved sampling method adds important detail, showing a
less structured conversion process with secondary structure only forming late in the
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process. Together with our earlier work, these results establish the usefulness of
our approach for studying switching proteins. We intend now to use our simula-
tion protocol for the simulation of larger switching proteins such as the 93-residue
lymphotactin179 that would be difficult to study with regular REMD.
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Chapter 8: Multi-Scale Methods for Fast Exploration of
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8.1 Introduction
In the last several decades, molecular dynamics (MD) simulations have been used
to study a variety of bimolecular systems adding to our understanding of important
processes such as protein folding8–10,212 and aggregation.33,35,110,147,155 These simu-
lations approximate the dynamics of real molecular systems by application of atomic
force fields.7 With simulations of fine-grained models, where every atom of the sys-
tem is represented explicitly, many properties of a protein system may be computed
with reasonable accuracy.71,72,213,214 Unfortunately, there remain a host of biological
phenomena, such as the formation of amyloid fibers from monomers,33,35,38 which
occur on a timescale38,39 currently unobtainable by high-resolution MD simulation.
Holding back these simulations is the vibration of hydrogen atoms and the inclu-
sion of an explicit solvent. Together these factors restrict the size of ∆t used when
updating the system and increase the number of computations required for each
update. However, these problems may be reduced by lowering the resolution of the
system thus enabling sufficient exploration of the protein landscape as needed for
accurate computation of ensemble averages.75
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By starting with a fine-grained model and removing select degrees of freedom,
coarse-grained models94,95,212,215,216 have been built that require less computation
when solving Newton’s equations. As a result, simulations using coarse-grained
models are able to reach a timescale unobtainable to fine-grained models given
the same resources.75,212 However, removing degrees of freedom from the system
results in a reduction of entropy, an effect that must be compensated for by en-
thalpic contributions.75 In practice, an exact balance of these two factors is not
possible and coarse-grained models tend to be less accurate than their fine-grained
counterparts.75 Still, the efficient exploration of conformational space observed in
coarse-grained simulations92,93 is an attractive feature and in principle, the accuracy
of such simulations could be improved by refinement using a fine-grained model.217
With the resolution exchange method,90,91 this is accomplished by performing a
replica exchange86,87 simulation where not the temperature varies but instead the
resolution. Exploration of resolution space then results in the faster convergence
of simulations at high resolution as compared to standard MD.90,91 However, the
resolution exchange method is held back by the problem of reintroducing missing
degrees of freedom needed to construct a fine-grained model from a coarse one.
While there have been methods90,91,101–103 developed with this task in mind many
introduce bias to samples102,103 or result in the proposal of high energy states likely
to be rejected.90,91,101 Thus, in a recently proposed method105 inspired by multiscale
essential sampling (MSES),104 the problem of reintroducing missing degrees of free-
dom is circumvented by the introduction of a restraining potential Eλ.
105 Because
this and the MSES method rely on hamiltonian replica exchange89 the method is
susceptible to exchange bottleneck88 problems similar to those observed in replica
exchange molecular dynamics simulations (REMD),86,87 a problem that may be cir-
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cumvented by introduction the replica-exchange-with-tunneling (RET)187 method
recently developed by our group. We refer to this combination of MSES with RET
as MSES/RET and test its efficiency together with another variant, ResET, that
relies on only two replicas, in simulations of the Trp-cage protein.17,162 This mini-
protein has been investigated extensively165,170,212,218,219 enabling direct comparison
between our data and that from past studies.
8.2 Materials and Methods
Because molecular dynamics simulations of low-resolution protein systems are able
to rapidly explore configurational space,92,93 coarse-grained models may be used to
enhance sampling in other simulations. Specifically, one can construct a molecular
dynamics simulation where both a coarse- and fine-grained model evolve in parallel
but that the fine-grained model is fed196,207,209 configurations by the coarser repre-
sentation. This “feeding” of states is accomplished by introduction of a restraining
potential Eλ,
105 typically a function capable of enforcing a strict agreement between
the two models, and a control parameter λ. The potential energy of such a system
takes the form
Epot(qfg, qcg) = Efg(qfg) + Ecg(qcg) + λEλ(qfg, qcg), (8.1)
where Epot(qfg, qcg) is the total potential energy of the system, Efg(qfg) and Ecg(qcg)
are the potential energies of the fine- and coarse-grained models respectively and
Eλ(qfg, qcg) is the restraining potential. One possibility is to use for Eλ(qfg, qcg) a
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function of the form105
Eλ = Eα =

1
2
(
∆2 (i, j)
) −ds < ∆ (i, j) < ds
A+
B
∆S (i, j)
+ fmax∆(i, j) ∆(i, j) > ds
A+
B
∆S(i, j)
(−1)S − fmax∆(i, j) ∆(i, j) < −ds
(8.2)
where ∆(ij) = δfg(ij) − δcg(ij) and is the difference in distances (δ) between α-
carbons i and j of the two models. To reflect the dependence of equation 8.2 on α-
carbon distances we have made here the change in notation Eλ → Eα. What’s more,
the control parameter fmax allows fixation of the maximum force as ∆ (i, j)→∞ and
S sets how fast this value is realized. Because the functional form of 8.2 changes
when ∆ (i, j) = ±ds, the parameters A and B are included to ensure continuity
of Eα(qfg, qcg) and its first derivative at these values. These parameters are thus
computed by
A =
(
1
2
+
1
S
)
ds2 −
(
1
S
+ 1
)
fmaxds and B =
(
fmax − ds
S
)
dsS+1. (8.3)
What’s more, it may be shown that a reflection of atomic coordinates across an
arbitrary axis leaves 8.2 invariant. For this reason, a strict agreement between
structures is not guaranteed by the inclusion of Eα(qfg, qcg) alone, even with large λ
values, leaving fine-grained models susceptible to the feeding of mirror structures.196
Thus in our simulations, we add as a secondary restraint a function based on dihedral
angles
Eφ(qfg, qcg) = 1 + cos(∆φ(ijkl) + pi), (8.4)
such that ∆φ(ijkl) = φfg(ijkl)−φcg(ijkl) and is the difference in the dihedral angle
(φ) formed by atoms i,j,k and l within each model. With this modification, the
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potential energy of our system takes the final form
Epot(qfg, qcg) = Efg(qfg) + Ecg(qcg) + λαEα(qfg, qcg) + λφEφ(qfg, qcg). (8.5)
Introduction of hamiltonian replica exchange89 now results in a random walk through
λα/λφ space with data analysis performed solely at the λα = λφ = 0 simulation i.e.
where all biasing vanishes.
Because exchange moves often lead to a state of the multi-replica system which
is exponentially suppressed, exchange rates are often low for the method just de-
scribed. However, if accepted molecular systems typically evolve, in a short time, to
a state with probability similar to before the exchange. Inspired by this observation
we have introduced the replica-exchange-with-tunneling (RET)187,196,207,209 method
summarized in the following four-step-procedure:
1. In the first step, configurations A(B) are updated by a short microcanoni-
cal simulation to configurations A′(B′) such that the energy on each system
remains constant.
2. Following step one, the coordinates and velocities of A′ and B′ are exchanged.
The velocities are also rescaled in this step such that the total energy (for
each replica) remains unchanged by the exchange. The new velocities are thus
computed by
v′′A = v
′
A
√
E2 − Epot(q′A)
Ekin(v′A)
and v′′B = v
′
B
√
E1 − Epot(q′B)
Ekin(v′B)
. (8.6)
3. Following the exchange move, both replicas evolve by a second microcanonical
simulation to configurations Bˆ(Aˆ) where the total energy is again conserved.
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4. In the final step, configurations Bˆ(Aˆ) are accepted or rejected with probability
min (1, exp (−β1(Epot(qˆB)− Epot(qA))− β2(Epot(qˆA)− Epot(qB)))) , (8.7)
where β = 1/kBT . If rejected, the system returns to its initial state A(B).
However, in either case, new velocities are randomly generated from a Boltz-
mann distribution according to the system temperature.
For more information regarding the RET method and its application, refer to Ref-
erences 187,196,207 and 209.
By including RET moves in the method described above the rescaled velocities
of equation 8.6 become
v′′A = v
′
A
√
E2 − Efg(q′A)− Ecg(q′A)− λα2Eα(q′A)− λφ2Eφ(q′A)
Ekin(v′A)
v′′B = v
′
B
√
E1 − Efg(q′B)− Ecg(q′B)− λα1Eα(q′B)− λφ1Eφ(q′B)
Ekin(v′B)
(8.8)
and the acceptance criterion of 8.7 changes to
exp
(
−β1
(
∆E
(1)
fg + ∆E
(1)
cg + λα1∆E
(1)
α + λφ1∆E
(1)
φ
))
+ exp
(
−β2
(
∆E
(2)
fg + ∆E
(2)
cg + λα2∆E
(2)
α + λφ2∆E
(2)
φ
))
,
(8.9)
where ∆E
(1)
fg = Efg(qˆB) − Efg(qA) and ∆E(2)fg = Efg(qˆA) − Efg(qB); ∆E(i)cg , ∆E(i)α
and ∆E
(i)
φ are defined accordingly. With the inclusion of RET moves in the MSES
method replicas are able to mix even when the spacing of λ values become some-
what large.187,196,207,209 As a consequence, MSES/RET simulations, even with the
inclusion of an explicit solvent, require only a modest number of replicas. For
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Figure 8.1: Setup for the ResET method.
our simulations of the Trp-cage mini-protein, we use 8. However, one can con-
struct an alternative setup, introduced here as Resolution-Exchange-with-Tunneling
(ResET), enabling exploration of protein landscapes using only two replica. The
ResET simulation is performed in the following way. On the first replica lives
not only a coarse-grained model with configuration ACG (described by an energy
ECG(ACG)) but also an auxiliary fine-grained model whose configuration AFG de-
pends on the coarse-grained model by an energy EFG(AFG)+λ1Eλ(ACG, AFG), that
favors configurations of the fine-grained model which resemble the coarse-grained
model configuration (8.1). Similarly, we have on the second replica a fine-grained
model with configuration BFG and energy EFG(BFG) and an auxiliary coarse-grained
model whose configuration BCG depends on the fine-grained model by an energy
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ECG(BCG) +λ2Eλ(BCG, BFG), ensuring that on this replica the coarse-grained con-
figuration resembles that of the fine-grained model (8.1).
During the exchange move, the coarse-grained configuration ACG on replica 1 is
replaced by the configuration BCG of the auxiliary coarse-grained model on replica
2, and the fine-grained configuration BFG of replica 2 by AFG of the auxiliary fine-
grained model on replica 1:
R1 :ACG[ECG(ACG)]→ AFG [EFG(AFG) + λ1Eλ(AFG, ACG)]↘↗ BCG[ECG(BCG)]
R2 :BFG[EFG(BFG)]→ BCG [ECG(BCG) + λ2Eλ(BFG, BCG)]↗↘ AFG[EFG(AFG)]
(8.10)
Here, the horizontal arrows point to the auxiliary models, and the energy terms for
the corresponding models are listed in brackets. Note, that unlike in resolution ex-
change this move cannot be accepted or rejected according to min (1, exp (−β∆E))
as this would destroy detailed balance. This is because the proposal configurations
AFG and BCG are generated by a biased process. Hence, in order to ensure detailed
balance, one has to account for the probabilities by that these proposal configura-
tions are generated through a Metropolis-Hastings acceptance criterium:
w(A→ B) = min (1, exp(−β(ECG(ACG)− EFG(AFG)− ECG(BBG) + EFG(BFG)
+λ1Eλ(AFG, ACG) + λ2Eλ(BFG, BCG))))) .
(8.11)
To enable direct comparison between our simulations and those performed in previ-
ous studies we follow closely the set up used by Kouza et al170 for fine-grained models
and Han et al219 for coarse-grained. All fine-grained models are therefore capped
at the N-terminus by an acetyl group and at the C-terminus by a methylamine
whereas coarse-grained models are left uncapped and the system buffered by 0.15M
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Na+ and Cl− ions. Both models are solvated with the physical model containing the
same box size and water molecule count as in Kouza et al170 and the coarse-grained
model a cubic box of length 5.18 nm and 1118 water molecules. Prior to running
NVT simulations, random structures were generated by high temperature (T =
3000 K for the coarse-grained model and 4000 K the fine-grained model) molecular
dynamics simulations performed over three nanoseconds. Starting structures were
taken periodically following the first nanosecond of melting. Input parameters to
the Eλ energy function
105 of Eq. 8.2 were provided so that ds = 0.3A˚, S = 1 and
fmax = 0. Trajectories were then produced using an in-house version of GROMACS
4.6.5174 (available upon request) which has been modified by the authors to support
RET sampling, MSES and the ResET method. Calculations of the potential en-
ergy were dependent upon the AMBER94 force field220 (thus enabling comparison
to previous work) and the TIP3P80 water model for the fine-grained model and the
PACE94,212,219,221–223 energy function for the coarse-grained model. Equations of
motion were integrated using a velocity verlet algorithm and a time step of 2 fs.
Hydrogen and heavy atom bond distances were constrained using the linear con-
straint solver (LINCS),78 for the solvent the settle79 algorithm was used. Treatment
of electrostatic interactions depended on the PME set up130,131 used in GROMACS
for the fine-grained model and a cutoff of 1.2 nm was used for the coarse model. The
v-rescale thermostat132 was used to maintain the temperature. And finally, MD runs
were also performed (for both fine- and coarse-grained models) at NVT along with
REMD simulations (fine-grained only) enabling direct comparison of MSES/RET
and ResET simulations with proven methodologies. Individual temperatures and
lambda values are listed for each simulation in table A.1.
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8.3 Results and Discussion
To begin our analysis we check folding of the fine-grained model in 3 independent 200
ns canonical simulations, each started from random configurations and momentum
distributions. To test for folding the α-carbon root mean squared deviation (RMSD)
of a configuration must be less than a cutoff value δ from the native fold. In previous
work165,170 a value of 2.2 A˚ was used for δ; however, different values have been
suggested218 and we find little difference between 2.2 A˚ and 3.0 A˚. Table 8.1 lists the
frequency of folded configurations during different intervals of the simulation using
cutoff values of 2.2 A˚ and a slightly softer 2.4 A˚. We note that because we find residue
20 to be highly dynamic in the folded state (data not shown) we exclude this residue
from all RMSD calculations. This is different from previous studies165,170,218 where
all 20 residues were included in RMSD calculations. From this analysis, we find
approximately 30% of structures to be in the folded state after 200 ns of simulation
time. This is compared to 80 % reported in previous REMD simulations170 of
Trp-cage and 70 % from experiment.162 However, the number of folded structures
continues to grow throughout the runs indicating simulations have not converged.
For the coarse-grained model, 8 independent simulations are performed and the
fraction of folded configurations again monitored. However, for these simulations,
RMSD calculations rely on residues 3 − 19 following Han et al.212 Similar to their
work we find roughly 50% of structures folded after 1 µs. This number drops to
approximately 10% if considering residues 1−19 for RMSD calculations (table 8.1).
As with the fine-grained model, convergence is not achieved in the time simulated.
This is different for our REMD runs where we find the simulation converges after
only 50ns (table 8.1). For this reason, only the last 50 ns is used for further analysis.
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PACE 1-19 PACE 3-19 REMD MSES/RET ResET MD
Time (ns) 2.2 2.4 2.2 2.4 Time (ns) 2.2 2.4 2.2 2.4 2.2 2.4 Time (ns) 2.2 2.4
0− 100 0 2 11 17 0− 20 19 24 2 5 3 . 5 0− 50 0 0
100− 200 10 14 38 44 20− 40 42 54 4 8 0 0 50− 100 0 0
200− 300 11 15 52 57 40− 60 51 72 3 6 12 21 100− 150 8 8
300− 400 5 8 42 47 60− 80 64 86 15 21 25 36 150− 200 30 31 .
400− 500 4 6 35 38 80− 100 61 85 13 19 60 68
500− 600 5 6 39 43 100− 120 — — 13 20 58 71
600− 700 4 5 50 52
700− 800 8 11 49 55
800− 900 8 10 57 60
900− 1000 9 12 62 65
Table 8.1: Percentage of structures in different time intervals of the trajectory that
have an RMSD less than the indicated cutoff value (2.2 A˚ or 2.4 A˚).
Within this time interval, approximately 85 % of structures are in the folded state,
similar to that found by Kouza et al.170 Figure 8.2 shows the most populated cluster
as obtained using the GROMOS clustering method210 with a cutoff of 3A˚ as well
as the lowest RMSD and lowest energy structures. These configurations have an
RMSD from the native state of 2.0 A˚, 0.5 A˚ and 2.1 A˚ respectively. Figure 8.3
shows the free energy landscape projected onto the RMSD relative to the native
state. This landscape has a minimum at 2.2 A˚ with a large barrier at 4.8 A˚.
Next, we check MSES/RET simulations for convergence (table 8.1). Because
coupling coarse- and fine-grained models reduces the speed at which a coarse-grained
model may be simulated, we let the coarse representation update multiple steps for
each fine-grained update. In the present study, we use an updating ratio of 1:5.
Despite showing stable frequencies after 40ns, our MSES/RET simulations are not
found to converge. In support of this claim, multiple coarse-grained models are
observed to fold late in the simulation. Because information flows between replicas
only at large lambda values, it is expected to take some time before this information
becomes visible in the fine-grained models. Therefore, MSES/RET simulations
likely require more time to converge than standard REMD simulations. To test
this, longer trajectories are currently being collected. Still, we speculate on the free
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Figure 8.2: Shown are the most populated, lowest energy and lowest RMSD struc-
tures from REMD (top panel) and ResET (bottom panel) simulations. Residues
known to participate in helices are color coded purpleblue.
energy landscape by using for analysis the last 20ns of the MSES/RET simulation.
As shown in figure 8.3, this landscape contains some similarities to that taken from
REMD simulations with the minimum lying within 3 A˚ of the native fold. However,
the non-native folds make a much larger percentage of structures.
For the ResET method, a multistep updating scheme is also used with a 1:5
updating ratio. The resulting trajectory is found to converge late in the simulation,
after about 80ns. For this reason, we extend this simulation to 120ns with the last
40ns taken for data analysis. In this time interval, about 70 % of structures occupy
the native fold. This result is comparable to both experimental results162 of 70 % and
those from both present and past REMD simulations.165,170,218 Shown in figure 8.2 is
the most populated cluster as well as the lowest RMSD and lowest energy structures.
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Figure 8.3: Free energy landscape projected onto the root mean square deviation
to the NMR structure for REMD (A), ResET (B) and MSES/RET (C) simulations.
These configurations are similar to those found in our REMD simulations with
RMSD values to the native fold of 1.5 A˚, 0.52 A˚ and 1.1 A˚ respectively. Likewise,
the free energy landscape (figure 8.3) obtained by the ResET method is similar
to that from our REMD simulations. Subtle differences include a broader basin
around the native fold and slightly more populated non-native folds. Additionally,
the barrier at 4.8 A˚ is not present in the ResET simulation.
In comparing methodologies, it is found that ResET simulations can give results
comparable to REMD simulations but using far fewer resources (only 2 replicas in
the present study compared to 40 for REMD). In the case of MSES/RET, similar
results may be achievable but larger convergence times may be needed. Still, con-
vergence times may not be so great and, while longer than that required for ResET
simulations, could prove to be shorter than for REMD in some cases. For both
types of simulation, the occurrence of mirror structures was not observed. This is in
contrast to previous simulations196,209 which used only the lambda energy function
of 8.2 as well as preliminary simulations of Trp-cage which did not contain 8.4. Still,
it is difficult to say how much this result was influenced by the inclusion of 8.4 or
the choice of forcefield. Furthermore, the choice of a coarse-grained model may play
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an important role in dictating the behavior of MSES/RET and ResET simulations.
However, despite slow convergence times observed in our PACE simulations and an
underestimation of the folded state of Trp-cage, ResET simulations employing this
coarse-grained model were able to accurately fold Trp-cage with the correct frequen-
cies. This may be the case for the MSES/RET method as well. However, longer
trajectories will be needed, the collection of which is currently underway.
8.4 Conclusions
We have introduced a variant of the replica-exchange-with-tunneling and multiscale
essential sampling methods as a multi-scale method referred to here as MSES/RET.
We have also introduced the resolution-exchange-with-tunneling method (ResET).
These methods are able to produce better results than standard high-resolution
molecular dynamics simulations and, in the case of ResET, similar results to REMD
simulations. This was confirmed by simulations of the Trp-cage mini-protein. Com-
plicating both methodologies is the choice of a coarse-grained model. However, this
choice likely affects convergence times only and not the equilibrium distribution as
the ResET simulations seem to be uninfluenced by the PACE forcefield underes-
timating the folded state. Furthermore, the MSES/RET method may be capable
of producing results comparable to REMD simulations as well. However, longer
trajectories will be needed to confirm this, the acquisition of which is in progress.
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Chapter 9: Closing Remarks
9.1 Future Outlook
With the introduction of RET, protein systems of increasing size may be studied
with moderate sized computing clusters. The method, however promising, is not
expected to act as a silver bullet to the problems holding back REMD and other
general ensemble methods but does expand the capabilities of these methods. This
was demonstrated in this text by simulations of protein systems both in an implicit
and explicit solvent while using fewer resources than REMD and HREMD simu-
lations. By directing RET toward the MSES method, we were able to develop a
strategy that enables investigation of proteins with competing attractors such as
GA98, GB98 and RfaH-CTD. For GA98, our simulations accurately predict the GA
fold to be dominant with GB being only marginally populated. For GB98, the case
was more complicated but a picture did emerge that is consistent with experimental
observations. These results are an improvement upon past computer simulations of
these systems and lend confidence in the correctness of the current generation of
force fields. Our simulations of the isolated C-terminal domain of RfaH were also
insightful and add important detail to the transition pathway leading from the helix
hairpin to the β barrel fold. What’s more, the method enabled the identification
of important residues that promote fibrilization of the 13-residue fragment of serum
amyloid A. Together, these simulations provide important details about the energy
landscape for each system and serve as a reference for future studies of proteins that
exhibit a dual funnel energy landscape.
Switching gears, we also applied RET to standard MSES simulations that use
instead of a Go-model a coarse-grained one. These simulations, tested on the Trp-
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cage protein, outperformed standard MD simulations and may even produce results
comparable to REMD simulations given long enough trajectories. To test this as-
sumption, we are in the process of extending current trajectories. Moreover, conver-
gence times could likely be shortened upon selection of an appropriate coarse-grained
model. Additionally, the ResET method was also introduced and demonstrates how
a highly efficient multi-scale simulation may be constructed. With ResET, the free
energy landscape of Trp-cage was constructed with remarkable detail provided these
simulations used only two replicas. Together, these results are encouraging and sug-
gest that multi-scale simulations can be effective at simulating real protein systems.
Still, it is likely that more work will be required before these methods can be applied
to more challenging problems such as protein folding and aggregation.
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Appendix
Provided in this appendix are supplementary material to chapter 8. Specifically,
table A.1 lists the temperatures and lambda values used in REMD and MSES/RET
simulations.
REMD MSES/RET
Rep Temp Rep Temp Rep λλ λα
1 280.0 26 415.1 1 0.0 0.0
2 284.1 27 422.5 2 0.0075 0.5
3 288.2 28 430.1 3 0.020 1.0
4 292.4 29 438.0 4 0.060 1.5
5 296.7 30 446.0 5 0.18 2.0
6 301.1 31 454.3 6 0.4 3.0
7 305.6 32 462.8 7 1.0 4.0
8 310.2 33 471.6 8 2.5 5.0
9 314.9 34 480.6
10 319.7 35 489.8
11 324.6 36 499.3
12 329.6 37 509.0
13 334.7 38 519.0
14 340.0 39 529.2
15 345.4 40 539.7
16 351.0
17 356.6
18 362.5
19 368.4
20 374.6
21 380.9
22 387.3
23 394.0
24 400.8
25 407.8
Table A.1: Temperature distribution used in REMD simulations and λ distribution
used in MSES/RET simulations.
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