Abstract This paper develops a method to capture anisotropic spatial autocorrelation in the context of the simultaneous autoregressive model. Standard isotropic models assume that spatial correlation is a homogeneous function of distance. This assumption, however, is oversimplified if spatial dependence changes with direction. We thus propose a local anisotropic approach based on non-linear scale-space image processing. We illustrate the methodology by using data on single-family house transactions in Lucas County, Ohio. The empirical results suggest that the anisotropic modeling technique can reduce both in-sample and out-of-sample forecast errors. Moreover, it can easily be applied to other spatial econometric functional and kernel forms.
Introduction
Houses are heterogeneous goods and thus buying a house always means buying an entire range of housing characteristics. A house's fixed location means its value will tend to induce spatial autocorrelation and spatial heterogeneity. Hence, using traditional ordinary least squares (OLS)-based hedonic house price modeling will be inefficient if the assumption of uncorrelated error terms is violated. The OLS error terms can be spatially autocorrelated for three reasons. Firstly, some of a house's structural and neighborhood attributes are unobservable. Thus, some important characteristics may be omitted. Secondly, even if all or most of the information is available, some variables are difficult to quantify such as the quality of the public school system. Moreover, even after taking all available location variables into account house prices can still be correlated because of their relative proximity to each other (Valente et al. 2005) . To overcome this problem we incorporate spatial dependence considerations into the traditional hedonic model.
Most approaches to modeling spatial dependence assume that the correlation structure is isotropic. Under this assumption, the dependence of pairs of observations is only a function of the distance between properties while the direction separating the properties is ignored. However, the intensity of spatial dependence often decreases differently in different directions. For example, land price gradients tend to be flatter along radial transportation routes than in other directions (Colwell and Munneke 2009) . In some studies, the land price gradient is defined as a function of the direction around the center of the city under a piecewise linear function. Therefore, house prices and residuals of hedonic house price regressions will exhibit anisotropic spatial autocorrelation. They are thus functions of both the distance and the direction that separates points in space (Gillen et al. 2001) .
Several studies have demonstrated the inadequacy of the isotropic assumptions, directly or indirectly. Gillen et al. (2001) test the difference in parameters of a onedimensional semivariogram of house prices. They use data from January 1995 through March 1998 in both the north-south and east-west directions for twenty-one submarkets of Montgomery County, PA. Colwell and Munneke (2009) examine the structure of urban land prices. They show that land price gradients vary according to the direction from the commercial business district (CBD). However, although insufficiency of isotropic assumptions has been studied in these articles the gain in forecast accuracy obtained from explicitly anisotropic models has not been shown.
The purpose of this paper is to illustrate the incorporation of an anisotropic spatial correlation structure into a standard hedonic house price function based on a spatial econometric model. We use one of the most popular spatial models, the simultaneous autoregressive model (SAR) 1 with the simplest kernel form, the K nearest neighbor (K − NN) kernel, 2 to demonstrate the practical use of anisotropic spatial modeling. However, it is equally applicable to more complex econometric models. Our approach is closely tied to the anisotropic approach in non-linear scale-space image processing (Weickert 1996) . In image processing, this local anisotropic technique preserves or even enhances anisotropic information such as edges, lines, or flow-like structures that may be blurred by using normal isotropic Gaussian smoothing methods. Although this anisotropic approach is based on filtering methodology and not on regression analysis, it defines the spatial correlation between point pairs in essentially the same way as spatial econometric estimators. We apply this idea to house price regressions with the aim of demonstrating how allowing for anisotropic spatial dependence produces more accurate predictions than OLS and conventional isotropic techniques.
The remainder of this paper is organized as follows. "The Simultaneous Autoregressive Model" introduces the SAR model with K − NN kernel that will act as our econometric vehicle for applying the anisotropic spatial correlation approach. "Modeling Anisotropic Spatial Dependence" discusses the main steps of this estimation technique. "Estimation Results of Anisotropic Spatial Modeling" gives our empirical results which are based on transaction data from properties in Lucas County, Ohio. The final section provides some conclusions.
The Simultaneous Autoregressive Model
The hedonic housing price specification relates the market value of a property to the set of characteristics that determine its value. In this study, we consider a semilogarithmic function form as follows 3 :
where P is the n×1 vector of house prices, Y is a n × 1 vector of log of house price, X is a n × 1 matrix of house characteristics, β is a l×1 vector of unknown hedonic coefficients, and ε is a n×1 vector of residuals. If the residuals are spatially dependent, then Eq. 1 becomes:
where W denotes a spatial weight matrix and ρ is the coefficient. W is a standard matrix with each row summing to 1 and contains zeros on the main diagonal. The non-zero entries of the j th row of W represent the observations whose errors interact with the error of the i th observation.
If W is known, we can estimate the regression coefficients by maximizing the log-likelihood value of Eq. 2. We can define the log-likelihood function as follows:
Typically, W is unknown. Standard methods derive the elements of W on the basis of distance alone. We follow Gilley's (1997, 1998) definitions:
where w ij denotes the weight of the interaction between location j and location i. The basic idea is to find the N nearest properties for the i th property within a search radius R, where N 2 m; n ½ , and m is the maximum and n is the minimum nearest properties.
This reliance on the assumption of isotropic spatial dependence in conjunction with the SAR model of Eq. 2 generates what we refer to as ISAR models. The alternative suggested here combines a weight matrix W based on anisotropic spatial dependence with the SAR model of Eq. 2. We will refer to this model herein as the ASAR model.
Modeling Anisotropic Spatial Dependence
If the spatial structure is anisotropic, the spatial dependence between the two comparable properties cannot simply be defined as a function of the distance between them. Coordinate transformation is the most common approach for this problem. We see that the global anisotropic technique, e.g., geometric anisotropic kriging, transforms the coordinate of each property uniformly using a certain rotation angle and a shrinking or dilating rate. But the local anisotropic method transforms the coordinates more flexibly. The main steps include gradient estimation, coordinate transformation, and iteration. The gradient estimation is to decide in which direction and to what degree the coordinates will be transformed at each individual point. Coordinate transformation is to reform the shape of the neighborhood from a circle to an ellipse to include more properties with higher spatial autocorrelation to the neighborhood. After that, we will iterate the previous two steps to generate a more desirable result.
Gradient Estimation
Just as in image processing we calculate the gradient to measure spatial structure changes. In a unidirectional one-dimensional space the gradient is defined as the rate of change to distance, that is, rr ¼
Δ"
d , where Δε is the difference between the estimated spatial trend ε in two locations and d is the distance between the properties. Note here that ε in Eqs. 1 and 2 includes the spatial structure information, the part of the house price that cannot be explained by variables in the house price specification.
Under the anisotropic assumption we need to consider direction. So we use gradient vector r * r in a two-dimensional space under the geodetic system as follows:
where r * r s ij À Á denotes the gradient vector at the location i in the direction of ij. Δε ij is the spatial change from location i to location j. b " s i ð Þ and b " s j À Á denote the estimated residuals in location i and j, respectively. b
e. the spatial trend is measured as the estimated residuals in the OLS regression (i.e. the estimated part of the residuals in the SAR model). Δ * D ij denotes the distance vector from property s i to property s j . Under the geodetic system this is equal to the difference in latitude and longitude between the property pair, Δ
and v(s i ) denote the latitude and longitude coordinates of property s i , respectively. If we define the gradient on a certain property as equal to the average gradient of each nearby property to the center property we can calculate the gradient according to Eq. 6 4 :
where N is the number of neighbors.
Coordinate Transformation Figure 1 illustrates the basic idea of this step using an artificial example. Suppose all the points in Fig. 1 represent houses with similar structural characteristics. Hollow circles represent properties that are higher-priced because they are near a picturesque river; black points represent properties that are lower-priced because they face a noisy street. If we suppose the center property (the gray point) also has a low price, then we can identify the gradient direction as the arrow in Fig. 1c . Figure 1a and c illustrates the theoretical isotropic and anisotropic neighborhoods, respectively. An isotropic neighborhood should be a circle, because distance is the only factor (Fig. 1a) . A typical anisotropic neighborhood is an ellipse because it considers both distance and direction (Fig. 1c) . In an isotropic neighborhood, both black points and hollow circles are included according to their distances from the center point. But the elliptical anisotropic neighborhood excludes most properties in the direction of large spatial structure changes. Thus, some hollow circles are intentionally excluded from the elliptical anisotropic neighborhood.
We can determine such anisotropic neighborhoods by means of coordinate transformation. Figure 1b and c tells us how such transformation is achieved. We use the geodetic coordinate system as our original system, as in Fig. 1a . To construct a local coordinate system, as in Fig. 1b , we first rotate the horizon's main axis in the direction of the gradient, and then shrink the coordinate in the perpendicular direction of the gradient.
Suppose θ is the rotation angle and 8 is the shrinkage or dilation rate of the principal axis of the ellipse. Then, we can define the transformed coordinates as:
where u* v* ! is the transformed coordinate under the new local coordinate system, and u v ! is the latitude and longitude coordinates under the geodetic system.
From Fig. 1b , we see that within the perpendicular direction of the gradient property A moves to the position of A * with shrinkage rate 8. However, in the principal direction of the gradient property B remains in the same location.
Under this transformed local coordinate system, we can construct an isotropic circle neighborhood (Fig. 1b) . Note that this isotropic circle is equivalent to an elliptical anisotropic neighborhood in the original coordinate system as in Fig. 1c . In other words, coordinate transformation can help us construct an anisotropic neighborhood using the traditional isotropic spatial correlation definition (the function of the distance between the property pair). But the distances in each approach are different. The distances used in anisotropic approach are calculated * t u is the unit vector of the horizon axis of the transformed local coordinate system; It is the same as the direction of the gradient, that is,
is the absolute value of the gradient.
is the unit vector of the vertical axis of the transformed local coordinate system, i.e. in the perpendicular direction to the gradient. Obviously,
The shrinkage rate 8 can be defined as a function of gradient strength, i.e.,
In this study, we define the function as follows:
where b is the parameter of the shrinkage rate equation indicating an increase in ellipse eccentricity with the unit change of gradient value. In image processing this equation is called the diffusivity function. It is an ad hoc function and can be applied in different forms (Weickert 1997) . Here optimal value for parameter b is selected by maximizing the log-likelihood value in the regression. The above steps 6 follow the anisotropic techniques of image processing. This technique helps to identify the neighbors with potentially higher autocorrelation to the center property. Therefore, the spatial weight matrix W can better represent the structure information retained in the residuals of the house price specification.
However, within image processing pixels are always in a regular grid. Houses, on the other hand, may be quite irregularly located. They may be very isolated or very tightly grouped. We define a search radius R and assume that properties located beyond such range have no spatial correlation with the center property. This is reasonable because spatial correlation usually declines as distance increases. Different radii will generate different prediction results for both ISAR and ASAR model. However, in spatial econometric models it is difficult to decide the optimal R before running the models. Therefore, we conduct the isotropic and anisotropic model under varied R and compare the results.
Scene I
For more isolated properties, most of the nearby properties usually have a longer distance to the center point than R. Figure 2a shows the isotropic neighborhood which is comprised of properties within this range.
Under the transformed local coordinate system we construct an isotropic neighborhood with a new search radius R′, R 0 ¼ R Á ϕ (Fig. 2b ). This is equal to an elliptical neighborhood under the original coordinate system with a semimajor axis of R R 0 =ϕ ¼ R ð Þin the perpendicular direction of the gradient, and a semiminor axis of R·8 in the principal direction of the gradient (Fig. 2c) . Based on the new distances under the transformed local coordinate system, we select those properties with a smaller distance than R′ to form the anisotropic neighborhood.
Scene II
For more tightly grouped properties, however, the maximum distance of the nearest N neighbors may be less than R.
7 In that case, we can construct the isotropic neighborhood using these N properties (Fig. 3a) . We again establish a local coordinate system with the help of the gradient. To expedite the process, we choose to recalculate the distance of the nearest 2N properties under the local coordinate system, instead of calculating the distance of all the properties in the district. According to the new distances, we then choose the N nearest properties (Fig. 3b) .
The properties perpendicular to the gradient will be our priority because their distance in this direction has been shortened. Figure 3c shows that the nearest properties chosen to form the neighborhood are different before and after the transformation. Figure 4 illustrates the case when the gradient is very large. Under this circumstance R′ could be dramatically smaller because 8 is small. Under the original coordinate system, the maximum distance of the nearest N properties may be smaller than R. Therefore the isotropic neighborhood is comprised of N properties (Fig. 4a) . But after the transformation fewer properties are chosen because of the shortened anisotropic range R′ (Fig. 4c ). This is a reasonable consideration, because when the spatial structure changes greatly the neighborhood should be smaller.
Scene III

Scene IV
In some special cases houses may be located so close to each other that they even share a common fence. In this situation, the gradient would be abnormally large because the distance is so short. Thus, the noise in Δε ij is amplified by the extremely . Within such a short distance we suppose that we would not see material changes in the spatial structure. This helps us reduce the influence of the noise in Δε ij when calculating the gradient.
When the number as well as the distances of 'nearest neighbors' under the transformed local coordinate system are identified, we can use the isotropic definition in the last section to define the spatial weight matrix W.
Iteration
The purpose of this step is to use the prior information to modify the estimated gradient in order to ensure a precise neighborhood transformation. The shape of the transformed neighborhood is determined directly by the gradient (see Fig. 5 ). From Eqs. 5 and 6 it is apparent that the spatial trend b " s i ð Þ, which determines the gradient, can be affected by the prior regression coefficients. However, the initial OLS coefficients are usually not efficient, because they are estimated under the independent error assumption.
Thus, to use the prior information and improve predictive power, it is necessary to conduct an iteration of the entire process. In our study, we find that the loglikelihood value various only slightly after the second iteration. Therefore, we perform two iterations. 
Estimation Results of Anisotropic Spatial Modeling
The database we use here consists of 4,378 single-family home transactions from 1998:1 to 1998:4 in Lucas County, Ohio. The data are provided by the county auditor and contain structural housing descriptions (e.g., building year, lot size in square feet, room numbers), sale prices, sale time, and geographic coordinates.
Our sample data consists of two groups: We use 3,978 transactions for the estimation sample and another randomly selected 400 transactions (i.e. 10% of the database) are reserved for the prediction sample. Table 1 provides the descriptive statistics (mean and standard deviation) of these housing characteristics for the inand out-of-sample dataset. Figure 6 illustrates the estimated gradient using different numbers of neighbors. Each arrow represents the gradient at a certain point. The length of the arrow represents the value of the gradient; the direction of the arrow identifies the direction of the gradient. Figure 6a is derived using the nearest four properties, while Fig. 6b is derived using the nearest twenty properties.
Gradients based on larger neighborhoods tend to capture the average spatial trend and smooth the individual spatial structure. In contrast, using a smaller neighborhood retains more individual spatial characteristics. However, the gradients show stronger noise and discontinuity. Thus, we cannot determine which number is best at this stage because there are no criteria for gradient accuracy. This can only be made by examining the final results.
We find that the best results are achieved by using different neighborhood numbers to calculate gradient in each time of iteration. Our first run included up to the four nearest properties, and our second run included up to twenty properties. We posit that including both larger and smaller neighborhoods allows us to take advantage of both common and individual spatial information. 9 We use up to two times the nearest neighbors (i.e. 4/20 nearest neighbors in our case) to calculate the gradient, because in the anisotropic approach the final nearest 2/10 neighbors are selected from the nearest 4/20 neighbors, see Appendix 1. In doing so, we include all potential neighbors to calculate the gradient.
The input parameters of the isotropic approach include the range R, the maximum, and the minimum number of nearest properties. The anisotropic approach includes one additional parameter, namely parameter b in the shrinkage rate. In our dataset, best results in the ISAR model are obtained with a maximum of ten and a minimum of two properties. We use ten and two as the maximum and minimum number of neighbors in both isotropic and anisotropic approach. The remaining parameters are the range R in the isotropic approach and R, b1, b2 in the anisotropic approach.
10 Figure 7 illustrates the sensitivity of these parameters to the maximized log-likelihood (LL) values from both the isotropic and anisotropic approach. The different likelihood values are sorted first by R, then by b1, and then by b2. From Fig. 7 we can see that, with optimal b1 and b2, 11 the ASAR model always yields higher LL-values than the ISAR model for R between 700 to 3,500 m. The difference increases as R increases. After 2,500 m, the LLvalue of the ISAR model does not change much because most of the ten nearest properties are within a radius of 2,500 m. For each value of R there is little variation in the LL value which implies that parameter b1 does not affect the final LL-values too much. This is because the purpose of the first iteration is to provide a more precise gradient but not to generate final estimation result. In contrast, the final LL-values are more sensitive to parameter b2. However, the degree of the sensitivity decreases as R increases. Figure 8 provides empirical examples of the isotropic and anisotropic neighborhoods. Different grey intensities reflect the spatial trends b " s i ð Þ. Properties chosen to form a neighborhood are identified by ▲, while the center property is denoted by ★. Other outside properties are denoted by ♦. Fig. 7 Comparison of log of maximized likelihoods with different radii and parameters (R is the neighborhood radius; b1 denotes parameter b in the diffusivity equation in the first run of iteration, from 1.5 to 46.5 and 5 as interval; b2 denotes the parameter b in the second run of iteration, from 1.5 to 11.5 and 1 as interval. The different likelihood values are sorted firstly by R, then by b1, then by b2, i.e. the first LL-value is generated by R=700, b1=1.5 and b2=1.5, the second by R=700, b1=1.5 and b2=2.5, et cetera, then twelfth LL-value is by R=700, b1=6.5 and b2=1.5, et cetera, then the 111 LL-value is by R= 900, b1=1.5 and b2=1.5, et cetera) 11 The optimal b1 and b2 are selected by iterating the procedure in the given range from 1 to 50 for b1 and from 1 to 12 for b2 and comparing the log-likelihood value. 10 Because we iterate twice and use different neighborhoods in each iteration step to measure the gradient (i.e. a smaller neighborhood in the first run and a larger one in the second run), we have two parameter b: b1 in the first iteration and b2 in the second.
In the isotropic K-NN approach, the selected neighbors for property ★ are located over several regions where b " s i ð Þ differs from −1.4 to −0.4. In contrast, the anisotropic K-NN approach makes the shape of the neighborhood much flatter in the gradient direction. The b " s i ð Þ of the neighbors changes from −1.4 to −1. in the OLS regression are statistically significant except for the "number of rooms" variable, the "number of bedrooms" variable, the "brick siding wall" dummy variable and the " sold in the forth quarter" dummy variable.
In the ISAR model, the "number of bedrooms" variable, the dummy variable "simple siding wall" and the dummy variable "sold in the forth quarter" are statistically insignificant; other variables are significant at a 10% significance level. In the ASAR model, only the variable "number of bedrooms" is statistically insignificant; all other variables are significant at a 10% level. Both spatial dependent matrices in these two spatial models are highly significant.
Spatial autocorrelation models (the ISAR and ASAR models) provide a more logical explanation than the OLS model for the coefficient signs. For example, the coefficients for variable age in OLS regression indicates that for houses under 28 years old, age is positively correlated to the price, which is counterintuitive since the age of such houses is usually negatively correlated to its price. All the significant coefficients in spatial autocorrelation models have reasonable signs. The dependence matrix has a positive coefficient meaning that the spatial structure is positively autocorrelated. Table 3 compares the prediction accuracies under different neighborhood ranges. Mean squared errors (MSE) is used to compare forecasting accuracy by different models (Dubin 1988; Pace and Gilley 1998; Bao and Wan 2004) . For the ASAR model, in-sample MSEs are always smaller than those from ISAR model. At a radius of 2,500 m, the ASAR model can reduce the MSE by 53.38% compared to the OLS model and by 7.53% compared to the ISAR model. Furthermore, the out-of-sample MSE from the ASAR model is 55.38% less than in the OLS model and 12.69% less than in the ISAR model. Similar results hold for other ranges.
BT represents the percentage of times when the squared errors by the ASAR model are less than those of the ISAR model (Basu and Thibodeau 1998) . We found that in most cases the ASAR model yields more accurate estimation results compared with the ISAR model both in-sample and out-of-sample. At a range of 2,500 m, for instance, ASAR in-sample estimations were 57.79% more accurate than ISAR estimations, while out-of-sample predictions were 59.75% more accurate than ISAR predictions.
To further test the ISAR and ASAR models forecasting performances, we use Wilcoxon's (1945) signed-rank test and the Morgan-Granger-Newbold zero correlation test (Granger and Newbold 1977) which are used by Bao and Wan (2004) . In many cases, we found that both tests reject the hypothesis of equal predictive accuracy at a highly significant level for the in-and out-of-sample predictions. a Calculations are based on the neighborhood range of 2,500 m and parameters b1=0.5 and b2=2.5; standard errors are in parentheses; rho is the coefficient of dependence matrix; ML is the log value of maximum likelihood; the OLS model assumes that house prices or corresponding residuals are independent of each other; ISAR is the traditional dependence matrix based on the assumption that the correlation between two comparable properties is a function of distance; ASAR is the SAR model with an anisotropic dependence matrix based on the assumption that the decay of dependence changes both in distance and direction b, c, and d denote significance at the1%, 5% and 10% levels, respectively
Unlike some global anisotropic neighborhood transformation methods, ours is more flexible because it is based on a local coordinate system transformation. Each neighborhood can be transformed differently according to the gradients in each point.
In order to compare our method with the global anisotropic method, we use the geometric anisotropic kriging method (GAKriging).
13 Table 4 shows the forecast accuracy for the OLS method, the isotropic kriging model (kriging), and the GAKriging. GAKriging produces greater MSEs and lower BTs than the isotropic kriging method for in-sample and out-of-sample predictions. In contrast, the ASAR model, when compared with the ISAR model, improves all four indices in most cases. Calculations are based on the neighborhoods with the maximum ten nearest neighbors and minimum two nearest neighbors, but with different radii; R stands for the radius, in meters; MSE is the mean of squared errors; BT is the percentage of times that the squared error in ASAR model is smaller than that in the ISAR model. Both tests are used to determine whether the ASAR model contains significantly more useful information than the ISAR model. Both Wilcoxon's Signed-Rank Test and Morgan-Granger-Newbold Zero Test are used to determine whether the ASAR model contains significantly more useful information than the ISAR model b, c, and d denote significance at the 1%; 5%; and 10% level, respectively 13 The isotropic Kriging method has been applied on housing price spatial correlation analyses by many studies, see Dubin (1998); Basu and Thibodeau (1998); Gillen et al. (2001); Bourassa et al. (2007) . Differently with the spatial econometric approach, which defines the spatial autocorrelation by spatial weight matrix, the Kriging method derives the correlation by semivariogram.
Conclusions
Based on the anisotropic technique in scale-space image processing we propose an approach to modeling anisotropic autocorrelation in house prices. We apply the proposed anisotropic method to a simultaneous autoregressive model with K nearest neighbor kernel. The method can also be used for other spatial econometric models, such as the spatial lag model, the spatial Durbin model, and the general spatial model. It is also easy to pair with other kernel forms, such as a Gaussian kernel and a spherical kernel. The basic steps include gradient estimation, neighborhood transformation, and iteration. In our study, we fitted a database consisting of transaction data from Lucas County, Ohio, to the model. We conducted both isotropic and anisotropic simultaneous autoregressive model using different search radii. In each circumstance, the anisotropic approach yields higher maximized log-likelihood values and reduces both in-sample and out-of-sample MSEs. In most cases, both Wilcoxon's signed-rank test and the Morgan Granger-Newbold test show that the anisotropic model performs substantially better than the standard isotropic model. Taking the results from 2,500 m neighborhood radius, for example, in-sample MSEs are reduced by 7.53% compared with a simultaneous autoregressive model with isotropic weight matrix and by 53.38% compared with an OLS model without spatial considerations. Out-of-sample MSEs are decreased by 55.38% and 12.69%, respectively.
Unlike the isotropic spatial dependence matrix the anisotropic spatial dependence matrix considers both distance and spatial structure information, measured by the direction and strength of the gradient. This is accomplished by two kinds of transformations: first, the shape of the neighborhood is altered from a circle to an ellipse; second, at some locations where the spatial structure develops extremely uneven the radius of the neighborhood is shortened to include fewer neighbors. These two transformations are accomplished automatically and differently at each location according to the gradient. Compared with some global isotropic approaches (e.g. Geometric Anisotropic Kriging), the advantage of our local approach is twofold: First, the method can adapt to local characteristics more flexibly because the neighborhood is transformed differently at each point. Second, parameter estimates and prediction accuracy can be improved to the desired degree by iterating on the spatial dependence matrix without arbitrary choices by the researcher.
The importance of the anisotropic approach also depends on the urban growth pattern. It is difficult to expect a dramatic improvement in each region, especially when the spatial structure develops isotropic or nearly isotropic in each direction. In contrast, when the urban growth pattern has stripes or flow-like structures, e.g. rivers, commercial corridors along with major transportation arteries, a greater enhancement can be expected.
Because the gradient is the direct determinant of the neighborhood transformation it plays an important role in the proposed method. Properties are not usually located symmetrically in a grid, as are points in image processing. So we use an approximate method to avoid solving the non-linear diffusion filtering equation directly.
Future work in this area may want to improve the gradient calculation to better reflect spatial structure changes. Another objective could be to extend the method in the spatial-temporal dimension. Spatial econometric modeling is advantageous for temporal house price autocorrelation analyses. It would be useful to apply the anisotropic method to the temporal dimension in order to improve panel analyses such as those used to construct house price indices.
Gradient Estimation
We first calculate the two-dimensional gradient from the nearest twenty properties to property A using Eq. 5. Table 2a shows spatial changes Δε Aj , distance vectors Δ * D Aj , and the estimated gradients. For example, the gradient from property A to property A1 can be calculated as follows: The difference between the two longitudes is 0.000341 (about 20 m). Because of the small distance the gradient is unusually large while the spatial condition is unlikely to exhibit large changes. If the difference in latitude or Similarly, the distance between properties A and A2 can be recalculated as: The new distances between the twenty properties and property A under the local coordinate system are given in Table 7 , column 5. Comparing the distances under both the geodetic and the local coordinate system, we can observe ordering changes. For example, property 17 is the seventeenth nearest property to property A under the geodetic coordinate system, but it ranks sixth under the local coordinate system.
For the local coordinate system, we can calculate range R′, to determine which properties make up the revised neighborhood, as follows: R 0 ¼ Rϕ ¼ 0:027Â 0:192 ¼ 0:005184. In this case, the nearest ten properties under both the geodetic coordinate system and transformed local coordinate system are with their own range (0.027 and 0.005184, respectively). So ten properties are chosen by both isotropic and anisotropic approach, but they are different ten properties.
