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ABSTRACT
Proton therapy is a rapidly expanding form of cancer treatment. Because protons
have a finite range in matter, this treatment modality allows for a greater degree of
conformality than conventional external beam X-ray therapy. To maximize the inherent
advantages of proton therapy, the range of protons inside the patient must be able to be
predicted with millimetre resolution. In current clinical practice, proton therapy treatment
plans are made with pre-treatment X-ray CT scans of the patient. To convert the X-ray CT
Hounsfield units to proton relative stopping powers, which are required by the treatment
planning software, an empirically derived calibration function is used, which is specific to
each X-ray CT machine. However, because of the different dependence on Z and the Z/A
ratio of X-ray attenuation and proton energy loss, the relationship between Hounsfield
units and relative stopping powers is not unique. This conversion process leads to range
uncertainties at treatment time. A preferable scenario is one in which the relative stopping
power of each patient is reconstructed directly. This is the goal of proton computed
tomography (pCT).
Proton CT was first proposed in the 1960s but a clinical system is yet to be realised.
Difficulties experienced in previous projects included long acquisition times and substandard spatial resolution relative to X-ray CT. The current pCT development project
makes use of advances in high energy physics detector technology and focuses on
generating pCT specific image reconstruction algorithms to counteract the aforementioned
issues. The work presented in this Doctoral Thesis will focus on two aspects of the pCT
development project; image reconstruction and Monte Carlo simulations to aid in the
design of the first generation preclinical system.

The current image reconstruction approach for our pCT concept is to treat
individual proton paths as line integrals through the unknown object. The path of
individual protons are predicted with a most likely path (MLP) formalism, which is
based on spatial measurements made upstream and downstream of the object.
Advances presented in this thesis include a more flexible derivation of the MLP, a
more accurate implementation of the MLP in iterative reconstruction algorithms, the
use of parallel compatible iterative reconstruction algorithms to speed up the image
reconstruction process with parallel processing and the adaptation of other state-of-the-

xv

art image reconstruction principles to the pCT task. Furthermore, Monte Carlo
simulations are presented that have guided the design of the preclinical pCT system.
Finally, suggestions are proposed for the future directions in pCT, both in respect to the
image reconstruction task and the design of the next generation system.

xvi
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1.
1.1

INTRODUCTION

Proton radiation therapy and motivation for proton computed tomography
The use of energetic protons for therapeutic means was first proposed by Robert

Wilson in 1946 [1], while working on the design of the Harvard Cyclotron Laboratory.
Wilson proposed that proton beams would be advantageous for the treatment of deepseated tumours because of the favorable relationship between deposited dose and depth
in the absorbing material. This characteristic of heavy charged particles is known as the
Bragg peak, a phenomenon whereby the maximum dose along a trajectory is deposited
in a peak-like distribution toward the end of the range.
Treatment of patients with protons was first carried out in 1955 at the Lawrence
Berkeley Laboratory (LBL), California [2]. In 1961 the Harvard Cyclotron Laboratory
and Massachusetts General Hospital began a collaboration in the pursuit of proton
therapy. Over the next 41 years, this program refined and expanded the founding
techniques, in particular by introducing Bragg peak treatments. While proton
treatments at LBL used high energy “shoot through” style proton treatments, the
advantage of stopping the proton beam at the distal edge of the tumour was first
realised by the Boston collaboration. During this period patients were also treated at
other research facilities in the U.S.A, Sweden and Russia. However, it was not until
1990 that the first hospital based proton treatment facility was installed at Loma Linda
University Medical Center (LLUMC), California [3]. Since then, an ever expanding
number of hospital based facilities have been established. There are currently 28 proton
therapy centres operating throughout the world; 12 in Europe, the UK and Russia, 8 in
North America, 7 in Asia, and 1 in South Africa [4]. In addition there are 21 facilities
in the planning stage or under construction [5]. By the end of 2008, over 60,000
patients had received proton therapy [4]. The primary factors limiting even further
expansion of proton therapy are construction and running costs, and the size of the
accelerators and beam delivery systems required to treat with up to 250 MeV protons
in a rotating gantry.
To cover an entire tumour volume with a uniform dose, the range of protons
must be modulated and the initial pencil beam must be spread laterally. This 3D
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modulation can be achieved by passive scattering or active scanning means. In a
passive scattering system the energy of the proton beam emerging from the accelerator
is modulated by a rotating wheel of varying thickness. These modulator wheels can be
designed in such a way to produce a plateau high dose region over a specified range.
This dose distribution is known as a spread out Bragg peak (SOBP) (Fig. 1.1). Between
the nozzle exit and the patient surface, a field-specific collimator is used to shape the
field laterally to conform to the target volume and a range compensator is used to
correct for patient surface irregularities, density heterogeneities in the beam path, and
changes in the shape of the distal target volume surface. The lateral spread of the beam
is usually achieved with a double scattering system in which the initial pencil beam is
scattered to a Gaussian distribution and then flattened with a second compensating
scatterer. Passive scattering systems are the most common method used in current
clinical practice.

Figure 1.1. Illustration of the depth-dose advantage of protons over photons. The integral dose
delivered by a single proton field is less than that delivered by a single photon field when
normalized to dose at the centre of the tumour volume. Image taken from [6].

In the active scanning approach, the energy of the proton beam is altered at the
level of the accelerator. The pencil beam is then magnetically guided to cover the
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target volume laterally and vertically. Although active scanning systems are somewhat
more of a technical challenge, a number of advantages over passive scattering systems
exist. A significant factor is that the proton beam traverses fewer components in the
beam line, resulting in more efficient treatments and a reduction of unwanted neutron
dose to the patient. Also, truly 3D intensity modulated proton therapy (IMPT) becomes
possible [7,8,9]. Here, the intensities of individual pencil beams are optimized,
resulting in highly conformal dose distributions. However, more research and
development is required before intensity modulated proton therapy becomes common
place [10,11].
To capitalize on the fundamental properties of proton beams, the distribution of
proton stopping powers within the body must be well known prior to treatment.
Currently, this information is gained from pre-treatment X-ray computed tomography
(CT) scans of the patient. Such a system reconstructs the distribution of photon relative
linear attenuation coefficients, values known as Hounsfield units. To obtain the proton
relative stopping power (RSP) map, the reconstructed Hounsfield units are converted
with an empirically derived calibration curve [12]. The machine dependent calibration
function is calculated by taking an X-ray CT scan of a phantom containing inserts of
known RSP values. However, because of the different dependence on Z and the Z/A
ratio by photon and proton interactions, the relationship between Hounsfield unit and
proton RSP is not unique. This conversion process can lead to range uncertainties of up
to 3% of the proton range [13], resulting in a possible under-dose to the tumour volume
or an over-dose to the surrounding healthy tissue. While more accurate conversion
methods have been proposed [14], a favorable solution is to measure and reconstruct
the proton RSP distribution directly. This is the primary goal of proton computed
tomography (pCT).
1.2

History of proton computed tomography
Computed tomography with heavy charged particles, and protons in particular,

was first proposed as a possible alternative to X-ray CT by Allan Cormack in 1963
[15,16]. Cormack proposed that the variable density of matter with constant chemical
composition could be determined by measuring the energy loss of charged particles in
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the matter. Even at this point, Cormack suggested that the values reconstructed with
charged particle CT would be an important tool in the treatment planning process of
heavy charged particle therapy, where the depth of the Bragg peak must be determined
with a high degree of accuracy.
Mimicking the progression of X-ray imaging, the initial heavy charged particle
imaging studies were of radiographic nature (2D projections). Koehler showed that by
using a stack of parallel sided aluminium plates of a thickness just less than the proton
range, radiographs of much greater contrast could be recorded with protons than that
obtained with X-rays [17]. Subsequently, Steward and Koehler [18,19,20] and others
[21,22] demonstrated that the high contrast images obtained by proton radiography
provided improved imaging of low contrast lesions in human specimens over
conventional X-ray techniques. The high contrast obtained in this energy-loss form of
radiography is a consequence of the sharpness of the Bragg peak.

Figure 1.2. Schematic of the first human trials with charged particle computed tomography at
Lawrence Berkeley Laboratory. Image taken from [23].

A tomographical reconstruction with heavy charged particles was first carried out
by Goitein in 1972 [24]. He employed projection data measured by Lyman with alpha
particles to demonstrate the utility of his least-squares reconstruction algorithm. Later,
in studies by Crowe and colleagues at LBL, it was shown that alpha particle CT had a
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dose advantage over X-ray CT in human head reconstructions [23]. The schematic
design of their system is illustrated in Fig. 1.2. In this system, stacks of scintillating
plates were used to determine the residual energy of the alpha particles.
It was not until 1976 that a prototype proton computed tomography (pCT) system
was constructed by Cormack and Koehler and tested at the Harvard Cyclotron
Laboratory [25]. Their system was based on scanning a radially symmetric Lucite
phantom, containing sugar solution and polystyrene inserts, with a collimated 158
MeV proton beam. The detector system consisted of a scintillator crystal mounted on a
photomultiplier to measure the energy of protons after traversing the phantom. The
radial density profile was reconstructed with Cormack’s line integral theory [15,16].
With this simple system, it was shown that density differences of 0.5% could easily be
distinguished. However, the authors also noted that reconstruction artefacts were
present at boundaries between substances of differing density. It was suggested that
this was the result of a differing degree of multiple Coulomb scattering (MCS) in the
two regions.
Later, Hanson and colleagues published the first 2D tomographical images
generated with protons [26,27,28]. Hanson’s system consisted of a hyperpure
germanium detector (HPGe) and a multiwire proportional chamber (MWPC) to
measure the residual energy and exit position of each exiting proton, respectively.
Collimated 192 and 240 MeV proton beams from the Los Alamos Meson Physics
Facility were used to scan 20 and 30 cm cylindrical phantoms submerged in a water
bath, respectively. The phantoms contained cylindrical inserts of varying density to
quantify contrast resolution. The scanning was achieved by lateral translation of the
phantom across the proton pencil beam and phantom rotation following full translation.
It was found that the pCT scanner could deliver 9 times less average dose than the
contemporary X-ray CT EMI scanner for a given density resolution. The disadvantage
of pCT was found in the lack of spatial resolution. Even with the use of the position
sensitive single particle tracking MWPC to counteract the effects of MCS, a decrease
by a factor of 2−2.5 in comparison to the images generated by the EMI scanner was
quoted. Hanson pointed to the possibility of using curved trajectories as opposed to
straight lines in the reconstruction to improve spatial resolution.
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Hanson and colleagues also went on to carry out pCT scans of biological
specimens with a magnetically scanned pencil beam and the same detector system as
described above [29]. By rebinning individual proton exit positions and using an
iterative peak fitting procedure to assign a mean residual range to each spatial bin, 2D
pCT images of a human heart and brain were generated with the filtered backprojection
reconstruction algorithm. A comparison with two contemporary X-ray CT scanners
reconfirmed the previous findings that, although a superior dose-density resolution
relationship could be achieved with pCT, spatial resolution was degraded.
The development of pCT experienced a hiatus following the work of Hanson and
colleagues. It was not until the expansion of proton therapy in the 1990’s that renewed
interest was placed in proton imaging. Schneider and colleagues at the Paul Scherrer
Institute, Switzerland used a proton radiography apparatus to examine the accuracy of
proton therapy range prediction with X-ray CT methods [30,31,32]. By comparing Xray CT predicted residual proton ranges with those measured by a proton radiography
system, they showed that standard treatment planning procedures in proton therapy
could result in range uncertainties of up to 3% of the proton range [13].
In 2000, Zygmanski and colleagues presented results from a cone-beam pCT
system with the goal of applying the stopping power tomographs to proton therapy
treatment planning [33]. The residual energy detector system consisted of a solid state
intensifying screen viewed by a cooled CCD camera. This planar detector
configuration allowed for fast acquisition and reconstruction of 3D proton RSP maps.
The Feldkamp-Davis-Kress (FDK) [34] cone-beam reconstruction algorithm was used
to obtain the CT voxel data representing proton stopping powers. It was found that the
pCT reconstructed values were closer to real phantom stopping powers than the values
calculated with X-ray CT followed by conversion. However, due to the significant lack
of spatial resolution and large degree of noise, this concept was not pursued further.
In early 2003, a group of high-energy and detector physicists interested in the
development of a pCT scanner met at Brookhaven National Laboratory to discuss the
possibility of pCT hardware development for clinical applications. The development of
this system is the subject of this thesis.
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1.3

Current proton computed tomography concept and design
The concept and design of the pCT system that is the subject of this thesis was

published by Schulte and colleagues in 2004 [35]. The detector system has its origins
in high-energy physics applications. The particle tracking component consists of two
2D sensitive silicon tracking modules upstream and downstream of the patient. This
configuration allows for the measurement of individual proton positions and directions
pre- and post-patient. In the initial prototypes, each 2D sensitive tracking module
consists of orthogonally oriented 1D sensitive single sided silicon strip detectors
(SSD). The residual energy detector is a segmented scintillation crystal calorimeter,
located downstream of the exiting tracking modules. Each crystal is individually
wrapped and coupled with a silicon photodiode. A schematic of the head imaging
system is illustrated in Fig. 1.3.

Figure 1.3. Conceptual design of the proton computed tomography system. Two 2D sensitive
proton tracking modules are positioned pre- and post-patient. A segmented crystal calorimeter
records residual energy. The red outline indicates the components that comprise the first generation
pCT system. Image taken from [36].

Since the detector system is essentially comprised of two separate components,
one for particle tracking and one for residual energy measurement, the image
generation procedure will be described in a corresponding piecewise manner. The
defining characteristic of this pCT system is the use of individual protons in the
reconstruction procedure. That is, line integrals through the image space correspond to
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the paths of individual protons, which are estimated based on measurements made by
the silicon tracking modules. For simple, fast reconstructions, straight line paths may
be used. However, as has been shown by previous pCT studies, such an approach
results in a decrease in spatial resolution [25,27,28,29,33]. A second alternative is to
make use of the measured entry and exit directions and employ a cubic spline
approximation of the proton path. This approach results in better accuracy of path
approximation [37], on average, but also neglects the physical parameters on which
MCS depends. The most accurate approach proposed to date is known as the most
likely path (MLP) approach [38,39,40]. In this method, energy loss of protons is
accounted for as they traverse the object, and material specific parameters are included
in the MCS modelling. The result is a mathematical formalism that allows for the
calculation of the lateral displacement and angular divergence of maximum likelihood
at any given depth in the patient, based purely on the external measurements made by
the silicon tracking modules.
All of the above path estimation methods are easily implemented in 2D
geometry. When carrying out 3D reconstructions, the estimation is achieved by
projecting the 3D path onto two orthogonal planes and calculating the 2D components
separately. This is justified by the fact that the probability distributions of MCS in a
uniform material are isotropic.
Following the path estimation procedure, the integral RSP is calculated from the
residual energy measurements. In the energy range relevant to pCT (20–250 MeV),
proton stopping power is well described by the Bethe-Bloch theory [41]. For protons in
this energy range, the density effect and shell corrections are relatively small [42] and
can therefore be neglected. In this case, the stopping power of a proton of energy E at
spatial location r according to the Bethe-Bloch relationship may be written as
 2
dE
−
( E , r ) = 4π 2 η 2( r )  e
dx
me c β ( E )  4π ε 0





2

  2me c 2 β 2 ( E ) 
 − β
 ln
2
  I ( r ) 1 − β ( E ) 

2



( E) .

(1.1)



Here, me is the electron mass, η is the electron density, β is the proton velocity relative
to the speed of light c, e is the electron charge, ε0 is the permittivity of free space, and I
is the mean excitation potential of the absorber.
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The calculation of integral RSP values requires one important approximation.
The mean excitation potential, I(r), of the inhomogeneous material is assumed to be
constant and equal to that of some reference material. Since depth-dose curves for
treatment planning are usually measured in water, Iwater is the value used in pCT
reconstructions. This approximation is justified by the stopping power’s logarithmic
dependence on I and the fact that I does not vary greatly from Iwater for tissues
encountered within the human body. It has been suggested in other work that this
approximation will result in underestimation and overestimation of the stopping power
values of adipose tissue and compact bone by at most 2%, respectively [43]. However,
for muscle tissue and the majority of other soft tissues, this error will be practically
zero.
Making this approximation allows the RSP to be represented by the relative
electron density only. Now, the spatial distribution of patient stopping powers (Spatient)
can be expressed as
S patient ( E , r ) ≅ η

rel

( r ) S water ( E ) ,

(1.2)

where ηrel is the electron density of the patient at r relative to water, and Swater is the
stopping power of water at proton energy E, which can be calculated from Eq. (1.1)
with the appropriate water parameters. Separating out the spatial and energy dependent
terms, the integral RSP (ρrel) is calculated as

∫

L

ρ

( r ) dr = ∫ Lη rel ( r ) dr = ∫ E

Ein

rel

out

dE

S water ( E )

,

(1.3)

where L is the estimated proton path through the image space, and Ein and Eout are the
proton entry and exit energies to the image space, respectively. While Eout is measured
with a crystal calorimeter, Ein of individual protons must be predicted from calibration
measurements. The accuracy of the prediction depends on the energy spread of the
beam emerging from the accelerator and whether a scattering system is used to
generate a broad beam of protons.
In this manner, the pCT system described is capable of directly reconstructing
proton RSP values and can be directly used by proton treatment planning software.
Also, truly beams-eye-view pre-treatment patient positioning in 3D becomes possible,
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further reducing range uncertainties. Thus, pCT is an important tool in exploiting the
inherent advantages of proton radiation therapy.
1.4

Chapter summary
Proton therapy is an advantageous form of non-invasive radiation therapy as it

allows for a maximum dose to be deposited at depth within the patient and spares
healthy tissue downstream of the target volume. However, there are a number of
factors that introduce uncertainty into the prediction of proton range at treatment time.
One of the major contributing factors is the error introduced by conversion of X-ray
CT Hounsfield units to proton RSP values. This affect alone has been shown to
introduce range uncertainties of up to 3% of the maximum proton range.
Proton CT is an imaging modality that allows for the direct reconstruction of
proton RSP values by means of proton energy loss measurements. Thus, by employing
pCT images in the treatment planning process, the conversion errors mentioned above
are eliminated. While pCT was first proposed over 45 years ago, a clinical system has
yet to be established. The work presented in this thesis is part of a multi-disciplinary
development project to establish a clinical pCT system at the LLUMC Proton
Treatment and Research Center. The key sub-areas to be presented include pCT
specific image reconstruction methods and Monte Carlo simulations to aid in the
design and optimization of the first generation prototype pCT system.
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PART I
IMAGE RECONSTRUCTION IN
PROTON COMPUTED TOMOGRAPHY
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2.
2.1

A COMPACT MOST LIKELY PATH FORMALISM

Introduction
One limiting factor and a major reason for the abandonment of the early

experimental proton computed tomography (pCT) projects mentioned in Section 1.2
was the obvious lack of spatial resolution achievable with pCT in comparison to X-ray
CT. This substandard spatial resolution is related to multiple Coulomb scattering
(MCS) within the imaged object. In MCS the protons interact with the Coulomb fields
of the nuclei in the absorbing material, resulting in many small-angle deflections in the
proton trajectory.
There have been two primary studies in which mathematical formulas were
published that attempted to model the effects of MCS on proton trajectory while
traversing a uniform material. The first, by Schneider and Pedroni [38], was formulated
for analysis of spatial resolution in proton radiography. This formalism, based on the
generalized Fermi-Eyges theory of MCS [44], sought to calculate the most probable
trajectory of protons and its standard deviation at any intermediate depth in an
absorber. The authors considered a scenario in which entry and exit location of the
proton was measured, and expanded the formalism to include the case wherein the exit
direction of the proton was also known. Williams [39], assuming knowledge of entry
and exit position and exit direction, later went on to use χ2 statistics to derive a most
likely path (MLP) formalism, including error envelopes, for pCT application.
The advantage in terms of spatial resolution achievable in pCT reconstructed
images when employing Williams’s MLP formalism in combination with an algebraic
reconstruction algorithm was demonstrated by Li et al. [37]. In this study, Monte Carlo
simulated pCT data was reconstructed with straight line, cubic spline and MLP
estimations of proton paths through the image space. It was shown that submillimeter
spatial resolution could be achieved with the MLP formalism for high contrast objects.
A drawback of Williams’s formalism, however, is that it cannot directly be applied to
scenarios in which only incomplete proton track information, for example, only entry
and exit location but not direction, is available. This was precisely the case we
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encountered when reconstructing images from our small-scale prototype pCT system
in 2007 (see Chapter 8).
The expressions published in the previous articles required evaluation of
complicated ratios of polynomials. Further, the expressions were derived for parallel
beams and needed to be modified to adapt to divergent incident proton beams such as a
fan or cone beam. The more compact, matrix-based most likely path formalism
presented in this Chapter and published in 2008 [40] uses a scattering model similar to
that of Williams but employs Bayesian statistics to determine the lateral displacement
and direction of maximum likelihood at any intermediate depth within a uniform
absorbing material. Using Geant4 simulations in a homogeneous water phantom, we
demonstrated the performance of the formalism by comparing estimated and simulated
proton paths. Further, we demonstrated that the accuracy of the path estimation based
on a Gaussian scattering model can be improved by using appropriate angular and
energy cuts on the proton histories.
2.2

Derivation of the most likely path formalism

Figure 2.1. Scattering geometry in the u-t plane.

The passage of a proton through an object can be described in a semiclassical
manner assuming continuous energy loss and scattering, although some of the
underlying formulas require quantum mechanics for their derivation [45]. Consider a
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lab reference system defined by the external detectors of a pCT scanner. The u-axis
defines the general direction of the proton beam orthogonal to the detector planes and
the t and v axes are parallel to the detector planes. At any given depth u1 measured
along the u-axis, the proton can be characterized by its lateral (t1) and vertical (v1)
coordinates and a lateral and vertical direction characterized by angles θ1 and ϕ1
relative to the u-axis. Since scattering in the lateral and vertical directions can be
considered as two independent statistical processes, one can confine the derivation of
the MLP to one plane, e.g., the u-t plane (Fig. 2.1). In that case, the location and
direction of a proton at any depth u1 is given by the 2D parameter vector,



y= t 1 .
1

(2.1)

Finding the MLP is essentially a maximum likelihood problem, which can be
solved within the Bayesian framework. The MLP solution estimates the most likely
parameters of a model describing the path (location and direction) of a proton through
an object given what is known about the proton from exterior measurements. This can
be further developed by including what is known about the object to be reconstructed
starting from the prior assumption of an object of water density uniformly filling the
reconstruction space and updating the knowledge about the object during iterative steps
of the reconstruction. The latter, however, will not be the subject of the current article,
as we will maintain the initial assumption of a homogeneous object of water density.
In Bayesian terminology, we have a prior likelihood of finding the proton with a
parameter vector y1 at depth u1 given some knowledge of the proton before it enters the
reconstruction volume, L(y1 | entry data), a likelihood of finding the proton with
available exit information given y1 at depth u1, L(exit data | y1), and a posterior
likelihood that the proton had parameters y1 at depth u1 given the observed exit
information, L(y1 | exit data). According to Bayes’ theorem [46], the prior and posterior
likelihood are then related as
L  y 1∣exit data = L  exit data∣ y 1  L  y 1∣entry data  .

(2.2)

The most likely location and direction in short, the MLP, can then be derived by
finding the vector y1 that maximizes the posterior likelihood, thus,
L  y 1= y mlp∣exit data =max ,

(2.3)
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or

 

∇ L  y1∣exit data = ∂ t 1 L  y1∣exit data ∣y = y = 0 .
0
∂1
1

mlp



(2.4)

Scattering of a proton in a medium is well described by Moliere’s theory [47],
however, for the purpose of the MLP derivation, it is sufficient to use the Gaussian
approximation of the generalized Fermi-Eyges theory of MCS [44], which is an
extension of Fermi’s original MCS theory [45]. This may be justified by the fact that
large-angle scattering events arising both from elastic and nonelastic nuclear
interactions, which lead to a non-Gaussian tail of the probability density functions, can
be excluded by appropriate data cuts. This process eliminates events with a large
relative exit angle, displacements, and/or energy losses. The validity of this assumption
was investigated as part of the ensuing simulation work (see Section 2.4).
First, we start with the general form of the likelihood functions involved in
proton MCS, assuming that a proton enters the reconstruction volume at u0 with zero
lateral displacement t0 = 0 and parallel to the u-axis θ0 = 0. In the generalized FermiEyges theory of MCS [44], the prior likelihood density function of the parameter
vector y1 given the entry information can be described by a bivariate Gaussian, which
can be written in compact matrix notation as


 0 
 1

L y1 | y 0 =    = exp − y1T Σ 1− 1 y1  .
 2

 0 


(2.5)

Here, Σ1−1 is the inverse of the symmetric positive definite scattering matrix whose
elements correspond to the variances and covariances of t1 and θ1 acquired between u0
and u1,
 σ t21
Σ1 =  2
 σ tθ
 11

σ t21θ 1 
.
σ θ21 

(2.6)

The elements of the scattering matrix can be calculated from Eqs. (2.7)–(2.9)
(presented below) and depend on the depth of the proton, taking energy loss into
account. These equations, without the logarithmic term, were introduced by Eyges
[44], who solved Fermi’s original MCS theory [45] for particles undergoing a
significant energy loss. Later, Highland [48] went on to add a logarithmic thickness-
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dependent correction factor, although his model neglected energy loss and therefore
did not contain integrals. The constants used in Eqs. (2.7)–(2.9) are based on the
refinement of Highland’s model by Lynch and Dahl [49]. We followed the suggestion
of Gottschalk and colleagues [50] (see their Eq. (29)) to extract the logarithmic
correction factor out of the integrand. This model was recently shown by Safai and
colleagues [51] to accurately describe the lateral profile of collimated and non
collimated proton beams in water when compared to measurements.
In Eqs. (2.7)–(2.9), the terms β(u) and p(u) are the velocity relative to the speed
of light c and the momentum of the proton at depth u, respectively, and the empirical
constants E0=13.6 MeV/c and 0.038 were introduced by Lynch and Dahl [49]. The
quantity X0 is the radiation length, which is a constant for a given material. Here, we
will assume that the scattering object consists of water, for which X0=36.1 cm.
u −u 
0.038 ln 1 0 
X0 

2

=


E02  1 +

u −u 
0.038 ln 1 0 
X0 

2

=


E02  1 +

σ

2
(u , u )
t1 0 1

σ

2
(u , u )
θ1 0 1

σ

2
(u , u )
t1θ 1 0 1





=


E02  1 +


u −u 
0.038 ln 1 0 
X0 

u1

( u1 − u ) 2

du

u1

1

du

∫ u0 β 2 (u) p 2 (u) X 0
∫ u0 β 2 (u) p 2 (u) X 0
2

u1

u −u

du

∫ u0 β 2 (u1) p 2 (u ) X 0

(2.7)

(2.8)

(2.9)

Let us consider the ideal case that both complete entry information, i.e., lateral
coordinate t0 and angle θ0 at entry depth u0, and complete exit information, i.e., lateral
coordinate t2 and angle θ2 at the exit depth u2 have been measured. To simplify the
MLP derivation, we will make certain small-angle approximations. In particular, by
assuming that the entry angle θ0 is relatively small, i.e., a few degrees, which is
realistic for typical pCT entry geometries, we may make use of the small angle
approximations; sin θ0 ≈ 0 and cos θ0 ≈ 1.
In order to use the standard form of the Gaussian likelihood given by Eq. (2.5),
we change the local coordinate system of the incoming proton according to the location
and orientation of the proton path at the entry depth u0. In doing so we arrive at an
expression for the rotated 2D parameter vector y1 given by
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y1' = y1 − R0 y 0 ,

(2.10)

 1 u1 − u 0 
.
R0 = 
1 
0

(2.11)

where

With this notation, we can define the prior likelihood of y1 given y0 as

 1

L( y1 | y 0 ) = exp − ( y1T − y 0T R0T )Σ 1− 1 ( y1 − R0 y 0 )  .
 2


(2.12)

Note that an analogous expression, although not in compact matrix form, was derived
by Jette and colleagues [52] and applied to electrons undergoing MCS.
It is straightforward to apply the same principle to obtain the likelihood of the
exit parameter vector y2 at depth u2 given y1 at depth u1. Now, justified by the small
angle approximation of MCS, which limits the angle θ1 to a few degrees, we can define
the prior likelihood of y2 given y1 as

(

)

 1

L( y2 | y1 ) = exp − y2T − y1T R1T Σ −21 ( y2 − R1 y1 )  ,
 2


(2.13)

 1 u 2 − u1 
,
R1 = 
1 
0

(2.14)

where

and Σ

−1
2

is the inverse of the positive definite scattering matrix whose elements

correspond to the variances and covariances of t2 and θ2 acquired between u1 and u2. In
this case, the scattering elements may be calculated from Eq.’s (2.16)–(2.18).

 σ t22
Σ2=  2
σ tθ
 22
σ

2
(u ,u )
t2 1 2

σ

2
(u ,u )
θ2 1 2

σ t22θ 2 

σ θ22 

(2.15)
u −u 
0.038 ln 2 1 
X0 

2

=


E02  1 +

u −u 
0.038 ln 2 1 
X0 

2

=


E02  1 +





u2

∫ u1

u2

∫ u1

( u2 − u ) 2

du
β (u ) p (u ) X 0
2

2

1

du
β (u ) p (u ) X 0
2

2

(2.16)

(2.17)

18

σ

2
(u ,u )
t 2θ 2 1 2

=


E02  1 +


u −u 
0.038 ln 2 1 
X0 

2

u2

∫ u1

u2 − u

du
β (u ) p (u ) X 0
2

2

(2.18)

We can now define the posterior likelihood of y1 by combining Eq’s. (2.12) and
(2.13) according to Eq. (2.2).

((
(
)

)
)

 1 T
y1 − y0T R0T Σ 1− 1 ( y1 − R0 y0 ) +
−
L( y1 | y2 ) = exp 2

y2T − y1T R1T Σ −21 ( y2 − R1 y1 )


(

≡ exp − χ

)







(2.19)

2

(2.20)

To derive the MLP, we find the y1 that minimizes χ2. First we write

χ2=

=

[(
(

)
)

1 T
y1 − y0T R0T Σ 1− 1 ( y1 − R0 y0 ) +
2
y2T − y1T R1T Σ −21 ( y2 − R1 y1 )

(2.21)

]

[

1 T −1
y1 Σ 1 y1 − 2 y0T R0T Σ 1− 1 y1 + y0T R0T Σ 1− 1R0 y0 +
2
.
T −1
T T −1
T T −1
y2 Σ 2 y2 − 2 y1 R1 Σ 2 y2 + y1 R1 Σ 2 R1 y1

]

(2.22)

Carrying out the differentiation of χ2 with respect to t1 and θ1 results in

(

)

∇ χ 2 = Σ 1− 1 + R1T Σ −21R1 y1 − Σ 1− 1R0 y0 − R1T Σ −21 y2 .

(2.23)

Setting this to zero and solving for y1, we obtain the following compact maximum
likelihood proton path formula:

(

ymlp = Σ 1− 1 + R1T Σ −21R1

)− 1(Σ 1− 1R0 y0 + R1T Σ −21 y2 ) .

(2.24)

A major advantage of the use of the Gaussian approximation of MCS is that the
distribution of possible trajectories at a given depth may also be calculated. The
inclusion of this error envelope may be an important tool for image reconstruction in
pCT. Possible uses that have been suggested include an algorithm that integrates the
trajectory likelihood over the volume of each voxel near the proton trajectory or
weighting the contribution of a proton trajectory to a voxel solution by some function
of the distance, in relative units of standard deviations, the center of the voxel lies from
the trajectory [39].
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The combined t1 and θ1 2D Gaussian trajectory distribution can be described by
the error matrix εij, calculated from the inverse of the curvature matrix αij;

α ij ≡

1 ∂ 2χ 2
,
2 ∂ t1∂ θ 1

(2.25)

where
∂ 2χ 2
= Σ 1− 1 + R1T Σ −21R1 .
∂ t1∂ θ 1

(2.26)

The error matrix is then found from the inverse of t  .
1

ε t1θ 1 ( u1 ) = 2( Σ 1− 1 + R1T Σ −21 R1 )

1

−1

(2.27)

The element in the first row and first column of ε t1θ 1 ( u1 ) will return the variance in the
lateral displacement at depth u1.
2.3

Geant4 simulations
In order to calculate the elements of the scattering matrices (Eq’s. (2.7)–(2.9)

and (2.16)–(2.18)), one requires knowledge of how the proton loses energy with depth
in a material. In particular we require
1

β 2 ( u) p2 ( u)

=

( E( u ) + E p )2 c2
.
( E( u ) + 2E p )2 E 2 ( u )

(2.28)

In Eq. (2.28), β is the velocity of the proton relative to the speed of light c, p is the
momentum, E(u) is the depth-dependent kinetic energy, and Ep = 938.272 MeV/c2 is
the proton rest energy. For this section, a simple Geant4 [53] simulation was carried
out with a 200 MeV mono-energetic proton pencil beam incident on a 20 cm thick
water absorber. The mean value of 1/β2p2 of the protons was recorded in 5 mm
intervals through the absorber. A fifth-degree polynomial was fit to this data to provide
a 1/β2(u)p2(u) function (Eq. (2.29)) as suggested by Williams [39]. Approximating
1/β2(u)p2(u) with a polynomial allows for an explicit evaluation of the integral form of
the scattering elements, avoiding the use of numerical integration methods.
1

β

2

(u) p (u)
2

= a0 + a1u + a2u 2 + a3u 3 + a4u 4 + a5u 5

(2.29)
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The coefficients of the fifth degree polynomial fit to 1/β2(u)p2(u) derived from the
Geant4 data are listed in Table 2.1.
Table 2.1. Results of the polynomial fit to the average value of 1/ β2(u)p2(u). The units are c2/MeV2
divided by appropriate powers of cm.

Coefficients Values
a0
7.457 × 10-6
a1
4.548 × 10-7
a2
-5.777 × 10-8
a3
1.301 × 10-8
a4
-9.228 × 10-10
a5
2.687 × 10-11
In order to study the performance of Eq. (2.24) as an MLP formula, the Monte
Carlo proton tracks of a Geant4 simulation were compared to the output of the derived
MLP. Simulating clinical pCT conditions, a mono-energetic, uniformly distributed
proton fan beam of 200 MeV was incident on a 20 cm water cube. As mentioned
above, since scattering in the lateral and vertical direction can be considered as two
independent statistical processes, beam divergence was fixed to the u-t plane (Fig. 2.2).
Sensitive volumes were installed at the entry and exit faces of the cube and at 5 mm
intervals throughout the cube to record the projection of the displacement and angle of
the 3D Monte Carlo tracks onto the u-t plane for each proton history. Proton energy
was also recorded at the exit face.

Figure 2.2. Geometry of the Geant4 simulation. The incident beam has no width in the u-v plane
and a uniform fan distribution in the u-t plane.
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The simulations were carried out based on the Geant4 multiple scattering model,
low energy hadronic ionizations, low energy hadronic elastic collisions, and ICRU
based low energy inelastic collision models. The first 3000 protons to completely
traverse the cube were recorded for analysis. As well as recording proton position,
direction and energy, the Geant4 toolkit also allowed for an identification of protons
that underwent a nuclear collision (elastic or inelastic) at any stage through the object.
Following the simulation, the mean and standard deviation ( σ) of the relative
exit angle (difference between proton exit and entry angle) and exit energy of the
recorded histories were calculated. This allowed for the implementation of 3 σ data cuts
where protons having a relative exit angle or exit energy lying more than 3 σ from the
respective means were eliminated. The effect of these cuts on MLP performance was
investigated.

Figure 2.3. Examples of off axis oblique Monte Carlo proton tracks (bold) and MLP output (solid
line) with associated 2 (dash-dash-dash) and 3 σ (dash-dot-dash) error envelopes. The top two
Monte Carlo tracks underwent MCS only and lie completely within the error envelopes. The
bottom example shows a proton that underwent an elastic nuclear collision and falls outside both
error envelopes.
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2.4

Results
Figure 2.3 demonstrates three example proton Monte Carlo tracks in water

obtained from Geant4, as well as the MLP (Eq. (2.24)) with associated error envelopes
(Eq. (2.27)). Figures 2.3 (a) and (b) illustrate how the MLP smooths out the many
individual small-angle scattering events. Figure 2.3 (c) gives an example of a history
that underwent an elastic nuclear collision. The effect of such an event on path
accuracy is evident. Note that the examples in Fig. 2.3 were generated with protons
initially inclined to the u-axis.

Figure 2.4. Root mean square (RMS) error in lateral displacement in the u-t plane between the path
approximation formula and associated Monte Carlo track as a function of depth in water for 3000
Geant4 proton histories. Error bars were not included for the RMS multiple scattering and cuts
plots, as the errors were negligible.

A plot of the root mean square (rms) error in lateral displacement as a function of
depth in water for the 3000 proton histories analyzed can be seen in Fig. 2.4. The three
plots illustrate the effect of the analyzed nuclear collision events (>99% of which are
elastic collisions) on the overall accuracy of the derived formula. Recall that Eq. (2.24)
was formulated assuming a Gaussian distribution of MCS and as such will only be
accurate for events that undergo small-angle MCS. Thus, in order to minimize the
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effect of elastic nuclear collisions and large-angle MCS events in pCT image
reconstruction, 3σ cuts on the relative exit angle should be performed. Further, in a
clinical pCT system, secondary protons may be generated within the imaged object
through inelastic nuclear collisions. In order to eliminate these and the primary protons
taking part in the reaction, 3σ cuts on the exit energy should also be performed to
maximize density resolution [43]. The best practically achievable plot, obtained by
performing these cuts, was found to display a maximum rms error of approximately
0.55 mm at the center of the water object.
Table 2.2. Summary of the effect of applying various cuts on the MLP performance. Note that if at
any stage through the water cube a track was found to have a greater error than the width of a
σMLP envelope, it was identified as falling outside the error envelope.

Type of Cut

2σMLP
Envelope
Width
3σMLP

None
3σ Exit Energy
3σ Relative Exit Angle
3σ Exit Energy & 3σ
Relative Exit Angle
None
3σ Exit Energy
3σ Relative Exit Angle
3σ Exit Energy & 3σ
Relative Exit Angle

% of Tracks Lying Outside σMLP
Envelope After Applying Cut
13.47
10.79
6.52
6.38
8.47
5.88
1.89
1.87

The effect of the aforementioned cuts on MLP performance is also demonstrated
in Table 2.2. Because a Gaussian approximation of MCS was utilized, it would be
expected that ~1% and 5% of events would fall outside the 3 σMLP and 2σMLP error
envelopes respectively if only small-angle scattering events were recorded. However,
because nuclear collision events were also included in the simulation and a nonGaussian model of MCS is employed in Geant4, values of 8.47% and 13.47% were
found for these quantities respectively if no cuts were performed. If 3 σ cuts on the
relative exit angle and exit energy are used, eliminating the majority of the large-angle
scattering events, these values are reduced to 1.87% and 6.38%, much closer to the
expected ~1% and 5%. Table 2.2 also demonstrates that the majority of events lying
outside the error envelopes are eliminated by the relative exit angle cut and not greatly
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improved by the exit energy cut. As already mentioned, the energy cuts are necessary,
however, for optimal density resolution in pCT.
2.5

Discussion
A new formalism for deriving the MLP of a charged particle in a uniform

material within the Bayesian maximum likelihood framework has been proposed. The
MLP formula derived in this work was applied to scenarios where the position and
direction of each proton at the entry and exit planes is known, but a case with more
restricted information is presented in Chapter 8. The simulation toolkit Geant4 was
used to compare Monte Carlo proton tracks to the output of the derived MLP
expression. It was found that the new formalism could predict the Monte Carlo paths
based on the entry and exit information to within 0.6 mm on average when applying
3σ cuts on the relative exit angle of the protons. Such cuts were found to eliminate the
majority of events that did not conform to the Gaussian approximation of MCS
employed in the derivation (i.e., nuclear collisions or large-angle MCS) and thus
improve the path approximation accuracy. Eliminating these events is advantageous for
pCT image reconstruction purposes where the greatest spatial resolution will be
achieved when proton path approximation is at its most accurate. Additional 3σ cuts on
exit energy only slightly improved the performance of the formalism; however, these
cuts are valuable to properly reconstruct the relative stopping power integrated along
the proton path [43].
From the plots in Fig. 2.4 it can be seen that the largest error in path
approximation, on average, occurs downstream from the centre of the object as
previously described by Schneider and Pedroni [38]. This suggests that pCT images
will exhibit less spatial resolution in the paracentral region of the image. Application of
the standard deviation of the proton displacement around the MLP, which can be
derived from the error matrix (Eq. (2.27)), may prove advantageous in dealing with
this. In present reconstruction work [37,54,55], the proton path is assumed to be
deterministic. That is, the voxel is either intersected or it is not. By using a probability
rather than a deterministic value, an improvement in spatial resolution at depth in pCT
images may be achieved.
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The Bayesian formulation with compact matrix formulation presented in this
work is also applicable to incomplete track information. In Chapter 8, we present an
example where the proton direction at the exit plane is unknown and the proton
direction in the entry plane is approximately inferred from knowledge of the beam
divergence. Using the likelihood formulation of the MLP, it is straightforward to
derive the case-specific MLP. This approach was adopted for a small-scale cone beam
prototype pCT system developed at Loma Linda University Medical Center (LLUMC),
California. The prototype system featured only two 2D sensitive tracking modules,
limiting the information available about proton trajectories [56].
Throughout this work it has been assumed that the reconstruction space between
the detector planes is filled by an object of water density. In clinical pCT situations,
however, there will be an air gap up to a few 10’s of centimeters between patient and
position sensitive detectors. Our current approach to dealing with this issue is to carry
out a fast initial reconstruction estimate, assuming a straight line proton path, and use
edge-detection filters to determine the object boundary. Using this information, the
MLP calculation can be subdivided in following cycles. The first and last sections of
the proton path (outside the object) would use a straight line proton path with
negligible energy loss while the intermediate section (inside the object) would make
use of Eq. (2.24).
Furthermore, simulations presented here have only considered scattering in
homogeneous water while, in real pCT cases, the object to be imaged will be of an
initially unknown inhomogeneous composition. This can be dealt with in a manner
similar to the air gap issue described above. Once again, iteratively updated
information about the density distribution of the object after complete iterations in the
reconstruction process can be used to iteratively update the MLP calculation
parameters. This implies a large computational effort that needs to be addressed both
on the software and hardware level.
2.6

Chapter summary
A new formalism for calculating the proton path of maximum likelihood for

application in pCT image reconstruction has been proposed and presented [40]. The
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matrix-based formalism is mathematically equivalent to the previously presented MLP
formalisms of Schneider and Pedroni [38] and Williams [39] but is more compact,
independent of incident beam geometry, and can be adapted to different pCT detector
configurations. In a homogeneous 20 cm water cube, the method was found to be able
to predict the Monte Carlo tracks of 200 MeV protons to within 0.6 mm on average
when employing 3σ cuts on the relative exit angle and exit energy. These cuts were
found to eliminate the majority of events not conforming to the Gaussian model of
MCS used in the MLP derivation. The following chapter will address implementation
of the MLP in the algebraic reconstruction technique.
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3.
3.1

A MORE ACCURATE RECONSTRUCTION SYSTEM MATRIX FOR
QUANTITATIVE PROTON COMPUTED TOMOGRAPHY
Introduction
As was discussed in the previous Chapter, superior spatial resolution can be

achieved in proton computed tomography (pCT) image reconstruction when multiple
Coulomb scattering (MCS) is accounted for in the line integral calculation. In our case,
this is done with the most likely path (MLP) formalism presented in Chapter 2 and
[40]. To implement the MLP, flexible reconstruction algorithms capable of
accommodating non linear paths are required. It has been found that the algebraic
reconstruction technique (ART) [57] is a favourable candidate for this purpose [37].
ART belongs to the class of iterative projection methods, which can be used to solve a
linear system of equations of the form
Ax = b .

(3.1)

i
In pCT applications, the system matrix A is an n×m matrix whose elements a j

correspond to the length of intersection (chord length) of the i-th proton history’s path
with the j-th voxel, x is the unknown m-dimensional image vector, and b is the ndimensional vector, whose elements bi correspond to the integral relative stopping
power (RSP) measured along the i-th proton path (Eq. (1.3)). In realistic pCT
reconstructions, the system of equations will be inconsistent and the matrix A large and
sparse.
In X-ray CT, the chord lengths of rays with individual pixels can be relatively
easily calculated due to the straight line nature of the radiation [58]. This is not the case
in pCT, where MCS deflects the proton path from a straight line. The previous
approach to calculating chord lengths in pCT reconstructions with the MLP has been to
step through the image space in half pixel step lengths and determine which pixels
were intersected. These pixels are assigned constant chord lengths, equal to the pixel
size, while pixels that are not intersected are assigned a value of zero. We have
observed that images reconstructed with this assumption underestimated the RSP of the
imaged object by up to 13% when reconstructing with ART (unpublished data).
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In this Chapter (presented also in [54]), two methods are described for
determining the elements of the system matrix A more accurately. In the first method,
exact chord lengths are calculated by joining MLP step-points with straight line
segments. In the second method, an analytical description of the mean chord length for
a given proton path-reconstruction grid orientation is used to assign elements of the
system matrix. The potential advantages of these approaches in quantitative pCT
imaging are investigated by reconstructing a Monte Carlo generated pCT data set with
the ART algorithm. An assessment of the most valuable method is made, based on
quantitative image quality and reconstruction time.
3.2

Implementation of the most likely path formalism
To accurately account for MCS in the image space, the shape and location of the

imaged object must be known. For simple convex objects, this may be done by starting
with an image matrix composed entirely of 1's, carrying out a straight line
backprojection with only those proton paths in which an energy loss below a certain
threshold was recorded, and assigning those voxels that were intersected a value of 0.
This results in an image matrix with 0's outside the object and 1's inside [59]. For more
complex objects with concavities, one may first do a reconstruction with a fast
transform method that assumes straight line proton paths, and then employ an edge
detection filter to locate the object boundary. This is the method we have chosen to
work with.
Thus, before the iterative reconstruction method is initiated, the data is rebinned
to conform to a regular sinogram. The rebinning is achieved by forward- and
backprojecting the measured entry and exit proton directions to a cylinder bounding
the image reconstruction space, and assuming a straight line between these points (see
Chapter 6 for illustrations and greater detail). Once all proton histories have been
assigned to a sinogram bin, the 3σ cuts on relative exit angle and exit energy are
calculated for each bin, for reasons described in Chapter 2. The filtered backprojection
(FBP) algorithm is then used with the Ram-Lak [60] convolution to reconstruct the
data. Finally, a common edge detection filter [61] is convoluted with the FBPreconstructed image to determine the object boundary location. For boundaries with
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steep density differences, such as an air-tissue interface, this method has been found to
achieve submillimeter resolution.
Once the object boundary has been determined, the iterative reconstruction with
MLP subroutine may commence. Now, by forward and backprojecting along the
measured entry and exit directions, a decision is made whether to use a straight line
path or the MLP. If the projected rays are found to intersect the object, the MLP is
calculated in between the points of intersection (u0, t0) and (u2, t2) and straight lines are
used outside the object (see Fig. 3.1). If the projected ray never intersects the object, a
straight line is used for the entire path calculation.
To implement the MLP, the reconstruction algorithm steps through the image
space in half-pixel increments along u, assuming a 0 degree projection angle. At each
point, the MLP is calculated with Eq. (2.24) and subsequently rotated by the current
projection angle. The corresponding pixel or voxel number is then recorded and
assigned a chord length. Only 2D reconstructions will be presented in this Chapter. To
reconstruct 3D images, the above procedure may be applied, with an additional MLP
calculation in the perpendicular plane. A conceptual illustration of the MLP calculation
is shown in Fig. 3.1.

Figure 3.1. Conceptual illustration of the MLP formalism. The bold line represents the MLP while
the faint line corresponds to a proton undergoing exaggerated multiple Coulomb scattering.
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3.3

Exact chord length approach
To calculate exact chord lengths with the MLP procedure, discrete step-points

were joined with straight line segments. In this work we set the step size to be equal to
half the pixel size, to ensure that in each step we either stay within the same pixel, or
move into one of the surrounding eight pixels. If the new step-point was in the same
pixel as the previous step, the Euclidian distance between the points was added to the
chord length of the current pixel.
If the new step-point was in one of the surrounding pixels that shares a boundary
with the previous pixel, only one line of the reconstruction grid was crossed during the
step. In this case the point of intersection of the straight line joining the step-points and
the appropriate grid line was calculated. The distance between the point of intersection
and each step-point was added to the corresponding pixel chord length.
If the new step-point was in one of the surrounding pixels that share only a
vertex with the previous pixel, two reconstruction grid lines were crossed during the
step. In this case, the straight line joining the MLP step-points was simultaneously
solved with both of the grid lines forming the vertex of interest. These intersection
points were used to calculate the chord lengths to be added to the previous and current
pixel accordingly. Also, the distance between the intersection points was assigned to
the intermediate pixel that was missed by the MLP stepping procedure.
3.4

Effective mean chord length approach
Calculation

of

individual

step-points

with

the

MLP

formalism

is

computationally expensive. To calculate exact chord lengths, a series of decisions and
calculations must be made at each step-point, adding to the pCT reconstruction time.
We propose here a method that assigns a single chord length to all pixel intersections
along a given proton path, speeding up the reconstruction. This approach is based on
the assumption that a large number of protons will traverse the image grid with a given
orientation and have a uniform spatial distribution. In this case, deterministic proton
path-pixel intersections can be treated in a statistical manner. In this section we derive
the effective mean chord length function that describes this scenario, while taking the
discrete stepping nature of the MLP into account.
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While the majority of pixel intersections will be detected by the MLP
calculation (i.e., when a step-point occurs within the given pixel), the discrete stepping
nature means that some pixel intersections will be undetected. The effective mean
chord length combines these two components. Firstly, to account for the pixel
intersections that are detected by the MLP stepping process, we calculated the mean
detected chord length. By considering a single representative pixel, this quantity was
found by taking an average over all possible chord lengths for a given path-pixel
orientation, weighted by the probability that a step-point is registered along a given
chord.
Secondly, to account for the undetected chords in the overall proton path length
through the image space, a correction term was added to the mean detected chord
length. This correction term is composed of the mean undetected chord length
weighted by the probability that a step-point does not occur inside a pixel. Combining
these, the effective mean chord length is given as
∆
Here, ∆

eff

(θ ) =

eff

∆

d

(θ ) +

pu (θ ) ∆ u (θ ) .

is the effective mean chord length, ∆

(3.2)
d

is the mean detected chord length,

pu is the probability that a step-point will not occur inside a pixel, and ∆

u

is the mean

undetected chord length. These variables are a function of the path orientation relative
to the reconstruction grid, described by the angle θ.
The explicit form of the effective mean chord length as a function of proton path
orientation relative to the reconstruction grid (θ) is derived in Appendix A and given as
∆ eff =

( s / l ) 2 sin 2θ − 6
( s / l ) 2 sin 2θ 
l

+
3  ( s / l ) sin 2θ − 2( cosθ + sin θ ) 2( cosθ + sin θ ) 

for 0 ≤ θ ≤ 90 . (3.3)

Here, l is the pixel size and s is the step size. Due to symmetry of the square
reconstruction grid, any path orientation can be rewritten as an angle between 0 and 90
degrees. In this work, a step size equal to half the pixel size was used. The effective
mean chord length as a function of rotation angle is shown in Fig. 3.2.
To simplify the formalism, θ was taken to be the angle of the straight line
joining the entry and exit points of the proton to the reconstruction area, relative to the
positive x-axis of the reconstruction grid.
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Figure 3.2. Plot of the derived effective mean chord length as a function of pixel rotation angle.
Plot was calculated with a step size equal to half the pixel size.

3.5

Monte Carlo proton CT simulations
To investigate the application of the different chord length approaches to

reconstructed images, a Geant4 [53] simulation was carried out for a realistic pCT
system, consisting of four proton tracking planes and a crystal calorimeter (Fig. 3.3).
The incident proton beam consisted of a 200 MeV monoenergetic 2D parallel
geometry. The 30 × 30 × 0.04 cm 3 2D sensitive silicon tracking planes were assigned a
spatial resolution of 100 µm. The calorimeter detector was a cesium iodide (CsI) 32 ×
32 × 10 cm3 rectangular prism with perfect energy resolution, i.e., sources of detector
noise were neglected.
A cylindrical phantom with an elliptical cross-section, based on the head
phantom design of Herman [62], was located at the centre of the imaging system. The
major axis of the phantom cross-section was set to 17.25 cm and the minor axis to 13
cm. A cross-section of the phantom can be seen in Fig 3.4 a). The bone and bulk brain
regions were assigned a density and chemical composition corresponding to cranial
bone and brain respectively, according to the International Commission on Radiation
Protection Report 23 [63]. The ventricular regions (corresponding to cerebro-spinal
fluid) were assigned the chemical composition of water. All other structures had the
chemical composition of brain but different densities.
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Figure 3.3. Schematic of the Geant4 simulation geometry used to model an ideal pCT system.

The Geant4 standard model for hadronic ionization was implemented with
dE/dx values being calculated in 2000 bins ranging from 1 keV to 500 MeV, as
suggested in previous simulation work [64]. Elastic and inelastic nuclear collisions
were also enabled. The first 20,000 proton histories to traverse the system and deposit
energy in the CsI scintillator in each projection angle were recorded. A total of 180
projection angles at 2 degree intervals were carried out.
3.6

Image reconstruction and analysis
The algorithmic structure of ART may be written as
x

k+1

= x + λ
k

bi − a i , x k
a

i 2

ai .

(3.4)

Here, k is the iteration index, xk and xk+1 are the current and updated image estimates
respectively, ai is the i-th row vector of A, bi is as described above and λ is a user
determined relaxation parameter. A constant value of λ = 0.002 was used here, based
on previous experience. For a given reconstruction, 10 ART cycles were carried out,
where a cycle refers to a complete execution of Eq. (3.4) for all proton indices i.
In this work, the analysis of image quality focused on quantitative accuracy of
RSP values, as these values are most important for the accuracy of proton treatment
dose calculations. To compare reconstructed RSP values with actual values, the energy
dependent phantom RSP was converted to a mean RSP defined by
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Here, ηe,m and Im are the electron density relative to water and mean excitation energy
of the pixel, respectively. Note that over the energy range ∆E = 200-10 MeV the
integrand varies only slowly with energy.
The relative error (Eq. (3.6)) of the reconstructed images after each cycle was
calculated and used as a means of image quality evaluation.

εn =

∑

j

x 'j − x nj / ∑ x 'j
j

(3.6)

Here, x’j is the RSP in pixel j of the phantom and xnj is the reconstructed RSP in pixel j
after n cycles.
3.7

Results

Figure 3.4. a) The Herman head phantom. Reconstructed images corresponding to the cycle of
minimum relative error with b) constant chord length, c) exact chord length and d) effective mean
chord length.
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The RSP images of smallest relative error within 10 ART cycles are shown in
Fig. 3.4. Images reconstructed with a constant chord length equal to the pixel size (Fig.
3.4 b), with an exact chord length (Fig. 3.4 c), and mean effective chord length (Fig.
3.4 d) are compared to the original phantom (Fig. 3.4 a). When the exact chord length
or effective mean chord length approaches are used, image noise is considerably
reduced.
Histograms of the RSP values in the phantom and reconstructed images are
shown in Fig. 3.5. The various anatomical regions (brain, bone, etc.) appear as peaks,
which are broadened in the reconstructed images. When a constant chord length is
used, the RSP values of all regions are systematically underestimated. Much closer
agreement between the phantom and reconstructed values can be seen when an exact
chord length or effective mean chord length method is used.

Figure 3.5. Distribution of reconstructed relative stopping powers with constant chord length, exact
chord length, and effective mean chord lengths.

The peaks of the reconstructed brain and bone regions in Fig. 3.5 were fitted
with a Gaussian function to quantify the accuracy of the various reconstruction
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approaches. The results are shown in Table 3.1. The constant chord length approach
displayed an approximate 10% underestimation of both brain and bone regions. This
was reduced to 0.4% underestimation of brain and 0.4% overestimation of bone RSP
values when an exact chord length was used. The effective mean chord length
approach displayed a brain peak position equivalent to the phantom, within statistical
uncertainty, and overestimated the bone region by 0.3%. The standard deviations listed
in Table 3.1 represent the amount of noise in the reconstructed images. Noise is an
important image quality parameter as it determines the low-contrast density resolution
of the images. Reconstructions with the exact chord length were found to display the
least amount of noise.
Table 3.1. Results of a Gaussian fit to histograms of reconstructed bone and brain regions in the
relative stopping power images. The mean value with 95% confident limit and standard deviation σ
are given.
Effective Mean Chord
Constant Chord Length Exact Chord Length
Region Phantom
Length
Mean
Mean
Mean
σ
σ
σ
Brain
1.031
0.926±0.002
0.043 1.027±0.001 0.020 1.031±0.001 0.025
Bone
1.463
1.306±0.001
0.046 1.469±0.001 0.029 1.467±0.003 0.034

Negligible difference in reconstruction time was found between the constant
chord length and effective mean chord length reconstruction. However, the exact chord
length reconstruction was found to require approximately 20% more time for each
reconstruction cycle.
3.8

Discussion
By using the energy loss and spatial tracking measurements of individual

protons, pCT image reconstruction can provide the data required for proton treatment
planning algorithms. Two methods for improving the accuracy of these reconstructions
were described and tested in this work. The first method generated a reconstruction
system matrix consisting of exact chord lengths, by joining each MLP step-point with a
straight line segment. The second method assigned an effective mean chord length for
all pixel intersections in a given proton history, based on the orientation of the proton
path relative to reconstruction grid.
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It was found that reconstruction with either the exact chord length or the
effective mean chord length resulted in better quantitative accuracy in comparison to
the previously used constant chord length. With the new approaches, the RSP of brain
and bone regions was reconstructed to within 0.5% of the phantom values, thus
effectively diminishing the substantial error of the constant chord length approach.
However, bone values were still systematically overestimated. This can be explained
by the fact that the current MLP formalism assumes water as the scattering medium. In
bone regions, where the radiation length is less than water, the elements of the
variance-covariance needed for the calculation of the MLP will be underestimated
[40]. This results in an underestimation of the MLP segment length that traverses bone,
which in turn leads to overestimation of RSP. In order to comply with the observed
energy loss, this overestimation must be compensated for elsewhere in the
reconstruction, explaining the corresponding underestimation of brain regions.
In pCT, reconstructed image noise is generated through a combination of
uncertainties in the proton path estimation, energy straggling within the imaged object
and noise in the energy detector measurements. In addition, the reconstruction
algorithm can amplify the noise from these various sources. In this work, the effect of
proton path estimation was investigated with a Geant4 generated pCT dataset that did
not account for noise in the detector measurements. Since path estimation and detector
noise are independent sources of image noise, their respective variances will be
additive. Thus, the same degree of improvement due to an improved proton path
estimation approach can be expected in the presence of detector noise.
We demonstrated that image noise due to uncertainties in proton path estimation
was reduced with both the exact chord length and the effective mean chord length
approach in comparison to the images reconstructed with a constant chord length
approach. Moreover, the exact chord length approach was found to display the least
image noise. The additional noise in the effective mean chord length approach can be
attributed to the assignment of one chord length value to each proton path, which is of
course less accurate than calculating the exact chord length of the MLP for each pixel.
The errors due to the assumption of a single path-grid orientation will be largest around
0 and 90 degrees, where the rate of change of effective mean chord length with
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orientation angle is largest (Fig. 3.2). However, considering the time saving advantages
of approximately 20% per cycle with the effective mean chord length approach and the
relatively minor difference in terms of noise, the effective mean chord length approach
should be the preferred method in future pCT reconstruction studies.
3.9

Chapter summary
An exact chord length and an angle dependent effective mean chord length were

used to generate more accurate pCT reconstruction system matrices than the previously
used constant chord length approach. The improvement in reconstruction accuracy was
verified by reconstructing Geant4 simulated pCT data with the ART algorithm. It was
found that the error of approximately 10% in the mean reconstructed value for a given
anatomical region, resulting from the previously used method, could be reduced to less
than 0.5% with either of the new approaches. However, the considerable time saving
advantages led us to conclude that the effective mean chord length approach was
preferential for constructing pCT image reconstruction system matrices.
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4.

4.1

BLOCK-ITERATIVE AND STRING-AVERAGING PROJECTION
ALGORITHMS FOR EFFICIENT PROTON COMPUTED
TOMOGRAPHY IMAGE RECONSTRUCION

Introduction
If pCT is to be implemented in a clinical environment, fast image reconstruction

is required. It has been suggested that the image reconstruction process should take less
than 15 minutes for treatment planning images and less than 5 minutes for pretreatment patient position verification images [35]. The algebraic reconstruction
technique (ART), recognized to be identical with the iterative projection algorithm of
Kaczmarz [65], was implemented in the previous Chapter and other pCT studies,
displaying promising results [37].
One of the primary advantages of ART is its flexibility. In pCT reconstructions,
ART not only allows proton paths to be modelled with the most likely path (MLP)
formalism, but also permits the inclusion of a priori knowledge about the object to be
reconstructed. However, the MLP is a computationally intensive subroutine. Thus, the
flexibility of ART may come at the expense of reconstruction time, which could be
greater than transform methods when this iterative technique is combined with the
MLP formalism.
Another characteristic of ART is that image updates are calculated after
processing of each individual proton history. ART is therefore inherently sequential,
meaning that the speed of the reconstruction is dependent on the speed of the computer
processing unit. We have observed that, using general purpose processing units, threedimensional images made up of a 256 × 256 × 48 voxel reconstruction volume,
reconstructed with 10 million proton histories may take approximately 1.5 hours to
complete a single cycle, with the optimal image often being reached after 9 to 10
cycles.
With the development of parallel computing, work has been dedicated to
developing iterative projection algorithms that can be executed in parallel over
multiple processors to enable fast algebraic reconstructions. This Chapter compares the
performance, in terms of image quality, of a number of parallel compatible blockiterative and string-averaging algebraic reconstruction algorithms with simulated pCT
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projection data. It is demonstrated that the possible improvement in reconstruction time
with these methods does not come at the expense of image quality, relative to ART.
Quantitative assessment of image quality is based on the relative error, which was
described in the previous Chapter, and a qualitative note is made about image
appearance. From these results recommendations are made on which image
reconstruction algorithms should be pursued in future studies with pCT. Note that a
similar study was presented in other work [55], however the results from this Chapter
were generated with the effective chord length approach presented in Chapter 3.
4.2

Reconstruction algorithms
All of the algorithms discussed in this paper belong to the class of projection

methods. These are iterative algorithms that use projections onto sets while relying on
the general principle that when a family of (usually closed and convex) sets is present,
then projections onto the given individual sets are easier to perform than projections
onto other sets (intersections, image sets under some transformation, etc.) that are
derived from the given individual sets. This is the case in pCT reconstruction, where
the sets to be projected on in the iterative process are the hyperplanes Hi defined by the
i-th row of the m × n linear system Ax = b, namely,
H i={ x∈ ℜn∣〈 ai , x 〉=bi } ,

for i=1,2,... , m.

(4.1)

Here ℜn is the Euclidean n-dimensional space and ai is the i-th column vector, of
AT (the transpose of A), i.e., its components occupy the i-th row of A. The right-hand
m

side vector is b= bi i=1 . In pCT, the a ij correspond to the length of intersection of
the i-th proton history with the j-th voxel, x is the unknown relative stopping power
(RSP) image vector, and bi is the integral RSP corresponding to the energy lost by the
i-th proton along its path.
4.2.1

Fully sequential algebraic reconstruction technique
ART is a sequential projections method for the solution of large and sparse

linear systems of equations of the form Ax = b, introduced into the image
reconstruction field by [57]. It is obtained also by applying to the hyperplanes,
described by each equation of the linear system, the method of successive projections
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onto convex sets. In the literature, the latter is called POCS (for “projections onto
convex sets”) or SOP (for “successive orthogonal projections”) and was originally
published by Bregman [66] and further studied by Gubin, Polyak, and Raik [67].
∞

{i  k  }k=0 where i(k) = k mod m + 1 and m is the

Given the control sequence

total number of proton histories used in the algorithm, the general scheme for ART is
as follows.
Algorithm 4.1: Algebraic Reconstruction Technique (ART)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, compute the next iterate xk+1 by
x k 1=x k k
where

bi  k− 〈 a i  k , x k 〉
∥a

{ k }∞k=0

i  k 2

∥

a i k  ,

(4.2)

is a sequence of user-determined relaxation

parameters, which need not be fixed in advance, but could change
dynamically throughout the iteration cycles.
ART was used as a standard for comparison in this investigation.
4.2.2

Block-iterative algorithms
The block-iterative algebraic reconstruction technique was first published by

Eggermont, Herman, and Lent [68]. It can be viewed also as a special case of the
block-iterative projections (BIP) method for the convex feasibility problem of Aharoni
and Censor [69]. The BIP method allows the processing of blocks (i.e., groups of
hyperplanes Hi), which need not be fixed in advance, but could change dynamically
throughout the cycles. The number of blocks, their sizes, and the assignments of the
hyperplanes Hi to the blocks may all vary, provided that the weights attached to the
hyperplanes form a fair sequence,which is defined as follows.
Let I = {1, 2, . . ., m}, and let {Hi | i ∈ I} be a finite family of hyperplanes with
nonempty intersection H = ∩i ∈I Hi. Denoting the nonnegative ray of the real line by
ℜ+, introduce a mapping w: I → ℜ+, called a weight vector, with the property

∑i ∈I w i=1.

∞
A sequence {w k }k=0 of weight vectors is called fair if, for every i

∈ I, there exists infinitely many values of k for which wk (i) > 0. The weight vectors
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must also obey the condition

∞

∑k =0 w k i=±∞

for every i ∈ I; see Aharoni and

Censor [69].
Given

a

fair

weight

vector

w,

define

the

convex

combination

P w  x =∑i∈ I w i P i  x  , where Pi(x) is the orthogonal projection of x onto the
hyperplane Hi. The general scheme for the BIP technique for linear equations is as
follows.
Algorithm 4.2: Block-Iterative Projections (BIP)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, compute the next iterate xk+1 by





x k 1=x k k P w  x k − x k ,
k

(4.3)

∞
where {w k }∞k=0 is a fair sequence of weight vectors and { k }k=0 is a

sequence of user-determined relaxation parameters.

Figure 4.1. Illustrative example of the block-iterative projections concept. The current image
estimate xk is projected onto all hyperplanes of the current block, and a convex combination of these
projections produces the next image estimate, xk+1.

An illustrative example of the block-iterative procedure is given in Fig. 4.1. This
demonstrates how projections within a block can be calculated in parallel, while blocks
must be acted on sequentially. The block-iterative algorithmic structure stems from the
possibility to have at each iteration k some (but, of course, not all) of the components
wk(i), for some of the indices i, of the weight vector wk equal to 0. A block-iterative
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version with fixed blocks is obtained from Algorithm 4.2 by partitioning the indices of
I as I = I1∪I2∪… IM into M blocks and using weight vectors of the form
w k =∑i∈ I w k ie i ,

(4.4)

t k

where ei is the i-th standard basis vector (with 1 in its i-th coordinate and zeros
∞
elsewhere) and {t k }k=0 is a control sequence over the set {1, 2, . . ., M} of block

indices. In this case, and incorporating the expressions for the orthogonal projections
Pi onto the hyperplanes Hi into the formula, the iterative step (Eq. (4.3)) of Algorithm
4.2 takes the form
x k 1=x k k

∑

i∈ I t k

w k i



bi−〈ai , x k 〉 i
a ,
∥a i∥2

(4.5)

∞
where {t k }k=0 is a cyclic (or almost cyclic) control sequence on {1, 2, . . .,M}. The

generality of the definition of a fair sequence of weight vectors permits variable block
sizes and variable assignments of hyperplanes into the blocks. This concept is similar
to the division of data employed in other iterative techniques, such as order subsets
acceleration described by Hudson and Larkin [70]. In the current study, equal
hyperplane weighting and constant block sizes were used in the implementation of BIP
in the present investigation.
The block-iterative component averaging (BICAV) algorithm, introduced by
Censor, Gordon, and Gordon [71], is a variant of Algorithm 4.2 that incorporates
component-related weighting in the vectors wk. BICAV also differs in the method of
projection onto the individual hyperplanes, making use of generalized oblique
projections, as opposed to orthogonal projections. For a detailed discussion of the
consequences of this on the projection algorithm, see Censor, Gordon, and Gordon
[71]. The iterative step in BICAV is defined in Eq. (4.6).
Algorithm 4.3: Block-Iterative Component Averaging (BICAV)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, compute the next iterate x k+1 by using, for j = 1,
2, . . ., n,
x

k 1
j

=x k ∑i∈ I
k
j

bi−〈 a i , x k 〉
tk 

n

i 2
l

∑l=1 s tl  k  a 

a ij ,

(4.6)
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where

t n

{s l }l =1

is the number of non-zero elements a tl ≠0 in the l-th

column of the t-th block of the matrix A given by


t
1

ai
i
At = a
⋮
i
a

t
2

(4.7)

t
m t

∞
and { k }k=0 is a sequence of user-determined relaxation parameters.

Recently, Censor et al. [72] derived a component-dependent weighting
technique that makes use of orthogonal projections onto hyperplanes rather than the
generalized oblique projections employed in the BICAV algorithm. This method,
called diagonally relaxed orthogonal projections (DROP), is outlined in Algorithm 4.4.
Algorithm 4.4: Diagonally Relaxed Orthogonal Projections (DROP)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, compute the next iterate xk+1 with,
x

k 1

k

=x k U t  k ∑ i∈ I



t k

bi−〈 ai , x k 〉 i
a ,
∥a i∥2



t
where U t  k=diag min  1,1/ sl 

(4.8)

with stl as defined in Algorithm 4.3,

∞
and { k }k=0 is a sequence of user-determined relaxation parameters.

Both the DROP and BICAV algorithms are computationally more expensive
than the BIP method because of the need to calculate the stl's prior to any image
updates. However, it is the goal of component-dependent weighting to markedly
improve the initial convergence pattern of the algorithm, which may compensate for
time spent on extra calculations.
Andersen and Kak [73] developed a block-iterative technique called the
simultaneous algebraic reconstruction technique (SART). They suggested the use of
SART with blocks, which the authors called “subsets,” made up of image projection
rays from a single projection angle and in doing so, found that SART was able to deal
well with noisy data. The algorithm was developed in such a way that it was equally
applicable to subsets, or blocks, of any composition as it was to subsets composed of
rays from a single projection angle. This block-iterative form, called ordered subsets

45

simultaneous algebraic reconstruction technique (OS-SART) by Jiang and Wang [74],
is as follows.
Algorithm 4.5: Ordered Subsets Simultaneous Algebraic Reconstruction Technique
(OS-SART)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, compute the next iterate xk+1 by using, for j = 1,
2, . . ., n,
x kj 1=x kj k

∑ 
1

i ∈ I t k

∞
where { k }k=0 is

a

a

i
j

∑i∈ I

bi −〈ai , x k 〉
tk 

sequence

n

∑l =1 a
of

i
l

aij ,

user-determined

(4.9)
relaxation

parameters.
4.2.3

String-averaging algorithms
In contrast to the block-iterative algorithmic scheme, the string-averaging

scheme, proposed by Censor, Elfving, and Herman [75], dictates that, from the current
iterate xk, sequential successive projections be performed along the strings and then the
endpoints of all strings be combined by a weighted convex combination. In other
words, each operation within a string must be executed serially, but all string endpoints
can be calculated in parallel. Fig. 4.2 gives an illustrative example.

Figure 4.2. Illustrative example of the string-averaging projection algorithmic scheme. Projections
within a sting must be calculated sequentially, but string end-points may be calculated in parallel.
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Firstly, let us introduce the string notation. For t = 1, 2, . . ., M, let the string It
be an ordered subset of {1, 2, . . ., m(t)} of the form
I t= i 1t ,i t2 , , i tm t  ,

(4.10)

with m(t) the number of elements in It. Suppose that there is a set S ⊆ ℜn such that
there are operators R1, R2, . . ., Rm mapping S into S and an operator R which maps Sm
into S.
Algorithm 4.6: String-Averaging Algorithmic Scheme
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, calculate, for all t = 1, 2, . . .,M,
T t  x k  =Ri  Ri Ri  x k  ,
t
m t

t
2

(4.11)

t
1

and then calculate
x k 1=R  T 1  x k  , T 2  x k  , , T M  x k   .

(4.12)

For every t = 1, 2, ..., M, this algorithmic scheme applies to xk successively the
operators whose indices belong to the t-th string. This can be done in parallel for all
strings and then the operator R maps all endpoints onto the next iterate xk+1. For recent
references on the application of the string-averaging algorithmic scheme, consult
Censor and Segal [76].
In order to arrive at the iterative algorithmic structure for the string-averaging
orthogonal projection algorithm, we must define the following. For i = 1, 2, ...,m, the
operation Ri(x) = x + λi(Pi(x) − x), where Pi is the orthogonal projection onto the
hyperplane Hi and λi is an associated (user-determined) relaxation parameter. Then, to
M

combine the strings we use R  x 1, x 2,  , x M =∑t =1 wt x t , with wt > 0 for all t = 1,
2, ..., M, and

M

∑t =1 wt =1.

This leads to the following algorithm.

Algorithm 4.7: String-Averaging Projections (SAP)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, for each t = 1, 2, . . ., M, set y0 = xk and
calculate, for i = 0, 1, ..., m(t) − 1,
y

i1

bi−〈ai , x k 〉 i
= y i
a ,
∥a i∥2
i

(4.13)
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where λi are user-determined relaxation parameters and let yt = ym(t) for
each t = 1, 2, ..., M. Then, calculate the next iterate by
M

x k 1=∑ t=1 wt y t .

(4.14)

Similarly to the block-iterative algorithms, each string endpoint was assigned equal
weighting in the present investigation.
In a similar vain to the introduction of component-dependent weighting into
block-iterative projection algorithms, Gordon and Gordon [77] developed the
component-averaged row projections (CARP) method for string-averaging algorithms.
In the CARP algorithm, stj is the number of strings that contain at least one equation
with a non-zero coefficient of xj. The algorithmic scheme for the CARP algorithm can
be given as follows.
Algorithm 4.8: Component-Averaged Row Projections (CARP)
Initialization: x0 ∈ ℜn is arbitrary.
Iterative Step: Given xk, for each t = 1, 2, ..., M, set y0 = xk and calculate,
for i = 0, 1, . . ., m(t) − 1,
y

i1

bi−〈ai , x k 〉 i
= y i
a ,
∥a i∥2
i

(4.15)

where λi are user-determined relaxation parameters and let yt = ym(t) for
each t = 1, 2, ..., M. Then, calculate the next iterate by
k 1

xj =
4.3

M
1
t
y j.
t ∑t =1
sj

(4.16)

Proton CT reconstructions and image quality analysis
The algorithmic structure of the iterative steps to be investigated in the various

algebraic methods of reconstruction are but one ingredient of the overall pCT
reconstruction process. The overall procedure can be broken into the sub-routines
listed below.
1) Load the measured proton data (entry and exit coordinates and directions, and
exit energy).
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2) Rebin the individual proton histories based on their entry and exit location and
direction and assume a straight line path through the image space (see Section
6.3 for more detail).
3) Analyze exit angle and exit energy of protons within each bin and exclude
protons in which the relative exit angle or exit energy is beyond three standard
deviations from the respective means [40,43].
4) Determine the object boundary location by performing an initial reconstruction
with the filtered backprojection algorithm assuming a straight line path through
the image space. Following the reconstruction, a simple derivative based edge
detection filter [61] is used to segment the object. See Fig. 4.3 (b) for an
example of how well the object boundary is defined with the filtered
backprojection algorithm.
5) Begin the iterative procedure. If a straight line between proton entry and exit
location is found to intersect the object, the MLP formalism [40] is employed;
if not, a straight line is used.
6) Calculate integral RSP along each proton path and apply the iterative projection
algorithm.
Although the relaxation parameters λk in the iterative algorithms mentioned
above may vary dynamically with cycle number, in this study we considered only the
case of constant λ. The data was subdivided into 180, 60, and 12 subsets of equal sizes,
arranged such that each subset contained an equal number of proton histories from
each projection angle. Other block structures and assignments may be useful, but this
needs further study. The optimal relaxation parameter, which was defined to be the
value that returned the best image quality within 10 complete cycles, was found for
each algorithm and subset size. Note that an iteration refers to the update of the image
while a cycle is a complete run through m proton histories. We analyzed images up to
the completion of the tenth cycle, as any more iterations than this will likely result in
an image reconstruction time too large for clinical practicality.
The pCT simulation data from the previous Chapter was used in this
investigation. Image quality was quantified with the relative error measure (Eq. (3.6)).
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This allowed us to determine how close the reconstructed RSP values were to the true
phantom.

Figure 4.3 (a) Cross section of the phantom used in the Geant4 simulation. (b) Object boundary
definition by first carrying out a filtered backprojection reconstruction followed by an edge
detection filter.

4.4

Results
In Fig. 4.4 the relative error with optimal relaxation parameter is plotted as a

function of cycle number for each algorithm with the data partitioned into 180, 60, and
12 subsets of equal sizes (with the exception of ART which is fully sequential). The
left-hand column contains ART and the component-independent block-iterative and
string-averaging algorithms (Algorithms 4.1, 4.2, and 4.7), while the right-hand
column contains the component-dependent algorithms (Algorithms 4.3, 4.4, 4.5, and
4.8). These results are also summarized in Table 4.1, which contains the optimal
relaxation parameter, the minimum relative error and cycle number at which this was
reached with the various reconstruction algorithms.
For all subset sizes, the component-independent methods (ART, BIP, and SAP)
are similar in their convergence pattern with an asymptotic approach to a minimum
relative error after 9 or 10 cycles. Of these, SAP achieves the smallest relative error in
all subset sizes; however, the minimum relative error of BIP and SAP reconstructed
images are within 0.24% of the ART reconstructed images.
It was also observed that extreme over-relaxation was required for the BIP
algorithm to achieve a competitive initial convergence rate. This is due to the
weighting factor in Algorithm 4.2 being far less than 1 when equal weighting is
assigned to each proton history.
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Figure 4.4. Relative error as a function of cycle number for all tested algorithms. The left-hand
column contains ART and the component-independent algorithms BIP and SAP, while the righthand column contains the component-dependent algorithms BICAV, DROP, OS-SART, and
CARP. The data was divided into (a) 180, (b) 60, and (c) 12 subsets. In each case ART is plotted
for comparative purposes and was not divided into the aforementioned subsets. The number next to
each algorithm in the legends corresponds to the relaxation parameter that resulted in the smallest
relative error within 10 cycles.
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Table 4.1. Minimum relative error for each algorithm and subset size, with associated optimal
relaxation parameter, λ, and cycle of minimum relative error.

ART
BIP
SAP
OS-SART
BICAV
DROP
CARP

Subsets

Optimal λ

N/A
180
60
12
180
60
12
180
60
12
180
60
12
180
60
12
180
60
12

0.002
20
60
290
0.3
0.1
0.02
0.08
0.3
1.9
0.05
0.2
0.7
0.08
0.3
1.9
0.3
0.1
0.02

Minimum Relative Cycle of Minimum
Error (%)
3.12
3.26
3.27
3.36
3.10
3.08
3.07
3.04
3.03
3.03
3.30
3.36
3.40
3.05
3.04
3.05
3.10
3.08
3.07

Relative Error
9
10
10
10
10
10
10
10
8
6
10
9
10
10
8
6
10
10
10

Figure 4.5. Reconstructed images with optimal relaxation parameter and 60 subsets (with the
exception of the fully sequential ART) corresponding to the cycle at which the minimum relative
error was found.
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For the component-dependent algorithms, DROP and OS-SART displayed the
smallest minimum relative error. The choice of subset size did not greatly affect the
minimum relative error for any of the component-dependent algorithms. Again, the
minimum relative errors were relatively close to each other (within 0.37%), and were
also within 0.28% of the errors achieved with ART. DROP and OS-SART also
displayed an advantage in terms of initial speed of convergence for larger subset sizes
(e.g. 12 blocks); however, there was a rapid increase in error after achieving the
minimum relative error.

Figure 4.6. Reconstructed images with optimal relaxation parameter and 12 subsets for DROP at
(a) the cycle at which the minimum relative error was found and (b) also after 10 cycles. Iterating
beyond the optimal stopping point amplifies noise in the pCT data.

The images corresponding to the cycle at which the minimum relative error was
produced by each reconstruction algorithm with 60 subsets and optimal relaxation
parameter are shown in Fig. 4.5. Qualitatively, the images are similar in appearance,
which is to be expected considering the relatively small difference in minimum relative
error achieved by the different algorithms.
The effect of iterating beyond the cycle at which the minimum relative error is
achieved can be seen in Fig. 4.6. Here, the image corresponding to the cycle of the
minimum relative error is compared to that produced after 10 cycles for the DROP
algorithm with 12 subsets. The increased relative error is reflected in the noise level of
the image.
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4.5

Discussion
The goal of pCT image reconstruction is to produce accurate RSP maps in the

shortest possible time. Parallel compatible projection algorithms that can be
simultaneously executed over multiple processing units provide a means of
computationally accelerating the image reconstruction process. Acceleration of these
algorithms can also be achieved with the use of component-dependent weighting
schemes, several of which were investigated in this work.
With the use of Geant4-simulated pCT data, it was found that some of the blockiterative and both of the string-averaging algorithms investigated in this work
performed at least as well as the currently used ART algorithm from the point of view
of image quality. This can be appreciated from the figures presented above. The results
in Table 4.1 also show that some methods arrived at the same minimal relative error
value in fewer computational cycles than ART (e.g., DROP and OS-SART). Although
our work is not yet presenting any statistical results of experiments with ensembles of
test images (phantoms), we believe that the inherent parallelism embodied already in
the mathematical formulation of the block-iterative and string-averaging algorithms
might become more useful than the (fully sequential) ART algorithm.
It should be noted though that for sparse problems, the sequential row-action
ART method can also be parallelized by simultaneously projecting the current iterate
onto a set of mutually orthogonal hyperplanes (obtained by considering equations
whose sets of non-zero components are pairwise disjoint). For the case of image
reconstruction from projections, such sets of equations can be obtained by grouping
rays that are sufficiently far apart so as to pass through disjoint sets of pixels. The
relative efficacy of this as compared to the parallelism possible for a block-iterative
method depends on the number of equations that can be grouped in the abovementioned fashion and the number of available processors.
The results suggest that without component-dependent weighting, the stringaveraging algorithm is able to produce images of smaller relative error than the blockiterative method for the reconstruction problem in the current study. However, when
component-dependent weighting in the form of the OS-SART and DROP algorithms
are included, a smaller minimum relative error can be achieved with a block-iterative
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approach. The results also show that the choice of subset size is relatively unimportant
when considering minimum relative error, but may play a role when considering the
number of cycles to reach minimum relative error. The results suggest that larger block
sizes aid in the initial convergence of OS-SART and DROP.
It can also be seen from our results that component-dependent weighting has
little effect on the block-iterative BICAV and string-averaging CARP algorithms.
Indeed, SAP and CARP display identical results in terms of relative error. This is
because the method of weighting suggested in Gordon and Gordon [77] and
implemented here is based on the number of strings in which the particular pixel was
intersected by a proton history. Since there are a huge number of proton histories in
each string, all corresponding to an equation in the linear system Ax = b of the imaging
problem (far more equations in pCT than in X-ray CT), nearly all pixels are intersected
in each string. This makes the weighting systems of SAP and CARP approximately
identical.
From the results, it appears that reconstruction relative error is not
monotonically decreasing as a function of cycle number. This is most noticeable in the
DROP and OS-SART results, but we believe similar observations would be made for
the other algorithms if further iterations were performed. It is worth noting that the
algorithms tested always converge to a least squares solution of the data set, even if the
set is inconsistent. The observation being made suggests that the least squares solution
may not always represent the best solution in terms of image quality.
A similar “semi-convergence” characteristic has been observed in iterative Xray CT reconstructions (see, for example, Censor, Gordon, and Gordon [71]). This
effect is probably due to amplification of noise in the pCT projection data with an
increasing number of cycles. In iterative X-ray CT cases, it has been found that
regularization with priors and implementation of stopping rules can result in more
stable systems [78]. Similar applications to iterative pCT reconstruction may have
similar effects, but was not investigated in the present work.
A potential drawback of all the projection algorithms discussed in this study is
the need to find an optimal relaxation parameter, λ . In this study it was possible to
determine the “best” λ because the true density distribution of the phantom was
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known; but in a realistic scenario, this may not be the case. We are investigating the
implementation of the Dos Santos scheme [79] into block-iterative and stringaveraging algorithms. Here, the optimal λ is calculated at each iterative step, and in
doing so also accelerates the initial convergence to minimum relative error.
Furthermore, we believe that some of the parallel compatible algorithms
discussed here can be modified to further improve the handling of noisy pCT data. The
primary factors that contribute to the noise in pCT data are:
1) The statistical nature of proton energy loss when traversing an object and noise
associated with the detector system itself, leading to inaccurate values of the
elements of the vector b.
2) The statistical variations of the paths of the protons, leading to inaccurate
values of the elements of the matrix A.
These factors contribute to spatial blurring and image noise in the reconstructed data in
a complex way and differently for the different algorithms, as we have shown. We are
investigating incorporation of the method of projections onto hyperslabs [80], as
opposed to hyperplanes, for string-averaging and block-iterative projection algorithms.
This method provides a means for modelling the uncertainties in the b vector but not
with those in the A matrix. The latter may be approached with more accurate proton
path estimation algorithms.
The algorithms investigated in this study were executed on a quad core
workstation with two Tesla C1060 general purpose graphical processing units
(GPGPU).

While

subroutines

of

the

block-iterative

and

string-averaging

reconstructions were computed with the GPGPUs, ART was executed entirely on a
single core of the host workstation. A cycle with BIP executed on the host-GPGPU
required 24 seconds with 12 blocks (fastest possible scenario), while a cycle with ART
executed on the host alone required 458 seconds, an acceleration of roughly 19 times.
These figures should not be taken as the limit of pCT reconstruction time. No effort
was made to optimize the GPGPU code, and the speed of ART could be further
increased by threading the host code over all four processing cores in parallelizable
sections of the reconstruction; such as the MLP path calculation.
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4.6

Chapter summary
Image reconstruction in pCT aims at efficient computation and provision of

accurate relative stopping power maps. The block-iterative and string-averaging
projection algorithms investigated in this chapter provide an algorithmic platform for
achieving both goals. The parallel compatible nature means that execution on a
computer cluster or parallel GPGPUs would speed up the image reconstruction process
considerably, relative to the fully sequential ART algorithm, producing images in
clinically practical amounts of time. Also, the combination of simultaneous and
sequential operations should lead to initial convergence rates that are superior to those
of fully simultaneous algorithms and to better handling of noisy data than that of fully
sequential methods. The results of this Chapter suggest that, without componentdependent weighting, the string-averaging projection method can achieve more
accurate RSP maps in comparison to the block-iterative projection algorithm.
However, the component-dependent weighting of the block-iterative OS-SART and
DROP algorithms was found to improve RSP accuracy and also improve the initial
convergence rate when large block sizes were used. It is suggested that DROP or OSSART be pursued in future pCT image reconstruction studies.
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5.

5.1

DOS SANTOS ACCELERATED PROTON COMPUTED TOMOGRAPHY
IMAGE RECONSTRUCTION WITH STRAGGLING DEFINED CONVEX
SETS
Introduction
The iterative projection reconstruction methods investigated in Chapter 4

require the allocation of user determined relaxation parameters for best results. In
Chapter 4, optimal relaxation parameters were determined on a trial and error basis,
with knowledge of the true phantom composition. The optimal value, however, is
dependent on a number of factors, such as the set size, i.e., the number of equations in
a block or string or in the system as a whole, the quality of the data and the imaged
object itself. Thus the relaxation parameter may need to be adjusted to provide the best
possible reconstructed image on a case-by-case basis. In proton computed tomography
(pCT) in particular, this can be a time consuming process.
Ideally, the optimal relaxation parameter is determined by the reconstruction
algorithm itself rather than the user. To achieve this, we adapted the acceleration
methodology of Dos Santos [79] to pCT image reconstruction. Dos Santos' method of
calculating an “optimal” relaxation parameter has the goal of accelerating the iterative
procedure towards a feasible solution of the convex feasibility problem (CFP).
To model inconsistencies in a more realistic manner, we first reformulated the
problem statement of pCT image reconstruction. Instead of treating the problem as a
set of linear equations, we considered a set of linear inequalities. Thus, each equation
of the image reconstruction problem, representing a hyperplane, was replaced by a
hyperslab, such that
bi −i 〈 a i , x 〉b ii .

(5.1)

In Eq. (5.1) bi is the integral relative stopping power (RSP) calculated from the
proton energy loss measurements, i is the uncertainty associated with the calculated
RSP value, ai is the i-th row of the system matrix A, and x is the unknown RSP vector
that we wish to determine. The use of hyperslabs as a method for dealing with
uncertainty in image reconstruction was first suggested in [81], and a number of
variations followed [80,82,83].
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Comparing Eq.'s (5.1) and (4.1), it can be seen that the only additional
component of the image reconstruction problem is the vector of uncertainty values,
m

= i i=1 . In this work, we have linked the uncertainty in measured integral RSP to
energy straggling of protons in thick absorbers. It is shown in Chapter 10 that the
statistical variation in energy straggling for thick absorbers is considerably larger than
the measurement uncertainty arising from the calorimetry energy detection system and
thus the latter is neglected here. In this Chapter we derive a pCT specific
implementation of the Dos Santos acceleration scheme with hypserslabs as the convex
sets. The method is applied to a Monte Carlo simulated pCT data set and the results
compared to those obtained in Chapter 4.
5.2

Dos Santos acceleration

Figure 5.1. Geometrical concept of the De Pierro and Dos Santos acceleration schemes for iterative
projection methods.

The Dos Santos acceleration scheme [79] is based on a generalization for
convex sets of the method proposed by De Pierro [84] for linear equations. To
demonstrate the acceleration principle, we describe the procedure in De Pierro's regime
of linear equations. In Fig. 5.1 the current image estimate is denoted by xk. This point is
projected onto the hyperplanes of the set, H1, H2, H3, and H4. These projected points are
then combined via a convex combination to give the point zk. This is equivalent to the
block-iterative step shown in Fig. 4.1. The role of the relaxation parameter is then to
define where along the line Lk, joining xk and zk, the next image estimate xk+1 is located.
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The De Pierro scheme calculates a relaxation value that forces xk+1 to be the point on
Lk that is geometrically closest to a feasible solution of the CFP, here denoted by x*. At
first it appears that in order to calculate the distance of xk+1 from x*, we must know x*
explicitly, and thus the problem is already solved. However, the key feature of this
method is that, in the calculation of xk+1, all that needs to be known about the feasible
point x*, is that it exists. As will be demonstrated in Section 5.2.2, this assumption
allows us to cancel out x* from the calculation of xk+1, and thus x* does not need to be
known explicitly.
Dos Santos went on to generalize De Pierro's acceleration scheme for closed
convex sets. In a review paper by Baushke and Borwein [85], Dos Santos' fully parallel
algorithm was also validated for block-iterative implementations. In this Chapter we
study the block-iterative Dos Santos acceleration scheme using projections onto
hyperslabs. We then propose and study a completely new algorithm for incorporating
the Dos Santos acceleration method into a string-averaging iterative projection
algorithm for pCT image reconstruction.
5.2.1

Block-iterative Dos Santos with hyperslabs
Let the set of feasible solutions, S, to the CFP be defined by
S= ∩mi=1 S i ,

(5.2)

S i={x ∈ℜN ∣g i  x0}, for i=1,2, , m.

(5.3)

where

In Eq. (5.3), gi(x) is a convex function. In this work, we use hyperslabs to define a
given gi(x), such that
i

g i  x=∣〈 a , x 〉−bi∣−i .

(5.4)

Then g i  x0 is equivalent to Eq. (5.1).
Our block-iterative Dos Santos acceleration scheme is based on the method of
iterative subgradient projections. The convexity of the functions gi(x) ensure that if a
projection is directed along the negative subgradient of gi(x) at x, the value of gi(x) will
be less at the next iterate. In this manner, the function values are iteratively reduced
until a feasible solution is found.
The block-iterative Dos Santos subgradient projections methods is given by,
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x k 1=x k −k

vk
k 2

∥z ∥

zk ,

(5.5)

where λk is a sequence of optional user-determined relaxation parameters, for which
{ k }∞k=1=1 is used in Fig. 5.1, and
2

v k =∑i ∈I w
t k

t  k
i

 g i  x k  

(5.6)

∥p ki ∥2

and
z k =∑i ∈I w ti  k
t k

g i  x k  k
pi .
∥ pik∥2

(5.7)

A complete derivation can be found in [79]. In Eq.'s (5.6) and (5.7), t(k) = k mod M + 1
is the cyclic block index, It(k) is a set containing the hyperslab indices i associated with
block t and the weights w ti k  associated with each hyperslab may be varied as long as

∑i∈ I

t k 

t k

w i =1. In the current work, equal weighting was assigned to each hyperslab

within a block, consistent with the work presented in Chapter 4.
The function gi  x k  denotes the positive-clipped portion of the hyperslab
g(xk), i.e.,

{

0
if x k ∈ S i ,
g  x =
g i  x k  if x k ∉ S i ,

i

k

(5.8)

and

{

k

0
if x ∈S i ,
k
k
i
p i =∇ g i  x = a
if 〈ai , x k 〉b ii ,
−a i if 〈ai , x k 〉b i−i ,

(5.9)

in which the last two lines give the subgradient of gi(x) of Eq. (5.4) at x.
5.2.2

String-averaging Dos Santos with hyperslabs
A detailed account of the string-averaging projection (SAP) method for the CFP

was given in Section 4.2.3. Briefly, the SAP method involves sequential successive
projections along the strings of a given sub-family of constraints and then the
endpoints of all strings are combined by a weighted convex combination. The Dos
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Santos acceleration procedure is embedded in the SAP method for linear systems by
performing Dos Santos acceleration for each string end-point and then combining the
“accelerated end-points” with a weighted convex combination.
There are a number of options when considering which projection method to
utilize for a CFP defined by linear inequalities [80,81,82,83]. In the current work we
elected to use the automatic relaxation method (ARM) [83]. This algorithm was chosen
because it takes into account both the distance of an iterate from the current hyperslab
boundary and the width of the slab. Although the ART3 algorithm [80] pioneered the
use of such measures, ARM handles these considerations in a much more continuous
manner, which we believe is theoretically more desirable. A comparison of the
geometrical principles of the ART3 and ARM algorithms can be found in [86].
Given the current iterate xk, we performed sequential successive projections
along a string t of hyperslabs with ARM. The algorithmic process of ARM is as
follows.
Algorithm 5.1 Automatic relaxation method (ARM).
Initialization: x 0 ∈ℜn is arbitrary.
Iterative Step: Given x k , compute the next iterate x k 1 by

{

if ∣d i∣i ,

xk ,

x k 1=

xk −

di2−2i
d i



ai
,
∥a i∥

(5.10)

otherwise ,

where
i=

i

(5.11)

∥a i∥

is the half-width of the hyperslab and
〈 a i , x k 〉−b i

d i=
∥a i∥
is the signed distance of the point

(5.12)
xk

from the i-th median

hyperplane H i={x ∈ℜn∣〈 a i , x 〉=b i }.
To apply ARM to strings, we set the string starting point z0 equal to the current
image estimate xk for all strings. Successive projections along the strings are then
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calculated with Algorithm 5.1, until the string end-points, zm(t) are reached. The
accelerated string end-point, yt(k) is then on the line joining xk and zm(t). Thus,
y t  k= x k k  z m  t− x k  .

(5.13)

We calculate  k so that yt(k) will be geometrically closest to some feasible point x*,t
of the subset of hyperslabs included in the current string. This is done by imposing the
orthogonality condition,
〈 x * ,t − y t  k , z m t − x k 〉=0.

(5.14)

Substituting in yt(k) from Eq. (5.13), we have
〈 x *, t− y t k  , z mt −x k 〉 =〈 x *,t −x k −k  z m  t −x k , z m t −x k 〉
=〈 x *,t −x k , z m  t −x k 〉−k ∥z m t −x k∥2 ,

(5.15)

and through the orthogonality condition, we obtain
 k=

〈 x * ,t −x k , z m  t− x k 〉
.
m t 
k 2
∥z −x ∥

(5.16)

Using the notation
ui=

d2i −2i 1
,
d i ∥ai∥

(5.17)

from Eq. (5.10), we note that for strings
m t 

z m t −x k =−∑i=1 ui ai =−A Tt u t ,

(5.18)

where ut is a column vector containing the values ui belonging to block t. Thus, the
numerator of Eq. (5.16) becomes
〈 x * ,t −x k , z m t −x k 〉 =〈 x * ,t −x k ,− ATt u t 〉
=〈 At x k −At x * ,t , ut 〉.

(5.19)

At this point we enforce a string feasibility assumption. That is, we assume there exist
(but we do not need to know them explicitly) feasible vectors x*,t in each string of
hyperslabs. From the problem statement, we assume that bt −t A t x * ,t bt t , or
equally, bi −i 〈 ai , x *,t 〉bii for all indices i in the current block t. This allows
us to set lower (ξt) and upper (χt) bounds on the numerator values in Eq. (5.16) such
that  t〈 x * ,t −x k , z m t −x k 〉t . Using the result in Eq. (5.19) and the string
feasibility assumption, we have
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m t

t=∑i=1

{

{

ui 〈a i , x k 〉−bi i  if ui 0,
ui 〈a i , x k 〉−bi −i  if ui 0,

m t 

t=∑i=1

u i 〈ai , x k 〉−b i− i  if u i0,
u i 〈ai , x k 〉−b i i  if u i0.

(5.20)

(5.21)

The piecewise sums are required because the current iterate may lie above or below
hyperslab i in hyperspace. This orientation is denoted by the sign of ui. Choosing the
mean of the lower and upper bounds, we arrive at an expression for the optimal
relaxation parameter and thus the accelerated string end-point;
t =

t t
2∥z

m t 

y t  k= x k 

(5.22)

k 2

−x ∥

tt
2∥z

m  t

k 2

−x ∥

 z m t− x k  .

(5.23)

The next iterate is then calculated with
M

x k 1=∑ t=1 wt y t  k .
where

M

∑t =1 wt =1,

(5.24)

is a sequence of user-chosen weighting values, which were once

again chosen to be equal in the current work.
5.3

Energy straggling and the definition of convex sets
Energy loss straggling is the result of the statistical nature of the atomic

interactions of protons when traversing matter. For proton energy losses not exceeding
20% of the initial energy but large enough such that the central limit theorem applies,
the variance of the energy loss distribution can be described by Bohr’s theory [87]. For
a relativistic proton passing through a layer of thickness d, the width of the distribution
in Bohr’s theory can be described by
 2B  d =4 r 2e  e  me c 2

2

d

∫0

2

1−1/2   E  x 
dx ,
2
1−  E  x 

(5.25)

where re is the classical electron radius, e is the electron density of the material, me
is the electron mass, β is the proton velocity relative to the speed of light c, and E(x) is
the mean energy of the protons after traversing a path length x.
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For energy losses larger than 20% of the initial energy, which is typically the
case in pCT, Bohr’s theory becomes inaccurate. In this region, the distribution of
energy losses is non-Gaussian and is better described by the Tschalar distribution [88].
The variance of the energy loss distribution in this theory can be expressed by the
differential equation





(5.26)

1−1/2 2  E  x 
2
1−  E  x 

(5.27)

d 2
d
 T  x = E  x−2
S  I  x , E  x  2T  x  ,
dx
dE
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 E  x =4  r e e  me c
2
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2 2



S  I  x  , E  x  is the stopping power given by

S  I  x  , E  x  =

4 r 2e e me c 2
2  E  x 

[



]

2m e c 2 2  E  x 
ln
−2  E  x  .
I  x  1−2  E  x 

(5.28)

Here, I(x) is the mean excitation potential of the material.
A Geant4 [53] simulation was created to obtain a Monte Carlo estimate of
proton energy loss distribution width as a function of depth in water. A 200 MeV
monoenergetic pencil beam consisting of 30,000 protons was incident on a 22.5 cm
thick water cube. The energy loss of each proton at depths ranging from 1 – 22.5 cm
was recorded. From these measurements, histograms of energy loss were generated for
each depth and the subsequent plot fitted with a Gaussian function. The standard
deviation of the energy loss distribution was plotted as a function of depth and fitted
with a fifth degree polynomial. Geant4’s low energy electromagnetic physics libraries
were used as the basis for this simulation.
A comparison of the polynomial fit to the Geant4 data and the Bohr and
Tschalar theories is given in Fig. 5.2. As expected, the Geant4 data more accurately
matched the Bohr model at low energy losses and approached the Tschalar model at
large energy losses.
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Figure 5.2. Standard deviation of proton energy loss distribution as a function of depth in water for
200 MeV protons.

After validating the Geant4 results with the theoretical models, the fifth degree
polynomial in Fig. 5.2 was used in the calculation of the hyperslab boundaries
bi −i and bi i , as follows.

{

Ein

∫
= E
i

out 3 i d 

0

i =

{

i=

i− i
,
2

Ein

∫E
∫0

dE
, if E out −3 i d 0 ,
S  I water , E  x
dE
otherwise ,
S  I water , E  x

out −3 i d 

Ein

dE
, if E out 3 i d E in ,
S  I water , E  x 
otherwise ,

(5.29)

(5.30)

and
(5.31)

which is an average of the upper and lower integral RSP uncertainties. Here, E in and
E out are the measured entry and exit proton energies respectively, and  i  d  is the
value of the fifth degree function evaluated at d, where d is an approximation of the ith protons length of traversal of the object. Using the polynomial function in the
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reconstruction as opposed to using numerical methods to solve Eq.'s (5.25) or (5.26)
allows for a much faster computation of i and i , which will be important in
clinical pCT image reconstruction.
5.4

Proton CT simulation and image reconstruction
To allow for a comparison with the results presented in Chapter 4, the same pCT

data set was used in the current reconstruction work. See Section 3.5 for a description
of the Geant4 simulation used to generate the data. To be consistent with Chapter 4, the
data was subdivided into 180, 60 and 12 subsets equally sampled from each projection
angle. The general image reconstruction procedure was implemented as set out in
Chapter 4. That is, the initial image estimate was set to a uniform zero vector and the
iterative procedure commenced.
For the Dos Santos acceleration algorithm, the uncertainty in i was calculated
on the fly using Eq.'s (5.29), (5.30), and (5.31). The length of object traversal, required
to determine the straggling distribution width, was calculated with d ik =〈 a i , x k 〉 ,
which is the sum of the chord length through a given pixel, multiplied by the current
estimate of relative stopping power. This is similar to the process used in proton
therapy treatment planning calculations to determine water equivalent depths. Thus, as
the estimation of x improves, so too does the straggling estimation.
Following the calculation of i , the iterative projection steps were performed
as outlined in Sections 5.2.1 and 5.2.2. The reconstructions were terminated after 10
full cycles through the data. The relative error of the reconstructed images was
calculated with Eq. (3.6) and compared to the values obtained with the diagonally
relaxed orthogonal projections [72] (DROP) results displayed in Chapter 4.
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5.5

Results

Figure 5.3. Relative error as a function of cycle number for DROP with an optimal relaxation
parameter (subscript), block-iterative Dos Santos (BIDS) and string-averaging Dos Santos (SADS)
with the data partitioned into 180, 60 and 12 subsets.
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The relative error as a function of cycle number for all reconstruction schemes is
displayed in Fig. 5.3. A comparison with the DROP results presented in Chapter 4 as
well as the DROP results when reconstructing with a relaxation parameter ± 10% of
the optimal value is made. The general lack of stability with the Dos Santos methods is
evident. The block-iterative Dos Santos (BIDS) scheme appears to perform better with
larger block sizes, i.e., fewer number of blocks, while the converse is true for the
string-averaging Dos Santos (SADS) scheme. Indeed, the most favourable results with
Dos Santos acceleration, in terms of relative error, are obtained with the stringaveraging approach and 180 strings. Here, the reconstruction results are relatively more
stable, but are still sub-standard in comparison to DROP with an optimal relaxation
parameter.

Figure 5.4. Reconstructed images of minimum relative error for all reconstruction schemes.
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The images of minimum relative error obtained with each reconstruction
algorithm are presented in Fig. 5.4. The superior relative error results displayed by
DROP are most noticeably reflected in the noise level of the reconstructed image.
Through histogram analysis, it was noted that the fluctuation in relative error by the
Dos Santos reconstruction schemes were the result of successive undershooting (e.g.
BIDS, 180 blocks) and overshooting (e.g. SADS, 12 strings) of the true phantom value.
5.6

Discussion
In previous work with iterative projection algorithms, we have used knowledge

of the phantom composition to determine optimal relaxation parameters. Depending on
the subset sizes and the quality of the data, over or under relaxation may be required
for optimal reconstruction results. In the current work, we have investigated the use of
the Dos Santos acceleration scheme in pCT image reconstruction. This scheme
includes an “in-built” method for calculating an optimal relaxation parameter on the fly
and does not require knowledge of the true object composition.
The block-iterative Dos Santos scheme derived here has proven convergence
properties when applied to consistent data [85]. This is not necessarily the case with
pCT data, even when uncertainty due to proton straggling is accounted for. A number
of other factors may contribute to inconsistency in the projection data; error in path
estimation with the most likely path formalism (MLP) (Chapter 2), error in pixel chord
length calculation with the mean effective chord length (Chapter 3), nuclear scattering,
and noise in the detector system. Although the latter was neglected in the current work,
the other factors will likely play the dominant role in real life situations.
From the results presented in this Chapter, it appears that the non-empty
feasibility assumption, i.e., the existence of the point x*,t, does not hold. Its nonexistence can explain the fluctuation of image quality observed in Fig. 5.3. Relatively
more stable results were found with the string-averaging Dos Santos scheme, in
particular with a large number of strings. This can be attributed to the fact that the
errors associated with the non-existence of a feasible point are averaged out before the
next iterative step. In contrast, these errors are propagated and amplified through the
block-iterative Dos Santos scheme.
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It should be noted that it is possible to incorporate user chosen relaxation
parameters into the Dos Santos acceleration schemes. This may dampen the fluctuation
characteristics and result in more favourable reconstructions. However, our original
motivation for investigating the Dos Santos scheme was to eliminate the need to
choose a relaxation parameter, so this advantage would be negated if relaxation
parameters have to be chosen.
Results from this initial investigation of the Dos Santos relaxation method
suggest that further development and refinement is required for a useful application to
pCT image reconstruction tasks. While the results presented here appear undesirable,
the prospect of having an automatically defined relaxation parameter that is
independent of object details and scan parameters remains very attractive.
The topics presented in the following Chapters may aid the performance of the
Dos Santos scheme. Using a filtered backprojection image as the initial image estimate
and employing total-variation superiorization schemes [89] may result in more stable
reconstruction properties and make the use of the Dos Santos scheme feasible. This
will be the subject of future work.
5.7

Chapter summary
The iterative projection algorithms presented thus far have required the

allocation of a user chosen relaxation parameter for best results. The work in this
Chapter examined a method for automatically calculating an “optimal” relaxation
parameter with inherent acceleration properties. The method is based on the
assumption of a nonempty feasible set within each data subset. In an attempt to make
this assumption more realistic, the pCT linear equalities presented previously were
replaced by interval inequalities. However, the results suggest that the assumption of a
feasible point within each data subset is unrealistic for pCT applications. The blockiterative method experimented with here displayed particularly unstable results. The
string-averaging method was somewhat more favourable, but still lagged in
comparison to the block-iterative DROP algorithm.
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6.

6.1

CHARACTERISTICS OF PROTON COMPUTED TOMOGRAPHY
IMAGES RECONSTRUCTED WITH ITERATIVE PROJECTION AND
TRANSFORM METHODS

Introduction
In Chapters 3, 4, and 5 iterative projection (IP) algorithms were used to

reconstruct simulated proton computed tomography (pCT) data. Algebraic IP
techniques are currently the preferred method for handling the nonlinear estimated
proton paths through the image space. Estimating the proton trajectory with the most
likely path (MLP) has been demonstrated to improve spatial resolution of pCT
reconstructed images in comparison to algebraic reconstructions using straight line
path predictions [37]. It has been observed however, that these images are lacking
density resolution in comparison to the results of previous pCT studies [25,28] that
have made use of the filtered backprojection (FBP) reconstruction algorithm.
The amount of noise present in the iterative reconstruction has been observed to
increases with each cycle through the data. This suggests the hypothesis that if the
initial image estimate is closer to a feasible solution to the convex feasibility problem,
fewer iterations will be required to reach a feasible solution and thus, less noise will be
present in the final image. In the reconstructions presented in the previous Chapters,
the initial image estimate was set to a zero vector. It was observed that while the
relative error in the soft tissue regions reached a minimum after only a few cycles
through the data, the higher relative stopping power (RSP) values of the bone regions
required a greater number of cycles to reconstruct the appropriate value. Therefore, if
the bone regions of the initial image estimate are close to the correct value, the
minimum relative error should be achieved within fewer cycles.
As mentioned in Chapters 3, 4 and 5, the FBP algorithm was used before the
iterative procedure as a fast tool to determine the object boundaries for the subsequent
MLP calculations. Following this, the image vector was initialized as a zero vector and
the iterative procedure commenced. In this Chapter, the potential advantage of using
the FBP reconstructed image as the initial image estimate for the block-iterative
diagonally relaxed orthogonal projections (DROP) [72] procedure was investigated.
This was assessed with simulated spatial and density resolution pCT data sets, as well
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as considering quantitative accuracy. Also, the spatial and density resolution and
quantitative accuracy of the FBP reconstruction algorithm was analyzed and compared
with the iterative projection methods, as such a comparison had not been carried out in
the past.
6.2

Monte Carlo proton CT simulations
The Geant4 [53] simulation geometry described in Section 3.5 was used as the

basis for this work. To quantify spatial and density resolution, the Herman head
phantom presented in previous Chapters was replaced by an appropriate spatial or
density resolution phantom. Cross sections of the cylindrical phantoms used for spatial
and density resolution studies are shown in Fig. 6.1 (a) and 6.1 (b), respectively. Both
phantoms had a diameter of 16 cm and contained materials equivalent in chemical
composition and density to brain and cranial bone as set out by the International
Commission on Radiological Protection (ICRP) [63]. The spatial resolution phantom
also contained a central rectangular prism structure, having a cross-section of (0.82 ×
0.82) mm2, equal to the reconstruction pixel size. The density of this structure was 20
times greater than the surrounding brain but retained the same chemical composition.

Figure 6.1. Cross-sections of the cylindrical phantoms used in the Geant4 pCT simulations. (a)
Phantom with central dense structure (indicated by arrow) to quantify spatial resolution. (b)
Phantom with uniform interior.

6.3

Proton CT filtered backprojection and iterative projection reconstruction
In this work the standard parallel scanning method was used in the FBP pCT

reconstructions. In the standard parallel scanning reconstruction approach, proton paths
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must be assigned to a detector rotation position and equispaced lateral displacement
bins for each point of rotation. Due to multiple Coulomb scattering MCS within the
imaged object, proton path integrals do not coincide with a uniform sinogram grid. To
account for this, each individual proton history was rebinned.
The rebinning process, here performed only in two dimensions, is illustrated in
Fig. 6.2. The measured entry positions and directions of individual protons are
forward-projected to the boundary of the image reconstruction space. The same process
is done with the exit measurements. The angle of the straight line joining these points,
relative to the positive x axis, defines the detector rotation bin. The perpendicular
distance of this line from the centre of rotation of the system defines the lateral
displacement bin.
In our work, protons were assigned to 2 degree angular bins and 1 mm lateral
displacement bins. The Ram-Lak [60] filter was used in the FBP process. This filter,
which produces more noise than other filters commonly used in FBP, was chosen to
avoid further degradations in spatial resolution.
Images reconstructed with iterative projection algorithms, described in Chapters
3 and 4, were carried out with a zero vector as the initial image estimate. In this
Chapter the reconstructions were performed with the DROP [72] algorithm with both a
zero vector and the FBP-reconstructed image as the initial estimate. Ten cycles were
carried out for each reconstruction approach, where a cycle refers to one complete
sweep of all collected proton histories with Eq. (4.8). For all DROP reconstructions,
the data was organized into 12 blocks of equal size with each block containing a
representative sample of proton histories from each projection angle.
Object size, detector characteristics and number of proton histories collected all
affect the optimal relaxation parameter of an iterative projection algorithm. Since only
the first of these parameters was changed from the work of previous Chapters, and not
to a large degree, a constant relaxation parameter of 1.9 was used in the current work.
This was the optimal value determined in Chapter 3.
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Figure 6.2. Proton CT rebinning procedure for 2D parallel proton beam. (a) Calculation of the
predicted straight line path through the reconstruction space. All proton histories are binned
according to angle and radial displacement of straight line path. (b) A sinogram consisting of peak
integral relative stopping power values from each bin is filtered and backprojected as per regular Xray CT filtered backprojection.
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6.4

Image quality measures
In addition to the resolution measures described below, quantitative accuracy

was measured with histogram analysis and the relative error, as defined by Eq. (3.6).
Also, a measurement of image noise was made to determine its relationship with
number of iteration. This was defined as the standard deviation of pixel values within a
50×50 pixel region centred on the uniform phantom.
6.4.1

Spatial resolution
Spatial resolution of the reconstructed images was quantified with the 2D

modulation transfer function (MTF). The MTF is a measure of the information
transmission properties of the imaging system, in terms of spatial frequency. An ideal
imaging system would retain all spatial frequency information present in the imaged
object, i.e., return an MTF value of 1 for all spatial frequencies. However, in realistic
systems, the transmission of higher spatial frequencies (finer details) is lost through the
image acquisition and reconstruction procedure, resulting in lower MTF values at this
end of the frequency spectrum.
To measure the MTF of the simulated pCT system, the point spread function
(PSF) of the central dense rectangular prism in Fig. 6.1 (a) was used. The PSF
consisted of the reconstructed RSP values mapped out in 2D, centred on the central
dense pixel. A 2D Fast Fourier Transform (FFT) of a 16 × 16 pixel region of interest
centred on the PSF was carried out to extract the spatial frequency information from
the PSF. Making use of the axial symmetry of the phantom, the MTF was obtained by
averaging the magnitude of the x and y axial components of the resulting spatial
frequency representation of the image.
6.4.2

Density resolution
Density resolution was assessed with the contrast discrimination function

(CDF). This is an objective statistical analysis method for determining the minimum
contrast required to discriminate an object of a certain size from the surrounding tissue.
The CDF was calculated by dividing the reconstructed image of a uniform phantom
region into a grid, where the sizes of the grid elements corresponded to the size of the
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“object” to be discriminated. The distribution of mean pixel values within the grid
elements was used to determine the minimum contrast detectable with a given
confidence level. For a 95% confidence level, we require the difference between mean
pixel values in the object and the surrounding tissue to be greater than 3.29 σ. See [90]
for a complete description and discussion of the method. The central uniform phantom
(Fig. 6.1 (b)) data set was used for this measure. In the analysis, square “objects”
ranging from 1 × 1 to 10 × 10 pixels in size were considered.
6.5

Results
The reconstructed images from the density resolution phantom and spatial

resolution phantom pCT data sets are shown in Fig. 6.3. The images reconstructed with
DROP correspond to the cycle of minimum relative error. This was cycle 5 for the
uniform initial image estimate and cycle 3 for the FBP-reconstructed initial image
estimate. The viewing-window limits were set at RSP values of 0.8 and 1.2.

Figure 6.3. Spatial and density resolution phantom reconstructed with (a) filtered backprojection,
(b) DROP starting from a uniform zero initial image estimate, and (c) DROP starting from (a).
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6.5.1

Quantitative accuracy and noise
Histograms of the reconstructed images from Fig. 6.3 are shown in Fig. 6.4.

Both DROP reconstruction approaches were found to match the phantom brain RSP
value within peak fitting uncertainty. The image reconstructed with FBP was found to
underestimate the RSP of brain and bone regions by 0.9% and 0.3%, respectively.
When DROP was used with a zero vector initial image estimate, bone RSP values were
initially underestimated and iteratively improved through the reconstruction process.
After 5 cycles, the peak value of the bone region was overestimated by 0.8%. The
underestimation of bone RSP by 0.3% with FBP was changed to an overestimation of
1.0% at the optimal cycle when DROP made use of the FBP reconstructed image as an
initial image estimate. Thus, all reconstruction algorithms reconstruct the correct RSP
value to within 1%, which would be sufficient for accurate range predictions in proton
therapy treatment planning.

Figure 6.4. Histograms of the uniform phantom reconstructions. The phantom values are shown as
peaks while the reconstructed values may be approximated as Gaussian distributions due to
reconstruction noise.
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The histogram analysis also demonstrated the increase in image noise through the
iterative procedure. The standard deviations of the brain and bone peaks were found to
increase with an increasing number of cycles. This effect is also illustrated in Fig. 6.5.
It is this effect that limits the number of cycles to reach minimum relative error, once
the mean reconstruction value has stabilised.

Figure 6.5. Plot of reconstruction image noise as a function of cycle number for the iterative
methods. The noise at cycle 0 for the DROP FBP algorithm corresponds to the noise resulting from
FBP reconstruction.
6.5.2

Spatial resolution
Fig. 6.6 illustrates the MTF for the images shown in the bottom row of Fig. 6.3.

It was found that the spatial resolution of the image resulting from the FBP
reconstruction was inferior to those from the DROP reconstruction. A spatial
resolution of 1.4 lp/mm for an MTF value of 0.5 was found for the FBP reconstruction
compared to 1.6 lp/mm and 1.7 lp/mm for the zero vector and FBP-reconstructed initial
image estimates, respectively. Even greater differences in the spatial resolution can be
seen at higher spatial frequencies. This reflects the loss in spatial resolution with the
straight line proton path assumption of the FBP reconstruction. It was also observed
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that spatial resolution increased with each successive iteration in both DROP
reconstruction approaches, however, at the expense of additional image noise.

Figure 6.6. Modulation transfer function (MTF) derived from the point spread function
reconstructions. The filtered backprojection reconstructed image displays lower MTF values in
particular at higher spatial frequencies. An ideal imaging system of infinite spatial resolution
would display an MTF value of 1 for all spatial frequencies.

6.5.3

Density resolution
The CDF plots of the images shown in the top row of Fig. 6.3 are illustrated in

Fig. 6.7. As expected, the image reconstructed with FBP alone was found to exhibit
superior density resolution to the DROP reconstructed image with a zero vector initial
image estimate. The image reconstructed with DROP and the FBP-reconstructed initial
image estimate had a comparable density resolution to the original FBP image after 3
cycles. For the data generated in the current work, it was found that an object of 4.7 ×
4.7 mm2 and 1% contrast compared to the background could be discriminated with
95% confidence level when reconstructing with FBP. This should be compared to a
required object size of 5.6 × 5.6 mm2 for the image reconstructed with DROP starting
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from a zero vector estimate. Density resolution was found to decrease with each
successive iteration in both DROP reconstruction approaches, reflecting the increase in
image noise.

Figure 6.7. Contrast discrimination function (CDF) derived from the uniform phantom
reconstructions. The CDF specifies the percentage contrast required to discriminate a low contrast
object of a given size from background.

It should be noted that the quantitative values presented for spatial and density
resolution are specific to the reconstruction pixel size (0.82 × 0.82 mm 2), which was
chosen to be typical for a head image reconstruction.
6.6

Discussion
There are a number of factors to consider when selecting the image

reconstruction algorithm for pCT. If the images are to be used for proton therapy
treatment planning, quantitative accuracy and the ability to discriminate soft-tissue
contrast as well as tissue boundaries are both important aspects. If the images are to be
used in pre-treatment patient positioning, spatial resolution and reconstruction time are
key.
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Reconstructions with the fast FBP algorithm were found to display superior
density resolution but inferior spatial resolution when compared to IP reconstructions
of the current data set. The superior density resolution arises from the averaging
process that takes place when binning individual proton integral RSP measurements.
This same process leads to a loss in spatial resolution, however. Because the nonlinear
paths of individual protons cannot be accounted for when backprojecting the sinogram
data, the subsequent straight line approximation results in a degradation of spatial
resolution.
The FBP reconstruction process was also found to result in an underestimation
of RSP values. This arises from the scattering of protons at the object boundary. These
scattered protons result in unrealistic energy losses outside the object profile. The
convolution step in the algorithm then subtracts these false values from all bins within
the object profile, resulting in an underestimation of the interior of the reconstructed
object. This edge-artefact has been noted in other pCT studies with FBP [33]. There,
the authors suggest a filter to redistribute the unrealistic energy loss back into the
phantom interior. This will be incorporated into our image reconstruction software in
the future. Thus, when sharp spatial resolution is not crucial but speed is a requirement,
fast FBP algorithms may be used in pCT based bony anatomy image-guided alignment
verification.
Only a minor increase in the FBP image noise was found after 3 cycles with the
DROP procedure when starting from the FBP-reconstructed image. Considering this,
and the improvement in spatial resolution made possible with the MLP, iterative
projective algorithms seem to be the favourable choice for treatment planning
applications of pCT. When considering the advantage of using a FBP-reconstructed
image as opposed to a zero vector initial image estimate for the iterative procedure, it
was found that fewer iterations were required to reach an “optimal” solution with the
former. This resulted in reduced reconstruction time, improved density resolution and
comparable spatial resolution. Since the FBP procedure is a fast and effective method
for determining the object boundary before any iterative operations are performed, it is
reasonable to also use the reconstructed image as a starting point for the iterative
procedure.
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The iterative reconstructions did display an overestimation of bone regions by
approximately 1%, however. This is due to the approximation made in the integral RSP
calculation that all materials have the mean excitation energy of water. The bone
material used in Geant4 has a mean excitation energy 33% larger than the value Geant4
uses for water. This means that the reconstructed RSP values are overcompensated to
account for the observed energy loss. This is not the case with the brain region, as the
mean excitation energy of soft tissues is approximately equal to that of water. This
effect is also inherent to the FBP reconstruction, but the aforementioned
underestimation associated with that procedure, partially compensates for this error. In
future work, it may be possible to perform a subsequent reconstruction using
segmented MLP curves in which different mean excitation energy values are used for
regions of bone and soft tissue density.
It should be noted that within each of the reconstruction algorithms investigated
here, there are a number of parameters that affect quantitative accuracy, as well as
spatial and density resolution. When considering FBP, one must select an appropriate
filter function and binning intervals to suite the raw data and application requirements
of the image. In the block-iterative DROP algorithm, the choice of block size and
relaxation parameter further influences the quality of the reconstruction. Therefore, the
intent of the current work was not to provide a quantitative measure of the accuracy
and spatial and density resolution of pCT, but to compare the general characteristics of
the various reconstructions approaches. This will guide further development of our
pCT image reconstruction techniques.
The results of the current work suggest that an ideal pCT reconstruction
algorithm would have the flexibility to incorporate the MLP formalism into the
reconstruction procedure and also be robust in dealing with noisy projection data. With
this premise, we have investigated the use of perturbation resilient total-variation
superiorization [89] in pCT reconstruction and will describe our implementation in the
following Chapter.
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6.7

Chapter summary
Proton CT is a novel imaging modality that has of the potential to improve the

accuracy of proton radiation therapy planning and allow low-dose pretreatment image
guidance. Previous studies by pCT collaborators have made use of either FBP or
iterative projection methods with a uniform initial image estimate for image
reconstruction. While FBP-reconstructed images were found to display a good density
resolution, FBP-reconstructed images lack spatial resolution, and vice versa for the
iterative algorithms. In this work it was demonstrated that if FBP is used as the initial
image estimate for an iterative projection algorithm, images can be reconstructed with
better spatial resolution than that achieved with FBP alone and better density resolution
than DROP starting from a uniform zero vector image estimate. The iterative
reconstruction methods used here overestimated the RSP of bone on average by 1%,
which could still be improved by more sophisticated reconstruction methods.
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7.
7.1

TOTAL VARIATION SUPERIORIZATION SCHEMES TO PROTON
COMPUTED TOMOGRAPHY IMAGE RECONSTRUCTION
Introduction
As was demonstrated in Chapter 6, iterative algebraic techniques are required to

improve spatial resolution and quantitative accuracy of proton computed tomography
(pCT) image reconstructions. Analysis of image quality measures in Chapter 6
demonstrated that both spatial resolution and mean reconstructed relative stopping
power (RSP) values improve with an increasing number of iterations. However,
amplification of image noise through the iterative procedure limits the monotonic
increase in image quality with iteration number.
The algorithmic schemes presented to this point belong to the general class of
feasibility seeking methods. That is, the algorithm searches for a solution, and there
may be many solutions, to the convex feasibility problem (CFP) of finding a point in
the intersection of a finite family of convex sets. This is different from optimization,
which seeks a solution to the problem statement by minimizing a given cost (merit)
function over the constraints sets of the CFP.
While optimization has certain advantages in many imaging applications, it
could have drawbacks in applications such as pCT. The optimal solution, in a
mathematical sense as dictated by the cost function, may not always be the solution
that best reproduces the true object data of interest, because of inconsistencies in the
acquired data or due to the choice of the cost function. This choice is affected by
justifying arguments that are sometimes inadequate or by the ability or inability to
computationally handle the resulting optimization problem. Therefore, in this work, we
investigated the potential value of the superiorization method, which is also attractive
both in terms of required memory and computational time.
Superiorization is fundamentally different from constrained minimization. The
novelty lies in the attempt to strike another balance between feasibility and minimality.
The term superiorization reflects the main idea of the new approach, which is not the
finding of any feasible point (solving the feasibility problem) and not the quest for a
constrained minimum point. Instead, the target of superiorization is to seek a feasible
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point that is also “better”, i.e., superior in a defined mathematical sense, over other
reachable feasible points with respect to the objective function. Such a point does not
need to be a minimum point of the objective function in the feasible set but its
superiority means that it is, in some rigorously well-defined sense, “more than” just a
feasible point.
In this Chapter and presented in [91], we investigate the superiorization of total
variation (TV). While TV-minimization has been used extensively as a denoising tool
in the field of image processing [92,93,94], TV-superiorization (TVS) is a new
methodology in image reconstruction. The concept was introduced by Butnariu et al.
[89] (although the term TV-reducing is used there and not superiorization as used
here). There, the authors proved the perturbation resilience, i.e. stability, of stringaveraging projection (SAP) methods under summable perturbations, and proposed how
to use this resilience to steer a feasibility seeking iterative process toward iterates with
reduced TV values. The usefulness of this method when applied to X-ray CT
reconstruction from a limited number of projections was demonstrated by Herman and
Davidi [95]. Perturbation resilience of block-iterative projection (BIP) methods was
later presented by Censor, Davidi, and Herman [96].
The premise is that the problem at hand (image reconstruction in pCT in our
case) is modelled by a CFP, but that we desire (i) to use an efficient feasibility seeking
projection method, and (ii) to find a feasible solution that will have a reduced value of
a given merit function (TV in our case). Superiorization refers to such a process of
finding a superior solution with respect to some merit function, which is also a feasible
solution of the CFP sets. A superior solution is a feasible solution of the CFP for which
the value of the merit function, with respect to which one superiorizes, is smaller (but
not necessarily minimal) than the value of this function at the feasible point that would
have been reached if the superiorization process would not have been applied. The
ability to perturb the original projection algorithm, without losing convergence to a
feasible point, allows us to steer the algorithm toward a feasible point that is superior,
according to the merit function, to the one we would arrive at without the
perturbations.
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We first give a general formulation of a prototypical algorithmic framework
which is based on, but not identical with, the general framework for superiorization
given in [97]. Then, we use Monte Carlo simulated data and a quantitative analysis of
image quality, to investigate the application of two TVS schemes to pCT image
reconstruction. Both TVS schemes are constructed by modifying the block-iterative
diagonally relaxed orthogonal projections (DROP) algorithm [72] as the core
reconstruction algorithm. The first scheme employs the superiorization steps once per
cycle, where a cycle is a complete processing of all data blocks. The second TVS
scheme employs the superiorization steps once per block. Simplifications of these
schemes were also investigated in which the computationally expensive feasibility
proximity checking step of the TVS framework was eliminated.
Our main conclusion is that superiorization is a useful reconstruction scheme for
pCT that can be applied as an algorithmic add-on to perturbation-resilient iterative
projection algorithms seeking feasibility. In addition, there are significant advantages
of the TVS schemes in detecting small contrast differences in pCT images.
7.2
7.2.1

Methods
The superiorization methodology
The superiorization principle has its roots in [89] and was recently formalized in

[97] as follows. A problem structure over the n-dimensional Euclidean space Rn is a
pair 〈 ℚ , Pr 〉 , where ℚ is a nonempty problem set and Pr is a so called proximity
function on ℚ such that, for all Q∈ℚ , Pr Q : Rn  R  , where R+ is the set of
nonnegative real numbers. Intuitively, Pr Q  x  is a measure of how “far” x is from
being a solution of problem Q and we call x a solution of Q if Pr Q  x =0.
The superiorization principle relies on the bounded perturbation resilience of
algorithms. An algorithm P for 〈 ℚ , Pr 〉 assigns to each problem Q∈ℚ , an
algorithmic operator PQ : Rn  Rn . P is said to be resilient to bounded perturbations
if, for all Q∈ℚ , the following is the case: if the sequence

∞

 P k x k =0

(obtained by

sequential repeated applications of PQ, starting from x) converges to a solution of Q for
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all x ∈Rn , then any sequence

∞

 x k k =0

of points in Rn also converges to a solution of

Q provided that, for all k 0,
x k 1=PQ  x k k v k  ,

(7.1)

where βk vk are bounded perturbations, meaning that βk are real nonnegative numbers
such that

∞

∑k =0 k ∞

and the sequence of vectors

∞

 v k  k=0

is bounded.

Specific instances of algorithms resilient to bounded perturbations for solving
the convex feasibility problem from the classes of string-averaging projections (SAP)
and block-iterative projections (BIP) methods were presented in [97]. Relying on the
mathematically

validated

notion

of

bounded

perturbations

resilience,

the

superiorization theory is currently a heuristic, but practical demonstrations of its
usefulness, see [89,95,96,97], are reinforced by the results presented in this Chapter.
Given an algorithm P for a problem structure 〈 ℚ , Pr 〉 and a merit function
: R n  R , the intended aim of the superiorization methodology is to provide us
with an algorithm, called the Superiorized Version of Algorithm P, that, for any starting
∞

 x k k =0 ,

point x 0 ∈ Rn , produces a sequence

that converges to a solution of problem

Q such that, as long as its stopping criterion is not met, it has decreasing values of the
merit function   x k  . This is stated rigorously in [97], where, under reasonable
assumptions, the algorithm that produces

∞

 x k k =0

is described as follows. The

algorithm assumes that we have available a summable sequence

∞

 l l =0

of positive

real numbers. It is easy to generate such sequences; e.g., we can use the powers
l

l =a , for some 0 < a < 1. The algorithm generates, simultaneously with the

sequence

∞

 x k k =0 ,

sequences
∞

subsequence of

 l l =0 .

numbers

be

will

∞

 v k  k=0

and

∞

 k  k=0 .

The latter is generated as a

Clearly, the resulting sequence

summable.

The

algorithm

∞

 k  k=0

depends

on

of positive real
the

specified

∞

x 0 ,  ,  l l =0 , Pr Q and PQ . It makes use of the logical variable called continue
and also of the concept of a subgradient of the convex function φ. ∥.∥ is the
Euclidean norm.
Algorithm 7.1: Superiorized Version of Algorithm P
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1.

set k = 0

2.

set xk = x0

3.

set l = 0

4.

repeat

5.

set g to a subgradient of φ at xk

6.

if ∥g∥0

7.

then set v k =−g /∥g∥

8.

else set v k =g

9.

set continue = true

10.

while continue

11.

set k =l

12.

set y k =x k k v k

13.

if   y k   x k  and

14.

set x k 1=PQ y k

15.

set continue = false

16.

set l = l + 1

17.

set k = k + 1

Pr Q  P Q y k Pr Q  x k  then

While this was the specific superiorized algorithm investigated in [97], we have
experimented with other superiorized algorithms, closer to the ones in [89,95,96], that
are described below. The different superiorized algorithms are characterized by the
frequency of the perturbation (step 12 above) within a cycle over the collected data,
and by where exactly in the algorithmic flow the merit function value check
k
  y k   x k  and the feasibility proximity check Pr Q  PQ y Pr Q  x  are done.

Also, we have investigated the effect of eliminating the computationally expensive
feasibility proximity check at step 13. Full details about our specific implementations
appear in the following section. These implementations are concentrated solely around
the use of superiorized algorithms for total variation reduction in pCT. But the general
description of the superiorized algorithm given above is general enough to apply to
other inverse problems in which a reduction (which is not necessarily a minimization)
of a given merit function, subject to convex feasibility constraints, is required.
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7.2.2

Total variation superiorization applied to proton CT
In our application of the superiorization scheme to pCT image reconstruction,

we have adopted the diagonally relaxed orthogonal projections (DROP) algorithmic
scheme [72] for the algorithmic operator P, which we implemented in Chapters 4 and
6, and used in previous work [98]. We first give an overview of the iterative
reconstruction problem encountered in pCT.
Let I = {1, 2, ..., m}, and let {Hi | i ∈ I} be a finite family of hyperplanes in Rn.
In pCT reconstruction, the sets Hi, on which the vectors xk are projected during the
iterative process, are defined by the i-th row of the m × n linear system Ax = b, namely,
H i={ x ∈ Rn∣〈 a i , x 〉=b i } ,

for i=1,2,... , m.

(7.2)

Here ai is the i-th column vector, of AT (the transpose of A), i.e., its components occupy
m

the i-th row of A. The right-hand side vector is b= bi i=1 . In pCT, the a ij
correspond to the length of intersection of the i-th proton history with the j-th voxel, x
is the unknown image vector of relative stopping power (RSP) values, and bi is the
integral RSP along the most likely path (MLP) of the i-th proton calculated from its
measured energy loss. See Chapter 3 and Penfold et al. [54] for a detailed explanation
of the MLP chord length calculation process. As in previous chapters, the elements bi
are calculated with
dE

E in

bi =∫E

out

S water  E 

,

(7.3)

where Ein and Eout are the known entry energy and measured exit energy, respectively,
and Swater is the proton stopping power of water given by
S water =

4 r 2e me c 2 water
 2  E

[
ln



]

2me c 2 2  E
−2  E  . (7.4)
2
I water 1−  E 

Here, re is the classical electron radius, me is the mass of the electron, ηwater and Iwater are
the electron density and mean ionization of potential of water respectively, and β is the
velocity of the proton relative to the speed of light c.
A block-iterative version of DROP with fixed blocks was used by partitioning
the indices of I as I = I1∪I2∪… IM into M blocks as detailed in Chapter 4. Block-

90

iterative DROP is a variant of the general block-iterative projection method [69], that
employs a component-dependent weighting scheme. Block-iterations for the linear
case were first studied in [68]. The block-iterative DROP algorithm is given as follows.
Algorithm 7.2: Diagonally Relaxed Orthogonal Projections (DROP)
Initialization: x0 ∈ Rn is arbitrary.
Iterative Step: Given xk, compute the next iterate xk+1 with,
x k 1=P t  k   x k = x k k U t  k ∑i ∈ I

t k

bi−〈a i , x k 〉 i
a.
∥ai∥2



Here, the diagonal matrix U t  k=diag min  1,1/hl 
t



(7.5)

with htl being the number

of proton histories in the t-th block that intersect the j-th pixel, and

∞

 k k =0

is a

sequence of user-determined relaxation parameters. In the current work, λ was kept at
a value of 1.9, based on results from Chapter 4. The blocks are taken up by the
∞

algorithm according to the control sequence  t k   k=0 which is in our work a cyclic
control, i.e., t k =k mod M 1. The pCT data set was partitioned into 12 blocks of
equal size and composed of an equal number of proton histories from each projection
angle. We will refer to this generic DROP, i.e., without superiorization steps added to
it, as “standard DROP”.
The merit function φ and feasibility proximity function Pr used in the current
work to steer the superiorization reconstruction scheme were motivated by the work of
Butnariu et al. [89]. The feasibility proximity function was associated with the residual
of measured integral RSP values and those obtained with the current image estimate.
The purpose of feasibility proximity checking was to ensure that superiorization with
respect to an additional task represented by the merit function φ did not steer the
solution away from an agreement with the measured data. The feasibility proximity of
the current image estimate xk to the measured data was calculated as
k

Pr  x =



m

∑i=1



bi −〈a i , x k 〉
∥a i∥



2

.

where m is the number of proton histories in the set of interest.

(7.6)
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The superiorization paradigm has not yet been investigated for situations where
the underlying “feasible set” (of the intersection of the constraints) is empty. But even
in such a situation, reducing the proximity function of Eq. (7.6) is leading to a point
which “violates the constraints less”, and thus is useful, even if the proximity function
does not reach (and cannot reach) the value zero.
The merit function φ, which we aim to reduce during the reconstruction process,
was associated with the total variation of the reconstructed image estimate, such that
J −1

J −1

  p k =∑g =1 ∑ l=1

 p

k
g1,l

2

2

− pkg ,l   pkg ,l 1− p kg , l  ,

(7.7)

where pk is the 2D J ×J representation of the n-dimensional image vector xk.
Finally, the perturbation vectors vk, steering the iterative sequence of image
estimates toward reduced total variation of the image estimate, were calculated with
the method proposed in [89]. Specifically, the perturbation vector was calculated as the
negative of the normalized subgradient of the total variation at xk, i.e.,

{

gk
, if g k ≠0,
k
v = ∥g ∥
0,
otherwise .
k

−

(7.8)

The subgradient of total variation, g, was calculated with the method outlined in [92].
Two variants of the DROP based superiorization scheme, Algorithm 7.3, or
TVS1-DROP and Algorithm 7.4, or TVS2-DROP, (see below) were employed in the
current work, essentially differing in the number of times the algorithmic operator P of
step 12 in Algorithm 7.2 was applied before continuing to the feasibility proximity
check. In both variants, the initial image estimate of the iterative procedure was
acquired by performing a filtered backprojection (FBP) reconstruction from the data.
The FBP was carried out by rebinning individual proton histories, to conform with a
conventional sinogram grid [98,43].
The TVS1-DROP scheme (Algorithm 7.3), which was similar to the TVS
algorithms used in previous studies [89,95,96], applied the projection operator
cyclically until all blocks of the data set had been processed. Following this, the
feasibility proximity was checked including all histories in the data set.
Algorithm 7.3: Cyclic total-variation superiorization with DROP (TVS1-DROP)
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1.

set k = 0

2.

set x k =x FBP the initial FBP reconstruction, and βk = 1

3.

repeat for 10 cycles

4.

set g to a subgradient of φ at xk

5.

if ∥g∥0 set v k =−g /∥g∥

6.

else set v k =g

7.

set continue = true

8.

while continue

9.

set y k =x k k v k

10.

calculate the merit function (total variation) with Eq.
(7.7), and if   y k   x k 

11.

apply sequentially M times the algorithmic operator
Pt(k) to yk (Eq. (7.5))

12.

calculate the feasibility proximity with Eq. (7.6) using
histories

from

all

M

blocks,

and

if

Pr  P M y k Pr  x k 
13.

set x k 1=P M y k

14.

set continue = false
else set k = k /2

15.
16.
17.

else set k = k /2
set k = k + 1

The TVS2-DROP scheme (Algorithm 7.1) applied the algorithmic operator to a
single block only, before continuing to the feasibility proximity check, which was
performed only with histories from the subsequent block. This was justified since each
block was composed of an equal number of histories from each projection angle and
was thus representative of the data set as a whole.
Algorithm 7.4: Block total-variation superiorization with DROP (TVS2-DROP)
1.

set k = 0

2.

set x k =x FBP the initial FBP reconstruction, and βk = 1
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3.

repeat for each block over 10 cycles

4.

set g to a subgradient of φ at xk

5.

if ∥g∥0 set v k =−g /∥g∥

6.

else set v k =g

7.

set continue = true

8.

while continue

9.

set y k =x k k v k

10.

calculate the merit function (total variation) with Eq.
(7.7), and if  y k   x k 

11.

apply the algorithmic operator Pt(k) to yk (Eq. (7.5))

12.

calculate the feasibility proximity with Eq. (7.6)
using histories from the subsequent block, and if

Pr  P t  k 1 y k  Pr  x k 
13.

k 1
k
set x =P t  k  y

14.

set continue = false
else set k = k /2

15.

else set k = k /2

16.
17.

set k = k + 1

In an effort to reduce image reconstruction time, the TVS1- and TVS2-DROP
schemes were further modified by eliminating the computationally expensive
feasibility proximity check in step 12. The modified schemes without the feasibility
proximity checking are referred to as TVS1-DROP* and TVS2-DROP* in the
remainder of the Chapter.
7.2.3

Proton CT data and performance analysis
The 2D pCT Geant4 [53] data set described in Chapter 6 was used for this work

also. This included the spatial and density resolution phantoms shown in Fig. 6.1.
Reconstructions were carried out on a general purpose graphical processing unit
(GPGPU) workstation. The workstation consisted of a quad-core central processing
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unit (CPU) and two NVIDIA® Tesla C1060 GPUs (NVIDIA Corporation, Santa Clara,
CA, USA). The GPGPU code was written with the “C for CUDA” toolkit, the drivers
for which are freely available from NVIDIA®. To enable parallel execution on a dual
GPGPU system, multi-threaded coding was implemented on the host CPU. This was
done using the OpenMP application programming interface [99]. Only inherently
parallel parts of the iterative reconstruction were executed on the GPGPUs. Projections
within a block (the sum in Eq. (7.5)) suit the parallelization criteria well, as individual
projections within a block are independent of the result of the other projections. Thus,
following the completion of a block projection on the GPGPU, the summed array was
returned to the CPU for processing and the sequential portion of the block-iterative
algorithm carried out.
The image analysis procedure also set out in Chapter 6 formed the basis for the
current work. This included the use of histogram analysis and relative error (Eq. (3.6))
measures for quantitative accuracy, the modulation transfer function (MTF) for spatial
resolution (Section 6.4.1), and the contrast discrimination function for density
resolution (Section 6.4.2). The results obtained from Algorithms 7.3 and 7.4 were
compared to those generated with the standard DROP procedure, with all algorithmic
schemes starting from a filtered backprojection initial image estimate.
7.3
7.3.1

Results
Qualitative comparison
Images of the two virtual phantoms reconstructed with standard DROP, TVS1-

DROP* and TVS2-DROP* are shown in Fig. 7.1. The images reconstructed with these
variants of the TVS scheme without the feasibility proximity checking had a smaller or
equivalent minimum relative error when compared to images reconstructed with the
feasibility proximity check (see next section and Fig. 7.2). It should be noted that the
images shown in Fig. 7.1 correspond to the image obtained at the cycle of minimum
relative error, which was cycle 3 for standard DROP, and cycle 10 for TVS1-DROP*
and TVS2-DROP*. Qualitatively, it can be seen that the TVS2-DROP* scheme had the
lowest noise level, probably due to the extra perturbation steps.
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Figure 7.1. Images reconstructed with (a) standard DROP, (b) TVS1-DROP*, and (c) TVS2DROP*. Images in the top row are reconstructions of the uniform phantom and in the bottom are
reconstructions of the spatial resolution phantom. The viewing window includes RSP values
between 0.8 and 1.2.

7.3.2

Quantitative accuracy
Fig. 7.2 displays the relative error as a function of cycle number for all

reconstruction schemes. The images reconstructed with the TVS1-DROP and TVS1DROP* schemes, i.e., with and without the feasibility proximity check, were
equivalent in terms of quantitative RSP accuracy, and the relative error followed a
monotonically decreasing trend. The removal of the feasibility proximity check made
no difference as the check condition was never violated in this case. On the other hand,
the removal of the feasibility proximity check made a difference for the TVS2-DROP
scheme. Fig. 7.2 demonstrates that including the feasibility proximity check led to a
progressive increase of the relative error after reaching a minimum similar to the
standard DROP algorithm. This can be explained by the fact that the reduced β, or the
weighting of the perturbation, dampens the noise-reducing effect of the perturbation
step. Thus, as the standard DROP algorithm diverges from a low relative error, so does
the more stringent TVS approach. This occurs with TVS2-DROP but not TVS1-DROP
because violations of the feasibility proximity condition were only observed with the
former. Without the feasibility proximity check, the relative error of the TVS2-DROP*
scheme followed a monotonically decreasing trend within the 10 cycles. The minimum
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relative error within the first 10 cycles was 2.64% with standard DROP, 1.96% with
TVS1-DROP and TVS1-DROP*, 1.64% with TVS2-DROP, and 1.55% with TVS2DROP*. These differences are a direct result of the various degrees of noise in the
images reconstructed with the different schemes.

Figure 7.2. Relative error as a function of cycle number for the various schemes. The relative error
at cycle 0 corresponds to the relative error produced by the FBP algorithm, which was used to
generate the initial point for the iterative TVS.

The results presented were obtained with the data subdivided into 12 blocks.
The reconstruction algorithms were also run with 180 blocks, but the results were very
similar and are, therefore, not shown.
Histograms of the images presented in the top row of Fig. 7.1 were created to
analyse the mean reconstructed value of the brain and bone-equivalent regions.
Gaussian distributions were fitted to the peaks to model reconstruction noise. All
schemes reconstructed the same mean RSP value for the brain and bone-equivalent
regions, within peak-fitting uncertainty. Thus, the TVS perturbation schemes did not
adversely affect the accuracy of the reconstructed values of these materials.
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7.3.3

Spatial resolution

Figure 7.3. MTF of the standard DROP and the reduced TVS-DROP* reconstruction schemes. The
greater MTF value for any give spatial frequency reflects the superior spatial resolution of the TVS
schemes.

Due to their superior noise performance and reduced reconstruction time, further
analysis was only performed for the TVS1-DROP* and TVS2-DROP* schemes, which
were compared to the standard DROP reconstruction scheme. The MTFs associated
with each algorithm are plotted in Fig. 7.3. For any spatial frequency, the TVS1DROP* scheme had larger MTF values and thus superior spatial resolution than the
standard DROP scheme. The TVS1-DROP* and the TVS2-DROP* schemes
performed similarly in terms of spatial resolution, with the TVS1-DROP scheme being
marginally better. The improved spatial resolution with the TVS reconstruction
schemes can be attributed to the greater number of cycles being performed before
reaching the lowest relative error. It was observed in Chapter 6 that pCT spatial
resolution improves with cycle number when employing an MLP formalism in
conjunction with an iterative algorithm. This is an important result since reconstruction

98

algorithms that improve density resolution (see below) often display inferior spatial
resolution.
7.3.4

Density resolution
The CDFs associated with the standard DROP and the reduced TVS-DROP*

schemes are plotted in Fig. 7.4. While the TVS1-DROP* scheme performed only
slightly better than the standard DROP scheme, the TVS2-DROP* scheme performed
much better than the other two algorithms. For objects as small as 1 mm 2, the TVS2DROP* algorithm allowed contrast discrimination between 1% and 1.5%. The superior
contrast discrimination of the TVS2-DROP* scheme can be attributed to the
combination of reduced image noise and improved spatial resolution.

Figure 7.4. CDF derived from the standard DROP and the reduced TVS-DROP* reconstruction
schemes. The CDF specifies the percentage contrast required to discriminate an object of a give
size from background with a 95% confidence level.

7.4

Discussion
The new concept of superiorization, as outlined in [97], can be applied to

inverse problems in which a reduction, which is not necessarily a minimization, of a
given merit function subject to convex feasibility constraints is required. In this
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Chapter, we have focused on the application of the general superiorization scheme to
pCT reconstructions and made certain modifications to suit the task at hand. Central to
the superiorization concept applied to pCT or other iterative image reconstruction
methods is the act of perturbing the calculated image estimates between the iterative
steps of a feasibility seeking projection method. By choosing the method of
perturbation appropriately, significant beneficial alterations to the sequence of
reconstructed images were achieved.
In this study two superiorization schemes, TVS1-DROP and TVS2-DROP,
based on a reduction of the TV of the pCT image reconstructed with the DROP
algorithm were investigated. The two schemes differed in the frequency of perturbation
per reconstruction cycle. TVS1-DROP performed only one perturbation in each cycle,
while TVS2-DROP made use of a perturbation at each block iteration (12 per cycle in
this case). Both TVS-DROP schemes were found to improve image quality relative to
standard DROP. In particular, the additional perturbation steps utilized in TVS2-DROP
resulted in the greatest reduction of image noise and superior density resolution.
Attention must be paid to the extra computation time when incorporating TVS
schemes into pCT reconstruction algorithms. The calculation of the TV merit function
(Eq. (7.7)) and the perturbation vector vk could increase image reconstruction time
when the dimension of the image is large, but the main cause for the excess
reconstruction time in both TVS-DROP schemes was the calculation of the feasibility
proximity function (Eq. (7.6)). In the best case scenario, in which the feasibility
proximity check is never violated, a minimum of two projection cycles must be carried
out for each conventional DROP cycle. To counteract the increased computation time,
the two TVS-DROP schemes were also executed without the feasibility proximity
checking step, denoted by TVS1-DROP* and TVS2-DROP*. This innovation halved
the reconstruction time of both TVS-DROP schemes and further reduced the image
noise of TVS2-DROP, while having no detrimental effect on the other performance
parameters when compared with TVS1-DROP.
The purpose of the feasibility proximity function, is to ensure that
superiorization with respect to TV does not force the reconstructed image away from
the measured data. However, due to inaccuracies in the forward and backprojection
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operator in the iterative DROP algorithm, which arise from multiple Coulomb
scattering and energy straggling of protons when traversing the object, the feasibility
proximity function is not an accurate guide to image quality. The results presented here
suggest that the TVS2-DROP scheme suppresses the inconsistencies present in the
measured data. This means that the high spatial resolution inherent in iterative
algorithms employing the MLP formalism can be successfully combined with the lowcontrast sensitivity due to TV superiorization.
Another key finding of our investigation is the improvement in spatial resolution
measured with both TVS-DROP reconstruction schemes relative to the standard DROP
approach. While the TVS1-DROP* scheme displayed a marginally superior spatial
resolution than TVS2-DROP*, the latter still resulted in superior spatial resolution
relative to the image reconstructed with the standard DROP reconstruction despite its
better noise reduction. We have noticed that previous attempts to improve density
resolution by “smoothing” the reconstructed image, in general, resulted in a
degradation of spatial resolution. This is not the case with both TVS-DROP schemes,
where the spatial resolution was maintained or improved.
In this work we have done a first investigation of the performance of TVsuperiorization methods in terms of quantitative accuracy, spatial resolution and low
contrast density resolution, with pCT data acquired from largely uniform virtual
phantoms. TV-based methods are known to work well for such piecewise constant
objects. Future work with an experimental pCT system will provide additional
opportunities to study the usefulness of TVS schemes in pCT image reconstruction of
realistic anthropomorphic phantoms.
Superiorization is a promising new paradigm that has already been successfully
applied to X-ray CT (see [89,95,96 and 97]), particularly in conjunction with the TV
cost function. The work presented in this Chapter and [91] is a “feasibility study”
intended to show that the combination of TV and superiorization can be successfully
translated from X-ray CT to pCT; two fundamentally different imaging techniques.
This “opens the door” for testing of other functions in the superiorization methodology
that have already been used as cost functions in the context of de-noising via
optimization, which may prove to be more powerful than TV.
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7.5

Chapter summary
Superiorization is a general mathematical concept that was applied to pCT

image reconstruction in this Chapter. Two TVS schemes were applied as an add-on to
the standard DROP reconstruction algorithm, which we had previously used in pCT
image reconstruction. It was found that both spatial and density resolution were
improved by both TVS-DROP schemes, while quantitative accuracy was maintained.
To reduce reconstruction time, a costly step of feasibility proximity checking was
removed from the TVS-DROP schemes. This resulted in halving the computation time
and in further improved image quality. Considering the significant low-contrast
advantages of the TVS2-DROP* scheme, we have implemented this scheme in the
following Chapters, which involve reconstruction of experimental pCT data.
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8.
8.1

EXPERIMENTS WITH A SMALL-SCALE PROTOTYPE PROTON
COMPUTED TOMOGRAPHY SYSTEM

Introduction
A number of proton computed tomography (pCT) experiments have been

carried out [25,28,33] since the first suggestion of the technique in the 1960s [15,16].
The system designed by Hanson [26,27,28,29], allowed for the recording of individual
proton measurements. The advantage of this single-particle tracking concept is the
ability to maximize spatial resolution by tracing individual proton paths. Although this
advantage was not realised in Hanson's early system, the possibility was mentioned.
The work by Zygmanski et al. [33] made use of a proton cone beam and planar
detectors with the goal of fast data acquisition. However, the process of collecting
individual proton measurements was not realized in that system. The pCT design
concept of the current work combines the advantages of the two previous systems.
With detectors originally developed for high-energy physics applications, the speed
and size required for single particle tracking in a proton cone beam is attainable.
At the beginning of 2007, a small-scale laboratory prototype proton computed
tomography (pCT) system was constructed with pre-existing detector hardware at
Loma Linda University Medical Center (LLUMC), California. Although the proton
tracking system was not custom designed for pCT applications, it was capable of
making the measurements required for tomographic reconstruction of a small object. It
was the goal of this system to prove the principle of the modern approach to pCT and
to guide the development of the larger-scale first generation pCT scanner, capable of
scanning head-sized objects.
8.2

Detector system and experimental set-up
Four 1D sensitive silicon strip detectors (SSD) of 6.4 × 6.4 × 0.04 cm3 with a

strip pitch of 194 µm were available from previous unrelated experimental work [100].
A schematic of the system is shown in Fig. 8.1. The conceptual design of the pCT
system presented throughout this work [35] has accounted for two 2D sensitive
tracking modules upstream and downstream of the object, allowing for proton entry
and exit position and direction to be recorded (this requires a total of eight 1D sensitive
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SSD planes). The reduced number of detectors available for the prototype built in 2007
meant that only proton position could be recorded at the entry and exit planes of the
reconstruction space. This also meant that a case-specific most likely path (MLP)
formalism would have to be derived for the image reconstruction procedure (see
Section 8.4 for greater detail). Time over threshold (TOT) measurements were made
by the SSDs to determine the proton energy deposited during traversal of the detector
[100].

Figure 8.1. Schematic of the small scale prototype pCT system.

The detector for measuring the residual proton energy consisted of a rectangular
scintillator machined from a 4 cm thick thallium doped caesium iodide crystal
(CsI(Tl)). The crystal had a square face of 64 × 64 mm2 to match the sensitive area of
the SSD trackers and was capable of stopping protons with energies up to 115 MeV.
The crystal was read out by a Hamamatsu S3584-08 photodiode with 28×28 mm2
sensitive area via an acrylic light guide (Fig. 8.2). To improve light collection, the light
guide and crystal sides were wrapped with Teflon tape and the crystal face was covered
with a thin (12.7 μm) aluminized Mylar foil. The energy detector response was
evaluated with mono-energetic proton beams, and the energy resolution at 100 MeV
was found to be about 0.5% [101].
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Figure 8.2. CsI(Tl) residual proton energy detector coupled to an acrylic light guide and
photodiode. During the experiment the system was wrapped with Teflon tape and aluminized Mylar
reflectors.

The experimental pCT system was installed on the LLUMC proton accelerator
research beam line. A collimator system consisting of a lead pre-collimator and a brass
collimator with a 2 mm diameter hole was aligned with the beam axis at the beam exit
window. A lead scattering foil of 0.25 mm thickness covered the brass collimator exit
hole to laterally spread out the proton beam to a Gaussian profile and to generate a
cone beam geometry. The proton tracking system was centred on the beam axis 1.5 m
downstream of the scattering foil. The distance between the upstream and downstream
tracking modules was set to 45 mm to accommodate a phantom of 40 mm diameter
between the modules. The residual energy detector was placed immediately behind the
downstream tracking module.
The imaged phantom is shown in Fig. 8.4. The acrylic cylindrical object was 30
mm in height and 40 mm in diameter. To evaluate the spatial resolution, the cylinder
contained two rows of rectangular wells 25 mm in depth, 4 mm in height, and a width
and spacing between the wells varying from 0.5 to 4 mm. One row of wells was filled
with bone-equivalent plastic inserts (RSD, Newport Beach, CA), while the other row
was left empty to provide air-density contrast.
The phantom was glued to a 25 mm diameter acrylic post using 2 mm thick
double-sided tape, and the post was mounted on a programmable rotational stage
placed between tracking modules. The phantom was exposed to protons of 100 MeV
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(before the beam exit window) at 90 projection angles spaced in increments of 4
degrees. Approximately 170,000 proton events were collected per projection angle. For
each event, the following values were recorded:
•

Proton energy at the phantom entrance calculated as a difference between most
probable proton energy after the scattering foil (98.9 MeV) and the energy
deposited in the upstream tracking module (TOT measurements).

•

Proton exit energy calculated as the sum of energy deposited in the downstream
tracking module and energy measured by the proton energy detector.

•

x and y track coordinates registered in the upstream and downstream tracking
modules.

Figure 8.3. Tracking module detector housing. The rotational stage and post are shown in the
centre of the housing. The residual energy detector is covered in foil to the left of the image.

Figure 8.4. Acrylic phantom. The lower row is filled with bone-equivalent plastic, the upper row is
empty.
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8.3

Monte Carlo simulations
A Geant4 Monte Carlo simulation was performed to simulate proton transport

through the experimental geometry outlined above. The purpose of this simulation was
to evaluate the importance of experimental factors that were possibly not taken into
account in the simulation by comparing images reconstructed with both data sets. The
initial proton beam was created in a vacuum environment simulating the accelerator
beam pipe. The initial proton energy distribution was modelled as a Gaussian with a
standard deviation of 0.5% [102, and private communication], which has been quoted
as the upper limit of possible energy spread in the LLUMC synchrotron. The mean
initial proton energy was set at 100 MeV.
The simulated geometry of the collimator and detector systems was created to
replicate the experimental system. The SSD-simulating planes contained 320 sensitive
volumes modelling individual sensitive strips. Hit co-ordinates in the SSD planes were
calculated based on the strip that recorded the maximum energy deposition during a
primary proton event. The energy deposited in this strip was then treated as the TOT
energy measurement. This energy was convolved with a Gaussian of 15% standard
deviation to model the noise of these measurements [100]. The hit co-ordinate was
calculated as the centre of the given strip. The CsI(Tl) volume simulating the
calorimeter detector collected all deposited energy during a primary proton event.
Detector noise was assumed to be negligible for this detector, given the pencil beam
results of 0.5% uncertainty from pencil beam measurements [101] and the small energy
spread of the primary beam (0.5%).
Proton interactions were simulated using the Geant4 standard hadronic
ionization, multiple Coulomb scattering, low energy elastic hadronic and binary
cascade inelastic hadronic models.
8.4

Image reconstruction
Due to the limited number of available SSDs, proton trajectory information

recorded by the prototype system lacked directional measurements at the entry and exit
planes to the image reconstruction space. Thus, the MLP formalism presented in [40]
and Chapter 2 could not be directly employed in this case. However, because of the

108

flexibility of the derivation presented in [40], it was possible to replace the unknown
direction variables with probability distributions.
Although entry direction was not directly measured with the pCT detectors, the
use of a cone beam allowed the entry angle to be inferred from the entry position via
the known cone beam focus location. In this case, the prior likelihood of measuring a
proton with parameter vector y1 at depth u1 given the entry parameter vector y0 at the
entry plane is defined as for the case of complete entry information (Eq. (2.12)).

 1

L( y1 | y 0 ) = exp − ( y1T − y 0T R0T )Σ 1− 1 ( y1 − R0 y 0 ) 
 2


(8.1)

a detailed explanation of the quantities of Eq. (8.1) can be found in Section 2.2.
The likelihood of observing the exit location t2 given the parameter vector y1 at
intermediate depth u1 is derived by marginalization of the posterior likelihood L(y2 | y1)
given in Eq. (2.13). Thus, we now have for the posterior likelihood
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where ν = (1,0)T and  t is the square of the distribution in lateral displacement
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measured at u2 having originated at u1 (Eq. (2.7)). Multiplying this with the prior
likelihood via Eq. (2.2), one obtains the likelihood of measuring y1 given t2, L(y1 | t2).
The χ2 exponent of this likelihood is given by
1
=
2
2

[

y − y R 
t
1

T
0

T
0

−1
1

 y 1−R0 y 0 

yT2 − yT1 RT1   T  y 2−R1 y 1


 2t

2

]

. (8.3)

where
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Differentiating χ2 with respect to t1 and θ1 and collecting terms in y1, we obtain
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Setting ∇ 2=0 and solving for y1, the following expression for the MLP with
unknown exit direction is obtained:
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This MLP formula was implemented in the same manner as the complete
information MLP presented in Eq. (2.24). Cuts on the exit energy were carried out as
in the previously presented reconstructions with simulated data. To implement the
large angle scattering cuts, which could not be based on relative exit angle as in
previous work due to lack of exit angle measurement, the relative exit position was
used instead. This was calculated as the difference between the measured exit position
and a straight line approximation of the exit position from the known entry position
and direction.
The reconstruction space was a 45 × 45 × 40 mm3 volume divided into 256 ×
256 × 16 voxels. For the 3D reconstruction, the MLP was calculated in two
perpendicular planes with respect to depth, i.e., at each step location an MLP point was
calculated for the lateral and vertical axes from the appropriate externally measured
data. The 3D effective chord length, derived in Appendix A, was used to calculate the
elements of the system matrix for the iterative reconstruction.
The total variation superiorization with diagonally relaxed orthogonal
projections algorithm (TVS2-DROP) (see Chapter 7 and

[91]) was used as the

reconstruction algorithm with a constant relaxation parameter of 0.1 and the data
subdivided into 90 subsets.
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It was shown in Chapter 6 that the filtered back projection algorithm is not only
an effective and fast method for determining the object boundaries, but by using it as
the starting point for the iterative procedure, superior image quality may be achieved.
For cone beam geometries, the Feldkamp, Davis and Kress (FDK) [34] approximation
for FBP reconstructions is widely used. However, due to beam axis alignment errors,
the backprojection step of the FDK approximation could not be applied to our pCT
data. Thus, the FDK binning process was maintained for the data cuts, but the initial
image estimate for the TVS2-DROP procedure was set to a uniform value of 1, and the
object boundary was approximated as a cylinder of 42 mm diameter.
8.5

Results

Figure 8.5. Images reconstructed from (a) simulated proton CT data and (b) experimentally
measured proton CT data. Top row displays an axial slice from each 3D image, while the bottom
row displays a transverse slice through the bone structures.

Axial and transverse slices of the reconstructed experimental and simulation
data sets are shown in Fig. 8.5. The image reconstructed from simulated data displayed
less noise and an overall superior visual image quality than that reconstructed from
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experimental data. Linear interpolation was used in the display of the transverse
images due to the irregular pixel dimensions in this plane (0.18 × 2.5 mm2).

Figure 8.6. Axial images resulting from an average over slices of the 3D reconstructions.
Reconstructions from (a) simulated data and (b) experimental data.

Figure 8.7. Line profiles through the air and bone structures of the reconstructed simulation and
experimental images.
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The uniformity of the phantom along the vertical axis allowed us to take an
average over reconstructed slices of the object (Fig. 8.6). This was done to improve the
signal to noise ratio of the experimental image and allow for a more direct comparison
of spatial resolution between the two images.
Line profiles through the air and bone structures of the average axial images are
displayed in Fig. 8.7. While the image reconstructed with the simulated pCT data set
displayed greater spatial resolution, all air and bone structures were still
distinguishable in the image reconstructed with the experimentally measured data set.
The systematic overestimation of the reconstructed bone RSP value by the simulation
reconstruction indicates that the material properties of bone simulating plastic were
incorrectly approximated in the Geant4 simulation.
8.6

Discussion
A small-scale prototype pCT system was created with the goal of gaining

experience with pCT data acquisition and reconstruction and to guide the development
of the first generation purpose built pCT system. The system was comprised of one
upstream and one downstream 2D sensitive SSD tracking modules, and a single large
area CsI(Tl) crystal calorimeter. While this system was capable of making the
measurements required for a single-particle tracking pCT system, exit proton direction
was not recorded, and thus spatial resolution of the reconstructed image was degraded
as a result.
Images reconstructed from experimental data were compared with those
obtained from a reconstruction of data generated with Monte Carlo simulation. The
experimental reconstruction displayed significantly more noise than the reconstruction
of the simulated data. Since excellent energy resolution was demonstrated with the
calorimetry system in pre-scan tests, it is suspected that the excess noise arose from
other sources. These may have included the TOT measurements of the SSD modules,
misalignment of the tracking planes leading to inaccurate proton path predictions,
misalignment of the axis of rotation, or uncertainty in the true “source” position. This
demonstrated that the aforementioned geometrical factors may be quite important for
the quality of a pCT scan.
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One of the major concerns for clinical application of pCT is the time
component. Both data acquisition and image reconstruction time must be considered.
In the case of the former, each projection angle recorded in the current work required
approximately 10 minutes of data collection. This collection rate will be improved in
the full-scale pCT system by upgrading of the ASICs electronics, leading to faster
clock rates. Also, independent data transmission lines for each detector will speed up
the data acquisition by essentially increasing band width. However, even with these
improvements, further reductions in acquisition time will be required before clinical
application.
When considering the image reconstruction time, it was found that each cycle
required between 2.5 and 4 minutes on the general purpose graphical processing unit
(GPGPU). With optimisation of the code still to be carried out, image reconstruction
time seems to be within clinical practicality when GPGPUs are used.
8.7

Chapter summary
The first experimental experience with cone beam single-particle tracking pCT

was gained in the current work. Uncertainty with system alignment was likely the
primary cause for a reconstructed image lacking in quality relative to that reconstructed
from Monte Carlo simulation data. The experiments showed that, with more accurate
tuning of the cone beam alignment and additional tracking modules that will record the
information required for a full MLP calculation, high quality images are a realistic
possibility with this pCT design concept.
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9.
9.1

GEOMETRICAL OPTIMISATION OF THE PROTON COMPUTED
TOMOGRAPHY PARTICLE TRACKING SYSTEM
Introduction
The single-proton tracking system of the first generation proton computed

tomography (pCT) prototype consists of sixteen 8.95 × 8.95 cm2 1D sensitive silicon
strip detectors (SSDs). These will be arranged into eight 8.95 × 17.9 cm2 1D sensitive
components, making it possible to image objects equivalent in size to a paediatric head
phantom. The eight components will allow for the measurement of the position and
direction of individual protons upstream and downstream of the imaged object.
The original design concept for these tracking modules accounted for the two
8.95 × 8.95 cm2 silicon (Si) wafers making up an 8.95 × 17.9 cm2 1D sensitive “plane”
to be positioned side-by-side. Because the sensitive volume of the Si does not perfuse
to the edge of the wafer, this arrangement would lead to an insensitive area between the
two tracking detectors. In this Chapter, we investigated the effect of this dead region
on reconstructed pCT images with Monte Carlo simulated pCT data sets and
demonstrate a possible solution to alleviate this effect.
Furthermore, the separation between the two 2D sensitive modules in the
upstream and downstream tracking systems had to be optimised. A greater separation
between these modules would allow for greater angular sensitivity and thus more
accurate proton path prediction during reconstruction. However, practical limitations
on the available space had to be accounted for. With the use of Monte Carlo
simulations, we determined an optimal separation for the two 2D sensitive components
with respect to most likely path (MLP) accuracy and compactness of the pCT system.
9.2
9.2.1

Methods
Single plane design
The combination of four 8.95 × 8.95 cm2 Si wafers to make an approximately

8.95 × 17.9 cm2 2D sensitive component is illustrated in Fig. 9.1. Here, the light grey
area represents the sensitive volume of the SSD while the dark region at the edge is the
insensitive Si bulk. The labelling indicates which axis the strip orientation is sensitive
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to, while the beam axis is parallel to the z axis. The original design concept included
the four Si wafers mounted on a single double-sided printed circuit board. In this
configuration (Fig. 9.1 (a)), a dead area would be present between the two 1D
components. Even if the wafers were in contact, the limited range of the Si depletion
under bias would leave a dead area present. A possible alternative (Fig. 9.1 (b)) is to
“shingle” the SSD planes, having an overlap of sensitive areas. While this will increase
the scatter and energy straggling of protons in the detector components (an undesired
effect), it will ensure that there are no dead areas on the image space boundary. Given
the effects mentioned, this overlap should be as small as possible.

Figure 9.1. Two possible designs of a single 2D sensitive proton tracking component. The original
concept (a) has four detectors mounted on a single double sided circuit board and an insensitive gap
between the SSD sensitive volumes (light grey). A possible alternative (b) is to mount only two
detectors on a single circuit and have the SSD sensitive volumes overlap.

To test the effect of the above tracking designs on the final pCT image, Geant4
[53] Monte Carlo simulations were carried out. The code from the idealised 2D pCT
simulation, used to generate the results presented in Chapters 3, 4, and 5 was used as
the basis for this work. Previously, a single 2D sensitive tracking component consisted
of one 400 µm thick Si volume. This was altered to match the detector geometry
illustrated in Fig. 9.1. A single Si wafer was constructed as an 8.95 × 8.95 × 0.04 cm3
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bulk Si volume, matching the design of the first generation pCT tracking modules
under construction at the University of California, Santa Cruz. Inserted into the bulk Si
were 384 “sensitive” strips 228 µm wide, 8.7552 cm long and 400 µm thick. For the
scenario shown in Fig. 9.1 (a), the spacing between the bulk Si wafers was set at 3 mm,
leaving a gap of approximately 5 mm between the sensitive volumes. For the scenario
shown in Fig. 9.1 (b), the bulk Si overlap was set at 5 mm, meaning that approximately
3 mm of sensitive Si was overlapping. The size of the Herman head phantom was
reduced by a factor of 0.65, enabling it to be imaged by the tracking modules. The
physics models and primary beam generator were kept the same as in the previous
simulation work.
Images were reconstructed with the total-variation superiorization scheme in
conjunction with the diagonally relaxed orthogonal projections algorithm [72] (TVS2DROP), as outlined in Chapter 7. The data binning and object boundary were
calculated with the re-binning and backprojection steps of the filtered backprojection
(FBP) algorithm, respectively. While the FBP-reconstructed image was used as the
initial image estimate for the TVS2-DROP results presented in Chapter 7, this was not
repeated in this work. In our experience, the FBP algorithm is more prone to display
reconstruction artefacts than iterative projection algorithms. To avoid the propagation
of any FBP-specific artefacts into the iterative reconstruction, a uniform initial image
estimate was used for the TVS2-DROP algorithm.
The reconstruction geometry of the overlapping scenario (Fig. 9.1 (b)) was
somewhat more complicated than the original design (Fig. 9.1 (a)). Depending on the
y-hit location, the proton may have a different z-hit location and may have passed
through a different number of Si planes. The z-hit location was determined based on
the recorded y-hit location (see co-ordinate convention illustrated in Fig. 9.1). If the
proton passed through the overlapping Si region and had two hit readings for a single
“plane”, the detector reading closest to the object was used. Energy deposited in the Si
wafers was not recorded in either simulation geometry. Rather, a prediction of the
energy deposited in Si was made with the Bethe-Bloch equation and the known wafer
thickness. The determination of the number of Si planes traversed was based on the y-
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hit location in the overlapping geometry. This information was used to correct the
entry and exit proton energy estimates.
9.2.2

Detector spacing optimisation
Spatial resolution in pCT imaging depends upon how well the multiple

Coulomb scattered (MCS) proton paths can be predicted by the MLP formalism. The
accuracy of the MLP is limited by intrinsic and extrinsic factors. Firstly, the intrinsic
uncertainty is due to the stochastic nature of MCS. Thus, even when exact position and
direction are known at the upstream and downstream boundaries of the scattering
object, the MLP will have a statistical distribution around the true proton path.
The extrinsic uncertainty is related to the finite accuracy of the external
measurements of the pCT system. The determination of lateral and vertical proton
position is limited by the pitch of the SSD modules. The determination of entry and
exit angle is limited by both the pitch of the SSD’s and the spacing of the 2D sensitive
detector modules. Since strip pitch is a fixed quantity for the system under
consideration, only detector spacing can be varied by the user to improve MLP
accuracy. Therefore, this work assumes a relationship between path error and detector
spacing is effectively equivalent to relating spatial resolution to detector configuration.

Figure 9.2. Illustration of the Monte Carlo simulation geometry. The two orthogonal 1D sensitive
SSD planes making up a 2D sensitive module are here shown as one detector.

A Geant4 [53] Monte Carlo simulation was created to determine the influence of
detector spacing on MLP accuracy. The virtual pCT system consisted of two upstream
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and two downstream 2D sensitive Si tracking modules. The tracking geometry
described in Section 9.2.1 was simplified so that each 1D sensitive Si volume was a
continuous plane, i.e., there was no separation or overlapping of Si wafers. The spacing
between orthogonal SSD’s in a 2D sensitive module was 2 mm (centre to centre),
matching the first generation pCT system design. The strip pitch of each SSD was
maintained at 228 µm. The centre of the strip recording the greatest energy deposition
was taken as the proton hit co-ordinate.
The inner tracking telescopes were placed reasonably close to the imaged object
in order to improve the accuracy of the calculation of the entry and exit point
coordinates of the MLP into and from the object respectively. A distance of 10 cm
between detectors and object boundary was used in this work. To account for objects
of human head size, a 20 cm water cube was placed at the centre of the imaging
system. A sensitive volume of 20 × 20 × 0.1 cm3 was defined in the Geant4 simulation
and placed at the centre of the water cube to record the lateral displacement of
scattered proton paths.
A CsI crystal calorimeter was placed 3 cm downstream of the last tracking
telescope, matching our current first generation pCT detector design, and was assumed
to have perfect energy resolution. The energy measurements were used in the 3σ data
cutting process, designed to eliminate the majority of nuclear scattered protons, as
outlined in Chapter 2.
Monoenergetic protons of 200 MeV were initiated 45 cm upstream of the centre
of the system. An infinitely thin Gaussian distributed fan beam originating at x = 0, y =
0 divergent in the y-z plane, directed along the z-axis, and having a standard deviation
of approximately 5 degrees was used as the incident proton beam. Standard Geant4
MCS and hadronic ionization models as well as low energy elastic and inelastic
nuclear collisions were enabled in the simulation.
The upstream and downstream spacings, d1 and d2, between the inner and outer
detectors were varied from 1 to 19 cm in 1 cm increments independent of one another,
resulting in 361 spatial configurations. 10,000 primary protons were initiated for each
detector configuration.
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The MLP was calculated based on the position and angle measurements made
with the tracking telescopes. Lateral position at the object boundaries was found by
forward and back projecting along the entry and exit directions. This assumed that
scattering in the inner Si planes and detector-object air gap was negligible. In the future
we will modify the MLP to include these volumes.
Relative exit angle (with respect to both x and y) and exit energy 3σ cuts were
implemented prior to path reconstruction. For each proton history passing the cut
criterion, the lateral displacement of the MLP at the centre of the water cube was
calculated. The root mean square (RMS) error between calculated and measured lateral
displacement at the object centre for each detector configuration was found.
Although it has been shown in previous work [38,40] that the maximum RMS
error in the MLP occurs slightly downstream of the centre of the object, the lowest
spatial resolution in pCT occurs at the centre of the object due to the multiple
projection angles. Thus, by finding the RMS error of the MLP at this location, we are
determining the MLP resolution at the location of poorest spatial resolution in pCT
reconstruction.

Figure 9.3. Images reconstructed from data collected with (a) separated SSD planes and (b)
overlapping SSD planes. The TVS2-DROP reconstructions were generated from a uniform initial
image estimate. The images displayed required 10 cycles. The viewing window is set between RSP
values of 0.7 and 1.3.
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9.3
9.3.1

Results
Single plane design
The images reconstructed from the separated and overlapping particle tracking

data sets are shown in Fig. 9.3. The iterative projection TVS2-DROP reconstruction of
data collected with a separated SSD geometry algorithm displays a significant artefact
at the centre of the object. This corresponds to the region where integral RSP
information has not been recorded. When an overlapping SSD geometry is used, the
reconstruction artefact is significantly reduced. However, an artefact displayed as a
faint dark ring toward the centre of the phantom remains.
9.3.2

Detector spacing optimisation

Figure 9.4. Root mean square (RMS) error in most likely path calculation at the centre of the cubic
phantom as a function of upstream and downstream detector separation.

Figure 9.4 demonstrates that spacing of the upstream detectors plays a more
significant role in MLP accuracy than downstream separation. Upstream separations
greater than d1 ≈ 8 cm, do not noticeably improve MLP accuracy. The corresponding
point for the downstream telescope occurs at d2 ≈ 6 cm. The RMS error calculated for a
configuration of d1 = 8 cm, d2 = 6 cm was 0.802 mm. This agreed, within uncertainty,
with the mean plateau RMS value of (0.801 ± 0.001) mm, calculated by taking an
average over the region defined by d1 ≥ 8 cm, d2 ≥ 6 cm.
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9.4

Discussion
Based on this work, it was demonstrated that the original pCT design concept of

two side-by-side Si wafers making up a 9 × 18 cm 1D sensitive plane resulted in a
significant reconstruction artefact, due to the insensitive gap between the wafers. As a
possible alternative, overlapping Si wafers were investigated. While it was found that
with this alternative geometry the reconstruction artefact was greatly reduced, a small
but definable artefact remained with the TVS2-DROP reconstruction.
Because more material is traversed by protons in the overlapping region of the
detectors, the entry and exit energies must be corrected. The artefact present in the
images reconstructed with an overlapping SSD geometry is due to the additional
scattering of protons in the silicon detectors. This scatter means that it is not possible to
predict with certainty whether protons intersected one or two planes in the overlap
region. Thus, the artefact is a direct result of incorrect prediction of the amount of Si
traversed by protons at the edge of the overlapping region, and therefore a
miscorrection of the entry and/or exit energies.
Since we know where to expect this artefact, it may be possible to correct the
data by smoothing the sinogram (see Chapter 6) in this region and enforcing extra data
cuts during the iterative projection reconstruction. This will, however, suppress any
true density differences within this region. The final solution will be to implement
large area continuous detectors. While this may not currently be possible with a single
Si wafer, large area optical fibre tracking detectors are a possible alternative [31].
Another alternative to the overlapping Si wafers was considered. This concept
consisted of the side-by-side wafer geometry and a shift of the entire detector system
so the insensitive region was off-centre. In this case, the “missing” data could be
inserted from the corresponding projection data taken at 180 degrees. However,
because multiple scattering and, to a much lesser degree, relative stopping power have
an energy dependence, the data collected at 180 degrees is not identical. Thus, we
prefer to use only measured rather than inferred data was used in the reconstruction.
As a second study concerning the design of the tracking modules for the first
generation pCT system, Monte Carlo simulations were carried out to investigate the
influence of the spacing of the outer upstream and downstream detectors from the inner
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detectors on the MLP accuracy. It was concluded that the upstream detector spacing
played a more significant role in MLP accuracy than the downstream detector spacing.
This is due to the uncertainty in angular determination decreasing with increasing
absolute angular value. Because of the finite strip thickness of the SSDs, larger
detector separations are required to detect small angular deviations. After protons have
traversed the object and undergone multiple scattering, the mean absolute angle has
increased. Thus, smaller downstream separations can be expected to achieve an
equivalent angular sensitivity as a relatively larger upstream separation.
For the beam and object geometry used in this work, it was found that little
improvement in MLP accuracy can be expected for upstream separations greater than 8
cm and downstream separations greater than 6 cm. However, the upstream value will
vary according to the divergence of the incident beam and the downstream value will
depend on the shape of the object being imaged. For the cone beam and head sized
objects to be imaged by the first generation pCT scanner, we have decided to use a 10
cm separation for both upstream and downstream tracking planes. These values were
chosen cautiously so as not to sacrifice image quality.
9.5

Chapter summary
Because of the novelty of single-particle tracking pCT imaging, little had been

known about the optimal design of such a system. The work described in this Chapter
was carried out with the goal of guiding the geometrical design of the particle tracking
modules of the first generation pCT system. The original plan for a 1D sensitive
tacking plane included an insensitive region between two side-by-side Si wafers. It was
demonstrated that this geometry resulted in a significant reconstruction artefact. An
alternative geometry with overlapping Si planes substantially reduced the
reconstruction artefact, and this is the geometry that has been utilized in the first
generation pCT system. A still better solution, in terms of avoiding overlap and gaps
will be to move towards large area detectors, e.g., optical fibre tracking detectors,
which allow for uniform tracking over the entire imaging field.
Furthermore, the influence of spacing between 2D sensitive tracking modules
upstream and downstream of the imaged object was investigated. These parameters
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were optimized with respect to MLP accuracy. It was found that for cone beams of
approximately 5 degree maximum divergence and a head sized object, the minimum
detector spacing should be at 8 cm and 6 cm for the upstream and downstream
modules, respectively. A cautious value of 10 cm was implemented for both upstream
and downstream detector spacings in the first generation pCT system.
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10. ENERGY RESOLUTION OF THE CAESIUM IODIDE CRYSTAL
CALORIMETER
10.1 Introduction
Proton computed tomography (pCT) is an imaging modality aimed at
reconstructing proton relative stopping powers. The pCT design pursued in the course
of this research is comprised of two separate detector systems. Silicon strip detectors
are used to track individual proton paths in an attempt to improve spatial resolution of
the reconstructed image, and a scintillating crystal calorimeter array is used to measure
proton energy after traversing the object being imaged. The work in Chapter 9 details
the geometric optimisation of the proton tracking system. In this Chapter, we focus on
the energy resolution of the calorimeter. In particular, Monte Carlo simulations of a
single crystal are compared to the results of a proton beam test preformed at the Loma
Linda University Medical Center (LLUMC) synchrotron.
The integral relative stopping power ρrel of an object traversed by a proton along
a path L can be calculated with

∫

L

ρ rel ( r ) dr =

∫

Ein
Eout

dE

S water ( E )

,

(10.1)

where Swater is the stopping power of water given by the Bethe-Bloch relationship (Eq.
(1.1)) and Ein and Eout are the proton energies at the entry and exit planes of the
reconstruction volume, respectively. While several quantities in Eq. (10.1) are
approximated, including entry energy and the mean excitation potential of water, exit
energy is measured on a proton-by-proton basis.
Density resolution in pCT image reconstruction is largely dictated by the
accuracy with which the exit energy can be measured. Stochastic fluctuations in this
quantity arise from energy straggling in the object being imaged and detector noise.
Thus, it is desirable for the energy resolution of the detector system to be less than the
limiting intrinsic energy resolution due to proton energy straggling in the object. The
approximate width of the straggling distributions for 200 MeV protons at various
depths in water can be found in Fig. 5.2 of Chapter 5.
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For the first generation pCT system, the energy detector apparatus consists of a
segmented array of thallium doped caesium iodide CsI(Tl) crystal calorimeters. Each
crystal has a cropped pyramidal shape, with “base” (downstream) dimensions of 3.6 ×
3.6 cm2, “top” (upstream) dimensions of 3.4 × 3.4 cm2 and an axial length of 12.5 cm.
The augmented calorimeter array consists of a 3 × 6 matrix of crystals as shown in Fig.
10.1. With the smaller crystal faces making up the inward facing surface, the area of
the calorimeter is approximately 10.2 × 20.4 cm2, which encompasses the proton
tracking module area (see Chapter 9). The pyramidal shape means that the crystal array
approximates a spherical shell, focussing in on the object and proton tracking system.

Figure 10.1. Illustration of the augmented crystal calorimeter array.

This Chapter describes a study of the energy resolution of a single element of
the pCT calorimeter consisting of a CsI(Tl) crystal coupled to a photodiode. The
experimental data was obtained with several different proton energies from the Loma
Linda University Medical Center synchrotron, and compared to the resolution obtained
with Monte Carlo simulated data, which provided an estimate of the optimal
calorimeter performance.
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10.2 Experimental set-up
The experimental work and development of the calorimetry system was carried
out by Rykalin and colleagues [103]. The geometry of the beam test is illustrated in
Fig. 10.2. The CsI(Tl) crystal was placed in a Faraday cage and a 2D sensitive Si strip
detector module was placed in front of the calorimeter to define the entrance point of
incoming protons. The 8.95 × 8.95 cm2 2D sensitive silicon (Si) detectors were
composed of two orthogonal 400 µm thick 1D sensitive layers, as described in Chapter
9. The distance between the beam pipe window and Si detector was 1.6 m and the gap
between Si detector and the calorimeter element was 10 cm. Preliminary alignment of
the detectors was carried out with an optical laser. The beam test consisted of 3
different primary proton energies; 35 MeV, 100 MeV and 200 MeV. To test with two
energies below 35 MeV, plastic plates of 0.125 and 0.175 inches were placed in front
of the tracking planes to degrade the primary proton energy.

Figure 10.2. Illustration of the beam test geometry performed on the Loma Linda University
Medical Center research beam line.

CsI(Tl) has excellent intrinsic light output properties, but extrinsic factors such
as polishing, wrapping and other technological procedures can influence crystal
performance. The pCT crystals have rough-cut surfaces, except for the face that is
coupled to the photodiode. This will degrade the light output of the crystal, but will
result in a more uniform response along the length of the crystal [104]. A slight
hygroscopic behaviour of the crystal can be avoided by careful handling and
protection.
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A reflective polymer film known as VM2000 [105] was used as the wrapping
material. VM2000 is a thin, flexible, non-metallic, polymeric mirror that reflects more
than 98% of visible light. The thickness of the film used was 65 µm. Thus, the total
non-active calorimeter area was 0.7% of the total calorimeter area. The physical
properties of VM2000 do not allow it to be easily bent and thus it does not hold its
shape. To counter this, the VM2000 was moulded into the desired shape by wrapping it
around an aluminium (Al) dummy crystal, enclosing it in an aluminium mould and
placing it in an oven at 120º C for two hours. The smaller face of the crystal was
completely covered by the VM2000 and the larger face had an open window
measuring 29 x 29 mm2 to allow light to enter the photodiode.

Figure 10.3. Schematic of a single CsI(Tl) calorimeter element.

Fig. 10.3 illustrates the exploded view of a single CsI(Tl) calorimeter
element. A Hamamatsu (HPK) S3584 photodiode, which has a quantum efficiency
well matched to the light emission spectra of CsI [106], was used as a photo receiver.
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To avoid deterioration of the photodiode surface, a silicone rubber film of 1.5 mm
thickness was used as a coupling medium. The wrapped crystal was placed in an Al
housing, with the crystal protruding through the front Al wall. Fig. 10.4 shows a
photograph of the complete experimental set-up in situ in the LLUMC proton research
room.

Figure 10.4. Photograph of the experimental set-up. The beam pipe is shown in the top right
corner. The crystal element is housed in the aluminium box in the centre of the image.

10.3 Monte Carlo simulations
10.3.1 Geometry

The initial beam was created in a vacuum environment simulating the
accelerator beam pipe. Protons passed through five 12.7 µm thick aluminium (Al) foils
simulating the secondary-electron emission monitor (SEM) detectors within the beam
pipe. A 25 µm thick titanium foil separated the beam pipe vacuum from the laboratory
air environment. Protons travelled through 1.6 m of air before traversing the Si strip
detector (SSD) modules. The modules included two 65 µm thick Al foils, one upstream
and one downstream of the SSD planes. Two 400 µm thick SSD planes were enclosed
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in between the Al foils. The CsI(Tl) crystal was placed a further 10 cm downstream of
the SSD modules. The downstream face of the crystal was joined with a silicon
volume, simulating the photodiode. The crystal-photodiode couple was placed inside a
wrapping volume. The wrapping consisted of two layers of 60 µm thick copper (Cu)
and one VM2000 layer 65 µm thick. The VM200 material was approximated as mylar,
having a density of 1.3925 g/cm3. The crystal was of trapezoidal prism shape, having
an upstream face of 3.4 × 3.4 cm2 and a downstream face of 3.6 × 3.6 cm2. The length
of the crystal was 12.5 cm. The front face of the Al test box was included in the
simulation.
10.3.2 Primary beam and detector modelling
The momentum spread of the LLUMC synchrotron has been studied by
Coutrakon et. al [102]. The authors suggest that at normal operating conditions, the
momentum spread is approximately 0.14% rms. However, this value depends on the
energy of the proton beam and the intensity required for the application. Considering
that the intensity of the proton beam used for this experimental work was much lower
than that used in normal operating conditions, we approximated the momentum spread
as 0.25%. This equates to a 0.5% spread in the primary kinetic energy. The energy
distribution of the incident proton beam was approximated as a Gaussian. Thus, the
energy distribution of the primary proton was set as a percentage of the userdetermined mean primary energy (T MeV) and a standard deviation of σE = 0.005T
MeV.
The spatial distribution of the primary beam was also approximated as a 2D
Gaussian with standard deviation σr = 2 mm for both the x and y axis. A Gaussian
divergence of the primary beam was modelled with an angular standard deviation σθ =
0.03o. Mean primary proton energies of 35, 100 and 200 MeV were simulated. For the
35 MeV beam, the simulation was run with no plastic degrader, 0.125 in and 0.175 in
(0.32 and 0.44 cm respectively) thick degraders. These degraders were modelled with a
chemical composition of H8C5O2 and a density of 1.19 g/cm3. The simulations for
each energy were run with 50,000 incident protons.
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All energy deposited in the CsI(Tl) crystal sensitive volume in a given primary
event was tallied. Optical photon production by the scintillator was not simulated. At
the completion of a primary event (and all secondaries that were generated) the total
energy deposited in the crystal was convolved with a Gaussian random number
generator to model detector noise. Two components of detector noise were accounted
for; analogue electronics noise and spread in the number of photoelectrons collected by
the Si photodiode. The analogue noise was set as 70 keV. The spread in the number of
photoelectrons generated in the Si photodiode was equal to 1/  N photo e , where
−

N photo e =8,000/ MeV. These components were added in quadrature to give the total
−

uncertainty of the detector response.
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The resulting convolved energy was then binned into 70 keV bins, corresponding to
the resolution of the analogue-to-digital converter (ADC) used in the experiments.
The ICRU-based low energy hadronic ionization model was used in the current
work, to ensure the best possible accuracy in the simulation of energy straggling. This
model is based on the standard hadronic ionization model, with a low energy
extension, thus covering all energy ranges encountered in the simulation. The lowenergy elastic and binary cascade inelastic hadronic collision models were also
enabled. To further improve the accuracy of the energy straggling estimation, the
tracking cuts in the thin absorbers were reduced to 1 µm of the given particle range,
while the default cut value, which was used in the air environment and the crystal
volume, was 100 µm. Note that the cut value represents the range below which
secondaries were not further tracked. All particles that satisfied the cut were tracked
down to zero energy. Simulations were carried out with Geant4 version 9.1.
10.4 Results
The 100 MeV energy distributions collected by the experimental system and
Geant4 simulation are shown in Fig. 10.5. Good agreement between the experimental
data and Geant4 simulation is evident on the falling edge of the distribution. While the
Geant4 distribution follows a Gaussian function on the rising edge also, the
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experimental data displays a significant tail at lower energies. This tail was
predominant at the higher proton energies and decreased with decreasing beam energy.

Figure 10.5. Normalized energy distribution for the experimental system (dark) and Geant4
simulation (faint) for the 100 MeV primary proton beam.

Figure 10.6. Energy resolution as a function of incident energy with the experimental (circles) and
simulated (diamond) data. A power function was fit to the experimental data. The resolution is the
standard deviation of the fitted Gaussian function as a fraction of the peak energy.
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Each of the Geant4 simulated energy distributions were fitted with a Gaussian
function to determine the idealized relationship between incident energy and energy
resolution. Energy resolution was taken to be the standard deviation of the fitted
Gaussian function divided by the peak energy of the distribution. Because of the nonGaussian tail displayed by the experimental data, the Gaussian function was only fitted
to the falling edge of the distribution. The experimental resolution data points were
fitted with a power function. The energy resolution relationship for the experimental
(circles) and simulated (diamonds) data is shown in Fig. 10.6.
The energy resolution at the lower energies was underestimated by the Geant4
simulation. The lower the energy, the greater the underestimation. Better agreement
was seen at 100 and 200 MeV, where both the experimental and simulated values
approached the energy spread of the primary beam of 0.5%.
A 200 MeV proton must traverse approximately 25 cm of water to reduce its
kinetic energy to 26.4 MeV (as was measured for the 35 MeV incident beam). From
Fig. 5.2, it can be seen that a proton beam of 200 MeV initial energy has an energy
straggling distribution greater than 3 MeV at 25 cm depth in water. This is
approximately 10 times greater than the noise due to the calorimeter detector system at
this energy.
10.5 Discussion
Resolution of the residual energy detector system is a crucial facet of the pCT
imaging concept. The resolution of the energy detector can have a direct effect on the
noise level of the reconstructed image and thus limit density resolution. A desirable
energy detector system is one in which the resolution is less than the width of the
corresponding energy straggling distribution. In such a case, the density resolution of
the reconstructed image is limited by the physical interaction processes of the proton as
it traverses the imaged object.
In this work it was shown that the resolution of the energy detector system was
approximately 10 times less than the straggling width of an incident 200 MeV proton
beam reduced to 26 MeV after object traversal. Above 100 MeV, the measured
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resolution of the calorimetry system approached the energy distribution of the incident
proton beam. Thus, the resolution requirements were satisfied.
The Monte Carlo toolkit Geant4 was used to model the calorimetry system and
provide an estimation of optimal resolution. It was found that the shape of the
experimental and simulated energy distributions did not agree well, particularly at the
higher energies. Because of the Gaussian distributions employed in primary beam and
detector noise modelling, it was expected that the collected energy distribution of the
simulation would display a Gaussian profile. This was not reflected in the measured
data distributions, which displayed a relatively large low energy tail, particularly at the
higher incident energies. While the distribution of the higher energies was expected to
exhibit more of a Landau shape, the extent shown in the experimental results (Fig.
10.5) was not anticipated.
This excessively large tail may be due to protons escaping the crystal before full
energy deposition. This is more probable at the higher incident energies due to a
greater probability of large-angle elastic and inelastic scattering in the crystal.
However, these interactions were also modelled in the Geant4 simulation, suggesting
that the same distribution should have been seen in the simulation results. Considering
that the experimental geometry downstream of the beam pipe exit window was well
approximated in the simulation, the discrepancy is likely due to a difference in the
primary beam energy spectrum. While the simulation assumed a Gaussian distributed
primary energy with a 0.5% standard deviation, the beam used during the experiments
may have been different. We believe that the energy spectrum seen in Fig. 10.5 may be
a consequence of the techniques used to reduce the intensity of the synchrotron beam.
The beam intensities produced by the synchrotron for treatment applications are much
larger than those required for pCT imaging. The intensity is reduced by not applying
all the usual focussing magnets at certain stages within the synchrotron. The lack of
focussing causes those protons not in the centre of the pipe to be lost. In this process,
some protons may “scrape” the edge of the beam pipe and return to the accelerated
beam. This will affect the energy spread of the beam exiting the accelerator. A solution
to this problem involving the choice of magnets used to reduce beam intensity is
currently being trialled.
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It was also observed that the experimentally measured energy resolution was
overestimated by the Geant4 simulation at the lower incident energies. This may be the
result of neglecting optical photon processes in the simplistic energy collection model.
Protons with a lower incident energy will deposit their energy toward the entry face of
the crystal. Since the photodiode is coupled at the other end of the crystal, the light
collection fluctuation will be greater for these low energy protons. It was for this
reason that the crystal faces were chosen to be rough cut, to disperse light evenly along
the crystal length. However, imperfections in the wrapping, for example air bubbles
between the VM2000 and crystal face, will mean that some optical photons are lost.
While it is possible to include optical photon processes in the Geant4 simulation, the
inclusion requires the user to specify a number of crystal dependent parameters.
Without accurate knowledge of these parameters, simulation results would not
necessarily be accurate. Future work will examine whether the inclusion of optical
photon processes in the Geant4 simulation will improve the agreement between
experimental and simulation results.
10.6 Chapter summary
Energy resolution of a segment of the first generation pCT crystal calorimetry
system was experimentally investigated in the current work. The experimental results
were compared to results obtained with Monte Carlo simulations to give an estimate of
optimal detector performance. It was found that the energy resolution of the
experimental system approached optimal performance levels above proton energies of
100 MeV. At lower energies it was found that the energy resolution collected with
Monte Carlo simulations was superior to that observed in the experiment. This was
likely due to the unrealistic energy deposition modelling implemented in our Geant4
simulation. Still, the energy resolution of the single crystal calorimeter met the
requirement of having a smaller distribution than the corresponding energy straggling
distribution of a 200 MeV proton beam.
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11. PRELIMINARY EXPERIMENTS WITH THE FIRST GENERATION
PROTOTYPE PROTON COMPUTED TOMOGRAPHY SYSTEM
11.1 Introduction
Moving from the small-scale laboratory prototype proton computed tomography
(pCT) system presented in Chapter 8 to a scanner capable of imaging head sized
objects was a considerable task. The system containing 4 silicon strip detectors (SSD)
and a single crystal calorimeter was replaced by one containing 16 silicon strip
detectors, and a segmented calorimeter with 18 crystals. Thus, the data acquisition
(DAQ) system was considerably more complex. While the technical details of the
development of the DAQ system are not the subject of this thesis, which focusses
rather on image reconstruction considerations, this point is worth mentioning. Detector
development and characterisation was largely carried out at the Santa Cruz Institute for
Particle Physics, University of California at Santa Cruz, CA, USA. Assembling and
testing of the system was carried out on the research beam lines at the James M. Slater
MD Proton Treatment and Research Center at Loma Linda University Medical Center,
CA, USA.
The primary goal of this 1st generation pCT system is to demonstrate the
advantage of pCT in proton therapy treatment planning in comparison to the currently
used technique of converting X-ray CT images to proton relative stopping power
(RSP) maps. For this purpose, quantitative accuracy, spatial resolution and density
resolution must all be assessed. This Chapter will not cover all of these issues, but will
give an overview of system calibration, the image reconstruction process, and present
the preliminary images from the 1st generation pCT system.
Logistical issues such as scan time and image reconstruction time are not of
major concern for this system, but they will be investigated to provide useful
information for future generations of pCT. Our focus here is instead on whether the
concept of pCT can be proven. Also, limitations of the current system will be identified
and possible remedies suggested.
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11.2 Calorimeter calibration
In previous studies, we have calculated the integral RSP of an object, ρrel, along
the path of a proton with incoming energy Ein and outgoing energy Eout with a model
based approximation. For each individual proton, this was calculated as

∫

L

ρ rel ( r ) dr ≅

∫

Ein
Eout

dE

S water ( E )

.

(11.1)

The derivation of this calculation and associated approximations are detailed in Section
1.3. Here, Swater is the stopping power of water for protons of energy E, which is
described appropriately by the Bethe-Bloch equation for energies greater than 10 MeV.
In our Monte Carlo simulations, we have directly obtained the incoming and
outgoing energy of protons. This information has been used with the Bethe-Bloch
formula to obtain an estimate of the RSP integral along the MLP intersecting the object
by numerically solving the integral on the right hand side of Eq. (11.1). In real world
scenarios, there is limited accuracy with which we can know the true proton entry and
exit energy. In the previous case of the small-scale prototype (see Chapter 8) the proton
energy at the phantom entrance was calculated as the difference between the most
probable proton energy after the scattering foil and the energy deposited in the
upstream tracking module (derived from TOT measurements). Similarly, the proton
exit energy was calculated as the sum of the energy deposited in the downstream
tracking module and the energy measured by the crystal calorimeter. This approach is
subject to a number of uncertainties including: proton energy loss straggling in the lead
scattering foil, the relatively large degree of noise associated with TOT energy
deposition measurements, and the limited accuracy of the numerical solver required to
evaluate the integral on the right hand side of Eq. (11.1).
As a more practical alternative, it was decided that the calorimeter response of
the 1st generation system would be calibrated in terms of water-equivalent path length
of protons traversing objects of known water-equivalent thickness (WET). The water
equivalent path length for a given proton traversing an object of arbitrary composition
and density is defined as the path length of protons in water resulting in a mean energy
loss Ein – Eout, equivalent to that observed in the non uniform object. Since the absolute
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energy values are not required for this definition, the calorimeter response can be used
as a surrogate for energy loss. The water-equivalent path length is equivalent to the
integral RSP (when water is used as the reference material). Thus, our calibrated
calorimeter will directly provide the values of the RSP integrals required for
reconstruction. This method also has the advantage that we do not need to rely on a
numerical solver for Eq. (11.1).
For the pCT scanner calibration, the relationship between calorimeter response r
and water equivalent proton path length was modelled by a quadratic polynomial. This
choice was guided by the form of the Bethe-Bloch formula, which has a 1/E dependent
term and an additive energy-independent term. Thus, the water equivalent path length
for a given response r was modelled as
2

L r =b 0b1 r b 2 r .

(11.2)

The parameters b0 (the mean maximum path length of protons at the calibration
energy), b1 and b2 were derived from the calibration measurements.

Figure 11.1. WET calibration set-up with two polystyrene blocks. The proton beam enters from the
right of the picture. The steel boxes housing the upstream and downstream proton tracking modules
are shown on the right and left of the picture respectively. The downstream box also houses the
crystal calorimeter array.
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To find the parameters bi of the calibration curve, the response of the
calorimeter was measured while varying the thickness of degraders in the proton beam
path. This work was carried out by R.F. Hurley and R.W. Schulte of the Department of
Radiation Medicine at Loma Linda University Medical Center, CA, USA. The
degraders used were blocks of polystyrene with known thickness and RSP and,
thereby, water equivalent thickness. The thickness of the plates was measured to an
accuracy of better than ±0.05 mm, taking the mean of 10 random measurements across
the plate with a digital height gauge. A combination of degrader plates adding to a
known WET was placed between the pCT telescopes, as shown in Fig. 11.1. A special
holder was made to ensure that the degrader blocks were positioned parallel to the
detector planes. A lead foil of 1.9 mm thickness was placed at the beam pipe exit
window to spread the nominal 200 MeV beam to a full width at half maximum
(FWHM) of approximately 11.5 cm at the first tracking plane.
With the beam energy and all geometries of the system fixed, the total degrader
thickness was varied from 0 cm (no degrader) up to a WET where all protons were
stopped within the degrader block. For each degrader thickness, approximately
300,000 proton events were measured. The data recorded for each event included
proton tracking information from the four proton tracking modules (two upstream and
two downstream), as well as the signal amplitude output from each of the 18
calorimeter channels.
From the tracking information (entry and exit point locations and directions), the
most likely path (MLP) of each proton through the degrader was calculated as
described in Chapter 2 and [40], and its length was obtained as a numerical summation
of MLP steps. Total MLP lengths were binned and the mean calorimeter response for
the bins that contained more than 99% of all histories used were determined. Thus,
unusually large MLP lengths were excluded from the analysis as the accuracy of the
MLP decreases with increasing path length.
To define the mean response of the calorimeter for each WET, a series of cuts
were made to the data. These cuts excluded events where the proton was scattered out
of the system, where pile-up occurred in the tracker (and therefore tracking information
was ambiguous), where the proton did not pass through exactly 8 layers of silicon
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(each 2D reading requires traversal of two 1D-sensitive silicon wafers), or where the
calculated MLP length exceeded the known absorber thickness by approximately
0.5%. Figure 11.2 shows an example of the proton tracks recorded without degrader
and after performing cuts.

Figure 11.2 Proton tracks recorded during WET calibration, here without any degrader inserted.

After applying the cuts to the data, a weighted sum of the individual calorimeter
crystal responses was produced to find the overall calorimeter response. The weighting
functions were derived from previous measurements of the relative response of each
channel to protons of various energies obtained under the condition that the protons
stopped inside a single crystal (see Chapter 10 and [103]). Figure 11.3 shows a
histogram of the weighted calorimeter responses (in arbitrary units) for one absorber
thickness. The peak response for each absorber thickness was found by fitting a
Gaussian distribution to the primary peak. To exclude the non-Gaussian low-energy
tail, which becomes more pronounced after protons passed through thicker degraders,
only the part of the spectrum that was symmetric with respect to the peak was included
in the fit, effectively removing the low energy tail.
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Figure 11.3. Calorimeter response for an absorber thickness of 51.07 mm. The Gaussian fit is
shown in blue.

Figure 11.4. Calibration curve of calorimeter response as a function of water equivalent path
length. The curve was fitted with a second degree polynomial.

Finally, the mean response versus water equivalent path length was fitted with
the polynomial in Eq. (11.2), as shown in Fig. 11.4. This provided the function for

141

conversion of calorimeter response to water-equivalent path length for any proton
event. The fitting function was
L r =249.06−22.945 r −46.184 r 2

(11.3)

where L is the water-equivalent path length in mm and r is the calorimeter response.
One should note that the statistical uncertainty of the calorimeter response,
represented by the error bars in Fig. 11.4, was approximately constant over the range of
WET measurements. A relatively flat dependence of the calorimeter response noise on
energy, except for energies less than 20 MeV, had previously been observed in our
testing of a single calorimeter channel [103]. Propagating the mean variance of the
calorimeter response,  2r , into the variance of the water-equivalent path length, one
can derive the following expression for the standard deviation of an individual path
length measurement based on our calibration method,
1
2 2

 L =[   92.368 r 22.945 
2
r

]

(11.3)

As expected due to the increase in stopping power (energy loss per unit path
length), the path length error becomes smaller for larger path lengths (calorimeter
response r is smaller for larger path lengths). One should also note that by recording a
large number of proton events, very precise water equivalent path length measurements
and, therefore, WET determinations of materials with unknown relative stopping
power can be performed with this set-up.
11.3 Scan configuration and data processing
The 200 MeV beam configuration and detector set-up of the WET calibration
was also used during scanning of the first test object. The 1.9 mm thick lead scattering
foil was approximately 2.4 m upstream of the centre of the detector system, producing
a cone beam with FWHM of approximately 11.5 cm at the first detector plane. The
shingled silicon strip detector (SSD) design was implemented as described in Chapter
9. The overlapping SSD region was 5 mm wide. Each of the upstream and downstream
2D sensitive tracking modules were separated by 9.8 cm, based on the simulation
results presented in Chapter 9. Fig. 11.5 illustrates a schematic of the tracking module
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design. The inner tracking modules were located approximately ±10 cm from the
rotational axis of the phantom.

Figure 11.5. Schematic of the 1st generation pCT system. The proton cone beam enters from the
left of page.

Figure 11.6. Proton CT scan geometry. The phantom was rotated around the x axis while the
detector system was stationary. The anatomical conventions are also listed (L = left, R = right, S =
superior, I = inferior, A = anterior, and P = posterior).
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The LucyTM head phantom, a spherical phantom for quality assurance, was
mounted onto a precision translation-rotation stage and the axis of rotation aligned to
the centre of the detector system (see Fig. 11.6). The phantom was 14 cm in diameter
and contained four cylindrical inserts of 1 cm diameter and 2.5 cm length seamlessly
integrated into the inferior hemisphere (see Fig. 11.7). Note that the body of the
standard Lucy phantom is made of acrylic, but a special version made of clear
polystyrene was fabricated for Loma Linda University. The cylindrical inserts
contained
1. air (no insert)
2. bone equivalent plastic
3. acrylic with oil beads, 2 mm in diameter
4. polystyrene with aluminium beads, 2 mm in diameter

Figure 11.7. Photograph of the Lucy phantom and schematics of the inferior hemisphere. Note that
the co-ordinate notation differs from that used here.

The importance of rotational axis alignment was demonstrated in the
reconstructions presented in Chapter 8, and great care was taken in this regard with the
1st generation system. The location of the vertical axis of rotation was determined by
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mounting a metal rod on the rotation stage, 40 mm off centre. The projected image of
the rod was recorded with the calorimetry system and the centre of the rod location
plotted against rotation angle. The offset of the resulting sinusoidal curve from zero
was used to determine the true location of the axis of rotation relative to the assumed
location. This offset was applied to the measured data at scan time.
Scanning data were collected in 4 degree increments over a full 360 degree
rotation of the phantom. At each angle of rotation, data collection was divided into two
translations of the phantom. The translation was made with respect to both x and y.
This was done to reduce the effects of crystal wrapping on the WEPL measurements.
This is discussed in detail in the following Chapter in Section 12.3.
Before passing the data to the image reconstruction algorithm, several
processing steps were carried out. Firstly, cuts on the measured WEPL were made to
get rid of data with WEPL less than -40 mm and greater than 200 mm. While negative
WEPL are physically impossible, the statistical distribution of the calorimeter response
meant that small negative values had to be retained to obtain a symmetric distribution
of WEPL values for air traversal. Since the thickness of the Lucy phantom was known,
an upper limit could also be set on possible WEPL values. After these preliminary data
cuts, approximately 800,000-900,000 proton histories per projection angle remained.
Secondly, a correction for the overlapping SSD design was required because
such events were discarded from the calorimeter calibration. The effect on the
reconstructed image when this step is neglected is shown in Fig. 9.3, obtained with
Monte Carlo simulated data. The correction was made by using the known stopping
power of silicon to determine the WET of a single SSD wafer. This value was doubled
(to account for the back-to-back silicon wafers) and subtracted from the measured
WEPL for events that were assumed to have traversed the overlapping region of a
tracking module. Note that protons detected to have passed through more than four
tracking modules were excluded from the calibration. This Si correction was made for
each 2D sensitive tracking module individually.
Finally, a correction matrix was derived to account for the spatial-dependent
response of the calorimetry system. Data collected with a uniform thickness degrader
should in theory yield a spatially uniform response. However, because of local
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differences in crystal wrapping thickness and light collection, this response is not
uniform. The correction process here involved pixelizing the detector response
according to the predicted location of proton entry into the calorimeter, based on
downstream location and direction measurements. Using data collected with a uniform
52 mm thick degrader, an additive correction matrix was applied to the data to obtain a
uniform crystal response. Note, that this is different to the crystal dependent weighting
factors described above in Section 11.2, which account rather for the bulk crystalphotodiode response. Figure 11.8 displays the uniform thickness response of the
calorimetry system before and after applying the correction matrix. The individual
crystals can be clearly delineated.

Figure 11.8. Maps of calorimeter response to a uniform thickness degrader (a) before and (b) after
applying a correction matrix to the data. The larger WEPLs registered in between crystals are a
result of the insensitive reflective crystal wrappings.
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11.4 Image reconstruction
The measurement files were read into a general purpose graphics processing
unit (GPGPU) workstation. The workstation consisted of a quad core central
processing unit (CPU), 8 Gb of RAM and an NVIDIA® Tesla C1060 GPU card
(NVIDIA Corporation, Santa Clara, CA, USA), with 4 Gb dedicated RAM.
For each proton history, the data files included proton hit location in each of the
tracking modules in both the x and y dimensions. Also, the tracking module that
registered the hit was identified, and used to determine the z hit location. The WEPL
and rotation angle were also recorded, resulting in 14 registered values for each proton
history. The reconstruction proceeded in several steps, as outlined in the following
(also see Fig. 11.9)
Firstly, a rotational transformation was applied to the measured hit locations
such that the reconstruction could be carried out in the phantom reference system. The
reconstruction volume was a 16 cm × 16 cm × 8 cm rectangular prism centred on the
axis of rotation. Following rotation, each proton history was forward- and
backprojected along the measured entry and exit directions respectively onto a 16 cm
bounding cylinder centred on the rotation axis (see Fig. 6.2a). These points were stored
as the entry and exit points to the object-containing reconstruction space and the
measured detector readings were released from memory.
Next, angular and spatial binning of the proton tracks was carried out to allow
for an initial reconstruction with a filtered backprojection algorithm. The Feldkamp,
Davis, Kress (FDK) [34] binning and reconstruction approach was used because of the
cone beam geometry of the pCT system. Multiple Coulomb scattering (MCS) ensures
that protons will not conform to a uniform sinogram grid, different from the case with
conventional cone beam X-ray CT. To carry out pCT reconstructions with the FDK
algorithm, individual proton histories was binned according to
•

source rotation angle,

•

vertical y position in a plane perpendicular to the cone beam axis containing the
axis of rotation, and

•

lateral x position in a plane perpendicular to the beam axis passing through the
centre of rotation
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where the beam axis is a line from the source perpendicular to the axis of rotation.
A straight line approximation of the proton path through the reconstruction
volume was made by joining the entry and exit points of the reconstruction space. This
straight line was then backprojected to the circle followed by the lead scattering foil, as
seen by the phantom reference system. The intersection was treated as the “virtual
source” of the proton history. This backprojection step was done in the y-z plane only
as the FDK algorithm assumes all events originate from the same x plane.
Once the virtual source position had been calculated, each source rotation angle
was discretized into 4-degree angular bins. The binned angular source position was
then joined with the midpoint of the entry and exit positions of the bounding
reconstruction cylinder. The intersection of this line with the central reconstruction
plane perpendicular to the beam axis defined the lateral and vertical displacement bins.
Vertical bins of 1 mm and lateral bins of 5 mm (in slice direction) were used.
To improve spatial resolution and eliminate the large angle scattering events that
cannot be accurately modelled by the MLP formalism, cuts were implemented based
on the relative exit angle of each proton history, which was defined as the difference
between exit and entry angle. The advantage of this in terms of MLP accuracy was
demonstrated in Chapter 2 and [40]. Since MCS in thick objects is well described by a
Gaussian distribution, the mean relative exit angle through a given section of the
phantom should be zero. Standard deviation of the relative exit angle with respect to x
and y were calculated for each FDK bin. Any history with an absolute relative exit
angle greater than 3 times the respective standard deviations was not used in the
reconstruction. Also, the mean WEPL and standard deviation of the WEPL was
calculated for each FDK bin. Any history with a WEPL greater than 3 times the
standard deviation from the mean WEPL was not used in the reconstruction. This was
done to improve the density resolution [43].
The integral RSP sinogram was then calculated by taking the mean integral RSP
(equivalent to the mean WEPL) value for each FDK bin. Filtering of the sinogram was
carried out with the Shepp-Logan filter [107]. Backprojection was performed with bilinear interpolation.
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The object was then segmented with simple thresholding. Any FBP
reconstructed voxel with an RSP value greater than 0.6 was included within the object.
This information was passed to the MLP formalism to define were MCS should be
considered. At this point, the iterative reconstruction was commenced. The choice of
reconstruction algorithm was based on the results of Chapter 7. Thus the blockiterative diagonally relaxed orthogonal projections (DROP) algorithm [72] with total
variation superiorization add-on was used [91] (TVS-DROP). The data was subdivided
into 45 blocks, equally sampled from each projection angle. The FBP reconstructed
object was used as the starting iteration for the iterative reconstruction.

Figure 11.9. Flow diagram of pCT data processing from scan control to image reconstruction.

Our pCT iterative algorithms involve the processing of individual proton
histories as opposed to the bin averages used by FBP algorithms. Each proton history
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was forward and backprojected into the image space along the entry and exit directions
respectively and a determination made as to whether the proton traversed the object, as
defined from the FBP reconstruction. If the proton path did intersect the object, the
MLP was calculated in between the points where the proton entered and exited the
object. For MLP calculation purposes, the interior of the phantom was assumed to be
uniform water, including the enclosed air region. The most likely path formalism
presented in [40] and Chapter 3 was used. If the proton path did not intersect the
object, a straight line path was used. Both path approximations were coupled with the
3D effective mean chord length factor when generating the system matrix used by the
iterative reconstruction (see Chapter 3 and Appendix A, Section A.2).
11.5 Results
Figure 11.10 illustrates the axial pCT image reconstructed with FBP, the
segmented object based on the FBP reconstruction and the image reconstructed with
TVS-DROP using the FBP reconstructed image as the starting point. The viewing
window for Fig. 11.10 (a) and (c) was set to RSP values between 0.4 and 1.4.

Figure 11.10. Sequence of reconstructed images of the Lucy phantom from the image
reconstruction code. (a) FBP reconstructed image, (b) the object definition based on (a) and used in
the iterative reconstruction, and (c) the image reconstructed with TVS-DROP starting from (a) after
5 cycles. (a) and (c) are displayed with a viewing window between RSP values of 0.4 and 1.4 and
viewed in superior to inferior direction. The slice thickness is 5 mm.

The 1 mm lateral binning applied to the FBP reconstruction resulted in
acceptable spatial resolution but a large degree of noise. This did not adversely affect
the object boundary definition which can be seen to replicate the imaged object well.

150

The advantage of the TVS-DROP algorithm in terms of low contrast sensitivity is
clearly visible. After 5 cycles with the iterative reconstruction algorithm, all four
inserts in the Lucy phantom are visible (as well as pegs at the left and right sides of the
phantom connecting the hemispheres). However, the oil and aluminium beads in the
plastic inserts (upper right and lower left insert, respectively) cannot be clearly
delineated. This is likely due to the the fact that a slice thickness of 5 mm was used in
the reconstruction, which is more than twice the size of the beads. The acrylic cylinder
(upper right), which has a higher RSP (1.2) than polystyrene (1.04) is clearly visible.
The polystyrene cylinder (lower left insert) is barely distinguishable because its
stopping power is approximately equivalent to the surrounding phantom body.

Figure 11.11. Line profiles through the Lucy phantom inserts. The two profiles correspond to the
upper inserts (air and acrylic with oil beads), and the lower inserts (polystyrene with metal beads
and bone equivalent plastic).

Line profiles through each of the 4 inserts are shown in Fig. 11.11. The mean
reconstructed RSP value for the clear polystyrene phantom was approximately 1.035,
which agrees well with the predicted value of approximately 1.037 [108]. The mean
reconstructed RSP of the bone insert was 1.66 (although not reflected in the profile in
Fig. 11.11) which is 2.3 % less than the predicted value of 1.70. Interestingly, the FBP
reconstruction resulted the correct value of 1.70 in this case. The reason for the
discrepancy is currently unclear and needs to be further investigated. One should also
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note that there are a few high-density artefacts at the boundary of the phantom. These
artefacts may be related to an undersampling of the object boundaries in combination
with relatively large integral RSP errors for protons that intersect the phantom
tangentially.
11.6 Discussion
The reconstructed phantom images presented in this Chapter are the first to be
generated with the pCT design concept proposed by Schulte et al. in 2004 [35]. This
first generation pCT system is capable of tomographically imaging paediatric headsized objects. The system is based on the novel concept of tracking and reconstructing
the paths of individual protons, with the goal of producing a 3D map of proton relative
stopping powers.
The current work involved the calibration of the pCT calorimetry system,
alignment of the detector system with the rotational axis, and scanning and
reconstruction of a polystyrene phantom. The calibration approach presented here
differs from the concept used for the small scale laboratory prototype presented in
Chapter 8. There, the calorimeter response was calibrated as a function of proton
energy, while here the segmented calorimeter array was calibrated as a function of
water equivalent thickness for a given initial proton energy. This meant that numerical
integration of the Bethe-Bloch relationship was not required for each proton history
recorded with the 1st generation scanner, as was the case with the previous concept. It
was found that the measured calorimeter response function was well modelled with a
quadratic function.
Images were reconstructed with filtered backprojection followed by TVS-DROP
incorporating an MLP proton path tracing method. From a qualitative inspection,
spatial resolution was marginally improved with the iterative reconstruction while
density resolution was substantially improved relative to the image reconstructed with
FBP. Spatial resolution may be further improved with a thinner slice thickness.
However, to maintain the density resolution, this will require a larger number of proton
histories.
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Increasing the number of proton histories will undoubtedly improve image
quality, but as with conventional CT, a trade-off must be made between image quality
and deposited dose. No dosimetry was performed in the these preliminary scans, but
from proton energy loss measurements, the dose deposited was estimated to be of the
order of 0.5 mGy.
One technical issue worth noting is that in this scan, the inner tracking planes
were only 2 cm from the object. In realistic scan scenarios, the tracking system will
need to be spaced further from the imaged object for patient comfort. This will lead to
some decrease in spatial resolution due to the scattering of protons in the tracking
planes. The further the planes are from the object, the more inaccurate the estimate of
where individual protons enter the object. The loss of spatial resolution with increasing
spacing between detectors and object will be subject of future experiments.
With the current amount of data, our GPGPU reconstruction workstation was on
the limit of its memory capabilities. Future codes will require more efficient usage of
memory and physically larger amounts of RAM. Also, the reconstruction times were
beyond clinical usefulness with the iterative reconstruction requiring approximately 24
minutes for every cycle through the data and 2 hours for 5 cycles. This will be
improved with optimized coding and by adding GPGPU cards to the workstation. One
can also expect higher reconstruction speeds as GPU technology progresses.
A consideration for future pCT systems is the time taken to acquire the pCT
data. With the 1st generation system, each angle required approximately 3 minutes to
collect the necessary amount of data. For a scan with 90 projection angles, the total
acquisition time was around 4.5 hours. The rate at which the pCT system is operated is
dictated largely by the minimum time interval in which protons can be separated by the
DAQ. One reason for the inefficiency of the current system is the large number of zero
events observed in the WEPL data. This has recently been found to be caused by pileup, resulting in a momentary shutdown of the DAQ front-end electronics.
Improvement of the electronics is expected to decrease the scanning time several fold.
However, the current system will be ultimately limited by the afterglow of the CsI
scintillator to a DAQ rate of about 50 MHZ. We believe that by increasing the DAQ
rate from 50 kHz to 3 MHz, as is planned for the 2 nd generation pCT system, and
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optimizing the proton beam extraction time from the synchrotron, one will be able to
achieve acquisition times of less than 10 minutes for a full head scan.
Although the reconstruction results were very encouraging, we are aiming for
further improvements in image quality. Potential sources of improvement in the
reconstructed image can be divided into two general categories; hardware
improvements

and

data

processing/reconstruction

improvements.

Possible

improvements in both of these categories are discussed in the final Chapter, but for the
1st generation system, only data processing and image reconstruction advances are
applicable.
When considering image reconstruction, several methods may result in images
of superior quality. Firstly, experimenting with the iterative reconstruction parameters,
such as relaxation parameters and block sizes may reveal an optimal setting. Also,
adjusting angular and WEPL cuts dictate the trade-off between quantity and quality of
data used for reconstruction. Furthermore, the scattering of protons in the silicon
tracking modules may also be incorporated into the MLP calculation. This is not
straight-forward but is possible with the versatile MLP formalism we have proposed
[40]. Thus, there are several avenues to be explored when attempting to improve the
images reconstructed with data from the 1st generation pCT system.
In future work, we will quantitatively compare images generated with
conventional X-ray CT and those generated with the first generation pCT system. The
comparison will include spatial and density resolution, quantitative accuracy, and
ultimate effect on proton therapy treatment planning. pCT and X-ray CT scans of
equivalent dose will be used for comparison and thus pCT dosimetry methods will be
explored. It is essential that attempts to improve reconstruction methods are made
concurrently to ensure that the new pCT technology is given the best chance to
compete with an imaging modality that has matured over the past four decades.
11.7 Chapter summary
Images from the 1st generation pCT system were successfully generated. These
are the first images produced with a pCT design concept based on individual proton
tracking and reconstruction and capable of imaging paediatric head-sized objects. This
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work also included a description of system calibration and alignment. While the results
are very encouraging for a first round of experimentation, there is naturally room for
improvement. Improvements in read-out electronics and image reconstruction
techniques will be made prior to comprehensive comparison with images generated
with X-ray CT. The results presented here suggest that the 1 st generation pCT system
will allow for a comprehensive analysis of the usefulness of pCT in proton therapy
treatment planning applications.
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12. CURRENT AND FUTURE DIRECTIONS IN PROTON COMPUTED
TOMOGRAPHY
12.1 Image reconstruction
Considerable progress has been made in proton computed tomography (pCT)
image reconstruction over the course of this thesis. The development has included;
•

the derivation of a more flexible and compact most likely path (MLP)
formalism for single proton path estimations,

•

a more accurate procedure for implementing the MLP in iterative algebraic
reconstruction algorithms,

•

the use of parallel compatible block-iterative and string-averaging projection
algorithms to speed up the reconstruction procedure with parallel processing,

•

combination of filtered backprojection and iterative projection algorithms to
balance spatial and density resolution of the reconstructed image, and

•

the use of total variation superiorization in conjunction with an iterative
projection algorithm to produce improved image quality relative to an image
reconstructed without the superiorization steps.
Even with these advances, there are still a number of image reconstruction

techniques that warrant investigation and may advance pCT. The discussion of these
techniques will follow the same course as the Chapters of the thesis. We will begin at
proton path estimation models and continue to general image reconstruction advances
that may have characteristics favourable to pCT.
Firstly, as was mentioned in Chapter 2, the MLP formalism not only calculates
the path of maximum likelihood at any given depth in the absorbing material, but also
allows for a calculation of the uncertainty in this lateral displacement. Because of the
Gaussian multiple Coulomb scattering model employed by the MLP, the uncertainty
distribution follows a 2D Gaussian distribution function of lateral displacement
orthogonal to the stepping direction. Thus, it should be possible to assign weights to
neighbours of the pixels/voxels intersected by the MLP. This could be implemented as
follows; once an MLP step point has been calculated, a sub-stepping procedure is
commenced outward from the MLP step point along a straight line perpendicular to the
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incident direction. At each of these sub-step points, the distance to the original MLP
step point is calculated and a weighting assigned based on the MLP uncertainty
envelope. The sub-stepping procedure is terminated once the weighting value is below
a certain threshold. All intersected pixels/voxels along these sub-steps are then
renormalized to preserve the total path length. The goal of this would be to take into
account the uncertainty of the MLP, in particular near the centre of the object.
A similar reconstruction approach was recently suggested by Wang et. al [109].
Here, the authors derive a probability based projection operator where individual
proton paths are modelled with a probability map. The determination of the probability
map is equivalent to what we presented in Chapter 2 and [40], where the derivation is
carried out in the Bayesian framework with a Gaussian model of MCS. The primary
difference is that we maximised the probability of the proton path at all intermediate
depths between the measured entry and exit locations to give us the most likely path,
while Wang et. al leave the probability distribution as is and calculate the probability
of path intersection for a range of pixels/voxels for each proton history. The authors
show that this technique results in smoother reconstructions relative to reconstructions
with the MLP, albeit with reduced spatial resolution.
It was mentioned in Chapter 2 that the current MLP formalism assumes protons
are passing through a homogeneous medium. This is not the case in real world
situations. Incorporating inhomogeneities into the MLP formalism would require a
piece-wise calculation and an estimation of the proton position at each material
boundary. This estimation would form the prior and posterior likelihoods. Since these
cannot be known with certainty, erroneous prior and posterior likelihoods will
propagate through the MLP. A possible alternative may be to use Monte Carlo
transport to estimate the mean path of a number of simulated protons through the
inhomogeneous object. A similar concept has been employed, for example, in acoustic
tomography to estimate the diffracted wave fronts through inhomogeneous objects
[110]. In such a technique, the Monte Carlo paths of a given number of protons, 100
for example, would be calculated while traversing the current image estimate and an
average taken. Importance sampling would be used during the stepping procedure to
ensure the Monte Carlo proton paths terminated with the known exit location and
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direction. The Monte Carlo code need not be overly sophisticated; a simple energydependent Gaussian approximation of multiple scattering would suffice. With the
advances in computing hardware making such large computational tasks possible, this
technique may play an important role in maximizing image quality.
A central argument cited in the move from fast analytical reconstructions with
filtered backprojection to iterative projection algorithms was the need to improve
spatial resolution with inclusion of the MLP. However, analytical algorithms that
attempt to account for multiple scattering in electron tomography may be equally
applicable to pCT. In electron tomography 2D projection micrographs are gathered
from directions lying on a circle around the object. These projection images are blurred
because of scattering of the electrons within the object. A modified filtered
backprojection algorithm is then used to salvage the image [111]. In contrast to the
traditional filtered backprojection technique, in which each projection is independently
filtered and then backprojected, a distance-dependent blurring function correction
works simultaneously on the set of all projections. A pCT specific blur function,
modelling multiple Coulomb scattering, would need to be derived in the appropriate
format to replace the transmission electron microscopy model, but the concept remains.
This technique would allow more accurate starting points of the iterative projection
algorithms, or even replace the iterative procedure altogether, depending on
performance.
Parallels may also be drawn between pCT and other non-linear imaging
modalities such as optical and acoustic tomography. Both of these modalities are seen
as promising methods for tomographical imaging without the use of ionizing radiation.
In optical tomography, infrared photons are emitted from a source and undergo many
scattering events before being detected in a ring around the object. A common
approach to reconstruction in optical tomography is to solve the radiation transport
equation (RTE) or simplifications thereof [112]. This model approximates the particle
flux in a convex region containing the object. In acoustic tomography, one deals with
diffraction of the wave fronts when travelling between mediums with a different sound
velocity, which gives rise to the non-linear line integrals. Natterer

describes a

propagation-backpropagation algorithm involving the solution of boundary valued
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problems with wave equations [113]. In applying these concepts to pCT image
reconstruction, we would not be dealing with individual proton histories, but rather
using the measured energy fluence of the proton beam before and after the imaged
object to reconstruct the interior problem. As in optical tomography, where an estimate
of the attenuation due to scatter and absorption may be independently obtained, so too
may the distribution of both stopping power and scattering power be obtained from this
method of pCT image reconstruction.
Further promising directions in medical imaging include post-processing filters
for image restoration. This concept is motivated by the desire to reduce imaging dose.
In most modalities making use of ionizing radiation, image quality is degraded with
smaller doses, due to the decrease in measurement statistics and the increase of noise.
Filters reducing the total-variation of the reconstructed image have been successfully
applied in this field [92]. Also, with iterative algorithms it is possible to incorporate
theses filters into the image reconstruction process [95]. At a predetermined point in
the algorithm, the filter is applied to the image estimate and the iterative procedure is
continued. Fig. 12.1 illustrates the effectiveness of these filters in image restoration. A
reconstructed slice from the small-scale laboratory prototype pCT phantom is
compared to the same image following image restoration, courtesy of Prashant
Athavale PhD, Department of Mathematics UCLA. The restoration was performed
with a hierarchical TV-minimization algorithm [114].

Figure 12.1. (a) Reconstructed slice from the small scale laboratory pCT experiment described in
Chapter 8. (b) The same image following post-processing image restoration.
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12.2 Proton tracking detectors
The pCT systems investigated throughout this thesis have made use of silicon
strip detectors (SSDs) as the single proton tracking modules. However, as was
demonstrated in Chapter 9, the combination of multiple sensitive planes to form a large
area detector leads to image reconstruction artefacts when dead areas are present or the
detectors are overlapped. Also, the relatively high atomic number of silicon (Si) means
that scattering of protons in the Si wafers can degrade spatial resolution of the
reconstructed image. For these reasons, alternative position sensitive detector options
with fast readout capabilities are being considered for the second generation pCT
system.
A proton radiography system with an alternative design is currently under
development by affiliates of the Italian TERA foundation [115]. The tracking system
of the TERA design makes use of 10 × 10 cm2 gas electron multipliers (GEM) to
achieve the desired submillimetre spatial resolution. GEM detectors make use of a
conductive Kapton film clad in copper on both sides. When a voltage of 100-450 V is
applied to the copper foils, a large electric field is generated in the active holes of the
films, created with acid etching. Although the copper and Kapton foils are an order of
magnitude thinner than the Si strip detectors, the higher atomic number of copper and
large number of foils needed (the TERA system is a triple-GEM) will mean that
multiple scattering is not greatly reduced by such a system, relative to the SSD
approach. The scalability of the GEM system is superior to the Si approach, however.
A second generation system of 30 × 30 cm2 active area is already under development
by the TERA foundation [115].
Another alternative is the proton radiography system developed at the Paul
Scherrer Institute (PSI) in Villingen, Switzerland during the 1990s [30]. In the PSI
system, the tracking is carried out with a scintillating fibre hodoscope read out by
photomultiplier tubes. The fibres are 2 mm in width, but the use of 2 rows of offset
fibres means that a spatial resolution of 1 mm can be achieved [31]. This also means
that a considerable thickness of plastic is traversed by the protons. If such a system
were employed in our pCT concept, 32 mm of plastic would need to be traversed by
the proton beam, resulting in significant scattering and energy straggling effects
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propagating to the reconstructed image. Still, with thinner cylindrical fibres, on the
order of 0.8 mm diameter, this concept remains an attractive alternative. Scattering in
the low atomic number plastic would be less than in Si and a large scale system could
be relatively easily developed. In initial discussions, we are looking toward silicon
photomultipliers to read out the scintillating fibres, as opposed to the bulky
photomultiplier tubes used in the PSI system.
12.3 Residual energy detector
Excellent energy resolution properties were displayed by the individual
elements of the first generation pCT thallium doped caesium iodide (CsI(Tl))
calorimeter detector system (Chapter 10). However, the reflective wrapping
surrounding each crystal introduces a non negligible amount of insensitive material
into the augmented crystal calorimeter array. This has the potential to manifest as
artefacts in the reconstructed image. The Monte Carlo simulation toolkit Geant4 [53]
was used to generate an energy profile collected with a broad beam of protons entering
the calorimeter. Energy profiles collected without wrapping and with realistic
wrapping are illustrated in Fig. 12.2. The loss of proton energy in the insensitive
wrapping material is clearly visible.
Reconstruction artefacts are generated if appropriate compensation for proton
energy loss in the wrapping is neglected. A slice through a reconstructed head phantom
is illustrated in Fig. 12.3, which was generated with (a) no crystal wrapping material,
(b) wrapping material included but without compensation, and (c) wrapping material
included and compensated for. The artefact is not completely removed in (c), but it is
significantly reduced relative to (b).
Correcting this artefact is not as straight-forward as correcting that arising from
the overlapping silicon tracking planes. In the calorimeter we have limited spatial
information for individual protons, and thus energy loss correction on a proton-byproton basis is more uncertain. We have attempted to minimize the effect of this in the
first generation pCT system by introducing a vertical and lateral translation to the
scanning geometry mid-scan, thereby diluting the affected areas. No discernible
artefact was observed by implementing this measure, but because the first
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reconstructed images contained a relatively large degree of noise, the effect may have
been masked. We believe artefacts may become visible as the density resolution of
pCT improves in future generations, as suggested by the simulation results.

Figure 12.2. Energy profile of a proton broad beam with no reflective crystal wrapping (top) and
with reflective crystal wrapping (bottom). Energy scale is between 180 (black) and 195 MeV
(white).

An alternative approach is to simply eliminate those protons suspected of
entering the insensitive wrapping material, based on spatial and angular information
measured in the downstream tracking plane. This however, comes at the expense of
larger doses if we wish to maintain the number of proton histories recorded. A better
solution would be a detector without insensitive volumes running parallel to the beam
direction.
Furthermore, with a density of 4.51 g/cm3, the 6 × 3 array of crystals used in the
1st generation pCT system is quite a heavy structure. Expanding this system to a
detector area of 27 × 36 cm2 would result in a weight of approximately 55 kg, not
including the housing.
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Figure 12.3. Reconstructed slice with the augmented calorimeter array; (a) no crystal wrapping, (b)
wrapping but with no cuts, and (c) wrapping with cuts.

An alternative energy measurement system that was adopted by both the TERA
[115] and PSI proton radiography systems [31], as well in the early alpha tomography
experiments at Lawrence Berkeley Laboratory [23], was the use of a stacked
scintillation range detector. In such a system, a stack of large area plastic scintillator
plates are used to determine the residual range of individual protons by detecting the
last plate where the proton elicited a response. While each plate is wrapped in a
reflective material, this additional material can be included in the range traversed by
the detected protons.
A system capable of stopping 225 MeV protons would require approximately 30
cm of plastic scintillating plates. Thus, the weight of a 27 × 36 cm2 range detector
would be approximately 30 kg, significantly less than the corresponding CsI
calorimeter. The resolution of a range detector system is dependent on the thickness of
each scintillating plate. With 3 mm plates, the PSI and TERA radiography systems
both quote a satisfactory range resolution [32,115].
Due to these issues, we are also considering a large-area range detector system.
The current design concept foresees Si photomultipliers directly coupled to each
scintillating plate and detection of the most distal plate in which a proton signal is
registered. For more accurate residual energy measurements, a Bragg peak will be fit to
the entire set of measured data, which will require more accurate light collection. For
efficient plate readout, one or several wavelength shifting optical fibre(s) will be
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embedded in a sigmoid shaped groove in the plate, resulting in uniform light
collection. The optical fibre will then be read out by millimeter-size Si
photomultiplier(s) located in the corner(s) of the plate. Investigation into the properties
of such a range detector will be carried out with a prototype in the near future.
12.4 Pencil beam vertex verification
We have considered the application of the pCT detector modules to other proton
therapy verification tasks. A particularly well suited application is beam monitoring
and dose delivery verification in active pencil beam scanning for proton therapy. This
form of treatment is often cited as the next step forward in charged hadron therapy
because of the extra degree of conformality it affords. In preliminary work, we
investigated whether the position sensitive pCT detector modules would be a useful
tool in pencil beam tracking based on vertex reconstruction. In this application, protons
undergoing large-angle elastic or inelastic nuclear scattering will exit the patient at a
large angle to the incident beam direction and be detected by the pCT detectors that are
positioned outside the primary treatment field. The track of these protons can then be
reconstructed and their origin (vertex) determined.

Figure 12.4. Illustration of the angular conventions used in the Geant4 vertex tracking simulation.
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Figure 12.5. Angular distributions of scattered protons for 100 MeV and 250 MeV beams incident
on a head phantom. The beam enters the phantom at 270˚.

A Geant4 Monte Carlo simulation was carried out to determine the optimal
detector placement for scanning proton therapy vertex tracking. An infinitely thin
monoenergetic proton pencil beam was initiated in a vacuum environment simulating
the accelerator beam pipe. The beam exited vacuum through a 25 µm thick titanium
window 2 m upstream of the centre of a phantom. The phantom was created to
simulate a human head. An outer shell simulating the cranium contained a
homogeneous inner structure simulating brain material. The head phantom was
positioned so that the beam entered laterally. A cylindrical shell sensitive volume,
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containing air, with a radius of 20 cm and a height of 18 cm was centred on the
phantom. This height and radius will approximately correspond to the size and
separation of a clinical pCT system, but the latter will likely be adjustable. The
position and energy of primary protons that were identified to have undergone a
nuclear collision (elastic or inelastic) within the phantom, and all secondary protons
emerging from the phantom were recorded by the sensitive air shell. The simulation
was repeated for two incident proton energies; 100 MeV to simulate Bragg peak
treatments and 250 MeV for shoot through radiosurgery applications.
The angular distribution of scattered protons relative to the centre of the imaging
system for both energies is illustrated in Fig. 12.5. Note that the beam enters the
phantom at 270˚. The mode scattering angle for 100 MeV is at 270˚, that is,
backscattering of protons. Secondary peaks are also seen at approximately 55˚ and
125˚ while a minimum is present at 90˚. The 250 MeV angular distribution displays a
single peak at 90˚. Placing the pCT particle tracking modules at 90˚ during
radiosurgery or at 270˚ in any treatment is infeasible due to the significant damage that
could be done to the detectors at these doses. Thus, the results suggest that positioning
the tracking modules at 45˚ and 225˚ for the purposes of beam vertex reconstruction is
a favourable alternative. At these angles, we can expect to measure on the order of 10 5
proton histories during a single beam spill of 108 protons for 100 MeV and an order of
magnitude larger for 250 MeV beams.
With the pCT tracking detectors placed at the above mentioned locations, out of
field hits were recorded for the duration of 10 8 primary proton histories. In this section
of the simulation work, no discrimination was made on the type of particle entering the
detector system. A valid event was defined as an energy deposition greater than 20 keV
in all SSD planes of either of the telescope at 45˚ or 225˚. The recorded hits were
traced back through the image space along a straight line based on the spatial and
directional measurements. The image space was set as a 20 × 20 × 5 cm 3 volume
divided into 128 × 128 × 25 voxels. The reconstruction was carried out by tallying all
voxel-ray intersections. The central slices of the reconstructed beams are shown in Fig.
12.6.
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Figure 12.6. Pencil beam vertex reconstructions for 100 MeV and 250 MeV proton beams. The
head phantom outline is given.

The images reflect the nuclear scattering probability distribution (combined
elastic and inelastic), and thereby define where the primary proton beam travelled. The
head phantom is overlaid on the reconstructed image to illustrate its relationship to the
reconstructed beam profile. The beam entered the image space from (0,-10). The
reconstructed 100 MeV beam shows the largest number of scattered protons
originating from the 0.8 cm thick skull region as the beam entered the phantom. This is
to be expected due to the higher effective atomic number of the skull material. The
beam stops at approximately the centre of the phantom (0,0). The reconstructed 250
MeV beam shows the largest detected scattering density in the skull region as the beam
exits the phantom. While a larger nuclear interaction cross-section is expected in the
bone region as the beam enters the phantom, the scattered protons are not as likely to
be detected at this location. In any case, the vertex of the beam throughout the phantom
traversal can clearly be seen. The diagonal blurring of the image is due to the
positioning of the detectors at 45˚ and 225˚. With knowledge of the last point of
magnetic beam deflection, this imaging concept will allow for a fast and accurate
determination of the beam vertex during each pencil beam delivery.
With knowledge of the relative stopping power distribution of the phantom, we
believe it may also be possible to determine the deposited dose from this data. The
calculation process for deposited dose will need to be demonstrated in future work.
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12.5 Chapter summary
Proton computed tomography has the potential to significantly reduce range
uncertainties in proton therapy. Although it is not a new concept, little progress was
made with this imaging modality during the 30 years from the first experiments by
Cormack [25] to the work of Zygmanski [33]. Originally suggested by Hanson in 1981
[28], the process of reconstructing individual proton paths to account for multiple
Coulomb scattering on a proton-by-proton basis has been the signature of the current
pCT concept. This idea has allowed for an improvement of reconstructed spatial
resolution [37] with the use of the most likely path formalism [38,39,40].
However, during the course of this thesis it was noted that the use of the MLP in
iterative reconstruction algorithms resulted in substandard density resolution and long
reconstruction times when reconstructing with the fully sequential algebraic
reconstruction technique (ART). Thus, a good deal of this work has focussed on
developing pCT specific, and adapting generic reconstruction techniques, to maximize
image quality and reduce reconstruction time [54,55]. This led to the combination of
the fast and robust filtered backprojection (FBP) algorithm with the total variation
superiorization adapted block-iterative DROP algorithm (TVS-DROP) [91]. Although
much progress has been made with pCT image reconstruction, further advances may
yet be possible, as outlined in Section 12.1.
The development of advanced image reconstruction methods in parallel to the
pCT system is vital to ensure that the collected data can be presented in the best
possible form. Throughout the course of this thesis, a first generation pCT system has
been under design and construction. The initial results with this system were detailed
in Chapter 11. Modifications to the system have been considered and were discussed in
Sections 12.2 and 12.3.
Perhaps the most important next task is to experimentally validate the pCT
premise that direct reconstruction of the proton relative stopping power will lead to
significantly more accurate proton treatment plans than the standard practice of
converting X-ray CT data sets. This should be the primary focus of the current firstgeneration pCT system. With this evidence, we believe pCT will become a standard
method in future proton treatment planning.
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APPENDIX A: DERIVATION OF THE EFFECTIVE MEAN CHORD
LENGTH
A.1 Two-dimensional effective mean chord length
To derive the functions describing the effective mean chord length, consider the
representative pixel geometry illustrated in Fig. A.1. Here, the rotated pixel vertices are
denoted by the points A, B, C and D. Through co-ordinate rotation, the x component of
these points for a pixel of size l can be calculated with
X A (θ ) = −

l
( cos θ + sin θ
2

l
( sin θ − cos θ
2
l
X C (θ ) = ( cos θ − sin θ
2
l
X D (θ ) = ( cos θ + sin θ
2
X B (θ ) =

)

)
)

.

(A.1)

)

Figure A.1. Schematic of the rotated pixel geometry. The pixel vertices are denoted by the points
A, B, C and D. The linear functions joining these points are labelled f1(x,θ), f2(x,θ), f3(x,θ) and
f4(x,θ). A simplified straight-line proton path is given as an example, illustrating the discrete
stepping nature of the MLP. The step-size is denoted by s. The chord length for this example is
shown in bold.
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The linear functions of the pixel boundaries joining the vertices are labelled; f1(x,θ),
f2(x,θ), f3(x,θ) and f4(x,θ). By using the point-gradient formula, the equation of each
pixel boundary is given with
l
2 cosθ
l
+
2 sin θ
.
l
−
2 cosθ
l
−
2 sin θ

f1 ( x,θ ) = x tan θ +
f 2 ( x, θ ) = −

x
tan θ

f 3 ( x,θ ) = x tan θ
f 4 ( x, θ ) = −

x
tan θ

(A.2)

Approximating chords as straight lines, the chord length ∆(x,θ) for all possible x values
in the representative pixel is given by the piece-wise function
 f1 ( x,θ ) − f 4 ( x,θ )

∆ ( x,θ ) =  f1 ( x,θ ) − f 3 ( x,θ )
 f ( x, θ ) − f ( x, θ )
3
 2

for X A ≤ x ≤ X B
for X B ≤ x ≤ X C .
for X C ≤ x ≤ X D

(A.3)

Combining this with Eq. (A.2), we have
 l ( cosθ


∆ ( x, θ ) = 

 l ( cosθ


+ sin θ ) + 2 x
sin 2θ
l
cosθ
+ sin θ ) − 2 x
sin 2θ

for X A ≤ x ≤ X B
for X B ≤ x ≤ X C .

(A.4)

for X C ≤ x ≤ X D

Due to the discrete stepping nature of the MLP procedure, the probability that a
chord will be detected is unity when the chord length is greater than the stepping size s.
When the chord length is less than the stepping size, the probability that the next steppoint will occur inside the pixel is given by the ratio of the chord length and the stepsize. Thus, the probability pd(x,θ) of detecting a given chord requires the x locations x1e
and x2e, at which the chord length is equal to the step size.
In Fig. A.2, the derivation of x1e is illustrated; due to symmetry, x2e can be
calculated in a similar manner. For a given step size s, x1e and x2e are given by
x1e (θ ) = X A (θ ) + s sin θ cosθ

x2 e (θ ) = X D (θ ) − s sin θ cosθ

.

(A.5)
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Therefore, in our notation the probability of a step-point occurring within a pixel is
given by the piece-wise function
 ∆ ( x, θ
 s

pd ( x,θ ) =  1
 ∆ ( x, θ

 s

)

for X A ≤ x < x1e
for x1e ≤ x ≤ x2e .

)

(A.6)

for x2e ≤ x ≤ X D

Figure A.2. Derivation of the point x1e on the x-axis at which the chord length through a pixel is
equal to the step-size s of the MLP procedure. Through symmetry, the same method can be used to
derive x2e for the positive x-axis.

The mean detected chord length can now be calculated by taking a weighted
average of chord lengths over all possible x values:
∆d

∫
(θ ) =

pd ( x,θ ) ∆ ( x,θ ) dx

XD
XA

∫

XD
XA

pd ( x,θ ) dx

.

(A.7)

With the definitions of ∆(x,θ) and pd(x,θ) given by Eqs. (A.4) and (A.6), the
explicit form of the mean detected chord length is given by
∆

d (θ ) =

l
( s / l ) sin 2θ − 6


3  ( s / l ) sin 2θ − 2( cos θ + sin θ
2


.
) 

(A.8)

181

To derive the correction term, we require the probability that a step-point does
not occur inside the pixel pu , and the mean undetected chord length ∆ u . Firstly, pu
can be related to the probability of detection by
pu (θ ) = 1 −

∫

XD
Ax

pd ( x,θ ) dx

X D (θ ) − X A (θ

)

.

(A.9)

The mean undetected chord length (Eq. (A.10)) is given by a weighted average in a
similar manner to the mean detected chord length:

(1 − p ( x,θ ) ) ∆ ( x,θ ) dx
∫
(θ ) =
.
(
(
)
)
1
−
p
x
,
θ
dx
∫
XD

∆u

d

XA

XD

XA

(A.10)

d

Combining these, gives us the correction term
pu (θ ) ∆ u (θ ) =

2
l  ( s / l ) sin 2θ 

.
3  2( cosθ + sin θ ) 

(A.11)

Combination of Eq. (A.8) and (A.11) results in the expression of the effective
mean chord length is given in Eq. (3.3) of the main text.
A.2 Three-dimensional effective mean chord length
When reconstructing three dimensional images, we must consider the effect of a
finite slice thickness on the effective mean chord length. If the slice thickness is
considerably larger than the pixel size in the reconstruction plane, as is usually the case
in tomographical reconstructions, protons traversing the reconstruction volume at an
angle relative to the transverse axial planes will, on average, have a marginally longer
chord length. Thus if the 2D effective mean chord length is used in 3D reconstructions,
the overall path length will be underestimated. The 3D effective mean chord length
factor derived in this section should be multiplied with the effective mean chord length
derived in the previous section when reconstructing in three dimensions.
A similar procedure as that described above for the 2D effective mean chord
length may be carried out to determine the 3D effective mean chord length factor.
Here, we must consider the dimensions of a voxel along the rotational axis of the
reconstruction space.
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Figure A.3. Illustration of the effective mean chord length calculation in the slice width dimension.

In Fig. A.3, the slice width is represented by h. To account for all possible
intersections along the voxel in the transverse dimension (Fig. A.1), the short side of
the rectangle, represented by length l  , corresponds to the mean chord length for a
given orientation of proton path relative to the reconstruction grid in the axial plane.
The mean chord length is given by
l =

l
cos sin 

(A.12)

and can be derived from the method described in the previous section, setting step-size
s equal to zero. We can use the mean chord length as opposed to the effective mean
chord length in this dimension because the discrete stepping nature of the MLP has
already been taken into account in the 2D effective mean chord length factor.
The vertices of the rectangle in Fig. A.3 are given by
1
Z A =−  h cos l sin  
2
1
Z B =  l sin −h cos  
2
1
Z C =  h cos −l sin  
2
1
Z D =  h cos l sin   .
2

(A.13)

The angle φ corresponds to the angle of the proton trajectory through the reconstruction
space with respect to the vertical axis of rotation z. Following the procedure above, the
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chord length ∆(z,φ) for all possible z values in the representative pixel is given by the
piece-wise function

{

2 zl sin h cos 
sin 2
l
 z , =
cos 

−2 z l sin h cos 
sin 2

for Z A zZ B
for Z B zZ C

(A.14)

for Z C z Z D

Using the same step size s, and an equivalent derivation procedure, the mean detected
chord length and weighted mean undetected chord length are given by



2



s
sin 2 
2
1
d =
3
s
h cos l sin − sin 2 
2
3 h l −



(A.15)

and
u =
p u  

1
s 2 sin 2
3 2  h cos  l sin  

(A.16)

respectively. Summing these terms gives us the 3D effective mean chord length factor.
To apply this to 3D image reconstruction, the 2D effective mean chord length, which
already contains the pixel size l as a multiplicative factor in Eq.'s (A.8 and A.11) is
multiplied by the 3D effective mean chord length factor. Note that the possible vertical
angles φ will typically range from -15 to 15 degrees, determined by the divergence of
the proton cone beam. Because of symmetry, we can apply the above formula to the
absolute value of the angle φ.

