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Introduction
This paper tests empirically the linkages between public and private investments using a consistent dataset for a large sample of developing countries over almost three decades. We find a strong and robust crowding-out effect that seems to be the norm rather than the exception, both across regions and over time, as well as for a variety of econometric specifications and estimation methods. We go one step further by providing evidence of the country institutional factors that help to break up this negative relationship. Perhaps not surprisingly, these are related to aspects of institutional quality and access to international credit and markets, which are the main focus of the conditionality set by development banks in the credits granted to their clients in order to finance public works. Thus, the results in this paper support the rationale underlying that conditionality: public investment per se is not enough to crowd-in private investment and thus, money spent on public works could easily go to waste or have undesired adverse effects on the private sector.
The issue of the relationship between public and private investment has been a focus of attention in the literature at least since the early 1980s, and it is still the subject of considerable controversy. The main question explored by researchers is whether public and private investments have a different impact on economic growth. On theoretical grounds there is no clear reason why the institutional source of total investment levels should matter. However, if there are inefficiencies or distortions associated with the process of public investment that are not prevalent in the case of private investment, then the difference could indeed matter. For example, it is well known that governments in many developing countries often carry out inefficient public investments, or "costly prestige" public works programs (Robinson and Torvik, 2005) . Along these lines, Khan and Reinhart (1990) develop an empirical growth model for a sample of developing countries that distinguishes between the private and the public components of investment. Their results support the notion that private investment has a larger direct effect on growth than public investment. Khan and Kumar (1997) discuss the extent to which public and private investment may be complementary or substitutes and develop a theoretical framework within which their respective roles in the growth process can be analyzed. They argue that complementarities may arise in the case of public investment in infrastructure, which increases the marginal product of private capital. Nevertheless, public investment in infrastructure may not automatically have a beneficial impact on private investment and growth. This might be the case, for example, when investment projects are of dubious quality or when they are financed in ways that have an adverse effect on the availability of credit, the cost of inputs or macroeconomic stability.
If the distinction between the institutional sources of investment matters for productivity and growth, then it is very important to understand the linkages between them. If public investment crowds in private investment (for example, because the construction of roads, or ports allows firms to have broader access to markets), then the relevant question in terms of aggregate social welfare would be how to raise the productivity of public capital via, for example, reducing the distortions that may hamper its effects on growth or focalizing public investment into sectors where productivity is conceivably higher (for example, public infrastructure). But if these distortions are so great such that public investment crowds out private investment, then the problem is twofold, because every time that public investment increases, productivity takes a double hit: on the one hand, average productivity falls because public investment in less productive than private investment, and, on the other hand, total productivity falls because there is crowding-out of private investment. Therefore, the relevant question for policy purposes is what needs to happen so that the crowding-out effect disappears and developing countries can reap benefits from higher public investments.
We are not the first ones to test the linkages between public and private investment. On this issue, Blejer and Khan (1984) test whether public investment crowds out or crowds in private investment in a sample of 24 developing countries over the period [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] . They provide evidence that public infrastructure investment is complementary to private investment, while other kinds of public investment led to crowding out of private investment. Aschauer (1989) , using data for the United States only, finds that for a given rate of return, an increase in public capital reduces one-to-one private capital, but at the same time it also raises the marginal productivity of private capital which, in turn, crowds in private capital. Overall, this latter effect dominates in simulation exercises based on an econometric model for US data, such the net effect of public investment (particularly non military spending) is positive. More recently, Everhart and Sumlinski (2001) explore the partial correlation between public and private investment series using an unbalanced panel of 63 developing countries from 1970-2000. They find a negative correlation between the two series (consistent with crowding out), and that the correlation turns positive in countries with better institutions. Erden and Holcome (2005) Despite important contributions to the academic and policy debates, these papers are based on results from rather small samples and employ empirical methodologies that fall short of establishing causality. One incremental contribution of this paper is applying an empirical methodology based on dynamic panel data techniques that is well suited for identifying causality in a broader sample of developing countries using a consistent dataset.
While Khan and Reinhart (1990) and Khan and Kumar (1997) suggest that private capital formation is more productive, and hence more growth enhancing than public investment, 1 this does not necessarily imply that all forms of public investment are equally productive, nor that investment in public infrastructure is necessarily better for growth than other forms of public expenditures. In particular, Devarajan, Swaroop, and Zou (1996) develop a model from which they derive conditions under which a change in the composition of public expenditure leads to a higher steady-state growth rate of the economy. The conditions depend not just on the physical productivity of the different components of public expenditure but also on the initial shares.
Using data from 43 developing countries over 20 years they show that an increase in the share of current expenditure has positive and statistically significant growth effects. By contrast, the relationship between the capital component of public expenditure and per capita growth is negative. They conclude that seemingly productive expenditures, when used in excess, could become unproductive. This, in turn, implies that if public investment is already above a certain threshold, further increases could dampen private investment even through the channel of the marginal product of private capital, which is typically considered the main conduit for crowdingin. This suggests that the potential crowding out effect can be even stronger than suspected and reinforces the idea that the actual linkages between public and private investments are an open empirical question.
Another set of papers has focused on the issue of the efficiency of public investment as well as on the role of good governance as a key determinant of the productivity of public investment projects. For example, Rajkumar and Swaroop (2008) study the effect of public health and education spending on outcomes (child mortality and educational failure rate). They find positive and significant effects only for countries with good governance. Keefer and Knack (2007) find that public investment is significantly higher in countries with bad institutions, which they argue is a reflection of the enhanced rent-seeking incentives of governments in environments where property rights are less secure. Mauro (1998) studies if predatory behavior by corrupt politicians distorts the composition of government expenditure. In particular, he finds that education spending is adversely affected by corruption. De la Croix and Delavallade (2006) make Mauro's empirical model more consistent with theory, developing a model where the composition of public expenditures is tilted towards physical capital and away from education and health, where the diversion of funds is more difficult. They also provide consistent empirical evidence for the model. 2 The bottom line from this strand of the literature is that the determinants and also the consequences of public investment decisions are tied to the country's institutional factors related to "good governance." Furthermore, the empirical evidence shows that high public investment ratios (as a share of total government expenditure as well as a percentage of GDP) are significantly associated with weak institutions. In this paper, we provide further evidence that good governance is a key factor mediating the relationship between public and private investment in developing countries, and we go one step further by providing evidence on other structural country characteristics related to the level of financial and trade openness that have received much less attention in the empirical literature.
The reminder of the paper is as follows. Section 2 presents a basic analytical framework to motivate our empirical exercise and main hypotheses. Section 3 describes the investment data in detail, and in Section 4 we discuss the econometric methodology. Our main results are presented in Section 5 and several robustness checks in Section 6. In Section 7 we discuss the main policy implications of our findings for public investment policies. Finally, Section 8 concludes.
Analytical Framework
This section discusses briefly the alternative channels through which public investment can affect private investment, in order to motivate our empirical analysis. Basically, we outline a simple framework where two countervailing forces coexist as in Aschauer (1989) . On the one hand, public capital is potentially a complementary production factor which raises the marginal productivity of private capital. This fact has a crowding-in effect of public investment on private investment. On the other hand, public investment requires financing and therefore could crowd out private investment via a reduction in the amount of savings available for private investment and/or its effects on the interest rate.
In order to analyze these issues further, let us assume that the aggregate production function in the economy is given by ( , ) F k G , where k is the private capital stock and G is public capital (e.g. infrastructure). Furthermore, we assume that the following conditions hold:
The first four conditions are the standard INADA conditions, while the last assumption implies that public capital increases the marginal productivity of private capital. In what follows, we might also use a specific functional form given by a Cobb-Douglas function: ( , )
Firms contract private capital in a perfectly competitive market, such that they take the interest rate (r) as given. For simplicity, we assume that the rate of depreciation is equal to one, such that all capital depreciates during the production period. The firm's problem is to choose k to maximize:
which yields the traditional first-order condition that in equilibrium the value of the marginal product of private capital has to equal its rental cost:
It is straightforward to show that, for a given interest rate, the optimal private capital stock is an increasing function of G. However, government investment has to be financed Barro and Sala-i-Martin (2004) . 4 Furthermore, assume that the government runs a balanced budget, such that G τ = .
Taking into account the equilibrium condition that savings has to equal investment ( ( , ) ) S r k G τ = + , the effect of public investment on private investment will be given by:
Given our assumptions regarding the concavity of the production function and the positive effect of the interest rate on savings, the denominator of equation (4) is positive, such that the effect of public investment on private investment will be positive if and only if the following condition holds. Although this parameter could be interpreted as strictly technological, we think that the value of β is likely to vary systematically across countries. In particular, as pointed out in the literature review, governments in countries with weak institutions are more likely to invest in "white elephants" that have little positive spillovers to private sector investments. Furthermore, these countries also lack the appropriate institutional framework and technical expertise for evaluating the impact of alternative public investment projects, which on average would result in investments with lower social returns. Therefore, it could be the case that the parameter β is an increasing function of the institutional quality. Countries with good institutions would invest in projects with high social returns that have greater complementarities with private investment and positive spillovers. At the same time, given that 1 < β , then F kG will be lower, and thus inequality (5) less likely to hold, in countries with higher levels of public capital stocks G. Therefore, we expect more crowding out in countries where public investment levels are already high.
Another important aspect is that the effect of public investment on private investment depends critically on the sensitivity of savings to changes in the interest rate. The equation above shows that this effect will tend to be positive and stronger if savings are very sensitive to changes in the rate of return of investment (i.e., high r S ). In the case of a country having good access to international capital markets, the interest-rate elasticity of the foreign supply of savings would be very high, such that we would expect to observe a positively stronger effect in countries that are open to international capital flows and well integrated to world capital markets. Actually, crowding out would be certain if savings were completely insensitive to movements in the interest rate. The intuition for this result is simple. There would be a basically a vertical supply of funds available in the economy and any increase in public investment would reduce disposable income and therefore the private investment by the same amount.
Finally, if taxation has a detrimental effect on savings, it would be less likely to observe a positive impact of public investment. The closer a country is to the "Ricardian equivalence" case (i.e., τ S closer to 0), where taxation does not affect savings, the more likely it would be to observe a positive effect of public investment on private investment. Given that the conditions for Ricardian equivalence (e.g., perfect capital markets) are more likely to hold in developed economies, we expect public investment in developing countries to have a less positive impact onprivate investment.
While the framework outlined here implicitly assumes that public investment is a nonrival good, the literature has also considered the case where the government provides private goods/capital (see, for example, the discussion in Barro and Sala-i-Martin, 2004) . In this case, from an aggregate viewpoint there would be more substitutability between G and k, making the case for public investment less favorable. On the other hand, as argued by Barro and Sala-iMartin (2004) and Fisher and Turnovsky (1998) public goods are often subject to congestion effects. In Fisher and Turnovsky's model, the long-run as well as short-run effects of productive government investment on the private capital stock depend on the way government investment is financed (lump-sum versus distortionary taxes), the elasticity of substitution between public and private capital, and the degree of congestion associated with public goods. In the long run, high degrees of congestion require a greater elasticity of substitution to increase private capital, with distortionary financing reducing the expansionary effect of public investment. In addition, in the short run there is an additional wealth effect according to these authors that might induce the private sector to substitute consumption for investment, leading to a short-term fall in the private capital stock. Thus, it is reassuring that a more structural intertemporal equilibrium model would yield similar predictions as those discussed in this section.
Description of the Investment Data
The IMF's World Economic Outlook (WEO) is our main source for investment data. The WEO provides data on gross capital formation at current prices for developing countries disaggregated by institutional sectors (private and public). In particular, we consider the ratios of gross private fixed capital formation to GDP and gross public fixed capital formation to GDP available for 116 developing countries between 1980 and 2006. A major advantage of this dataset is the large sample size. However, the dataset does not apply a uniform set of criteria for the type of investments classified as public investments. This might be particularly important for the case of public/state enterprises. We address this problem in our analysis in two ways. First, our econometric specification includes country fixed effects, which eliminate differences in the definition of public investment. Second, we perform robustness checks using a smaller sample of countries for which a uniform definition of public investment is available.
In order to get a first grasp of the data, we analyze trends in five regions: Latin America and the Caribbean (LAC), Asia, Africa, the Middle East, and Eastern Europe. The list of the countries in each regional group is reported in Table A .2 of the Appendix. In Figure 1 , we plot the simple averages of public and private investment ratios to GDP from 1980 to 2006 for each region. Several interesting patterns emerge from the data.
In the case of LAC, while both types of investment collapsed with the debt crisis of the early 1980s, only private investment has since recovered to pre-crisis levels. However, despite this recovery, the ratio of private investment to GDP in 2006 (i.e., 16.5 percent) was not very different from the pre-1982 level (i.e., 15 percent), suggesting that private investment has been rather sluggish in the region. In Africa public investment as a share of GDP shows a downward trend, while private investment has fluctuated around the same (low) level of the early 1980s. Finally, in the case of the Middle East, private and public investment appear to have moved in tandem over this period with the exception of a few years in the late 1980s and the early 1990s, when private investment increased while public investment declined, creating a wedge between the two series that would remain stable thereafter.
In Table 1 , we present some moments of the correlation coefficients between the private and public investment ratios to GDP by region, in levels, first differences and for the cyclical components of both series. 6 The results show on average a negative correlation between public and private investment, regardless of whether the correlations are computed using levels, first differences or are de-trended. In levels, for Africa and Asia the average correlations are close to zero, while Latin America and Eastern Europe show somewhat more negative correlations.
However, all regions exhibit considerable internal heterogeneity. Within all regions, there are countries with a highly negative correlation and other countries with strongly positive correlations.
The main objective of this paper is to probe deeper into these correlations and, in particular, to explore the causal link between public and private investment. To do so, we employ an empirical methodology that takes into account that these variables are possibly endogenous.
In the next section, we explain the empirical strategy in detail.
Empirical Methodology
In order to evaluate the impact of public investment on private investment, we use system GMM estimators developed by Arellano and Bover (1995) and Blundell and Bond (1998) . This estimation method is especially convenient in our framework because it allows for addressing two important econometric problems. First, it enables us to control for unobserved heterogeneity at the country level in a dynamic setup such as is commonly used for estimating investment equations, given the natural inertia in investment. Under these conditions, while unobserved time-effects can be isolated by introducing year-dummies, the traditional fixed-effects methods would yield inconsistent estimates. Second, many of the variables included in the equation are likely to be endogenous and determined jointly with private investment. Clearly, this can be the case of our variable of interest-public investment-which could react to movements in private investment or shocks that affect both investment ratios. Thus, given that our interest is to capture the causal link from public investment and country characteristics on private investment, it is important to deal with this problem. The system GMM estimator enables us to address both of these problems jointly.
In particular, our baseline equation is given by:
, ,
where P I represents private investment in fixed capital,
Y is GDP, X includes additional controls, μ t represents an unobserved common time-effect, γ i is an unobserved country-effect, and ε i,t is the error term. In order to eliminate the country-effects, we take first differences in equation (6), which yields:
Observe that in addition to the potential endogeneity problem of public investment and controls, the error term in equation (7) it ε Δ is correlated with the lagged dependent variable by construction. In order to address this problem as well as the potential endogeneity of controls, the system GMM estimator uses a series of instrumental variables based on lagged values of the explanatory variable and the dependent variable, exploiting the panel nature of our dataset.
The estimation procedure relies on the idea that internal lagged instruments can be found, given that they are weakly exogenous if they are not correlated with future error terms. While the lagged dependent variable is "predetermined" because it is correlated with past error terms, but uncorrelated with the current and future error terms, the other variables are potentially endogenous given that they are correlated with the current and past error terms, but are assumed to be uncorrelated with future errors. This means that predetermined and endogenous variables are uncorrelated to unanticipated shocks (future error terms), even though expected future dynamics may affect them. Under these assumptions, a possible set of instruments is the lagged levels of the dependent variables like ( )
However, as pointed out by Blundell and Bond (1998) , the GMM estimators based on estimating equation (7) using these lagged level instruments (called the difference estimator in the literature) might be unreliable and biased in small samples. In particular, this problem arises when there is high persistence in the levels of the explanatory variables, because the lagged levels would be weak instruments of the first differences in this case. + .This is basically a stationarity assumption, saying that deviations from long-term trends are not correlated to country fixed effects. Under these conditions, lagged first differences can be used as instruments for the levels in equation (6).
Thus, we can estimate a system GMM using the level and difference equations (6) and (7) and the corresponding instruments under the moment restrictions discussed above.
In terms of testing the validity of our identifying restrictions, we perform two tests. Finally, a potential problem with the proposed estimation procedure is that too many instruments can over-fit the endogenous variables and fail to isolate their exogenous component.
At the same time, it also weakens the power of the Hansen test to detect over-identification (Roodman, 2007) . To deal with these problems we follow Roodman's suggestion of limiting the number of lags that are used as instruments, and also "collapsing" them into a single vector.
10
This procedure yields a smaller set of instruments without a loss of information.
11
9 Observe that first-order correlation should be expected in equation (7), even if the error term in (6) is white noise. Thus, while we report also the first-order autocorrelation in our tables, a rejection of the null hypothesis of no correlation does not translate into a rejection of the validity of our instruments. 10 All econometric estimations in this paper were carried out using STATA 10. In particular, we use the "collapse" option with xtabond2. 11 We also perform the small-sample correction to the covariance matrix estimate. Standard errors are robust to heteroskedasticity and arbitrary patterns of autocorrelation by country.
Results
In Table 2 we present the results of estimating the system of equations (6) - (7) with different combinations of our baseline specification that-in addition to the public investment ratio-also include the three basic controls based on Servén (2003) : the relative price of investment, domestic credit to the private sector as a fraction of GDP, and real exchange rate uncertainty.
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The first column of Table 2 shows a negative and significant impact of public investment on the private investment rate. In the short run, a one-percentage-point increase in the ratio of public investment to GDP decreases private investment to GDP by 0.17 percentage points. The implied long-run effect shows crowding-out with a 60 percent reduction of private investment in response to an increase in public investment.
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In column 2, we introduce the relative price of investment from the Penn World Tables   6.2 , measured by the ratio of the capital goods price index to the GDP deflator. According to theory, investment should be a negative function of the relative price of capital goods. In fact, the point estimate is consistent with this prediction, although it is not statistically significant.
Importantly, the coefficient for public investment remains significant and close to the estimate presented in column 1.
Next, we include a measure of financial development (domestic credit to the private sector as a fraction of GDP) which is associated with lower funding costs and a higher efficiency of investment. As expected, financial development has a positive and economically significant impact on private investment. The estimated coefficient implies that a 10 percent increase in domestic credit to GDP increases private investment by 2.3 percent. The effect of public investment remains significant and similar in size to the previous specifications. Alternatively, we have also used the real interest rate from the World Development Indicators as an alternative proxy for the cost of financing. While this variable turns out not to be significant, the main result of the paper-ie., the sign, size and significance of the estimated coefficient for the public investment ratio-is robust.
14 12 See the Appendix for a detailed description of the data and sources. 13 The long-run effect is approximated by the ratio α/(1-ρ).
14 The problem with using interest rates is, as discussed in Servén (2003) , that for developing countries in general, the role of interest rate controls and non-price-rationing mechanisms in financial markets is very pervasive, and thus, interest rates are uninformative of the true marginal cost of funds.
In column 4, we include the volatility of the real exchange rate as a measure of uncertainty, which in theory could have a negative impact on investment if investment is to some extent irreversible (see Pindyck, 1991, and Dixit and Pindyck, 1994) . We measure uncertainty by the conditional variance of the residuals resulting from estimating a simple GARCH (1,1) for the variance and an AR(1) in the conditional mean equation of the real exchange rate (in logs) by country, as in Servén (2003) . Column 4 shows that the results concerning the effect of public investment continue to hold. In addition, the point estimate for the volatility of the real exchange rate is negative, as expected, although not significant at conventional levels.
Finally, public investment continues to have a significantly negative impact on private investment when including all three controls jointly in the regression (column 5). In line with economic theory and consistent with the results of Servén (2003) , this specification also shows significant impact of financial development, while the other two variables show the "correct" signs but are not significant at conventional levels. Furthermore, it is important to point out that both diagnostic statistics tests-for serial correlation and the validity of the instruments (i.e., the AR2 test and the Hansen-J test)-provide support for the chosen specification. In particular, they show that there are no traces of second-order autocorrelation and that the over-identifying restrictions are not rejected at conventional levels of confidence.
In Table 3 , we explore potential differences across regions and time periods. In column
(1), we estimate the model for Asia only. 15 The results are very similar to the ones in the baseline case. In particular, public investment has a significantly negative impact on private investment while financial development has a positive impact. In column 2, we estimate the model only for Latin America and the Caribbean. The results are again very similar to the ones in the baseline, with the only difference that now the relative price of capital goods has a significantly negative effect on private investment, while financial development is not statistically significant. The results for other countries, shown in column 3, are also similar to the baseline. Again, we find a significantly negative effect of public investment on private investment.
Next, in column 4, we estimate the model excluding the highly indebted poor countries (HIPC) to check if our results are driven by the inclusion of these countries in the sample. The results show that crowding-out result is not due to the HIPC countries in our sample.
15 See Table A .2 for details on the countries included in each sub-sample.
Alternatively, it could be argued that the estimates reported so far conceal important differences in the effects of public investment over time. For example, many emerging markets carried out structural reforms and privatizations during the 1990s. In this latter case, a negative correlation between public and private investment might be driven by the simple substitution of public investment by private investment after the privatizations took place. While we explore the direct impact of privatizations in the robustness section, here we test if the results change over time by splitting the sample into three periods: the 1980s, the 1990s and the 2000s. The results are reported in columns 5-7. They suggest that the crowding-out effect of public investment is significant in all three sub-periods.
Finally, we split the sample among countries with low, medium and high average public investment ratios. 16 As pointed out in Section 2, more crowding out should be expected in countries with already high levels of public investment. The results in columns (8)- (10) Overall, the results in Table 3 shows that the negative impact of public investment on private investment seems to be the norm rather than the exception, both across regions and over time. The only exception is the sub-sample of countries where the public investment ratios are very low. For this sub-set of countries, there is no evidence of either crowding-out or crowdingin.
What factors lie behind the negative relationship between public and private investment?
In Table 4 , we present a series of estimations that explore whether the impact of public investment on private investment depends on three structural country characteristics that derive from our discussion in Section 2. We perform this analysis by including interaction terms in the panel regressions of Table 2 . Including these terms allows us to probe deeper into the aforementioned hypotheses. For example, suppose that one reason why public investment crowds out private investment is that in some countries public investment is wasteful and associated with corruption rather than productive investment (i.e., low F kG due to a low β), as the empirical evidence reported in several of the papers discussed in the introduction shows. If that is the case, then the crowding-out effect should disappear in countries with better institutions. In order to explore this possibility we include an index of institutional quality from the International Country Risk Guide (ICRG). This index is a perception-based rating of experts regarding several institutional aspects of the country which are constructed to ensure comparability across countries. In particular, we consider the index on Political Risk which is reported on a scale from 0 to 100, with higher ratings representing less risk. This index includes several dimensions such as government stability, corruption, bureaucratic quality, law and order, and political conflict, which have been shown to affect investment decisions.
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We test the impact of political risk on private investment in columns (1) and (2). In column 1, the measure of institutional quality is statistically significant with the expected sign in the regression. From an economic point of view, the estimated coefficient implies that a onestandard-deviation improvement in institutional quality (e.g., improving Bolivia's institutions to the level of Uruguay) would increase the ratio of private investment to GDP by 1.2 percentage points. In column (2) we also include the interaction term between this index and the ratio of public investment to GDP (Public). The coefficient of the interaction term is positive and statistically significant, such that the crowding out of public investment is dampened in countries with better institutions.
The inclusion of the interaction term in the regression means that the net effect of an increase in public investment on the private investment ratio depends on the estimated coefficients, and on the level of the index of institutional quality. In particular the net effect of a change in the public investment ratio is given by the following equation:
where ∆ represents the change in the respective variable. Equation (8) says that any change in the public investment ratio affects private investment directly via α, and indirectly through the interaction effect with the control variable t i X , .
In Figure 2 , we plot the estimated net effect of a one standard deviation increase in the public investment ratio for different percentiles of the distribution of the index of institutional quality, using the estimated coefficients in column (2). The results indicate that for countries at the higher end of the distribution of institutional quality (in our sample, countries like Botswana, Chile, Slovakia and the United Arab Emirates) the net effect of an increase in the public investment ratio is crowding-in of private investment.
In columns (3) and (4), we perform the same exercise for de jure financial openness (FO) to test if the crowding out effect that we identify is related to a competition between public and private investment for limited financing sources. In principle, the availability of foreign savings serves as a way to relax the domestic financing constraint. This would be equivalent to increasing r S (via increasing the availability of foreign savings) or τ S (via expanding the availability of portfolio choices to domestic savers in ways that might render the Ricardian equivalence more plausible) in the context of the framework in Section 2. Thus, we check if the crowding-out effect of private investment is dampened in countries that are more integrated to foreign capital flows. In particular, we use the "KAOPEN" indicator constructed by Chin and Ito (2006; 2007 We find evidence that is consistent with this hypothesis. In column (3) we show that when financial openness per se is incorporated into in the regression, it is positive and statistically significant. In column (4) we also incorporate the interaction of FO with the public investment ratio, and we find that the interaction coefficient is positive and significant, meaning that, as expected, there is a dampening effect.
In Figure 3 , we plot the estimated net effect of a one standard deviation increase in the public investment ratio for different quintiles of the distribution of financial openness, using the estimated coefficients in column (4). The results are that for countries at the higher end of the distribution of financial openness (in our sample, countries like Peru, Qatar, and Mauritius) the net effect of an increase in the public investment ratio is positive, meaning that there is crowding in of private investment.
In columns (5) and (6) we show that we obtain similar results when interacting the public investment ratio with de facto trade openness (Trade), measured as the ratio of real export plus real imports to real GDP. These results suggest that in countries that are more open to trade, the crowding-out effect of public investment is dampened.
In Figure 4 , we plot the estimated net effect of a one standard deviation increase in the public investment ratio for different quintiles of the distribution of trade openness, using the estimated coefficients in column (6). The results are that for countries at the higher end of the distribution of trade openness (in our sample, countries like Malaysia or Panama) the net effect of an increase in the public investment ratio is crowding in of private investment.
Although the three variables used in the previous regressions--institutional quality, de jure financial openness, and de facto trade openness-might represent independent mechanisms through which public investment impacts private investment, we need to be careful with the interpretation as they are all highly correlated. In our sample, the pair-wise correlation between any two of these variables fluctuates between 0.36 and 0.42. More in general, it has been documented elsewhere that trade openness is associated with both financial openness 18 and institutional quality. 
Robustness Checks
In order to check the robustness of our results, we perform a series of additional tests. First, we consider alternative estimation methods. We re-run the regressions using standard panel fixedeffects; random effect; difference OLS; Pooled OLS with panel corrected standard errors and first-order country specific autocorrelation correction (Prais-Winsten); and difference GMM estimator. While these regressions are potentially mis-specified due to the omission of the lagged dependent variable as an independent regressor, 20 they are useful for checking if the results of our benchmark regressions are driven by the choice of the estimator. The results are reported in Table 5 . Reassuringly, the significance of the crowding-out effect remains unchanged throughout all the alternative specifications.
18 See Aizenman (2008) and Aizenman and Noy (2004) 19 See, for example, Rodrik, Subramanian and Trebbi (2004) 20 In these regressions, we omit the lagged dependent variable as an independent regressor, as these estimators are not suited for dealing with the "dynamic panel bias". This arises because y i, t-1 is endogenous to the fixed effects in the error term.
Finally, we consider an alternative source for our dependent variable as well as public investment. As discussed above, our data on investment come from WEO, which in turn aggregates data from standard national accounts statistics. In particular, the definition of public investment is not always precise or necessarily homogenous across countries. For example, most standard measures classify capital expenditures of state-owned enterprises as private investment.
In contrast, Everhart and Sumlinski (2001) build a new dataset on public and private investment for 63 developing countries that counts all investment undertaken by the public sectorincluding through state enterprises-as public sector investment. It is based on complementary data compiled by the IMF and the World Bank. Thus, in the regression reported in column (6),
we replace the ratios of public and private investment to GDP from the WEO for the data from Everhart and Sumlinsky (2001) . The main results remain unchanged. In particular, the coefficient that captures the effect of the public investment ratio on private investment is still negative and significant.
In Table 6 , we include additional control variables to check if the results may be biased by omitted variables not accounted for by either the country fixed-effects or the time dummies.
One such variable is the "output gap" which would be included in a financial-accelerator type of investment equation. We compute the output gap for each country/year as the difference between the actual real GDP and trend GDP, computed using the Hodrick-Prescott filter. Results are reported in column (1) of Table 6 . While this variable per se is positive but statistically not significant, its inclusion does not change the estimated effect of the public investment ratio on private investment.
Next, in column (2) we check the effect of including the general government expenditure as a share of GDP from the World Development Indicators. The inclusion of this variable serves two purposes. On the one hand, if limited financing is part of the story behind the negative relationship between public and private investment, then public investment should not be different in terms of the crowding-out effect than other forms of public spending. At the same time, including this additional variable allows us to disentangle whether the crowding-out effect is driven by public capital expenditure or other types of expenditures. The result reported in column (2) is that the general government current expenditure ratio enters the regression with a negative sign and is statistically significant. However, the public investment coefficient remains negative and significant. It is interesting to point out that the government's consumption expenditure has a significantly larger effect than public investment (i.e., it has a point estimate of -0.234 vs. -0.131 for public investment), suggesting that there is less crowding out associated with public investment than with current expenditures. Assume that all types of public expenditure have the same crowding-out effect via the limited financing story. Then what might explain the different coefficients? The answer is that while all forms of public expenditures might render the same crowding-out effect via the limited financing story, public investment has some positive effects on private investment that dampen the effect. This is consistent with the analytical framework in Section 2. Recall from that section that public investment has potentially two different impacts on private investment: a positive impact via increasing the marginal product of private capital and a negative impact via the reduction in the amount of savings available for private investment. The fact that we find crowding-out for public investment suggests that the latter channel is stronger than the former. And the fact that the estimated crowding-out effect is smaller for public investment suggests that other forms of public expenditures do not have the dampening effect.
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In column (3) we include the central government balance as a share of GDP from the World Development Indicators. This could be an important variable, given that lower government balances imply higher future taxes-which could reduce the private return to investment-and/or a higher financing cost for private firms due to the competition for funds with the public sector. 22 We find that, as expected, higher government balance as a ratio of GDP is associated to higher private investment, but the effect is not statistically significant.
Nevertheless, reassuringly, the effect of the public investment ratio is still negative and significant.
In column (4) we control for the ratio of net foreign direct investment inflows as a share of GDP, from the World Development Indicators. We find that while the effect of FDI inflows on private investment is positive and significant, the effect of public investment remains unchanged. In column (5) we control for a privatization dummy that takes the value of one if 21 Or if they do have an effect, it is smaller. 22 If the deficit is financed with external rather than domestic borrowing, the effect is still the same, as more external borrowing by the government raises country risk and, thus, the cost of financing for domestic firms. Cavallo and Valenzuela (2007) provide evidence that sovereign risk is an important determinant of the cost of financing of private firms in emerging market economies.
there were any significant privatizations during that year in the country, 23 but it turns out to be not significant and its inclusion does not change the results regarding the effect of public investment.
In columns (6) and (7) we include some available measures of public infrastructure (or public capital stock): paved roads, and kilometers of roads per capita from the World Development Indicators database. We test whether the estimated crowding out effect of private investment might be due to the fact that (low) public investment is a proxy for inadequate public infrastructure. The results suggest that it is not. While these measures of public infrastructure have a positive effect, the estimated effect of the public investment ratio remains negative and significant. These results are consistent with the hypothesis that, while public infrastructure may be complementary to private capital in the aggregate production function, there are distortions associated with the public investment process in developing countries (some of which we have discussed above) that might render a crowding out of private investment in the process of building public capital stocks. This is akin to the results reported in Blejer and Khan (1984) , who argue, using a smaller sample of 24 developing countries, that while public infrastructure investment is complementary to private investment, other kinds of public investment lead to crowding out of private investment (more on this below).
Finally, in column (8) we include all these additional controls together, and show that the crowding out effect of private investment remains unchanged. All in all, these results, together with the fact that the estimation technique also accounts for unobserved fixed-effects, give us reassurance that the results are not driven by omitted variable bias.
Discussion and Policy Implications
It is important to emphasize what this paper is saying and what it is not saying. First, we are not arguing that public and private capital are, or may be, substitutes in the aggregate production function. On the contrary, we acknowledge in the analytical framework and in the empirical estimations that there are potentially important complementarities between, for example, an adequate public infrastructure and private capital. Aschauer (1989) presents evidence suggesting a strong positive role for non-military public capital stock in determining the rate of return to private capital, consistent with the hypothesis that public and private capital stocks are complementary inputs to private production technology. Similarly, a number of more recent studies have shown that improving infrastructure has a positive impact on output, particularly for developing countries. As might be expected, the greatest returns are in the early stages of development, when the existing infrastructure is poor. 24 Furthermore, we provide consistent evidence that public infrastructure (in this case, proxied by the availability of paved roads) has a positive effect on private investment.
Second, we are not saying that all forms of public investment render the same crowdingout effect. We do not have data on the composition of public investment to conduct a detailed analysis on the possible differential effects of various forms of public investment. On this issue, Blejer and Khan (1984) , in their cross-country study of private investment for a sample of 24 developing countries, suggest that public investment in infrastructure is likely to increase private investment while other types of public investment tend to produce a crowding out effect. Third, we are not saying that public investment is per se a bad thing. What we recognize in this paper is that building public capital requires investment, and that there might be distortions associated to the public investment process that crowd out private investment. We have made conjectures on the origin of some of these possible distortions and provided supportive evidence for these hypotheses. Public investment may crowd out private investment in certain contexts: for example, in countries with poor institutions, binding financing constraints, insufficient integration into world capital markets, and insufficient openness to international trade. Furthermore, in terms of its effects on GDP growth, as long as there is no complete crowding out, which we have not found in this paper, public investment would still 24 Notable papers on this line include Canning (1999) , which uses panel data for a large number of countries, and Demetriades and Mamuneas (2000) , which uses data for OECD countries. Röller and Waverman (2001) , find that telecommunications infrastructure has large output effects. Similar results for roads are reported by Fernald (1999) using data on U.S. industry. Calderón and Servén (2003) present a similar empirical analysis focused on Latin America. They find positive and significant output contributions from three types of infrastructure: telecommunications, transport and energy. 25 They approximate infrastructure investment with the trend of real public investment, and take the deviations from the trend as a proxy for non-infrastructure investment.
have a positive effect on growth, although it might not be the optimal use of resources from a social welfare viewpoint.
There is also a more subtle point to be made: some of the investment required to build public capital stocks need not be entirely public in nature. The economic justification for certain level of public investment is well-known: some public services enjoy a substantial public good component, meaning that their production and provision has externalities, and thus the private sector would provide suboptimal amounts. But the role of the public sector as the sole provider and financier of public investment is more dubious. Isham and Kaufmann (1999) the quantity of public investment that matters, but rather the quality. In other words, not only must more money be spent on building public capital, but it must be spent more wisely, avoiding costly prestige or "white elephant" projects.
Conclusions
Is public investment in developing countries a blessing or a curse? The evidence presented in this paper suggests that the answer to this question is that it is "mixed blessing": on average public investment does crowd out private investment in our sample of developing countries, and the result is very robust both across regions and over time. However, the "good" news of the paper is that the size and sign of the impact depends on a series of factors that are amenable to policy action: institutional quality and polices that relate to market access both in terms of trade and also in finance.
The aforementioned structural factors, in particular in regard to institutional quality, are indeed the basis of the conditionality that multilateral development agencies often set when giving loans to national governments to finance public works projects. This conditionality is oftentimes criticized on the basis that it is an interference with national domestic affairs that should be outside of the scope of these institutions. The results reported in this paper suggest that this line of criticism has to be qualified as there are no guarantees that the loans provided by these institutions will end up having the intended outcomes independently of the institutional context.
Public investments should ideally be focused on increasing productivity and competitiveness, searching for the areas where social returns are the highest and externalities and spillover effects are significant. The most important concern when it comes to infrastructure investment, for example, is project selection. Selecting projects with the greatest impact is critical; thus, it is crucial that countries set up institutions capable of doing adequate planning, cost-benefit analysis and ongoing monitoring and evaluation. If, instead, the focus in on quantity, then it is more likely that higher levels of public investment have undesirable collateral effects such as crowding out private investment with little productivity gains for the economy. This is, indeed, what our results seem to suggest: on average, for the sample of developing countries covered in this study, increases in public investment tend to crowd out private investment. This would not be the case if public investment were either productivity enhancing or if there were no distortions associated with the public investment process. Bu rkin a F a so O m a n In d on e sia C roa tia B ra zil Bu run d i Q a ta r L a o P eo p le 's D em .R e p C zech R e p u blic C hile C a m e ro o n S au d i Ara b ia M a laysia Esto n ia C olo m b ia C a p e V erd e S yria n A rab R e p ub lic M a ldiv e s K a z ak hs ta n C osta R ica C e n tra l Africa n R ep . U nite d Arab Em ira te s M ya n m a r Li th u a n ia D om in ica n R e pu b lic 
