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Preface
The 18th XP conference was held 2017 in the wonderful city of Cologne, Germany.
In the spirit of past XP conferences, XP 2017 was a place where researchers and
practitioners met to exchange new ideas and present their work. These proceedings
contain the full research papers, short research papers, and doctoral symposium papers
presented at the conference.
In all, 46 research papers were submitted (39 full and seven short papers). All
submitted papers went through a thorough review process, with each paper receiving at
least three reviews. Finally, the Program Committee accepted 14 papers as full research
papers (an acceptance rate of 35%). Moreover, six papers — submitted as short or full
research papers — were accepted as short research papers. The selected papers cover a
wide range of agile techniques and approaches. Many of them present results of
empirical studies aiming to systematically evaluate successful agile practices, others are
technology studies that are relevant to both researchers and practitioners.
In the tradition of former XP conferences, the XP 2017 conference program offered
many different session topics. Besides the scientific program, i.e., the research track,
doctoral symposium, and scientific workshops, the conference featured an industry and
practice track, experience reports, and Open Space sessions. Materials from all of these
sessions are available on the conference website at www.xp2017.org.
Moreover, three keynotes were given by highly renowned speakers. Andrea Goulet
from Corgibytes presented a talk on “Makers and Menders: Putting the Right Devel-
opers on the Right Projects” focusing on a group of developers called “menders” –
people who love taking an existing project and making it better over time. In his
keynote “End-to-End Agility at GitHub” Alain Hélaïli talked about the organization
and the efficient workflows at GitHub. Finally, Claes Wohlin from Blekinge Institute of
Technology answered the question “Evidence-Driven Change in Software Develop-
ment: Is It Feasible?”
Many people contributed to the success of the XP 2017 conference. We would like
to thank everyone, especially the authors and presenters of all papers, the Program
Committee members, the volunteers, and sponsors. Furthermore, we want to express
our gratitude to the XP 2017 organizers; they did a great job.
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Reflection in Agile Retrospectives
Yanti Andriyani1(✉), Rashina Hoda1, and Robert Amor2
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Abstract. A retrospective is a standard agile meeting practice designed for agile
software teams to reflect and tune their process. Despite its integral importance,
we know little about what aspects are focused upon during retrospectives and how
reflection occurs in this practice. We conducted Case Study research involving
data collected from interviews of sixteen software practitioners from four agile
teams and observations of their retrospective meetings. We found that the impor‐
tant aspects focused on during the retrospective meeting include identifying and
discussing obstacles, discussing feelings, analyzing previous action points, iden‐
tifying background reasons, identifying future action points and generating a plan.
Reflection occurs when the agile teams embody these aspects within three levels
of reflection: reporting and responding, relating and reasoning, and recon‐
structing. Critically, we show that agile teams may not achieve all levels of
reflection simply by performing retrospective meetings. One of the key contri‐
butions of our work is to present a reflection framework for agile retrospective
meetings that explains and embeds three levels of reflection within the five steps
of a standard agile retrospective. Agile teams can use this framework to achieve
better focus and higher levels of reflection in their retrospective meetings.
Keywords: Agile retrospective meeting · Reflection · Levels of reflection ·
Teams · Agile software development · Reflective practice
1 Introduction
Retrospective meetings embody the ‘inspect and adapt’ principle of Agile Software
Development (ASD) [1, 2]. They are designed to enable agile teams to frequently eval‐
uate and find ways to adjust their process [3]. There are several purposes for retrospective
meetings, such as to evaluate the previous work cycle or sprint; to determine the aspects
that need to be focused on as areas of improvement; and to develop a team action plan
[4]. The purpose and the techniques of the retrospective meeting have been stated and
described clearly as a guide for agile teams [2, 5, 6].
Much of the existing research focuses on the techniques of performing retrospective
meetings and provides lesser detail about the reflection process involved [5–9]. The
Reflective Agile Learning Model (REALM) [7] classified reflection in ASD practices
© The Author(s) 2017
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into reflection-in-action or reflection that occurs during a practice, and reflection-on-
action or reflection that occurs post a practice based on definitions of the same by Argyris
and Schön [10]. A retrospective meeting was seen to embody reflection-on-action where
the agile teams reflect post finishing their sprint [7]. However, what is focused on during
retrospectives and how reflection occurs in this practice is not well understood.
To address this gap, we conducted Case Study research by observing four agile teams
and interviewing 16 of their members guided by the following research questions:
RQ 1: What aspects are focused on during the retrospective meeting?
RQ 2: How does reflection occur in the retrospective meeting?
2 Related Work
2.1 Agile Retrospective Meeting
There is a standard format commonly used to conduct an agile retrospective meeting
which involves setting the stage, gathering data, generating insight, deciding what to
do and closing the retrospective meeting [2]. Setting the stage involves welcoming and
explaining the aim of the retrospective meeting. Gathering data involves agile teams
sharing their review and feedback, reporting on what happened during the previous
sprint and briefly discussing with other team members. In generating insight, agile teams
participate in a further discussion and making agreements about what issues to focus on,
and then on how to solve those issues and what areas that need to improve in the deciding
what to do stage. Closing the retrospective involves summarizing the retrospective
meeting and appreciating all team members’ efforts.
There are several recommendations for embedding reflective practice within standard
agile practices as it is related to team performance improvement [7–9]. Cockburn [8] intro‐
duced a reflection workshop which involves collecting issues and generating tasks and
decisions. This workshop is performed regularly during or after the post-iteration work‐
shop. Babb et al. [7] investigated reflection in agile practices based on Argyris and Schön’s
[10] classification and introduced the Reflective Agile Learning Model (REALM).
REALM describes how some agile practices embody reflection-in-action and reflection-
on-action. Retrospective meetings were seen to embody reflection-on-action where the
agile teams reflect post finishing their sprint [7].
Most of the existing research focuses on the techniques of performing a retrospective
or identifying a broad classification of the type of reflection that occurs, e.g. reflection-
on-action [7]. What actual topics or aspects are discussed during a retrospective and how
reflection occurs, however, is not well understood. We build upon these works by inves‐
tigating the retrospective meeting in depth.
2.2 Reflective Practice
Reflective practice according to Osterman and Kottkamp [11], is defined as “a means
by which practitioners can develop a greater level of self-awareness about the nature
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and impact of their performance, an awareness that creates opportunities for profes‐
sional growth and development”.
Bain et al. [12] classified reflection into five levels: reporting, responding, relating,
reasoning and reconstructing. Level 1 and 2 are reporting and responding and enable
learners to share brief descriptions of their experience, their feelings about events, facts
or problems that they encountered. Level 3 is relating and involves connecting experi‐
ence with personal meaning. Understanding at this level occurs when learners try to
highlight good points (e.g. their ability, successful work) and negative points (e.g.
mistakes, failure) to learn and identify areas of improvement. Level 4 is reasoning where
learners explore the information shared as well as background knowledge related to the
occurrences. Level 5 is reconstructing which signifies a high level of learning where
learners generate the general framework of thinking, which is specified in a plan or action
for responding to similar obstacles in the future.
Our study refers to levels of reflection proposed by Bain et al. [12] and adjusts the
levels into three main levels, i.e. reporting and responding, relating and reasoning and
reconstructing, based on our observations of the agile retrospectives in practice.
Reporting and responding are grouped together as the first level as these levels closely
related to reviews sharing and discussions at the beginning of the retrospective meeting.
Relating and responding are grouped as the second level as agile teams participate in a
further discussion after they reported and responded to the reviews. The third level, the
reconstructing level is embodied when agile teams discuss to formulate a plan as an
improvement for the next sprint.
3 Research Method
The aim of this study is to investigate how reflection occurs in retrospective meetings.
Understanding this is particularly important as agile teams are reported to focus more
on their technical progress and tend to pay less attention to how reflection is performed
thereby compromising their potential for improvement [7, 13].
This research is conducted by implementing the Case Study research method [14].
First, existing studies related to reflection in retrospective meetings were reviewed, as
summarized in Sect. 2. The research gaps identified provided guidance on formulating
the interview questions. To gain rich data from interviews, we developed semi-struc‐
tured questions consisting of main questions and follow-up questions. The data collec‐
tion method is described in Sect. 3.1 and participant demographics summarized in
Table 1. All interviews and observation data were collected by the first author in person.
The raw data and emerging findings from the analysis were discussed in detail with the
supervisory team (co-authors) who provided feedback and guidance.
3.1 Data Collection
Participants. We wanted to include software practitioners with a minimum of 2 years’
industrial agile experience to participate in our research. During one of the Auckland
Agile meetups, we received interest in participation from an agile team lead working at
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the largest online auction company in New Zealand, Trade Me. Trade Me had been
practicing agile software development for over three years and provided access to four
teams. Its headquarters are located in Wellington and the regional offices are in Auckland
and Christchurch.
For confidentiality purposes, the teams are named Jupiter, Saturn, Uranus, and
Neptune. The team names and team members’ details can be seen in Table 1. Each team
consisted of between 3 and 10 members. All members were invited and those willing
were interviewed. All teams held retrospective meetings, which lasted for between 15
and 65 min. Sixteen individual practitioners from the four teams participated in the
interviews and the observations. All team members had a dedicated role in their team
Table 1. Team and team members demographics (RMD: Retrospective meeting duration in
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P2 Developer 0.5 1




P9 Tester 3+ 10+
Saturn 6 out of
10





P5 Developer 3 10+
P6 Designer 1 month FP
P7 Designer 0.5 FAP
P8 Tester 3+ 6
P9 Tester 3+ 10+












Neptune 4 out of 6 Scrum 15 min (when
needed)
P12 Tester 2 1
P13 Developer 1.5 FAP
P14 Developer 1 FAP
P15 Tester <1 year FAP
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and there were three participants that committed across different teams: P4 was not only
fully committed as a Business Analyst in Team Jupiter but also supported Team Saturn.
Similarly, P9 was a tester in Team Saturn and a half tester in Team Jupiter. P16 worked
as a test lead across all four teams.
Interviews and Observations. Face-to-face individual and one group interview (of six
team members) were conducted to gain comprehensive explanations, which would help
derive the real concerns from both individual and team perspectives. We conducted one-
on-one interviews with all participants (P1–P16), where the duration of individual inter‐
views varied from 35 to 50 min. We asked some semi-structured questions about their
experiences and perspectives related to reflection in a retrospective meeting. Some
sample questions include: “Based on the three main points discussed in a retrospec‐
tive (i.e. what went well, what went wrong, what can you improve), which one(s) do you
think are most helpful for your team’s reflection?”, “How does your team use those
points to find solutions and ways to improve? Could you give some real examples?” and
“What is the outcome of your retrospective meeting? Does your team/scrum
master preserve points from the meeting?”. A sample question of the group interview
includes: “I noticed that your team exhibited some different ways of sharing knowledge,
(e.g. post-it notes, verbal communication, drawing). Did it help your team to perform
reflection? How?”
The group interview was conducted immediately after the retrospective meeting of
Team Jupiter with six of its team members. Given the variable meeting times, work
commitments and deadlines for different teams, it was not possible to gain further team
availability for group interviews with the remaining three teams over and above the
individual interviews and team observations.
Observations were conducted during the retrospective meetings of all the teams and
of their general workplace. The observations aimed to capture the details of the retro‐
spective meeting (i.e. time spent, attendees, and discussion involved) and to help validate
the findings from the interviews. Photographs were taken during the observations in
order to document the actual situations in the meetings and the report presented by the
agile team members. Notes were taken to highlight the important aspects being shared.
The information collected (e.g. photographs and notes) from the observations were used
to support individual interviews by including the photographs and describing the activ‐
ities in the retrospective meetings as observed first hand. The duration of each obser‐
vation depended on how long the team conducted the retrospective meeting. Three out
of four teams conducted the meeting for around 40–60 min each and one team, Neptune,
had a shorter 15 min’ retrospective. Observational data (e.g. photographs and notes)
were found to support the findings from the interview data analysis thereby strengthening
them.
3.2 Data Analysis
This research involved sixteen individual interviews, one group interview (of six team
members), and notes taken from retrospective meeting observations which were
analyzed by conducting a thematic analysis. Thematic analysis is a method that aims to
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recognize, analyze, evaluate and report patterns in data [15], which enables researchers
to search across a data set of interviews. Braun and Clarke [15] classify the analysis into
six phases: transcribing data, generating initial codes, searching for themes, reviewing
themes, defining and naming themes and making a report.
Sixteen interviews were transcribed and imported into NVivo software to facilitate
coding and thematic analysis. Generating initial codes involved code identification by
analyzing interesting features of a sentence, which were highlighted and added as a node
in NVivo representing a new code, such as identifying and discussing obstacles and
discussing feelings. Searching for themes involved comparing data with different codes
to see whether they have similar meanings or aspects. Parent themes were classified
based on five (grouped into three) levels of reflection, where each code was classified
based on the definition of each level.
Fig. 1. Levels of reflection in retrospective meetings: a thematic map (using levels of reflection
from Bain et al. [12])
Reviewing themes involved generating a thematic model to define the links and the
relationships between the themes (see Fig. 1). Defining and naming themes involved the
generation of several themes that emerged from the analysis, representing the aspects
discussed during retrospective meetings, which was formulated and explained in this
paper.
4 Findings
Following the thematic data analysis process, we identified seven themes that represent
important topics or aspects discussed in the retrospective meeting, which were then
mapped to the five (grouped into three) levels of reflection [12] (see Sect. 2.2).
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Table 2 summarizes these themes along with their mapping to the reflection levels.
These themes and levels are described below along with pertinent quotes and photo‐
graphs from observations. The figures below (see Figs. 2 and 3) were captured during
the observation and show a glimpse of Team Jupiter and Team Saturn’s retrospective
meeting.
Table 2. Themes representing topics discussed during retrospectives, their description,
examples, and mapping to levels of reflection based on [12].
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technical.)
Discussing feelings The Subjective response
that reflects the situation,



















issue related to external
person in different





need to be focused on




Reconstructing Generating a plan Define some action
points for the next plan
Action points
Fig. 2. Team Jupiter’s retrospective Fig. 3. Team Saturn’s retrospective
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4.1 Reporting and Responding
Reporting and responding can be realized when an agile team shares some aspects (e.g.
identifying and discussing obstacles and discussing feelings) while providing reviews
and feedback of the previous sprint. Each team had different techniques of performing
their reviews.
All teams were seen to engage in the reporting level of reflection by actively iden‐
tified and discussed obstacles and feelings. Similarly, all four teams were seen to be
actively involved in responding to their retrospective meeting discussions by providing
brief comments on the obstacles and feelings being shared. Teams were seen to report
on obstacles such as dependencies and unfinished tasks and respond with negative and
positive feelings based on the previous sprint, described below.
Identifying and Discussing Obstacles. Obstacles reported in the retrospective meet‐
ings related to the aspects that hindered the team from making progress. During the
retrospective meeting, agile teams gathered all the problems that occurred in the previous
sprint, which would be useful for the teams to highlight areas of improvement. There
were two specific obstacles reported: dependencies and unfinished tasks.
Dependencies. Most of the participant (11 out of 16) mentioned dependencies as the
specific type of obstacle most commonly reported in the retrospective meeting.
“If it’s delayed at the first point, if something is wrong at the first point the next person feels it.
So, if one brings it up [in the retrospective] and if it’s a true concern you will have support
because it does affect people.” P16 – Test Chapter Lead (Across All Teams)
By sharing problems about dependencies team members became aware of the other
team members’ tasks and how they related to their own tasks. By being aware of this
issue the team could think about ways to solve the dependency problems.
Unfinished tasks. Unfinished tasks were mentioned by three participants as an obstacle
reported in retrospective meetings. An unfinished task was a problem where team
members could not accomplish the tasks they had planned or considered the team to be
making slow progress.
“We were not achieving that daily goal and it is a kind of demotivating… let’s say you plan 10
stories for the sprint and you achieve just two or three. The rest we couldn’t complete for what‐
ever reason. So, we say that is one thing which didn’t go well.” P12 – Tester, Team Neptune
Surfacing this obstacle was helpful for teams to understand how much more effort
was required to finish the tasks, what tasks were challenging and why the tasks were
difficult to finish. For example, when Team Neptune faced a problem with a requirement
that delayed finishing tasks, they asked for clarifications from the product manager. It
was evident that dependencies led to unfinished tasks in some cases.
Discussing Feelings. Besides obstacles, agile teams also shared their feelings which
were visualized in several forms, e.g. as drawings or journey lines. The feelings shared
by team members represented the sense of facts and occurrences from the previous
sprint, such as when they were feeling down or happy.
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There was an example of positive feelings shared, which had a positive impact on
the team’s productivity, where their work can be distributed well. Team Neptune
recruited an additional tester after they had a problem with tester resource. They felt
happy because their team was complete and balanced between developers and testers.
“We do put down smiley. When we got a new tester on board, a new person we had a happy
smiley saying that our squad is complete.” P12 – Tester, Team Neptune
These obstacles and feelings identified and discussed during the retrospective
meeting were supported by our observations of the retrospective meetings of Teams
Jupiter, Saturn, and Uranus. It was observed that Team Jupiter reported their review by
defining some words on sticky notes (see Fig. 4(a)).
(a) Team Jupiter (b) Team Saturn (c) Team Uranus 
Fig. 4. (a) Words to describe obstacles and feelings in the Retrospective meeting; (b) and (c)
Journey lines visualizing emotions during a sprint in Retrospective meetings
For example, ‘muddy’ was used to describe a difficult situation where team members
had difficulty in understanding the detailed description of specific user stories in the
project. Upon asking a team member about what was the meaning of ‘muddy’, a partic‐
ipant explained:
“So, I think, he and I came up with the term of ‘muddy’; from observation - they were really
struggling to get the right data and really had to analyse the data for this project. I observed
that and for me, I would pick out a description which would explain what I’ve observed; as a
general team.”, P1 – User Interface Designer, Team Jupiter.
4.2 Relating and Reasoning
Relating and reasoning can be seen when agile teams compile the obstacles and the
feelings shared (from the previous reporting and responding level) and investigate the
relationship between those aspects. These levels consisted of activities such as analyzing
previous action points, identifying background reasons, identifying future action
points. The explanations below present the results from the individual interviews, which
supported by group interview and observations.
Analyzing Previous Action Points. An ‘action point’ refers to a specific item selected
by the team to focus on for improvement. In analyzing previous action points, agile
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teams referred to the action points agreed upon by the team in the previous retrospective
and evaluated the actual effort made by the team on that specific point.
“..that’s how you define if you made any changes, we measure yourself based on your action
points and that you’ve actually made changes for. You could make 200 action points of your 20
weeks, but not a single one of those was followed up on, you really haven’t done anything.” P4
– Business Analyst, Team Jupiter and Saturn
From the example above, it was seen that agile teams reflected on the previous action
points by measuring the outcomes achieved by the teams (i.e. good or slow progress).
This statement was further supported by the observations where during the retrospective
meetings, agile teams shared the process improvement or the failures of the previous
sprint.
Identifying Background Reasons. The background reasons of the existing issues were
identified when teams were not actively progressing, they would explore the reasons
why and what blockers were related to this problem. By identifying the background
reasons, teams would understand what aspects needed to be improved.
This point is supported by Team Jupiter’s group interview, which a team member
tried to identify the reason of the major problem during the retrospective meeting.
“I think we addressed like the major issues are causing the squad stuck at the moment and things
like test environment and [..] dealing with an external dependency like platform team in [city
name]” P4 – Business Analyst, Team Jupiter and Saturn
During the retrospective meeting observation of Team Saturn, it was seen that there
was a cause analysis discussion. For example, when team members shared their sad
feelings experienced during the first week sprint, team members shared the reasons, such
as unclear user stories or the user story was considered as a big task. The scrum master
guided the team to identify the causes by asking why they used the sad feeling notation
for the first week. Several reasons were shared, such as too many tasks, the previous
estimation and the actual effort were different, the unclear scope of work restricted their
progress. Discussing those reasons led to the point where the team realized the main
background reason was about inaccurate estimation, i.e. the team had created high
achievement expectations for the big tasks without considering the actual effort required.
Identifying Future Action Points. Identifying future action points happened when the
teams analyzed previous action points and identified the background issues, which
followed by identifying areas of improvement and asking ideas and agreement from the
teams. From the discussion, the teams gained the understanding of the existing issues
which lead to the thoughts of what areas need to improve and how to improve. Identi‐
fying future action points, the teams discussed areas of improvement, which were
focused on the process improvement. For example, in the retrospective meeting, most
agile teams stressed testing environment issues that delayed the team progress.
“we list down what didn’t go well or problems or whatever, we usually derive action points on
those things, which is a good way to improve maybe something immediately like getting a test
environment set up so we can test something.…like a more immediate thing… but there are also
action points that are related to the squad as well; determine a team chart or something like
that.” P2 – Developer, Team Jupiter
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From the example above, it was seen that by knowing the existing issues the team
to will understand several areas of the process that need to be focused on. To determine
future action points the teams also discussed by asking each other’s opinions.
“when we discussed it [a plan], we asked other people what they think about it, do they agree
or don’t they? If everyone says they think they agree with what you are saying, then we say so
what the action for that?” P12 – Tester, Team Neptune
During the retrospective observations of Team Saturn, an example of how the team
identified their future action points was noted. Team Saturn had identified that the main
reason for their slow progress was inaccurate estimation. Some ideas for addressing this
included elaborating the stories into small tasks, providing the clear ‘definition of done’
for specific tasks, and asking for clarifications from the product manager about the scope
of work. The team members were asked their opinions and perspectives about these
ideas. Most team members agreed on asking for clarifications from the product manager
and elaborating the stories into small tasks. Consequently, the Scrum master of Team
Saturn made these ideas as official action points for the next sprint.
4.3 Reconstructing
The Reconstructing level of reflection seems to happen when a team constructs an
agreement on a specific plan based on the team members’ perspectives. There were three
out of the four teams (Jupiter, Saturn, Uranus) that seemed to engage in the recon‐
structing level as they performed further discussions and finalized by generating action
points.
Generating a Plan. In reconstructing, teams generated plans decided from their discus‐
sion in the retrospective meeting. Action points are an explicit outcome of the retro‐
spective meeting. It is useful to remind all team members about the goal for the next
sprint, who will responsible, and what are the associated deadlines.
“So, when they go up on their board and they are doing their sprint work, they can see, “Right,
let’s not forget what came out of this retro” and it is getting ticked off.” P11 – Scrum Master,
Business Analyst and Product Owner, Team Uranus
This point was brought up in a group interview (of Team Jupiter) where most of the
team members agreed that action points were used as a reference for evaluating improve‐
ment in the next retrospective meeting.
“umm we pulled out action points on the board. So, over the next two weeks, we will make sure
that everything talked about we follow through on.” P4 – Business Analyst, Team Jupiter and
Saturn
It was observed that Team Jupiter preserved their concrete action points on their
Scrum board (see Fig. 5). Another evidence from the observations was Teams Saturn
and Uranus did not have action points but their Scrum master made some notes during
the meetings and shared verbally the points that needed to be focused on at the end of
the retrospective meeting.
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Fig. 5. Action points generated by team Jupiter posted on their Scrum Board (Photo taken during
on-site observations)
5 Discussion
We now discuss the findings related to a reflection framework for agile retrospectives
including the levels of reflection achieved by the teams studied, implications for practice
and limitations of the study.
In response to the RQ1: What aspects are focused on during the retrospective
meeting? We found that there are six important aspects discussed in the retrospective
meetings: identifying and discussing obstacles, discussing feelings, analyzing previous
action points, identifying background reasons, identifying future action points and
generating a plan. In response to the RQ 2: How does reflection occur in the retrospec‐
tive meeting? We found that the reflection that occurs in retrospective meetings can be
classified into three levels of reflection [12], reporting and responding, relating and
reasoning, and reconstructing.
5.1 A Framework of Reflection in Agile Retrospective Meeting
Based on these findings, we present a reflection framework for agile retrospectives
(Fig. 6) that combines the five steps of the standard agile retrospective – set the stage,
gather data, generate insight and decide what to do, close the retrospective – and the
levels of reflection – reporting and responding, relating and reasoning, and recon‐
structing [12] within those steps.
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Fig. 6. Reflection in agile retrospective meeting (levels of reflection depicted in shaded areas
based on [12])
Setting the stage involves welcoming and explaining the aim of the retrospective
meeting. Gathering data step embodies the reporting and responding level of reflection
as agile teams share their reviews (e.g. identifying and discussing obstacles and discus‐
sing feelings). Identifying and discussing obstacles and feelings in retrospective meet‐
ings was seen to correspond to ‘descriptive reflection’ [16] – a reflection which attempts
to answer questions such as: What is happening? What is this working, and for whom?
For whom is it not working? How do I know? How am I feeling? What am I pleased
and/or concerned about? What do I not understand? The obstacles and feelings shared
by all team members answer these questions. From the obstacles and feelings reported,
the teams would be able to record and collect important points of the previous sprint.
By having reviews (e.g. obstacles and feelings) of the previous sprint, team members
can be prepared to deal with other similar experiences.
Generating insight step embodies the relating and reasoning level, where agile
teams are involved in analyzing previous action points, identifying the background
reasons behind identified issues and identifying future action points. Discussing these
aspects was seen to be related to ‘descriptive reflection’, which attempts to answer
questions: does this relate to any of my stated goals and to what extent are they being
met? [16] and why the issues happen in the previous sprint? The answers to these ques‐
tions support the reflection in the form of comparative analysis and looking back to the
background issues, which help agile teams to determine what areas needed to be focused
on. Agile teams move to deep analysis on ideas or perspective shared to identify future
action points for the next sprint. It can be perceived that there is a transformation in the
discussion from answering what is happening? in the previous sprint; to what are the
alternative views of what is happening? and what are the implications of the matter
when viewed from these alternative perspectives? [16]. These questions are answered
when all team members provide their accounts about solutions of the obstacles or ways
to improve.
In the deciding what to do step, agile teams have an explicit formulation which is
generated in the form of action points (generating plans). The action points will be used
as a reference for agile teams to act upon and improve the process. Close the retrospec‐
tive step involves summarizing the outcomes of the retrospective meeting.
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5.2 Levels of Reflection Build on Each Other
We now discuss the findings related to the levels of reflection achieved by the teams
studied. A key finding of our study was that not all teams were performing on every
level of reflection. So, while all teams performed retrospective meetings, not all achieved
the higher levels of reflection, in particular reconstructing. Table 3 summarizes the levels
of reflection achieved by each of the teams and the associated aspects or topics discussed
in each level.
Table 3. Levels of reflection achieved by the teams (J: Jupiter; S: Saturn; U: Uranus; N: Neptune)
Levels of
reflection
Aspects discussed in retrospective meeting J S U N
Reporting and
responding
Identifying and discussing obstacles ✓ ✓ ✓ ✓
Discussing feelings ✓ ✓ ✓ X
Relating and
reasoning
Analyzing previous action points ✓ ✓ ✓ ✓
Identifying background reasons ✓ ✓ ✓ ✓
Identifying future action points ✓ ✓ ✓ X
Reconstructing Generating a plan ✓ ✓ ✓ X
Three teams were found to be fully engaged in all levels of reflection and one of the
teams, Team Neptune, performed partially on the first two levels and did not achieve
the final level of reflection, i.e. reconstructing. Based on the observation of their retro‐
spective meeting, it was seen that they did not discuss their feelings explicitly and only
discussed briefly the obstacles related to changing of task priorities needing confirmation
with the product manager. They did not discuss it further as once they agreed on that
obstacle then the product manager directly proceeded to the Scrum Board, discussed the
issue and wrapped up the meeting. They did not record any outcomes, such as a plan or
action points, from the meeting. There was little evidence of analyzing previous action
points, identifying background reasons and identifying future action points. Besides, the
duration of the meeting was also short, around 15 min, and they reported performing
retrospective meetings only when it was necessary. Another interesting observation was
that they had adapted the retrospective practice, which seemed too repetitive for them
and people often seemed to have forgotten about what happened during the last two
weeks’ sprint. As result, they were used to placing all the individual reviews written up
on sticky notes in a “retro box” – a box especially allocated to collect individual reflec‐
tion. If there were no sticky notes during a two weeks’ sprint, they would not perform
a retrospective meeting.
The case of Team Neptune is likely related to the fact that three out of six members
of Team Neptune were new to agile projects. They had in effect introduced a new
reflective practice, that of using a retro box, as a way to identify the need for conducting
a standard retrospective. However, a lack of reaching the reconstruction level suggests
that they were not able to generate a plan for improvement as several aspects of the
retrospective meeting were missing. Our findings confirm that the levels of reflection
are related and build on each other [12]. Furthermore, we show that the highest level of
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reflection, reconstructing, may not be reached at all or not reached effectively until the
prior levels are accomplished effectively.
5.3 Implications for Research and Practice
For the researchers in the area of reflective practice and agile teams, our findings present
a new perspective for exploring reflective practice in agile teams. Using the framework
presented in the previous section, researchers can study agile teams’ reflective practice
in terms of levels of reflection both in retrospective meetings and other practices that
involve reflection (e.g. daily standup, pair programming [7]). Future studies can explore
new aspects or topics covered in each level and further explore how the levels build
upon each other in different team contexts.
For agile practitioners, our findings show that not all agile teams reach all levels of
reflection by simply performing retrospectives. By being aware of the different levels
of reflection meant to be achieved in each retrospective step, teams can consciously
strive to achieve the most out of their retrospective meetings. In particular, they can see
that only reporting and responding and relating and reasoning levels are not enough
rather reconstructing to generate action points and following up on those points in future
meetings is critical to harnessing retrospective meetings to achieve continuous improve‐
ment. Thus, in order to maximize the benefits of their retrospective meetings, we recom‐
mend agile teams use our reflection framework (Fig. 6) to self-assess their level as a
whole based on their personal understanding of their team context and track it in practice
to achieve higher levels of reflection.
5.4 Limitations
A key limitation of this study lies in the fact that observations of a single retrospective
meeting per team is not strong enough to establish and confirm a particular team’s overall
level of reflection. For example, it may be that in other retrospective meetings Team
Neptune reached higher levels of reflection. However, the findings were arrived at by
combining the data from interviews as well as the observations, which provides multiple
perspectives that support the findings. Another related limitation is that the findings are
limited to the contexts studied in this research, which in turn are dictated by the avail‐
ability of participants. Further studies can confirm, adapt, or extend our framework to
include different team contexts and reflective practices.
6 Conclusion
Previous studies have focused on specifying the techniques of conducting a retrospective
meeting, with little focus on how the reflection in the retrospective meeting actually
occurs. One of the key contributions of our work is to present a reflection framework
for agile retrospective meetings that explains and embeds five (grouped into three) levels
of reflection within the five steps of a standard agile retrospective meeting. Critically,
we show that agile teams may not achieve all levels of reflection simply by performing
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retrospective meetings. As the levels of reflection build upon each other, teams need to
effectively identify and discuss their obstacles and feelings in the reporting and
responding level, followed by analyzing previous action points, identifying background
reasons, and identifying future action points in the relating and reasoning level and
generating a plan in the reconstructing level. Embedding these levels of reflection into
the retrospective meeting will help agile teams achieve better focus and higher levels of
reflection from performing retrospective meetings. Another implication is an increase
in their awareness of the main aspects that need to be discussed in the retrospective
meeting and how to formulate these aspects to generate a plan for improvement.
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Abstract. It is essential for startups to quickly experiment business ideas by
building tangible prototypes and collecting user feedback on them. As proto‐
typing is an inevitable part of learning for early stage software startups, how fast
startups can learn depends on how fast they can prototype. Despite of the impor‐
tance, there is a lack of research about prototyping in software startups. In this
study, we aimed at understanding what are factors influencing different types of
prototyping activities. We conducted a multiple case study on twenty European
software startups. The results are two folds; firstly we propose a prototype-centric
learning model in early stage software startups. Secondly, we identify factors
occur as barriers but also facilitators for prototyping in early stage software
startups. The factors are grouped into (1) artifacts, (2) team competence, (3)
collaboration, (4) customer and (5) process dimensions. To speed up a startup’s
progress at the early stage, it is important to incorporate the learning objective
into a well-defined collaborative approach of prototyping.
Keywords: Prototype · MVP · Prototyping-learning loop · Validated learning ·
Speed · Software startups
1 Introduction
With the startup movement, software industry is witnessing a paradigm shift from
serving customer requirements to creating customer value. The challenge for software
companies is no longer primarily on implementing customer requirements, but rather
on finding customer demands and providing a solution that delivers customer value [2].
Addressing uncertainty in both solution and problem domains has often been ad-hoc
and based on guesswork, which becomes one of the main reasons for failing startup
companies [3]. A demand on systematic approaches to manage the uncertainty has led
to an increased research interest on Lean Startup [4], New Product Development (NPD)
[5], software startups [6] and continuous experimentation [7].
In a competitive environment such as software industry, time-to-market is becoming
more and more critical as a success factor for startup companies. Business ideas under
development once revealed can be easily threatened by high speed copycats [9]. More‐
over, competitors can also follow an on-going journey of validating product-market fit
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and arrive faster in the destination. Regardless of company sizes and application
domains, the knowledge of influencing factors for a quick learning loop is important for
software startups to form best-fit strategy in developing business experimentation [10].
A ‘Build-Measure-Learn’ loop, as a central concept of the Lean Startup method‐
ology, aims at speeding up the new product development cycle [4]. The central part of
the loop is to build a representation of the business, a so-called Minimum viable product
(MVP), to collect feedback from customers and to learn from that. Steve Blank empha‐
sizes the goal of MVPs is “to maximize learning through incremental and iterative
engineering” [2]. In the startup context, developers quickly and iteratively develop a
software application to validate business ideas [12]. As such, the study of validated
learning can be beneficial from Software Engineering (SE) concepts and practices, such
as rapid prototypes and evolutionary prototypes [13–15]. Consequently, the time-to-
release of prototypes is essential to determine the total time in the validated learning
loop.
Software startup research is increasingly recognized by researcher’s community,
with many practical aspects, such as User Experience, Software practices, competences
and startup ecosystem [6]. Despite of the importance, there is a lack of research about
prototyping in software startups. In a multi-influenced context with funding, human
resource and market concerns, it is crucial to understand how the speed of learning can
be supported by prototyping activities and what are the influencing factors. In a previous
study, we investigated how a prototype is built in software startups [12]. We found that
prototyping activities as a core value of startup experimentation needed to be seen as a
multifaceted phenomenon [12]. In this work, we are particularly interested in the factors
that slow down the learning process and those that speed it up. The research question
(RQ) is:
What factors influence the speed of prototyping in software startups?
The paper is organized as follows. Firstly, we present the background about business-
driven experimentation in software projects, software prototype and a proposal of an
analytical model of startup prototyping (Sect. 2). Then, we describe our research
approach and the cases studied (Sect. 3). After that, the qualitative findings are presented
(Sect. 4). Finally, we reflect on the findings, the threats to validity (Sect. 5), and draw
the conclusion and future work (Sect. 6).
2 Background
2.1 Business Driven Experimentation
From SE perspective, validated learning means the focus on integrating business value
in defining software development processes and practices. Even though experiment
systems are recognized as beneficial to software projects, there are barriers in adopting
them, such as integration of customer feedback, synchronizing vendors in short cycles
and lack of reasoning about customer requirements [16, 17]. Bosch et al. [18] advocate
for adjusting the Lean startup methodology to accommodate the development of
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multiple ideas and to integrate them when time for their testing and validation is too
long. Bosch suggested using 2-to-4-week experimentation iterations followed by
exposing the product to customers in order to collect feedbacks. Fagerholm et al. present
a model for continuous experimentation for start up companies [7], in which a key
element is the ability to release a prototype with suitable instrumentation, to manage
experiment plans, link experiment results with a product roadmap, and to manage a
flexible business strategy. Olsson et al. present a Hypothesis Experiment Data-Driven
Development model that integrates feature experiments with customer feedback in Agile
projects [19]. While these work characterize a process-like approach in developing
startups’ software products, Paternoster et al. grounded a model from 13 software
startups which describes a pattern that software startups often build evolutionary proto‐
types [20]. This study focuses on how startups are prototyping in reality and the influ‐
encing factors of the speed of learning by prototyping.
2.2 Prototype and Prototyping Activities
Brook mentioned “In software engineering, at least, the concept of rapid prototyping
has a name and a recognized value, whereas it does not always have the same status in
computer design and in building architecture” [21]. Prototyping implies a quick and
economic approach that serves to achieve understanding of what final products should
be [15]. From a technical perspective, prototypes can be differentiated according to its
relation to later product development. Throwaway prototypes are used mainly for spec‐
ification purposes; and they are not used as actual building blocks [15]. They are mostly
used in exploratory and experimental prototyping. Evolutionary prototypes provide a
basis for a real system, which is evolved out of the prototypes; they are used in evolu‐
tionary prototyping but can also be found in experimental prototyping (if it shows that
they provide a good basis for a system) [15].
From a business perspective, startups can create a representation of product ideas, a
so-called MVP, without actual product implementation. Eric Ries describes a classifi‐
cation of different types of MVPs [4], which are commonly used in the startup commun‐
ities. For instance, a MVP can be a short animation that explains what a product does
and why users should buy it. It can also be a user interface that looks like a real working
product, but the actual business process is manually carried out (Wizard of Oz MVP).
A concierge MVP is a manual service that consists of exactly the same steps users would
go through with the product.
A few research paid attention on improving prototyping activities, such as the speed
and effectiveness [28, 29]. Janssen et al. suggested code reuse to speed up writing code
to prototype [28]. Grevet et al. described a 6-stage prototyping approach to speed up
throw-away prototyping for new social computing systems using existing online systems
[29]. In our work, we address the speed of prototyping from a socio-technical perspec‐
tive, considering prototyping activities under human, market, finance and team factors.
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2.3 A Prototype-Centric Learning Model in Software Startups
The Build-Measure-Learn loop is a key concept in Lean Startup [4]. The loop is used
to manage and to operate software startups in finding a sustainable business model. A
key idea is to minimize waste and to focus only on the elements, which will be tested.
Lynn et al. describe another cycle, Probe and Learn, that is applicable to manage uncer‐
tainties about market, technology and time-to-market [25]. The authors suggest that
startups should go to customers with an early version of a product to learn about the
market, different applications and segments. Nguyen-Duc et al. propose a hunter-gather
double loop to capture the evolution of startup activities from idea to achieving a product
market fit [26]. The model visualizes the portion of product development vs. customer
development activities across the startup stages. While these studies provide an emphasis
on organization and evolution, they are well landed in an abstract space, not straight‐
forward to apply from the SE perspective.
In the SE literature, Gordon et al. propose a rapid prototyping system approach to
understand the prototype development of a system [27]. In the model, both low-fidelity
and high-fidelity prototypes are essential parts of developing a system [27]. Preliminary
product design activities create a throwaway prototype from the problem domain. A
series of throwaway low-fidelity prototypes can be created to capture the ideas of what
to built. Similarly, high-fidelity prototypes can also be evolved several times before
reaching the product launch.
A literature survey of software development shows that startups often build a proto‐
type in an evolutionary fashion and quickly learn from users’ feedback [20]. We argue
that both throwaway prototypes and evolutionary prototypes are important parts of
startups’ journey to a launched product. From the Lean startup perspective [4], learning
is an input and also an outcome for a prototype. We tailored the double loop model in
the previous work [26] by adapting Gordon’s system prototyping elements [27] to
capture the prototyping processes in the startup context, as shown in Fig. 1. The model
focus on prototyping as the core concept and compose four loops:
• Idea-prototype loop: iterations of refining business idea through throwaway proto‐
typing
• Throwaway prototype loop: iterations of constructing and learning from throwaway
prototypes
• Evolutionary prototype loop: iteration of constructing and learning from evolutionary
prototypes
• Pivot loop: starting a new cycle from the current product to a pivoted idea
Considering the model as a state-based system, it is possible to travel from a state to
any other one. However, the typical flow would happen within two loops. It can also
happen that a startup starts the loop from any state, for example, by doing a throwaway
prototype before getting to a stated problem. In the scope of this work, we did not go
in-depth about how these loops happen in our cases. The work will explore factors that
occur during the startup progress and influence throw-away and evolutionary proto‐
typing.
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3 Research Approach
3.1 Multiple Case Study Design
This study is one part of a larger research activity that investigates the role of engineering
activities in software startups. The objective is to explore commonalities, challenges and
engineering patterns in software startups, from the business idea to a launched product.
This study reports the findings from empirical data regarding prototyping activities. We
conducted multiple case studies for a robust result in typical software startup population
[11]. The unit of analysis is a startup company. We aimed at collecting as many startups
as possible for a variety of the sample. As the aim is to reflect the state-of-practice rather
than finding a secret recipe of success, we included startups in different stages and with
different revenue statuses.
There is often a difficulty in identifying a real startup case among other similar
phenomenon, such as freelancers, SMEs or part-time startups. We defined five criteria
for our case selection: (1) a startup that operates for at least six months, so their expe‐
rience can be relevant, (2) a startup that has at least a first running prototype, (3) a startup
that has at least an initial customer set, i.e. first customer payments or a group of users,
(4) a startup that has an intention to scale their business model, (5) a startup that has
software as a main part of business core value.
The process of identifying and collecting data was done in 11 months, from March
2015 to February 2016. Cases were searched from four channels, (1) startups within the
professional networks of the authors, (2) startups in the same town with the authors, (3)
startups listed in Startup Norway and (4) Crunchbase database. The contact list includes
219 startups from Norway, Finland, Italy, Germany, Netherlands, Singapore, India,
China, Pakistan and Vietnam. After sending out invitation emails, we received 41 feed‐
backs, approximately 18.7% response rate. Excluding startups that are not interested in
the research, or startups that do not pass our selection criteria, the final set of cases are
20 startups, aliased as S1 to S20.
Fig. 1. A prototype-centric learning model in software startups
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3.2 Data Collection and Analysis
Semi-structured individual interviews were used to collect data, since they enable the
focus on pre-defined research topics and flexible structures to discover unforeseen infor‐
mation [28]. Methodological triangulation in data collection is also implemented by
using evidence from documents and observations (in S01-S05, S09). Business docu‐
ments, such as business model canvases and business plans were exposed to the research
team as a preliminary step prepared for interviews. Observations were useful to under‐
stand how prototypes were implemented and used in the working environment.
The interviewees were asked questions about (1) business background (2) idea visu‐
alization and prototyping (3) product development (4) challenges and lessons learnt.
The stories about startup ideas, prototypes and product development is organized into
the schema as described in Fig. 1. Most of the interviews were conducted by the first
author, with the attendance of a second researcher (the third author or sometimes external
researchers in our network). This researcher has a long experience conducting interviews
in software companies. Each interview lasted from 55 min to 70 min and the interviewees
were informed about the audio recording and its importance to the study.
We used a thematic analysis – a technique for identifying, analyzing, and reporting
standards (or themes) found in qualitative data [22]. We started by reading all interview
transcripts and relevant documents, and coded them according to open coding [22]. A
set of pre-determined categories were used to guide the coding process, as we have some
interests in topics of (1) business original, (2) prototyping practices (3) pivoting (4)
testing (5) challenges and (6) key performance indicators (KPIs). We attempted to label
all meaningful text segments with appropriate codes. To feed data to this study, we
filtered the codes that are related to prototyping, technical implementation, and testing
activities prior to product launching. According to Sect. 2.2, throwaway prototypes were
low-fidelity artifacts, such as mockup, wireframe, or simple code. Evolutionary proto‐
types were perceived as product building blocks, such as heavy code activities, i.e.
feasibility testing of functionality, building new feature, etc. The relationship of the
factors to the speed of prototyping or production was identified via text about challenges,
or text specifying consequence on time-to-market or time to collect user feedback. We
noted and reported evidence on prototyping as follows (1) factors that relate to proto‐
typing activities in generals, (2) factors that slow down the prototyping activities and
(3) factors that speed up the prototyping activities.
3.3 Case Description
The characteristics of our cases are given in Table 1. It is noticeable that a large number of
the studied cases deliver peer-to-peer services as marketplaces or platforms (S01, S02, S03,
S07, S08, S11, S13, S16, S20). There are also cases that deliver value in Business-to-Busi‐
ness model (B2B) (S04, S06, S10, S12, S15, S17). The cases are dominantly characterized
by web-based and mobile-based software product with client-server architecture. We also
identified the product focuses in early and later phases of the software startups [23]. Among
them, there are some startups with annual revenue of one million euro or more (S06, S09).
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Regarding the development strategy, interestingly, there are seven cases (35%) that have
(parts of) product developed outside company boundary.
Table 1. Startup cases characteristics
Code Product type Early focus Later focus Dev. strategy No. of prot. Dev. method.
S01 Photo
marketplace
Feature Insource  2 Agile
S02 News generator UX New feature Outsource 4 Agile
S03 Homemade food
market
UX Insource 2 Adhoc
S04 Construction
management










UX Flexible, scalable Insource 3 Informal scrum
S07 Location
recommendation
Feature, UX Insource 3 Informal agile









Scalable, Stable Insource 5 From adhoc to
distributed agile
S10 IoT OS platform Ecosystem Functionality Insource 4 NO INFO.







Feature Insource 3 Agile
S13 Shipping services NO INFO. NO INFO. Outsource 3 NO INFO.


















Insource 2 + NO INFO.
S18 Open source
messenger






S20 Elearning system User
friendliness
Standardization Insource 2 Agile
*Notation: NO INFO. means missing information
The major reported development methodology is Agile, with iterative deliveries and
frequent customer feedback: “… Scrum based development, sprints of two weeks,
standup, wrap-up meeting, we like to work in this way.” (S06). In some cases, the
company reports a type of informal Agile process: “… fully informal but truly agile
process with working release maintained, … iterative development of functionality and
refactoring” (S05)
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One specific question asked to interviewees is how many prototypes have been made
before product launching. The answers vary from two to seven prototypes, either throw‐
away or evolutionary ones, before a launch. In many cases, we considered prototypes
as a tangible artifact that is experimented with (potential) users, customers and internal/
external stakeholders.
4 Result
Figure 2 describes the influencing elements on throw-away prototyping (detail on
Sect. 4.1) and evolutionary prototyping (detail on Sect. 4.2). It should be noticed that
the direction of impact is not given. Some elements specifically show the positive/nega‐
tive influences while other elements remain as general observations.
Fig. 2. Factors influencing the prototype-centric learning loops
4.1 Elements Influencing Throwaway Prototyping
4.1.1 Adoption of Collaborative Mock-up Tools
By adopting various tools, i.e. paper sketch, GUI mockups and wireframe tools, startups
achieve a fast and an economic prototype without any technical expertise, as described
in (S02, S09, S11, S13). In these cases, startups conducted very short iterations, from a
few days (S02, S11, S13) to a few weeks (S09), from a product or a service idea to
having the first user feedback. In S04, printing GUI layout in papers is reported as a
good practice for teamwork, especially improving the customer involvement: “normally
we draw in the piece of paper first and then we make mock-ups… and then the customer
joins us on that journey, then we click on the paper, we go to another one …” (S04). It
is also common that startups build mockups by using cloud-based software services. For
such an online tool, the teamwork mode is reported as an important feature that facilitates
collaborative design efforts among distributed team members (S02).
What Influences the Speed of Prototyping? 27
4.1.2 UX Designer Onboard
Business side of a startup (often CEOs) is always in a need of expressing and visualizing
their ideas into more tangible artifacts. By doing that, sitting next to a designer is highly
desirable for CEOs in early stages. In S02, the CEO expresses the need for a close collab‐
oration with a designer in team: “In this case, I would really like a designer that sits here
together with us …” (S2). The role of a design in mobile application is highlighted in
another discussion with S2: “You might think of user interface as a make-up for a person.
But I think UI is the capacity that an app needs to interact with people.” It happens simi‐
larly in S12, when the CEO mentions about the process of designing the graphical part of
their prototypes: “The alternative is to create a specification … and just developing that
document and all the process around it is typically very resource intensive. We talk about
a future, … we make a prototype at a first phase implementation and then we adjust from
there based on dialogues in between us.” (S12). For frontend-rich applications, a designer
is a champion of the user experience, considering the viewpoint of users and keeping
consistency among graphical elements across different platforms.
4.1.3 Choices of Faking or Building
There are often many uncertainties about customers and their expectations in the early
stages of startups. Starting with a single-feature prototypes, or other approaches with
implementation come always with a risk of wasting effort. It is considered time-saving
to start with a clear mind about the throw-away strategy, by focusing on demonstrating
business value rather than reusing the technical components (S02). Uncertainty about
what to build and how to build often come with quick and dirty experiments without
proper architectural designs, appropriate coding practices and documents. In this
manner, frequent change of requirements or feature requests could lead to the increase
of technical debts in later phase. Experimenting by the development of a runnable
prototype was a costly and time-consuming experience in S09. In this way, the value of
a prototype should exceed its cost. In S03, the development team has a clear plan for
experimenting without “making the product” until they get the right product design. S11
applies the concept of “fake it until you make it”, to simulate a final product without
primary quality, both with functionalities and user experience. However, the focus on
the speed has also led to the minimum part of viability. In S11, customer demonstration
was done in a wizard of oz manner [4], customer interacting with an actual user interface,
but business logics and backend functionality were done by manual work. Even though
it is inefficient, the approach is easy and fast to build.
4.1.4 Collaboration Across Diverged Mindsets
We observed that in most of the cases, the ideas came from the CEOs, who are often
business people or serial entrepreneurs. While the decisions about what the products
should do come from a business mindset, they are implemented by developers with a
technical mindset. In some cases (S01, S04, S05), there are challenges in communicating
the product ideas and convincing the developers about the product value. In S04, it took
as much time to discuss on the value proposition as to sketch a mockup. Vice versa, the
communication of technical difficulties is also a time-consuming task, as mentioned by
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a developer in S05: “She [the CEO] is very sharp about business and finance stuffs, but
it takes a long discussion to explain her about the importance of having flexible product
design …” (S05). The communication challenge might also happen between startups
and customers, when no concrete prototypes are provided: “We work with a customer
organization, learn how they have worked with the current solutions and describe our
proposal via the prototype. It is hard for them to realize the benefit without concrete
examples…” (S04). It also appears that a prototype is late released due to the wrong
estimation of the CEO, who has no technical background. For example, in S1, the CEO
insisted on a customer feedback having a new field in a frontend form, which caused
the change of both business logic layer and data table structure.
4.1.5 Identification of a Right Set of Feedbacks
Steve Blank emphasizes the importance of early involvement of end users in product
development [2]. Particularly, in startups developing products for mass market (or B2C
business model), the feedback from the representative users of a market segment is
essential. Nevertheless, not all users’ input is equally valuable to product development.
It was difficult to find the customer feedback that is useful for validating hypotheses in
S02: “I have attended a various types of events like that. To be honest, there are not so
many interesting things there …” (S02). The CEO wandered in town and talked to
different people about the product idea. However, the approach is quickly found ineffi‐
cient, as the users’ feedbacks are often shallow. After that, the CEO targeted a group of
innovative users from startups and research community and documented many inter‐
esting ideas for the product features. The integration of such lead users, “whose strong
needs will become general in a market-place months or years in the future” [24], appears
to be an important factor to accelerate the speed of startup learning. Lead users are also
able to contribute via suggestions, testing and feedback, or even participate in the devel‐
opment and co-creation of new products or services, as observed in S14: “We always
do that in a close relation to our actual client stakeholders. Once we decide to narrow
it on a new product area, the first thing we do is to get a partnership with a customer
so that we can work together on a daily basis as stakeholders and product devel‐
opers…” (S14).
4.1.6 Fostering Customer Knowledge and Embedding into Prototypes
Prototypes can be seen from three different perspectives, function, look-and-feel and
role, in which role is the representation of usability of the prototype [2]. In order to
maximize lessons learned from a prototype, the vision on how end-users adopt a final
product need to be visualized and captured in the prototype. As the actual end users
are often not well known in the early phases, the integration of the user’s role into the
prototype design is a fuzzy task. The time pressure on prototyping makes startups
skip a detailed analysis of users’ behaviors. It seems that the adoption of customer/
market analysis tools are not so common in our startup sample. In S02, the CEO
emphasized the role of mapping tools, such as a customer journey map to describe the
customer’s experience: “I have been told by my friends about the tool [a customer
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journey map]. We used it to describe how customer interact with the system and
where could be the gap” (S02).
4.2 Elements Influencing Evolutionary Prototyping
4.2.1 Utilizing Plug-and-Play Components in Prototype
Utilizing ready-made components, such as Open source software (OSS) libraries and
frameworks unlocks the capacity of experimenting functional as well as non-functional
features. The adoption of OSS components was mentioned in all of the cases, from using
tools (S19), integration of OSS code (S02, S03, S05, S20), to participation in OSS
community (S18). The main benefits include reduced development cost and faster time-
to-release, which were mentioned by the CTOs of (S19) and (S20): “…we might not
even come to the idea of making it happen if we do not have OSS as an experiment.
Without OSS it would take a lot of time and very costly” (S19). It is an even more obvious
choice in open source type of platforms: “It is very hard nowadays not to use OSS
artifacts, especially when with Android development …” (S20). It also appears that many
advanced technologies were adopted via using OSS: “A core part of our product includes
a machine learning algorithm. We are lucky enough to find ml library in C++, entirely
OSS, super cool” (S02). By taking ready-made components, startups also reduce proto‐
typing time by simplifying architectural aspects to some existing patterns.
4.2.2 Synchronizing Customer Feedback in Loops
Communication among team members or between a startup company and its external
stakeholders is found as a significant factor delaying an iteration release. Insufficient
communication due to misunderstanding, cultural difference, language barrier, lack of
supporting tools happens often in outsourcing and remote partnership scenarios (S01,
S09): “Basically, we found some limitations that made it difficult to be efficient in the
way to communicate. And since we’re teams in different places it’s really important that
information flow works and also to make sure that all people—don’t have to be involved
in everything, and be able to group efficiently and create like projects, and store docu‐
ments, and all these things, and have video-share links, and articles, and all these
things.” (S09). The misunderstanding and reworking also happens when customers are
distant to developers and the customer feedbacks are not fully perceived. In S13, the
CEO and sales people interacted with customers and collected insightful feedback from
them. However, the feedback is not communicated efficiently to the development team
in other locations. This leads to unnecessary re-work with communication and imple‐
mentation effort and hence slows down the time to release.
4.2.3 Conflicting Feature Requests
It is a typical situation that evolutionary prototypes are built based on feature requests
from the first customers. Gradually, when having more customers, new feature requests
might vary from the business direction or even conflict with the previous functionalities.
S14 describes how they handled such situation: “either we solve them by providing them
different products or we do ignore parts of the market… We make a very clear statement
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to what we think the future of journalism is, then we pursue that and the cost of that is
neglecting parts of our market” (S14). Similarly, S15 expresses how their product
evolved through different iterations: “There will always be requirements arriving…
Sometimes the new requirements disrupt the old requirements. At the moment, we are
working to disrupt the old products” (S15). Considering what to develop and which
features to include adds complexity to future releases. Additionally, requests coming in
the middle of the development sprint from large customers might influence the feature
priority and delay the release further: “We’re in that situation all the time, it’s very
difficult to say no because giant customers telling you we need that functionality. If
you’re going to have us as customers you’re going to have to make it, we need it in the
contract that you have to make it. We also build it, we built it bigger and bigger” (S11).
4.2.4 Feature Creeps
Many startups add new features to fit the prototype to a changing group of early
customers. This leads to two possible challenges of satisfying customer demands, so-
called (1) feature creep and (2) product portfolio. Feature creep refers to the addition of
features to a product in a continuous manner: “We are adding features all the time. This
is not a product that will ever stop evolving. We will always have a strong engineering
team to develop the product forward. We are not talking about maintenance here. We
are talking about this being the core of the company’s competence” (S13). Startups
rarely have a requirement management process to manage product complexity. Conse‐
quently, feature creeps are considered harmful to the production and enhancement of
core features.
Moreover, this can be an unwanted expansion that requires changes also in the
product architecture and even in the strategic direction. In S04, after the first two releases
addressing a construction manager’s requirements, the third release was developed for
a construction operator’s demands. Consequently, S04’s product scope has grown from
a single feature MVP to a supply-chain management system: “So then we had a small
one just for easy communication between users of the building and the maintenance
guys… So the second feature was to manage document flow. And the third was to have
a 3D model of the building. And all these things here we spent a lot of time and we were
building in parallel with different prospects” (S04).
In a larger scale, the expansion could lead to deriving a product portfolio. Startups
face with challenges of keeping both the focus to increase the quality of core delivered
values and satisfaction of important customers. While not all good ideas can be turned
into features, some ideas are selected to develop further and might become the core value
providers for startups.
4.2.5 Solid Technical Competence Onboard
In several cases (S09, S01, S03, S06) the technical competence determines the speed of
feature releasing. Startups’ technical members are required to possess good technical
skills and they also need to be productive in an ambiguous development environment:
“We don’t hire people basically for them being cheap because we don’t have time. Our
challenge is time and to be more productive other kind of competing companies … it’s
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much better to have people that can—within a short time, could produce good code”
(S09). It is also important to write code in a clean and structured manner, to be quality-
aware in the early phases: “The back end was pretty good because he had hired my boss
at my current company … there was some friction there in how to develop systems
between the professional programmer, my boss, and the copy paste programmers. I
think that also contributed to it not working.” (S11). The combination of technical
competence and customer understanding is emphasized in another case: “… It is very
hard to find people both good at technology and have a good sense of commercial
edge…” (S08).
4.2.6 Dependence on Fast Changing Technologies
Startups often struggle with thriving in a technical uncertainty, whether under market
pull or technology push impacts [20]. Due to different reasons, e.g., specific devices,
platforms or protocols becoming popular in market, or new technology gaining
momentum, there are needs for changing the current product’s features to accommodate
new technology (S01, S09, S11). In a small scale, for instance, the adoption of new
animation effects, a different type of map, etc. leads to an extension of the current or
coming iterations. In S02, the development of an IOS application is delayed after the
codebase and all dependent libraries were forced to be upgraded to a newer version of
Swift. The team took time to resolve all the changes so the next release can be done in
Swift 3.0. The technology uncertainty is expected with mobile applications, as stated by
the CEO of S11: “…at the moment we are changing the technology platform. This
perhaps has been the biggest challenge we have decided where to stand and make a new
platform on development technology… So next generation which will be out in the
market place around summer next year will be quite heavily rearranged.” (S11). In a
large scale, the technical change can lead to a change of business directions.
5 Discussion
5.1 Reflections on the Results
We captured what happened during the early phases of the studied twenty software
startups. We identified the factors that are found to influence the speed of prototyping
across different types of prototypes. They can be grouped into (1) Artifacts, (2) Team
competence, (3) Collaboration, (4) Customer and (5) Process dimensions. Artifacts
include collaborative tools and reusable components. The practices of adopting artifacts
are important for saving time of prototyping user interfaces and functionalities. The issue
here is to select the suitable tools and components to match the prototyping’s purposes.
The requirement of team competence might vary due to the type of prototyping and the
type of products. For instance, UI-rich application would require a designer onboard at
the early stage while a good developer in the later stage. Collaboration, including
efficient communication of visions and tasks among startup teams and interaction with
external stakeholders, is important for shorten the learning loops. Besides, how
customers are involved in the prototyping loops has an impact on the duration of the
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prototyping. While inappropriate customer feedback delays the learning and creates
more prototyping loops, too many requests from customers delay the time-to-release
and introduce complexity to product management. Last but not least, prototyping is
performed under many uncertainty and dependencies. Defining practices and processes
to support decision-making under uncertainties would help in prototyping.
5.2 Threats to Validity
There are several threats to validity worth discussing [1]. One internal threat to validity
is the bias in the data collection, as the data might not represent the comprehensive case.
This is worth discussing as most of the cases are represented by one interview. In order
to mitigate this threat, we selected CTO and CEO as interviewees, who have the best
understanding about their startups. We also use other types of data sources, such as
documents and observations to increase our understanding about the cases (S01 – S05,
S09). The participative observations in S01 and S02 enabled deeper insights that go
beyond cross-sectional interviews. A construct validity threat is the possible inadequate
descriptions of constructs. We tried at our best to collect contextual information about
the startups, from social media and personal contacts. When analyzing data, the coding
process of interview transcripts was assisted by the authors’ prior knowledge about
prototyping and validated learning. This helped to focus on the investigated phenomenon
without losing relevant details.
The external validity is normally not addressed by case study research. Our result is
grounded on twenty cases, with diversity in company size, application domain, financial
model, and growth stage and organization structure, which adds the robustness to our
findings. Many themes, such as Sect. 4.1.1, Sect. 4.2.1, Sect. 4.2.5, Sect. 4.2.6 are
observed in more than half of the cases. Our sample is characterized by Norwegian
software startups, with a small team and bootstrap financing model. We do not consider
other types of startups, for example, internal cooperate startups, venture capital invested
startups, and American startups. Hence, the results cannot be directly applied to other
contexts, though analytical generalization may be possible in similar contexts.
6 Conclusions
To the best of our knowledge, this is the largest multiple case study research about
software startups. Grounded on twenty European startups, we adopted an analytical
framework to reveal different factors that influence the prototyping activities in early
stages of software startups. We found that both throw-away and evolutionary prototypes
were influenced by artifacts adoption approach, available team competence, collabora‐
tion and customer involvement. Even though there is certain limitation in our case
sample, there are still valuable lessons learnt for practitioners. For startups that follow
the Lean Startup approach, it is important to align the learning objective with a collab‐
orative and well-defined approach of prototyping. Moreover, startups need to find a
systematic approach to integrate relevant external feedback in all phases of prototyping.
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This work does not address the evolution of startups according to the learning loops,
i.e. what are lessons from idea to throw-away prototype, what are lessons from switching
from throw-away prototypes to evolutionary ones. Besides, future work can investigate
different types of learning brought by different types of prototypes. This work addressed
validated learning through an important angle, which is the speed of prototyping loops.
In the future work, we will explore another equally important aspect, which is the quality
of learning. Further studies might also identify the effective prototyping and develop‐
ment patterns among software startups.
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Abstract. Agile Software Development (ASD) is becoming more popular in all
fields of industry. For an agile transformation, organizations need to continuously
improve their established approaches to Requirements Engineering (RE) as well
as their approaches to software development. This is accompanied by some chal‐
lenges in terms of agile RE. The main objective of this paper is to identify the
most important challenges in agile RE industry has to face today. Therefore, we
conducted an iterative expert judgement process with 26 experts in the field of
ASD, comprising three complementary rounds.
In sum, we identified 20 challenges in three rounds. Six of these challenges
are defined as key challenges. Based on the results, we provide options for dealing
with those key challenges by means of agile techniques and tools. The results
show that the identified challenges are often not limited to ASD, but they rather
refer to software development in general. Therefore, we can conclude that organ‐
izations still struggle with agile transition and understanding agile values, in
particular, in terms of stakeholder and user involvement.
Keywords: Agile Software Development · Requirements Engineering ·
Challenges · Agile RE · Stakeholder and user involvement · Human-Centered
Design
1 Introduction
Agile Software development (ASD) gains in popularity in today’s business world due
to enabling immediately changes in the direction of product development. These short-
term changes in direction require a flexible approach to Requirements Engineering (RE)
as well. In addition, agile methodologies (such as Scrum [1], Kanban [2] or Extreme
Programming [3]) are often combined with Human-Centered Design (HCD) [4] activ‐
ities in order to emphasize a value-driven approach to product development [5, 6]. To
this end, the field of agile RE has emerged during the last decade.
Focusing on user needs and value delivery becomes an important aspect in product
development due to the increasing competition in all areas. With regard to ASD, plan-
driven organizations moved away to value-driven organizations. On the one hand,
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people in plan-driven organizations often negotiate about project plans, pricing models
and the amount of features they can develop with the available resources. They are
emphasizing the generated outputs such as number of created features during a time
period. On the other hand, people in value-driven organizations discuss visions, expe‐
riences and human values as well as the way to address them through the product. They
focus on the outcomes that the delivered outputs entail.
Compared to sequential approaches to RE, which comprise a requirement analysis
phase before the development can even begin, agile RE is carried out along with the
development itself. Therefore, continuous management of requirements is a crucial
attribute. Requirements are regularly described from a user perspective in the form of
epics and user stories [7] instead of creating a requirements document [8]. Recent
research is showing that there are several ways of running RE in an agile environment
while involving users and stakeholders [5, 9–12].
Performing agile RE can lead to challenges organizations have to deal with. In liter‐
ature, there can be found some studies investigating challenges in agile RE (see [11–
15]). However, the related work still lacks in giving a general overview of the challenges
in current industry.
This study pursues the main objective of identifying the most important challenges
in agile RE industry has to address today. We aim to build a shared understanding
concerning these challenges among voices that matter by means of experts in the field
of agile RE. Thus, the research questions we pose are listed below:
– RQ1: What are the key challenges in Agile Requirements Engineering?
– RQ2: How can we deal with the identified key challenges?
The paper is structured as follows: Sect. 2 briefly summarizes the related work and
points out the research gap. Section 3 presents the applied research method and describes
the iterative expert judgement process. Then, Sect. 4 identifies the findings and discusses
both on their meaning and on the limitations of this study. Finally, Sect. 5 provides the
conclusions as well as an outlook on future research.
2 Related Work
There are related studies in the literature that investigate challenges in agile RE by means
of different research methods. Table 1 shows an overview of the reported challenges and
used research methods.
Analyzing the related work, we can state that the authors use two different kinds of
research approaches in general. On the one hand, Ramesh et al. [13] and Bjarnason et al.
[14] utilize case studies to investigate the challenges in the field. On the other hand,
Inayat et al. [11], Heikkila et al. [15] and Soares et al. [12] report challenges in agile RE
by analyzing primary studies with the aim to identify available evidence in existing
research.
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Table 1. Challenges in agile RE reported by related work





Problems with cost and schedule estimation; inadequate
or inappropriate architecture; neglect of non-functional
requirements; customer access and participation;
prioritization on a single dimension; inadequate




Case study Planning for agility; weak requirements prioritization;
weak effort estimates; quality issues; system completed
late; capturing innovation; lack of documented
requirements; customer-proxy role; ensuring
competence (RE, VV); motivating teams for








Minimal documentation; customer availability;
inappropriate architecture; budget and time estimation;
neglecting non-functional requirements (NFRs);
customer inability and agreement; contractual





Mapping study Problems with client or customer representatives;
insufficiency of user story format; difficulties in
prioritization of requirements; growing technical debt;








Requirement prioritization; non-functional requirements
identification; lack of information; volatility of
requirements; requirements definition; dependence
among requirements; prediction of impacts of changes;
user dependence; communication and collaboration with
users; requirements validation
Ramesh et al. [13] results were published in 2010. However, as ASD is a rapidly
changing research area and the body of knowledge has evolved over the last years, we
need to clarify whether the reported challenges are still relevant today. For instance,
NFRs may not be longer a challenge for industry since the concept of the Definition of
Done and the usage of acceptance criteria are widely spread. Bjarnason et al. [14] carry
out a case study in only one company, therefore the results may not be applicable to
other companies and may not be representative in general. In comparison, Inayat et al.
[11], Heikkila et al. [15] and Soares et al. [12] review primary studies by analyzing
existing literature, which is a good approach to get an impression of relevant aspects
from a theoretical viewpoint. Nevertheless, one could argue that this is not an appropriate
approach to investigate the existing challenges in practice.
To this end, the aim of this study is to identify the most important challenges in agile
RE industry has to face up today by getting insights from 26 experts in the field. To the
best of our knowledge there is no existing study investigating these challenges by means
of a qualitative study with practicing experts in ASD working for many different companies.
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3 Research Method
We used an iterative expert judgement process rooted in a Delphi study [16–18] in order
to respond to our RQs. We applied a modified Delphi study where measuring consensus
and stability at group level among several iterations was not the most crucial part. On
the contrary, we shifted the focus to applying the valuable features of Delphi for
conducting our iterative expert judgement process [19]:
– Anonymity among experts to avoid influence of dominant individuals
– Iterative approach
– Controlled feedback with statistical group response
The main benefit of our modified approach was utilizing the learnings from a
previous iteration for carrying out the following ones.
3.1 General Study Design
The study was performed in three complementary rounds. Figure 1 gives a general
overview of the process. At the beginning of each round, we started designing the ques‐
tionnaire, optimized by a pretest. Once finished, the invitation was sent to the experts
via email. In the second and third round, we attached the results of the previous rounds
to the invitation in order to share the outcomes among the panel. The experts had two
weeks to fill in the questionnaire. During the following two weeks we evaluated the
results, created the report, specified the criteria for dropping items for the following
round and designed the questionnaire for the next round.
Fig. 1. General process of study
We conducted the study in German since most of the experts are native speaker.
Since we are aware that the term agile RE is not very accepted in the agile community
and some experts understand this as a contradiction in itself, we decided not to ask for
challenges in agile RE directly. On the contrary, we phrased our questions differently
and described the context of our study within the introduction part of each questionnaire.
We used google forms for the first and second round, whereas limesurvey was used
for the third round due to the complexity of the questionnaire. In general, we decided to
use 7-point Likert items since this has been proven to be the best choice in terms of
avoiding interpolations within related research fields [20]. Besides, we adapted the
quality criteria proposed by Diamond et al. [17] so as to ensure the quality of our study.
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3.2 Panel of Experts
We selected our panelists specifically for their knowledge or position regarding the issue
under study. As shown in previous work, the research field of agile RE is very close to
existing work practices in industry [5]. To this end, we defined the reproducible criteria
for selecting participants as follows:
– Many years of experience as professional in the field of ASD
– Working experience in one or more of the following roles: Product Owner, Scrum
Master, Agile Coach, Consultant for Agile Transition, Kanban Expert or Lean Startup
Expert
The panel consisted of 26 experts who are working in 19 different companies located
in Germany and Switzerland. In general, they had 2–10 years of experience working in
ASD (average = 6.14 years). In comparison, experts have about 0–16 years of experience
with RE (average = 6.65 years). Even though one expert stated that he had no experience
with RE at all, we decided to include his answers into the study, since he has long
experience in ASD and in general there do not exist a specific role of a requirements
engineer.
Figure 2 shows the kind of process models experts have been working with. It is
worth mentioning that most of the experts have experience both with sequential
approaches and with agile approaches.
Fig. 2. Process models used by experts
In addition, Table 2 displays the know-how level in terms of ASD rated by experts
themselves.
Table 2. Know-how of panel in terms of ASD
know-how
very poor
1 2 3 4 5 know-how
very high0.0% 0.0% 15.4% 69.2% 15.4%
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3.3 Round 1
The questionnaire of the first round comprised two open questions, repeated 15 times. On
the one hand, the experts were asked what the most important challenges with require‐
ments in terms of ASD were. On the other hand, they should give a statement for each
challenge to clarify why they considered this challenge as important. The minimum
number of required answers was 3, whereas the maximum was 15. In sum, we received 107
answers (items) from 26 experts. Table 3 shows an example of an item consisting of a
challenge and a statement concerning importance. The full results can be found in [21].
Table 3. Exemplary item in round 1
Question round 1 Answer given by expert
What challenge do you perceive with
requirements in terms of Agile
Software Development?
Stakeholders affected by requirements or changing the
system are not involved
Why do you consider this challenge
as important?
In one of my projects, representatives of end users did
not really knew the pain of end users. Even the early UI
prototypes were tested by incorrect stakeholders, which
led to risks of conflicts and failure
With respect to data analysis, each challenge was categorized by the authors during
a workshop. Those items, which could not be categorized easily, were discussed within
the group of authors. We used the following categories: stakeholder and user involve‐
ment, collaboration within the team, vision and big picture, iteration planning and esti‐
mation, granularity of requirements, dependencies of requirements, understanding agile
and agile values, continuous delivery of value, roles and responsibilities, need for
security, requirement validation, RE methods, format of requirements, clarity of require‐
ments, prioritization, refinement, discovery and transparency.
Additionally, the reported challenges were categorized according to their agile RE
activity (see Table 4).
Table 4. Agile RE activities
Agile RE activity Description
Discovery Eliciting new ideas/requirements
Refinement Clarifying and analyzing new ideas/requirements
Prioritization Measuring the value that the development will add to the product
Review Checking if requirement is implemented in the manner to deliver value
Documentation Capturing discussion and decisions around the requirement
3.4 Round 2
We checked each item of round one critically, whether or not it was appropriate for
answering our RQs and being queried in the next round. Thus, items of round 1 were
consolidated or excluded. In the end, we identified 34 items as relevant for assessing
them in round 2. Based on those items, we created the questionnaire for the second round.
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The resulting questionnaire assessed 34 items related to the following topics: stakeholder
and user involvement (6 items), understanding agile and agile values (6 items), RE
methods (10 items), iteration planning and estimation (6 items) and format of require‐
ments (6 items).
The experts rated each item using 7-point Likert items (see Fig. 3). Moreover, they
could choose giving no statement. To sum up, we received responses from 23 experts.
For each item we calculated mean, variance and standard deviation. Additionally, we
created a diagram showing the distribution of experts’ opinion (see Fig. 3) and discussed
on the meaning of findings. The results of round two can be found in [22].
Fig. 3. Exemplary item of round 2
3.5 Round 3
We reduced the number of items when designing the questionnaire for the third round.
Considering items from round 2, we assessed each item according to (a) its relevance
in terms of our RQs, (b) the importance in terms of the attributes of agile RE, (c) the
opinion of the experts and the comprehensibility of the items.
The final questionnaire comprised two parts. The first part queried in sum 20 potential
key challenges of agile RE (see Appendix). The experts were asked to rate each item,
whether or not it is a challenge in agile RE. Moreover, they had the option to choose
giving no statement. Then, the second part evaluated those items that experts identified
as challenge in terms of importance, following 7-point Likert items (totally important,
important, rather important, neutral, rather unimportant, unimportant, totally unimpor‐
tant, no statement). In addition, experts optionally had the chance to provide a solution
for solving the challenge.
In sum, 22 experts filled in the questionnaire. We classified each of the 20 items as
challenge in Agile RE since we derived all items from the results of the previous rounds.
Besides, we calculated the number of experts who rated each item as a challenge. Then,
we defined challenges as key in those cases where 2/3 of the experts’ answers were:
“Yes, it is a challenge”. Finally, we calculated the importance for those items. The results
of round 3 can be found in [23].
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4 Results and Discussion
Summarizing the results of the three complementary rounds, we derived 20 challenges
that companies have to cope with in terms of agile RE (see Appendix). We categorized
such challenges into stakeholder and user (3 items), requirements management (7 items),
methods and artifacts (5 items) and format of requirements (5 items).
4.1 (RQ1) What Are the Key Challenges in Agile Requirements Engineering?
We identified six key challenges industry has to face today in terms of agile RE (see
Table 5). In general experts weighted the identified challenges as important [23] and
none of them rated one of the six key challenges as unimportant.
Table 5. Key challenges in agile RE
ID Key challenge N Yes No
C1 In agile software development functional or technical
dependencies with other teams are a challenge because a





C2 In agile software development it is a challenge that
stakeholders understand that the development team can





C3 In agile software development it is a challenge not to lose






C4 In agile software development continuous management of
requirements is a challenge since not all of them are fixed






C5 In agile software development it is a challenge to work out
user requirements and quality of use in cooperation with





C6 In agile software development it is a challenge to involve
stakeholders throughout the whole development process in






All challenges related to the category stakeholder and user are classified as key
challenges (C2, C5, C6). Therefore, we can conclude that organizations still struggle to
the agile transition. Evolving an agile mindset within a whole organization even in parts
that are not close to development is still a challenge companies have to address.
Typically, agile transformation starts in development-oriented parts of an organiza‐
tion. Transforming an organization to become more agile implies a change within the
whole organization. The results show that there is a gap between knowledge and under‐
standing agile values [24] within organizations. Development-oriented techniques
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evolve rapidly. In comparison, there are still challenges involving stakeholders and users
into the agile processes (C2, C5, C6).
Two challenges (C1, C4), related to category requirements management, are key in
agile RE. On the one hand, companies have an issue with the continuous management
of requirements. On the other hand, they have a problem with technical or functional
dependencies due to raising effort in coordination. Besides, one challenge of methods
and artifacts (C3) is a key challenge.
ASD is commonly used in environments where people have to solve complex adap‐
tive problems [25]. Concerning C1, C3, and C4 we can state that there are still challenges
to be solved, due to the complexity of problems, which are not addressed by agile tech‐
niques properly. To this end, existing techniques and methods must be adapted or new
techniques need to be found.
Figure 4 offers an overview of the categorized key challenges.
Fig. 4. Categorized key challenges in agile RE
4.2 (RQ2) How Can We Deal with the Identified Key Challenges?
Experts recommend techniques, methods and tools in order to deal with the challenges
in agile RE. Below, we will list the techniques and methods proposed by the panel for
each key challenge.
C1: In agile software development functional or technical dependencies with other
teams are a challenge because a considerable coordination effort is required.
More than three experts recommended using scaled frameworks such as LeSS, SAFe or
Scrum of Scrum. Moreover, they proposed the use of the following techniques: creating
a common understanding among all, enhancing continuous communication and collab‐
oration, training the ability to solve dependencies, holding weekly coordination meet‐
ings, organizing teams in matrix management, building communities of practices for
transcending topics, release planning (SAFe), team-transcending availability of product
und sprint backlogs, involving temporary representatives in other teams, enforcing
continuous integration, improving API-driven development and microservices.
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C2: In agile software development it is a challenge that stakeholders understand
that the development team can make independent (detailed) decisions.
The following techniques were suggested: continuous coordination and presenting
possible solutions to stakeholder, providing transparency about rationales of the deci‐
sions, strengthening product owner with competency in decision making and helping
stakeholders become aware of the consequences of interfering into detailed decisions.
More than three experts recommended providing alternative solutions for one
requirement. In addition, it is useful to demonstrate that the recommended solution of a
stakeholder is an alternative out of many. In previous rounds, more than one expert stated
that product owner and stakeholder altogether decide what to be developed. In contrast,
the development team decides how the requirement should be developed.
C3: In agile software development it is a challenge not to lose sight of the big picture
during the implementation of complex requirements.
The following techniques were recommended: creating a shared understanding
regarding the meaning of the big picture by means of a product vision, defining epics or
subgoals in the beginning, managing the big picture as a responsibility of the product
owner, providing transparency concerning changes among all, understanding connec‐
tions among user stories by means of story mapping, visualizing customer journey in
the beginning, involving users continuously in order to focus on the problem to be solved
and identifying central contact person for related topics to enable rapid coordination.
Moreover, the experts advised to use visualization by means of roadmaps, sketches of
the system and processes, and value streams.
C4: In agile software development continuous management of requirements is a
challenge since not all of them are fixed at the beginning and they may change over
the course of the project.
The experts proposed the following techniques, methods and tools: collaborating closely
with the requesting stakeholder, communicating regularly within the team, refining and
prioritizing continuously the product backlog, grooming on demand (Kanban),
describing in detail the requirements in the sprint backlog, reviewing the results regu‐
larly, discussing the maturity level of a requirement with the team, grouping user stories
to epics, using Kano analysis, screening and scoring the theme, weighting relatively,
utilizing spike stories to evaluate uncertainty in requirements and using ticketing tools
(e.g. JIRA).
C5: In agile software development it is a challenge to work out user requirements
and quality of use in cooperation with direct users (end users) of the product.
The experts recommended utilizing the following techniques: prototypes, interviews,
observing users by the think aloud method, A/B testing, UX labs, analyzing usage
behavior, friendly user tests, alpha/beta/silent launches, improving continuously a
released version, utilizing a UX-board for play back user insights and testing hypotheses
with real users. In addition, one expert suggested adapting user research to ASD by
reducing the methods to the minimal, evaluate within the team without report creation,
reduce financial restrictions for user involvement as well as problems of accessing real
user by means of panels or a prior recruitment.
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C6: In agile software development it is a challenge to involve stakeholders
throughout the whole development process in regular iterations so that product
development will succeed.
The following techniques were proposed: defining stakeholders and their involvement
in regular iterations, proposing goals instead of prescribing solutions, involving all
possible stakeholders in the beginning and reducing the amount of people over time.
More than eight experts suggested involving stakeholders by regular planning and
review meetings to gather feedback and useful information. In light of this, they recom‐
mended clarifying the purpose of the meetings and the importance of the outcomes to
be discussed beforehand.
4.3 Meaning of Findings
Comparing our findings to the identified challenges of the related work (see Table 1),
we can conclude that 16 out of our challenges are not reported by the related studies.
Our key challenge C5 (user involvement) is reported by all related studies. In addi‐
tion, three studies [11–13] report issues with non-functional requirements, which is
comparable to our challenge C13. There is also a relation between the key challenge C4
(continuous requirements management) and the challenge “requirements change and its
evaluation” reported by [11]. Moreover, the key challenge C1 (technical or functional
dependencies to other teams) is reported by [12] in a slightly different manner since they
phrase it like “dependence between requirements”.
Moreover, the results show that the identified challenges are often not limited to
ASD, but they rather refer to software development in general. Therefore, we can
conclude that organizations still struggle with agile transition and understanding agile
values, in particular, in terms of stakeholder and user involvement.
4.4 Limitations
We are aware that the design of a questionnaire is important for the process of data
gathering. To this end, we made several pretests of each questionnaire we used with
participants matching our criteria of expert selection. Nevertheless, we observed two
experts struggling with the user experience of the questionnaire tool (Google Forms)
used in round 1. Therefore, we decided to use another tool (LimeSurvey) for the ques‐
tionnaire in round 3, which was more complex than the previous two.
To carry out the study, the group of authors created summaries of the results and
made decisions concerning the kind of items they had to query in the following rounds.
That may lead to bias in the opinion building process of the panel. We tried to prevent
this point by being very accurate in terms of data analysis and by creating the reports.
In addition, we selected items for the following rounds through the selection criteria
defined earlier.
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5 Conclusions and Future Work
This paper has addressed the identification of the most important challenges in agile RE
industry has to face up today. Moreover, we examined how to deal with those challenges.
For that purpose, we carried out an iterative expert judgement process comprising three
complementary rounds. The learnings from previous iterations were used for carrying
out the following ones. Our panel consisted of 26 experts in the field of ASD working
for 19 different companies.
We have contributed to the body of knowledge of software development by identi‐
fying 20 challenges industry has to address at present in terms of agile RE. Six of these
challenges have been defined as key challenges. In addition, we have analyzed options
to deal with those key challenges by means of agile techniques recommended by the
experts.
Future research may specifically identify challenges in agile RE by means of an
international panel of experts, for instance with experts from Scandinavian countries.
Our aim is to conduct a comparative analysis among the statements of German-speaking
experts with the viewpoint of international experts. In addition, we are creating a tool
that supports practitioners solving the identified challenges using agile techniques.
Therefore, we are working on agile RE patterns. Some experts stated that the queried
challenges are not limited to ASD. To this end, future studies may analyze whether the
challenges appear in terms of RE in general.
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See Table 6.
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Table 6. Challenges in agile Requirements Engineering
ID Challenge in agile RE N Yes No
C1 In agile software development functional or technical dependencies with other





C2 In agile software development it is a challenge that stakeholders understand that





C3 In agile software development it is a challenge not to lose sight of the big picture





C4 In agile software development continuous management of requirements is a
challenge since not all of them are fixed at the beginning and they may change





C5 In agile software development it is a challenge to work out user requirements





C6 In agile software development it is a challenge to involve stakeholders throughout






C7 In agile software development it is a challenge that the requirements to be
implemented are clearly defined from the development start since the priorities





C8 In agile software development it is a challenge to analyze requirements with





C9 In agile software development it is a challenge to formulate requirements as






C10 In agile software development it is a challenge to slice requirements in such a





C11 In agile software development it is a challenge to justify the benefits of the
requirements in order to make the added value of the implementation clear as

















C14 In agile software development it is a challenge to focus only on the refinement





C15 In agile software development it is a challenge to develop an outlook on the next





C16 In agile software development it is a challenge to design requirement documents






C17 In agile software development it is a challenge to use methods for elicitation and






C18 In agile software development it is a challenge to capture requirements in such





C19 In agile software development it is a challenge to formulate clear and





C20 In agile software development it is a challenge that elicitation and evaluation of
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Abstract. Today, software teams can deploy new software versions to
users at an increasing speed – even continuously. Although this has
enabled faster responding to changing customer needs than ever before,
the speed of automated customer feedback gathering has not yet blos-
somed out at the same level. For these purposes, the automated collect-
ing of quantitative data about how users interact with systems can pro-
vide software teams with an interesting alternative. When starting such a
process, however, teams are faced immediately with difficult decision mak-
ing: What kind of technique should be used for collecting user-interaction
data? In this paper, we describe the reasons for choosing specific collecting
techniques in three cases and refine a previously designed selection frame-
work based on their data. The study is a part of on-going design science
research and was conducted using case study methods. A few distinct cri-
teria which practitioners valued the most arose from the results.
Keywords: Agile software development · User-interaction data ·
Multiple case study · Software data collecting
1 Introduction
In the last few years, the world has witnessed a tremendous progress in the
ways software is developed with. On one hand, this has already benefited both
customers and vendors by improving productivity, product quality, and customer
satisfaction [1]. On the other hand, the acceleration of release velocity has been
such a strong focus point, that the evolution of the means of understanding user
wants and needs could not have kept up the pace. For example, Mäkinen et al. [2]
describe that customer data analytics are still used sparingly. Similarly, research
related to the techniques of automatic collecting of post-deployment data and
its use to support decisions still seems to be in its infancy [3]. This feels partly
unfortunate, because agile software development has always had the intention
of faster responding to changing customer requirements – and to achieve this,
both rapid releasing and rapid understanding of customers are needed.
Addressing this, one of the promising solutions is to track users in the user-
interface level, then analyze that data to understand how they use the software,
c© The Author(s) 2017
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and finally make decisions based on the analysis [4]. To start such a process,
the first thing to do is to select a collecting technique that is suitable for the
case. There are many restrictions to this, however, and these make the select-
ing a rather problematic task. Therefore, guidelines for evaluating and selecting
a suitable collecting technique are needed. In our previous work [5], we have
designed such a selection framework, which should serve as a guideline and help
practitioners in these tasks. The objective of this study is to evaluate and refine
that selection framework.
In this paper, we describe the reasons for choosing specific collecting tech-
niques in three different case contexts and evaluate and refine the previously
presented selection framework based on their data. The study is a part of on-
going design science research in which we have already designed the selection
framework. This part uses the case study method to evaluate and refine the
previous design and explore its contexts. Specifically, we address the research
question:
– What reasons software teams have for selecting a specific technique
for user-interaction data collecting?
To answer this overarching research question, we have derived two sub-questions.
Firstly, the process of choosing a collecting technology will be explained. Sec-
ondly, we try to find out if some of the criteria we presented in our previous
work are more significant than others or if there are completely other and more
relevant reasons for choosing the technologies. The sub-questions for the study
are declared as follows:
1. How were the collecting techniques selected in each case?
2. What kind of criteria for choosing a certain technique were the
most significant in each case?
The rest of the paper is structured as follows. In Sect. 2, we present the back-
ground of the study, namely the selection framework which consists of selection
criteria and a process. In Sect. 3, we explain how and why we used case study
methods and describe the cases involved. In Sect. 4, we describe the process and
criteria for choosing a specific technique for user-interaction data collecting in
each case. In Sect. 5, we discuss those results to evaluate and refine the selection
framework and in Sect. 6 we present the final conclusions of the study.
2 Background
To the best of our knowledge, related work for selecting techniques for user-
interaction data is very limited. For example, a recently published systematic
mapping study by Rodriguez et al. [6] identified the analysis of why certain tech-
nologies for monitoring post-deployment user behavior are selected over other
similar existing solutions as a concrete opportunity for future work. However
as a background for this study, we revisit the basics of the previously designed
selection framework for user-interaction data collecting techniques.
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The selection framework forms the basis for this study, as our goal is to
evaluate the framework and refine it where necessary. It consists of a set of
selection criteria and a process for the selecting. In addition, we introduce dif-
ferent techniques for user-interaction data collecting. These techniques and their
evaluations are presented in a more detailed manner in [5]. They are mentioned
nonetheless here for an overlook to the different alternatives that software teams
have when they start collecting user-interaction data and for demonstrating the
criteria part of the selection framework.
2.1 Selection Framework for a Collecting Technique
Criteria. The selection framework guides software teams to evaluate user-
interaction data collecting techniques in terms of the technique’s timeliness,
targets, effort level, overhead, sources, configurability, security, and reuse. In the
following list, each criterion is described by demonstrative questions which could
be asked as a team evaluates collecting techniques.
– Timeliness. When can the data be available? Does it have a support for real-
time?
– Targets. Who should benefit from the data? What is the intended use? Does
it support many targets? Does it produce different types of data?
– Effort level. What kind of a work effort is needed from the developers to
implement the technique?
– Overhead. How does it affect performance, e.g. system response time to user-
interactions?
– Sources. Does it support many source platforms?
– Configurability. Can the collecting be switched on and off easily? Can it
change between different types of data to collect?
– Security. Can the organization who developed the collecting technology be
trusted with the collected data? Is the data automatically stored by the same
organization?
– Reuse. Is the collecting always a one-time solution or can it be reused easily?
Process. The first thing to do when selecting a technique for user-interaction
data collecting, is to rapidly explore the case to get a grasp of the most
critical technical limitations. These include things such as the size of the code
base, availability of automated tools and AOP libraries for the target appli-
cation’s language and platform, and access to the UI libraries and execution
environments.
If any critical limitations are faced, the next step is to reject the unsuitable
techniques accordingly. For example, if there are many security issues related
to the data being collected or if data needs to be sent in real-time, collecting
techniques using 3rd party tools might have critical limitations that cannot be
avoided resulting in the rejection of the technique.
The following step is to prioritize the evaluation criteria. In addition to
the explored case information, one should find out the goals different stakeholders
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Fig. 1. Selection framework for user-interaction data collecting techniques.
have for the usage data collecting as these can have a major impact on the
approach selection. If the goals are clearly stated, and the aim is e.g. to simply
find out which of two buttons is used the most, manual instrumentation can work
sufficiently. However, if the goal is stated anything like “to get an overall view of
how the system is used” or if the goal is not stated at all, the more automated and
more configurable approaches most likely become more appealing. Therefore, one
of the most crucial things to find out in this step is to understand what different
stakeholders want to accomplish with the collected data.
After this, the final step is to evaluate the remaining approaches. The
plus and minus signs used in Table 1 work as guidelines in this, but their emphasis
obviously varies on a case to case basis. To summarize, the selection framework
is illustrated in Fig. 1.
2.2 Techniques for User-Interaction Data Collecting
Firstly, in manual instrumentation (Manual) developer adds extra statements
to the relevant locations of the software. On one hand, this highlights the flex-
ibility of the technique but on the other, adoption to new targets and sources
would require significant rework making reuse practically impossible.
Secondly, there are multiple tools for automated instrumentation
(Tools) of the code, e.g. GEMS [7], for various data logging, quality assurance
and performance monitoring purposes. This technique frees the programmers
from the manual work and reduces the probability for errors lowering the effort
significantly.
Thirdly in between of the above techniques, aspect-oriented program-
ming approach (AOP) is something of a mixture from the two. The research
presented e.g. in [8,9] use aspect-oriented programming as a tool for code
instrumentation. Aspect-based instrumentation allows the instrumentation to be
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Table 1. Summary of the technique evaluations.
Criteria Techniques
Manual Tools AOP UI Lib. E.E.
Timeliness + − + + −
Targets + − + − −
Effort − + + + +
Overhead + − + − −
Sources + − − − −
Configurability + − + + −
Security + − + + −
Reuse − + − − +
+ = Supports selecting
− = Technique has limitations
system and application specific, which focuses the collecting better on the rele-
vant targets.
Fourthly, an alternative implementation of a user-interface library
(UI Lib.) can be set to automatically collect user-interaction data. Because user-
interaction is usually implemented with standard UI libraries, their components
can be altered so that they include the collection of user-interaction data within
them. Finally, the data collection can also be integrated into the environment
without modifications to the original application. For languages like Java and
JavaScript the virtual machine is an execution environment (E.E.) where
method and function calls can be monitored by instrumenting critical places.
We have summarized the evaluations of different collecting techniques for
the basis of the selection framework, i.e. Table 1, giving each technique either a
plus if it has a positive impact or if it does not have restrictions in terms of the
criterion. A technique is marked with a minus sign if it limits the selection or
the use of a data collecting implementation according to a criterion.
3 Research Approach
The study was conducted using case study methodology. It allowed us to explore
and describe the case specific situations and their circumstances related to
the selection framework from deeper and more insightful viewpoints than if
a research method with set variables had been used. Case study investigates
contemporary phenomena in their real-life context [10], and this suited the pur-
poses of the study well. The study is a part of on-going research effort, where
we design, evaluate, and diffuse the selection framework by design science guide-
lines presented in [11] and with the process presented in [12]. The design science
method of the underlying research effort affected this study as well especially in
how actively the researchers had to take part in the cases. This participation was
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obviously required because the automated collecting of user-interaction data and
its use for software development was still an unknown area for each of the case
organizations. Moreover, the researchers had a substantial expertise considering
the designed selection framework.
3.1 Explanatory Case Study
The selection framework, as presented in [5], includes predetermined criteria
for evaluating the collecting technologies. These criteria could have been used
straightforwardly as variables of a study with more experimental setting. How-
ever, the criteria have been derived from a literature survey and from only one
case study. Therefore, we acknowledge that there can be other criteria that affect
the selection as well, and perhaps with a greater impact. To allow the inclusion of
these other possible factors into the selection framework, we have chosen to use
specifically multiple case study method and gather data from three different cases.
This study uses explanatory case study methodology because its aim is at
finding the reasons why software teams choose a specific collecting technology.
The results of this explanatory case study are used for evaluating and refining the
designed selection framework where necessary. Runeson & Höst [13] have cate-
gorized case studies by their purposes into exploratory, descriptive, explanatory,
and improving. Since explanatory case studies are “...seeking an explanation
of a situation or a problem, mostly but not necessary in the form of a causal
relationship”, their aims are well-suited for the study.
Case Selection. Given the purpose of the studied selection framework, its
potential users are mainly software teams that are only beginning to collect
user-interaction data. This limited the potential cases for this study to software
teams that had not yet selected a technique for user-interaction data collecting
but were still willing to try such collecting out. Clearly, the selected cases had
to be open enough that publishing the results reliably was possible and also
accessible in the first place for the first author to do the research with them.
Similarly, the number of the cases selected for the study was affected by
the fact that the first author had to spend considerable effort in each case. As
suitable software teams for this study had not tried out user-interaction data
collecting or explored its techniques, the first author had to have access to a
potential software team to tell about the possibilities of such data collecting and
initiate these tasks. All of these limited the number of selectable cases to few,
and finally three software teams were selected for the study.
Data Collection. The data was gathered from February to December 2016.
Main parts of the data consist of meeting notes written down by the first author
of this paper. Workshop type of meetings were held in each of the cases. Since
collecting user-interaction data was a novelty for each participating software
team, simple interviewing would not have worked. Rather, the meetings were
organized as workshops where the first author motivated the software team to
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try out user-interaction data collecting and described the different possible tech-
niques for doing so. In addition to the data gathered in meetings, the first author
had designated work desks in the same rooms where the software teams were
working in cases A and B. Therefore, data was also gathered by observation
and by participating in informal meetings. However, these data were only used
for verifying some of the previously collected meeting note data, such as how
many standup meetings a team have in a week. Although these observational
data were not collected in a formal fashion, for the first author it improves the
reliability of the results in terms of data triangulation.
Validity and Reliability Considerations. Although this study tries to inves-
tigate what kind of things have an effect on the decisions of software teams, the
aim is not to find definitive proofs or certain amounts of statistical significance
in these relations – rather to broaden the scope of possible causes. Therefore, the
internal validity needs especially careful considering. Firstly, selections in earlier
cases can have had effects on later ones. This was obviously not intentional but
still surely possible because the same researcher explained the different options
for the teams in each case. However, the author of this paper separated himself
from the decision making in each of the cases and the decisions were made only
by the software teams.
Secondly, the criteria presented with the selection framework can have guided
the author of this paper to identify only those as the reasons for selection. Con-
sequently, there can have been reasons that have not been mentioned aloud in
the meetings but which still have had an effect on the decision. For example, a
technology might have been seen as an unsuitable option in such an indisputable
manner that the software team has not even mentioned it. This risk was miti-
gated in cases A and B by not only gathering data from meetings, but also by
observing the working of the teams in the their offices and participating in their
informal meetings.
The results of this study will not be generalizable for any software team. How-
ever, they provide a detailed look on the reasons these three software teams had
for choosing a user-interaction data collecting technique. The three case orga-
nizations are different from each other in many ways, and therefore the results
can give interesting insights to a wide audience. Although only one researcher
gathered the data in each case, the meeting notes were shown to and accepted
by team members in each case.
3.2 Case Organizations
Case A. Organization A is a large international telecommunications company.
The software team that was involved in this case consisted of around eight mem-
bers. The border of one team in this organization is quite flexible as employees
work for many products. The team members had titles of software architect, UX
designer, software developer, and line manager. Their products consist primarily
of software in the field of network management, and these range from Java software
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to web based systems. The software development method used in their team has
some properties from agile development methods such as Scrum. They, for exam-
ple, have bi-daily standup meetings and they use Kanban boards to organize their
work. New versions of their product are released usually a few times a year.
Case B. Organization B is a privately held software company in Finland. At the
time of the study, they had around 300 employees and offices in three major cities
in Finland and they primarily develop software in projects for their customers
as ordered. The software team involved in this case, however, develops their own
software-as-a-service solution. As in case A, the software team in case B also uses
things such as daily standup meetings, Kanban boards and retrospective sessions
familiar from some of the agile development practices. On the contrary however,
they are releasing new versions of their product to the end-users far more often –
usually biweekly. Their software team consists of seven members with titles such
as product owner, UX specialist, software architect, and software developer.
Case C. Organization C is a research and education center of around 10000
students and 2000 employees. The case C software team is part of a research
group who have specialized in embedded systems design. They have developed
Kactus2, which is an “open source IP-XACT-based tool for ASIC, FPGA and
embedded systems design”1. The software has created traction from users world
wide. It has been downloaded around 5500 times during the last year requests
coming mainly from the USA and from middle Europe. The development team
consists of four employees with the titles of software developer, software architect
and business architect. The developed tool itself is an installable software system
and installer packages for Windows and Linux tar-packages of its new versions
are released three to four times a year.
4 Results
The results of the study are twofold. Firstly, we describe the processes with which
the techniques were selected in each case. Secondly, we dive into the reasons the
software teams had for their selection.
4.1 The Processes of Choosing a Collecting Technology
Case A. In February 2016, members of the software team of Case A explained
to the researcher that they had an overall interest in trying out the use of user-
interaction data for the further development of their software products. The
researcher had presented the different technological approaches for collecting
such data in a previous informal meeting. These were the same approaches as
described in [5]. Two of the software team’s products had been then analyzed by
1 http://funbase.cs.tut.fi/.
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the Organization A in terms of the suitability of the products in experimenting
with user-interaction data collecting. The first of the two was Tool X written in
Java, and the second one a JavaScript based Web-system Y. The team decided
to carry on the collecting efforts with the System Y.
After this decision, the team had a meeting with the researcher to give a short
presentation about the code base of the System Y and its software architecture.
The meeting was arranged as a workshop to find out what kind of user-interaction
data the team wanted to have collected. In addition, the team described what
is important for the collecting technology and its implementation.
From this point on, the job of the researcher in the eyes of the software team
was to develop a demonstrative collecting tool for their product. The researcher
then used the criteria from the selection framework and was left with only one
suitable technology approach – developing a new tool for monitoring the exe-
cution environment. After developing a prototype of such a collecting tool, the
researcher presented it in a demo show for the team in March and got a thumbs up
from the team to go on with experimenting with the actual System Y. A testing
day with eight users from within the Organization A was held in December 2016
to try out an improved version of the collecting tool implemented in a lab version
of the System Y. The developed collecting tool is available in GitHub2.
Case B. In case B, a similar workshop meeting as in Case A was held by
the researcher with the software team in March 2016. The team explained the
method they use for developing their software and what kind of a software the
product is architecturally. It turned out, however, that this team had more expe-
riences with collecting use related data even at that point. For example, they had
tried out Google Analytics with some default settings for their product already.
After explaining that the data was mainly collected for debugging, two of the
team members and the researcher worked out also new targets in their software
development process which could be improved with user-interaction data. These
ideas ranged from prioritizing their product backlog to improvements in the user
interface of the product.
The team was well motivated to try out user-interaction data collecting.
However, as its return on investment was still unclear the first few tasks for
data collecting were agreed upon to be completed with as little work effort and
changes to the software architecture as possible. Therefore, three very specifically
described places in the UI of the product were selected to be improved with the
help of user-interaction data collecting. As the team had already tried out Google
Analytics on the same product, it was a straightforward choice for the storing
and analyzing the data of the tasks at hand as well.
At that point, the researcher described the same technological approaches to
the team as in Case A. Also similar to Case A, the selecting of the collecting
technology was an obvious pick since the three tasks were specified so explicitly.
The team members and the researcher made an unanimous decision to use man-
ual implementation for instrumenting the required places of the source code.
2 https://github.com/ssuonsyrja/Usage-Data-Collector.
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The researcher was then given rights to change the source code. After applying
the collecting code to six places in it, the version was sent to end-users for a two
week collecting period in April 2016.
Case C. In case C, an initial meeting was held with two members of the software
team and the researcher in September 2016. Similar to the previous cases, the
team members described the environment for which they develop software and
the architecture of their product. The meeting then continued as a workshop,
where each participant tried to figure out ways for how user-interaction data
collecting could be used for their software development. Such targets were plenty,
and no specific tasks were selected at that point. The researcher then explained
the same technological approaches for user-interaction data collecting to the
team members. The option of monitoring execution environment was rejected at
this point, but the rest still remained possible for selecting.
The evaluation criteria from the selection framework were then used for the
analysis of the product and its environment. Since the aspect-oriented approach
raised the most interest among the software team, it was decided that the avail-
ability of AOP libraries and their suitability to the product were to be examined.
An alternative implementation of a UI library was considered as a second choice,
but the rest of the alternatives were rejected at this point. During the fall of 2016,
the aspect-oriented approach was implemented technically successfully to the
product. The first data collecting period is planned to be held during the spring
of 2017 with a student group as experimental end-users.
4.2 Reasons for Choosing a Collecting Technique
Case A. The first decision made by the Organization A was that they selected
to try out user-interaction data collecting with System Y. This decision was
based on the sources and the reuse possibilities of the collecting effort,
because the motivation was to specifically try out this kind of data collecting as
a technical concept rather than immediately produce actionable insights from
exact places of a product. Had the collecting effort been carried out with the
Tool X, the reuse would have been practically impossible since its environment
was not as common as with the System Y.
Although the overall motivation was to test user-interaction data collecting
conceptually, the team wanted to focus the requirements of the data collecting
after the selection of the specific source, i.e. product. Finding a technology that
could be easily reused with as little implementation effort as possible became a
goal. This made the option of manual instrumentation heavily unfavorable. The
team also emphasized how the security and configurability were important
for the collecting technology. For example, the environment of their product was
such that the collecting should be easy to be left out of the whole product when
necessary. Consequently, the unobtrusiveness of the technology was highly valued.
Although the need for low configuring effort increased the attractiveness of
using an automated tool for instrumentation, the security concerns were so heavy
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that the use of a tool developed outside the organization was not recommended.
Therefore, the option of finding and using 3rd party tools was quickly rejected.
In addition, the availability and effects of AOP libraries to things such as the
overhead were unknown in the environment of System Y. Possibly the most
significant of all, there was no motivation to make as big a change to the
software architecture as needed by the aspect-oriented approach. The same
reason applied for rejecting the option of an alternative UI library, because hav-
ing different versions of the libraries was not acceptable for the delivery pipeline.
Case B. Similar to case A, the motivation for the team of case B in user-
interaction data collecting was to try it out as a concept. On the contrary how-
ever, this resulted in this case in a faster and a narrower scoped experiment.
In other words, the targets and the source of their data collecting were very
clearly defined in the first place. At the same time, this resulted in the lack of
significance of the implementation effort because it would be so low even with
the manual approach. Similarly, reuse was not considered as a significant rea-
son, since there were no guarantees that the data collecting mechanism would
be ever reused. All this resulted in a very straightforward choice of the manual
approach. It was by far the easiest approach to implement on a small scale and
it allowed the team to try out if user-interaction data collecting in a fast and
low-effort way.
Case C. Being a new thing for the case C software team, the user-interaction
data collecting was again designed as a demonstrative experiment similar to
the case A. Likewise, the interests of the team in this case were technical in the
sense that they firstly wanted to find out a suitable technique for user-interaction
data collecting. In the best case scenario, this technique could be then used with
their actual product and actual end-users after the initial experiment. Because
there was no simple access to experiment the collecting with real users, in the
manner of case B, and the security requirements were weighted a lot heavier, the
technical design of the collecting was the primary focus. Although the possible
user-interaction data types and collection places, i.e. sources, were plenty, they
were to be considered only secondly after validating the technical setup for the
collecting.
This affected the evaluation of the collecting techniques in terms of prioritiz-
ing the criteria from the selection framework. Not limiting the sources and tar-
gets became important, because the collecting technique would not be selected
and designed for just a one time try out. Although not mentioned out loud by
the team, this could hint towards them valuing the reuse possibilities. All of
these resulted in the attractiveness of the techniques enabling lower work effort
spend on each distinct collecting place. Further on, the whole collecting was
required to be able to be switched off as easily as possible. In other words, the
configurability of the collecting technique was valued high.
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5 Discussion
In each case, the process of choosing a collecting technology for user-interaction
data was more or less the same. Members of the software team and the researcher
had a meeting, where the researcher described the different technologies over-
all. After finding out what was the underlying goal for the team in the user-
interaction data collecting, the most important criteria for the selecting became
quite clear for both the researcher and the team members.
Comparing those criteria with the ones in the selecting framework, it is safe to
say that most of the evaluation criteria from the selection framework were used
without the researcher pushing the team towards those specific points. However,
timeliness was never mentioned by the teams, which could signal either its
insignificance or that its need is self-evident. On the contrary, overhead rose
up in each case as a conversation topic but similar to the timeliness it did not
seem to have any effect on the selecting in any case.
For both of these, it is worth mentioning that none of the techniques had a
known disadvantage nor a limitation in terms of these criteria (timeliness and
overhead) that would have been significant enough to get the whole technique
rejected. However, in the original selection framework they were marked with
minus signs for the monitoring execution environment technique. Therefore, the
summary table with the evaluation criteria from the original selection framework,
i.e. Table 1, requires some refining.
Firstly, the evaluations should consist of a wider scale than a plain plus or
a minus sign. In these cases, some of the criteria affected the selection clearly a
lot more than others. For example, the timeliness and overhead criteria did not
seem to have an effect on the selection but on the other hand, the effort level
of the manual technique had it rejected. Therefore, we propose an additional
exclamation mark to the evaluations in case the criterion is a possible ground
for a rejection. We have gone through the rest of the summary evaluations and
added an exclamation mark where necessary based on the cases.
Secondly, some of the evaluations are not clearly pluses nor minuses. There-
fore, we have added an option of +/− marking for the evaluation, if the technique
does not definitely support nor limit the selection in terms of the specific cri-
terion. Adding this option has had effects especially on the evaluations of the
techniques that are heavily intertwined with specific tools. For example, the
minus signs in the execution environment column of timeliness and overhead
rows can be then replaced with this option. We have reviewed the evaluations
and changed the original signs into +/− markings where necessary.
Thirdly, the effort criterion should be divided into two and renamed to scal-
ability. The intention of the criterion is to depict the work effort that is required
from the software developers to implement collecting snippets to the different
places of the source code. Finally, however, there was a clear need for an evalu-
ation criterion of how great an effort is needed from the software developers to
change the software architecture and/or environment of the moment to support
the collecting technique. This criterion could be named as the change that is
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Table 2. Refined summary of the technique evaluations.
Criteria Techniques
Manual Tools AOP UI Lib. E.E.
Timeliness + +/− + + +/−
Targets + − +! − +/−
Scalability −! + +! + +!
Overhead + − +/− − −
Sources + − − − −
Configurability + − + + +/−!
Security + +/−! +/− + +/−
Reuse − + − − +!
Change +! + −! −! +
+ = Supports selecting
− = Technique has limitations
+/− = No clear support nor limitations
! = A possible ground the rejection
required. With these refinements to the criteria and evaluations, the summary
table of the evaluations is as listed in Table 2.
In addition to the changes in the evaluations, the original selection framework
requires some refinements based on the cases as well. First of all, in these cases
the underlying goal of the whole collecting effort was the most important driver
in the selection process. In cases A and C the delivery pipelines did not allow fast
and flexible releases of new software versions with user-interaction data collecting
capabilities, and so the software teams decided to develop their environment so
that the collecting would be possible in the future. This became their real target,
where as the team in case B did not have to develop their environment. On the
contrary, they had the luxury of aiming straightforwardly at just testing out the
collecting and the resulting user-interaction data with a minimum effort.
Therefore, the first step of the selection framework, exploring the case, should
be clarified and replaced by a step of defining a main goal for the collecting effort.
Based on these cases, it would be easy to then remove the irrelevant evaluation
criteria after defining such a goal. For example, in case B the scalability of the
collecting technique was seen unnecessary after the collecting was designed to
be implemented as a one time solution.
Exploring the case still included important things that should be part of the
selecting framework. Thus, the next thing of the process should be to find out
the critical limitations. The rest of the original selection framework worked out
as it was in these cases, and so no other changes were required to the final refined
version of the selection framework. This framework is illustrated in Fig. 2.
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Fig. 2. Refined selection framework for user-interaction collecting techniques.
6 Conclusions
In this paper, we studied three cases where software teams selected techniques
for user-interaction data collecting. More specifically, we examined the reasons
the software teams had for the selection. To complement this, we evaluated
our previously designed selection framework and refined it based on the data
gathered from the cases.
In these cases, two of the most valued criteria for the selection were the scal-
ability of the technique and the lack of changes required to the software architec-
ture and deployment pipeline of the moment. Additionally, teams appreciated
the reuse, security, and configurability of the techniques as well as the support
for a wide range of monitoring targets. On the other hand, the rest of the cri-
teria presented with the original selection framework, i.e. timeliness, overhead,
and support for different source applications, did not seem to have a significant
effect on the selections.
The original evaluations of the different user-interaction data collecting tech-
niques were refined to include markings for the different levels of significance.
In addition, the original selection framework was fixed to better support these
more detailed evaluations. With these changes, we think the selection framework
and its complementary technique evaluations can help practitioners greatly to
the beginning of their journey of user-interaction data collecting.
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Abstract. Context: Eliciting requirements from customers is a complex task.
In Agile processes, the customer talks directly with the development team and
often reports requirements in an unstructured way. The requirements elicitation
process is up to the developers, who split it into user stories by means of different
techniques. Objective: We aim to compare the requirements decomposition
process of an unstructured process and three Agile processes, namely XP, Scrum,
and Scrum with Kanban. Method: We conducted a multiple case study with a
replication design, based on the project idea of an entrepreneur, a designer with
no experience in software development. Four teams developed the project inde‐
pendently, using four different development processes. The requirements were
elicited by the teams from the entrepreneur, who acted as product owner and was
available to talk with the four groups during the project. Results: The teams
decomposed the requirements using different techniques, based on the selected
development process. Conclusion: Scrum with Kanban and XP resulted in the
most effective processes from different points of view. Unexpectedly, decompo‐
sition techniques commonly adopted in traditional processes are still used in Agile
processes, which may reduce project agility and performance. Therefore, we
believe that decomposition techniques need to be addressed to a greater extent,
both from the practitioners’ and the research points of view.
1 Introduction
Eliciting requirements from customers is a complex task. In Agile processes, the intro‐
duction of the product owner usually facilitates the process, suggesting that the customer
talk directly with the development team and thus reducing the number of intermediaries.
However, the product owner, especially when he or she is not an expert in the project
domain, reports requirements in natural language, in their own words, and often in an
unstructured way.
The requirements elicitation process is up to the developers, who usually split it up
into user stories in the case of Agile processes.
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To the best of our knowledge, there are no studies that have attempted to understand
how requirements are decomposed in Agile processes and, moreover, no studies that
compare requirements decomposition among different Agile processes or other
processes.
To bridge this gap, we designed and conducted the first such empirical study, with
the aim of comparing the requirements decomposition process of an unstructured
process and three Agile processes, namely XP, Scrum, and Scrum with Kanban [21].
We conducted the study as a multiple case study with a replication design [1] since it
was not possible to execute a controlled experiment because of the unavailability of
developers for the major effort required. We selected four groups of second-year master
students as participants, which constitute a good sample of the next generation of devel‐
opers entering the job market. They were perfectly suited for this task since the project
did not require the use of new technologies unknown to the students, and they can thus
be viewed as the next generation of professionals [10–13]. Students are perfectly suitable
when the study does not require a steep learning curve for using new technology [13, 17].
We selected a project idea to be developed by means of an idea contest for entre‐
preneurs, selecting an idea from a designer with no experience in software development.
This project idea was then developed by four teams using four different development
processes. The requirements were elicited by the teams from the same entrepreneur who
acted as product owner with all four groups.
The results show interesting differences regarding requirements decomposition. The
team that developed in XP decomposed a lot more stories, followed by the one using
Scrum with Kanban, then the one using Scrum, and finally the team using the unstruc‐
tured process. Another interesting result is related to the development effort, which was
perfectly inversely proportional to the number of user stories decomposed, resulting in
the highest effort for the unstructured process and the lowest for the XP one.
This paper is structured as follows. Section 2 introduces the background and related
work. Section 3 presents the multiple case study and Sect. 4 the results obtained.
Section 5 describes the threats to validity and Sect. 6 draws conclusions and future work.
2 Background and Related Work
The term “user story decomposition” describes the act of breaking a user story down
into smaller parts [8]. User stories are typically decomposed into parts that have a scope
that is large enough to provide value to the customer but small enough so that the effort
for implementing the story can be estimated with a low risk of being wrong. A story
with a smaller scope is likely to be less complex than a story with a large scope. More‐
over, if the scope is large, more things can go wrong, e.g., unknown details might emerge,
the architecture may be inadequate, and so on [4]. Altogether, the expectation is that it
should be easier to estimate the effort for developing a small story than that for a large
one. As a consequence, sprint planning, i.e., defining which stories the team should be
able to complete during a sprint, is more likely to be accurate with small user stories.
Additionally, developing stories with a smaller scope allows the team to complete a
user story more often than if it were to develop only a few large user stories. This allows
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it to regularly deliver business value to the customer, with the consequence that the
customer can provide feedback earlier, allowing the team to learn faster which require‐
ments the system being developed should fulfill.
A popular technique for decomposing user stories is “User Story Mapping” [9],
which decomposes the stories from the user’s point of view, i.e., it decomposes the flow
of user activities “into a workflow that can be further decomposed into a set of detailed
tasks” [8]. User Story Mapping uses the terms “activity”, “task”, and “subtask” to
describe high-level activities (e.g., “buy a product”), tasks (e.g., “manage shopping
cart”), and subtasks, i.e., the decomposed user stories, which are the ones assigned to
developers (e.g., “add product to shopping cart”). Rubin uses the terms “epic”, “theme”,
and “sprintable story” to apply it within Scrum [8].
Outside of an Agile context, the decomposition of requirements into different parts
has been discussed to prepare their technical implementation: for example, [14]
describes techniques used in service-based applications to decompose complex require‐
ments in order to reuse relatively simple services; in [15], the authors develop a technique
for matching parts of the requirements to COTS components; in [16], the authors discuss
how to decompose architectural requirements to support software deployment in the
cloud; in [17, 20], the authors study conflicting requirements; in [18], the authors propose
an extension to UML to allow decomposing use case models into models at several
levels of abstraction; and in [19], the authors decompose requirements to identify
security-centric requirements.
All these examples rather describe decomposition as an activity to devise a specifi‐
cation that describes the system to be built. Within an Agile context, decomposition is
used to reduce the risk of providing a constant flow of value; therefore, user stories are
typically decomposed following the principle that each one should deliver value to the
customer. To the best of our knowledge, no peer-reviewed works exist that describe
decomposition techniques used within an Agile context. However, various other tech‐
niques worth mentioning have been developed by practitioners, who describe them on
their blogs. In the following, we will describe the approaches they propose.
As a general approach, Lawrence [3] suggests two general rules of thumb: choosing
a decomposition strategy that allows deprioritizing or throwing away parts of a story,
thus isolating and removing unnecessary smaller parts of a larger user story, and then
choosing a strategy that results in equally sized small stories. Verwijs [5] distinguishes
between two ways to break down user stories: horizontal and vertical. Horizontal break-
down means dividing user stories by the type of work that is needed or the layers or
components that are involved, e.g. separating a large user story into smaller user stories
for the UI, the database, the server, etc. He suggests avoiding this type of break-down
as user stories will no longer represent units of “working, demonstrable software”, as it
will be hard to ship them separately to the user, as it increases bottlenecks since devel‐
opers will tend to specialize in types of user stories, e.g., the “database guy”, and as it
is hard to prioritize horizontally divided stories. Verwijs suggests breaking down user
stories “vertically”, i.e., “in such a way that smaller items still result in working, demon‐
strable, software [5].” Recent works also support Verwijs proposal, suggesting to
decompose the user stories incrementally, starting from the minimum viable product
[16] and decomposing each functionality vertically, so as to also improve the user stories
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effort estimation accuracy [7, 15] and the testing easiness [20]. However, this process
is more suitable for projects started from scratch with SCRUM instead of project where
SCRUM has been introduced later [14].
As these are specific techniques for decomposing a large user story into smaller ones
in an Agile context, we integrated their proposals into the following list:
1. Input options/platform [5]: decompose user stories based on the different UI possi‐
bilities, e.g., command line input or a graphical user interface;
2. Study conjunctions and connecting words (like “and”) to separate stories [4];
3. Data types or parameters [3, 5]: user stories are split based on the datatypes they
return or the parameters they are supposed to handle; for example, during a search
process, one could define different user stories for the different search parameters
the user is allowed to define;
4. Operations, e.g. CRUD [3, 5]: whenever user stories involve a set of operations,
such as CRUD (create, read, update, delete), they are separated into smaller
versions implementing each operation separately;
5. Simple/Complex [3, 5]: a complex user story is decomposed into a simple, default
variation and additional variations that describe special cases or additional aspects;
6. Major effort [3, 5]: a complex user story is decomposed into smaller ones isolating
the difficulty in one user story;
7. Workflow steps [3–5, 8]: the temporal development of the user story is studied by
imagining the process that the typical user has to follow to accomplish the user
story in order to develop (smaller) step-by-step user stories;
8. Test scenarios/test case [4, 5]: user stories are divided based on the way they will
be tested. If they will be tested by first executing a sequence of steps and then
executing another sequence of steps, these two groups of steps will be implemented
as two separate user stories;
9. Roles [5]: one functionality is formulated as separate user stories describing the
same story for different user roles (personas) in each user story;
10. Business rules [3, 5]: user stories are extended by “business rules”, i.e., constraints
or rules that are defined by the context in which the system has to be developed,
e.g., a specific law that has to be fulfilled, and the single constraints and rules are
used to formulate more fine-grained user stories;
11. Happy/unhappy flow [5]: separate user stories are created for successful variations
and unsuccessful variations of the user story;
12. Browser compatibility [5]: if there is a large effort connected to particular tech‐
nologies, e.g., a text-based browser, [5] recommends splitting user stories
according to browser compatibility. Having separate user stories for different
browsers allows the product owner to prioritize the work;
13. Identified acceptance criteria [4, 5]: acceptance criteria are defined for user stories
that can be used to develop a refined set of (smaller) user stories;
14. External dependencies [5]: user stories can be separated based on the external
systems to which they have access;
15. Usability requirements [5]: user stories are separated based on particular usability
requirements, e.g., particular implementations for color-blind users;
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16. SEO requirements [5]: user stories are separated based on search-engine-optimi‐
zation requirements, e.g., separate landing pages for specific keywords;
17. Break out a Spike [3]: a user story that is not well understood is divided into one
that develops a prototype, a so-called “spike”, and one that implements the actual
functionality; and
18. Refinement of generic words (like “manage”) into more concrete user stories [4].
3 The Multiple Case Study
As stated in the introduction, the objective of this research is to compare the requirements
gathering processes and user story decomposition in Agile and unstructured develop‐
ment processes. Therefore, we designed this study as a multiple case study with a repli‐
cation design [1].
As depicted in Fig. 1, we first identified the research questions, then selected the case
studies and their design.
Fig. 1. Study design (adapted from [1])
In this section, we present the study process we adopted, the goal, the research ques‐
tions, and the metrics for the case study. This is followed by a description of the designs
used for the case study, the measurement instruments, and the results obtained.
3.1 Study Goal
According to our research objective, we formulated the goal of the case study following
the GQM approach [2] as follows:
Analyze requirements decomposition in user stories (or tasks)
For the purpose of comparison
With respect to the granularity
From the point of view of software developers
In the context of Scrum, Scrum with Kanban, XP, and an ad-hoc development process
Note that in the case of Agile processes, we refer to user stories, whereas in the case
of the ad-hoc development process, we refer to tasks. This leads to the following research
question:
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RQ1: How does the requirements decomposition of user stories differ between the
four considered development processes?
For this research question, we defined six metrics:
M1: Number of requirements: the number of requirements provided by the product
owner;
M2: Number of user stories: the number of decomposed user stories;
M3: Number of tasks/user stories per requirement: describes how each requirement
was decomposed in each team for each requirement;
M4: Total effort (actual development time): time spent (hours) to develop the whole
application;
M5: Total effort for each requirement: time spent (hours) to implement requirements
among the different teams;
M6: Total effort per task/user story: time spent (hours) to implement each task/user
story; and
M7: Strategy used to decompose requirements into tasks or user stories: strategy
described in the literature used to decompose each requirement, assigned to two
researchers of this paper studying the names of the decomposed requirements.
3.2 Study Design
We designed our study as a multiple-case replication design [1]. We asked four devel‐
opment teams to develop the same application. The four sub-case studies are sufficient
as replications since the teams have similar backgrounds. All the teams received the
same requirements provided by the same entrepreneur, who acted as product owner and
within the same timeframe.
One team was required to develop the project in Scrum, one in Scrum with Kanban,
another one using XP, and the last one was free to develop using an ad-hoc process, as
shown in Fig. 2. We call the ad-hoc development process the “Banana” process, since
this term is used among practitioners to describe processes that produce immature prod‐
ucts, which have to “ripen” after being shipped to the customer, like bananas.
Fig. 2. Study design
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As the population of our study, we selected four groups of master students in
computer science from two universities involved in the Software Factory Network [6].
One group was from the Master in Computer Science curriculum of the University of
Bolzano-Bozen (Italy) and the other four groups were from the Master in Information
Processing Science curriculum of the University of Oulu (Finland). The groups had very
similar backgrounds since they were all master students in computer science and both
universities have similar programs due to their participation in the European Master in
Software Engineering (EMSE, http://em-se.eu/) program and having taken classes on
agile software development and software engineering. International students took part
in this project, originating from Finland, India, Nepal, China, Russia, Bangladesh,
Germany, Italy, and Ghana.
The students were randomly assigned to each group taking into account that each
team needed to have at least one experienced developer.
The groups were asked to develop the same application. The application require‐
ments were proposed by the product owner, a designer from Bolzano with no experience
in software development who described the requirements to the groups with the same
schedule and using the same terminology.
The developers elicited the requirements, translating them from the “designer
language”, a non-technical language, to a more technical one. The groups working with
Scrum (with and without Kanban) and XP decomposed the requirements into user
stories, while the group using “Banana” decomposed them into tasks.
The developed project. The teams were required to develop an Android application
called Serendipity. The idea was selected in a contest for entrepreneurs, where entre‐
preneurs were asked to submit the minimum viable product [16] description of their
project ideas that could be implemented in the software factory lab (http://
ideas.inf.unibz.it/). Serendipity is an Android application and a web application intended
to share a set of sounds in a specific location, so as to have the user recall special moments
by listening to the sounds.
The entrepreneur, a designer from Bolzano, initially defined the project idea as:
“Serendipity means “fortunate happenstance” or “pleasant surprise”. This project is
meant to be an experience that mixes places and sound to enable you to see places you
usually go to with new eyes, in a more poetic, more ecstatic way. While taking walk,
you will have access to six music tracks, developed from the actual ambient sound of
those places themselves. I specifically chose very popular meeting points in my town
(Bolzano), where many people go without even realizing anymore what the place looks
like. On a map displayed on your smartphone, these locations are highlighted. When
you arrive there, you can listen to the soundtrack created to allow you to enjoy the
moment. It should be a discovery process. The perk is that this concept is applicable to
any city/place – it would be nice to spread it and let the sound go local”.
The entrepreneur acted as product owner and described the project to the groups,
which elicited the requirements (Req) independently. The requirements were intention‐
ally stated such as to allow vertical break-down [5] decomposition and were proposed
to the groups within this timeframe:
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Week #0:
Req 1: Minimal Viable Product, with all pages with fake content. The parts of the
product comprised: Sign-in/Login; Maps; Listen to sound; Record sound; Rules; and
About.
Req 2: Show the list of available sounds on a map.
Req 3: Allow only registered users to record tracks.
Req 4: The main sound can only be played when the user is exactly in the correct
location.
Week #3:
Req 5: No more than three sounds allowed within a radius of 300 m.
Req 6: Sounds cannot be downloaded but only played.
Req 7: Any user (registered or not) can listen to sounds.
Req 8: Users are allowed to listen to an ambient sound within a radius of 300 m from
the main sound.
Week #5:
Req 9: Play a notification when entering the notification area, so as to alert the user to
a sound in the neighborhood.
Req 10: Due to the lack of accuracy of GPS signals in smartphones, the main sound
must to be playable within a radius of 10 m instead of only at the exact point, as
previously required in Req 6.
Week #7:
Req 11: Create a “liking” system for each sound, allowing users to “like” a maximum
of one sound per spot. In this way, sounds with a lower number of likes can be replaced
by new sounds after three weeks.
Req 12: Create a web application to allow users to login to their profile with the only
purpose of uploading sounds, especially for professional users who would like to
upload high-quality or edited sounds.
Req 13: Allow users to register with their Facebook account.
The teams in Oulu that started the development in February were asked to develop
the same tool with the same requirements proposed with the same schedule. To ensure
the correct succession of requirements and to prevent the development of the previous
project in Bolzano to influence the entrepreneur’s perception of her project, we recorded
every requirement elicited in Bolzano so as to ask her to request the same things without
revealing any details to the other teams.
3.3 Study Execution
The web application was developed at the Software Factory Lab of the two participating
universities. The participants were initially informed about the study and about the usage
of the collected data. The development took place at the University of Bolzano-Bozen
(Italy) from October 2015 until the end of January 2016 and at the University of Oulu
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from February 2016 to the end of April 2016. The groups were required to spend a
minimum effort of 250 h on their work.
Three groups were composed of second-year master students in computer science at
the University of Oulu (Finland), while one group was composed of second-year master
students in computer science from the University of Bolzano-Bozen. The selected
students represent typical developers entering the market. It is therefore interesting not
only to understand how they break down requirements but also to observe their work
processes. All of the teams had iterations lasting two weeks. The Banana team also met
the entrepreneur every two weeks in order to be updated on the requirements.
The first group (Kanban, https://github.com/Belka1000867/Serendipity) was
composed of five master students who developed in Scrum with Kanban. The second
group (Scrum, https://github.com/samukarjalainen/serendipity-app and https://
github.com/-samukarjalainen/serendipity-web) was composed of five master students
who developed in Scrum with 2-week sprints, while the third group (XP, https://
github.com/davidetaibi/unibz-serendipity) was composed of four master students who
developed in Extreme Programming (XP). The fourth group (Banana, https://
github.com/Silvergrail/Serendipity/releases) was composed of six master students who
developed in an unstructured process, which we defined as “Banana” process.
3.4 Data Collection and Analysis
The measures were collected during meetings with the developers. They also used the
collected data to draw burn-down charts and track results. We defined a set of measures
to be collected as follows:
• number of sprints;
• opening and closing date for each user story;
• user story description;
• responsible developer for each user story; and
• the actual effort for each user story.
The requirements were elicited from the entrepreneur. However, to avoid interfer‐
ence with the development process, two researchers attended the requirements elicitation
meetings and reported the requirements independently.
Three sets of decisions were used to measure pairwise interrater reliability in order
to get a fair/good agreement on the first process iteration. In order to resolve any differ‐
ences, where necessary, we discussed any incongruity to get 100% coverage among the
authors.
We associated user stories/tasks with each requirement defined by the entrepreneur.
Then we calculated sums, medians, and averages.
4 Study Results
The teams developed the project according to the assigned development process. The
XP team developed with a test-first approach, while the two Scrum teams (Scrum and
76 D. Taibi et al.
Scrum with Kanban) developed test cases during the process. The Banana team devel‐
oped a limited set of test cases at the end of the process. All four teams delivered a final
product with the same set of features, with no requirement missing.
The three Agile teams delivered the first version of the product with a limited set of
features that could be evaluated by the customer after two sprints, while the Banana
team delivered the application, with nearly all the features implemented, only three
weeks before the end of the development and then started to implement tests. This result
was expected because of the structure of the process, since they decomposed the require‐
ments by means of a horizontal break-down. For example, they developed the whole
server-side application first, starting from the design of the database schema, and then
the Android application connecting the frontend with the server-side functionalities.
The three Agile teams decomposed the requirements by means of a vertical break-
down [5], so as to deliver to the entrepreneur a working product with the required features
as soon as possible. For example, Req 2 (Show the list of available sounds on a map)
was decomposed by the XP team into: “Show a Google map centered on the user location
in the Android app” and “Show existing sounds as map placeholders”, while the Scrum
team and the Scrum with Kanban team decomposed this into: “Show a Google map”,
“Centered on the user location in the Android app,” and “Show existing sounds as map
placeholders.”
As expected, the groups decomposed the 13 requirements into different subsets of
user stories/tasks. As reported in Table 1 and Fig. 3, the team working in XP is the one
that decomposed the requirements with the lowest granularity (46 user stories), followed
by the team using Scrum with Kanban (40 user stories) and the team using Scrum (27
stories). However, the team using the Banana approach decomposed the requirements
into only 13 tasks. Moreover, they merged two requirements into one single task.
Considering the number of decomposed user stories or tasks per requirement, the results
are obviously similar to the total number of user stories and tasks reported.
Table 1. Summary of metrics results
Metrics XP Scrum Scrum+Kanban Banana
M1 (# of requirements) 13 13 13 13
M2 (# of user stories/tasks) 46 27 40 19
M3 (user stories per requirements) 3.54 2.08 3.08 1.46
M5 (effort per requirement) 23.04 36.77 24.46 48.85
M6 (effort per user story/task) 6.51 17.70 7.95 33.42
Total effort all user stories/tasks 299.5 478 318 635
Other effort 92 10 0 481
M4 (total effort entire project) 391.5 488 318 1116
Taking into account the required effort, the team developing with Scrum with Kanban
was the most efficient one, spending a total of 318 h on development. The XP and Scrum
teams followed with an effort of 391 h for XP and 478 h for Scrum. The Banana team,
unexpectedly, spent dramatically higher effort (1116 h), nearly 3.5 times more than the
teams developing with Scrum and Kanban. Considering the effort spent on other tasks
not related to user stories, such as database design, server setup, and such, the team using
Scrum with Kanban was also the most efficient one, spending no effort on these tasks.
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The Scrum team only spent 10 h on other activities (2%), the XP team spent 92 h (23%),
and the Banana team 481 h (43%).
Fig. 4. Boxplot of the effort spent per user story/task
When analyzing the average effort spent to implement each requirement, the teams
developing with XP and Scrum with Kanban obtained similar results, while the Scrum
and the Banana teams spent similar amounts of effort per requirement, nearly 2.5 times
more than the XP and Scrum with Kanban teams. Taking into account the distribution
of effort depicted in Fig. 4, there is a similar distribution of effort spent on user stories
Fig. 3. Comparison of user stories and task decomposition and effort (hours)
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between the Agile teams, while, as expected, the Banana team had the highest variability
of effort. Looking at the decomposition for each task (Table 2), other differences among
the groups emerge. Req 6 was not implemented by all the teams since it was related to
“not implementing” the download sound feature. The Banana team also considered zero
effort for Req 7 since they merged the tasks with the activities related to Req 4.
Table 2. Effort and user stories/tasks per requirement
Requir
ement























R1 40.5 6 6.8 81 3 27.0 77 5 15.4 140 5 28
R2 20.5 2 10.3 47 3 15.7 17 3 5.7 50 1 50
R3 94 11 8.5 57 3 19.0 112 9 12.4 150 3 50
R4 66.5 7 9.5 46 2 23.0 27 4 6.8 94 1 94
R5 9 2 4.5 16 1 16.0 5 1 5.0 19 1 19
R6
R7 4 1 4.0 6 1 6.0 5 1 5.0
R8 13 1 13.0 10 1 10.0 1 1 1.0 18 1 18
R9 17 2 8.5 12 2 6.0 15 1 15.0 25 1 25
R10 10.5 1 10.5 2 1 2.0 1 1 1.0 13 1 13
R11 10 1 10.0 21 1 21.0 2 4 0.5 21 2 10.5
R12 7 1 7.0 165 8 20.6 44 9 4.9 87 2 43.5
R13 7.5 1 7.5 15 2 7.5 12 1 12.0 18 1 18
Table 3 illustrates the various methods applied by the various teams to break down
the requirements into user stories (or tasks for the Banana approach), i.e., the results of
collecting metric M7. To obtain this table, two researchers studied the user stories and
tasks provided by the teams and compared the approach adopted to break down the
requirements with the approaches described in the literature. All disagreements in the
classification were discussed and clarified based on the description of the broken-down
user stories or tasks as well as the description of the approaches found in the literature.
To also be able to classify approaches not recommended in an Agile project, we
added the three horizontal break-down strategies described by Verwijs [5]: divide user
stories by (1) the type of work that is needed, (2) the layers that are involved, or (3) the
components that are involved.
All teams used the approaches “Input options/platform” and “Conjunctions and
connecting words”. All Agile teams used the approaches “Data types or parameters”,
“Operations”, and “Simple/Complex“. Only the Banana team adopted the “Workflow
steps” approach and only the XP team adopted the approaches “Test scenarios/test case”
and “Roles”. The approach “Major effort” was used by the teams XP, Scrum with
Kanban, and Banana.
Unexpectedly, the Banana team was not the only one that adopted horizontal break-
down approaches such as dividing user stories or tasks based on the layers of the solution,
types of work, or components. Typically, Agile teams avoid such types of break-down
since this contradicts with the principle that a user story should provide value to the user.
We conjecture that the frequent application of horizontal break-down approaches by the
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Scrum team was the reason for their bad performance in terms of total effort, compared
to the other Agile teams. This also shows that the experiment was conducted with
university students with little experience in the field. Nevertheless, their behavior is
comparable to professionals at the beginning of their careers. We did not involve
freshmen students in the study, as recommended by [10].
Table 3. Requirement decomposition strategies adopted by the studied teams
Strategy XP Scrum Scrum with Kanban Banana
Vertical decomposition strategies
Input options/platform [5] × × × ×
Conjunctions and connecting words [4] × × × ×
Data types or parameters [3, 5] × × ×
Operations e.g. CRUD [3, 5] × × ×
Simple/Complex [3, 5] × × ×
Major effort [3, 5] × × ×
Workflow steps [3–5, 8] ×
Test scenarios/test case [4, 5] ×
Roles [5] ×
Business rules [3, 5]
Happy/unhappy flow [5]
Browser compatibility [5]




Break out a Spike [3]
Refinement of generic words [4]
Horizontal decomposition strategies
Layers, e.g. database, GUI [5] × × ×
Type of work, e.g. testing, coding [5] × ×
Components, e.g. server, client [5] × ×
5 Threats to Validity
Concerning the internal validity of the study, even though we did our best to select
developers with a similar background, the results could be partially dependent on the
subjects. A replication study could confirm or reject our findings. Concerning the
external validity of the study, the use of students to investigate aspects of practitioners
is still being debated but considered very close to the results of real practitioners in the
case of master students [9] and when one is interested in evaluating the use of a technique
by novices or non-expert software engineers [10–13, 17].
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6 Conclusion and Future Work
In this work, we conducted a preliminary multiple case study with a replication design
with the aim of comparing the requirements decomposition process of an ad-hoc process
and Extreme Programming, Scrum, and Scrum with Kanban.
With this study, we contribute to the body of knowledge by providing the first
empirical study on requirements decomposition in the Agile domain.
To achieve this purpose, we first provided an overview of the different requirements
decomposition techniques and then a description of the study we executed.
Although some results might depend on the participants’ skills, we observed the
usage of different decomposition techniques in our groups, which often adopted tradi‐
tional decomposition techniques, which are more suitable for waterfall processes, in
combination with other Agile techniques.
The teams developing with Scrum with Kanban and with XP decomposed the
requirements into the highest number of user stories, while the team working with an
unstructured process, as expected, decomposed the requirements into a very limited
number of tasks. Two decomposition approaches were adopted by all processes, namely
“Input options/platform” and “Conjunctions and connecting words”. All Agile teams
used the “Data types or parameters”, “Operations”, and “Simple/Complex” approaches,
while, as expected, only the Banana team adopted the “Workflow steps” approach and
only the XP team adopted the approaches “Test scenarios/test case” and “Roles”.
Unexpectedly, the Banana team was not the only one that adopted horizontal break-
down approaches such as dividing user stories or tasks based on the layers of the solution,
types of work, or components. We suppose that the bad performance in terms of total
effort of the Scrum team compared to the other Agile teams was probably due to the
application of horizontal break-down approaches.
The main result of this work is that requirements decomposition is not only team-
dependent but also process-dependent, and that therefore decomposition techniques
need to be addressed to a greater extent in order to improve the efficiency of the devel‐
opment process.
Therefore, we recommend that developers investigate requirement break-down
approaches more thoroughly and that researchers study the impact of different
approaches, so as to identify the most effective ones in different contexts.
In the future, we plan to validate the results obtained with studies involving more
students and practitioners and using larger projects.
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Abstract. Technical Debt is a metaphor that has, in recent years, helped devel‐
opers to think about and to monitor software quality. The metaphor refers to flaws
in software (usually caused by shortcuts to save time) that may affect future
maintenance and evolution. We conducted an empirical study in an academic
environment, with nine teams of graduate and undergraduate students during two
offerings of a laboratory course on Extreme Programming (XP Lab). The teams
had a comprehensive lecture about several alternative ways to identify and
manage Technical Debt. We monitored the teams, performed interviews, did close
observations and collected feedback. The results show that the awareness of
Technical Debt influences team behavior. Team members report thinking and
discussing more about software quality after becoming aware of Technical Debt
in their projects.
Keywords: Technical debt · Technical debt awareness · Technical debt impact ·
Extreme programming
1 Introduction
Several studies have shown that agile methods have provided significant gains in soft‐
ware projects [19]. However, it is also known that when prioritizing delivery speed, as
may happen in agile projects, Technical Debt may be incurred. Much of this debt is not
even identified, monitored or managed. Technical Debt that is not well managed runs
the risk of high maintenance costs.
The term Technical Debt was introduced by Cunningham, who explained it in the
following way [4], “…Although the immature code may work fine and be completely
acceptable to the customer, excess quantities will make a program unmasterable, leading
to extreme specialization of programmers and finally an inflexible product. Shipping
first time code is like going into debt. A little debt speeds development so long as it is
paid back promptly with a rewrite […]. The danger occurs when the debt is not repaid.
Every minute spent on not-quite-right code counts as interest on that debt…”. Technical
Debt is recognized as a critical problem for software companies [2] and has received a
lot of attention in the recent years from both practitioners and researchers [16, 17].
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Lim et al. [18] emphasize that: “…most project teams now recognize that Technical
Debt is unavoidable and necessary within business realities. So managing Technical
Debt involves finding the best compromise for the project team…”, but a project team
cannot do this if they are not aware of Technical Debt. Also, Lim et al. highlighted that
when the development team is not aware of Technical Debt, it will probably result in
challenges for maintenance and evolution tasks. Given this scenario, our motivation was
to observe the effects of Technical Debt awareness in teams in an academic setting.
The Extreme Programming Laboratory (XP Lab) is a course that has Undergraduate
and Graduate students at the University of São Paulo since 2001. The aim of this course
is to provide the experience of a real software development scenario using the Extreme
Programming values and practices [1].
Extreme Programming emphasizes teamwork; managers, customers and developers
are all equal partners in a collaborative team. The main values of Extreme Programming
are communication, simplicity, feedback, respect and courage [3].
The objective of our research is to characterize the impact on the team when Tech‐
nical Debt items are visible, based on team members’ perceptions. This study aims to
answer the following research question (RQ):
• What is the impact on the team when Technical Debt is explicitly considered?
The study was applied in two editions of XP Lab. Four teams were followed in the
2013 edition and five teams in the 2014 edition. We conducted the study and collected
data through questionnaires and interviews, and analyzed the source code of the projects
with Sonar Qube and Code Climate tools to identify the impact on the teams that explic‐
itly considered Technical Debt (TD).
In the next section, related work is described. In Sect. 3, we describe the context of
the Extreme Programming Laboratory. After, in Sect. 4, we provide a description of the
research steps, data collection and analysis. Section 5 describes the results. In Sect. 6,
we discuss the findings and present the threats to validity. Finally, in Sect. 7, we present
the final considerations and future work.
2 Related Work
Few studies deal directly with the technical debt awareness. The study of Kruchten [22]
showed that agile teams believe that they are immune to TD, because they use an inter‐
active development process. Therefore, he explains that in these teams, TD items could
be contracted rapidly and massively, because code is often developed and delivered very
rapidly, without time to devote to good design or to think about longer term issues. This
could result in contracting TD items such as a lack of rigor or systematic tests. To deal
with TD and to avoid accumulating too much TD, he suggests: “The first step is aware‐
ness: identifying debt and its causes. The next step is to manage this debt explicitly,
which involves listing debt-related tasks in a common backlog during release and iter‐
ation planning, along with other “things to do.”. Bavani [21] shows that if teams are
unaware of the context of meaning of the term TD, they can consider trivial issues or
technical tasks as a TD. These teams have to improve the awareness of it, so he proposes
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a quadrant to help teams to better recognize and understand the TD concept. The study
of Martini [23] listed some causes of architecture technical debt and one of the reasons
he found was the lack of awareness about the dependencies between the specific archi‐
tectural TD and the other parts of the software. Furthermore, there are many related
studies on not managing TD and how this affects software quality, such as in the studies
of Guo [20], Sterling [24], Li [16], Lim [18], and Curtis [25]. McConnell [26] empha‐
sizes that when a team makes the decision to contract a debt or not, they are really
deciding between two ways to complete the current development task, one faster and
the other resulting in better quality. Bavani [21] talks about management of TD items
in distributed agile teams, and he emphasizes that the management of TD items directly
affects the economics of software maintenance and according to him, the key for success
in the current global economy is building and maintaining software under optimal costs.
Sterling [24] said that TD exists and is detrimental to the maintenance of software
quality. Buschmann [27] suggests that teams doing a refactoring in the code should also
pay the TD items and improve internal quality. A recent report showed that one of the
consequences of incurring TD is the impact on quality [28].
3 Context: Extreme Programming Laboratory
The XP Lab is a regular course offered at the University of São Paulo, to graduate and
undergraduate Computer Science students. The motivation is to provide them an oppor‐
tunity to learn agile software development methods on real projects. In the 2013 offering,
there were four teams, with five or six students each. In the 2014 offering, five teams
with six students each attended the course. XP Lab students have the support of meta-
coaches who are experts in agile methods. They provide agile mentoring for all the teams
with the professor’s help. Each team also has a coach, who is a student that has more
experience in agile methods. The teams develop real projects with on-site customers.
The teams have to follow some agile practices, for instance; pair programming, auto‐
mated tests, continuous improvement, continuous integration, etc. In both studies, the
teams worked in pairs and in threes, and the groupings changed many times during the
course, sometimes according to the tasks they needed to develop. The course requires a
minimum attendance of at least 8 h a week of dedication (four hours in the laboratory
and four hours of extra classes), and there is a lunch once a week, to encourage the
students’ presence in the lab and to allow the students to share experiences. On some
weeks, there are short presentations about some difficulties that the teams are facing,
where a specialist explains and discusses specific topics. A complete description of the
course settings can be found in [1].
3.1 Projects
In Table 1, we briefly describe each of the projects involved in our study:
86 G.S. Tonin et al.
Table 1. Extreme programming projects
Project Description
Arquigrafia Arquigrafia is a public digital collaborative environment,
nonprofit, dedicated to the dissemination of architectural images,
with particular attention to Brazilian architecture [6].
Games-VidaGeek A platform for games that support the teaching of programming
(with games for Scala, Java, Html, CSS, SQL and other languages
being produced) [7].
TikTak A project focused on collecting feedback data from users and
display it in a web dashboard [5].
Mezuro A framework for monitoring source code metrics [8].
Monitoring system An online system where students can apply to be a teacher assistant
of a regular courses [14].
System specialist in sport An application to enable researchers working with physiological
data to apply metabolic mathematical models [15].
Social networking startups A social network for Startup, with the goal of creating a community
of highly connected and committed entrepreneurs [5].
Family tree A genealogy community where each individual can create a family
tree and from time to time the system attempts to “link” the trees
[5].
CoGroo Portuguese grammar corrector used by LibreOffice [9].
3.2 The Informative Workspace
Each team had its private informative workspace1 [10, 11], where they physically
displayed TD items. In the XP Lab 2013 offering, all teams had a TD board (Figs. 1 and
2). In the XP Lab 2014 offering, each team decided by themselves how to manage the
TD items in their informative workspaces. Some teams decided to have the TD board
and other teams kept the TD items list on a Kanban board.
3.2.1 Boards
In the TD board (Fig. 1) a team placed the TD items that were incurred and/or identified.
On the top of the board, there is a supply of blank cards called ‘Fichas’. These cards
were used to document the TD items.
Figure 2 shows another team’s board where they kept the list of TD items that were
incurred and identified. On the right side, they have a reserve of blank cards.
1 The informative workspace is the place where the teams put all the physical boards and
graphics, with the metrics they used to manage the project development also the list of the task
they will develop in each sprint.
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Fig. 1. Technical debt board Fig. 2. Board of the technical debt list.
Figure 3 shows one TD item about duplicated code. Each card had nine categories
to fill out. Below we transcribe the data contained in Fig. 3.
Fig. 3. Technical debt item
In this case the Name of TD item was Duplicated code in the Mezuro plugin, the
Date (when the item was identified), was 05/16/2013, the Responsible (the person that
incurred or found the TD item, in this case Alessandro), the Type was duplication, (could
be test, documentation, design, etc.), the Location (which part of the code the items was
related), was in lib/mezuro-puglin-rb. The Description (a brief description of the TD
item), the class control-panel-buttons has duplicated code. The Estimated Principal, was
twenty minutes (how much expected time they need to spend now if they implemented
that task in the correct way, if they did not know how much time, then they could use a
scale of high - if they probably will spend a large amount of time -, medium - if they
probably will not spend much time - and low - if they probably will solve it quickly).
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The Estimated Interest Amount should be filled out when they pay the TD item. The
Probability of being a future problem (i.e. the interest probability) in this case was low.
In this case, they also added in the card the Date when they paid the TD item, 05/23/2013
and how long it took them to pay off the item, also twenty minutes.
These boards represent some of the boards used in the team’s informative workspace.
Some teams used a specific board to manage TD, as shown in Figs. 1 and 2, other teams
used the Kanban board and put the TD items together with the tasks of the sprint.
Furthermore, some teams also placed the list of TD items in the tool used to manage the
project.
3.2.2 Tools
The teams had two code quality analysis tools:
• Code Climate: a tool for quality analysis of code repositories (https://codecli‐
mate.com/).
• Sonar Qube: a code quality analysis platform that has a plugin that identifies TD
(http://www.sonarqube.org/).
4 Research Methods
Data was collected and analyzed for this study through interviews and questionnaires.
Before data collection, the teams spent some time identifying TD items in their projects.
Below, we first describe how TD items were identified, and then we describe our data
collection and analysis methods.
4.1 Technical Debt Identification
In the two offerings of the XP Lab, we followed slightly different steps to help the teams
to identify TD.
4.1.1 XP Lab 2013
Four weeks after the students started working on their projects, we gave a presentation
about TD, as some students were familiar with the term, but others were not. After the
presentation, we had a discussion and we encouraged the students to talk about their
views of TD. We also talked about some concrete examples they had in their projects.
The discussion lasted for about one hour and after that, each team had to prepare a TD
board, where they would have to document their TD items (Fig. 3 shows an example of
a TD item). Each TD item was written on a card, and in this card they had to fill out a
list of topics, after that it was then pinned to the board. The card structure was based on
the template developed in [12]. Each team had a board with a set of cards representing
TD items. Every team that identified or incurred a debt put the information on the board.
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4.1.2 XP Lab 2014
In the XP Lab 2014 offering, we made a presentation about TD for all the students
together for 30 min, about two months after the course began. After that, we discussed
it for another 20 min, during this time the students could clarify their doubts about TD.
The students already had the code quality analysis tools available, Sonar Qube and Code
Climate, since the beginning of the course. We did not impose the use of either the boards
or the tools to identify TD. We showed them the meanings of TD items and some exam‐
ples in each project. We also presented examples of a TD board and of the categories
they could use to identify TD items. Then each team decided whether they would monitor
TD on their project or not.
4.2 Second Step – Interviews and Questionnaires
Data collection was done differently in the two XP Lab offerings. In both cases, similar
data was collected both at the beginning and at the end of the course.
4.2.1 XP Lab 2013
Eight weeks after the teams started to identify TD items and fill the boards with cards,
we carried out a face-to-face interview with the pairs in each team. The interview moti‐
vation was to verify the influence on the team of the TD visibility. The interview was
composed of twenty questions, with open-ended and multiple-choice questions, sepa‐
rated into the following topics2:
• The concept of TD.
• Were there any changes in the software development process?
• Negotiation with clients.
• About the experience of identifying TD.
• What is the relevance of identifying TD?
• What is the impact on software quality?
• Do the teams pay off TD?
• Will the teams pay off some TD?
Four weeks after the first interview, at the end of the course, we did the last interview
with an open format and we performed it for each team. In the last interview, each team
was invited to talk about the experience of making TD explicit. Each interview took
about twenty minutes.
4.2.2 XP Lab 2014
In this edition of the course, we decided to apply a questionnaire on what each team
member thinks about TD (the questionnaire was answered by the students individually;
this approach was taken to try decrease a possible bias). This questionnaire was applied
2 It is possible to access all the questions in the following link https://www.dropbox.com/sh/
gen3dr97xxofs21/AACo11oqbBsaCprOCQtSYv5Ja?dl=0.
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one week before the class received a talk about TD. We sent a link to the questionnaire
by email and then the students had one week to answer it.
The questionnaire was composed of seventeen open-ended and multiple-choice
questions, separated into the following topics3:
• Software quality
– What does the team do about quality?
• Familiarity with TD.
– Do you know about and use the TD concept?
• How TD is used in the project.
– Are you using the Sonar Qube or Code Climate report?
– Are you using a TD list?
– Have you paid any TD item?
– Is there any evidence that having the TD items visible has an influence on the
team?
• Did you identify any TD item that was not identified by the tools?
• Are you going to consider TD in future projects?
• Do you think the TD concept is relevant?
The same questionnaire was applied a second time at the end of the course. The aim
was to see if there was any change in the team members’ behavior.
4.3 Third Step – Data Analysis
For the data analysis, we used coding techniques from the grounded theory approach
[13]. Grounded theory methods are aimed at building or discovering a theory. In this
approach, the data analysis proceeds in three interdependent steps: open coding, axial
coding, and selective coding. In the open coding step, the researcher interprets the data
to identify patterns and define codes, “…event/action/interaction, are compared against
others for similarities and differences; they are also conceptually labeled […] concep‐
tually similar ones are grouped together to form categories and their subcategories…”
[13]. In axial coding “…categories are related to their subcategories, and these rela‐
tionships tested against the data…” [13]. Then in selective coding “…all categories are
unified around a central ‘core’ category and categories that need further explanation are
filled-in with descriptive details…” [13].
For data analysis, we used the NVivo4 tool, which is widely used for analysis of
qualitative data. In this case, the goal was not to use grounded theory to develop a new
theory but only use its coding steps to answer our research questions.
We also analyzed the source code of the projects with the Sonar Qube and Code
Climate tools, to try to identify relationships between team’s beliefs and the reports from
these tools.
3 It is possible to access all the questions in the following link https://www.dropbox.com/sh/
gen3dr97xxofs21/AACo11oqbBsaCprOCQtSYv5Ja?dl=0.
4 http://www.qsrinternational.com/support/downloads/nvivo-9.
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5 Results
In this section, we describe our findings organized by the coding steps. As the main
question in the both editions of XP Lab was the same and the obtained results were
similar, we analyzed the results of both editions together.
5.1 Open Coding
In this step, the data analysis was conducted by reading the transcripts of the interviews
and also the answers from the questionnaires. We applied the coding process to this
material, line by line. In this phase, we discovered the open codes. In Table 2, we list
three code samples. It is possible to access the list of the open codes that emerged from
this first codification in an appendix5.
Table 2. Example of codes resulting from open coding
Open codes What they talked about
Changed attitude of the
teams
The team discussed more the tasks they have to do before incurring
a TD and they thought more before taking the decisions.
Communication After the identification of TD items, the team had more discussions.
Maintainability The identification of TD items helps the teams to know that there will
be some changes in the software in the future.
5.2 Axial Coding
The open codes were reassembled in new ways during axial coding to form categories.
The goal was to create a higher abstraction level. Thus, codes were grouped to form
subcategories, and in turn, they were organized into categories. This process was highly
iterative, with codes and categories forming and re-forming as more data were incor‐
porated into the evolving understanding [13].
In Fig. 4, it is possible to observe the list of categories and subcategories resulting
from axial coding analysis. The first level is the main category resulting, this category
emerged from the subcategories of the second level, the subcategories are resulting from
the codes emerged in the third and fourth level.
One of the most important influences when we make a list of TD items is the attitude
of the team (team behavior), “…registers by not forgetting, there was a change in the
attitude of the team…” and “…increased people’s concern regarding the Technical
Debt…”. The team had less ‘untouchable’ expert professionals and behaved more as a
whole team. They talked more about the TDs “…we discussed these debts. Otherwise,
the project would not have advanced…” and thought about the necessity of incurring
it. It helped them to have the same understanding of the concept of TD because they
discuss it (TD concept). In addition, if the team members were not sure whether to incur
5 It is possible to access all the codes in the following link https://www.dropbox.com/sh/
gen3dr97xxofs21/AACo11oqbBsaCprOCQtSYv5Ja?dl=0.
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a TD item or not, the team member debated with another team member to help him to
take this decision, thus improving the team’s communication. Team members started
talking more with each other and because of it, they knew what part of the project was
being modified and the problems of the software, “…It was easier to remember that we
have to fix things, debts…”. Furthermore, if team communication was good, they were
more comfortable to share with each other their difficulties. After the team began to
identify TD, developers discussed their decisions rather than just doing something and
moving on, now that all the software problems were more clear to the team members,
“…usually only the person thought or knew about it (…), now with the TD it becomes
clearer as well…”. They began to argue among themselves, before incurring a debt, “…
As evidenced here we even got everyone talking about the debts, instead of just looking
to give a quick solution and move along…”.
They started to think more about if it was necessary or not to incur some TDs. Several
times they concluded that it was not required, a team member says: “[…] From the
moment I started to think about that item, which was debt, I asked myself about what is
the current cost, compared to the future cost. Because if the cost of doing now is less,
then it’s better to fix it now…”, other student says: “…we think twice before making a
TD…”.
When TD items were visible, the team had more control, over whether they will pay
off the TD item, whether they will incur more debts or not, or whether they will incur
and pay later. Moreover, this facilitates planning to repay the TD items, “…we analyzed
some of the debts, now we will plan, what we might kill, to kill some of those debts,
then it becomes easier to make this analysis…”. Therefore, if they incur a TD item, they
would make it visible, would monitor it, and sometimes they would look back at this
TD item. This way, they always thought about continuous improvement. Thus, the team
could be defining a strategy to pay off or not some TD items to improve the code quality.
Fig. 4. Categories and subcategories of the XP Lab 2013 and 2014 edition
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However, if the team member incurred a TD item, and never paid, the project would
probably lose quality. Nevertheless, they might incur TD to prioritize other tasks or as
a business decision to deliver fast and then used it strategically.
The TD item list presented indications on whether the code quality was improving
or not, and helped them to understand the current development state It also indicated if
they would have a lot of future work and future refactoring to do in that code. Indeed,
if the software had TD items, the team would probably need to perform some refac‐
toring, and it directly affected the sustainability of the project. Furthermore, the team
could do an analysis of the TD items and they could be defining a software’s quality
metrics to help them monitor the software quality, for instance, test. They also could
identify technological deficiencies and define possible directions to improve their tech‐
nical skills and not repeat the same mistakes, in order to mitigate the occurrence of those
TD items that were recurrent.
The teams used the TD item list as documentation providing a historical record of
the immature parts of the project. Therefore, each team knew that some parts of the
project should be improved; it was possible to see if there was a TD item to pay off. This
documentation helped the teams to maintain the code and it reflected on the health of
the project. In addition, it affected the teams by sometimes causing dissatisfaction with
the quality of the software. Many team members saw that it was very uncomfortable to
arrive at work and see that the health of the project was not so good. If the source code
health of other teams was good, it was even more uncomfortable. Therefore, this process
of the team having discussions, and having dissatisfaction impacted in the following
reflection: when a team member decided to incur or not TD, thought and discussed it,
he better understood the problem that he had to solve. This often resulted in the non-
insertion of a TD item in the code, since it only lacked the understanding of what should
be done.
Considering TD implied generating a culture focused on quality. It affected factors
related to project continuity. It has an influence on the cost and the viability of main‐
tainability and evolution of the project. A developer said that, if they did not have the
TD items visible it was so difficult to identify the software quality landscape, “…it was
difficult for you to identify the whole landscape…”. Therefore, if in the future the team
needed to make some changes in the legacy code, they already knew what they were
and where the problems were located. It provided a general awareness to the team about
the problems of the software. It also might help a new team member that did not know
about the code to have a notion on the quality of the code and the location of the code
problems.
5.3 Selective Coding
Selective coding constituted the third stage of data analysis, with the objective to refine
and integrate categories, unveiling a category deemed as central, encompassing all the
others. The full potential of abstraction was employed to incorporate the full scope of
the data investigated and coded [13].
In our case, the objective was not to generate a theory, but rather to identify the main
categories. The aim was to describe the impact of TD awareness.
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The categories, Strategy, Team Behavior, Code, and Visibility represent the main
influences on teams due to making TD items explicit. Each of these categories captures
part of our results, although none of them describes the phenomenon entirely. For this
reason, another abstract category is required, a conceptual idea on which all categories
are included. As such, we concluded that the resulting core category might be a perceived
notion on ‘‘Improving Quality”.
All teams progressed towards creating a culture of Quality of the code, team, and
project. This arose primarily because each team member started to think more about the
need to incur TD items. Many times they decided that incurring TD was not necessary
in a given situation. When a team member was not sure about the necessity or not to
incur the debt, they spoke with other members to make a decision. Therefore, the team
improved their communication and then it was clearer what each member was doing.
So, it was easier to understand the objective of the project. Then, making TD explicit
has a direct implication on the Team Behavior. Most of the team members said that after
they started to identify TD, they talked more with each other, thought more about the
real need to incur debt or not, discussed more about code quality, refactored more
frequently some parts of the code, knew where the code problems were, and where each
team member was working at any time on the project. In addition, when communication
among the team was good, people felt more comfortable to expose and discuss their
problems with the team. The team then became more a group that works together, rather
than a group of experts on different parts of the system.
In some situations incurring some TD items was a Strategy to gain some time, due
to the time to market. Moreover, if there was a list of TD items it might be possible in
the future to correct them, by refactoring. The list of TD items was used as documen‐
tation, this enabled the historical record of the TD items list that the code contains. When
the need to change a particular part of the system appeared, it was possible to verify if
it had some TD item and if this debt would affect such functionality. Therefore, the team
members had the option of paying it off or not. The documentation helped in the Visibility
of the project’s health. If the software had any TD, probably it would have more defi‐
ciencies.
Finally, when a team had the TD items list they automatically became Aware of the
TDs of the project, consequently about the software quality. So, the team could think
about it, before possibly incurring in another TD item. The team could decide when and
where they would improve the software quality.
5.4 The Code Analysis with the Tools
In XP Lab 2013 edition, we analyzed one project with Code Climate tool (supported the
language used in the project, in this case, Ruby). Further, we analyzed two projects with
the Sonar Qube tool. In the XP Lab 2014 edition, we also analyzed two projects with
Code Climate tool and four projects with the Sonar Qube. We considered the Code
Climate metric, grade point average6 (GPA) and in the Sonar Qube the following
metrics: code smells, security, reliability, maintainability, duplications, documentation,
6 https://docs.codeclimate.com/docs/code-climate-glossary#gpa.
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issues, technical debt rating, complexity, size, duplicated blocks, bugs & vulnerability
and duplications. The GPA of the Mezuro’s code and the Monitoria project increase
after the teams considered TD. Then the quality of project increased, it means that the
remediation (the amount of effort required to improve a software issue), was 0 to 2 M
(too short). In the analysis with Sonar Qube of the projects: Game VidaGeek, Tiktak,
Arquigrafia, Family Tree, Social Networking Startups and Specialist in Sport we did not
identify large variations in the measured metrics comparing the two different versions
of each project (Before and after they consider TD). However, in 5 of the 6 projects, the
rate of duplication and the duplicated blocks decreased after the team started to consider
TD, indicating an improvement in code quality.
It is important to highlight that the students said that most of TD items were not
identified by the tools, which explains the modest size of the changes in these metrics.
For instance, one team was using Handsontable7 for data entry, and they had a problem
with the validation of the data. The presence of this type of TD item, nor the impact of
paying it off, could not be identified with Sonar Qube or Code Climate reports. In general,
many types of TD items (e.g. those related business rules) cannot be identified through
static metrics.
6 Discussion of the Findings
The teams had some similar views on the importance and benefits of making TD explicit.
A significant finding is that the teams considered it very helpful because they could see
the whole landscape of the software quality (they knew which part of the software had
immature code). They also emphasized that it was very useful to have a board where
every day they could see the health of the code. Before becoming aware of TD, the team
members reported that they sometimes incurred TD but never remembered to go back
and correct it. But after considering TD, they thought about the necessity of incurring
TD and often decided against it. Also, they could see the TD list and so they did not
forget the TD items that needed to be addressed. They discussed more about how to
implement the tasks, also they talked more about the problems of the software because
they had the list of the TDs visible. This process of thinking about incurring or not TD,
discussing about it and reviewing the TD during the project can create a culture focused
on improving the software quality.
In addition, in this study we explored some ways of identifying and monitoring TD.
Our subjects found some form of a TD board very useful for documenting TD, making
it visible, and adjusting both the TD board and their behavior accordingly. By using the
TD board, they always know the list of software deficiencies so have a constant reminder
of how to organize their work and improve the software. As a complementary aid, they
may use tools to help them to identify and monitor TD occurrence. However, it is
important to highlight that tool reports provide a static analysis of the software quality
and some TD item could not be identified using static metrics.
7 https://handsontable.com/.
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The results of this study could motivate teams to consider TD further, to help devel‐
opers convince leaders and directors, the decision makers, to start considering TD. These
approaches used by the XP Lab teams, such as boards, cards and tools can help teams
in companies to deal with TD. In addition, they could define the list of TD items that
are crucial to the project but hard to identify with the tools. As a result they can define
a strategy to deal with the TD over time.
6.1 Threats to the Validity
In this study, we took some actions to mitigate possible biases, we describe these in the
following points:
• Construct validity (credibility): We used multiple data collection approaches with
the aim to reduce possible bias. When planning the interviews and the questionnaire
we discussed the best way to formulate the questions. We did a first interview and
questionnaire with one member of the group as a pilot test. Based on this test we
reviewed the questions. We did not include these data in the final analysis. One thing
that it is important to highlight is that the students might not have understood the
main meaning of the questions correctly, in the interviews and questionnaires.
Because of this, in the interviews, if the student did not understand the question the
interviewer explained the question for them. The researcher was available throughout
both studies if the students had any questions.
• External Validity: This study can be replicated in other academic courses, also in
companies. In both cases, the study can be separated into two parts and can be applied
in these situations: one in teams that do not consider technical debt yet, to verify if
awareness of TD influences something in the team, such as communication. Further‐
more, this study can be analyzed with teams that already consider technical debt, by
identifying, monitoring and managing if it is possible to identify some changes in the
team behavior and in the software quality. If they have a historical record, we could
also measure the software quality with tools. Finally, to carry out this study is not
necessary to make significant changes in the team’s environment, which makes
feasible to replicate in companies.
• Internal Validity: We analyzed the data separately, first the interview transcriptions,
then the questionnaire responses, and then compared and merged the findings that
were relevant and had a lot of evidence in the results of both studies. In the case of
any doubt about a specific point, we went back to the data and re-analyzed them.
After that, the advisor and co-advisor read the results and if they indicated some
points to be re-analyzed, the researcher re-analyzed the data. We did analysis and re-
analysis many times until we were sure of the conclusions.
• Reliability: To interpret the data we followed the coding techniques from the
grounded theory steps. Also, the data analysis was made by a single researcher,
however, the results of the analysis were discussed by the two researchers and with
the advisor and co-advisor, every time a doubt arose the data were re-analyzed. Also,
this paper is a result of an analysis of the data that lasted two years, where the
researcher compared the data many times. Furthermore, the preliminary results were
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presented and discussed at seminar8 attended by top researchers in this field. It is
important to observe that when we infer that awareness of TD could impact software
quality, we are describing the perceived quality by the team.
• Objectivity: The results show the information derived from the data, the codes and
categories emerged were related with the data quotes.
7 Final Considerations and Future Works
This work describes results about the influences of making TD explicit in an academic
setting. Our results show the importance of making TD visible and how that influences
teams. It is important to point out that no negative influences were identified. The team
members were always very excited about the results of making TD items visible. As
communication in the team was improved, all team members thought more about quality,
not just specific members. The “agile” culture of the teams improved and in addition,
the team believed that it was easier to show the impact of the TD level to clients, showing
that it is possible to invest some time to improve the quality. The main results emphasize
the Extreme Programming values and helped the teams to support values such as
communication at all levels, courage to change and feedback to continuously improve
the software.
In future work it is important to verify the influence on the team in the long term,
especially concerning speed and code quality. It is also important to create ways to
compare the perceptions of the developers with the results of the tool reports. For
instance, in these studies the students believed that when they started considering TD,
the project quality improved, but when we analyzed the code with the tools, we saw that
the reports did not indicate significant changes in source code quality. Then, it is inter‐
esting to investigate why this happened, and possible future solutions.
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Abstract. While the effects of mindfulness are increasingly explored
across different fields, little is known about the application of these
practices in agile project teams. In this paper we report on a rigorous
controlled trial executed to understand the impact of the three minute
breathing exercise on the perceived effectiveness of stand-up meetings.
We compare (1) an active group using a three minute breathing exercise,
to (2) a placebo, and (3) a control group in 3 organizations and 8 teams
with over 152 measurements. Our findings indicate an immediate pos-
itive impact on perceived effectiveness, decision-making and improved
listening in the active groups compared to the placebo and natural his-
tory groups. We provide a preliminary agenda for future research based
on our findings and previous evidence from other fields.
Keywords: Empirical study · Mindfulness · Scrum · Teamwork ·
Resilience · Agile software development
1 Introduction
In a world led by ‘volatility, uncertainty, complexity and ambiguity’, depending
solely on automatic pilots can have disastrous effects on human life [1]. Present-
day organizations are facing the same problem as they are operating in a highly
unpredictable and stressful environment to which they daily need to respond
adequately. It is difficult for organizations to adapt to changing circumstances
and demands in a highly volatile world. Carefully crafted plans, that should work
like business or project auto-pilots, are met by a stubborn reality that does not
fit the envisioned strategy. Such an increase in speed and uncertainty leads to
an increase in stress for teams and management [2,3]. As a consequence people
fall back on autopilot behavior with suboptimal results.
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This is a problem because organizations that do not possess the agility to
reply to the present and its changed demands, run a great risk of becoming
obsolete or at least lose some of their striking power within the market that
they operate. Big corporations like Atari, Kodak, DeLorean, Polaroid, Pan Am
and Compaq, once cutting edge businesses, have failed to meet these changing
demands and showed no signs of agility, which eventually led to their demise.
Their business auto-pilot was focused on a fixed point and failed to prevent them
from crashing into new competitors, new technologies, new demands and waning
public interest at the next junction. Companies that cannot alter their course
because they cannot recognize the changes in the market, will fail or decline.
Their employees will likely have to deal with stress levels that keep on building
up in their system with a great chance of burnout and demoralization.
Mindfulness, a concept increasingly popular in practice, promises relief to
some of those symptoms. Mindfulness deals with a certain attitude towards
reality in which the practitioner approaches the here-and-now in ‘the fullest
attention to whatever the moment presents’ [4]. Mindfulness provides tools to
increase attention and aims to create habits of mind that lead to stress reduc-
tion [5]. While there is a firm evidence base of mindfulness in clinical psychology,
research on the application of these practices in the context of professional orga-
nizations such as agile teams, is still in its infancy.
In this report we present the first empirical perspective on the application of
a very concrete mindfulness practice in agile teams: the three minute breathing
exercise. While previous studies predominantly conducted in the field of clinical
psychology only revealed results after several weeks, our findings point at an
immediate effect of the exercise in a subsequent meeting. Based on our experi-
ences we draw out an agenda for further research. Our findings provide a strong
base for further exploration relevant for both research and practice.
2 Background and Related Work
While the debate on the definition of mindfulness is ongoing, it’s roots can
be traced to Buddhist psychology where it has been practiced for several
millennia [6]. The concept has then been introduced in the field of contempo-
rary psychology by Jon Kabat-Zinn in the mid-1980s, as ‘paying attention in a
particular way, on purpose, in the present moment, and nonjudgmentally’ [7,8].
Since then mindfulness has been applied in many fields such as education [9],
law [10], “prison programs” [11], “IT” [12], and “business” [13] to stimulate more
positive responses and better-decision making. While there is a growing base of
evidence that specific mindfulness practices can have a positive effect on human
behaviour, little is known on its impact in professional organizations such as
agile teams.
In the following subsections we will discuss existing evidence of mindfulness
practices applied in clinical psychology, organizational psychology, information
systems, management research, and lastly in agile teams.
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Mindfulness in Clinical Psychology. Several therapies and trainings have
been developed to execute mindfulness based interventions. Kabat-Zinn for
example introduced Mindfulness-Based Stress Reduction (MBSR). This treat-
ment was originally designed to “treat patients with chronic pain” [8]. Eigh-
teen known studies have been undertaken toward fathoming the consequences
of MBSR on different groups of participants [14]. All of the research indicates
that there is a positive correlation between MBSR and psychological well-being.
Shapiro, Schwarz and Bonner for example have conducted a study among med-
ical students, wanting to find out if the students would be able to cope better
with stress after they had gone through an official MBSR program [5]. The
results indicate that participation in a mindfulness-based stress reduction inter-
vention can effectively (1) reduce self-reports of overall psychological distress
including depression, (2) reduce self-reported state and trait anxiety and (3)
increase scores on overall empathy levels [5]. Studies have shown that mindful-
ness has a general positive impact on one’s psychological health [7]. Mindfulness
has been correlated to a myriad of positive effects on people with psychological
issues. Good results have been shown in the areas of “self-esteem” [15], “self-
efficacy” [16], “clarity” [17], “self-compassion and empathy” [18]. The correlation
of mindfulness has also been associated with the reduction of “depression” [19]
and “stress” [20].
Mindfulness in Organizational Psychology, Information Systems and
Management Research. Several randomized controlled trials have been
undertaken to prove the effectiveness of mindfulness in a business setting. In an
integrative review Good et al. [21] integrate the impact of mindfulness into five
areas of basic functioning (attention, cognition, emotion, behavior, and physiol-
ogy) and into three clusters of workplace outcomes (performance, relationships,
and well-being).
Reb et al. [22] for example examined the effect of “leader’s mindfulness on
employee well-being and performance”. The study showed that the higher the
supervisor’s mindfulness: (1) the higher the employees’ psychological need satis-
faction, (2) the higher the job satisfaction of the employee, (3) the more favor-
able overall job performance ratings, (4) the higher the in-role performance, and
(5) the higher the engagement with organizational citizenship behaviors. Other
randomized controlled trials in this area have also shown a positive correla-
tion between the trait mindfulness and psychological well-being, better decision-
making and better handling of stress [23].
Hafenbrack et al. [23] discuss the association with a mindfulness condition
towards (1) positive emotions, (2) focus on the present, and (3) better decision-
making. Mindfulness practices are associated with an augmentation of a positive
emotional state of being, since mindfulness “increases the willingness to toler-
ate uncomfortable emotions and sensations” [24] which indirectly increases the
quality of decision making [25]. There is a significant direct correlation between
the mindfulness state and decision making [23]. Lastly mindfulness has a focus
on the present [8,23] which indirectly increases the value of decision making.
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Mindfulness, Agility and Agile Teams: Initial work on agile teams and well-
being indicates that teams that feel more empowered experience less stress [26].
However, while the popularity of agile methods is continuously rising, estab-
lishing the right team atmosphere and leadership approach remains a challenge
[27,28]. Especially in situations of increased speed and competition, agile teams
are experimenting with practices to counter the loss of focus [29].
Mindfulness, while promising relief to some of the aforementioned symptoms,
has so far received little attention in the context of agile methods. In existing
literature the concept has been explored in two main directions in relation to
agility: (1) Mindfulness as an organizational condition and a theoretical con-
cept that supports agility through attention to detail and reliability of systems
(compare [30]), and (2) Mindfulness practices as a set of tools to achieve it.
Mindfulness as a theoretical concept to support agility in organizations has
been explored by McAvoy et al. [30] to compare ‘Doing’ Agile vs. ‘Being’ Agile
- thus understanding the effectiveness of agile practices in organizational con-
texts. Nagle et al. [31] utilize a mindfulness measure to understand how an orga-
nization can achieve flexibility and reliability in the context of Global Software
Development (GSD).
The interaction of concrete mindfulness practices and agile practices is far less
well understood. Agile practices such as stand-up meetings for team coordina-
tion [32], Iteration Reviews for continuous customer feedback, or Retrospectives
for teams to reflect and improve their ways of working, are concrete routines that
help teams to deliver their products and improve. Mindfulness practices, simi-
larly to agile practices, provide very specific patterns of action and reproducible
protocols, routines that can help build mindful behaviour in organizations [33].
For example, Bernárdez et al. [12] conducted an experiment comparing groups of
students conducting a mindfulness exercise to a control group practicing public
speaking, with the former being more efficient in developing conceptual models.
Following evidence across various fields we know that mindfulness exercise
can have a positive impact on decision-making, the ability to focus and psy-
chological well-being. However, until now little is known on the impact of those
exercises in business settings, especially in agile project teams. The three minute
breathing space exercise [34], for example, is a concise mindfulness exercise that
can be applied relatively easy in teams with little investment. The participant
approaches the short exercise with an attitude of alertness and curiosity through-
out its three stages of ‘becoming aware’, ‘focusing attention on breathing’ and
‘extending the attention’ [34]. Similarly to meeting routines in agile teams, such
as stand-up meetings, it provides a concrete and convenient protocol. As such,
the two practices, stand-up meeting and the breathing exercise, can be combined
into an experiment.
Based on the literature reviewed above we thus pose the following question:
What is the effect of the three minute breathing space exercise on the quality of
meetings in an agile project team?
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Table 1. Stand-up meeting protocol for the three trial groups







Listen to Tango by
Igor Stravinsky
- Facilitator & Teams
2 15min Participate in Stand-up meeting Teams
3 5min Fill out questionnaire Teams
4 1min Collect questionnaires Facilitator
3 Research Method and Conduct
Following the research question this paper aims to help understand the impact
of a specific mindfulness practice, the three minute breathing space, applied in
agile project teams. As the three minute breathing exercise as well as the Scrum
stand-up meetings provides reproducible and comparable routines, we embed-
ded our research question in an experiment following the design of a controlled
trial as common in clinical settings [35,36]. As the trial is executed in a social
context with many interconnected factors such as teamwork, process, culture
and the perceptions of individuals, we applied a mixed methods approach using
quantitative and qualitative sources to analyse the data [37].
Protocol: The trial was divided into three phases, a (1) preparatory phase from
April until May 2016, three organizations were asked to join and facilitators were
instructed, (2) collection of a baseline measurement in the beginning of June
2016, and (3) the actual trial period lasting from mid-June until mid-July 2016.
In order to reduce bias, we designed a controlled trial including a placebo as
well as a natural history control group to compare the effect of the mindfulness
exercise. To do so, we created a trial protocol including three groups, (1) an
active group with teams executing the breathing exercise before their meetings,
(2) a placebo group, which would listen to classical music by composer Igor
Stravinsky, and (3) a control group. In order to distract attention from the
actual mindfulness exercise, the study was strictly framed as an “experiment to
increase effectiveness in Scrum Meetings” across participants and supporting
facilitators. The placebo1 group was added to compare the impact to a non-
meditative form of relaxation, which could have an impact on the team, and
1 We are aware that similarly to trials in social therapy, there is no placebo for an
intervention in a social environment, as even a trivial interaction across individuals
does have an impact [36]. For the sake of simplicity we still call the second trial
group as “placebo” although it is technically not the case.
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to further remove attention from the mindfulness exercise. All data collection
was kept strictly anonymous and we repeatedly asked the teams to give honest
opinions.
We chose stand-up meetings as the agile practice the trial was aligned to,
also referred to as “Daily Scrum”. We chose that specific meeting type due
to frequency, commonly accepted format and contribution to decision-making
within the team [32]. The meetings are short in nature and strictly time limited.
The team members address the three questions “What have I done? What will
be done? What obstacles are in my way?” and make operational decisions [32].
The interventions for the three trial groups were designed as depicted in
Table 1. For the active and placebo groups a guided 5-minute exercise was given
just before the start of the stand-up meeting, the natural history control group
had no exercise whatsoever. The mindfulness breathing exercises (for a proto-
col compare [34]) as well as the Stravinsky2 placebo exercise were both guided
by experienced mindfulness instructors to give the best results. The breathing
exercise was chosen due to its short nature, accessibility and prior exploration
in the context of software teams [12].
The instructors were present 5 min before the meeting started and conducted
the exercise type that was assigned to the team. After the exercise had taken
place the team would start with its meeting. Shortly thereafter the team would
fill out the forms. The natural history control group (nh) was not guided at
all, but needed to fill out the forms at exactly the same moments as the other
teams to follow their heartbeat. The procedure was repeated for the active and
placebo groups four times until the end of the trial. Due to different iteration
lengths, and to have sufficient time between the measurements to ensure that
the interventions themselves would not influence each other because of too short
an interval between exercises, the measurements took place once per week.
Organizations, Teams and Participants: Between April 2016 and May 2016
we reached out to organizations with software development departments in the
Netherlands. The selection criteria was to find organizations with at least three
software development teams applying Scrum for a period of at least three years.
Table 2. Distribution of the three trial groups (active, placebo, control) across the
three participating organizations and involved teams
Organisation Alpha Beta Gamma
Team T1 T2 T3 T4 T5 T6 T7 T8
Trial group Active Placebo Control Active Placebo Control Active Control
Team size 5 8 7 8 10 10 5 8
Measurements 4 4 1 4 4 4 4 2
Total responses 32 13 7 24 24 19 19 14
2 “Igor Stravinsky - Tango (audio + sheet music)”, URL to the video: https://www.
youtube.com/watch?v=VcXTFRXenwI.
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This ensures that these teams are working with short cyclical iterations in which
working software is completed after each sprint, and applying stand-up meet-
ings. Out of the 10 inquired organizations, three organizations and a total of
8 teams agreed to participate. After gaining the commitment of the teams, we
assigned them to one of the three trial groups as depicted in Table 2. Organ-
isation Gamma originally included a placebo team as well, however, the team
dropped out due to internal deadlines before the trail execution. At last there
were 8 teams included in the trial and respective analysis. Furthermore, seven
facilitators were instructed to conduct the respective exercises and collect the
data on-site.
Questionnaire Design and Data Collection: Following our literature study
we compiled a questionnaire based on two dimensions: mindfulness and effective-
ness. The questions can be found in Table 3. The questions addressing mindful-
ness (Q03, Q05, Q07, Q08, Q09, Q10) have been selected based on the dimensions
mindfulness has been reported to have an impact on, such as: improved decision-
making, better emotional responses, focus on the present [23]. In addition to
that we added questions on effectiveness of the meeting (Q01, Q02, Q04, Q06).
The questions have been administered with a 7-point Likert scale: 1 = Never,
2 = Rarely, 3 = Sometimes but infrequently, 4 = Neutral, 5 = Sometimes, 6 =
Usually, 7 = Always
Before the actual trial we conducted a baseline measurement which would
later serve as a base for comparison. The baseline measurement was collected at
the beginning of June 2016, the actual trial followed in mid-June 2016. During
the trial team members were asked to fill out the questionnaire directly after
the meeting and respective intervention (compare Table 1). In order to have
sufficient time between the measurements, the exercises were conducted and
data was collected once per week across the participating teams. After each
allocated meeting, being three stand-up meetings per team, the stated items
were graded by each team participant and were handed over to the facilitators.
The time frame in which these measurements took place is from May 30th until
July 25th of the year 2016. The facilitators made sure that the forms were then
forwarded to the researcher.
At the end of the trial we asked the participants that took part in both the
active and the placebo group to answer a number of open questions to get a more
qualitative view on their perceptions. The questions were: How valuable did you
find this exercise? Would you continue this exercise without the trainers? What
are the challenges you had? What worked well?. For this qualitative view we
used a deductive and exploratory approach in order to understand whether the
personal perceptions of the participants would confirm or refute the quantitative
analysis.
Data Analysis: The data generated was analyzed by question and by prepa-
ration type, i.e. the baseline of each question of each preparation type was
aggregated and compared to the figures that were the result of the actual
110 P. den Heijer et al.
Table 3. Questions Q01–Q10
• Q01 - Everyone is involved in the decision-making process.
• Q02 - The team vision was well defined.
• Q03 - The meeting atmosphere was constructive, calm and open
• Q04 - The meeting was effective
• Q05 - All meeting participants listened well to each other
• Q06 - The meeting objectives were met
• Q07 - The level of disagreement during the meeting was acceptable
• Q08 - The tension during the meeting was tolerable
• Q09 - The interaction in the meeting was good
• Q10 - The emotional responses within the meeting were healthy
measurements that were taken after the experiments had been conducted. With
that aggregation level a t-test was executed on the difference between the base-
line and the experiment per preparation type, finding the difference in average
scores on all questions and the significance value (the p.value) of all these dif-
ferences indicating if the difference could be explained through the intervention
itself. The significance value we sought was a p-value< 0,05.
Besides the differences in average per question given the preparation type, we
also took an average on the aggregated sum of the questions per team and tried
to identify the maturity of the team. Furthermore the variance of all questions
per team was measured to ensure the homogeneity of the given answers per
team. To control for any unexpected influences T-values were measured.
4 Results
This section presents the results of the experiment. Table 2 depicts the partic-
ipating teams, the respective team size, the number of measurement points, as
well as the number of completed questionnaires. Every team consisted of approx-
imately eight members. Each team, with the exception of the control groups, had
four measurement moments. Those consisted of one baseline to measure the effec-
tiveness and culture of the team before any intervention was provided and three
guided measuring moments.
Table 4 summarizes the results for the ten questions (Q01–Q10) for the
three trial groups. As depicted in the table teams that submitted themselves to
the mindfulness exercise showed a slight but statistically significant (p< 0.05)
increase in some key elements of effectiveness and cultural aspects of the team.
Specifically our data indicates an improvement on the perception of (1) listen-
ing, (2) decision-making, (3) effectiveness of the meeting, (4) good interaction
and (5) healthiness of emotional responses. Neither the placebo nor the natural
history control groups showed statistically significant differences.
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Table 4. Difference to baseline measurement for questions Q01–Q10 (Total n= 152)
Question/Trial group Active (n = 75) Placebo (n = 37) Control (n= 40)
Q01 Decision-making 0.6659* 0.1666 0.1190
Q02 Team-vision well defined 0.2513 −0.4666 0.2857
Q03 Atmosphere constructive 0.3170 0.4 0.0238
Q04 Meeting effective 0.6139* 0.1333 0.2142
Q05 Listening 0.6299** 0.0666 0.4285
Q06 Objectives met 0.2905 0.2666 0.2857
Q07 Disagreement acceptable 0.3276 0.1000 −0.0238
Q08 Tension tolerable 0.3382 −0.0666 −0.1190
Q09 Interaction good 0.5673* 0.1333 0.0000
Q10 Emotional responses 0.4178* 0.2333 0.4333
* p< 0.05, ** p< 0.01
5 Discussion
The main query of this paper is whether a short mindfulness intervention has an
impact on the effectiveness and culture in stand-up meetings of agile development
teams. In the following subsections we will discuss (1) the perceptions of the
teams with respect to our research question, (2) the embedding of the exercise
in a broader organizational setting and barriers to its adoption, and (3) directions
for future research.
5.1 Three Minute Breathing Exercise in Agile Teams, Does It
Work?
The trial shows that even short mindfulness exercises, such as the here pre-
sented three minute exercise have a positive impact on the teams similarly to
those reported in other domains (compare Table 4). The data indicates a self-
reported improvement along five of the ten questionnaire items, particularly: (1)
participants listened well to each other, (2) Everyone is involved in the decision-
making process, (3) the meeting was effective, (4) the interaction in the meeting
was good, and (5) the emotional responses within the meeting were healthy.
The questions with the biggest difference to the baseline were Q01 Everyone
is involved in the decision-making process, and Q05 participants listened well to
each other. These perceptions were supported by the qualitative data (n = 14),
e.g.: “The 3min of silence helped me rest and relax. It helped gather my senses
back after a few hours of (usually) stressful work.” (Participant Team 4). We
did not observe any statistically significant negative effects in our data. In the
placebo group the question Q02 had a statistically not significant decrease com-
pared to the baseline measurement. Here we could raise the question if the
Stravinky song had a distracting effect on the team and its vision during the
meeting. Looking back at our research question we will now lead the discussion in
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two ways: (1) how the exercise can support building emotional intelligence and
leadership skills in the individual, and (2) how the exercise can help building
mindful teams.
Taking the perspective of the individual our findings indicate that the breath-
ing exercise could help agile team members and team leaders to build up their
emotional leadership skills. As pointed out by Porthouse and Dulewicz [38]
emotional leadership competencies (e.g., emotional resilience, sensitivity, self-
awareness, conscientiousness) are of greater importance for leaders in agile
projects compared to traditional projects. As the leadership skills and style of
individual managers have a big impact on the culture of an organization, emo-
tional leadership skills are important for the success of agile methods. A meta-
analysis conducted by Giluk [39] on the relationship between mindfulness and
the Big Five personality traits shows relationships with neuroticism, negative
affect, and conscientiousness, but also with agreeableness.
Taking the perspective of the team our findings indicate that the practice
could help building agile teams. Self-managing teams are considered to be one of
the corner stones of agility, yet they are difficult to establish [28]. The five dimen-
sions of agile teamwork, such as shared leadership, team orientation, redundancy,
learning and autonomy [28,40] require shared decision making and the ability to
listen to each other and understand each others opinions, as supported by the
breathing exercise. Further, similarly to what McAvoy et al. [30] call ‘Doing’
Agile vs. ‘Being’ Agile, our experiences with the trial indicate that the exer-
cise could help build up mindful behaviour, which helps the team understand
agility and agile practices in context rather than blindly following them. The
lack of focus can be an issue for agile and entrepreneurial teams [29]. Hafenbrack
et al. [23] researched the positive influence of mindfulness on decision making
and the sunk-cost bias, the tendency to continue investing in a project once
time, money or effort was invested, although that project might not be a viable
initiative after all. Stettina and Smit [29] researched agile teams working in entre-
preneurial settings. The results reveal that when trying to handle many project
requests due to customer pressure, mindfulness could help making better deci-
sions on what projects to follow.
5.2 Mindfulness in Our Case Organisations: Barriers to Adoption
Our quantitative results show that mindfulness enhances qualities of effective-
ness and team cooperation in the daily working culture of an agile team. The
qualitative open questionnaires distributed to the teams after the trial, how-
ever, draw another perspective on our findings. While several participants saw
the personal use of the exercise, none would continue it in a public setting. As
a participant from Team 2 commented: “For some members, the pause before
the standup was useful, because they could focus on their activities done in the
previous day. But for the rest of the team, the exercise was considered just not
suitable with their own way of working.” Several participants in Team 4, for
example, indicated that the fact that they conducted the exercises in an open
space, they felt looked at by other teams. Others indicated, they would continue
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with the breathing exercise on their own rather than in the team setting: “Yes,
I want to do those exercises more often. I have chosen to do this at home and
not at work.” (Participant Team 7). So, although the results show statistically
significant increases of effectiveness on several entries, the perceived usefulness
does not raise to the level that the participants want to keep on using it in a
public setting. The teams apparently encountered a barrier to introduction of
these practices.
This raises the more general question of what conditions could support the
adoption of these type of mental practices in agile teams. From the literature
(cf. [21]) we know a few: support of management for these practices, voluntary
participation and a safe team climate. Management support for these practices
seems obvious: if leaders do not support these practices it will not happen. In
that respect these mental practices do not differ from other agile team practices
that help teams perform better. As a line of research, this would be interesting
to look into.
Voluntary participation is a necessary corollary of these type of practices.
It enhances intrinsic motivation, which is an important mediator of success of
team practices (cf. [41,42]). Lastly, also a safe team climate is important. If, as
the qualitative data examples showed, people feel exposed, the practices will not
function very well. That is a general factor for well-functioning teams: psycho-
logical safety is a crucial characteristic of successful teams. If such a climate is
absent, social defense mechanisms will come into play and diminish team perfor-
mance. Safety has both an environmental side (what space is the team working
of meeting in, open or closed) and a communicative side: do people feel safe
to utter difficulties, ask questions, disagree, praise each other, etc. In general it
means that within the team culture or the organization, it is recognized that
emotions play a role and are not subdued. It is generally known from psycholog-
ical research into emotional agility that if this happens, they will play out in a
different but uncontrolled way with mostly negative effects on team climate and
effectiveness.
5.3 Mindfulness in Agile Project Teams: A Preliminary Research
Agenda
Having studied the results of a mindfulness intervention in agile teams and dis-
cussed its relation to existing literature, we now continue to discuss a potential
future research agenda. The following is a thematic list of questions, not aiming
to be exhaustive, but as possible entry points for an exploration of mindfulness
in agile teams:
Effects on leadership competencies and team development. From
Porthouse and Dulewicz [38] we know that emotional leadership competencies
are more important in agile project teams compared to traditional project teams.
Also shared leadership is an integral aspect of agile teams and can be difficult to
acquire [28]. How does mindfulness influence the development of leadership com-
petencies and emotional intelligence? What role do mindfulness practices play
in team development?
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Effects on decisions. From Hafenbrack et al. [23] we know that meditation
practices are reducing sunk-cost bias. What types of decisions do mindfulness
practices have an impact on?
Lengths of training and lengths of effect. In this trial we worked with
a brief mindfulness exercise at the beginning of a short agile meeting. We did
not, however, measure the impact of this short exercise on a longer type of
meeting. It could be that the enhancing effect wears off quickly and that for
longer meetings the exercise needs to be repeated several times in order to gain
its lasting effect. Also, in clinical research, experiments have been more intense
in nature. It would be interesting to see if a whole team that volunteers to submit
to a whole intensive program will see even better results. Do longer, more intense
mindfulness exercises have greater impact on agile teams? Do short mindfulness
exercises also have an impact on longer agile meetings? Do short mindfulness
practices become increasingly more effective over time?
Implementation. Although teams indicated that they benefited from the mind-
fulness exercise they also communicated that they did not want to continue the
exercise once the experiment ended. This is an interesting observation which
has a contradicting tension. It would be interesting to find out why we were
confronted with this tension. What is the best possible organizational culture in
which mindfulness will thrive? What is the correlation between the effectiveness
of a mindfulness exercise and the maturity of a team?If the teams are to sustain
such a practice on their own, how would they teach to new team members? And
if they have to teach the practice to new members, will it be as good as they have
learned is form a mindfulness teacher?
Interaction with other practices and routines. In this paper, we have
only focused on stand-up meetings during this experiment. Future research can
broaden the scope and could determine if there is a correlation between the trait
mindfulness and the effectiveness of other types of Agile meetings like retrospec-
tives, sprint planning, sprint review or refinements. It would be interesting to
find the effect of other types of mindfulness exercises on the effectiveness of team
meetings in Agile teams. What is the effect of other expressions of mindfulness
exercises on the effectiveness of meetings in agile project organisations? What is
the effect of a mindfulness exercise on other type of meetings in an Agile project
organisation?
Types of teams and domains of practice. Our research has focused on
software development teams, it would be interesting to expand our understanding
towards other domains of practice. We have seen that the trait mindfulness helps
make better decisions and is an enabler for the handling of stress. Some types
of teams might benefit even more from exercises in the mindfulness spectrum.
Teams that are dealing with higher stress levels than software teams or teams
that have an acute need for clear and effective decisions would potentially be
better candidates in this regards. Portfolio management teams, innovation teams
or board room teams would be suitable candidates to consider. What type of
teams benefits most from the trait mindfulness?
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Costs vs. Benefits. Understanding the costs of a potential implementation
is important for management. Hales et al. [43] discuss the costs of implement-
ing mindfulness in a health care context. What are the costs of implementing
mindfulness in project organizations compared to their benefits?
5.4 Threats to Validity
A controlled trial executed within eight teams in three organizations can be
more of a challenge to set up in the operational phase than when designed on
paper. To avoid potential sources of bias, we followed the recommendations of
Pannucci et al. [44] to prevent bias in clinical trials across stages of research in
the planning, data collection, analysis, and publication.
In the pre-trail phase study design and in recruitment selecting a favourable
population could impact study results. We addressed selection bias by masking
the study purpose. During trail execution, the facilitators educated mindful-
ness trainers, could have consciously or subconsciously influenced the responses
of the team members which could result in higher scores for the treatment
teams. We used standardized protocols for execution, data collection and care-
fully instructed the facilitators, reiterating that masking the study purpose is
important for its outcomes. Further, participants might be prone to please the
experiment leader and give him the answers he needs for his experiment to be
successful. Due to masking the purpose, the participants were not aware of the
actual study purpose. Another potential source of bias could be the concept of
the breathing exercise, which could polarize some of the participant. Potential
skepticism could influence the answers of the participants, provoking interest and
random answers. We have tried to notice this within the data set but did not find
statistically relevant outliers or noise in the data. In the post-trial phase, bias
can occur during data analysis and publication. To address external validity, we
compared our findings to existing evidence in the fields of clinical psychology [14]
and in professional organizations [21]. To further improve construct validity we
applied a mixed methods approach in collecting and data analysis using quali-
tative and quantitative sources.
6 Conclusions
The goal of this study was to explore the impact of a short mindfulness exercise
on the quality and effectiveness of meetings in agile project teams. A controlled
trial was designed to observe effects associated with mindfulness in the context
of eight Scrum teams in three organizations.
The participants perceived the practice as useful, and statistically significant
improvement was reported on some of the dimensions in the groups performing
the exercise (listening, decision-making, meeting effectiveness, interaction, emo-
tional responses). The teams in our case organizations will not continue with the
exercise in their particular setting. Nonetheless, the result is quite remarkable as
the trial shows an instant effect while other studies had a preparation phase of
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several weeks or more. Further research needs to be done in order to understand
the circumstances under which its effects are perceived more or less. If there is
more collaboration and more pressure in future business settings to keep our
organizations healthy, sustainable and effective, the use of mindfulness might
be more essential. To do so we provide concrete ideas for a research agenda to
explore the effects further.
The conclusion that we can draw is that mindfulness in the form of breathing
exercises indeed enhances the quality of meetings in an agile team. Research
indicates the increasing importance of emotional intelligence and empathy to be
for future workforce next to analytical skills. Practices such as the here discussed
exercise could help build up some of those skills in the future.
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Abstract. Agile software development has become mainstream, and
with it many tools have been developed to support Agile software devel-
opment. Nonetheless, studies show, that most Agile software teams still
also use physical cardboards for their daily work. This is error prone and
causes a lot of extra effort to keep both in sync. In our research project
we conducted an interview study about the reasons for this media break.
Based on the findings we developed visualization and interaction con-
cepts for an Agile cardwall using an extra-large multi-touch wall display
which provides Agile teams the lightweight collaboration workspace for
their Agile meetings. We implemented the concepts in the software pro-
totype aWall, and evaluated the usability of aWall in a user study. The
evaluation indicates that aWall enables and encourages team work due to
the large size of the wall, the easy accessibility and visibility of the needed
information, and the integration with existing issue tracking tools. This
suggests that augmenting digital cardwalls with large interactive touch
technology and integration with task tracking systems is a useful way to
support effective collaborative Agile software development processes.
Keywords: Agile software development · Cardwalls · Large wall dis-
plays · Multi-touch · Tool · Software processes · Collaboration
1 Introduction
In Agile software development, physical cardwalls continue to be an essential
part of the Agile processes despite the relative large number of available digital
tools. Although many commercial and open source digital Agile tools like JIRA
[3], CA Agile Central (formerly Rally) [16] and VersionOne [12] are available
and have been adopted by a large number of Agile companies, studies show that
physical cardwalls are still widely used [4,7]. Azizyan et al. conducted interviews
with software practitioners and found that 31% of companies used both project
management tools and physical cardwalls, where the usage of cardwalls was not
restricted to co-located teams [4]. Despite their prevalence, physical cardwalls
c© The Author(s) 2017
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still have issues as content is not digitalized and not integrated with issue track-
ing systems. To address the issue with physical cardwalls, we aim to bridge the
gap by creating a large digital cardwall that supports elements of the physi-
cal nature, integration with existing tracking systems, while also preserving the
Agile collaborative work style.
In this paper we present aWall, a large digital cardwall, providing a collab-
orative workspace for Agile teams. While the main focus of aWall is for use by
co-located teams, aWall is designed to be used also by distributed teams which
is one of the main driver for digital Agile tools (see Fig. 1). aWall has the size of
classical physical cardwalls by using large multi-touch high resolution displays
and so provides enough space for the whole team to interactively collaborate.
We first give an overview of related work, followed by an evaluation of an inter-
view study about the usage of Agile tools in software teams. We then present the
design consideration for a large scale Agile cardwall and the user interface design
of aWall. The following section presents the evaluation of aWall in a user study
which we conducted with software practitioners to evaluate the usability and
effectiveness of the chosen approach. The paper concludes with a final summary
and outlook for future work.
Fig. 1. aWall – digital Agile cardwall displayed on a large high resolution multi-touch
wall (2× 2 46 Inch 4K displays) for planning and Agile team meetings.
2 Related Work
Sharp et al. [15] reports that physical artifacts like pin boards, sticky cards, flip
charts or whiteboards are used as a means of communication and collaboration
by Agile teams. However they also report that there are some disadvantages
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of physical artifacts such as cards may get lost and they cannot be searched
or shared easily. Any attempt to overcome these disadvantages by digitalizing
cards and cardwalls should retain the advantages of the physical form while also
benefiting from translation to the digital medium [15].
Gossage et al. [7] report in their study that the physical nature of artifacts is
important to the collaborative process. For example being able to manipulate the
cards easily (writing and posting) and their permanent availability on the card-
wall helps support effective communication at least in co-located teams. Physical
cardwalls are valued for their flexibility, light-weight and easy usage, providing
a big picture, and permanent and instant availability of information. Physical
cardwalls are not well suited for distributed environments and displaying large
amounts of information is difficult. On the other side, they report that digital
tools were not necessarily easy to use, hard to personalize, or to adapt to the
teams’ needs. They come up with suggestions on the design of digital cardwalls
and with critical features: always provide an overview, offer easy zoom-and-pan,
to hide details, assign annotations to any object on the board, automatic syn-
chronization, for example.
Paredes et al. conducted a survey of existing literature on information visu-
alization techniques used by Agile software development teams and found that
information radiators and cardwalls are most frequently used for Agile teams in
communication and progress tracking [13].
Azizyan et al. [4] report that digital Agile tools like JIRA and VersionOne
account for less than 10% of tools used to support Agile processes, while physical
walls, paper, and spreadsheets account for almost 50%. They also report that it
is important to find the right balance between enough features and usability is
critical.
A number of research digital tools have been developed for use on large
interactive surfaces (e.g. horizontal and vertical). DAP [10] and subsequently
AgilePlanner [18] were early prototypes developed to support Agile planning on
horizontal tabletops for co-located teams. SmellTagger supports collaborative
code reviews for co-located teams using multi-touch tabletops [11].
CodeSpace [5] does not focus on any particular Agile process but uses shared
touch screens, mobile touch devices, and Kinect sensors to share information dur-
ing developer meetings. They report that professional developers were positive
with this approach and felt that pointing with hands or devices and forming hand
postures are socially acceptable. Anslow et al. [2] evaluated large display walls for
collaborative software visualization. SourceVis used large multi-touch tabletops
to support code reviews using collaborative visualization techniques [1]. They
show in their paper that large displays have the potential to provide a good
overview about complex situations and thus can help to get a better under-
standing of it. Rubart developed a basic prototype for multi-touch tabletops to
support Scrum meetings [14] and evaluated the prototype in a study with stu-
dent groups. They report positive feedbacks with respect to team collaboration,
but also difficulties with editing data. Though support of distributed teams is
currently not in the focus of our work, dBoard [6] is a very interesting approach
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in which a Scrum board on a vertical touch screen has been enabled with in-
screen video capabilities for distributed development. This might be a possible
approach for aWall to support distributed teams.
Based on our review we conclude that most digital Agile tools only partially
support collaborative Agile processes and meetings. Digital Agile tools espe-
cially seems to lack support for social interaction and team cognitive activities
compared with physical tools. Neither existing physical nor digital cardwall tools
seem to sufficiently support the collaborative Agile process for Agile teams effec-
tively. With aWall we present an approach to overcome these limitations. aWall
tries to combine the advantages of physical and digital cardwalls, by making
use of the large screen size and the touch functionality, and serve as an Agile
collaborative workspace and information radiator for Agile teams.
3 Pre-study Tool Usage
3.1 Study Method
As a first step in our project we conducted a qualitative interview study among
eleven IT companies that have adopted agile methods in their software develop-
ment. The interviews focused on collaborative processes in agile teams and the
tools they use for communication.
We conducted ten semi-structured group interviews and three individual
interviews with eleven IT companies. The interviews were conducted with a
total of 44 participants (7 female, mean age of all participants was 38.5 years).
The participants mostly worked in multiple Agile teams and had different roles
in those teams (e.g. Scrum Master, Product Owner, Team Member). The partic-
ipants had at least one year experience with Agile software development, most
between 2–5 years. Each group interview took about two hours and the individ-
ual interviews one hour. All interviews were conducted in German. The focus
of the interviews was on the employment of agile methods and practices, team
and collaborative processes, meetings and tools used. All interviews were audio
recorded and transcribed. The transcribed interviews were segmented into small
units of analysis and coded using MAXQDA [17]. A category system for the
analysis was developed and continuously refined [9].
3.2 Findings
We found that 10 out of 11 teams still use physical cardwalls typically in com-
bination with digital tools, like Jira/Confluence, TFS, Trello. Only one team
was working exclusively with digital tools. When using physical cardwalls we
found that it is a common practice to put a lot of extra information around the
task board as shown in Fig. 2. The extra information includes for example, the
Definition-of-Done, team members’ periods of absence, burn-down charts, but
also private pictures, post cards from holidays or other greeting cards from team
members.
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Fig. 2. A physical task board with extra information
When asking for the advantages of physical cardwalls compared to digital
Agile boards the most often named reasons were ease of use, always-on visi-
bility, flexibility, good overview, and the focused view on the information. On
the disadvantage side the interviewees mainly named that the board is only
locally available, the missing traceability and documentation, and the missing
integration into digital tools. Table 1 lists the most often named advantages and
disadvantages of digital tools by the participants.
The following statements restates opinions from some participants about
various aspects about digital tools1:
“Yes, it is all well integrated. If I have it electronically, I have it in the
database. I have to capture it only once. That’s what I like about the
digital tools (I8, 305)2.”
“The digital board looks quite nice, is always well ordered (I11, 364).”
“You have so many options in JIRA, so many input fields. And if you
are looking for information, you always have to do a lot of navigation.(I1,
235).”
“It takes so long to start up the tool. And after five seconds passed, I have
to fill out this template. And then I just want to add a picture. I have to
take a photo and somehow add it to the system. That’s very cumbersome.
(I10, 396).”
1 All statements have been translated from German.
2 The numbers refer to the interview and the line number of the transcription.
124 M. Kropp et al.
Table 1. Pros and Cons of digital agile tools compared to physical tools
Pros Cons
Changes are stored automatically Feeling of having no control
A lot of extra features Too many features
Traceability Missing visibility for others
Transparency in who did what High effort for usage/administration
Provide some overview Missing good overview
Adaptability of tools High effort for customization
Access from everywhere Not always on (have to start up)
Teams can meet in virtual rooms Must be customized before usage
- Have to navigate to information
- Performance not always good
- Displays are too small
We also asked the participants about the requirements for an ideal digi-
tal Agile cardwall. The interviewees stressed the importance of non-functional
requirements. These included the need for a large size display, configurable views,
instant availability of information, overview of information, at all time visible
information, easy to reach context dependent information, increased readabil-
ity of information, simultaneous multi-user touch interaction, direct interaction
with data, and no need for navigation.
3.3 Summary
In summary the study results seem to show that available digital tools do not
sufficiently well support the required flexible collaborative Agile workstyle. Users
value the traceability of information in digital tools, linking possibilities of arti-
facts, and the flexibility to adapt the tools to the users’ needs. The main disad-
vantages of digital cardwall tools seem to be that they are often too complicated
to use, the need to navigate to extra information not shown on the main board,
no direct and concurrent interaction by all team members, and small displays,
missing overview, missing instant availability.
4 aWall - Digital Agile Collaboration Wall
Based on our study we developed aWall to support Agile teams (co-located or
distributed) more effectively than existing physical and digital tools. aWall is
designed for various Agile team meetings (e.g. daily stand up, sprint planning,
and retrospectives) by providing information dashboards, maintaining user sto-
ries and tasks, enables customization of Agile processes, and integrates with issue
tracking systems. aWall was developed by an interdisciplinary project team of
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computer scientists and psychologists (from the School of Engineering, and the
School of Applied Psychology). We now outline the design and user interface of
aWall, followed by a user study to evaluate the prototype.
4.1 Design
Based on the requirements elicited during the interviews, we identified a number
of design considerations.
Physical Size. A digital cardwall needs to satisfy not only the needs for interact-
ing with the digital content, but also provide enough physical space to display
information to effectively support team collaboration. Therefore, the size of a
digital cardwall needs to be at least comparable to that of physical cardwalls.
aWall consists of four 46 in. displays (2× 2), for a wall size of 2.05 m width and
1.25 m height (see Fig. 1).
High Resolution. Each display in aWall is 3840× 2160 pixels, for a total reso-
lution of 15360× 8640 pixels. The high resolution display wall provides enough
real estate to display large amounts of information at once while still ensuring
the readability of text elements, widgets, and views.
Multi-user and Multi-Touch. The display wall consists of a 12 point multi-touch
infrared optical overlay (PQ Labs frame3) which is attached to the display wall.
The multi-touch capabilities allows multiple users to work simultaneously with
artifacts and provides an accurate and effective touch experience.
Integration with Issue Tracking Systems. aWall is designed to run on top of exist-
ing third party issue tracking systems such as JIRA. Therefore, infrastructure
functionality can be reused and already defined Agile processes utilized.
Availability of Information. aWall can replace physical cardwalls and act as the
team’s external memory of the project. For that, aWall should be installed in a
team’s open office area, always being switched on, and have a permanent view
of the task board.
Web Technologies. In order to have a ubiquitous and easily deployable design,
aWall was developed as a web application based on HTML5 and JavaScript
technology. For multi-touch support we used the interact.js framework4.
4.2 User Interface
The aWall user interface contains a number of different views, widgets, and
interaction techniques designed to support different types of Agile meetings.
Action and Information View. The results of the interviews showed that most
interaction with the cardwall takes place during Agile meetings. Each meeting
3 http://multitouch.com/.
4 http://interactjs.io/.
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has specific goals, operates on different data, and requires different supporting
tools and information. To support these different types of information handling,
we divide the display into an action view and an information view. Figure 3
shows the view for a daily standup meeting highlighting the separation into
information view and action view. The action view is the main work area, which
is dedicated to the core artifacts of a specific meeting. The main interactions dur-
ing a meeting are performed by users on the action view. The information view
provides supporting information and tools needed for the meeting. The infor-
mation view represents the dynamic memory of the team and as any dynamic
system they need to allow for change. For example, the information view for
the daily standup meeting contains additional information, like a timer widget
showing the meeting moderator and a countdown, a team widget showing the
team members, a definition-of-done widget, an impediment list widget, and a
burn-down chart for an iteration. When necessary, new widgets can be added
and removed from the information view.
Dedicated Views. aWall provides dedicated views that are tailored to the specific
needs of Agile meetings. For the sprint planning meeting shown in Fig. 4, the
action view is divided into three columns. The left column shows the top priority
user stories of the product backlog. The centre column shows the so far selected
user stories for the next iteration. The right column shows a detailed view of
the currently selected user story. This column can be used by the product owner
to discuss and clarify open issues during the meeting with the development
team. Relevant documents can be easily attached and opened in the application.
Figure 5 shows the retrospective meeting view after team members have sent
their iteration feedback where the notes have been ordered on the right side.
Users can navigate between the different meeting views by means of a navigation
bar displayed at the bottom of the view.
Information Widgets. The information view consists of a set of widgets (e.g.
team widget, timer widget, fun widget, avatar widget – see Figs. 3, 4, 5) and can
be independently configured for each Agile meeting. Each widget is designed
to support distinct aspects of the collaborative Agile process. The team widget
shows the team members and can be used to assign people to tasks during a daily
standup meeting. The timer widget supports time boxing during the meeting
and furthermore, allows to choose a meeting moderator. The moderators’ names
are stored in the application and future moderators can be suggested based on
previous selections. The fun widget allows users to post personal or fun images
to the information view to help bring emotion to the cardwall and foster team
thinking. The avatar widget can be used to drag avatars to any position on
the wall or attach it to tasks or user stories. Both the fun and avatar widgets
are designed to help with the interpersonal process in Agile teams (emotion
management, team spirit). All widgets can be detached from the information
view and moved around the cardwall to facilitate user interaction.
Availability of Information. Any information needed for a meeting is visible and
accessible; either on the action view or on the information view. If the team
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Fig. 4. Sprint planning meeting with a user story detail view.
Fig. 5. Retrospective meeting view.
needs different supporting information, additional widgets can be switched on
or off in the configuration button on the right side of the information view.
Interaction. aWall supports multi-touch and multi-user interaction. Fluid inter-
action with widgets and cards is enabled by gestures like tap, double tap, drag-
and-drop, and pinch-to-zoom supporting changing task and user story cards
position, moving widgets around the cardwall, and changing the size of a widget.
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Data can be either entered on the cardwall with a virtual or physical keyboard
or via the underlying issue tracker system and mobile devices such as tablets.
Scalability of Information. By default, user story cards and task cards show only
a few details (e.g. title). By increasing the card size with a pinch-to-zoom gesture
more information is displayed. The text size increases concomitantly with the
widening of the cards so that information can be more easily read depending
on the distance from the cardwall. When all information is shown the widget
automatically switches into edit mode, so that data can be added or modified.
5 User Study
To evaluate the usability of the aWall prototype we conducted a qualitative user
study with professional Agile practitioners. The goals were:
1. evaluate the availability of context specific information
2. evaluate reachability and discoverability of functionality and information
3. evaluate the support of Agile workstyle and Agile culture,
4. evaluate the applicability to real life situations in Agile teams.
The user study was conducted with an early prototype of aWall. The partic-
ipants worked in teams and had to complete various tasks.
5.1 Participants
We recruited 11 employees (nine men and two women – see Table 2) from the
same companies that participated in our interview study [8]. Most participants
had many years of experience in IT, and several of them in Agile development.
They came from different fields and covered a wide spectrum of Agile team
roles. Among the participants were four Scrum Masters, two Agile coaches, two
senior developers, one Agile grandmaster, one UX consultant and one head of a
software development department. Two of the companies were from the assur-
ance domain, one manufacturing, two service providers, one engineering, and one
enterprise software development company. Four companies sent two employees,
and three companies sent one employee each. All companies had been applying
Agile processes for at least one year, and all employees to executed the given
tasks in their companies before.
5.2 Procedure
We divided the eleven participants randomly into two groups by five and six peo-
ple. Both groups completed the same tasks with aWall in two separate workshop
sessions. Each workshop session lasted one hour.
Upon signing an informed consent statement, the participants were asked to
act as a team during the workshop. Prior to the user study, the participants
received a presentation on the interview study results, but did not receive any
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Table 2. Demographics of workshop participants: gender, IT experience, Agile expe-
rience, job title, company (anonymized), and workshop group.
Gender IT Exp. Agile Exp. Job title Company Group
Male 23 3 Head SW dev D 1
Male 5 1.5 Senior dev E 1
Male 13 2 Grandmaster C 1
Male 10 3 Agile coach F 1
Male 19 4 Senior dev G 1
Male 10 3 UX consultant B 1
Female 8 3 Agile coach C 2
Female 15 5 Scrum master A 2
Male 15 3 Scrum master A 2
Male 1 1 Scrum master E 2
Male 6 2 Scrum master F 2
information about the aWall application. Each member of the team received
three tasks to be solved together in groups using aWall. The tasks involved a
daily standup meeting and a sprint planning meeting. After receiving the task,
each participant read the task out aloud to the other participants and completed
it with their help.
The daily standup tasks included to start the daily standup meeting (task 1),
choose a moderator for the meeting (task 2), and update the task board during
the meeting (task3), assign team members to a task card (task 4). For example:
“In this team you play the role of team member M. Please find a way to carry
out a daily standup. The application suggests a moderator. Please ask the team
member suggested by the application to play the moderator. Please act as a team
accordingly to the received instructions.”. The sprint planning tasks included to
show and discuss a user story during the meeting (task 1) and move the story
to the sprint backlog (task 2). Other tasks were to switch on and off different
widgets in the information view.
After completing the tasks for each type of meeting we asked the participants
about the benefits and difficulties of aWall in an open discussion. The discus-
sions were recorded and the results written down. Both team workshops were
conducted by two moderators.
5.3 Findings
The overall feedback for the prototype was very positive, with the participants
considering aWall to be usable, capable to support Agile processes in general
and especially the collaborative working style in teams.
Size Aspects. The participants especially valued the large size and high resolution
of aWall. The large size supports real team collaboration capabilities, similar to
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physical cardwalls. Displaying a large amount of information at once was deemed
positive. As one participant stated5:
“With the large size you can display many user stories and tasks.”
Readability of Information. Most participants considered the displayed infor-
mation to be legible, especially since the card titles are relatively large. Some
participants considered the actual cards to be too small. Therefore, it is very
important to be able to display the whole content of a card and enlarge the font
size so that the whole team can read it from a distance. One participant stated:
“That’s really a nice feature, that cards can be enlarged and font size
increases to improve readability.”
Availability of Information. The participants especially valued the availability of
additional information and functionality for the different meetings. The separa-
tion of the display into action view and information view was easily understood.
Some participants mentioned that elements placed on the upper side of the dis-
play wall might be out of reach for smaller people. Another participant liked the
extra features:
“I like the extra features around the main view and the additional infor-
mation.”
Discoverability of Functionality. The participants discovered most functional-
ity of aWall by themselves and could easily interact with the display wall.
There were some issues with discoverability of those functions that were not
a straight-forward transfer of the pin-boards into the digital world. For exam-
ple, the timer widget has no corresponding artifact in the practice of Agile
teams. Whereas, direct implementations of the pin-boards functionality (e.g.
the task-board shown in the daily standup meeting) were instantly understood
and deemed as valuable by the participants. That was also the case for the wid-
gets inspired from Agile practices such as the team widget which is based on the
observation that Agile teams sometimes write the team members’ names on the
cards or even hang their pictures on the pin-boards.
Third-Party System Integration. The integration with third-party tools was pos-
itively rated. Tasks modified during the daily standup meeting, are immediately
synchronized in the Agile project management tool (JIRA). There is no extra
effort to update the tasks manually from the physical cardwall after the meeting.
One participant stated:
“The link to JIRA with automatic update of data is important.”
Flexibility and Customization. Increased flexibility with respect to both the man-
ner of conducting the meetings and displaying information was considered impor-
tant by the participants. For example, the timer widget solicited choosing a mod-
erator at the beginning of a meeting. The flexibility provided by aWall was also
5 All quotes have been translated from German.
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positively rated, especially with respect to conducting retrospective meetings
that sometimes might prove strenuous. The participants considered that it is
important to create a proper environment especially for this type of meeting as
sometimes they tend to transmute into a drill. Most participants were in favour
of a greater flexibility of the time boxing, with only optionally choosing a mod-
erator and not showing the elapsed time, but the time of day during the daily
meeting. The participants valued the team widget, but requested to have more
information being displayed (e.g. absences, vacation days) and allow for more
customization. Furthermore, the participants remarked that they should be able
to add functionality to aWall on their own and not be dependent on standard
functionality as often is the case with other Agile tools.
Agile Collaborative Workspace. Offering tags and avatars as well as the fun view
was positively seen as bringing emotions onto the board. One participant men-
tioned the positive effect of avoiding media disruption, by being able to do all
interaction with only one medium:
“With such a board we could probably avoid media discontinuity.”
Filtering and Representation of Information. The participants requested espe-
cially to have filter functions, to highlight and show the desired information.
As an example, participants requested to highlight all tasks of a team member,
when touching that person in the team view. The usage of colors for different
types of user stories was suggested to increase readability (e.g. to distinguish
between technical tasks, bug reports, or user requirements).
Task Time Recording. Some participants suggested automatically capturing the
time spent on a task combined with computing of the work hours on the task
would help provide further metric details of performance.
Provenance of Information. Some participants suggested to have automatic
recordings of meetings with voice recognition and transcriptions of the discus-
sions form the interactions in front of the display wall for later recollection and
analysis of the meetings.
6 Conclusions
Current Agile cardwalls don’t fulfil today’s requirements for effective software
development. We aim to bridge that gap with aWall, a digital cardwall tool
to support co-located and distributed Agile teams. aWall provides a collabora-
tive workspace using large multi-touch displays, information transparency, direct
information interaction without the need for navigation, support for the whole
Agile process, and dedicated views for different types meetings. We conducted a
user study with 11 Agile practitioners and found that they especially valued the
large-size of the wall due to the physical space affordances, the dedicated views
with context specific information, and the always visible and direct information
access. Our future work involves deploying aWall within companies.
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Abstract. Knowledge is a core resource for agile organisations that is
transformed into products and services during the development process.
Sharing of knowledge is essential across any organisation, and it has
been claimed that the software industry requires more knowledge man-
agement than any other sector. Agile methodologies concentrate on team
level collaboration, and some techniques for inter-team knowledge shar-
ing have also proved to be successful. But these techniques focus on
within-team and between-team knowledge sharing rather than knowl-
edge sharing across the organisation. This paper presents the results of a
survey with 81 responses on organisational knowledge sharing in a multi-
national agile company. The survey focuses on three aspects of knowledge
sharing: within agile teams, beyond the team with company colleagues,
and with customers. It concentrates on knowledge sharing practices, ease
of knowledge sharing and motivation for knowledge sharing. Summary
statistics, regression, and test of equity are used as analysis techniques.
Results show that knowledge sharing with team members is significantly
easier than with customers or company colleagues beyond their team. In
addition, using agile practices improves ease of knowledge sharing within
teams but not with customers or colleagues. Extrinsic motivators need
to be in place to encourage knowledge sharing across the organisation,
especially where such knowledge sharing is not an automatic consequence
of completing the work.
Keywords: Knowledge sharing · Agile software development · Organi-
sational knowledge sharing · Learning organisation
1 Introduction
Knowledge is awareness or understanding of something such as information or
skills [4]. Knowledge creates most of the value in today’s economy and the value
of knowledge often increases when shared [23]. Organisational knowledge sharing
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aims at transferring to the organisation the information, skills and experience
a person or team has [10]. This is essential for sustaining the development of
quality in software intensive companies [10]. For agile development companies,
knowledge is the core resource that is transformed to products and services in
the development process [2]. Moreover, Biao-wen [2] claims that the software
industry requires more knowledge management than any other sector.
Agile methods focus heavily on the delivery of product and customer value.
Moreover, an agile team focuses on applying knowledge instead of sharing it
[10]. Agile methods facilitate knowledge sharing in the team but offer limited
support for knowledge sharing outside the team [6,17,18]. Agile methods favour
tacit knowledge shared informally using face-to-face communication (personali-
sation strategy) in contrast to traditional knowledge management practices [9].
Although attention has been paid to inter-team knowledge sharing [27], and tech-
niques for distributed agile teams have proved to be successful, the focus here is
on knowledge sharing across the organisation and not just between teams. The
lack of knowledge sharing practices beyond the team can hinder sharing and
sustaining knowledge in agile organisations [17].
This paper presents results of a baseline survey organised in a multinational
agile software intensive company as part of their effort to improve organisational
knowledge sharing. The results show that knowledge sharing with team members
is significantly easier than with company colleagues or with customers. In addi-
tion, using more agile techniques is associated with increased ease of knowledge
sharing with team members but not with colleagues outside the team and not
with customers.
The rest of the paper is structured as follows: Sect. 2 introduces related
research, Sect. 3 describes the research method, Sect. 4 presents the results,
Sect. 5 considers limitations, Sect. 6 discusses the findings and Sect. 7 presents
some conclusions and future work.
2 Related Work
Software engineering is a knowledge-intensive activity [25]. Software develop-
ment teams are made up of knowledgeable individuals who need to be able to
use, share, and communicate their knowledge in ways that foster problem solv-
ing and creativity. Whereas traditional software project approaches rely heavily
on documentation and role-based working as ways of capturing and managing
knowledge, agile approaches focus more on informal communication mechanisms
within cross-functional teams [6,10].
Agile approaches employ intensive team work, face-to-face knowledge shar-
ing, and trust as vital elements of working practice [1]. Research evidence
shows that good team work is crucial for project success, with important
facets including communication, coordination, balance of member contributions,
mutual support, effort and cohesion [15]. Studies of agile teams have found that
agile practices improve both informal and formal communication, and facilitate
team and organisational communication [22]. Information visibility and sharing
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are characteristics of agile approaches, especially when documentation is used.
Sharp and Robinson [29] discuss how story cards and the Wall play an impor-
tant part in the collaboration, co-ordination and communication processes of
agile teams. Collaborative online tools are used to keep track of decisions and
facilitate communication within collocated and distributed teams [8].
Knowledge management and learning theories have been used to explain
the distinctiveness of the agile approach. Nonaka and Takeuchi’s [21] distinc-
tion between explicit and tacit knowledge has been used to characterise the
difference between traditional and agile approaches [6]. Explicit knowledge is
objective, rational, and is easier to externalise in documents. In contrast, tacit
knowledge is subjective, experience-based, and more likely to be context-specific
and therefore easier to discuss than to document. Similarly, Hanssen et al. [14]
identify two strategies for knowledge management: codification and personalisa-
tion. The codification strategy systematises and stores organisational knowledge,
whereas the personalisation strategy supports the flow of information through
the organisation through fostering connections between people and supporting
a culture of communication. Traditional approaches tend towards codification
whereas agile approaches tend towards personalisation.
Agile knowledge sharing practices can be roughly divided into practices
among peers (e.g. communities of practice, pairing, coding dojos), among dif-
ferent specialists (shared specialists, interdisciplinary pairing, marathons), and
among stakeholders and managers (scrum of scrums, review meetings). As agile
becomes more widely adopted within companies and across industry, approaches
for facilitating inter-team knowledge sharing and cross-organisational knowledge
sharing need to be considered [3]. Inter-team personalisation strategies include
Scrum of Scrums, project member rotation, communities of practice and open
fishbowl sessions [27]. When viewed at an organisational level, knowledge is a sig-
nificant competitive asset for a company. However, it is also challenging because
of the scale and complexity of organisational environments and because the
inter-team strategies do not address the needs of knowledge sharing across an
organisation beyond teams collaborating in the same project.
Several authors identify that agile methods supply less advice for how to do
this [6,17]. Santos et al. [27] propose a model showing how knowledge shar-
ing between agile teams requires three elements: the adoption of practices,
organisational support and appropriate stimuli. Recommended practices include
face-to-face conversations, an informative workspace, rotation among teams and
projects, collective meetings, pair programming between teams and projects,
technical presentations, marathons, and coding dojos. Organisational support
includes strategy, structure, culture, environment, top management and leader-
ship support, communication flow and channels, integration among teams and
projects, and deeper agile adoption. Appropriate stimuli include problems, com-
mon goals, incentives and sustainable pace.
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3 Method
The research goal for the study was to identify areas that require improvement
in organisational knowledge sharing in an agile company and to provide a base-
line for assessing the progress and effectiveness of future actions. The study was
initiated by the company who approached the authors1 with a request to inves-
tigate their challenge. A survey2 was used to reach a wide audience, it was sent
to company employees (not customers), and concentrated on knowledge sharing
between three groups: team members, company colleagues, and customers. The
research questions are as follows.
RQ 1 How is knowledge shared in the organisation?
RQ 2 What motivates knowledge sharing in the organisation?
RQ 3 Is there a relation between agility and ease of knowledge sharing?
RQ 4 Is there a relation between frequency of knowledge sharing activities and
ease of knowledge sharing?
3.1 Collaborator Company
The company in which the survey was conducted is a large IT service provider
that primarily develops software for UK customers but has staff distributed
over three continents. The majority of their workforce is based in India, and
are sent to work in development teams at customer sites on a temporary basis
in several countries worldwide. Development teams are assigned to a specific
customer account and thus have a strong customer focus in their job and day-
to-day responsibilities; many teams are embedded in the customer organisation
and hence distant from each other. While some cross-organisational knowledge
sharing tools and practices have been put in place such as wikis, Yammer, and
profession-specific groups for training, these are limited.
3.2 Procedure
The survey was developed iteratively in collaboration with our company con-
tacts and piloted first with students and then with a few company representa-
tives. A link to the online survey was then distributed via a contact person in
the company and it was advertised on the company intranet. The survey was
open from May to July 2016 and there were altogether 113 responses from com-
pany employees of which 81 were completed. Of the 81 complete responses, 36
responded to the open-ended question on how to improve knowledge sharing
in the company. No incentives were offered and two reminders were sent. The
survey was anonymous. Mean completion time was 11 min (SD 19 min).
1 The authors are members of the Agile Research Network (agileresearchnetwork.org)
which is funded by the Agile Business Consortium Ltd. (ABC) Board, The Open
University and University of Central Lancashire. Our research approach is explained
here: Barroca, L., Sharp, H., Salah, D., Taylor, K., & Gregory, P. (2015). Bridging
the gap between research and agile practice: an evolutionary model. IJSA, 1–12.
2 The survey can be found from here: http://agileresearchnetwork.org/kss.
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3.3 Survey
The survey addressed practices, motivators and ease of knowledge sharing with
team members, company colleagues and with the customer. The survey had three
sections, on (1) agile methods and agile techniques employed, (2) knowledge
sharing and (3) background information. Questions on knowledge sharing were
related to frequency of use of knowledge sharing practices, motivation towards
sharing and experienced ease of sharing. Survey themes were as follows
1. Agile methods employed (question 1, multiple choice)
2. Agile techniques employed (question 2, multiple choice)
3. Frequency of use of knowledge sharing practices with team members (question
3, pre-defined list of practices assessed on four-point frequency scale)
4. Frequency of use of knowledge sharing practices with company colleagues
outside the team (question 4, pre-defined list of practices assessed on four-
point frequency scale)
5. Frequency of use of knowledge sharing practices with customer (question 5,
pre-defined list of practices assessed on four-point frequency scale)
6. Motivation for knowledge sharing with team members, company colleagues
and customer (question 6, multiple choice)
7. Ease of knowledge sharing with team members, with company colleagues
outside the team and with customer (question 7, five-point Likert scale)
8. Suggestions for how to improve knowledge sharing in the company (question
8, open-ended)
In addition we asked for background information including job role, years of
experience in the company, the number of customer accounts and the number of
people led if any.
The survey was designed to address the needs of the collaborator company
and drew on existing literature. The first two questions on agile methods and
techniques were adopted from the annual state of agile survey by Version One
[31]. Question six on motivation was adapted from [19] and consisted of six
statements measuring intrinsic and extrinsic motivation.
3.4 Analysis
We used basic descriptive statistics such as means to summarise responses on
the structured questions. Since the data complied with the assumptions [5] of
linear regression (F), a commonly used predictive analysis, we used it to study
the relation between experienced ease of knowledge sharing and agility or fre-
quency of knowledge sharing activities. We assumed that agility increases with
the number of agile techniques employed. Gandomani et al. [11] propose a model
and formula for calculating agility based on practices used. They use a list of 44
practices, of which ours is a sub-set. Thus, we use linear regression analysis to
test whether experienced ease of knowledge sharing can be predicted from
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1. number of specific agile techniques employed (RQ 3)
2. reported frequency of use of knowledge sharing practices (RQ 4)
Based on Shapiro-Wilk test, the data was non-normal and thus we used a non-
parametric hypothesis test. The selected Wilcoxon’s signed rank test (Z) is a
non-parametric statistical hypothesis test for comparing two related samples, e.g.
two responses given by one single individual in a survey. We used the Wilcoxon
test for equity to measure if there is a statistically significant difference between
the experienced ease of knowledge sharing with team members, company col-
leagues and customers (RQ3, RQ4) and if there is a difference in the frequency
of reporting motivation sources for sharing between those three groups (RQ2).
When sharing with either element of each of the partner pairs (team members
and company colleagues, team members and customer, company colleagues and
customer) the hypotheses are as follows:
1. there is no difference between the ease of knowledge sharing;
2. there is no difference between the frequency of intrinsic motivation sources;
3. there is no difference between the frequency of extrinsic motivation sources.
The hypotheses are a combination of the interests of the studied company and
literature. For the open-ended question the data was collated and thematically
analysed using an inductive, qualitative, data-driven content analysis with the
aim of generating thematic groupings from the data [26], with no preconceived
ideas about what would emerge.
3.5 Respondents
The response rate was 9%. The main job responsibility of the 81 respondents was
as follows: software development 42%, architecture 16%, project management
15%, software testing or quality 7%, business or system analyst 6%, design or UX
design 4%, configuration/support 1% and other roles 9% (coaching or training
or a mixture of development and design roles). Of the 81 respondents, 43% did
not lead a team or function, 35% led 1 to 9 persons, 14% led 10 to 19 persons
and 9% led over 19 persons. Almost all the respondents worked for customer
accounts: 4% had not worked for a customer account, 30% had worked for one
customer account, 40% for 2 to 4 customer accounts and 27% had worked for
five or more customer accounts. On average, respondents had worked for the
company for 7 years, standard deviation 6 years.
4 Results
For answers about agile methods and techniques multiple responses were pos-
sible. Scrum was the most used agile method reported by 83% of respondents.
Kanban and Scrumban were also often used, reported respectively by 32% and
22% of the respondents. The most often employed agile techniques were daily
standups, prioritised backlogs, iteration or sprint planning, retrospectives and
short iterations or sprints (Fig. 1).
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Fig. 1. Employed Agile techniques [31]
4.1 Knowledge Sharing Practices
The most common techniques for knowledge sharing in general were informally,
in meetings, and by email (Fig. 2). In general, knowledge sharing was more fre-
quent within teams than with customers or company colleagues outside the team.
This is an expected result as teams are often the fundamental social units of an
organisation’s knowledge creation [16] and Scrum - the most widely used agile
method in the company - emphasises the role of collaborative teams. Sharing
knowledge with colleagues was most often done informally, whereas when shar-
ing knowledge with customers, meetings were the most frequent technique. Both
represent a personalisation knowledge sharing strategy (person-to-person) which
is the favoured strategy in agile. The next most commonly used knowledge shar-
ing techniques with customers were email and through the team lead or a senior
member of the team.
4.2 Motivation for Knowledge Sharing
The mean number of reported motivation sources per respondent was higher
for sharing knowledge with team members than with either company colleagues
or customers (Fig. 3). There was a difference between the frequency of intrinsic
and extrinsic motivators when sharing with customers compared to when sharing
with either team members or company colleagues. When sharing knowledge with
team members or company colleagues, a greater number of respondents reported
intrinsic sources of motivation than extrinsic sources whereas when sharing with
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Fig. 2. Mean frequency of use of knowledge sharing practices in team, in company and
with customer. N = 81
Table 1. Percentage of respondents reporting motivation source types per sharing
partner. N = 81.
Motivation source Team Colleague Customer
Both extrinsic and intrinsic 85% 63% 59%
Intrinsic only 14% 16% 10%
Extrinsic only 1% 10% 21%
None 0% 11% 10%
customers a greater number of respondents reported extrinsic sources of moti-
vation than intrinsic sources (Table 1).
Enjoyment was the most common motivator for knowledge sharing with team
members (90% of respondents mentioned it) and with company colleagues (67%)
whereas with customer it was strengthening ties (64%) (Fig. 3). Enjoyment is an
intrinsic motivator whereas strengthening ties is an extrinsic motivator [16,19].
The Wilcoxon signed rank test was applied to the data. Based on the results,
all hypotheses considering motivation sources were rejected apart from the
following: there is no difference between the frequency of intrinsic motivation
sources (1) when sharing with company colleagues and (2) when sharing with
customers (Table 2). However there is a significant difference in the frequency of
reporting extrinsic motivation sources between sharing knowledge with company
colleagues and customers. The most obvious difference is that strengthening ties
was an especially frequent source of motivation for sharing knowledge with cus-
tomers, which is important for maintaining the relationship with the customer.
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Table 2. Wilcoxon signed rank test on the frequency of motivation sources for sharing
knowledge with team members, company colleagues and customer. N = 81.
Compared sharing partner pair Test outcome (Z) Level of significance (p)
Intrinsic: Team members - Colleagues Z = −3.98 p <.001
Intrinsic: Team members - Customer Z = −4.94 p <.001
Intrinsic: Colleagues - Customer Z = −1.53 n.s.
Extrinsic: Team members - Colleagues Z = −4.12 p <.001
Extrinsic: Team members - Customer Z = −2.33 p <.05
Extrinsic: Colleagues - Customer Z = −2.00 p <.05
Fig. 3. Frequency of motivation sources for knowledge sharing with team members,
customer and company colleagues outside the team. N= 81.
In summary, this test showed differences between the frequencies of extrinsic
motivation sources for sharing with all the sharing partners and between the
frequencies of intrinsic sources between all the sharing partners except company
colleagues and the customer.
4.3 Ease of Knowledge Sharing
Knowledge sharing within teams was reported to be easy whereas knowledge
sharing beyond the team with company colleagues and with customers was less
easy (Fig. 4). A Wilcoxon signed rank test was applied to the findings. This
revealed that knowledge sharing with team members was significantly easier than
with customers (Z = −4.51, p <.001 ). It also revealed that knowledge sharing
with team members was significantly easier than with company colleagues out-
side the team (Z = −4.52, p <.001 ). Based on the test, the hypotheses there
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is no difference between the ease of knowledge sharing with team members and
customers and there is no difference between the ease of knowledge sharing with
team members and company colleagues were rejected while the hypothesis there is
no difference between the ease of knowledge sharing with company colleagues and
customers was accepted. Of the respondents, 62% strongly agreed that knowl-
edge sharing with team members is easy whereas 28% and 27% strongly agreed
that knowledge sharing with customers or with company colleagues, respectively,
is easy. Knowledge sharing with customers was considered slightly easier than
with company colleagues (Fig. 4). Only 9% did not agree that knowledge sharing
is easy with team members whereas 30% did not agree that knowledge sharing is
easy with customers and 33% did not agree that knowledge sharing is easy with
company colleagues outside the team. Thirty-six employees suggested improve-
ments for organisational knowledge sharing in an open-ended question. Almost
all of the suggestions were about knowledge sharing in the company outside the
team. Half of the respondents suggested having small informal sessions among
interested individuals to share knowledge, for example, about architectural solu-
tions or new technologies. Also, half of respondents suggested either creating
new knowledge bases, or repositories, or using the current ones more efficiently.
Other ideas included fostering the company culture to embrace knowledge shar-
ing. Such a culture would build on trust and encourage people to share their
knowledge instead of making them fear they are replaceable if they share.
Fig. 4. Perceived ease of knowledge sharing with team members, customer and col-
leagues. N= 81.
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4.4 Relation of Agility and Ease of Knowledge Sharing
Experienced ease of knowledge sharing with team members could be predicted
from the number of agile techniques employed using linear regression F(80,1) =
10.7, p <.01. Thus, the greater the number of agile techniques employed, the
easier knowledge sharing with team members was experienced.
There is no direct association between the number of agile techniques
employed and experienced ease of knowledge sharing with company colleagues,
F(80,1) = 0.0, n.s, nor between the number of agile techniques employed and
experienced ease of knowledge sharing with customers, F(80,1) = 2.7, n.s.
4.5 Relation of Frequency and Ease of Knowledge Sharing
There is a direct association between the frequency of use of knowledge shar-
ing practices and experienced ease of knowledge sharing with team members:
the more frequently knowledge sharing practices are used, the easier knowledge
sharing is, F(78,12) = 3.6, p <.001. When ease of knowledge sharing with team
members was calculated from knowledge sharing practices, using the whiteboard
(t = 3.8, p <.001) and doing it informally (t = 2.8, p <.01) are significant pos-
itive predictors whereas using Yammer (t = −2.0, p <.05) was a significant
negative predictor. Thus, the more frequently whiteboards are used for knowl-
edge sharing or the more frequently knowledge is shared informally with team
members, the easier knowledge sharing with team members is experienced. On
the contrary, the more often knowledge is shared via Yammer with team mem-
bers, the less easy knowledge sharing with team members is experienced.
Using a whiteboard requires face-to-face contact whereas Yammer moves
people away from physical presence, which may explain the negative association.
These results indicate that knowledge sharing is easier where frequent, informal
sharing takes place, including using whiteboards as a knowledge sharing tool.
Experienced ease of knowledge sharing with company colleagues can be pre-
dicted from the frequency of use of knowledge sharing practices using multiple
linear regression, F(80,11) = 1.9, p <.05. When ease of knowledge sharing with
colleagues was calculated from knowledge sharing practices, giving presentations
(t = −2.0, p <.05) was a significant negative predictor.
In general, the more frequently knowledge sharing practices are used, the eas-
ier knowledge sharing appears to be. However, giving presentations is a negative
predictor. A possible explanation for this negative association is that presenta-
tions are often one-directional: the presenter shares their information with the
audience. Furthermore, the company also shares presentations via email. Using
one-directional practices for knowledge sharing may decrease the experienced
ease of knowledge sharing.
There is a direct association between the frequency of use of knowledge shar-
ing practices and the experienced ease of knowledge sharing with customers.
Experienced ease of knowledge sharing with customers can be predicted from
the frequency of use of knowledge sharing practices using multiple linear regres-
sion, F(80, 7) = 5.8, p <.001. When ease of knowledge sharing with customers
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was calculated from knowledge sharing practices, using a wiki (t = 3.6, p <.01)
and having meetings (t = 2.6, p <.05) were significant predictors. Thus, knowl-
edge sharing is easier when a collaborative exchange of information is frequently
used and meetings with the customer are frequent.
5 Limitations
Construct validity relates to the appropriateness of the survey as a mea-
sure. Several techniques were used to mitigate this threat. Questions 1, 2 and
6 in the survey were based on questions found in existing literature, to ensure
that terminology used was in common use. The survey was developed itera-
tively and piloted with practitioners. Some of the questions contained repetition
asking respondents to consider knowledge sharing from three perspectives, with
team members, company colleagues and customers. Factors such as boredom
and practice could have impacted the results. Question randomisation or coun-
terbalancing were not used because of limitations of the surveying tool. Multiple
response was controlled by allowing only one response per device. Internal
validity relates to causal conclusions drawn. We used the number of specific
agile techniques employed as a measure of agility in the survey, an approach
used by [11,24]. This is not sophisticated, however in the context of this survey
it provides a useful indication of how agility varies within the company. The
strength of motivators was not asked for and therefore it is unknown if some of
them are more powerful than the others. The measures of agility and motiva-
tion were both used in the linear regression analysis. Moreover, statistical tests
are always prone to incorrect rejection or retaining of the null hypothesis and
multiple hypothesis testing increases the risk. We did not use adjustments for
these error types since correction of one of the types increases the risk to the
other type. External validity relates to generalizability of the findings. As only
one company was surveyed, the results are specific to that company. Moreover,
only a number of employees responded to the survey which makes it prone to
non-response bias.
6 Discussion
The summary answers to our research questions are as follows:
RQ 1 How is knowledge shared in the organisation? The top three knowledge
sharing practices are: sharing informally, in meetings, and through email.
Sharing knowledge with colleagues is most often done informally whereas
with customers the most common means is in meetings.
RQ 2 What motivates knowledge sharing in the organisation? Respondents
cited more motivators for sharing with team members than with company col-
leagues or customers. Motivators for knowledge sharing with team members
and with company colleagues are more frequently intrinsic than extrinsic; moti-
vators for knowledge sharing with customers are more frequently extrinsic.
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RQ 3 Is there a relation between agility and ease of knowledge sharing? Shar-
ing knowledge within teams is statistically significantly easier than with cus-
tomers or company colleagues. The regression analysis shows that using agile
techniques improves ease of knowledge sharing within agile teams but not
with company colleagues or with customer.
RQ 4 Is there a relation between the frequency of knowledge sharing activities
and ease of knowledge sharing? In general the more frequently knowledge
sharing practices are used, the easier knowledge sharing is. However, there
are nuances in the data with some practices improving knowledge sharing
and some hindering it. Our findings suggest that knowledge sharing is easier
if face-to-face and informal contact is used, whereas one-way presentations
decrease the perceived ease of knowledge sharing.
Our findings indicate that specific agile techniques improve ease of knowledge
sharing within teams. This confirms findings from Pikkarainen et al. [22] who
found that agile practices improved both informal and formal communication,
and [20], who suggest that the “knowledge-as-relationship” focus of agile teams
facilitates team knowledge sharing. It also confirms common-sense expectations
that agility improves knowledge sharing and communication within the team.
Our findings also suggest that a high level of agility helps knowledge shar-
ing to some extent with customers, but has little impact on knowledge sharing
with company colleagues. This finding confirms the view that simply using agile
techniques does not help much with inter-team knowledge sharing [6,17].
Software engineers are outcome-oriented and motivated by technically inter-
esting content and the work itself [28]. One of the characteristics of agile working
is that all of the team’s effort is focused on producing code that provides business
value, and that plays directly into this motivation profile. In this context, sharing
experiences with company colleagues who are not directly involved in the same
project or with the same customer, requires compelling extrinsic motivators.
Yet motivators for knowledge sharing with company colleagues were intrinsic
rather than extrinsic. Therefore, it seems clear that this organisation does not
have sufficient extrinsic motivators in place to encourage knowledge sharing with
company colleagues.
These results are influenced by the collaborator’s specific cicumstances, and
these require further investigation. For example they are mostly based in India
and the Indian agile community faces a range of challenges [30], are embedded
in customer sites around the world, and hence at a distance from each other.
7 Conclusions and Future Work
Our survey study contributes to an understanding of how knowledge is shared
in agile organisations. We provide evidence to support claims that knowledge
sharing is easier within agile teams. In this instance, we find that these benefits
do not apply to knowledge sharing across the organisation. Extrinsic motivators
need to be in place to encourage knowledge sharing across the organisation,
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especially where such knowledge sharing is not an automatic consequence of
completing the work.
Further research is required to investigate how knowledge sharing may be
improved across this organisation, to compare their situation with other compa-
nies, and to understand better how the organisation’s specific situation influences
knowledge sharing behaviour. Suggestions from literature will be used to guide
the next stage, for example ecosystems, communities of practice, shared spe-
cialists, coding marathons and project members’ rotation [6,7,27,32]. Santos et
al’s [27] model of inter-team knowledge sharing suggests that three elements are
important in inter-team knowledge sharing: the adoption of specific practices,
organisational support and appropriate stimuli. Some of their suggestions for
practices, such as job rotation, role pairing between projects and informal cross-
organisational networks are not currently in place, but could be introduced. Han
and Anantatmula’s [13] model for knowledge sharing in large IT organisations
identifies organisation, technology, learning and leadership as important compo-
nents. Their suggestions for leadership highlight the importance of aspects such
as a management help with knowledge sharing, verbal praise, encouragement,
and career promotion. These observations could be characterised as cultural
issues, such as those identified in [12].
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Abstract. Agile methods are an essential resource for software engi-
neers. The Agile movement evolved out of industry and is the common
approach to software development today. Teaching Agile methods chal-
lenges students’ working attitudes, where putting Agile into practice is
not possible through simply applying methods prescriptively, but by hav-
ing an Agile mindset. In this paper we present and discuss our experiences
over the last decade of teaching a novel intensive Agile methods week long
course as part of a professional Masters of Software Engineering degree
programme at the University of Oxford. We describe the typical shape
of the course, discuss how students experience Agile values and manage-
ment practices to foster an Agile mindset, and provide student feedback
indicating a consistently positive response to our approach at teaching
Agile methods to software engineering professionals. Our reported expe-
riences and material can help other educators who want to run similar
courses and adapt where required.
Keywords: Agile software development · Experience report · Group
work · Graduate programs · Software engineering professionals
1 Introduction
Since the introduction of the Agile Manifesto, Agile methods in software engi-
neering have gained popularity year on year, and today Agile is not just com-
monplace, but often expected as a standard industry practice in software devel-
opment teams. Agile methods were evolved by and are applied by industry [6].
This growth in applying Agile principles in the software industry went hand-
in-hand with a growth in Agile training being offered to software engineering
professionals in the work place, as well as more recently in undergraduate and
some graduate computer science and software engineering degrees.
The University of Oxford Software Engineering Programme (SEP) was estab-
lished in 1993 and exists to create strong connections between theory and prac-
tice in software engineering and to make the expertise of the university available
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to those who wish to study part-time while continuing in full-time employment.
Most students on SEP are practicing software engineering professionals who
often already have university degrees or extensive industry experience. Week-
long intensive courses in a variety of subjects are offered, with up to 16 students
per class. Each student must take 10 courses in any order over a four year period
and are used as credit towards a Masters’ degree (MSc) in Software Engineering
awarded by the University of Oxford. In 2007 the Agile Methods (AGM) course1
was introduced in response to the growing needs for software engineering pro-
fessionals to understand and introduce Agile in their work places.
Teaching Agile methodologies often focuses on learning a particular
method [6], such as Scrum [14] or XP [2]. It was recognized that the inten-
sive nature of the week long part-time courses at Oxford made it difficult for
an in-depth dive into the variety of Agile methods and practices to fit into the
short time span of an individual course. To this end, the Agile Methods course
is devised to bring students into an Agile mindset – through a combination of
(1) coupling lectures with simulated exercises of Agile management practices,
(2) critical analysis and debate around case studies on Agile adoption, and (3)
hands-on approach of Agile practices within the classroom.
In this paper, we present an approach to teaching Agile to software engineer-
ing professionals and discuss our experiences over the last 10 years of delivering
the course. We give a course outline describing the pre-course assignment, case
studies, lecture content, group exercises, post-course assignment, and finally dis-
cuss lessons learned from teaching the course over a long period of time. Other
educators who wish to run similar courses can learn from our experiences and
material reported in this paper and adapt where required.
2 Course Outline
The Agile Methods course aims to give an overview of Agile to software engi-
neering professionals and help them understand and adopt an Agile mindset.
The learning objectives of the course are as follows: (1) compare and contrast
the different agile methods, (2) determine the suitability of agile methods for a
particular project and organization, (3) evaluate how well a project is following
agile principles, and assist the project to become more agile (where appropri-
ate), (4) understand the relationship between the customer and the development
team in agile projects and the responsibilities of both communities, and (5) how
to foster organizational change to build better software.
The course is scheduled for a week and spans five consecutive days (Monday
to Friday), where each day is timetabled from 0900 to 1730, except for Friday
where the class concludes at lunch time (see Table 1 for an example Agile Meth-
ods course schedule). The week long class is split into discrete time boxes, with
three sessions in the mornings, and three in the afternoons, concluding each day
with a learning stand up. Each time box consists of a lecture, an exercise, or a
case study discussion, with breaks in between each session.
1 https://www.cs.ox.ac.uk/softeng/subjects/AGM.html.
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Table 1. An example University of Oxford Agile Methods (AGM) course schedule.
Encoding: Lectures – yellow, Group Exercises – blue, Case Study – green. Three sessions
in the morning and three in the afternoon followed by a learning stand-up. Small coffee
and tea breaks happen between each session.
Time Monday Tuesday Wednesday Thursday Friday
0900-1000 Introduction Case Case Case Case
Study Study Study Study
1015-1115 Agile XP Empirical Personas Retrospectives
Manifesto Research
1130-1230 Communication Release Planning Lean User Retrospective
& User Stories & Kanban Stories Q&A, Survey
1230-1330 Lunch Lunch Lunch Lunch Lunch
1330-1430 Case Case Case Estimation
Study Study Study
1445-1545 Scrum Iteration Planning Kanban Release
& Estimation Game Planning
1600-1700 Marshmallow Coffee Machine Kanban Iteration
Challenge Game Game Cont’d Planning
1700-1730 Learning Learning Learning Learning
stand-up stand-up stand-up stand-up
The only prerequisite is that a student must be already enrolled in the SEP.
To cover enough Agile background material and different methods we use Agile
Software Development Ecosystems [8] as the text book. A pre-study assignment
is given to each student to help them prepare in advance of the teaching week
and a post-course assignment as the student’s assessment.
2.1 Pre-study Assignment: Case Study
It is important for students to begin their study about Agile in advance of the
teaching week, and we cater for this by sending them an assignment four weeks
in advance of the course. One of the main themes that the course explores is that
of Agile adoption; and not just the idealized version of Agile adoption, but the
in-the-trenches realities of Agile adoption. We incorporate a case-based learning
approach which is common in MBA programs [7].
Students are assigned a case study on Agile adoption and prepare a short
presentation to be delivered during the class, followed by a mediated class dis-
cussion. Table 1 highlights the case study presentations schedule in green and
Sect. 6 lists the case studies for the 2016 course editions. The case study papers
are Agile adoption experience reports from past XP and Agile conferences. The
case studies involves students actively discussing different industry-based case
studies that focus on different organizations that go through an Agile adop-
tion process. No single case study describes an easy Agile adoption story; each
highlights a different discussion point around adoption or organizational change.
Each student presents their case study once throughout the week for up to 30
mins. The student summarizes the paper and leads a discussion. The students are
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asked to first present on who the organization is, who the author is and what their
role is within the organization, and what they are trying to achieve or improve in
the organization. The class then discusses what should the organization do based
on this information. The presenter then describes what the authors actually did
and what the outcome of the case study was. Finally, the class discusses if what
the authors did made sense, if something different should be recommended, and
compares this study with other case studies that have already been presented.
This case-based learning approach enables students to gain an appreciation
of how difficult Agile adoption is at an organizational level. By discussing a
range of case studies we aim to equip students with knowledge of a broad range
of situations that may arise and be able to think critically about where Agile
methods can and should be applied in practice.
2.2 Lectures
During the week lectures are delivered that fit into one hour time boxes and
consist of presentations and class exercises. Throughout the week we disperse
the lectures among case study sessions and group exercises, to keep class activity
varied and to ensure the theory is backed up with practical exercises. Table 1
highlights the lectures in yellow.
Agile Manifesto. After an introductory lecture, we present the Agile manifesto
and the 12 underlying principles. We focus on the main idea of the manifesto that
is: We are uncovering better ways of developing software by doing it and helping
others do it. We emphasize the importance of the main items of the manifesto,
discuss the principles of the manifesto and give some examples to illustrate these
principles and values. Finally, we finish the lecture with some of the common
misconceptions about Agile methodologies and from our own experience such as
If you’re going to adopt Agile development, you should do it 100% and Switching
to Agile development offers excellent immediate benefits.
Agile Methods. We present lectures on time-boxed methods in Agile, where we
give an overview of both Scrum and XP. For each method we give an overview
of the main features, the different practices and roles that team members have,
and explain the core values and contributions. In both methodologies we focus
on explaining delivering business value with regular steps, monitoring features
delivered, and adjusting plans according to results. Then we discuss balancing
allowing the business to change their mind while the development team continues
to get work done on a stable scope. We present the different team roles, different
practices such as sprints/iterations, maintaining a product backlog, planning,
daily meetings, and iteration reviews. We emphasize the values of Agile teams:
commitment, focus, openness, respect, and courage. Scrum and XP have similar
and overlapping structures, roles, and values. There are however some subtle
differences that we highlight in the Scrum and XP lectures, for example where
XP has a greater emphasis on engineering practices such as pair programming
and Test-Driven Development (TDD). We feel it is important to cover both
of these time boxed methodologies, as Agile training frequently champions one
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method over the other. Our approach is to give students an understanding of
what Agile methodologies are available to them, with a view to helping them to
think in an Agile mindset and not focus on just the methods. We additionally
give overviews of other methods including: Kanban, Lean, Crystal, DSDM, and
CRISP-DM.
Release and Iteration Planning. Understanding user stories is a an impor-
tant aspect to software release planning in Agile. Not only are they used to elicit
requirements from customers and communicate ideas among a team, they are
used as units of customer value. In Agile, delivering customer value is a priority,
and by creating user stories teams can plan releases, as well as iterations, around
maximizing value for their customers. We present lectures on how to generate
personas (fictional end-users as a focus for delivering value to somebody) and
use them in-turn to generate candidate user stories. We then show how to esti-
mate the amount of work a user story might require to be implemented. One
of the key things we try and get across is that user stories are not all equal,
and that an estimation of the amount of work required to implement one varies
from team to team. Estimation is difficult, and requires team discussion and
agreement, and we illustrate this idea with students playing Planning Poker2,
among other methods, to estimate animal points (see Fig. 1(a)). We then show
how user stories with estimates can be used to plan releases (e.g. a release after
4 week sprints) by selecting a series of user stories that delivers minimum demon-
strable value for customers (in order to receive feedback in as short a time as
possible). At the same time iteration planning (e.g. weekly) is discussed to show
how an Agile team should aim to have working software as early as possible and
often. Coupled with the team release planning exercise, our aim is to put stu-
dents through the motions of becoming customer-focused and in the mindset of
team collaboration to achieve goals in an iterative manner. We also discuss how
to effectively track progress during release and iteration planning using various
techniques such as information radiators (e.g. burn down/up charts).
Guest Lectures. We typically invite expert guest lecturers (industry practition-
ers or other academics) to deliver specialist content. In particular we have had
lectures on Example Driven Development (xDD) (e.g. TDD, ATDD, BDD), Lean
& Kanban, change management, and empirical research on how Agile methods
are used in practice.
Retrospectives. The final lecture is on retrospectives, where we typically have
a guest lecture present and then perform a retrospective exercise with the class.
This lecture focuses on the ideas from Derby and Larsen [5] and Kerth [9].
Once the retrospective has completed, the post-course assignment (Sect. 2.4) is
explained and handed out and then finally students conduct a course survey
which is used for course evaluation purposes.
2 http://www.planningpoker.com/.
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2.3 Group Exercises
One of the key approaches we take with teaching our Agile Methods course is
to encourage peer learning and learning-by-doing. To reinforce the lectures stu-
dents participate in a number of exercises, working as pairs and groups. Table 1
highlights the group exercises in blue.
Communication. We explain to the students how important it is to commu-
nicate effectively with customers on Agile projects by illustrating the customer
design cartoon3. To reinforce this message the students complete a communi-
cation exercise – Offing the Off-Site Customer 4. This exercise involves pairs of
students where one acts as a “customer” and the other as a “programmer”. The
aim of the exercise is for the programmer to elicit requirements from the cus-
tomer in order to draw a diagram of the product vision on paper (see Fig. 1(b)).
The customers are given a drawing that they need to communicate to the pro-
grammers to recreate, without visually communicating the drawing. The exercise
is played out over two rounds. In the first round the customers must only com-
municate with the programmer via handwritten text messages on index cards.
In the second round, the customers and programmers are allowed to use ver-
bal communication. After each round, the students reflect on the experiences of
trying to communicate the drawings between them. The point of this exercise
is to suggest that people in close proximity to each other with minimal phys-
ical barriers have a better chance of communicating effectively. We encourage
the students to think about their own work place and to find a way to set up
environments to encourage regular and meaningful collaboration.
Prototyping. To get a feel of prototyping with time-boxed methods, students
complete the Marshmallow Challenge5 and are asked to prototype a fully func-
tioning coffee machine out of cardboard based on ideas from Cockburn [4] (see
Fig. 1(c)). The goal of the coffee machine exercise is to try Scrum for an iteration
and then walk a mile in a product owner’s shoes as part of a second iteration.
The students are divided into teams (up to four). During the first iteration the
teams have 7 min to write stories about how the machine will work and prepare
materials (e.g. boxes, tape, scissors, cups, water). For each iteration they have
5 min to plan what stories they will implement, followed by 10 min to design and
implement the stories, and finally a group presentation to the class. The purpose
of this exercise is to get the students to work in a simulated environment as a
team in a time-boxed manner, and to understand that prototyping and early
releases only need to demonstrate a concept to a customer to deliver value.
Agile Debate. To help students gain a better understanding of the differences
between the Scrum and XP methodologies we ask them to perform a debate. The
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and highly contrasting, quotes, from Martin Fowler6 and Ken Schwaber7 as the
basis for their arguments. The students use the session to come up with their
own arguments and perform the debate with the lecturer as the adjudicator. The
aim of the debate is for the students to understand that there is no silver-bullet
when it comes to applying and adopting Agile methods.
Kanban Game. To help students gain an appreciation of the Kanban method
we get them to play the getKanban8 board game (see Fig. 1(d)). getKanban is a
physical board game designed to teach the concepts and mechanics of Kanban
for software development in a classroom setting. Each team can have up to six
people. Each team has a playing board representing a Kanban task board, and
a collection of story cards representing work to be done. Teams compete to
maximise profit by optimizing the flow of work. We simulate the game for up to
21 days. During the game the teams construct charts based on data from the
game including a Cumulative Flow Diagram, a Run Chart, and a Lead Time
Distribution Chart. To help make the game more realistic there are a number
of simulated events that occur throughout the game that challenge the teams
(e.g. a developer needs to attend a training course) and require them to make
various system design, prioritization, and resource allocation decisions. We allow
a couple of hours to play the game and have a debrief session at the end to help
students understand the intricacies of the method.
Team Release Planning. Building on the accompanying lecture sessions, stu-
dents carry out a team release planning exercise which covers most of Thursday.
This puts into practice everything they have been taught about Agile. In this
exercise, we split the students into groups of no more than four per team. In
this exercise, we do not mandate any team structure – we allow the students to
self-organize, much like a real Agile team would be expected to do. The lecturer
sets a particular domain area (e.g. solve London’s transport issues) in which each
team can then pick their own idea for a small product or service. They create
a release plan (including personas and user stories) over four weeks and four
time-boxes on a card wall, with the aim of being able to release a first version
of their product to a customer after the four weeks. At the end of the exercise,
each team presents their release plan to the rest of the class (see Fig. 1(e)).
Retrospective. A retrospective on the course is performed on the last day where
an external guest lecturer usually facilitates. Students record their thoughts
about the course on post-it notes into three categories: positive, could be better,
and aspects that were a surprise. Students place the ideas into different days of
the course on a card wall based on the timetable (see Fig. 1(f)). The facilitator
walks through the card wall and identifies and discusses key themes. The aim of
this exercise is for students to reflect upon what they have learned.
Learning Stand-up Meeting. At the end of each day the students perform
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(a) Estimation: plan-
ning poker with ani-
mal cards.




(d) getKanban board game. (e) Team Release
Planning Exercise.
(f) Retrospective on the
class.
(g) Learning Standup that happens at the end of each day.
Fig. 1. Agile methods course – some sample class exercises that simulate some key
points about different Agile practices including: estimation, communication, prototyp-
ing with cardboard, Kanban, release planning, class retrospectives, and daily learning
stand up meetings.
The stand-up meeting is for each student to address the questions like they would
in a daily stand-up, hence fostering Agile team values of openness, respect, and
courage. The questions focus on what have they learned during the day and
what they would like to learn. Students write answers on post-it notes, present
them to the group, and then put them on a learning card wall.
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2.4 Course Assignment: Essay and Release Plan
The course is assessed with an assignment where students are given six weeks to
develop a mock four-week release plan and complete an essay. The release plan
is based on a fictitious product idea (e.g. develop an application for a hospital
to help support children who suffer from a medical condition like autism). The
release plan is documented as a report, outlining the different personas, user
stories (based on one persona), and the release plan itself, similar to the team
planning exercise performed in class. They need to include the rationale for
deciding the team’s capacity for each sprint, and why they think that this release
plan makes the most sense for the customer. Developing the release plan in the
assignment aims to assess what the students learned in class, and we ask them
to reflect on this aspect comparing with their experience on the team release
planning exercise. The essay involves comparing and contrasting different Agile
adoption paths from two of the case studies (Sects. 2.1 and 6). One question
that students are asked to address is, “is there a one-size fits all Agile adoption
strategy?” The assignments are assessed following a marking guide9 where all
submissions are awarded a numerical grade between 0 and 100, interpreted as
follows: 0 and 49 denotes a fail, 50 and 69 denotes a pass, and 70 and 100 denotes
excellence. Most students are awarded a pass, some with excellence, and few with
fail; and grades are released approximately six weeks from submission. Students
can defer submitting the assignment and wait for a later edition, but this is rare.
3 Discussion
Teaching the AGM course over the last decade has given us in-depth experiences
from which to draw upon, that we would like to share. Throughout the duration
of this course, we have gathered student feedback to help inform and evolve the
course along the way, as well as having gathered formal feedback from students,
some of which we now discuss.
Lectures. One of the biggest challenges in designing this course is catering for
the intensive nature of the course delivery. While there are just over 30 h of
face-to-face time allocated to the course, we were conscious not to overwhelm
students with only lectures. To this end, about a third of the class time was
allocated for lectures, broken up with exercises and case study discussion ses-
sions. While lectures are useful for delivering information to students, our key
aim was to enable the Agile mindset. In this case, we put further emphasis on
learning-by-doing with hands-on exercises and class discussion. For each lecture,
we ensured that a relevant exercise or case study followed. Keeping the lectures
to a planned limit of only one hour per session we felt also deferred any feel-
ings of fatigue or boredom, which is vitally important in a short but intensive
learning environment. The students found the theory was important to learn
and appreciated the lecture content on empirical studies of Agile project teams
which showed evidence about the use of different practices within industry.
9 http://www.cs.ox.ac.uk/softeng/handbook/examinations.html.
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Group Exercises. The exercises were carefully chosen to help the students
put into practice, or to help them quickly understand, the lecture material. As
discussed above, the lectures were normally paired with relevant exercises or
case studies. For example, to take the learning from the release planning lecture
and put it into practice, we would follow the lecture with an exercise on story
estimation. Each of the exercises aimed to teach important aspects about the
different Agile methods. The communication exercise highlights the importance
of fast and frequent customer feedback. The prototyping exercise looks at how
Agile teams are formed and how to respond to change. The estimation exercise
put the use of abstract story points into practice on non-software artifacts to help
understand that estimation is a team effort and not a formula that is uniformly
applied. The Kanban board game exercise aims to demonstrate the Kanban
method and allows students to put the method in action to understand workflow.
Team Release Planning Exercise. The team release planning exercise
involves putting into practice the learning from all the previous lectures and
exercises. We encouraged the students to self-organize and gave them reminders
and guidance on the course material. We mainly left them to make their own
decisions on how to plan their product releases. This exercise always proves to
be the most challenging for the students, as it was designed to simulate the
real planning of a hypothetical product or service, where the exercise often took
many hours or a whole day. The task also requires a level of creativity that many
students were uncomfortable with, but it was essential to move them away from
their comfort zone in order to get into an Agile mindset where all members of a
team should be able to feel they can contribute.
Assignments. The assignment tasks mirrored much of what was taught during
the class, where students are asked to write a short essay comparing and con-
trasting two case studies, and then to create a release plan similar to their team
release planning exercise. The essay question was generally straight forward as
the case study presentations and debates prepared students well for this part
of the assignment. The release planning exercise, however, proved challenging
for many. The main difficulty in this task was that in class it was done as a
group exercise, while in the assignment the students were asked to do a similar
plan but on their own. Some students took the initiative to simulate the group
environment by asking work colleagues to carry out the collaborative parts of
the exercise, such as estimation. Others on occasions, however, fell back into
old habits or forgot the learning in class and strayed on a tangent to what was
expected. The creativity aspect of the release planning exercise, on occasions,
proved problematic, where students either could not come up with an idea for
a product that was suitable to generate a good number of personas and user
stories, or that sometimes a student would get carried away and produce an
assignment submission that was all about their great idea, but little in substance
for demonstrating what they learned in class. What we learned is that setting
such an assignment, care should be taken to ensure the students remember they
need to focus and demonstrate their learning in their submissions.
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Practical Approach to Teaching Agile. The design of the class delivery
gives students a practical approach to an Agile environment. The time-boxed
class sessions planned throughout the week reflects how sprints or iterations
are planned in time-boxed Agile methods such as Scrum and XP. We used pair-
stairs10 to encourage students to pair with their colleagues during the week, much
like when applying the XP practice of pair programming. The daily learning
stand-up reflects the practice of daily stand-up meetings in a Scrum or XP team.
The use of visual cues around the classroom to learning material, but also to the
collective class experiences such as in the prototyping and the release planning
exercises, provides the tactile experience that Agile working environments give.
Finally, getting the students to perform the retrospective exercise gives them the
experience of participating in a realistic retrospective.
Evolving Agile Teaching Content. One of the things we have observed that
is changing in the students over the last few years is that more students attend-
ing the course identify themselves as already having Agile training, or as being
Agile practitioners in their organizations. This reflects what we see today in the
software industry – that Agile is no longer a niche, and is an expected workplace
practice in software engineering teams. To this end we have taken the opportu-
nity, through the retrospectives, to be Agile in our planning of the course itself,
and to take on board “customer feedback” from our students and make continual
changes based on this feedback. For example we have introduced new games and
techniques into the course such as the getKanban board game and used more
recent and up to date Agile adoption case studies over time.
Student Feedback. Over each iteration of the Agile Methods course, as dis-
cussed earlier, feedback is gained by putting students through a retrospective
exercise at the end of the teaching week to help inform any changes to the next
instance of the class. Alongside this, students have been returning student feed-
back questionnaires since 2010, where overwhelmingly the feedback has been
positive. The students were asked to rate between 1 (strongly disagree) and 5
(strongly agree) their level of agreement on 12 statements, for example:
– The lectures added significant value to the course material
– The lectures included valuable contributions from other students in class
– The exercises helped me to understand the topics covered in the lectures
The aggregate and average score over the time period for which we have data
is 4.32 out of 5 based on 132 completed questionnaires11 (see Fig. 2). The last
three editions of the course feedback scored the most highly and were above
the SEP all courses average of 4.55, at 4.6, 4.73, and 4.66 respectively. This
feedback shows some perceived evidence that the course structure and content
has matured where students are generally satisfied with what is being delivered.
While the feedback was generally positive, there were however some negative
comments on the course content in the feedback questionnaires. Many of these
10 http://pairstair.com.
11 Statements and raw data located in https://tinyurl.com/AGM-Student-Feedback.
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Fig. 2. AGM course evaluation as perceived feedback by students since 2010. Black –
average score for each AGM course by the students. Red – average score for all AGM
courses. Blue – average score for all SEP courses. Last three editions scored the highest.
(Color figure online)
focused on the fact that given such a short space of time allocated in class, there
was far too broad material in the Agile space to impart in further depth onto
the students. In particular, we received comments such as:
“The course content is not enough to stretch 5 days.”
“The large amounts of material made timing difficult.”
This is a clear acknowledgment that the amount of material around Agile
methods makes teaching the subject very difficult, especially in an intensive
teaching environment. There was some skepticism about the game-like exercises,
however, on further reflection with students several weeks after the course had
completed even those students acknowledged that they had taken on board the
learning from the exercises when they returned to their own organizations to
share their new-found knowledge around Agile. Some of the positive comments
we received included:
“Excellent way of teaching! You have expanded my horizon and gave me an
excellent introduction to Agile.”
“One of the best courses I have studied at Oxford. The lecturer and their use
of guests made the course better and maybe of benefit to other courses! Initially
I had doubts about the lecturer coming from industry but for this course it works
better as they can draw on experience.”
“A useful course with a timeliness of current industry trends.”
“Good and helpful lecturers. The idea of students studying and presenting a
case study is brilliant and helped a lot with understanding and discussing.”
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We have kept the Agile Methods course content timely by consciously putting
Agile into practice in how we prepare and deliver the Agile Methods course itself.
Feedback, in particular via the retrospective exercise, has allowed us to keep the
course up to date with student and industry needs.
4 Related Work
Related work has mainly focused on teaching Agile to undergraduate and gradu-
ate students as part of computer science and software engineering curriculum’s.
The majority of these courses are typically group based projects, last 10–16
weeks, and teach Scrum and or XP. Our work reports on teaching a novel Agile
methods course to software engineering professionals that are already working
within industry and likely already have a degree, potentially in a computing
subject, or have extensive software industry experience.
Lu and DeClue [12] discuss how Agile skills improve the marketability of
new graduates. They also highlight the challenges posed in teaching Agile to
undergraduates that stem from prerequisite experience and maturity. These
challenges include fostering Agile approaches to skills such as communication,
self-organization, and teamwork, where students who have less experience in a
workplace may find mastery of these skills more difficult.
A panel at SIGCSE 2016 [3] raised a number of issues for teaching Agile
methods in software engineering courses at a variety of computer science pro-
grams. The panel focused only on undergraduate university teaching (100 to 400
levels), hence novices to Agile with limited development experience.
Anslow et al. [1] reported their experience of teaching Agile methods to
undergraduate and graduate students and presented a course outline along with
associated teaching materials. They recommended not to teach the course to
different levels simultaneously due to the nature of different levels of assessment
required, abilities of the students, and additional administrative overheads.
Steghöfer et al. [16] reported on their efforts to improve teaching Agile, and
Scrum in particular. They aimed to teach in a realistic manner but without
encountering the technical difficulties of creating a real product by introducing
exercises decoupled from software, such as LEGO Scrum.
Kropp et al. [10,11,13] looked at the status of Agile in education and indus-
try and proposed a competency model on which to base integration of Agile
into undergraduate teaching at two different universities. They found the most
difficult competencies to teach are Agile values and management practices which
they put significant emphasis on. Our AGM course also focuses on values and
management practices and we have a complimentary course that focuses on Agile
engineering practices12 such as TDD and continuous integration.
Soundararajan, et al. [15] developed an advanced graduate-level course (to
non-software professionals) in Agile software engineering at Virginia Tech. Their
12 http://www.cs.ox.ac.uk/softeng/subjects/APE.html.
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course has similarities to our approach where they focus on Agile product devel-
opment, host guest talks from industry experts, and encourage students to
present and debate Agile case studies within the class.
5 Conclusions
For today’s computer science students who look towards entering a career in
software engineering, skills beyond programming and technical excellence are
essential. For any new graduate entering the tech industry, knowledge of Agile
is essential. We hope that by sharing our extensive experiences in teaching Agile
we can help foster excellence in Agile methods education in formal educational
settings, such as in high school, university degree programs, and perhaps also in
industrial training. From our experiences in teaching the Agile Methods course
at the University of Oxford, we can extract many aspects of what we taught
to graduate students that could be applied in any Agile teaching course. We
believe that putting Agile theory into practice with a hands-on approach will
lead to more effective learning. Based on the material reported in this paper
other academics who wish to run similar courses can learn from our experiences.
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Abstract. Software startups operate under various uncertainties and
the demand on their ability to deal with change is high. Agile methods
are considered a suitable and viable development approach for them.
However, the competing needs for speed and quality may render cer-
tain agile practices less suitable than others in the startup context. The
adoption of agile practices can be further complicated in software star-
tups that adopt the Lean Startup approach. To make the best of agile
practices, it is necessary to first understand whether and how they are
used in software startups. This study targets at a better understanding
of the use of agile practices in software startups, with a particular focus
on lean startups. Based on a large survey of 1526 software startups, we
examined the use of five agile practices, including quality related (regular
refactoring and test first), speed related (frequent release and agile plan-
ning) and communication practice (daily standup meeting). The findings
show that speed related agile practices are used to a greater extent in
comparison to quality practices. Daily standup meeting is least used.
Software startups who adopt the Lean Startup approach do not sacrifice
quality for speed more than other startups do.
Keywords: Software startups · Agile practice · Lean startup · Mini-
mum viable product · Pivot · Quality vs Speed
1 Introduction
Startups are organizations designed to create new products or services under
the conditions of extreme uncertainty, which constantly seek repeatable, prof-
itable and scalable business models and aim at rapid growth [1,2]. Software
startups are startups that have a primary focus on developing new and innova-
tive software-intensive products or services from which business value is created.
Even though sharing common characteristics with other types of startups, such
as resource scarcity and a lack of operational history [3], software startups are
often caught up in the wave of technological change frequently happening in soft-
ware industry, such as new computing and network technologies and devices [4].
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H. Baumeister et al. (Eds.): XP 2017, LNBIP 283, pp. 167–183, 2017.
DOI: 10.1007/978-3-319-57633-6 11
168 J. Pantiuchina et al.
As the ability to accommodate frequent change is essential in the startup context,
agile methods have been considered the most suitable process model since they
enable software startups to embrace change, and allow development to adapt to
business strategies [5]. Fast release with an iterative and incremental approach
shortens the lead time from idea conception to production to market, which is
especially important for software startups as “done is better than perfect” and
“move fast and break things” are the slogans or mantras that they follow in
order to respond to the challenges they are confronted with [6].
However, since software startups are constantly under the huge pressure of
time-to-market and need to move really fast, product quality may be treated
with a low priority and technical debt is accumulated to gain the speed to mar-
ket [7]. As a result, certain agile practices that ensure the quality of software,
such as refactoring and test-driven development, may not be considered viable
practices for software startups, especially at the early stages [8]. But the accu-
mulated technical debt, if not paid back in time, will eventually slow down the
development speed [7], which means software startups cannot afford to ignore
quality and related engineering practices as they progress through the stages of
development.
The adoption of agile practices can be further complicated when software
startups follow the Lean Startup approach to develop their business, which puts
even more emphasis on quick prototyping [9], testing prototypes with potential
customers, and getting early feedback. The use of Lean Startup approach may
intensify the so-called “developers dilemma”—the balancing act between quality
and speed to achieve fast product iteration [10], and render the agile practices
related to quality even less viable to software startups.
To understand how software startups can better use and benefit from dif-
ferent agile practices for their needs for quality and speed, it is important to
understand firstly if and how software startups are currently using agile prac-
tices. The existing software engineering literature has accumulated a growing
body of knowledge on the application of agile methods in established compa-
nies, large or small. However it casts very few lights on the use of agile practices
in software startups, let alone in the startups who adopt the Lean Startup app-
roach. Based on this observation, the study presented in this paper targets at
understanding the state of the practice of agile practices in software startups,
and the potential influence of the Lean Startup approach on the use of agile
practices. The overall research questions that guide our study are:
RQ1: Are software startups applying agile practices?
RQ2: Are software startups that adopt Lean Startup applying agile practices?
To depict the state of the practice, we utilize the data collected in a large
online survey conducted from September 2013 to September 2014. Based on
the responses from 1526 surveyed software startups worldwide, we could obtain
a good understanding of the state of the practice of agile practices applied in
software startups.
The rest of the paper is organized as follows. Section 2 reviews the related
work that has been conducted so far to understand the use of agile practices
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in software startups. In Sect. 3, we explain how the online survey is utilized to
answer the research questions. The findings are presented in Sect. 4 and further
discussed in Sect. 5, together with the reflection on the limitations of and validity
threats to the study. The paper ends with Sect. 6 in which potential future work
is outlined.
2 Related Work
2.1 Agile Methods in Software Startups
The emergence of agile methods was a response to the inability of heavy-
weight, waterfall-like development methodologies to allow software organizations
to respond to change. Popular agile methods, such as Scrum and XP, have been
adopted by both small and large companies worldwide over the years, render-
ing agile a mainstream software development approach [11]. At their core, agile
methods focus on incremental and iterative development. The nimbleness and
flexibility allowed by different agile practices, such as short iterations, continu-
ous integration, etc., enable software organizations to address change effectively
[12,13]. The effective adoption and use of agile methods in established companies
have been manifested in a growing body of agile research [14–16].
When the context is switched to software startups, the picture is less clear-
cut. Some studies suggest in a general manner that agile methods are viable and
suitable for software startups (e.g., [17,18]). For example, Duc and Abrahamsson
[9] find that four out of five startups they studied have adopted agile development
processes. However, these studies do not specify clearly which particular agile
method or agile practices have been used in software startups.
Other studies suggest a different picture. Coleman and O’Connor [5] argue
that startups are creative and flexible in nature and are reluctant to intro-
duce process which may hinder their natural attributes. They have very limited
resources and typically wish to use these resources to support product develop-
ment. Giardino et al. [18] observe that, to quickly validate the product in the
market, software startups tend to use agile methods, but in an ad-hoc manner.
Yau and Murphy [8] go further and contend that, given that the communication
and cooperation dynamics in startups are very different from more established
companies and the fact that the initial focus of a startup might be significantly
different from its final objective, even the agile approach seems to impose too
much rigidity and process on them. Without denying that agile methods offer
clear benefits to startups over some of the more traditional methods, the authors
question whether they are appropriate in tackling the problems faced by star-
tups. Doubts are cast on the usefulness of agile practices including test-driven
development, pair programming, user stories, velocity and backlogs [8].
2.2 Lean Startup and Agile Practices
The Lean startup approach is considered a variant to agile methods in software
engineering literature [18]. It advocates the identification of the most risky parts
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of a software business and the use of Minimum Viable Products (MVPs) to
systematically test them and change the course of the development if needed.
According to Ries [1], a MVP is “[the] version of a new product which allows
a team to collect the maximum amount of validated learning about customers
with the least effort.” MVPs should be the main focus of both business and
product development activities in software startups [9]. The strategic change is
termed pivot in Lean Startup.
Even though the Lean Startup approach is seen as a recent advancement
in agile community, and regarded by some as a more “extreme” agile approach
than extreme programming (XP) or Scrum [19], difference between the two has
been argued. Agile methods seem to be able to prescribe on how to develop a
working software faster, but are unable to provide the answer to what product
should be developed in the first place [20]. Although agile methods advocate
to build software iteratively, they only work when problems are known to the
stakeholders. Instead, startups typically are looking for right problems to solve
and need to figure out who are their customers [2]. Lean Startup advocates
startups to build products iteratively and get early feedback to test riskiest
assumptions about their business models. The combined use of agile and Lean
Startup seems a sensible approach for software startups.
The research conducted by Duc and Abrahamsson [9] is focused on different
types of MVPs that software startups utilize and what are their main purposes.
They argue that the adoption of MVP might be influenced by many contex-
tual factors, and one most relevant factor is the product development method-
ology. They further suggest that the continuous integration—one of the agile
practices—might be the impetus for the popular adoption of evolutionary pro-
totypes and single-feature MVP in four of the five cases they studied.
However, Yau and Murphy [8] contend that certain agile practices may not be
in consistency with the primary focus of software startups that adopt the Lean
Startup approach. Quality is important for a software startup but cost and time
may be larger deciding factors. A small scale startup that has not obtained much
funding will probably have a short runway, and thus a limited amount of time
and money. The priority in this case should be to create an MVP, which may
lack in quality but is functional enough to show to investors. Terho et al. [10] also
argue the need of balancing between quality and speed in creating MVPs, the
intensified “developers dilemma” faced by software startups. As a consequence,
the agile practices that are focused on quality of software, such as test-driven
development and refactoring, may be compromised or even not taken on board.
3 Research Method
3.1 Survey Questions
This study utilizes a large online survey that was conducted between 2013 and
2014. The original survey explored various aspects of startups and covered a
large set of questions. The authors had the opportunity to access the survey
data and select the questions that were pertinent to the purpose of this study.
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Table 1 shows the list of questions used in this study, as the result of the selection
process. The questions are mainly divided into three categories:
– questions related to the demographic information of the respondents and the
background information of the surveyed software startups;
– questions related to agile practices, which form the core category. We used
the list of agile practices reported in the 10th annual agile report from Ver-
sionOne [11] as the commonly accepted agile practices. The original survey
includes five questions relevant to agile practices: regular refactoring, test
first, frequent release, agile planning, and daily standup meeting. All are
close-ended questions. Four are ordinal and the one about daily stand-up
meeting is binary. All of them require a single answer and are not mandatory.
– questions related to the Lean Startup approach, which allow us a more focused
examination of the use of agile practices in software startups that adopted the
Lean Startup approach. We identified three questions from the original survey
which indicate whether a startup is following the Lean Startup approach or
not. These questions reflect the key Lean Startup concepts: hypothesis-driven,
MVP and pivot.
Table 1. Survey questions used in the study
Background questions
About respondent Select your gender
How old are you?
What is your motivation with this startup?
About startup What kind of startup are you a part of?
What is the total size of your team?
How many founders are there on your team that own a
significant piece of equity?
What’s the stage of your primary product?
How many core features does your product have?
Agile practice related questions
Regular Refactoring How often do you refactor code?
Test First When do you start writing tests?
Frequent Release What is the frequency of your product release cycle?
Agile Planning How far ahead do you plan your product development
pipeline?
Daily Standup Do you do daily stand up meetings?
Lean Startup related questions
Hypothesis-driven We identified the riskiest hypotheses about our business in
order to test them first
MVP We built minimally viable products to test our hypotheses
Pivot How many pivots have you had?
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3.2 Data Cleaning and Validation
To ensure the quality and validity of the survey data, we went through a careful
data cleaning and validation process on the original dataset, which is described
in detail in this section. The process was mainly automatized using R software
package. Additionally, we have removed suspicious data entries manually.
To start with the data cleaning process, we set the threshold of 50 (out of a
total of 278 original survey questions) as the minimum number of answered
questions that a data entry should contain. All the rows with less than 50
answers were removed from the dataset. Afterwards, we merged rows if they
were answered by the same person and for the same startup, because the sur-
vey collection application saved the data as a separate entry if the survey was
interrupted and then restarted again. We also removed duplicate columns that
might have been introduced during the data exporting process. We also fixed
various obvious errors that may be attributed to the original survey design or
data exporting process.
After this rudimentary step, we started automatized and manual data clean-
ing column by column (question by question). We removed all the rows where
startup names were missing, to ensure that respondents have answered the ques-
tions by referring to specific startups. We also removed the rows with empty
emails. We have decided to exclude from the sample the answers referring to
the same startup but answered by different respondents because there was not a
convincing rationale as to which answer to keep: the CEO’s or the developer’s.
Each of them has its pros and cons. Fortunately there were not many dupli-
cated startups. We also checked startup names, emails and websites and further
removed the rows with suspicious values, for example, the answers that contain-
ing “none”, “not”, “test”, “xyz”, “untitled”, etc. We then applied the regular
expressions to all the columns that had a fixed set of values to further remove
invalid answers. For example, if a question was Boolean, we ensured that only
“0”s and “1”s were in the corresponding column. In the last step, we printed
all the possible values for each closed question and ensured that only the valid
answers were present in the dataset.
After the initial cleaning, we checked the validity of the data using a set
of validation cases that we discovered based on a close inspection of all the
survey questions. The validation cases detected a set of unrealistic, impossi-
ble, invalid combinations of answers which rendered certain data entries invalid,
which in turn were removed from the dataset. All the validation cases we used
are described in an online document that can be accessed at https://figshare.
com/s/08c35ec98fd85e827594
The original dataset had 10171 entries. After applying the data cleaning
and validation process, the final cleaned dataset has a sample size of 1526. By
performing such strict data cleaning and validation steps, we may have removed
some valid entries unintentionally. But removing some valid entries is a trade
off that is worth making in order to obtain a clean dataset to conduct the data
analysis.
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3.3 Data Analysis
To answer the research questions posed in Sect. 1, we analyzed the data in two
steps:
Step 1 : To answer RQ1, firstly the structure of the five questions related to
agile practices was analyzed using exploratory factor analysis. Two factors fit
the model and the practices group in pairs: regular refactoring with test first,
and frequent release with agile planning. Instead daily standup meeting does not
show a significant correlation with any of the two factors. Therefore three dimen-
sions can be defined to group the five agile practices: quality (regular refactoring
and test first), speed (frequent release and agile planning), and communication
(daily standup meeting). Next the internal consistency between the two items
in the quality and speed dimensions was analyzed using Cronbach’s alpha. How-
ever a low level of reliability estimates (α = 0.41 and α = 0.50 respectively)
was obtained, which meant that the two items within each dimension were not
suitable to aggregate. Therefore, the further analysis was conducted on each
individual agile practice, rather than at the group level. To allow a sharper com-
parison, for each agile practice, we divided the startups into using the practice
vs. not using it based on their answers to the question. In this way we converted
the four agile questions that were categorical (ordinal) into binary. We exam-
ined the frequency of the use of five agile practices in the surveyed startups.
Since software startups at different product development stages may adopt agile
practices differently, we further investigated the difference using Chi-square. The
hypothesis for each of the agile practices can be formulated as the following:
Ha1: There is significant difference in the use of [the agile practice] among soft-
ware startups at different product development stages.
Step 2 : The focus of this step was to analyze the use of agile practices in the soft-
ware startups that adopted the Lean Startup approach, in order to answer RQ2.
To identify lean software startups in the sample, we used the three questions
related to the Lean Startup approach, as explained in Sect. 3.1. The software
startups that answered “yes” to the first two questions and have pivoted at least
once were considered adopting the Lean Startup approach therefore lean software
startups. 229 out of 1526 are lean startups. The use of the five agile practices
in these lean startups was compared to that in the rest of the whole sample, to
understand if there was difference in agile practice use between the two sub sam-
ples. For this purpose again Chi-square tests were used. The hypothesis under
the test regarding each agile practices can be formulated as the following:
Ha2: There is significant difference in the use of [the agile practice] between lean
software startups and non lean software startups.
Since pivot is an important aspect of software startups, we also examined
the number of pivots the surveyed startups made as part of Step 2 analysis.
The data analysis process was conducted using R software environment.
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4 Results
The cleaned dataset contains information about 1526 software startups, pro-
vided by 1526 respondents who either founded or worked for these startups. Not
surprisingly only a very small percentage (8%) are females in comparison to the
much larger percent of males (76%, the remaining 16% didn’t reveal gender infor-
mation). The age of these respondents spread from 18 to 72 (based on 1219 cases
that contain age information), with a mean of 34 and a median of 32 (sd = 9.58).
A slight majority of the respondents (52.3%) have the age between 25 and 35. It
is intriguing to understand what motivated the respondents to found or work for
these startups. As expected the majority of answers reflect an entrepreneurial
mindset: “Build a Great Product” covers the 52% of the motivations, followed
by “Change the world” (29%). “Make a Good Living”, “Get Rich” and “Create
a quick flip” are motivations for only less than 20% of the respondents.
Regarding the types of these software startups, more than half of them (877)
are working on web-based products. 264 software startups provide both web
and mobile solutions. Mobile applications are the focus of 171 startups. Only 65
startups provide non web-based software solutions. The remaining 149 startups
either work on products where software plays a less significant role or did not
provide specific information regarding the types of their startups.
1461 software startups answered the question “What is the total size of your
team?” with meaningful values. The distribution of the sample is skewed right
significantly, with 81.2% of the software startup teams with less than 9 members.
The mean of the team size is 7.23 and the median is 4 (sd = 19.15). When the
number of founders is concerned, even though we could not obtain the direct
data from the survey, we could infer from the question “how many founders
are there on your team that own a significant piece of equity?” that most often
an entrepreneurial team has two co-founders that have significant equity of the
company, followed by 1-significant-founder and trio co-founder teams.
The distribution of the software startups across product development stages
is shown in Fig. 1. It can be seen that it follows a normal distribution, with soft-
ware startups that have functional products with limited users as most common,
and those with mature products as the minority. A closer look at the number of
core features that these products have reveals that the average number of the
core features of a product is 5 (mean = 5.2,median = 4, sd = 4.07). 72% of the
startups work on products that have 5 core features or less.
Fig. 1. Startup distribution with respect to product stages
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4.1 Agile Practices in Software Startups
Two agile practices, regular refactoring and test first, allow software startups to
focus on the quality of their products. 1240 startups responded to the question
related to regular refactoring, and 1273 to test first. As shown in Fig. 2, regarding
refactoring, slightly less than 45% of the startups do care about the quality and
refactor the code every few weeks or even once a week. However, a bit more
than one fourth of those rarely or never do refactoring. If refactoring “once a
week” and “every few weeks” are considered regular therefore an agile practice
(blue bars in Fig. 2), the other options indicate that regular refactoring is not
practiced in the startups. It can be concluded that a slight majority of the
startups surveyed are not doing regular refactoring.
Fig. 2. Startup distribution with respect to the frequency of code refactoring (Color
figure online)
Similar results are shown in the test first practice. It is evident from Fig. 3
that around 32% of them are writing tests as soon as they write features, there-
fore practicing test first (blue bar). However, again one fourth of the startups
never write tests. Among the other options, “as soon as we know we’re going to
keep a feature” indicates clearly the test first practice is not used. Even though
we could not interpret properly the options “as soon as we reach a legal agree-
ment with a customer” and “other” due to a lack of access to the original survey
design, we could still conclude that the majority of the startups surveyed do not
adopt the test first practice.
Fig. 3. Startup distribution with respect to the frequency of code testing (Color figure
online)
Agile planning and frequent release are the two practices that allow software
teams to be able to collect feedback on their products and adjust their devel-
opment speed accordingly. 1391 startups responded with their release frequen-
cies and 1290 indicated how far ahead they planned their product development
176 J. Pantiuchina et al.
Fig. 4. Startup distribution with respect to agile planning (Color figure online)
pipelines. Regarding planning, Fig. 4 shows that most often the software star-
tups plan ahead for 1 to 3 weeks (about 24%), more than 10% plan for 2 to 7
days, and about 3% are doing daily planning. Only less than 6% put up a yearly
or longer-term plan. In total, more than 57% of the startups plan in an agile
manner in terms of the time frame covered by the planning (shown by the blue
bars. We used 30-day sprint to draw the division). Agile planning should be for
3 to 6 weeks (30 working days) or shorter.
As shown in Fig. 5, the most common (about 21%) release frequency used by
these software startups is every 2 to 3 weeks, followed by every 1–3 months (about
19%). It is interesting to see that more than 13% of the startups are practicing
continuous delivery and release product once per day or even multiple times per
day. However, more than 15% other startups have really low release frequency
(every 3–6 months or even more than 6 months), which is worrying given the
fact that they are software startups and moving fast is not an option but a must
for many of them. The bars in Fig. 5 are divided into two groups: those with
release frequency of 2–3 weeks or less (blue bars) therefore indicating frequent
release (again the 30-day sprint length was used as the division line), and those
indicating low release frequency (taking more than one sprint to release a new
version). It can be seen that more than 64% of the startups do frequently release
their products.
Daily standup meeting is an agile ceremony used to facilitate communication
among software development teams and organizations. Among the 1286 software
startups that answered the question, more than 70% are not using the practice,
in contrast to about 30% that said “yes” to the question.
Fig. 5. Startup distribution with respect to frequency of product releases (Color figure
online)
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Table 2. The use of agile practices in software startups across product stages
Product Regular Test Frequent Agile Daily standup
development stage refactoring first release planning meeting
Yes No Yes No Yes No Yes No Yes No
Concept 49 47 41 41 2 0 63 36 23 76
In development 93 93 74 97 144 80 118 78 53 146
Working prototype 111 107 87 119 158 108 138 91 59 170
Functional product
with limited users
246 337 190 323 483 230 350 257 198 403
Functional product
with high growth
40 63 42 51 79 44 53 51 32 72
Mature product 16 35 24 19 29 31 20 32 16 35
Table 2 shows the use of the five agile practices by the software startups across
different product development stages. As explained in Sect. 3.3, the use of the
agile practices are simplified into “yes”/“no” Boolean options, to allow a sharper
comparison. Table 2 does show that for each agile practice, the percentage of
software startups using it varies across the product development stages. However,
there is no discernible pattern in the variance of the percentages.
To test Ha1, Chi-square tests were applied. A pre-examination excluded fre-
quent release from the test since the assumptions requested to run Chi-square
test were not met. We run the tests on the cleaned sample (n = 1526). Since
the data entries that have empty answers to each agile practice and/or product
development stage were removed, each test has a different sample size (as shown
in Table 3, Column 2). The test results show that regular refactoring and agile
planning are linked to the development stages (the respective Ha1 is supported).
Instead, Ha1 regarding test first and daily standup meeting cannot be supported.
4.2 Agile Practices in Lean Software Startups
Regarding the individual responses to the three Lean Startup questions from the
whole sample, 489 out of the 1526 replied with a definitive “yes” to the statement
Table 3. Agile practices across product stages—Chi-square test results
Practice n Chi-square Degrees of p-value Result
freedom
Regular refactoring 1237 13.638 5 0.01808 Ha1 supported
Test first 1108 11.06 5 0.05021 Ha1 rejected
Agile planning 1287 12.365 5 0.030121 Ha1 supported
Daily standup meeting 1283 7.736 5 0.1714 Ha1 rejected
178 J. Pantiuchina et al.
Table 4. Pivoting in lean startups across product stages
Product No. of lean Mean of number
stage startups of pivots
Concept 3 2.0
In development 40 2.1
Working prototype 57 2.4
Functional product with limited users 107 2.0
Functional product with high growth 17 2.4
Mature product 5 2.6
“We identified the riskiest hypotheses about our business in order to test them
first”, and 55% claimed that “We built minimally viable products to test our
hypotheses”. It is interesting to explore the pivoting behavior of these startups
in terms of the number of pivots they have made. 1440 out of 1526 gave valid
answers to the number of pivots. The mean is 1.528 and median is 1 (sd = 2.06),
in a range from 0 to 30 pivots.
229 out of the 1526 software startups are considered following the Lean
Startup approach based on the selection criteria specified in Sect. 3.3. When
looking closely at the pivoting in this subset, the number of total pivots the
surveyed startups experienced ranges from 1 to 15, with the mean equal to 2.153
and the median to 2 (sd = 1.73). From the perspective of product development
stages, we can see that, as shown in Table 4, the mean of the number of total
pivots of startups at different stages ranges from 2 to 2.6. The lean startups that
progressed to the stages of having functional or mature products in total have
not pivoted more than those at the early product development stages.
Table 5 shows the use of the five agile practices in lean startups in comparison
to that in the rest of the sample. It can be seen that there is a higher percentage
of lean startups using each of the agile practices for all the five agile practices.
To test Ha2, we used the Chi-square test on the two groups: lean startups
vs. non-lean startups. The results are shown in Table 6. The difference between
Table 5. The use of agile practices in lean startups vs. non lean startups
Agile practice Lean startup subset Non lean startup subset
Yes No Yes No
Regular refactoring 99 99 456 586
Test first 86 86 372 567
Frequent release 164 61 733 433
Agile planning 119 83 626 462
Daily standup meeting 76 124 306 780
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Table 6. Agile practices in lean vs. non-lean startups—Chi-square test results
Practice n Chi-square Degrees of p-value Result
freedom
Regular refactoring 1240 2.3723 1 0.1235 Ha2 rejected
Test first 1111 6.0471 1 0.0139 Ha2 supported
Agile planning 1290 0.0815 1 0.7752 Ha2 rejected
Frequent release 1391 7.8438 1 0.0051 Ha2 supported
Daily standup meeting 1286 7.3417 1 0.0067 Ha2 supported
the two groups is not significant in terms of the use of regular refactoring and
agile planning. Instead, the percentage of lean startups using test first, frequent
release or daily standup meeting is significantly higher than that of non-lean
startups.
5 Discussion
So are software startups using agile practices? The results of our study reveal
that a majority of software startups do not use quality related agile practices,
such as regular refactoring and test first. It reflects the major concern expressed
in the literature that quality has a low priority and technical debt is accumulated
in software startups, especially at their early stages. When the agile practices
regarding the speed of development are concerned, our study shows that a large
majority of software startups do move fast by adopting frequent releases and
short-term agile planning. This is in line with the literature that emphasizes
that speed matters significantly to software startups [7]. However, the under
use of quality related agile practices in comparison to speed related practices
is not unique to software startups. The same pattern has been manifested in
the surveys of agile and lean adoption in software organizations in general. For
example, in the 10th annual agile survey conducted by VersionOne (based on
3,880 completed responses) [11], it is shown that speed related practices (e.g.,
short iterations, iteration planning, release planning) are employed more often in
the surveyed organizations than quality related practices (such as unit testing,
refactoring, test-driven development). A smaller scale academic survey on agile
and lean usage in Finnish software industry with 408 responses demonstrates
the same tendency [21]. It seems that, in terms of balancing speed and quality
concerns, software startups are not so different from the general population of
software organizations. Agile practices related to speed are more often used by
both software startups and established companies alike.
In contrast, our findings regarding daily standup meeting indicate that this
well-known agile practice is not used in software startups to the same extent as
in established software organizations. According to the VersionOne survey [11],
daily standup meeting is the most popular agile practice among the surveyed
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organizations, with an adoption rate of 83%. Its popularity is echoed in the
academic survey too [21]. In our survey instead, daily standup meeting is the
least frequently used practice among the five agile practices studied. Only about
30% of the software startups use this practice. One explanation of such different
could be that daily standup meeting is a typical agile ceremony used by software
development teams and organizations to facilitate communication. Because most
startup teams have very small sizes (as described in Sect. 4), informal commu-
nication happens frequently, which renders formal communication practices less
necessary. Yau and Murphy [8] offer similar arguments. They contend that, in
small scale startups with only a few members, many problems that agile methods
set out to solve do not exist, e.g., the communication issue.
In this study we further examined the use of agile practices by software
startups at different stages of product development. The results of the hypothesis
testing (Ha1) show that the use of agile practices including regular refactoring
and agile planning does vary across the product development stages. Instead,
the use of test first and daily standup meeting is not significantly associated
with the stages. We cannot draw any conclusion regarding frequent release. This
finding provides partial support to the claim in the literature that not all software
engineering practices are usable or beneficial in different stages of startups [22].
It is an interesting direction to investigate which software engineering practices
are most useful and beneficial to which stages of startups.
Another specific angle investigated in our study is the use of agile practices
by software startups that adopted the Lean Startup approach. Some studies have
expressed the concerns that startups adopting the Lean Startup approach have
to sacrifice certain agile practices or product quality due to limited funding and
short runway in order to move fast and test business hypotheses with MVPs
[8,10]. However, the findings reported in Sect. 4.2 do not substantiate these con-
cerns. On the contrary, they reveal that lean software startups tend to use agile
practices more than the rest of the startups surveyed. Especially in terms of test
first, frequent release and daily standup meeting, significantly higher portions
of lean startups practice them. With these practices that address both needs of
quality and speed, lean software startups may be in a good position to manage
the “developers dilemma” [10], better at balancing between quality and speed
to achieve fast product iteration.
Even though not a main focus of this study, it is worth noting the somehow
surprising finding regarding the number of pivots made by lean startups across
different product development stages. Pivot is considered a key component of the
Lean Startup approach, an action that startups are encouraged to take based
on the validated learning they obtain through testing risky business assump-
tions early and often [1]. Therefore, one would expect that the total number
of pivots increases as startups progress along the development stages and pivot
continuously. However, the result regarding pivoting reported in Sect. 4.2 does
not conform to this expectation. Further investigation is needed to understand
the pivoting in software startups.
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Lastly, the results reported in this paper need to be viewed in the lights of the
limitations of and validity threats to the study. The lack of access to the original
survey design and no control to the quality of collected data pose the biggest
limitation to our study, constraining the types of analysis that can be conducted
and consequently the results that can be obtained. For these reasons, we went
to great lengths to clean and validate the data to ensure its quality. Another
limitation is due to the fact that there are a very limited number of questions
in the original survey that can be associated with agile methods and practices
with an acceptable level of confidence. At the end only five agile practices were
brought into the study. In addition, each agile practice had only one correspond-
ing question (item), so the risk of not obtaining valid data was increased due
to the lack of multiple items to probe the same practice. These concerns pose
a potential threat to the construct validity of the study. Instead, the external
validity is ensured by the size and random nature of the sample. Therefore the
findings of this study can be generalized to a general population of software
startups.
6 Conclusion
In the past years agile methods have become main-stream software develop-
ment approaches in established companies, small or large. They are considered
natural choices for software startups too, since startups operate under various
uncertainties and the demand on their ability to deal with change is high. Mean-
while software startups have to focus on business development as well as product
development. Lean Startup is the approach that an increasing number of startups
adopt to test the riskiest business assumptions in their business models. This
study provided a better understanding of the state of agile practices in software
startups, with a particular focus on lean startups. Based on a large survey of
1526 software startups, we found out that different agile practices are used to
different extents, depending on the focus of the practices. Speed related agile
practices are used to a greater extent in comparison to quality related practices.
Communication practices represented by daily standup meeting is least used. In
addition, unlike what is speculated in the literature, software startups who adopt
the Lean Startup approach do not sacrifice quality for speed more than other
startups do. Our study is the first step towards more in-depth understanding of
how software startups can better use agile practices and eventually benefit from
them.
In our current study we could not identify any questions specific to lean
practices, such as kanban, from the original survey questions. Future work can
investigate how lean practices are used in software startups. Meanwhile, “doing
agile”, using agile practices, does not ensure software startups of “being agile”,
being able to respond to change and uncertainty. This study was focused on
“doing agile”. Future work can assess the agility of software startups, and estab-
lish the link between “doing” and “being” agile to startup success. It would be
also effort worth spent to design a new survey that is focused on investigating the
adoption of agile and lean methods as well as Lean Startup in software startups.
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Abstract. The role of test automation in Agile Software Development projects
is of paramount importance. It is absolutely necessary to automate tests on agile
projects as the number of test cases will continue to grow with each successive
sprint. Through a Grounded Theory study involving 38 agile practitioners from
18 different software organizations in India, we identified five key challenges
faced by agile practitioners and different strategies to overcome those challenges
while practicing test automation. Understanding these challenges and strategies
would help agile teams in streamlining their test automation practices.
Keywords: Test automation · Test driven development · Agile software
development · Grounded theory
1 Introduction
The widespread use and popularity of agile methodologies are primarily due to their
ability to produce quality software in less time with limited manpower. Most of the
software industries are using scrum and XP methodologies of agile software develop‐
ment. Testing is an integral part of development in agile projects rather than a distinct
Software Development Life Cycle (SDLC) phase [1].
Software test automation refers to the activities and efforts that intend to automate
engineering tasks in a software test process using well-defined strategies and systematic
solution [2]. According to [3] test automation is one of the most effective solution for
projects which have strict deadlines as it speeds up the test execution and increases the
test coverage.
Automation on a scrum project is not optional, for a team to sprint effectively and
deliver value quickly, it needs to rely heavily on test automation [4]. Crispin and Gregory
[5] argued that test automation is the key factor for successful agile software develop‐
ment and the core of agile testing. In a study by Puleio’s [6] test automation was seen
as a key factor in agile testing to keep development and testing in synchronization. It is
evident from the above studies that test automation is a crucial ingredient of agile soft‐
ware development projects. Further, a study from Collins [7] reported that test
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automation works very well if the agile teams find the right way to implement test
automation in their projects and presented some strategies to minimize the risk during
test automation implementation.
The objective of this study is to create an understanding on different challenges faced
by agile practitioners while adopting test automation on agile projects and to present
some possible strategies to overcome those challenges. To provide more empirical
insight in this area, a grounded theory study has been conducted that involved 38 agile
practitioners from 18 different software organizations in India. We hope our research
will help in understanding the issues while adopting test automation on agile projects
and streamlining it through proper strategies.
The rest of the paper is structured as follows: in the next section a brief overview of
the Grounded Theory is presented; the third section describes the findings of this study;
the fourth section discusses these findings; the fifth section presents limitations of this
study and the last section concludes the paper.
2 Research Method
2.1 Grounded Theory
Grounded Theory (GT) is a systematic research method where prominence is on the
generation of theory that derived from systematic and rigorous analysis of data [8, 9].
The emphasis in GT is on new theory generation which means rather than beginning
with a pre-conceived theory in mind, the theory evolves during the research process
itself and thus the product of continuous interplay between data collection and analysis
of that data [10].
Which version of ground theory. Glaser GT states that researchers should start with the
general ‘area of interest’ and beginning a GT study with specific research questions can
lead to pre-conceived ideas or hypothesis of the research phenomena [11]. Other two
versions of GT are Straussin GT [12] and Charmaz’s constructivist GT [13]. This study
employed the Glaserian version as our objective was to find out the issues from the real
life experience of the agile practitioners related to our general area of interest i.e. Agile
Project Management rather than imposing our own pre-conceived ideas and concerns
that could influence this study and also due to plenty of resources available on Glaserian
GT [8]. GT has been chosen as our research method for many reasons. Firstly, agile
software development focuses on people and interactions, and GT, allows us to study
social interactions and the behavior of people. Secondly, GT is most suited to areas of
research that have not been explored in detail, and according to our knowledge, the
research studies on test automation practices in agile software development is also
scarce. Thirdly, GT focuses on theory generation rather than extending or verifying
existing theories [14]. Finally, GT is being liberally used to study the agile teams [11,
15–18]. Following Glaser’s guidelines, the study started with a general area of interest
– Agile project management – rather than beginning with a specific research problem.
Problems and its key concerns will emerge in the initial stages of data analysis and it
did [19].
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2.2 Data Collection
Data collection in GT is guided through theoretical sampling whereby researchers iter‐
atively collect and analyze their data to decide what data to collect next and where to
find the data [20]. A GT study requires the theoretical sampling to be continued until
theoretical saturation is reached that is when no more new concepts or categories emerge
from the data, and further data collection would be a waste of time [21].
Recruiting Participants. This study involved 38 agile practitioners from 18 different
software organizations in India with size varied from 50 to 200,000 employees located
in Bengaluru, Mumbai, Pune, Noida and Gurgaon. The project duration varied from 6
to 36 months and team size varied from 7 to 20 people on different projects with wide
range of domains like software consultancy, e-commerce platforms. Due to ethical
considerations and to keep our participants identity confidential, we used codes P1 to
P38 to identify our participants. Table 1 shows the participants and project details of
this research study. We contacted members of Agile Software Community of India [22]
and also took part in Agile India 2016 International Conference [23] on Agile that
provided us the platform to collaborate with many agile practitioners across India and
abroad. Many practitioners agreed to be a part of our research and participated in this
study.
Interviews. Face-to-face semi-structured interviews were conducted with agile practi‐
tioners using open-ended questions over a period of eighteen months. Normally, each
interview lasted for about one hour and was scheduled at the mutually agreed location.
The interviews were audio recorded with the consent from the participants on ensuring
full confidentiality, so that we could concentrate on the conversation. Ten participants
were interviewed from four different software organizations in first phase of our study.
Interview began with warm up questions regarding participants experience, their roles,
nature of duties and different agile project management practices in their respective
projects. Each participant had a 3–4 or more years of hands-on experience on either
scrum, XP or both. Initial sample of participants comprised Scrum Masters, Developers,
Product Owners (PO’s) and Testers. Then we progressed to our second phase of inter‐
views and expanded our sample participants to Senior Management people (Chief Tech‐
nical Officer, Vice-President), Agile coaches and Devops to gain the well rounded
perspective from participants, also the set of questions were gradually modified as per
Glaser [20] to achieve theoretical saturation of our core category - Adopting Test Auto‐
mation. After completion of each interview, it was transcribed and analyzed line by line
to identify key points, codes, concepts and categories. Data collection and its analysis
were performed iteratively. Constant comparison of interview transcripts helped us in
guiding future interviews, and then we continuously fed back the analysis of interviews
and observations from our study into the emerging results. All the data was personally
collected and analyzed by the primary author so that consistency can be maintained in
the application of GT.
Observations. We also performed passive observations in two projects denoted as
Sigma and Delta in two different Indian software organizations denoted as X and Y. X
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is into smart metering and energy management solutions with presence in over 30 coun‐
tries and Y is into e-commerce business with presence in over 4 countries.
Observation period in Sigma and Delta was 8 and 6 months respectively. Sigma was
practicing agile mainly blend of scrum and XP from past 3 years but Delta was relatively
new to agile and practicing scrum from past 1 year. We observed daily stand ups, sprint
Table 1. Summary of participants and project details. (Agile Position: Agile Coach (AC), Chief
Technical Officer (CTO), Developer (DEV), Devops (DO), Product Owner (PO), Scrum Master
(SM), Senior Agile Coach (SAC), Senior Developer (SD), Senior Quality Analyst (SQA), Senior












P1, P2 TES/3, SM/10 India-UK Scrum Finance 10–12, 16–18 12, 24 2
P3, P4 ST/4, PO/5 India-USA Scrum & XP Network
Mgmt. Serv‐
ices
10 10 to 12 2–3
P5, P10 SM/6, ST/5 India-South
East Asia
Scrum & XP Insurance 12–14, 12 8–10, 15–16 3–4
P6 TES/4 India-Europe Scrum & XP Mobile Retail 18 18–20 3–4
P7, P8 TES/3, SD/5 India-USA Scrum & XP E-Commerce 14 12–14 1–2







Scrum & XP Software
Consultancy &
Services
14–15, 18–20 12–14, 15–16 2–4
P13, P14 AC X 2/8, 10 India-New
Zealand
Scrum & XP IT & Agile
Training
7–8 36 2–3
P15 DEV/3 India-UK Scrum & XP Telecom 12–13 42 3–4
P16, P17 TA/5, VP/12 India-UK Scrum & XP Insurance 9–10 12 2–3
P18, P19 SM/7, AC/8 India-Western
Europe
Scrum Health Care 18–19 24 3–4






India-Canada Scrum & XP Finance 9–10, 12 24, 18–20 3–4









Scrum Web Portal 12–13 10–12 1–2
P28 SM/8 India-Western
Europe
Scrum & XP IT & Agile
Training
10–12 12–14 2–3
P29, P30 SM/10, VP/12 India-USA Scrum & XP IT Infrastruc‐
ture
12–14 16–18 2–3
P31 SAC/12 India-Europe Scrum & XP IT & Agile
Training
8–9 24 3
P32 SM/6 India-Europe Scrum & XP Agile Training 10–11 12 3–4
P33 PO/3 India-Europe Scrum & XP Finance 12–13 15–16 2–3
P34 ST/4.5 India-UAE Scrum Banking &
Finance
15–18 24 2–3
P35 TES/4 India-USA Scrum Telecom 10–11 10–12 3–4
P36, P37 SM/7, DEV/4 India-USA Scrum & XP E-Commerce 12–14, 18–19 6–8, 18 2–3
1–2
P38 PO/4.5 India-UK Scrum & XP Telecom 20 12–14 2–3
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retrospectives, sprint review meetings, end sprint demos, pair programming practices,
daily smoke and regression tests and we had taken field notes along the way about our
observations and transcribed them for analysis. Moreover, we compared the codes
emerged during observations with the codes from the interviews that helped us in
achieving triangulation. The interview data was further strengthened by our observations
from these two projects.
2.3 Data Analysis
Coding. Following Glaser’s two successive stages of substantive coding: open and
selective coding, we began our data analysis with open coding. It helps us in directing
our research by identifying a core category and serves as the initial step of the theoretical
analysis in GT [14]. Then, selective coding was performed to identify the categories that
were related to the core and to ascertain theoretical saturation.
Constant Comparative Method. Here, codes are compared with other codes to produce
concepts, codes are compared further with concepts to produce new concepts and finally
concepts are compared with other concepts to produce categories [14].
Memoing. Memos are written notes to log reflections between data, codes and their
relationships as they occur in researchers mind [20]. In our case, we wrote memos as
soon as we had some ideas about emerging codes and their relationships.
Phase 1: Identifying the core category. We commenced phase 1 of our interviews on
our general area of interest “Agile Project Management” and performed open coding on
data that generated initial codes, which guided us on further data collection as per theo‐
retical sampling process of classic GT [20]. We continued collecting and analyzing our
data iteratively that gradually led us to our core category i.e. “Adopting Test Automa‐
tion” on agile projects.
Open Coding. In open coding interview transcripts are being analyzed in detail and key
points are identified from each interview transcript [24]. In the next step, key points are
collated and particular code is assigned to each key point [25]. Code is a phrase used to
summarize the key point in 2 to 3 words. Using the constant comparative method, the
codes from each interview were compared constantly with the codes from the same as
well as from other interviews and also with data based on our observations and written
memos. The constant comparison and grouping of similar codes lead to the second level
of abstraction, called concepts. Further, this method is repeated on concepts to produce
the third level of abstraction, called categories.
Open coding was ended on identifying our core category “Adopting test automa‐
tion”. Two potential near core categories were also emerged like “Quality work
delivery” and “Manage changing requirements”, but we selected “Adopting test auto‐
mation” as our category as it is related to most other categories in a meaningful way.
An example of open coding process is shown in Table 2 that depicts the emergence of
our core category from the combined analysis of interviews and observations.
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Table 2. Example of Open Coding Process
Open coding Interview Quotation – P5, Scrum
Master




or not your project is truly time
driven, whether or not you are
delivering high quality product, time
is speed for us and we can achieve
that [speed and quality] by embracing
automation.”
Acceptance testing was practiced
manually till sprint 3, consuming lot
of time and effort. UI changes were
frequent due to constant new product
launches, decision to automate
acceptance tests, acceptance tests
automation started
Key point Need for timely delivery of quality
products, Achieving speed, Quality
through automation
Manual acceptance consumes time
and effort, Frequent UI changes,
Automating acceptance tests
Code Timely delivery, Quality products,
Embracing automation
Time and effort loss, Constant UI
changes, Acceptance tests
automation
Concept Achieving quality and speed by
embracing automation
Achieving speed by embracing
automation
Category Adopting test automation
Phase 2: Refining the core category. As per theoretical sampling process, selecting
new interviewees and sites for data collection should come from the results of the coding
process [14]. We progressed into phase 2 and continued our data collection process.
Table 3. Example of selective coding process
Selective coding Interview Quotation – P6, Tester Observation (Org.: X, Project:
Sigma)
Statement/Field note “Our project…lot of business logic,
we handle lot of features additions
& changes…has accumulation
effect on our tests too…which
makes them grow in numbers with
every sprint and it is really difficult
to maintain [test scripts]”
Frequent change requests received
from the customers, constant addi‐
tion, modification of page
elements, effect on test scripts
size, making test script mainte‐
nance difficult for the team
Key point Adding new features, Test scripts
continue to grow, Difficulty in test
script maintenance
Frequent change requests,
Constant changes in test scripts,
Difficulty in test script mainte‐
nance
Code Grow in test scripts, Difficulty in
maintaining test scripts
Constant test script changes, Diffi‐
culty in maintaining test scripts
Concept Difficulty in test script maintenance Difficulty in test script mainte‐
nance
Category Test script maintenance
Selective Coding. Here, only those interview transcripts were coded that were related
to our core category i.e. “Adopting Test Automation”. Constant comparative method
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was used on interview transcripts and observations to find out codes, concepts and finally
the categories related to our core. Table 3 shows an example of selective coding
process.
The other concepts and categories emerged in a similar manner which sheds light
on the problems faced by agile teams while adopting test automation. Observations
gathered from the two projects were also analyzed and compared to the concepts derived
from the interviews. It was found that our observations supported the data provided in
the interviews, thereby strengthening our interview data. During our data analysis one
more set of concepts emerged that formed the strategies used by agile teams in order to
overcome those challenges as described in the present study. Figure 1.a shows different
levels of data abstraction using GT and Fig. 1.b explains the emergence of category
choosing the right tool from underlying concepts.
Fig. 1. a. Different levels of data abstraction in GT. b. Emergence of category choosing the right
tool from concepts
Determining Theoretical Saturation. The selective coding continues until the
researcher has sufficiently integrated the core category and its connections to other rele‐
vant categories [20]. On reaching a stage where further data collection and its analysis
were leading us to the same categories with no new data, we found out that our categories
have reached saturation. Then we started sorting the theoretical memos conceptually
and this process is called sorting that forms the theoretical outline of our study.
The last step in GT is generating a theory also know as Theoretical Coding. It
involves the conceptualization of how different categories and their associated properties
relate to each other as hypothesis so that can be integrated into a theory [19, 26]. We
followed Glaser’s guidelines and performed theoretical coding at the later stages of
analysis [14].
Table 4 shows different concepts and categories that form the challenges and corre‐
sponding concepts that form the adopted strategies while practicing test automation on
agile projects. Also, the number within the parenthesis indicates the number of inter‐
viewees who referred these challenges/strategies. As the codes, concepts, and categories
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emerge directly from the data, which is collected from the real world, the resulting theory
is grounded within the context of the data [17].
Table 4. Strategies adopted on different agile projects
Challenges Strategies
Choosing the right tool (26) • Know your test automation requirements, Know your tool
(14)
• Cost Benefit Analysis (CBA) (11)
Managing test environment (15) • Upfront planning for managing test environment (11)
• Virtualization (10)
Test script maintenance (18) • Automation testing framework (12)
• Page Object Model (POM) (8)
Mindset toward automation (17) • Engender automation awareness (12)
• ROI evaluation (11)
Effective communication (16) • One team approach (10)
In the following section, we present the research findings from our study. Selected
interview quotations are provided under each category to better explain it in the present
context. Our results are grounded further by key points, codes, and concepts from the
interviews as well as the observations from two agile projects. It is difficult to describe
here in detail due to space reasons.
3 Results: Adopting Test Automation on Agile Projects
In this section, we present our grounded theory: Strategies used by agile practitioners
while adopting test automation in their projects. We have selected quotations from our
study to explain the challenges faced by agile teams and strategies opted by them.
3.1 Challenge 1: Choosing the Right Tool
Test automation is very important right from the start of any agile project. It is essential
to know the project requirements, which tests needs to be automated and what tools are
needed. Agile practitioners admitted that while transitioning to scrum and XP, they were
still using traditional record and playback tool but results were highly unsatisfactory.
Other associated concerns include choosing a tool for automating continuous inte‐
gration and deployment, automating acceptance and regression tests and a tool for
effective test management.
“Output of sprint N has to combine with sprint N + 1, daily defect fixes that continuously check
in to the code, this whole process is continuous integration (CI), it also takes lot of time, and
only by automating our CI process we could survive our project deadlines.” – P10, Senior Tester
Choice of test automation tool particularly in agile projects is a very crucial decision as
if you would end up choosing a wrong tool with the partial or incomplete evaluation; it may
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lead to loss of efforts spent in each sprint, loss of licensing fees as well as loss of automa‐
tion opportunities. In order to prevent these losses, some strategies were used to overcome
the problem of choosing the right tool. Two adopted strategies are explained below:
Strategy 1: Know your Test Automation Requirements, Know your Tool. One
should be scrupulous while choosing a test automation tool in agile projects. Agile teams
should understand their project needs and then decide on test automation tool, it is
imperative to first know the exact automation requirements of the projects like test types
(unit, acceptance, regression, etc.) needs to be performed, coding languages to be used
on the project and suitability of choosing between licensed and open source tools; it is
good to choose a tool based upon the compatibility with the application under test (AUT).
“A lot of licensed and open source tools are available…You must know that what you want to
do with that [Tool] and for what [purpose] as requirements may vary depending on project size,
cost and allocated time.”– P16, Test Analyst
Strategy 2: Cost Benefit Analysis (CBA). Cost of the tool is also one of the important
deciding factors in most agile projects. Licensed tools have certain benefits over open
source tools like good user support, sufficient training material and ease of use but that
comes with the cost.
“…would be using that [tool], whether it’s a licensed or open source it depends on CBA (Cost
to benefit analysis) of that tool w.r.t our project.” – P32, Scrum Master
It is always better to know what test types needs to be automated, tools utility with
project needs, its ability to integrate with other project and defect management tools.
3.2 Challenge 2: Managing Test Environment
The ultimate aim of any agile project is to deliver quality product and test automation
plays an important role in adding that quality to the product in such short sprint durations.
Keeping test environment as close as possible to production environment ensures the
quality of the test automation. Agile teams were facing difficulties while creating
multiple test environments for every different configuration, platforms and workflows.
“Why it is worth to have Test Automation in agile projects because it helps you in achieving
your quality objectives, test environment should be a replica of your live [production] environ‐
ment…if you practice this then the code that go into upper [production] environment would meet
quality criteria.” – P13, Agile Coach
Strategy 3: Upfront Planning for Managing Test Environment. Testing whether it
is automation or manual is only been successful when performed in the proper test
environment. In agile, it is very common to have multiple test environments, multiple
configurations for the single business application so upfront planning for managing test
environment is very important.
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“… important to have upfront plan for managing your test environments… by maintaining
spreadsheets containing all our test environment related information like different configura‐
tions, different test devices and test data used by those devices, any database related information
and continuously update it.” – P29, Scrum Master
Strategy 4: Virtualization. It serves an important strategy in managing issues related
to test environment management. Virtual machine setup provides that additional space
to both developers and testers to test their application under test (AUT). It was used to
reduce the overhead caused by different OS and hardware configurations.
“…by using virtual machines test environments can be created according to the requirement
and the scope of the test… Above all it is scalable and has on demand access which reduces our
burden of managing test environment.”– P25, Test Analyst
Participants were using a document to gather different test environment requirements
to plan for managing their existing environment or building a new. VMware worksta‐
tions were also used for managing test environments related issues.
3.3 Challenge 3: Test Script Maintenance
For every new addition or modification in feature, test script needs to be modified and
maintained for the entire duration of the projects with multiple sprints and this was a
challenge for them.
“…The scale of regression testing grows with each sprint and so does the test scripts, so how
you would add more test cases to the existing regression test suite? How you maintain those
scripts?” – P34, Senior Tester
Maintainability of code was a big issue, many participants worked on web based
applications where test script was created by identifying web page elements and their
associated properties, so if any page element whether it is a dropdown box or submit
button had changed then they needed to track and modify that script.
Strategy 5: Automation Testing Framework. Majority of our participants admitted
that having a good automation testing framework solved their test script maintenance
problem to the larger extent. Automation testing framework is an engine that runs your
automation test scripts with the help of some tool like Selenium or Unified Functional
Tester (UFT) to test your application under test. Most commonly used frameworks were:
Data driven framework – modular functions are stored in external files and called by
test scripts; Keyword driven framework – keyword is assigned to every user action (like
button click), stored in a spreadsheet and called by test scripts; Hybrid framework –
combination of data and keyword driven frameworks; and Behaviour driven framework
– creating examples to describe the user behavior while using the application under test.
Strategy 6: Page Object Model (POM). Another technique used by many agile prac‐
titioners to make test script maintenance easier was Page Object Model (POM) approach.
Here, each web page element (button, text box) is modeled as an object within the test
code and represents as one class.
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3.4 Challenge 4: Mindset Toward Automation
Whenever any project is transitioning to agile then it is important to have support from
the management so that every team member proactively put up his concern and ask for
any assistance that is needed to overcome any constraint regarding implementing test
automation. They need to understand that test automation is a long term investment and
should support the team by providing enough budget and time.
“Transition to agile…need support from your senior management particularly when you
embrace test automation in agile…have realistic expectations from the team and…accept initial
failures and invest in terms of tools or trainings…only this kind of thinking can encourage use
of test automation in any agile project.” – P20, Tester
Strategy 7: Engender Automation Awareness. Agile teams need a shift in their
thinking while adopting test automation. They should know the merits and demerits of
having test automation in their projects and how to use it [test automation] effectively.
“When you wrap test automation around agile…not easy to adapt as your team won’t have that
thinking that agile demands…to create automation awareness in your team…try to create it by
providing coaching, workshops or short trainings on test automation in agile environment.” –
P13, Agile Coach
Strategy 8: ROI Evaluation. Senior management should provide the required infra‐
structure and environment necessary to conduct effective test automation practices.
Eleven of our participants used ROI (Return on Investment) evaluation to get their
support. ROI calculation is based on evaluating the benefits of test automation with
respect to its implementation costs in terms of tool cost, manpower cost, time needed to
build required infrastructure for automation.
3.5 Challenge 5: Effective Communication
Many participants admitted that lack of communication in their teams often results in
poor automation planning, late feedbacks and wrong automation effort estimates. Test
automation is teamwork and should be taken care of by both developers and testers.
“…have to consider a lot many things…plan automation, what features to automate in each
sprint, when to start automation and one thing is crucial…conversation element - PO talking to
developers, testers talking to developers and creating a wonderful coordination with effective
communication.” – P38, Product Owner
While implementing test automation, it is very important for developers and testers
to collaborate with each other, testers should help developers in designing unit test cases
and developers should help testers in automating acceptance tests. The more they
communicate more effective test automation would become.
Strategy 9: One Team Approach. One team approach was the key crusader in
building effective communication between testers, developers and PO’s as mentioned
by ten agile practitioners. Many agile teams were giving much emphasis to have proac‐
tive communication with each other including both verbal and written communication
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so that every team member developed this feeling that they are working together as one
single team not as separate entities.
“When you automate…expected to not only report defects but also to communicate [defects]
effectively to the development team and track it till closure. When you have that [proactive
communication] surrounding your team that keeps everyone in one loop then results are more
than satisfactory.” – P32, Scrum Master.
If there is any defect then it should be properly determined whether it is because of
script or actually a test case has failed and it can only be possible when testers proactively
talk to developers and also send a mail to team’s group mail id for better information
flow.
4 Discussion and Related Work
Agile projects have daily rounds of unit tests, integration tests, acceptance tests and
continuous deployment. The serious effect of not having perfect test automation in place
forms the rationale behind our study.
The choice of the right tool from a plethora of available tools is a decisive step
towards successful test automation. This is confirmed by studies of Oliveira [27] and
Collins [28]. If one tool is not working well for the project, in the next iteration, agile
teams should try something new [28]. Yoder [29] discussed the importance of selecting
automation tools and when automated tests should be run under “Automate First”
pattern.
The implications of managing test environment and test script maintenance revealed
by our findings are also supported by a number of studies. Deak [30] highlights a number
of negative factors that influence testing like insufficient number of test environments
and weak infrastructure. Karhu [31] contributes test environment, test maintenance and
implementation time as key concerns about test automation infrastructure. Fewester
et al.’s study [32] mentioned negative impact on test automation cost due to improperly
managed test script maintenance cost. Bach [33] advocates the benefits of test automa‐
tion over maintenance cost of constantly changing test scripts suite.
For successful test automation, management should be open to test automation prac‐
tices and their financial benefits in spite of time constraints. Late testing mindset need
to be changed to early testing mindset in agile environment [34] and management
support is also desired in terms of having realistic expectations from the test automa‐
tion [35].
According to [34] efficient communication and interaction between testers and
developers improved both testing and development, eventually improving information
flow and efficiency in process. Graham [36] suggested active participation of testers in
requirement reviews along with developers for performing test planning in parallel.
Yoder [29] also reported whole team approach as one of the pattern for agile quality
mindset.
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5 Limitations
The inherent limitation with grounded theory research study is that the research findings
are grounded in the specific contexts that are explored in the research. Data triangulation
was used for reducing researcher bias, as we gathered the data from two sources, namely,
interviews and observations that may yield more reliable data than using a single data
source. The context in this research was governed by our choice of research destinations
and the availability and accessibility of agile practitioners to participate in this study.
We do not claim that our findings are universally applicable to all the agile projects
practicing test automation, however, they accurately characterize the contexts studied.
6 Conclusion
A Grounded Theory study has been conducted over a period of eighteen months that
involved 38 agile practitioners from 18 software development organizations in India.
This study investigated the test automation adoption from the specific perspective of
agile practitioners through their real life project experiences using GT. Unlike most of
the participant organizations, some of them were recently transitioned to agile software
development methods. However, all of them were striving to build good test automation
infrastructure for their projects. During the study, we discovered the various challenges
and strategies adopted thereof by agile teams while establishing good test automation
practices in their projects. Main contribution of this paper is towards understanding the
key challenges while adopting test automation in agile projects and providing some
widely used strategies to overcome those challenges. This study can be utilized by agile
software development teams to have a plan of action and streamline the test automation
to get maximum benefits. We acknowledge this fact that all challenges and strategies
adopted by software development organizations practicing test automation in agile
projects may not have emerged in this study. This may also serve as the foundation for
conducting future studies in the same area.
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Abstract. Security testing can broadly be described as (1) the testing of security
requirements that concerns confidentiality, integrity, availability, authentication,
authorization, nonrepudiation and (2) the testing of the software to validate how
much it can withstand an attack. Agile testing involves immediately integrating
changes into the main system, continuously testing all changes and updating test
cases to be able to run a regression test at any time to verify that changes have
not broken existing functionality. Software companies have a challenge to
systematically apply security testing in their processes nowadays. There is a lack
of guidelines in practice as well as empirical studies in real-world projects on
agile security testing; industry in general needs a more systematic approach to
security. The findings of this research are not surprising, but at the same time are
alarming. The lack of knowledge on security by agile teams in general, the large
dependency on incidental pen-testers, and the ignorance in static testing for
security are indicators that security testing is highly under addressed and that more
efforts should be addressed to security testing in agile teams.
Keywords: Security testing · Agile testing · Case study research
1 Introduction
Security testing can broadly be described as (1) the testing of security requirements that
concerns confidentiality, integrity, availability, authentication, authorization, non-repu‐
diation [16] and the testing to validate the ability of the software to withstand attack
(resiliency) [28]. This process can be performed by showing conformance with the
security properties, similar to requirements-based testing; or by trying to address known
vulnerabilities, similar to traditional fault-based testing. It is essential to take testing into
account in all phases of the secure software development lifecycle, i.e., analysis, design,
development, deployment, as well as maintenance. Thus, security testing must be
holistic covering the whole secure software development lifecycle. Proper security
testing requires a mix of techniques as there is no single testing technique that can be
performed to effectively cover all security testing and their application within testing
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activities at unit, integration, and system level [2]. Nevertheless, many companies adopt
only one security testing approach, for instance penetration testing.
Agile testing is one approach that is increasingly being adopted by software compa‐
nies. This approach does not just mean testing on agile projects, but testing an application
with a plan to learn about it and let the product information and customer feedback guide
the testing. Agile testing involves immediately integrating changes into the main system,
continuously testing all changes and updating test cases to be able to run a regression
test at any time to verify that changes have not broken existing functionality [18, 23].
In agile software development, there is a focus on the feature implementation and
delivery of value to the customer and, as such, non-functional aspects of a system should
also be of attention. Non-functional requirements testing is challenging due its cross-
functional aspects and lack of clarity of their needs by business in the most part of
projects, therefore, although important, the non-functional requirements are often
neglected in agile testing for many reasons, such as experience, culture, awareness,
priority, cost and time pressure [5].
There is a lack of guidelines in practice as well as empirical studies in real-world
projects on security testing; for agile projects in general needs a more systematic
approach to security. The main contribution of this paper is to deepen relevant knowl‐
edge and experience on the characterization of security testing in an agile context. Based
on the “traditional waterfall testing approaches and techniques”, we have analyzed four
teams and asked about how they perform these in the agile context. We then provide
recommendations of ways to improve it based on lessons learned and good practices
from the cases. In addition, we provide an improved understanding on how research and
practice are aligned.
The remainder of the paper is organized as follows. In Sect. 2, we provide back‐
ground on software and security testing. It also forms the backbone of the used interview
guide. Section 3 presents the research methodology and describes how the studies were
conducted. Section 4 presents the main findings of the case studies. Section 5 discusses
the cross-case analysis findings. Finally, Sect. 6 concludes the paper and highlights
directions of future work.
2 Background on Software and Security Testing
Software testing consists of all software development lifecycle activities, both static and
dynamic, concerned with evaluation of software products and related artifacts to deter‐
mine that they satisfy specified requirements, to demonstrate that they are fit for purpose
and to detect defects. Testing can be classified according to the three dimensions objec‐
tive, scope, and accessibility shown in Fig. 1.
Test objectives are reason or purpose for designing and executing a test. The reason
is either to check the functional behavior of the system or its nonfunctional properties.
Functional testing is concerned with assessing the functional behavior of an SUT
(System under Testing), whereas nonfunctional testing aims at assessing nonfunctional
requirements with regard to quality characteristics like security or performance.
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The test scope describes the granularity of the SUT and can be classified into compo‐
nent, integration and system testing. It also determines the test basis, i.e., the artifacts
to derive test cases. Component testing (also referred to as unit testing) checks the
smallest testable component in isolation. Integration testing combines components with
each other and tests those as a subsystem, that is, not yet a complete system. System
testing checks the complete system, including all subsystems. A specific type of system
testing is acceptance testing where it is checked whether a solution works for the user
of a system. Regression testing is a selective retesting to verify that modifications have
not caused side effects and that the SUT still complies with the specified requirements.
In terms of accessibility of test design artifacts we can classify testing methods into
white-box and black-box testing. In white-box testing, test cases are derived based on
information about how the software has been designed or coded. In black-box testing,
test cases rely only on the input/output behavior of the software. This classification is
especially relevant for security testing, as black-box testing, where no or only basic
information about the system under test is provided, enables to mimic external attacks
from hackers.
Security testing is testing of security requirements related to security properties like
confidentiality, integrity, availability, authentication, authorization, and non-repudia‐
tion in addition to testing the resilience of the system against attack. In security testing,
there are two principal approaches that can be distinguished, i.e., security functional
testing and security vulnerability testing [33]. Security functional testing validates
whether the specified security requirements are implemented correctly, both in terms of
security properties and security mechanisms. Security vulnerability testing addresses
the identification of unintended system vulnerabilities. It uses the simulation of attacks
and other kinds of penetration testing attempting to compromise the security of a system
by playing the role of a hacker trying to attack the system and exploit its vulnerabilities
[1]. Furthermore, security vulnerability testing requires specific expertise, which makes
it difficult and hard to automate [21]. By identifying risks in the system and creating
tests driven by those risks, security vulnerability testing can focus on specific parts of a










Fig. 1. Software testing dimensions objective, scope and accessibility (adopted from [16]).
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Figure 2 abstracts from concrete security testing techniques mentioned before, and
classifies them according to their test basis within the secure software development life‐
cycle, which takes security aspects into account in each phase of software development,
i.e., analysis, design, implementation, deployment, maintenance, and additionally
testing.
Requirements Design Models Code Running System
Analysis Design Development Deployment Maintenance
Penetra on Tes ng 
and Dynamic Analysis
Code-Based Tes ng 





Fig. 2. Process for risk-based test strategy development (adopted from [16]).
Model-based security testing is grounded on requirements and design models created
during the analysis and design phase. Examples are misuse cases and threat models. In
misuse cases, test cases relating to an attacker’s perspective are captured and used to
exercise the system [31]. During the design, a threat model can be used to capture
security issues and translated into test cases that can be used for security testing [20].
Code-based testing and static analysis is based on source, bytecode, or binary created
during development. This testing approach in many cases uses static analysis tools to
find code-based defects [6]. There is a range of issues that could be focused by a static
analysis tool such as duplications, coding rules, code complexity, unit test coverage, and
structural complexity. As regards security testing, specific frameworks exist that provide
platform for common enumeration of security defects in the implementation and design.
The Common Weakness Enumeration (CWE) [8] provides a formal list of software
weaknesses. The OWASP Top-10 provides the list of the most common web application
vulnerabilities [26]. The SANS Top-25 list shows the most widespread and critical errors
that are applicable to all types of applications [11].
Penetration testing and dynamic analysis are based on running systems, either in a
test or production environment. It is referred to as a black-box testing approach because
the tester has no access to the source code of the system under test. Penetration testing
seeks to break into running software but from ethical point of view. As a result, the rule
of engagement must always be defined before such a test is carried out [28].
Refactoring and feature implementation may break existing security controls,
increase the attack surface, and introduce new vulnerabilities into the system. In the
agile context, it would be an activity that would need to be continuously performed to
validate that the security properties of the system is not compromised.
2.1 Four Quadrants of Agile Testing
Crispin and Gregory [9] discuss the Agile Testing quadrants that are widely adopted in
practice. Each quadrant in Fig. 3 reflects different reasons to test. Traditionally, software
testing is involved late in the development process to detect failures, but typically not
to prevent them. Companies focus almost exclusively on the right hand side (Q3 and
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Q4), criticizing the product, but not playing a productive part in supporting the creation
and guidance of the product (Q1 and Q2). In agile testing, the testers are not only
involved in identifying, but also in preventing failures by continuous interaction with
developers and customers. Automation is an important enabler for agile testing. Auto‐
mation of the tests in Q1 is usually easiest to implement, and at the same time has a big
impact on the process effectiveness. Tests in Q3 are usually performed manually. Tests
in Q4 are heavily dependent on tools and specialized skill sets. But, manual exploratory
testing by a knowledgeable security tester is indispensable to detect issues that auto‐
mated tests can miss.
Fig. 3. Agile test quadrants [9]
Agile testing increases the need for improved communication and coordination
between testers and developers, in addition to a new mind-set at the personal and organ‐
izational levels. In the rush to deliver functionality, most agile teams lack to think about
security [5]. Authorization is often the only aspect of security testing that the agile teams
consider as part of business functionality.
During the last years there have been several efforts to reconcile software security
with the conflicting premises imposed by agile methodologies [4, 19, 24]. In a systematic
review of agile challenges for secure software development Queslati et al. [24] conclude
that the reported security assurance challenges are as follows: security assessment favors
detailed documentation; tests are, in general, insufficient to ensure the implementation
of security requirements; tests do not cover in general, all vulnerability cases; security
tests are in general difficult to automate; and continuous changing of the development
processes conflicts with audit needs of uniform stable processes.
Probably, the most widely known software security methodology is Microsoft’s
framework, which is integrated into the Microsoft Agile Security Development Life‐
cycle [22]. Other approaches also exist. Recently, Baca et al. [3] demonstrate how
security features can be integrated into an agile software development method process
at Ericsson AB. The approach focuses on risk management. Chólis et al. [7] describe a
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case study of a software security testing process based on the Microsoft Software Devel‐
opment Lifecycle for Agile. The case company moves their software engineering teams
from waterfall to agile. The case shows that a synchronization between the tasks of agile
software engineering teams and the independent security team is possible. Türpe et al.
[34] report on a one-year study of penetration testing and its aftermath at a major software
vendor, and show how an agile development team managed to incorporate the test
findings. Rindel et al. [30] describes a case of building a secure identity management
system and its management processes. The project’s steering group required the use of
Scrum. In the implementations of this model the security testing, reviews and audits are
viewed as normal stories in the sprint backlog and executed as part of the daily scrum.
Furthermore, security testing approaches for agile projects have especially been
proposed for web applications [12, 32] and service-oriented systems [15]. These cases
show how it is possible to integrate security testing into agile software development for
specific system types. Our research comprises an independent study on the state of
practice in security testing in agile teams.
3 Research Methodology
The overall goal of this paper is to investigate the role of security testing in agile teams,
process-wise. For this purpose, we present the synthesis of the results of the four cases
in security testing, highlighting the security engineering process, testing phases and
techniques. The results of the interviews and context mapping provide insights into the
recommended practices and lessons learned in the context of agile testing. The following
three research questions (RQs) were investigated:
(RQ 1) How is the traditional security engineering process managed/organized in the
agile teams?
(RQ 2) How does the agile teams perform security testing in each testing phase?
(RQ 3) How are traditional security testing techniques generally used in the agile soft‐
ware development lifecycle?
This study is carried out in four teams in two countries, i.e., Austria and Norway,
within three organizations and denoted as 1, 2, 3-Team1, and 3-Team2, as shown in
Table 2. Organizations 1 and 2 are located in the same country while organization 3 is
located in another country. Organization 3 is a company with roughly 90 engineers. The
team setup are both co-located and distributed. 3-Team1 has teams distributed in sepa‐
rate locations while 3-Team2 has the core development teams (frontend and backend)
in the same location and interacts with a QA team that sits in a separate location. 3-team1
develops identity management APIs that are mainly consumed by other teams within
the organization. They do not interact with external users. 3-Team2 on the other hand,
develops solution for storage and processing of end user images and videos.
We prepared semi-structured interview guide (see Table 1) using a qualitative data
collection approach that is based on in-depth literature review of the state-of-the-art in
security testing. The interviews were compared with the collected information about the
organizational contexts and interactions with the companies. The resulting interview
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audios were then analyzed using the thematic analysis approach [10] to crosscheck and
compare the answers in order to find behavioral confirmation and disconfirmation as
well. The transcripts and recordings of the interviews were categorized, tabulated, and
also analyzed by coding of the interviews. All the transcriptions and coding were vali‐
dated with other researchers before analysis. By doing so, another researcher independ‐
ently double-checked the codes and data to tag the key words, phrases and paragraphs.
It is important to note that basic information on each context was considered (see
Table 2). This information served as a context to better understand the points of view
of each participant connected to the results. In this analysis, we considered in which
areas the cases suggest the same points, where they differ, and where the cases conflict.
Table 1. Semi-structured interview guide
# Questions
1 Can you briefly describe the kind of system you develop? Back-end or Front-End?
2 Can you give us a brief introduction of how your development team is organized?
(Developers, Testers, Architects, CSOs, etc.), (Distributed, Co-located, etc.)
3 How is your agile software development process? Which practices do you adopt?
(Fill in the table with agile and lean practices)
4 How is your security engineering process (for example, security requirements,
secure design, secure coding, security testing) organized/managed in your team?
Can you describe how you organize your security testing along these axes of the
Fig. 1?
5 Can you describe the kind of security testing that you perform in each testing phase
listed below?
Phases of testing Components
Unit Testing Classes, functions, statements, data
Integration Testing Modules, packages, etc.
System Testing System
Regression Testing Classes, Modules, System
UAT Testing System
Production/Configuration Testing System
6 Figure 2 shows the security testing techniques generally used in secure software
development lifecycle. Could you talk about how you perform these activities in
your agile software development? How often are security testing or security related
activities done in your agile cycles? How do you decide when to perform them?
How do you decide when not to perform them?
7 Do you see benefits of performing security testing?
8 On the test automation and continuous integration. Do you automate your testing
activities? To what extent? How do you incorporate security testing in this process?
9 Anything you would like to add?
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Table 2. Teams under study
Team Team Size Type of software Other context
information
1 20 Frontend and
backend developers
divided in teams of 5





2 6 developers Security service tools Scrum-based agile
process




that are consumed by other
business units and teams










Mobile client and backend
system for close storage and
processing of images and
videos




approach is also spread
used
4 Results
We collected our main findings in a mind map shown in Figs. 4, 5 and 6. These results
are then discussed in more detail in the next subsections.
4.1 RQ 1: How Is the Traditional Security Engineering Process Managed/
Organized in the Agile Teams?
We found three main themes from the interviews in relation to the roles and responsi‐
bility (Fig. 4). The first observation is that larger companies have their own chief security
officer, who is not part of the teams to not interfere with any daily team activities.
Sometimes the responsibility of the chief security officer overlaps with the project owner
in order to ensure that the applications being developed do not impose security risks.
One team mentioned that their project owner (PO) or project manager (PM) has domain-
specific security knowledge, which is not the case for the other teams. In fact, for the
smaller companies, there is no such chief security officer role. One problem that the
teams experienced with involving the security officer is that it is hard to identify when
to include him in the activities.
The second observation is that external experts are normally hired for penetration
testing. However, a problem experienced by one of the companies is that external
consultants do not have sufficient domain knowledge needed for security testing. There‐
fore, some domain-specific vulnerabilities are left undiscovered. The periodicity of the
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execution of these tests is quite ad-hoc, sometimes linked to big deliveries or when there
are too many changes in the source code. The results of the tests are not completely
integrated in the development process and almost never get into the planning of the
activities of the sprint.
The third observation is that testers or QA personnel focus on the system level in the
case this role still exists and the developers take care of the daily activities and developers
are expected to have knowledge on security both during coding and sometimes for
testing their own code. This knowledge is also needed when reading the output of the
security tools. One interviewee said: “We generally organize mainly as software devel‐
opers, we generally have a software engineering role and we are expected to be with a
broad knowledge, and skill set, computer science engineering and security and safe
programming”. But there is no specific validation of this stated ‘broad knowledge and
skill set’. Another interviewee stated on some tool output: “Normally, the errors are
quite readable. From technician level, the developer that develops component should
also understand the message of the tool. For instance, if the tool says, open API C#
token found, hopefully developers also know what it says. The tools check very huge
part, but they cannot check all. This is the responsibility that developer has while devel‐
oping.” It was clear that this knowledge was not something systematically evaluated or
externalized, just assumed, as the agile mindset brings the focus to people instead of
process and tools the teams are not completely sure of how much knowledge on secure
coding was in the teams.
Automated unit testing is not security-oriented at all. Risk assessment is performed
mostly by the Austrian teams (Team 1 and Team 2), and is applied to focus testing. One
interviewer said: “Yes, we are using risk assessment, it is a kind of matrix where we have
Fig. 4. Mind map: security software engineering process.
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on one hand probability occurrence and on the other hand importance of that stuff or
if it can occur. We have this matrix and we are using it for small tools”.
4.2 RQ 2: How Does the Agile Teams Perform Security Testing in Each Testing
Phase?
To answer how security testing is performed in each testing phase, we analyzed the
scope, objective and accessibility of the security testing, as shown in Fig. 5. With regard
to the scope, unit tests are commonly used in agile teams, but typically not with a specific
security focus. With some approaches for example testing positive and negative cases
one team specifically mentions security focus for unit tests. Only one team highlights
that security aspects are considered when negative unit tests, which are intended to fail,
are executed.
Fig. 5. Mind map security phases.
Static source and binary code analysis is performed for security reasons on the unit
level. All teams stated that no specific security aspects are considered during integration
testing. Security testing is most prominent on the system level. On this level security
tests are typically a synonym for penetration testing, typically performed as black box
testing. Security tests on the system level are to a large extent automated and there is
almost no manual security testing on this level. White-box aspects are typically only
considered during static source or binary code analysis.
When testing non-functional requirements, the focus in the interviewed teams is
typically on performance. One interviewee said: “We usually have unit test. And those
are trying to exercise the happy path, which should already catch a many of basic the
problems. We don’t have much integration tests. We have also some performance tests.
And that may go to the non-functional category, but we do not have much. We worry
mostly on if the code works as it is supposed to work”.
4.3 RQ 3: How Are Traditional Security Testing Techniques Generally Used in
the Agile Software Development Lifecycle?
For this question, the interviewees were asked to analyze Fig. 2. It shows the security
testing techniques generally used in traditional secure software development lifecycle,
i.e., model-based security testing, code-based testing and static analysis, penetration
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testing and dynamic analysis as well as security regression testing. The interviewees
were asked to talk about how they perform these activities in their agile software devel‐
opment and how often security testing or security related activities are done in their agile
cycles. An overview of the results is shown in Fig. 6.
Fig. 6. Mind map security testing techniques findings.
In general, there is no classical model-based testing approach available where security
tests are generated from test models, but there are abstractions available on the design level
to discuss security issues. One interviewee said: “We don’t do any model-based testing. We
consider security aspects as part of design and we don’t try to buy a formal model around
that. During development as we said we do code-based testing and static analysis. And that
is probably on where most of our focus is. We have done some dynamic security tests in the
past. As I said, those took a lot of manual effort and it was very unstable, it broke up often
with some UI changes and it was hard to keep up”.
For code-based testing there are two main approaches referred to by the companies,
i.e., code reviews and unit testing. When it comes to code review, there is no explicit
emphasis on security, but developers are implicitly required to do security checks during
the code review process. As for unit tests the focus is more on functionality than on
security.
Static analysis tools are used to check the code but not primarily with a security
focus. The interviewed teams believe that static analysis already finds the most important
‘low-hanging fruits’ in security. SonarQube and FindBugs are widely used tools for
static analysis for the teams interviewed.
Penetration testing is performed basically by external consultants periodically or
when there is a big change on the system but not aligned with the sprint cycles. One
interviewee stated: “We do penetration testing from external testers from the company,
this was done together with the University of Innsbruck and plus our customers are
doing against software. They are completely independent and we are not informed, we
offer our aid only if there is a problem, and if we take Austrian medical network for
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example, it is not allowed to go live without testing from external company and that does
not only involve our software but the whole system.”
Dynamic analysis was only mentioned by one interviewee as something they have
tried but it was too costly to maintain it. He said: “It was taking too much time to keep
it for us. And it requires a lot of manual integration and once that the scenario broke
because of an UI change or something and then we would have again manual effort to
fix that. For me, what makes code review and static analysis to work so well is that every
time you compile the code you can see the feedback on it. On the dynamic tests, you cant
do that very easily at that point you have to wait, and there is a lag between you writing
your code and you receiving some feedback on it. Even if it is part of the development
process, it doesn’t happen right away. In my experience the further away from your
commit, it less likely that you will either notice or be able to change it”.
In most cases security regression testing relies on test automation and on the system
level only tests for critical scenarios are automated, but not a specific regression testing
for security. One interviewee said: “So what is working well is, I think our development
processes are well structured and the biggest problem is, that we have frequent changes
of user stories and that is very challenging on the one hand side on the development
process and on the other side testing process. You have to adopt everything. The user
stories are not from our customers, the problem the changing part is more about our
c-level changes, on time this and one time that. So this is very big problem which also
is very big problem for agile software development because it is very big problem”.
5 Discussion
Based on the results, we discuss recommendations for practice and research as well as
limitations of this work.
5.1 Recommendations for Practice
With regard to the security engineering process, it is evident that the teams assume that
developers have some security knowledge, but the issue is that they did not state how
they conduct security engineering processes as well as what they need. For this reason,
there is a demand for better use of guidelines for secure coding and testing practices like
the OWASP guidelines [25]. Moreover, there should be a more systematic approach of
spreading knowledge in security inside the teams. In a recent survey, Oyetoyan et al.
[27] found that the developers’ confidence in their software security knowledge is low,
and therefore more efforts should be spend on getting the level of security knowledge
higher at the companies. This is stronger in agile setting context because there is a strong
dependency on people and not on process and tools. In addition code review and static
analysis are used more and more in software projects, but without specific focus on
security [27]. For this reason, processes of code reviews and static analysis should be
more focused on security.
Even though the teams rely on penetration testing performed by externals, there is a
danger of external penetration testers not having domain knowledge to catch important
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vulnerabilities. While independent penetration testing is possible, there is a need that
the penetration testing feedback is well integrated with the whole development process
lifecycle [7, 34]. Chóliz et al. [7] have focused their study on the security testing activ‐
ities, with the clear objective of synchronizing the tests from the independent security
team with the agile rhythm of sprints, with frequent deliveries, of the software engi‐
neering teams, showing that the rate of found security vulnerabilities increased gradu‐
ally. The results of Türpe et al. [34] suggest that penetration tests improve developers’
security awareness, but long-lasting change of development practices is hampered if
security is not properly reflected in the communicative and collaborative structures of
the organization, e.g. by a dedicated stakeholder.
POs should have more security awareness because they are the only one responsible
for maximizing the return on investment (ROI) of the development effort. In addition,
the PO is responsible for product vision and constantly re-prioritizes the Product
Backlog, thereby adjusting any long-term expectations such as release plans and making
sure the team considers the stakeholders interests. The main issue with the explicit
functional security requirements is that, most of the time stakeholders do not explicitly
state them as requirements, and neither do the product owners. On the other hand, the
non-functional security requirements are not features, which mean they never become
a user story. In other words, they are not inserted into the product backlog. From the
performed study, we see that security issues are implicitly handled on the process, but
there is need for a more systematic approach to handle security issues in the development
process. As shown by Rindel et al. [30] it is possible to have the security user stories as
part of the product backlog.
5.2 Recommendations for Research
Research can help to increase knowledge and application of security testing in several
respects. First, knowledge can be increased by the development of suitable courses and
guidelines based on empirical evidence showing which approaches work in which
context. Good efforts have been done in the last years [3, 7, 30, 34]. Therefore more
empirical studies are needed which investigate challenges of security testing and derive
respective evidence-based guidelines to address them.
With regard to model-based security testing, lightweight approaches are needed,
which support the model creation, for instance, by learning of domain language
concepts, based on design-level abstracts that are available also in agile teams. Also, a
general understanding of the return of investment of model-based security testing
approaches, which has already been highlighted as a challenge in [17], would help to
apply such approaches efficiently. The issue of efficiently applying model-based testing
approaches becomes even more critical when agile teams develop systems where the
connection between safety and security is essential as in modern Internet-of-Things
applications.
As seen in the results, system testing is often limited to penetration testing and testing
of functional security requirements is often neglected. As automation is difficult to
achieve fully, but at the same time, important for successful application in agile teams,
suitable automation support and innovative techniques are required [29].
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So far, security testing in agile teams makes little use of security risk assessments,
which typically exist in an implicit or explicit for in other organization units. Risk
assessment can be used to develop risk-based testing approaches [14], which can guide
decisions during testing, and for instance help to select and prioritize security regression
tests [13]. Baca et al. [3] shows that using a risk analysis approach, it s possible to find
more severe risks, besides, more advanced skills and a deeper awareness of the problems
become available. More research needs to be done in order to understand the best way
to apply risk management in agile projects and especially on security.
5.3 Work Limitations
Common criticisms to a case study also apply to this study, among them one may list:
uniqueness, difficulty to generalize the results, and the introduction of bias by partici‐
pants and researchers. In our study, we generalized the findings from empirical state‐
ments to theoretical statements, which involved generalizing data from interviews and
perceptions by discussing them in accordance with the literature. Interview data were
though our primary source of information.
Qualitative findings are highly context and case-dependent. Our findings apply to
software projects teams within four participating teams. However, all the participants
were professionals using typical development technologies in a typical working envi‐
ronment, e.g., the natural setting demanded by the case study approach. We described
the main characteristics of each case and company, including context and settings, data
collection, analysis, and analysis process, as well as quotations with our major findings.
This makes the results easier to generalize.
As commonly done in in-depth qualitative studies, we also had to do a trade-off
between the number of participants, the duration and the cost of this study. The number
of subjects interviewed in this context is not quantitatively significant, but gives deeper
insights on the issues investigated in this work.
6 Conclusion
In this paper, we investigated by a cross-case analysis of four teams, two from Austria
and two from Norway, how security testing is performed in agile teams. We investigated
how the security engineering process is managed/organized in agile teams, how security
testing is performed in each testing phase, and how security testing techniques are
generally used in the secure software development lifecycle.
Although the study is based only on the results of a limited amount of agile teams,
i.e., four, agile teams, we could derive recommendations for research and practice. The
findings of this research are not surprising, but at the same time are alarming. The lack
of knowledge on security by agile teams in general, the large dependency on incidental
penetration testers, and the ignorance in static testing for security are indicators that
security testing is highly under addressed and that more efforts should be addressed to
security testing in agile teams.
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In the future, we plan to replicate this study and to develop and evaluate suitable
security testing approaches to support the adoption of security testing in agile teams
through action research studies with industry.
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Abstract. Avionic systems for communication, navigation, and flight control,
and many other functions are complex and crucial components of any modern
aircraft. Present day avionic systems are increasingly based on computers and a
growing percentage of system complexity can be attributed to software. An error
in the software of a safety-critical avionic system could lead to a catastrophic
event, such as multiple deaths and loss of the aircraft. To demonstrate compliance
with airworthiness requirements, certification agencies accept the use of RTCA
document DO-178 for the software development. Avionics software development
is typically complex and is traditionally reliant on a strict plan-driven develop‐
ment process, characterized by early fixture of detailed requirements and late
production of working software. In this process, requirement changes and solving
software errors can lead to much rework, and create a risk of budget and schedule
overruns. This raises the question whether avionics software development could
benefit from the application of agile approaches. Based on the results of three
activities: (1) a literature study on industrial experience with the use of agile
methods in a DO-178 context, (2) an expert assessment of the DO-178 objectives,
and (3) a survey conducted among European avionics industry, an outline is
presented of an agile development process, where Scrum is extended to achieve
the DO-178 objectives. The application of agile methods is expected to support
frequent delivery of working software and ability to respond to changes, resulting
in reduced risk of budget and schedule overruns.
Keywords: Avionics · Certification · Safety critical software · DO-178 ·
Software Life-Cycle · Agile · Scrum
1 Introduction
Avionic systems play a crucial role aboard modern aircraft. These systems offer pilots
operational support in areas such as communications, navigation, and control of the
aircraft during all phases of flight and in all weather conditions. A system is safety-
critical when its failure could result in loss of life, significant property damage, or
damage to the environment [11]. An example of a safety-critical avionic system is the
flight control system, which governs the attitude of an aircraft and, as a result, the flight
path it follows. Safety-critical systems are not limited to the avionics domain only,
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examples of other important domains include, process control [20], medical equipment
[17], and automotive [9].
Present day avionic systems are increasingly based on computers and more functions
are implemented as software. Certification agencies, like the European Aviation Safety
Agency (EASA), accept the use of RTCA document DO-178 [18] for the development
of avionics software to provide assurance of compliance with airworthiness require‐
ments. Document DO-178 requires the achievement of many safety objectives, which
is generally costly and time consuming [4, 10].
The avionics industry traditionally uses the V-model, or a variant thereof, as life-
cycle model for software development. This matches DO-178 well when looking at the
life-cycle data items that have to be produced. There are, however, also disadvantages.
For example, no working software is produced until late in the development life-cycle.
Errors detected in this stage can lead to much rework of earlier performed activities, and
increase the risk of budget and schedule overruns [4]. In the same way, changes in
requirements in a late stage can also lead to much rework with similar consequences.
The application of agile methods could be a solution for these problems. The diffi‐
culty lies, however, in the fact that the looseness of an agile process does not seem to
be reconcilable with the rigour imposed by DO-178. For example, agile development
considers responding to change more important than following a plan, while DO-178 is
strictly plan driven. The main question addressed by this research is how agile methods
can be adapted to be usable in an avionics development process that is governed by
DO-178.
The following of the paper describes our research method (Sect. 2), an analysis of
DO-178C (Sect. 3), an overview of research and industry experience (Sect. 4), a survey
of present practice (Sect. 5), and an outline of an agile process aligned with DO-178
(Sect. 6). Conclusions and further work are presented in Sect. 7.
2 Research Method
In order to answer our research question, three complimentary activities have been
carried out and used to propose a DO-178-aligned agile process.
(1) An assessment of DO-178 has been performed to indicate how an agile strategy for
meeting the objectives could look like and whether there are potential conflicts by
using an agile method (Sect. 3.2). Annex A of DO-178 contains 10 summary tables
with 71 objectives. The information provided for each objective includes: (a) a brief
description, (b) its applicability for each software criticality level, (c) the require‐
ment for independent achievement, and (d) the data items in which the results are
collected. Each objective has been assessed to determine how the objective can be
met using an agile approach like Scrum and whether there is a need for extensions
beyond what can be considered a plain agile approach. The work performed by
K. Coetzee1 was taken as a starting point.
1 http://www.embeddedfool.net/blog/2015/04/08/a-more-agile-do-178/ (last accessed, Dec. 5,
2016).
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(2) Relevant literature addressing the application of agile methods in the avionics
domain has been reviewed and main findings about opportunities and limitations
of using agile methods for development of avionics software were summarized
(Sect. 4). In order to build an understanding of the status of research and reported
industrial experience on the use and effects of agile methods in development of
safety-critical avionics software, a search for relevant literature has been conducted
with Google Scholar. We applied search phrases based on relevant terms such as
‘agile’, ‘avionic’, and ‘DO-178’. To strengthen the search, we applied snowballing,
meaning that relevant work referenced in identified publications was checked for
relevance and potentially included if the focus and quality was found sufficient.
From this search, 11 publications were found that potentially could offer insight
into industrial experience.
(3) A survey was done as an online questionnaire to establish a better overview of the
state–including challenges and potential points of improvement–of software devel‐
opment and certification in the avionics industry, and to map the current status of
using or plans to use agile methods. As part of the ASHLEY2 EU-project, we
selected professionals believed to have sufficient knowledge about their own organ‐
ization and about how software is developed and certified. 29 contact persons were
selected, each representing a unique ASHLEY partner organization. 10 contact
persons completed the questionnaire fully or partially.
Our study has some limitations. Firstly, the literature review identified a relatively
low number of relevant studies providing industrial experience. This is however a
valuable insight as it nevertheless summarizes the present state of research within this
specific domain. Secondly, the survey has a relatively low number of respondents. This
is due to resource priorities, but is somewhat compensated by selecting qualified
respondents, each representing a major avionic system provider in Europe. The results
present the most comprehensive overview of this industry so far.
3 Certification Aspects of Avionics Software Development
3.1 Overview of Document DO-178C
Document DO-178C, “Software considerations in airborne systems and equipment
certification” [18] governs the approval of software for avionic systems by certification
authorities, such as EASA. In this paper, we simply write DO-178 when referring to
revision C of the document.
DO-178 distinguishes five software levels (A–E) based upon the failure condition
that may result from erroneous behaviour of the software. Software is classified as (the
highest) level A, if erroneous software behaviour can cause or contribute to a cata‐
strophic failure condition of the aircraft, which would result in multiple fatalities, usually
2 Avionics Systems Hosted on a distributed modular electronics Large scale dEmonstrator for
multiple tYpe of aircraft, http://www.ashleyproject.eu (last accessed, Dec. 9 2016).
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with loss of aircraft. For lower software levels, the consequence of erroneous software
behaviour gradually reduces to no effect on safety (level E).
DO-178 is a process-based standard relying on evidence that the various activities
associated with software development have been performed successfully. DO-178 cate‐
gorizes processes into three types: (1) the software planning process, which defines and
coordinates the activities of all processes (2) the software development processes, which
produce the software product, and (3) the integral processes, which ensure the correct‐
ness of the software product and confidence in the software development processes and
their outputs. DO-178 does not address system life-cycle processes, but it does describe
the interaction with system processes, including system safety assessment.
Table 1. Assessment of objectives for the software development processes.
DO-178 Objective Agile Strategy Remarks
1. High-Level Requirements
(HLRs) are developed
A system is divided into
features. Features are divided
into stories. Stories consist of
HLRs (and their test cases)
Features are client-valued
functions. At the end of each
Sprint, the implemented user
stories are used to update the
HLRs
2. Derived HLRs are defined
and provided to the system
processes, including system
safety assessment process
Derived HLRs are not directly
traceable to system
requirements. They are
developed in the same way as
HLRs (see objective 1)
Derived HLRs are provided to
the system processes to
determine if there is any
impact on the system safety
assessment and system
requirements
3. Software architecture is
developed
Start with a high-level
architecture and update/refine
it at each software release
Closure activities include a
review of the software
architecture to make sure it is
consistent with the source code
4. Low-Level Requirements
(LLRs) are developed
Develop LLRs by defining
conditions and associated
actions [13]
LLRs can be contained in the
source code or the unit tests
(embedded in the source code)
5. Derived LLRs are defined
and provided to the system
processes, including system
safety assessment process
Derived LLRs are not directly
traceable to HLRs. They are
developed in the same way as
LLRs (see objective 4)
Derived LLRs are provided to
the system processes to
determine if there is any
impact on the system safety
assessment and system
requirements





7. Executable Object Code and
Parameter Data Item Files, if
any, are produced and loaded
in the target computer




When a defined set of features
is completed, a release will
follow
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DO-178 provides guidance by (1) stating objectives for software life-cycle
processes, (2) describing activities that provide a means for satisfying the objectives,
and (3) describing evidence in the form of data items to demonstrate that the objectives
have been satisfied. DO-178 does not prescribe a particular software life-cycle or meth‐
odology. A software development project defines its software life-cycle by specifying
a set of processes and their sequence. The usual sequence through the software devel‐
opment processes is requirements, design, coding, and integration.
3.2 Assessment of Document DO-178C
The assessment revealed that objectives for the software development processes
(DO-178, Table A-2) and testing (DO-178, Table A-6) can be achieved by applying
agile techniques. The remaining objectives are either outside the agile process or there
are no suitable agile techniques to achieve them. These objectives can be achieved using
traditional methods (inspections, reviews, analyses, management records).
Table 1 presents the assessment of the 7 objectives for the software development
processes (DO-178, Table A-2).
In conclusion, agile methods can be used to achieve a subset of the DO-178 objec‐
tives. No prohibitive conflicts have been identified.
4 Overview of Existing Research and Industry Experience
Most of the 11 reviewed publications provide discussions at a conceptual level without
any empirical data, indicating that this is a relatively new and immature–but growing–
concept within the avionics domain. Some empirical data is presented in only three of
the papers. Wils et al. [22] provide some minor insights from the Barco company, Paige
et al. [16] present a very small-scale experiment, and Carlson and Turner [1] make a
review of five case studies.
This lack of empirical data from industry is in contrast to non-safety-critical domains
where the use of agile methods has become common, with correspondingly more empir‐
ical research available [6]. One comparable domain, the process control domain, where
the IEC 61508 standard applies, is a bit more advanced, but in general it seems that the
application of agile methods and techniques to safety-critical software is in its early
stages [8]. However, the emergence of literature presenting ideas over the past few years
means that the industry is seeking new opportunities for improving their software devel‐
opment processes inspired by other domains.
4.1 Why This Interest in Agile Methods?
The common background and motivation for nearly all reviewed publications is the need
for improving the software development process, including certification based on
DO-178B/C. The trend seems to be that avionic system complexity is increasing [5].
Requirements tend to be more volatile (even late in the development process), calling
for better approaches to manage requirements and their changes in more flexible ways
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[5, 15, 16]. We also see an increased customer orientation where industry wants to listen
more closely to customers [1, 3, 16, 21, 22], opening up for a more flexible development
process with less emphasis on complete and detailed up-front design. Experience also
indicates that cost and schedule overruns are happening too frequently [1, 4].
4.2 Evidence and Documentation
Regardless of the process framework, e.g., V-model or an agile process, there is a set of
formal data items that has to be produced [5], but an agile process may allow for doing
this more efficiently as well as data items may be updated more often. However, if an
agile approach is to be used, it calls for some extensions [16], as agile methods, such as
Scrum, do not specify such documentation at all. Examples of such data items that are
required by certification authorities are the Plan for Software Aspects of Certification
(PSAC) and the Software Accomplishment Summary (SAS) [18]. These documents,
together with the plans that concern the definition of the life-cycle processes may best
be kept outside the agile process.
4.3 More Flexible Management of Requirements and Change
One of the main characteristics of the established practice and application of the V-
model is that development of avionics software may be characterized as document driven
and sequential [16]. This may become challenging in cases where requirements change
throughout a development project, even despite there have been made very detailed plans
and design up-front. Change may come from several sources, like design revisions,
review of safety analysis, and verification [16]. Recent figures indicate that requirements
change can be quite extensive, from 25% in typical projects to 35% in large and complex
projects [21], and discovering problems and dealing with changes late in the process
may become very costly [4]. According to Wils et al., agile methods may lower the
change effort as compared to traditional development [22]. This does not mean that up-
front plans are to be avoided, as that would conflict seriously with the process objectives
in DO-178. However, the role of agile requirements management is to detail high-level
requirements per iteration, not to create new high-level requirements [5]. New high-
level requirements could be added after the Sprint, as part of the Sprint review. Up-front
requirements may not be complete or even in conflict (and need to be refined) [5].
However, there is a potential conflict here–that flexible requirements management
negatively affects the software verification process. If previously verified components
of a system are changed, the verification results need to be updated. This requires strict
configuration management and relentless testing of the software under development [2].
4.4 Applicability and Obstacles
In general, the consensus seems to be that there is no conflict per se for using agile
methods in development of avionics software [2, 3, 13, 21, 22]. In fact XP/Agile is
claimed to be particularly suitable [3] to deal with the increasing complexity and
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requirements volatility in safety-critical software projects. As changes inevitably do
happen, we could make use of better strategies to manage changes.
However, agile methods, such as Scrum, were not designed to support development
of large and complex systems like safety-critical avionic systems and there is a lack of
techniques and practices to meet the objectives of DO-178. E.g., the requirements for
data items and traceability have to be met by setting up a well-functioning framework
of tools to support and automate the process to a large extent [3, 22]. An agile process,
with short iterations of work, frequent feedback, and evaluation of status and incremental
development of the software supports the production of some of the needed data items
as part of the development itself. Instead of explicitly producing separate documents,
some of the information may be extracted from tools and logs. One of the core objectives
of agile methods is to minimize the effort for producing documentation [16, 21]. There
is work going on to extend Scrum to make it applicable to regulated domains, for
example the SafeScrum framework [14] and R-Scrum [7], which seek to meet require‐
ments mentioned above.
Besides practical aspects of setting up an agile process and a chain of supporting
tools, we also need to clarify such a change with the certification authority. A more or
less radical change in process will affect the work to be done by this stakeholder and it
is of course important that the certification authority representative gets all requested
information and eventually gets confidence that the applied approach has led to a safe
product without extra problems and in an efficient way.
Besides the core principle of incremental and iterative development, agile methods
may also be seen as a collection of practices and techniques. From Chenu [3] and Paige
et al. [16], we extracted the following set that may be particularly relevant to safety-
critical systems development:
• Test-driven development (need some adaptation, see also [12]).
• Coding standards (already mandatory for DO-178 levels A–C).
• Design improvement/refactoring (creates some challenges with respect to safety
analysis [5]).
• The planning game (from XP).
• Emphasis on communication (other than through extensive documentation).
4.5 Team Efficiency and Motivation
One of the main aspects of agile methods is how people work together. As a contrast to
plan-based methods where developers take on specialized roles, following detailed plans,
agile methods rely on multi-disciplinary teams, with the idea that this better enforces learning
and motivation [3]. Furthermore co-located teams are also believed to improve design flex‐
ibility and a shared vision of the system under development [1]. A team may also have
Designated Engineering Representatives (DERs), who are embedded representatives of the
certification authorities within the development team [5].3
3 Under EASA regulation, Certification Verification Engineers (CVEs) perform equivalent tasks as
DERs.
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4.6 Testing
Extensive testing and full traceability is fundamental in development of avionics soft‐
ware and implementation of all requirements has to be verified by tests [3]. Testing is
also strongly emphasized in agile methods, which focus on test-driven development and
high test-coverage. However, for avionics software development purposes, agile
methods need to extend testing activities–e.g. by having more thorough acceptance
testing (not (only) relying on customer feedback) [2, 16]. Carlson and Turner argue that
incremental testing increases iteration pace and enables issues to be revealed and
dispatched [1]; they also argue that testers should be part of the development team
(provided that any independency requirements are guaranteed).
4.7 Adoption of New Software Process Models
Experience (e.g. from object-oriented development) shows that uptake and acceptance
of a new practice takes time–we should expect the same for agile methods as well [21,
22]. The avionics domain relies on well-established and well-proven practices and
processes and it is natural to be careful with new ideas, like agile methods, as they may
seem to impose more challenges than benefits. However, as this literature in sum shows,
there seems to be a growing interest at least.
4.8 Relating Findings to Other Domains
The literature review done here has focused explicitly on the avionics domain. However,
we find that the main challenges and approaches clearly coincide with other domains
where safety-critical software is essential. Other studies show that the same type of
challenges are being addressed, e.g., for process control systems [20], medical equip‐
ment [17], and automotive [9], and that agile methods may be applicable to other safety
standards and frameworks like IEC 61508, SPICE, and IEC 62304.
5 Survey to Assess Present Practice
A questionnaire was used to gain insights into the organizations’ profiles, their maturity,
their relationship to safety standards and authorities, various life-cycle aspects, and
perceived challenges and problems.
5.1 Respondents’ and Organizations’ Profiles
Respondents have a great variety in profiles, from developers and testers to managers.
Their organizations also have a wide range of business models, target markets (civil
passenger aircrafts on the top), and type of software applications (real-time embedded
systems being the most common).
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5.2 Maturity
The avionics domain/industry is mature and professional with established system
providers having decades of experience. There is a wide range of methods for require‐
ments analysis and architectural and detailed design in use. There is also a wide range
of testing approaches in use (white/black-box–unit/module/system/hardware-in-the-
loop). All practice extensive testing and inspection. Customer involvement is extensive.
There is extensive use of DOORS® from IBM Rational for requirements analysis and
management, but half of the respondents also use typical office tools.
5.3 Relationship to Safety Standards and Authorities
DO-178 is clearly the most relevant standard for all organizations. Applications are
developed at all levels of DO-178, where level C is the most common (60% of the
respondents). Consequently, there is a very high coverage of data items. When asked
about the level of interaction with the external assessor, 50% report that they collaborate
with the assessor in all phases of the project. The rest report a lower level. The average
estimate of costs related to verification and certification (including all reviews and
testing) is 40% of the total project budget.
5.4 Life-Cycle Aspects
There are a wide variety of software life-cycle models in use. The V-model is in use in
some form by all organizations, while 25% use incremental/iterative methods in some
form. Customers are involved to a very high degree. Testing (in general) and code
inspection/analysis are used by all respondents. Formal methods are applied by about a
third of the respondents.
5.5 Perceived Challenges and Problems
The top challenges with respect to verification and certification include: (1) having
sufficient resources, infrastructure, and competency/staff, (2) having sufficient quality
of customer communication, including requirements specification and feedback, and (3)
demonstrating compliance with DO-178 requirements to certification authority. The top-
rated problems with the software development process are requirements management
(frequent changes, insufficient requirements, ambiguous requirements, and addition of
new requirements), late discovery of problems/defects, and project cost overruns.
6 Towards an DO-178-Aligned Agile Approach
As mentioned in Sect. 3.1, document DO-178 [18] does not prescribe a particular soft‐
ware life-cycle model. This makes it possible to define software life-cycles, such as,
waterfall, V-model, incremental, and spiral, but also to apply agile methods. Scrum is
considered to be a suitable (non-safety) agile framework that could be used as a baseline.
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It is the most commonly used agile framework in the software industry, in general, with
a large number of training resources, industrial experience, and available research liter‐
ature. Scrum will have to be extended for the development of avionics software to enable
delivery of all required data items in compliance with DO-178.
6.1 Scrum Phases
In his seminal paper [19] on the Scrum development process, K. Schwaber made a
distinction into the phases Pregame, Game, and Postgame. In this paper, we use the
terms Preparation, Development, and Closure, which are also frequently used, e.g., [13].
Applying the Scrum phases to the software development and software verification






















Fig. 1. Application of Scrum phases to DO-178 processes.
During the Preparation phase, planning and architecture activities are performed.
Scrum’s concept of planning is somewhat broader than that of DO-178. Scrum includes
the definition of the next software release based on the currently known backlog, analysis
of system requirements, and development of user stories. The architecture activities
establish (or update) the software structure. During the Development phase, the func‐
tionality of a new release is developed as well as tests for new or changed code. The
software is designed, and source code is implemented, integrated, and tested during a
sequence of Sprints. In the Closure phase, the software release is prepared, including
system testing, final documentation, and release. The sequence of Preparation, Devel‐
opment, and Closure is repeated until the final software release has been completed. In
the next sections, the activities in each phase are described in more detail.
6.2 Preparation Phase Activities
During the Preparation phase, the allocated system requirements, or a subset thereof,
are taken and high-level requirements (HLRs) are produced in the form of features that
4 For simplicity, the DO-178 planning process and integral processes other than software veri‐
fication are not shown in Fig. 1.
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are further divided into user stories. A software architecture is established (or refined),
which, together with the prioritized HLRs, as part of the product backlog, is provided
to the Development phase. As required by DO-178, outputs of all processes are verified,
e.g., by means of review or analysis. Further details are presented in Table 2.
Table 2. Activities during Preparation phase.
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The planning process of DO-178 is kept outside the agile process. It is responsible
for establishing and updating all plans, including the Software Development Plan, the
Configuration Management Plan, and the Plan for Software Aspects of Certification.
The latter document is used for communication with the authorities.
6.3 Development Phase Activities
The Development phase consists of a sequence of Sprints, all with preferably the same
fixed duration (from 1 to 4 weeks). The number of Sprints is not fixed. The result of a
Sprint is a set of implemented and tested user stories that are integrated into a working
application. In addition, a Sprint produces information for the assessor (the data items).
The application can be demonstrated to stakeholders, but not all features may be
complete and hence it is not releasable. Further details are presented in Table 3.
Agile development promotes the Test-Driven Development (TDD) technique. A
cyclic process is performed whereby first LLRs are established together with their test
cases. Next, test code is produced and all tests are executed to verify that they fail. Then,
source code is produced that just passes the tests. Finally, the code is refactored and tests
are re-executed. This cycle repeats until all LLRs have been implemented. In practise,
the TDD technique implies that software development activities will be performed in
conjunction with software verification activities.
6.4 Closure Phase Activities
Upon start of the Closure phase, a sufficient number of features should be completed to
warrant release of the application. During Closure, all data items that already exist in
some form (see outputs in Tables 2 and 3) are brought up to date. The remaining data
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items required for compliance with DO-178 are produced by other processes than soft‐
ware development and software verification. For example, the software configuration
process produces the Software Configuration Index and the certification liaison process
produces the Software Accomplishment Summary.
6.5 Remarks and Potential Issues
The proposed process aims to address some of the key challenges we identified in the
survey, in particular challenges related to requirements management. Breaking work
down in shorter iterations, including planning (Preparation) and evaluation (Closure)
means that planning may be done using updated information from previous Sprints, and
that each Sprint provides information needed to meet the requirements of DO-178 (in
the form of data items). From related research we know that such a process needs to be
supported by tools to automate test-driven development and documentation creation as
much as possible in order to save time and to ensure quality and consistency [8].
Including agile approaches in the development process for avionics software prom‐
ises the usually cited benefits such as frequent delivery of working software, including
all data items required by DO-178, and the ability to deal with frequent changes in
requirements. There are, however, also a number of potential issues.
Contrary to the waterfall model, or the V-model, HLRs are defined in batches; each
time that the Preparation phase is entered, a sufficient number of HLRs are defined for
the subsequent sequence of Sprints. Having no overview of the complete set of HLRs
in an early phase of the development could lead to an inadequate software architecture
that may need drastic (and therefore costly) revision during subsequent Preparation
phases. This means that also agile projects needs to invest in a sufficient level of detail
of HLRs and overall system architecture early. An agile process though may create better
opportunities to manage changes when they occur.
Table 3. Activities during Development phase.
DO-178 Process Inputs Activities Outputs
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Another issue is that the definition of derived HLRs late in the development, e.g.,
after several cycles of Preparation, Development, and Closure have taken place, may
have consequences for the safety analysis [21]. For example, if derived HLRs imply
new interfaces that falsify earlier independence claims, a higher software level could be
required, creating additional (verification) work that could have been done more effi‐
ciently when known beforehand.
7 Conclusions and Further Work
The development of safety-critical software by the avionics industry is governed by
RTCA document DO-178. The document places much emphasis on documented and
traceable verification to achieve an acceptable level of confidence that the software
development activities have been performed successfully. Indeed, our survey, among
major players in the European avionics industry, confirmed that verification and certif‐
ication constitutes a large portion of the total costs of development (estimated 40%). The
survey also revealed other challenges perceived by this industry, including requirements
volatility, late discovery of problems/defects, and project cost overruns.
The adoption of an agile framework could be a solution for these challenges; this is
in line with other related safety-industry oriented research [7, 8]. At present, the life-
cycle model mostly used by the avionics industry to organize software development is
the V-model, or variants thereof. DO-178, however, does not preclude the use of any
particular model, and in general, there seem to be no obstacles for adopting an agile
framework. It is clear that agile methods, like Scrum, need to be adapted to fit in the
development and certification of avionics software. In particular, such methods need to
be extended to fulfil requirements of traceability and documentation. Some of these may
be enabled by use of proper tools that provide a high level of automation.
Using Scrum as a basis, an approach has been outlined that benefits from agile
methods and can also satisfy the objectives of DO-178. Some DO-178 objectives are
achieved in an agile way, while others, in particular a subset of the verification objec‐
tives, are achieved by traditional means (management plans, reviews, and analyses).
Benefits expected from the agile approach include reduction of risks, adaptability to
changing requirements, and overall a reduction of development cost.
There are, however, issues that need further investigation. One of these is that soft‐
ware requirements are defined in batches; each time, sufficient software requirements
are defined for the subsequent sequence of Sprints. Having no overview of the complete
set of software requirements in an early phase of the development could lead to an
inadequate software architecture that would need thorough revision later on.
To conclude, agile methods may promise to resolve some of the specific challenges
in the avionics domain, but there is still a clear need for more research and industrial
experimentation to verify applicability and to demonstrate improvement effects.
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Abstract. We present an empirical study on facilitating the adoption of user-
centred design (UCD) in small Agile companies. To this end, we introduced a
curated set of qualitative design practices in an Agile organisation, engaging
developers in a lightweight series of workshops. Our results suggest that the
approach followed enhanced internal communication and promoted a concrete
shift towards a more user-centred perspective. However, the presence of a
predominant non-Agile customer seems to have limited potential benefits.
Keywords: Qualitative research · Training developers · User-centred mindset
1 Introduction
Still in 2013, Moreno et al. stated that “the integration of usability engineering methods
into software development life cycles is seldom realized in industrial settings” [11]. One
reason for this is the “sheer lack of usability specialists in the industry” [5], which results
in insufficient knowledge about the work of the end user [8] and in the so-called “devel‐
oper mindset” [1], overly focused on technological aspects. Another issue relates to the
limited suitability of most usability and UX methods for the Agile setting [15], with
several authors [2, 4, 7] reporting a particular scarcity of lightweight practices for user
involvement in development projects despite the benefits induced by the ability to
perform usability and UX work in an agile context [4, 15]. In addition, even companies
realising a need to increase the usability of their products may be unable to invest in the
resources needed to achieve this [5], and this is particularly true in the case of small
enterprises [1, 5].
To facilitate the adoption of user-centred design (UCD) in small Agile companies,
we curated the identification of a small set of design techniques; we then planned an
action research intervention for presenting them to developers and assessing the impact
of these techniques on their working practices. A first iteration has been reported in [3],
while a second iteration is reported here. Our results suggest that even such a lightweight
approach may support the enactment of a user-centred mindset. However, the impact of
the intervention has been limited by the relationship with a dominant customer resistant
both to Agile and UCD: we conclude by pointing out the need both for researchers and
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practitioners to investigate more effective ways to communicate the business benefits
that the two approaches may bring.
2 Related Work
The term “user-centred design” denotes a broad set of techniques, methods, procedures
and processes that places the user at the centre of an iterative design process [17]. The
acknowledged benefits of involving users in systems design [e.g. 1] include improved
quality and acceptance of the system, and cost saving [12]. Although promising to
support “the execution of software development projects targeting the delivery of useful
and usable software” [4], the integration of UCD and Agile development is however not
trivial to achieve [e.g. 2] and limited empirical research exists on the topic [4, 7]. One
of the ways to enact this integration, particularly in the limited-resource context of small
enterprises, is “to use the software developers as a UX work resource by enhancing their
qualifications within the field of usability and UX” [14], or in other words to train
developers on usability techniques. Advantages include “the potential of easing prob‐
lems regarding the lack of usability specialists in the industry” [5]; the chance for small
companies to lessen “the need to staff usability specialists, which cannot be funded” [5];
a good fit with the Agile feature of team members being able to perform every given
work task [13]. This is where we place our contribution.
We also point out, however, that also the customer needs to be supportive of the inte‐
gration of UCD and Agile, allowing for a suitable design to be researched [2] and for
adequate access to users. Scepticism is more frequent in large customers [10] and may
result in a lack of customer engagement, which can be a big challenge for development teams
[10] especially given the relevance placed on the customer by the Agile philosophy. The
solution may require the capability of demonstrating business value, management support,
and nurturing a change of mindset and culture in the customer [9]: how to effectively
communicate this has however remained largely an open point to date.
3 Action Research Intervention
The activities described here were carried out in “the Company”, a branch of a large
Italian IT group providing cyber security and network configuration services to the
largest telecommunication operators of the country. The Company had long adopted
Agile successfully, and had one main customer, a large telecommunication provider that
we will call “the Telco”. Being the Telco a much larger venture, the power relationship
between the two parties was naturally asymmetrical, although generally warm.
However, the Telco is also a highly structured corporate, whose constrained workflow
prevents a full implementation of Agile in the projects followed by the Company, and
where some representatives seem to oppose contacts between the Company and final
users of their software. While trying to reduce their dependency from the Telco, the
Company realised that they were lacking sufficient skills in usability and interface
design, and that this could be an issue in proposing their products to fresh customers;
therefore, they asked for our help.
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3.1 Method
We followed the Cooperative Method Development approach, a “domain specific adap‐
tation of action research” that moves from an ethnographically-inspired understanding
of the “existing practice of software development in concrete industrial settings” and
aims at improving such practice by cooperating with practitioners [6].
Design techniques presented to developers were chosen to overcome potential
communication breakdowns in the integration of UCD and Agile [2], and to reflect
surveys on the usability techniques most used in industry [e.g. 14], particularly
accounting for their feasibility of integration into an Agile environment and of teaching
non-UX professionals. These methods include low-fidelity prototyping, usability
testing, personas, expert evaluations, and user task analyses. We remark that this inter‐
vention is meant for “supporting developers during ongoing day-to-day product devel‐
opment” [13] and that “we do not discard the need for a usability expert” [8].
3.2 Preliminary Understanding
The first author interviewed developers in June 2016 about their perception of the
working environment, their current working practices, and their attitude towards UCD-
related themes. The interview study lasted two days and involved 7 people. For what
concerns the organisational setting, the Company employs about 20 people, mostly
young graduate developers, and exhibits a pretty flat hierarchy. The environment is
predominantly technical, yet with a positive and rather curious attitude towards UCD-
related themes, to the point that employees explicitly argued in favour of the collabo‐
ration with our University in front of the group managers, who tend to adopt a more
“command and control” approach instead.
The Company proposed to focus on what we will call the Software (a desktop appli‐
cation used to configure and monitor networking devices for corporate customers of
Telco) as a running example during the intervention, for a variety of reasons: it is entirely
developed within the Company for Telco; it has evolved over several years as the juxta‐
position of different parts, and would now need a refactoring; being one of the main
projects of the Company, it is sufficiently well known to all employees.
3.3 Implementation
In August 2016 a series of four workshops, each lasting a whole day, was carried out at
the Company site. The agenda of workshops is outlined in Fig. 1 and was grounded on
different elements: on a practical level, we accounted for the results of preliminary
interviews and for the feedback from our previous iteration of a similar series of work‐
shops [3]; on a more theoretical level, we accounted for the stages of the traditional UCD
lifecycle, and the set of focal points to consider in the integration of UCD and Agile
development [2], namely the extent of user and customer involvement, the role of docu‐
mentation, the synchronisation of design and development iterations, and ownership
over UX tasks.
Inoculating an Agile Company with User-Centred Design 237
Fig. 1. Workshops overview.
Three developers (who will be referenced as D1 to D3) were appointed to attend the
whole workshop cycle, led by the first author in the role of a facilitator. All of them
expressed great interest in user-related themes: D1 was self-taught on UCD techniques,
while D2 and D3 were not familiar at all with them.
“One doesn’t even know where to start from, without knowing any basics” (D3)
“More than once [design choices] have been a stab in the dark” (D1)
“If there’s one skill in the Company we are really lacking it is interface design … we try to do
what we can” (D2)
Workshops started by motivating more formally the advantages of adopting UCD,
that is by presenting well-known reports from industry [e.g. 18] highlighting user
involvement as a key factor for project success, and in contrast the lack of it as one of
the most common reasons for failure. We then considered the workflow supported by
the Software, illustrated in a very technology-centred way in its user manual, and guided
participants in re-elaborating it focusing on the perspective of users. In collaboration
with the facilitator, participants then outlined the stakeholder network related to the
Software, which confirmed how the needs of actual users were generally mediated when
reported to the Company, if collected at all. A task analysis was then performed for
actors most likely to interact significantly with the Software, and was represented
through use-case diagrams. The project manager was chosen as the reference user:
information on the characteristics of Software users in this role was retrieved indirectly,
i.e. through LinkedIn and narratives of other Company employees, and then expressed
through a couple of personas representing different levels of expertise; these in turn
inspired scenarios and storyboards.
Once a reference persona was chosen, participants rated the dimensions of usability
listed in [12] through poker planning, regarding them as non-functional quality criteria
for the Software. Participants then elaborated different low-fidelity prototypes for a
specific interface of the Software; however, a later inspection revealed that these alter‐
natives could not support the same workflow articulation as the existing interface. Hence,
since the latter was anyway rather complex, participants asked for support in wire‐
framing a more logical re-grouping of its functionalities.
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Finally, the different purposes of low- and high-fidelity prototypes and how to
communicate them were illustrated, since D1 repeatedly pointed out that Telco would
not accept discussing over a “non serious” low-fidelity prototype and that previous
attempts at doing this had failed. In addition, a session of user testing was simulated on
the ERP system in use at the Company for demonstrative purposes. After the end of the
intervention, participants organised a wrap-up session and, a few weeks later, a dissem‐
ination seminar for their colleagues.
3.4 Evaluation
In December 2016, an external researcher interviewed participants about what they
remembered of proposed techniques after a few months and whether they felt that their
approach to design and development had changed. Interviews were loosely transcribed
and thematically analysed. Overall, participants positively welcomed our intervention,
regarding it as a chance of professional growth. They appreciated having learnt concrete
techniques, and remembered them correctly:
“I enjoyed wireframing a lot. It really gave me a different point of view” (D1)
“We should organise the info with wireframes, the poor user will be scared” (D3)
In addition, they expressed appreciation also for the presence of a trainer, reiterating
the effectiveness of scaffolding [19]:
“In terms of common sense, this is what every developer should do. Yet having someone
explaining you the steps to follow is something different” (D2)
“Now I have a method”(D3)
The training seems in fact to have contributed to enacting a shift from a technology-
focused mindset to a more user-centred one:
“Before we used to say – [the user] will have to get over it” “The interface as the means to
achieve an objective from the user’s point of view” “The goal is to remove the need for a manual
– even for us as developers!” (D3)
“We’ll surely follow this approach rather than – bah, let’s just do something” “I have been
assigned to a project where the interface is set in stone [by Telco], BUT [developers and
management] all agree that we are going to apply UCD techniques at the first suitable occasion”
(D2)
D2 and D3 in fact claimed to have applied proposed techniques as much as possible
to the improvement of minor parts of the Software interface that had been assigned to
them, and to have used them to support communication with colleagues:
“Prototypes and scenarios can be used internally to understand how to design something […]
I proposed some prototypes to my colleagues and this simplified the discussion” “In my opinion
personas should be shared by the whole team… to raise awareness among colleagues” (D3)
Participants also commented on the positive attitude shown by the rest of the
Company at the end of the dissemination seminar they led:
“We reported to the rest of the Company and the reaction was – let’s hope we will soon have
projects where to apply this approach” (D2)
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Despite the satisfaction and interest shown, participants did not believe the approach
would prove fully applicable in the interaction with their customer due to the strong
“developer mindset” [1] of Telco’s representatives, even harder to overcome due to the
unbalanced power relationship with the Company:
“Personas cannot be used with Telco: our customer is very much feature-oriented and in a
dominant position […] it does not want to see the prototype, it wants to see the product” “Some
techniques will be more applicable than others, because it is impossible to access users […] We
have no [user] feedback. Clearly we miss it” (D1)
“I guess the customer would be disappointed by storyboards on paper […] it may think we did
not put too much effort into such a proposal” (D3)
4 Discussion
In terms of the applicability of the presented approach to other small enterprises, we
suggest that, together with the Company’s “culture receptive to UCD” [2], developers’
consolidated familiarity with Agile (including being used to change and flexibility, iter‐
ation, and frequent interaction with the customer) may have allowed a deeper appro‐
priation of UX techniques, resulting in a potentially sustained impact over working
practices. Furthermore, participants demonstrated an accurate recall of techniques and
of their rationale, and reported a spontaneous sharing of their learning with colleagues,
applying proposed techniques whenever possible to support interface design and internal
discussion. This reflects claims in [16], where Agile and UCD-inspired practices are
considered to have a positive impact on mutual understanding and communication;
moreover, these factors suggest that even a lightweight intervention such as the one
described in this paper may support the enactment of a more user-centred mindset. This
can constitute a first step for the organisation towards the awareness of the benefits of
integrating UCD, providing elements to decide whether to proceed in developers’ UX
training or to hire a specialist designer.
The impact of proposed techniques seems however to have been limited by the
Company doing Agile in a non-Agile environment, where this label includes both the
culture of the parent group and of the Telco. We argue that the same challenges encoun‐
tered in this setting [9, 10] can be found when introducing UCD in an environment not
accustomed to it. We envision as future work the evaluation of the set of UCD techniques
in an Agile company whose customer is also Agile: this would be the most favourable
context. In conclusion, we point out to the research and practitioners’ community that
there is still a lack of suitable ways to clearly communicate to reluctant customers the
potential benefits of Agile and UCD [10].
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Abstract. Since software became a major part of the car, we were interested in
identifying which agile practices are used and adapted at Bosch automotive.
Therefore, we conducted a multi-case study with nine interviews from five Bosch
projects. Our results showed a strong focus on Scrum. Most of the Scrum practices
are adapted due to the specific project context. Practices from other agile methods,
e.g. XP, are used and adapted as well. We further collected the benefits of the
practices, most often resulting in improved transparency and planning. The results
are used to support automotive projects in selecting and applying agile practices
according to their specific process improvement goals.
Keywords: Automotive · Agile practices · Scrum deviations · Case study
1 Introduction
Within software engineering, agile development has shown to be a commonly used
approach [8, 9, 12]. Since embedded domains struggle with the integration of different
disciplines, e.g. hardware and electronics, there is a lot more communication necessary
[11]. These domains are currently using agile only to some extent in order to profit from
the benefits of agile development, e.g. shorter time-to-market. This was one of the major
reasons for Bosch Chassis Systems Control (CC) to become more agile. Thus, the state
of agile in projects is interesting. Knowledge about usage, adaptations of Agile Methods
and Practices, and their benefits should help spreading of agile.
2 Chassis Systems Control of the Bosch Group
The division CC is part of the business sector Mobility Solutions of the Bosch Group.
The business sector Mobility Solution generated sales of 41.7 billion euros in 2015
(Bosch Group in total: 70.6 billion euros) which makes the Bosch Group to one of the
world’s largest automotive suppliers. The division CC develops and manufactures inno‐
vative components, functions and systems that are designed to make driving a safe and
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comfortable experience. The projects of this study are developing systems for (highly)
automated driving, e.g. a highway pilot.
3 Study Design
Research Questions. Our objective is to better understand the usage, reasons and
adaptions as well as benefits of agile methods and practices within Bosch CC. Thus, we
ended up with the following research questions: RQ1 - Which agile elements (incl. agile
methods and agile practices [3]) are used? RQ2 - How is the usage of the agile practice
deviating from the textbooks? RQ3 - What are the benefits of the agile practices?
Case and Subject Selection. Possible cases (Bosch CC projects) and subjects (inter‐
viewees) were identified by Bosch based on the organizational scope and their usage of
agility. The latter was mandatory for participation. We identified 15 candidates repre‐
senting five projects. Nine of the 15 candidates participated, covering all five projects.
Data Collection Procedure. We conducted structured interviews with the participants,
seven face-to-face and two via phone. The questions were categorized into (1) intro‐
duction, (2) usage and (3) benefits of agile elements (first methods, then practices), and
(4) project context. The principal author conducted all interviews as follows: He
explained the idea and reason behind this study, the data collection, and the guaranteed
anonymity. He asked for used agile methods and agile practices. He discussed about the
experienced impacts, mainly benefits of the different elements. During the gathering of
the benefits, we were open to any mentioned benefits. If they had no idea, we named
potential benefits as triggers. For not biasing them, the interviewees had to give examples
for these benefit triggers. We ended up in a coded list of the benefits (cf. Table 2).
Analysis Procedure. We analyzed the notes of the interviews qualitatively. First, we
extracted the data from each interview (usage of agile elements, where and how, and
their benefits). Second, we compared and aggregated information from interviews
related to the same project. Third, we compared the project-aggregated results among
each other and with our experience and literature.
4 Results
We covered different team sizes and developed functions and considered different roles
of the interviewees: group leaders, department leaders, project leaders/managers (cf.
Table 1). Two participants performed the Scrum Master role.
4.1 RQ1: Usage of Agile Methods and Practices
Four Agile Methods were used by the projects: Scrum (n = 4 projects), Flow (n = 2),
iPeP (n = 1), and SAFe (n = 1). The practices that were used in all five projects belong
to Scrum, namely Sprint, Backlog, Sprint Planning, and Daily Stand-Ups, although one
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project reported that it is not using Scrum. The practices that were used in most projects
were Sprint Review, Sprint Retrospective, Burndown-charts, Definition of Done, Scrum
Master, and Product Owner (PO) (all Scrum), and User Stories and Epics (both XP).
Continuous Integration, Release Planning and Scrum-of-Scrums completed the set. The
practices that were used in few projects were: Planning Poker and Pair Programming
(both XP), 80%-rule and Pull-system (both Lean/Flow), and Backlog Grooming
(Scrum). In Table 2, we show the use of agile practices.
Table 2. Benefits of used agile practices on goals (numbers indicate how many projects
mentioned a benefit)




































































































Daily Stand-Up 0 0 3 5 0 0 0 0 0 2 0 0 3 4
Sprint 0 0 0 2 0 0 0 1 2 1 0 1 5 5
Sprint Review 1 0 2 1 0 0 0 0 0 1 0 0 4 4
Retrospective 0 1 0 0 1 1 0 0 0 0 0 0 3 4
Sprint Planning 0 0 0 0 0 1 0 0 0 4 0 1 3 5
Backlog 1 0 0 2 0 0 0 0 1 1 0 0 4 5
Burndown-Charts 3 1 4
Scrum Master 0 0 0 0 0 1 1 0 0 0 0 0 2 4
Product Owner 0 0 0 1 0 0 1 0 0 1 0 0 3 4
80%-Rule 1 2 2 3 2
Planning Poker 1 2 2 1
User Stories 1 1 4
Epics 3 1 3
Cont. Integration 2 1 2 3
Scrum-of-Scrums 4 1 1 1 4 3
# practices 2 1 3 8 1 3 3 2 4 10 1 3
Table 1. Project characteristics
Project Size Locations Project phase [6] Participating roles
P1 60 persons, 7 sub-
teams
2 in Germany Pre-development system project lead
P2 8 teams 1 in Germany,
Europe, Asia each
Pre-development technical project lead &
project lead
P3 33 persons 2 in Germany Series
development
project lead & team
lead
P4 8 persons 1 in Germany Pre-development Group lead
P5 70 persons 1 in Germany,
Europe, Asia each
Pre-development project lead, SW
project lead &
department lead
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4.2 RQ2: Deviations of Agile Practices
The used practices are now discussed regarding their deviations from existing guide‐
lines, e.g. the Scrum Guide:
The major issue of the Scrum Master was the manifestation as “caretaker”, e.g. in
one team the Scrum Master was only inviting for the different Scrum meetings. Further,
often the Scrum Master was not the only role. Being a project leader or a PO in combi‐
nation might result in a conflict of interests. The PO also deals with the aspect of several
roles by one person without problems. But some teams defined an additional “feature
responsible”, which covered POs tasks, e.g. breaking down the features into Stories.
Finally, within one project, they struggled with the issue of having a Chief-PO commu‐
nicating with the customer high-level, but not knowing the requirements in detail.
The most deviating aspect of sprints was their length. For one project (needing four
weeks) more than two weeks were necessary for the integration of hardware aspects.
Another one worked with varying lengths over time.
The Scrum-of-Scrums meetings conducted weekly by the larger teams or projects
was in one case a team-meeting in which all project members participated. In another
case, it was conducted by the project lead to keep the offshore team on track.
The Daily Stand-Ups deviated in three different aspects: (1) Usage only for status-
tracking purpose, (2) Meetings lasting up to one hour, (3) Frequency of the meeting:
Instead of every day, teams conducted it every other day, every three days, once a week,
or unregularly. An extended duration of the meeting (one hour) was the consequence.
Sprint Planning: Within the sprint shift (Review, Retrospective, and upcoming
Planning), most of the teams performed all three meetings en-block in about three days.
In one of the larger teams, they found a solution to break down the Backlog to the teams
by the PO. The planning itself was conducted within the single teams without the PO.
Sprint Review: The composition of meeting participants ranged from meetings
without the customer and only with the team leaders and functional owners up to an
“open event”. Some meetings were unstructured without agenda or open topic list.
Others were not conducted as an “acceptance meeting” with stakeholders or PO.
Sprint Retrospective: This meeting varied within the timing: One team performed
it every other sprint, because two weeks were too short to resolve impediments. Another
team directly resolved smaller impediments during the meetings. One interviewee
mentioned that the retrospective was only weakly defined and valued within their team.
Within the Backlog, two major variations existed: Some included prioritization,
whereas other did not. Different backlogs were used, from team-, project- or overall
backlogs up to release backlogs. These kinds also contained various backlog items, e.g.
User Stories vs. Epics. Two teams did not use User Stories as prescribed by the given
templates, since they were not used to it and needed more information.
Planning Poker: One team used this practice for estimating the granularity-level to
refine the story or not. Furthermore, not all teams used “story points” as values, but e.g.
person hours or days. Finally, one deviation was that in one team just the “key player”
(a senior developer or feature responsible) decided on the estimation value.
Within the 80%-Rule, one interviewee mentioned that they are not considering it for
the workload, but on their throughput. In the only case using the pull-principle, the
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responsibility regarding the different functions was clear such that it was “obvious who
is going to pull what”. Thus, sometimes one team member just “assigned” the tasks.
4.3 RQ3: Benefits of Agile Practices
Most of the considered agile practices are beneficial for planning (10 practices) and
transparency (8), followed by structuredness (4), communication, risk management,
satisfaction, and team empowerment (each 3). Checking the overall number of addressed
benefits per practice (cf. Table 2), e.g. the highest with five is the sprint, three yield four
benefits, and five yield three benefits.
Except for the Definition of Done and the Backlog Grooming, we could gather at
least one impact for each of the Scrum practices. Considering the Scrum meetings,
except the retrospective, all impact planning. Sprint Review as well as the Stand-Ups
also influence communication and transparency. The Sprint Retrospective was the only
practice dealing with feedback and knowledge transfer. The Burndown-Chart is a quite
good mechanism for transparency. Both Scrum roles impact the team empowerment.
The improved satisfaction resulting from the Scrum Master correspond with that. The
PO provides transparency as well as planning aspects. Considering the Non-Scrum
practices, there is information about the impact of six practices: Risk management,
planning and structuredness were impacted by the 80%-Rule. Planning Poker increases
planning and team empowerment. User Stories and Epics influence planning (Epics) or
focusing (User Stories). Continuous Integration improves transparency and time-to-
market. Finally, Scrum-of-Scrums was quite good for communication and it affects
transparency, structuredness, and planning.
5 Related Works and Discussion
Distribution/Frequency of Agile Practices. Within VersionOne [12], the most used
agile practices were Daily Stand-Ups, prioritized Backlogs, short Iterations (=Sprints),
Retrospective, Iteration Planning, and Release Planning. All of them were used by at
least one project, except for the Release Planning. For the other practices mentioned by
[12], there are some differences: The Sprint Reviews are used less often than in our
study, whereas, Continuous Integration is more common. Focusing on agile practices,
Kumos [9] reports that almost all of the top six used agile practices are Scrum practices,
all used by the Bosch projects. Scrum is also the prevalent agile method in automotive
[8]. Similar to our results, the Planning, Daily Stand-Ups, Review, and Retrospective
are used. We cannot confirm that the Sprint Review is used less often. In our study it
was the Retrospective.
Deviations of Agile Practices. A prior study on Scrum variations [1] showed similar
patterns, with the Scrum Master and PO given to people already owing a role, e.g.
developer or team lead. However, within our cases most of the Scrum roles were staffed.
Considering the 15–30 min of the Daily Stand-Ups, this timeframe is exceeded by some
cases and extended up to one hour. The frequency deviation of the Stand-Up is also
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common [1]. For the sprint length variance from two to four weeks could be confirmed.
Only one project reasonably decided to have four weeks due to synchronizations of
teams and disciplines such as hardware and software.
Benefits of Agile Practices. Considering the benefits reported by [12], we see some
similarities: The benefits increased team productivity, improved project visibility,
increased team moral/motivation, better delivery predictability, and reduced project
risk can directly be mapped to the ones reported to us. In contrast, the benefits dealing
with engineering and quality, such as enhancing software quality, software maintaina‐
bility, or improving engineering discipline, were not mentioned within our interviews.
Compared to [9], five of nine benefits were also mentioned by our participants: trans‐
parency, customer orientation, timing, teamwork, and employee motivation. The results
of [9] (similar to [12]) additionally showed quality as highly impacted, not indicated by
our results.
Besides these studies, there are some practices studied in detail with their different
impacts, e.g. User Stories [4], Planning Poker [5] or Pair Programming [7]. Furthermore,
some studies analyzed which agile practice influence one specific benefit, e.g. [10]
dealing with communication: Daily Stand-Ups improve communication and transpar‐
ency, due to keeping developers, project leaders, and customers aware of the status.
Iteration Planning created awareness of the project plan and iteration goals, whereas the
Retrospective was a good way for working on process improvement. Even if we consider
the benefits on a more fine-granular level, the results confirm each other.
6 Validity of the Results
An interview guideline and data collection sheet eased aggregation and comparisons.
The guideline reduced the risk of misinterpretation and increased the objectivity. We
could not recognize any misunderstanding, since all interview participants were aware
of the common concepts, methods and practices. Additionally, we experienced that
assuring anonymity led the interviewees to answer openly. Regarding the interviewed
people within a project, we selected independent ones (not from the same team). Thus,
our data is a representative sample of agile development in the area of autonomous
driving. Within the data analysis, the aggregation of interview data within one project
was the most difficult and error-prone, because of considering different project roles and
teams with their viewpoints into one data set. The IESE and Bosch team discussed the
aggregated results involving colleagues for an external point of view. We provided a
summary report of the results via e-mail and gathered the feedback. We also performed
a presentation and discussion session with all participants. That our qualitative results
from Bosch CC are in line with most of the related work is another strong indicator for
their validity.
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7 Conclusions and Future Work
Within this paper, we present the results of an interview series covering five different
automotive projects at Bosch CC with overall nine interviews on the topic of usage,
deviation, and benefits of single agile practices.
The usage of agile methods as well as the underlying agile practices shows a similar
picture as common studies. The most commonly used method is Scrum, which is adapted
and extended by other practices. There seem to be similar variations of agile practices
in the automotive domain as in information systems. Our study could confirm some of
the benefits mentioned by other agile surveys, and could provide further answers to the
question, which agile practice provides what specific benefits, and furthermore, that agile
practices overall are most beneficial for transparency and planning.
Within future work, we intend to use the elicited data to instantiate the Agile Capa‐
bility Analysis [2] for Bosch CC, a goal-oriented SPI approach using agile practices.
The next step will be the integration of A-SPICE® and connection to the agile practices.
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Abstract. During exploratory testing sessions the tester simultaneously
learns, designs and executes tests. The activity is iterative and utilizes
the skills of the tester and provides flexibility and creativity. Test charters
are used as a vehicle to support the testers during the testing. The aim
of this study is to support practitioners in the design of test charters
through checklists. We aimed to identify factors allowing practitioners to
critically reflect on their designs and contents of test charters to support
practitioners in making informed decisions of what to include in test
charters. The factors and contents have been elicited through interviews.
Overall, 30 factors and 35 content elements have been elicited.
Keywords: Exploratory testing · Session-based test management · Test
charter · Test mission
1 Introduction
James Bach defines exploratory testing as simultaneous learning, test design and
test execution [3]. Existing literature reflects that ET is widely used for testing
complex systems as well and is perceived to be flexible in all types of test levels,
activities and phases [7,13]. In the context of quality, ET has amassed a good
amount of evidence on overall defect detection effectiveness, cost effectiveness
and high performance for detecting critical defects [1,9–11,13]. Session-based test
management (SBTM) is an enhancement to ET. SBTM incorporates planning,
structuring, guiding and tracking the test effort with good tool support when
conducting ET [4].
A test charter is a clear mission for the test session and a high level plan that
determines what should be tested, how it should be tested and the associated
limitations. A tester interacts with the product to accomplish a test mission or
charter and further reports the results [3]. The charter does not pre-specify the
detailed test cases which are executed in each session. But, a total set of charters
for an entire project generally include everything that is reasonably testable. The
metrics gathered during the session are used to track down the testing process
more closely and to make instant reports to management [11]. Specific charters
demand more effort in their design whilst providing better focus. A test session
often begins with a charter which forms the first part of the scannable session
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sheet or the reviewable result. Normally, a test charter includes the mission
statement and the areas to be tested in its design.
Overall, the empirical evidence of how test charters are designed and how
to achieve high quality test charters are designed are scarce. High quality test
charters are useful, accurate, efficient, adaptable, clear, usable, compliant, and
feasible [4]. In this study we make a first step towards understanding test charter
design by exploring the factors influencing the design choices, and the elements
that could be included in a test charter. This provides the foundation for fur-
ther studies investigating which elements actually lead to the quality criteria
described by Bach [4]. We make the following contributions:
C1: Identify and categorize the influential factors that practitioners consider
when designing test charters.
C2: Identify and categorize the possible elements of a test charter.
The remainder of the paper is structured as follows: Sect. 2 presents the
related work. Section 3 outlines the research method, followed by the results in
Sect. 4. Finally, in Sect. 5, we present the conclusions of this study.
2 Related Work
Test charters, which are an SBTM element plays a major role in guiding inexpe-
rienced testers. The charter is a test plan which is usually generated from a test
strategy. The charters include ideas that guide the testers as they test. These
ideas are partially documented and are subject to change as the project evolves
[4]. SBTM echoes the actions of testers who are well experienced in testing and
charters play a key role in guiding the inexperienced testers by providing them
with details regarding the aspects and actions involved in the particular test
session [2].
The context of the test session plays a great role in determining the design
of test plan or the charter [4]. Key steps to achieve context awareness are, for
example, understanding the project members and the way they are affected by
the charter, and understanding work constraints and resources. When designing
charters Bach [4] formulated specific goals, in particular finding significant tests
quicker, improving quality, and increasing testing efficiency.
The sources that inspire the design of test charters are manifold
(cf. [4,8,12]), such as risks, product analysis, requirements, and questions raised
by stakeholders. Mission statements, test priorities, risk areas, test logistics, and
how to test are example elements of a test charter design identified from the lit-
erature review and their description [1,4,6]. Our study will further complement
the contents of test charters as they are used in practice.
3 Research Method
Study Purpose and Research Questions: The goal of this study is to investigate
the design of test charters and the factors influencing the design of these charters
and their contents.
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RQ1: What are the factors influencing the design of test charters? The
factors provide the contextual information that is important to consider
when designing test charters, and complements the research on context aware
testing [4].
RQ2: What do practitioners include in their test charters? The checklist of
contents supports practitioners to make informed decisions about which contents
to include without overlooking relevant ones.
Interviews: Interviews (three face-to-face and six through Skype) were con-
ducted with a total of nine industry practitioners through convenience sampling
combined with choosing experienced subjects who are visible in the communities
discussing ET (see Table 1).
Table 1. Profile of the Interviewees
Interview ID Role Experience in testing Organizational size
1 Senior systems test engineer 4 years More than 500
2 Test quality architect 10 years 50–500
3 Test specialist 10 years 50–500
4 Test consultant 12 years More than 500
5 Test strategist 3 years Less than 50
6 CEO, Test consultant 30 years More than 500
7 Test manager 20 years More than 500
8 CEO, Test lead 4 years 50–500
9 Test quality manager 13 years 50–500
The interviews were semi-structured, following the structure outlined below:
1. Introduction to research and researcher: The researchers provide a brief intro-
duction about themselves, followed by a brief description on the research
objectives.
2. Collection of general information: In this stage, the information related to
the interviewee is collected.
3. Collection of research related information: This is the last stage where the
factors and contents of test charters have been elicited.
Data analysis: All the interviews were recorded by consent of the interviewees
and later transcribed manually. The qualitative data collected using literature
review and interviews was later analyzed using thematic analysis [5]. After thor-
oughly studying the coded data, similar codes have been grouped to converge
their meaning to form a single definite code.
Validity: The potential bias introduced by interviewing thought leaders and
experienced people in the area who are favorable towards exploratory testing
may bias the results, and hence may not be fully generalizable. Though, we have
not put any value on the factors and contents elicited, and they may be utilized
differently depending on context. That is, identifying the potential elements to
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include in test charters is the first step needed. To reduce the threat multiple
interviews have been used. Using a systematic approach to data analysis (the-
matic analysis) also aids in reducing this threat.
4 Results
RQ1: What are the factors influencing the design of test charters? Based on
interviews with test practitioners, 30 different factors have been identified (see
Table 2). The table provides the name of the factors as well as a short description
of what the factor means.
We categorized the factors and identified the following emerging categories,
namely:
– Customer and requirements factors: These factors characterize the customer
and their requirements. They include: F01: Client Requirements, F10: Busi-
ness Usecase, F15: Quality requirements, F27: Client location, and F30: User
Journey Map.
– Process factors: Process factors characterize the context of the testing in
regard to the development process. They include: F21: Process Maturity Level
and F25: SDLC Phase.
– Product factors: Product factors describe the attributes of the product under
test, they include: “F08: Functional flows, F09: Product Purpose, F14: Product
Characteristics, F19: General Software design, F20: System Architecture, F22:
Product Design Effects, and F28: Heterogeneous Dimensions.
– Project management factors: These factors concern the planning and lead-
ership aspects of the project in which the testing takes place. They include:
F05: Timeframe, F06: Project Purpose, F12: Effort estimation, F17: Test Team
Communication, F18: Project Plan, and F29: Project Revenue.
– Testing: Testing factors include contextual information relevant for the plan-
ning, design and execution of the tests. They include: F02: Test Strategy,
F03: Knowledge of Previous Bugs, F04: Risk Areas, F07: Test Function Com-
plexity, F11: Test Equipment Availability, F13: Test Planning Checklist, F16:
Test coverage areas, F23: Feedback and Consolidation, F24: Session Notes,
and F26: Tester.
RQ2: What do practitioners include in their test charters? The interviews
revealed 35 different contents that may be included in a test charter. Table 3
states the content types and their descriptions.
Similar to the factors we categorized the contents as well. Seven cate-
gories have been identified, namely testing scope, testing goals, test manage-
ment, infrastructure, historical information, product-related information, and
constraints, risks and issues.
– Testing scope: The testing scope describes what to focus the testing on, be
it the parts of the system or the level of the testing. It may also describe
what not to focus on and set the priorities. It includes: C02: Test Focus, C03:
Test Level, C04: Test Techniques, C10: Exit Criteria, C14: Specific Areas of
Interest, C19: Priorities, C28: Coverage, and C33: Omitted Things.
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Table 2. Factors influencing test charter design
Charter influence factors Description
F01: Client requirements Requirements elicited from clients
F02: Test strategy Set of ideas that guide the test plan
F03: Knowledge of previous bugs Knowledge regarding system related bugs that
occurred in the past
F04: Risk areas Results of product risk analysis
F05: Time-frame Time needed for test mission execution, time
constraints
F06: Project purpose Purpose of the project
F07: Test function complexity Complexity of the tested functions
F08: Functional flows Flow of data and functions
F09: Product purpose Principle goal(s) of the product
F10: Business use-case Business use-case for the system
F11: Test equipment availability Accessibility to tools and equipment needed for the
software tests
F12: Effort estimation Effort needed to carry out the test mission
F13: Test planning checklist Testing heuristics appointed for the particular test
charter
F14: Product characteristics Features of the product
F15: Quality requirements Quality requirements of the product
F16: Test coverage areas Parts of the system to be tested
F17: Test team communication Means of communication between the testing team
members
F18: Project plan Plan for the project prior to its execution
F19: General software design Design of the system software
F20: System architecture Structure, interfaces and platforms of the system
F21: Process maturity level Maturity of the process (e.g. CMMI levels)
F22: Product design effects Impact of product design and features on other
modules
F23: Feedback and consolidation Feedback and consolidation of the test plan based on
the comments of previous testers and clients
F24: Session notes Notes filled during previous test sessions
F25: SDLC phase Phase involved in the system development life-cycle
F26: Tester Testers and their experience level
F27: Client location Location of the client, local or global
F28: System heterogeneity Differences between interacting systems (different
programming languages, platforms, system
configuration)
F29: Project revenue Business returns for project
F30: User journey map User interaction with the product over time
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Table 3. Contents of test charters
Content type Description
C01: Test setup Description of the test environment
C02: Test focus Part of the system to be tested
C03: Test level Unit, Function, System test, etc.
C04: Test techniques Test techniques used to carry out the tests
C05: Risks Product risk analysis
C06: Bugs found Bugs found previously
C07: Purpose Motivation why the test is being carried out
C08: System definition Type of system (e.g. simple/ complex)
C09: Client requirements Requirements specification of the client
C10: Exit criteria Defines the “done” criteria for the test
C11: Limitations It tells of what the product must never do, e.g. data sent as
plain text is strictly forbidden
C12: Test logs Test logs to record the session results
C13: Data and functional flows Data and work flow among components
C14: Specific areas of interest Where to put extra focus on during the testing
C15: Issues Charter specific issues or concerns to be investigated
C16: Compatibility issues Hardware and software compatibility and interoperability
issues
C17: Current open questions Existing questions that refer to the known unknowns
C18: Information sources Documents and guidelines that hold information regarding
the features, functions and systems being tested
C19: Priorities Determines what the tester spends most and least time on
C20: Quality characteristics Quality objectives for the project
C21: Test results location Test results location for developers to verify
C22: Mission statement One liner describing the mission of the test charter
C23: Existing tools Existing software testing tools that would aid the tests
C24: Target What is to be achieved by each test
C25: Reporting Test session notes
C26: Models and visualizations People, mind maps, pictures related to the function to be
tested
C27: General fault Test related failure patterns of the past
C28: Coverage Charter’s boundary in relation to what it is supposed to cover
C29: Engineering standards Regulations, rules and standards used, if any
C30: Oracles Expected behavior of the system (either based on
requirements or a person)
C31: Logistics How and when resources are used to execute the test
strategy, e.g. how people in projects are coordinated and
assigned to testing tasks.
C32: Stakeholders Stakeholders of the project and how their conflicting interests
would be handled
C33: Omitted things Specifies what will not be tested
C34: Difficulties The biggest challenges for the test project
C35: System architecture Structure, interfaces and platforms concerning the system,
and its impact on system integration
Checklists to Support Test Charter Design in Exploratory Testing 257
– Testing goals: The testing goals set the mission and purpose of the test session.
They include: C07: Purpose, C22: Mission Statement, and C24: Target.
– Test management: Test management is concerned with the planning, resource
management, and the definition of how to record the tests. Test management
includes: C12: Test Logs, C18: Information Sources, C21: Test Results Loca-
tion, C25: Reporting, C26: Models and Visualizations, C31: Logistics, C32:
Stakeholders, and C34: Difficulties.
– Infrastructure: Infrastructure comprises of tools and setups needed to conduct
the testing. It includes: C01: Test Setup and C23: Existing Tools.
– Historical information: As exploratory testing focuses on learning, past infor-
mation may be of importance. Thus, the historical information includes: C06:
Bugs Found, C16: Compatibility Issues, C17: Current Open Questions, and
C27: General Fault.
– Product-related information: Here contextual product information is captured,
including: C08: System Definition, C13: Data and Functional Flows, and C35:
System Architecture.
– Constraints, risks and issues: Constraints, risks and issues to testing comprise
of the items: C05: Risks, C15: Issues, and C29: Engineering Standards.
5 Conclusion
In this study two checklists for test charter design were developed. The checklists
were based on nine interviews. The interviews were utilized to gather a check-
list for factors influencing test charter design and one to describe the possible
contents of test charters. Overall, 30 factors and 35 content types have been
identified and categorized.
The factors may be used in a similar manner and should be used to question
the design choices of the test charter. For example:
– Should the test focus of the charter be influenced by previous bugs (F03)?
How/why?
– Are the product’s goals (F09) reflected in the charter?
– Is it possible to achieve the test charter mission in the given time for the test
session (F12)?
– etc.
With regard to the content a wide range of possible contents to be included
have been presented. For example, only stating the testing goals (C22) provides
much room for exploration, while adding the techniques to be used (C04) may
constrain the tester. Thus, the more information is included in the test charter
the exploration space is reduced. Thus, when deciding what to include from the
checklist (Table 3) the possibility to explore should be taken into consideration.
In future work we need to empirically understand (a) which are the most
influential factors and how they affect the test charter design, and (b) which of
the identified contents should be included to make exploratory testing effective
and efficient.
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Abstract. Modern software development is supported by a rich set of
tools that accumulate data from the software process automatically. That
data can be used for understanding and improving software processes
without any manual data collection. In this paper we introduce an indus-
trial case where data visualization of issue management system was used
to investigate software projects. The results of the study show that visu-
alization of issue management system data can really reveal deviations
between planned process and executed process.
Keywords: Software visualization · Mining software repositories
1 Introduction
Various business information systems are focal for corporate management, and
often companies utilize metrics as critical success indicators for their business
[1]. So, in management of any process, both access to valid process data and the
ability to understand the meaning of the data are essential.
Building automated data collection frameworks requires time and effort and
is an investment for the company [2], but collecting data manually from the
employees is a tedious and error prone effort. Fortunately in software develop-
ment the effort required to access the data can be reduced significantly as many
tools, such as version control and issue management systems, already automat-
ically collect some data [3]. Thus, utilization of this ready-at-hand data could
make process analysis more feasible for software companies.
Raw data items or numbers can rarely illuminate the analyst. Therefore,
visualization methods are used to get a better overall picture of the organization
and its business. When visualizations are available, various stakeholders can
enjoy improved transparency to the actual status and react to possible issues
faster. The usefulness of these visualizations is not limited to managers only, as
everybody can benefit from good visualizations of the progress and properties
of the project. This follows the spirit of Andon boards that are used to notify
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management, maintenance, and other workers of a quality or process problems
in the Toyota Production System [4].
Many kinds of visualizations are used to show different aspects of software
engineering process. Standard visualisation methods in project planning, such as
Gantt charts [5] and Scrum burndown charts [6] can be used as well as workflow
visualizations such as Kanban board [7,8]. The current state of the project can
be communicated to the developer team using radiators and dashboards [8,9].
When in software process management and improvement, it is important to
know what happened in the past and for this purpose various timeline based
visualizations have been developed [10,11]. The idea in these methods is to show
what happened in the past based on data. This kind of visualizations can be
used as a tool in retrospective meetings [10], and during the development to
spot abnormalities in the process [11].
In this paper we present experiences on visualizing data from software reposi-
tories. We explore the software process in two industrial projects. The paramount
goal of our work is to help stakeholders, especially project managers, to observe
the execution of software process to find deviations from the planned process,
and to detect possible problems in the projects.
2 Research Process
The main research questions of the study are: (1) Can we show deviations from
the assumed software process by visualizing data gathered from software repos-
itories? (2) Is the visualization of project data helpful for keeping track of the
projects? To answer these questions, we decided to study software projects where
we could access the data starting from the beginning of the project. Issue man-
agement system was chosen as our data source as it is used for managing and
reporting the software projects. The research process is presented in detail in
Fig. 1.
Selected Cases. The cases studied are two industrial projects of a Finland-
based multinational large-sized company involved in software R&D. We selected
the company based on their interest towards the research. The company repre-


















Fig. 1. The research process.
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data are available from the beginning of the project, the project is currently in
the development phase, and selected projects are comparable with each other.
Both of the studied projects are sub-projects of a larger software entity.
In this paper, we refer to the projects as project A and project B. In project
A, a software platform is developed whereas in project B a user interface for
the software is developed. Both projects have 5–10 team members; the team
composition varies based on the current need. Most of the team members are
developers, but in team B there are also dedicated persons for testing and user
experience design.
The projects use JIRA1 for issue tracking. The guidelines for using JIRA are
the same in both projects. The projects follow the same software development
process, namely Scrumban [12], which is a hybrid of Scrum and Kanban. As the
projects have uniform practices and processes, we assume that the project data
are comparable between the projects.
The data collection period was from the start of the projects till the begin-
ning of January 2015. The projects had started in 2013 – project A in May
and B in August. The data sets we used were anonymized by the company
representatives. The data were delivered in text format and contained only the
information necessary for visualization and analysis – for example person names,
JIRA comments or issue names were not visible to us.
Participants. We had eight participants from the case company. A manager of
the larger project entity which the studied projects are part of (P1), a person
responsible of the realization of agile ways of working in both projects and who
was also a former developer in project B (P2), three developers from project A
(P3, P4, P5), and three developers from project B (P6, P7, P8).
Four researchers participated to the research by studying the project data,
developing the visualization tool, and participating the meetings with the case
company.
The visualization tool. To empirically examine the relationship between
project data and the perceived state of the project we built a software visu-
alization tool. We chose to utilize timeline as the visualization format because
it enables us to easily explore how projects evolved over time and it is used for
similar purposes in other studies as well [11,13]. We held several meetings with
participants P1, P2, and P3 from the case company to receive feedback from the
visualization. The visualization was developed in an iterative manner where we
fine-tuned the visualizations based on the received feedback.
The main element of the visualization is to show lifespans and state changes
of issues reported in JIRA. Through the lifespan visualization we can observe
which issues have been open for a long time and through which states the issue
is finally resolved. Detailed figures of the visualization are provided with other
additional material on https://github.com/pervcomp/DSPDUV.
Interviews. We held two interview sessions for developers in the projects stud-
ied. The first interviews were held at the beginning of the research process to
1 JIRA – Project management system, https://www.atlassian.com/software/jira.
262 A.-L. Mattila et al.
gain feedback from the initial version of the visualization and get deeper knowl-
edge of the case projects. In the first interview we had three participants: P2,
P3, and P6. The second interviews were held four months later to validate our
observations made from the visualizations and to gather feedback from the visu-
alization. In the second interview we had seven participants: all the three people
interviewed in the first round (P2, P3, and P6) were interviewed again along
with two more developers from both projects (P4, P5, P7, and P8). We selected
the themes in a fashion that allowed us to (i) validate the assumptions consider-
ing the visual observations, and to (ii) reveal the ways of working in the projects
as well as possible problems in the team and project.
The interviewing sessions were conducted as follows. Each interview began
by discussing the background of the interviewee and continued to the discussion
about ways of working, challenging issues in the team work and the project’s cur-
rent status. We showed the visualization to the interviewee during the last part
of the interviewing session and asked the interviewee to observe and interpret
the visualization. Finally, we discussed the observations made by researchers
together with the interviewee to identify potential misinterpretations and to
determine causes of the observed issues. Interviewees were also asked to give
feedback from the visualization and tell if they thought the visualization is a
useful tool for managing projects. The duration of the interviews varied from
30 to 60 min. All interviews were recorded and written notes were made. The
interviews were conducted by one researcher.
3 Results
The results are based on studying the visualizations of project data and inter-
views. The data visualized from the projects were bug reports, epics, and stories.
We made assumptions of status and ways of working from the visualizations.
The table of assumptions made is available on https://github.com/pervcomp/
DSPDUV with the visualizations and other additional material.
Bugs. When comparing the views that show the lifespans and resolution rate
of bug reports we noticed that the resolution rate of bug reports was higher
in project A than in project B. When interviewing the participants, we found
out that in project A bug fixes were prioritized over implementing new features.
Prioritizing the bug fixes over new features was not an actual policy of the
software process but an agreement within the team thus in project B similar
convention was not applied.
The long life spans and increasing amounts of bug reports in project B could
be a sign of technical debt or bad architectural decisions but also relate to
problems in organizing and reporting work. Based on the interviews we learned
that in project B there was technical debt as they had built the project directly
on top of their initial prototype, which should have been just a throw away
prototype. In project A the initial prototype was discarded. There were also
problems in organizing and reporting work in project B.
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Epics. The projects differed in how they used epics to plan greater entities. In
project B only three epics were closed during the data collection period and all
open epics were in their initial state. In project A epics were closed and opened in
a more regular pattern. Based on this we could assume that in project B the role
of epics in planning was not clear and they were not used systematically, which
was also proven to be the case based on the interviews. Based on the process
and instructions given to the teams they were supposed to use epics similarly
when planning work.
Stories. When looking at the projects individually we assumed that both
projects had problems in organizing and reporting work. The assumption was
made based on long lifespans and increasing amounts of open stories that were
visible in the visualizations. Also the long lifespans and high amount of open
bug reports in project B supported this assumption for project B. Based on the
interviews there were problems in organizing work. In both projects the product
owner’s role was not clear. In project A the product owner was not committed
to organize the backlog, and in project B there was no product owner.
Usefulness of the visualization. To get feedback on use of the visualization
for tracking the projects, we asked if the interviewees considered the visualiza-
tion useful. All of the interviewees agreed that the visualization we presented is
practical in tracking the projects as it shows clearly the issues which have been
open for a long time. Most of the interviewees mentioned that the visualization
would be especially useful for the project managers but also for them selfs.
4 Threats to Validity
Wohlin et al. [14] state four different categories when considering threats to
validity - conclusion validity, internal validity, construct validity and external
validity. We will deal with those that are particularly relevant to our study.
Threats to conclusion validity are concerned with issues that affect the ability
to draw the correct conclusion about relations between the treatment and the
outcome of an experiment. The threats most concerning our study have to do
with “fishing” for a particular result and reliability of measures. In the start of
the research process we did not expect any results, but were simply curious about
what could be learned by visualizing software project data. Thus, all the obser-
vations made are purely drawn from what could be seen and without prejudice.
Furthermore, the visualizations were interpreted together with company rep-
resentatives, who would correct false assumptions. Additionally, the interviews
were designed to reveal possible overlooked information from the visualizations.
Reliability of measures, in turn, involves the measured data (from the repos-
itories) and verbal information (interviews). The data itself is visualized “as is”,
without any human involvement required in between, so it is valid. The interview
questions, in turn, were designed in a way that would allow as open answers as
possible and for the interviewer to also perform follow-up questions. Naturally,
the wording of the questions is still always critical, and for example a pilot study
of the interviews could have been beneficial.
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Threats to internal validity concern causality and threats to conclusions
about relationships between treatment and outcome. In our experiment the most
relevant threat regards selection, i.e., selecting the subjects, in our case the inter-
viewees from the company, and how volunteering might affect the results. The
interviewees were selected so that we had at least one developer and one per-
son in charge of the process for both projects, who answered questions on both
interview rounds, thus ensuring a versatile perspective of the project. For the
second round the subjects were selected among developers based on who had the
time. Thus there was no direct volunteering, which might affect results, and also
selection was not made on any other criteria than having different roles, which
should ensure a true view of the project. However, there was also no means to
control the backgrounds of interviewees either.
Finally, construct validity concerns generalizing the result of the experiment.
The most relevant threat to this study are hypothesis guessing and evaluation
apprehension, both having to do with whether the interviews can be trusted.
We argue that evaluation apprehension is not a concern, as all interviewees were
willing to discuss the problems in their projects, and did not attempt to hide
them from the researcher. As for guessing the hypothesis, we did not show the
visualization to the interviewees until in the end of the interview, so all answers
were purely given based on the questions.
The final category of threats given by [14] relates to external validity are
conditions that limit the ability to generalize the results of the experiment to
industrial practice. This does not concern us, as our cases were from the indus-
try, and thus we can argue that the results already reflect industrial practice.
However, more research need to be done for generalization of results.
5 Discussion and Conclusions
The first research question we addressed in Sect. 2 was “Can we show devia-
tions from the assumed software process by visualizing data gathered from soft-
ware repositories?”. Using the visualization we could note differences in practices
between projects that should have had the same practices. We were also able to
interpret from the visualization that there were problems in the software process.
We learned that problems related to organizing work shows well in the visual-
ization of issue management data. We also learned that different problems show
differently. The problems in planning and reporting are visible in long lifespans
of issues as well as different kinds of patterns in creating issues where as technical
debt may be visible in bug report lifespans and creation rate.
Our second research question was: “Is the visualization of project data helpful
for keeping track of the projects?”. Based on the feedback we can conclude that
the visualization is a useful tool for project managers. Furthermore, we noticed
that the visualization raised questions and interest in participants to discuss
about the state of the projects. The visualization creates a good common ground
for such discussion as it shows empirical evidence.
We have developed the visualization tool further based on the feedback
received from the case company. We have also done first experiments using the
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visualizations in teaching software engineering. As a future work we will inves-
tigate the use of the tool for other industrial projects as well as for open source
projects to validate our findings and evaluate the tool further.
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Abstract. Task allocation is considered an important activity in software project
management. However, the process of allocating tasks in agile software devel‐
opment teams has not received much attention in empirical research. Through a
pilot study involving mixed open-ended and closed-ended interviews questions
with 11 agile software practitioners working within a software development
organization in India, we explain the process of task allocation as including three
different mechanisms of workflow across teams: team-independent, team-
dependent, and hybrid workflow; and five types of task allocation strategies:
manager-driven, team-driven, individual-driven, manager-assisted and team-
assisted. Knowing these workflow mechanisms and task allocation strategies will
help software teams and project managers make more effective decisions around
workflow and task allocation.
Keywords: Task allocation · Workflow · Allocation mechanism · Agile software
teams · Task allocation strategies
1 Introduction
Successful project completion depends on how well and effectively the project activities
are planned and managed throughout [1]. Primary project management activities include
managing resources, task allocation, and tracking time and budget in the best possible
way [2]. Several studies have researched task allocation in global and distributed soft‐
ware development using traditional or agile methods [3–6]. A limited number of studies
have assessed task allocation mechanisms practiced by Free/Libre Open Source Soft‐
ware (FLOSS) development teams; however, they did not cover commercial projects [7].
Overall, task allocation in agile software teams, which are meant to be self-organizing
[9, 12], has not be studied.
We conducted a pilot study involving face-to-face interviews with 11 agile practi‐
tioners from three teams in a software organization in India. Thematic analysis [8] was
performed to derive the different types of workflow mechanisms and task allocation
strategies from the interview data. We identified three workflow mechanisms: team-
independent, team-dependent, and hybrid workflow. We also identified five types of task
allocation strategies: manager-driven, team-driven, individual-driven, manager-assisted
and team-assisted. Identifying these mechanisms and strategies helped understand the
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flow and forms in which tasks arrives to the team and the basis on which tasks are
classified and allocated.
2 Related Work
In traditional software development, the project manager plays a key role in task allo‐
cation and management and overall decision making. With the evolution of
agile methods, software teams are meant to be self-organizing with high levels of
autonomy, teams empowerment and mutual decision making in their everyday work
[10, 12] including project management activities such as task allocation [11, 12]. In
practice, however, agile teams are seen to display varying levels of autonomy as they
gain experience of functioning in a self-organizing way [11]. How the varying levels of
autonomy influence task allocation is not well understood. In particular, it is unclear
how work flows to and within the team, how tasks are allocated on an individual level,
and what are the different types and autonomy levels of task allocation in agile teams.
The research on task allocation in software teams has been largely dominated by
distributed contexts in global software development. Imtiaz et al. in their recent survey-
based study identified “functional area of expertise and phase‐based” task allocation as
the most common way of allocating tasks global software development [5]. Other
studies, e.g. [4, 6], explored task allocation in distributed agile software development
contexts through literature review and proposed models indicating further studies as a
promising area of research. Crowston et al. 2007 [7] demonstrated the possible mech‐
anisms of tasks allocation in community-based Free/Libre Open Source Software
(FLOSS) development in self-organized volunteer teams. Their findings support self-
assignment as one of the common ways of assigning tasks adopted by FLOSS teams.
However, not much has been explored in the literature about task allocation mechanisms
outside the FLOSS domain and specifically for commercial software development.
Overall, much remains to be understood about how work flows to and within agile teams
and how they practice task allocation.
3 Research Method
Our pilot study involved mixed open- and closed-ended interview questions with 11
agile practitioners. The overarching research questions were:
RQ1: How does work flow in agile teams?
RQ2: How does task allocation happen in agile teams?
3.1 Participant Selection and Description
An invitation to participate was sent out to members of the Agile software community
of India. The company willing to offer a maximum number of teams and participants
was selected. Eleven software practitioners from three agile teams working in this digital
technology company were included (one additional participant was later dropped since
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they were the sole representative of a fourth team). Participants were experienced soft‐
ware practitioners and were using agile methods, either Scrum or Kanban, including key
agile practices such as Daily Team Meetings, Release and Iteration planning, Pair
Programming, Review meetings and Retrospectives. Teams were collaborating with
off-shored customers or product teams in the USA through Google Hangout, Skype or
Webex. The project management tool used by all teams was Jira. Team, project and
participants’ details are profiled in Table 1.
Table 1. Team, project contexts and participants demographics (TS: Team Size, SP#:
Participants; TX: total experience in years; X: agile experience in years; ATL: Assoc.Tech Lead;












SP1 TL 31‒35 10‒11 6‒7
SP2 SE 21‒25 2‒2.5 1
SP3 ATL 26‒30 4‒5 4‒5
SP4 SE 21‒25 2.5 2.5
T2 5‒10 Scrum Analytics/
Features
SP5 TL 36‒40 7 7
SP6 SSE 26‒30 4 2
SP7 TL 31‒35 7.5 7.5
T3 15‒20 Kanban Cloud Services/
Migration &
Enhancement
SP8 TL 31‒35 5.5 5‒6
SP9 ATL 26‒30 4 2
SP10 SSE 21‒25 3.5 1
SP11 ATL 26‒30 4.5 2
3.2 Data Collection and Analysis
We conducted face-to-face interviews lasting 30‒40 min with each participant using a
combination of open- and close-ended questions about their current projects applying
agile methods. Initial questions gathered participants’ demographical data, details
related to the project, team and the agile methods used. Most other questions focused
on task allocation process e.g. how, when and from whom the teams receive the tasks
and how the tasks are allocated among the teams and the individuals. These were mostly
open-ended questions to allow a range of answers, with some choices being given to
facilitate the interviewees during the interview.
All the interviews were recorded with detailed notes taken during the interview.
Interview data was transcribed and analyzed manually using thematic analysis [8] to
derive the common themes, i.e. patterns of workflow mechanisms and task allocation
strategies common across the participants. This was led by one of the authors and
supported by the other two through careful reviews and discussions.
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4 Findings
In answer to RQ1, we identified three distinct workflow mechanisms (illustrated in
Fig. 1) that describe how the teams receive the work from the relevant stakeholders:
team-independent, team-dependent, and hybrid workflow. Additionally, in answer to
RQ2, we found five different task allocation strategies based on how tasks were allocated
within the team: manager-driven, team-driven, individual-driven, manager-assisted and
team-assisted.
Fig. 1. Teamwise task allocation mechanisms (T1: team independent workflow; T2: team
dependent workflow; T3: hybrid workflow)
4.1 Team Workflow Mechanisms
Team Independent Workflow: In this workflow, the tasks are defined irrespective of
the team location (US, India). Tasks comes to both teams from Product Owner mostly
in form of user stories during sprint planning meeting. Members of all teams individually
pick and break user stories into technical tasks. The work allocation is done by volun‐
teering for tasks through mutual discussions. For example, one participant explained:
“They[Product Team] bring whole description of the ticket[user story]…Everyone is in sprint
planning meeting, every developer I should say and then ticket by ticket we volunteer, they do
not assign any name.” SP1, Tech Lead.
Team Dependent Workflow: Client defines the tasks for respective teams (US, India)
separately as user stories during fortnightly iteration planning meeting. Before sprint
planning meeting, the team (T2) go through their stories and team members allocate the
tasks either individually or through mutual consensus. SP7 described the workflow as
follows:
“Client creates user stories then one day before sprint planning we [T2] go through stories
which are meant for India team and we pick whatever we want to do.” SP7, Tech Lead
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Hybrid Workflow: Team T3 was seen to follow multiple workflow mechanisms, but
tasks are typically allocated during a monthly release from the USA technical team, who
collaborates with the client. For a few members of the team, the USA team creates Jira
tickets with a set priority and complexity level. As specified by SP9:
“Now that teams have been divided so they have to work according to the tasks that are assigned
to those particular teams only so it’s not like that X team can work on team Y cards.” SP9,
Associate. Tech Lead
For other team members, work comes as features with a defined priority and release
date from the USA team. These features are selected by the Tech Lead in USA, who breaks
them into tasks and sub-tasks and allocates them to their ‘buddy’ programmer in India.
“So the client decides the criticality and to which release these [cards] will belong so once the
lead has decided that then pair [buddy] can pick up.” SP10, Sr. Software Engineer
4.2 Task Allocation Strategies
In Manager-driven Task Allocation, the manager/client/technical-lead allocates tasks
to the team members with names against the tasks as stated by a participant, where the
‘buddy’ was a senior Tech Lead in the USA:
“Nowadays I am given task by my buddy.” SP11, Assoc. Tech Lead
In Team-driven Task Allocation, the team discusses and mutually decides who will
perform which task, for example:
“We are three people [in the team] so mutually decide who will do [what].” SP6, Sr. Software
Engineer
In Individual-driven Task Allocation, tasks are self-assigned i.e. selected and
managed individually without any assistance from others. For example, SP4 quoted
practicing self-driven allocation:
“Mostly we volunteer it.” SP4, Software Engineer
In Manager-assisted Task Allocation, tasks are allocated with some assistance
from the manager/client/technical-lead to the team members. As a technical lead, SP1
mentioned assisting team member with picking tasks:
“‘Hey [name] you should do this [task]’, let say he is new and he doesn’t know [so] I help him,
‘pick this one because this is lesser complex’.” SP1, Tech Lead
In Team-assisted Task Allocation, every team member self-assigns tasks with some
assistance from fellow team members, for example:
“So any of the pair[s] can pick up [a task].” SP10, Sr. Software Engineer
5 Discussion
We identified five task allocation strategies. Four of these strategies involve either the
team as a whole or the manager/client in the task allocation process, making it evident
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that the task allocation mostly takes place through assistance or mutual discussions. In
other words, task allocation strategies rely on collective decision making. A prior study
[13] has shown that agile teams make effective decisions collectively compared to indi‐
vidual decisions, benefitting from collective knowledge and experiences.
Another aspect is that for high priority tasks all mechanisms agree on a common
allocation method, i.e. tasks are directly allocated to a skilled and experienced person,
an aspect supported by previous research [7].
Our study supports the different levels of autonomy evident on agile teams [11] as
we found evidence of varying management approaches: manager-driven, manager-
assisted and team-driven. Additionally, we also identified a new level: individual-driven
task allocation.
With respect to the effectiveness of their current strategy, all the teams reported being
satisfied, but some participants shared a few challenges, e.g. vagueness or missing clarity
on tasks was the most commonly reported challenge. One participant (SP10) mentioned
that with their current task allocation strategy (Team-assisted), work at times is not
evenly distributed. Another participant (SP1) revealed drawbacks of picking tasks
remotely. Since their client and the USA team are co-located they were perceived to
have an advantage in picking tasks over SP1’s India team. However, these challenges
are not directly related to task allocation, rather, they are also linked to requirements
clarity issues and the distributed nature of the team. This illustrates that task allocation
is impacted by many factors.
This research study can serve as a basis for exploring other task allocation strategies
and internal workflow mechanisms of agile teams. This pilot study included only 11
interviews from the same organization which signifies a limited dataset and context. Our
larger study will interview more software teams and individuals representing different
roles. Future work can focus on evaluating the effectiveness of the strategies.
6 Conclusion
This study presents a preliminary understanding of workflow mechanisms and task
allocation strategies in agile teams. Clients typically provide high-level requirements as
features or user stories to the agile teams who then break them down into technical tasks
or sub-tasks by themselves or directly allocate them to team members. The team
members then select them individually or through mutual discussions within the team.
Allocation of tasks usually takes place during iteration or release planning. The findings
of this study demonstrate that there are multiple types of task allocation strategies prac‐
ticed by agile teams based on what suits the completion of the work in the best possible
way. A common mechanism found in a majority of the teams is that if the priority of
the task is high, then the task is allocated to the most suitable person directly. Also on
average, the practice most commonly followed is that the team members collaborate
with each other and with their manager/client when assistance is needed.
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Abstract. The daily stand-up meeting is a widely used practice. However, what
is more uncertain is how valuable the practice is to team members. We invited
professional developers of a programming forum to a survey and obtained 221
responses. Results show that the daily stand-up meeting was used by 87% of
those who employ agile methods. We found that even though the respondents on
average were neutral towards the practice, the majority were either positive or
negative. Junior developers were most positive and senior developers and
members of large teams most negative. We argue that the value of the practice
should be evaluated according to the team needs. Further, more work is needed
to understand why senior developers do not perceive the meetings as valuable
and how to apply the practice successfully in large teams.
Keywords: Daily meetings  Stand up meeting  Daily scrum 
Communication  Coordination  Teamwork  Team size  Agile adoption 
Agile practices
1 Introduction
Agile methods introduced the daily stand-up meeting (DSM) as a practice to improve
communication in software development projects. In Scrum, the meeting is mandatory,
time-boxed to 15 min and team members address: (1) what they have done the previous
work day, (2) what they will do today and (3) what obstacles are preventing them from
making progress [1]. Scrum recommends that the DSM should not be used for dis-
cussing solutions to obstacles raised. However, empirical studies have found that
spending time in the short meeting on discussing and solving problems is valuable [2, 3].
DSMs are task oriented, generally unrecorded, and members gather to focus on a
narrow organizational goal. According to Boden [4], such meetings can be charac-
terized as informal. The practice gives team members an overview of what other team
members are doing and is therefore an important mechanism to increase information
sharing and team awareness [5]. The meeting is often conducted standing up to keep it
brief and avoid lengthy discussions, hence the term “stand-up meeting”. The practice is
also called “frequent short meetings” [6], “morning roll call” [7], and “daily Scrum
meeting” [1]. The DSM is an important practice for agile teams because it helps the
team in monitoring and managing its performance, which is important for the team to
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self-manage [8]. Further, such meetings improve access to information that foster
employee empowerment [9].
While DSM is a relatively straightforward practice to adopt, it is challenging to
implement it successfully. Challenges include finding a suitable time of day, keeping
the time limit and whether it should be held daily and standing up [10]. We have
previously found DSMs to last 63% longer when team members sit rather than stand
during the meeting [5]. Another challenge is members reporting their status to the team
leader, resulting in team members not paying attention to each other [8].
Although the DSM is one of the most popular agile practices [11, 12] and the only
daily team-based coordination mechanism, the practice has received little research
attention. Further, because meeting satisfaction is part of overall job satisfaction [13], it
is important to understand what makes this meeting valuable for team members. In a
recent, qualitative study of thirteen teams (in Norway, Poland, UK and Malaysia) we
found that the attitudes towards DSMs were slightly more positive than negative [5].
However, the level of satisfaction varied within the teams. Therefore, to understand
how to implement DSM, it is important to explore satisfaction with the practice on an
individual level. This leads to the following research question: “What are the char-
acteristics of developers perceiving the daily stand-up meeting to be valuable com-
pared to those who do not?”
Our work also answers a call for more empirical studies on the adoption rate of
agile software development methods [14].
2 Method
The target population for this study was professional software developers. Accordingly,
we posted the survey on Reddit, which is a social media website that allows scientists
to recruit a targeted population [15]. We chose two programming-related subreddits
(subforums) that provide news and discussions about computer programming
(r/programming, 710 000 subscribers) and web development (r/webdev, 130 000
subscribers). The survey was administered using the Qualtrics software which prevents
the survey to be completed more than once by the same respondent. Participation was
voluntary. Further, no compensation was offered, which increase the quality of the data
because the incentive to cheat is largely reduced [15]. The survey (available from
https://figshare.com/s/a10006dd8f5f26141511) took about three minutes to complete.
We received 316 responses, of which 243 contained data that could be analyzed.
Because we were interested in the opinions of software professionals currently working
in teams, we removed students and those not working or not working in a team. In total,
221 responses were used for the reported results. The majority of responses were from
the programming forum (n = 165). Nearly all the respondents were male (96.8%) with
a mean age of 31 years (n = 204, sd = 6.86). Among the respondents who answered
whether their team was distributed (n = 168), about two-thirds of the respondents
(63.1%) reported working in co-located teams, whereas the remaining had team
members distributed across sites (36.9%).
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All Likert questions used a five-point scale. All nominal-scale questions were
presented with a randomized order of categories because the order of response alter-
natives can influence results [16]. Some questions were not compulsory, which resulted
in missing data for the reported variables. Analyses are reported using the R statistical
software [17]. To err on the side of caution, we use two-tailed analysis and chose
non-parametric statistical tests. The one-sample Wilcoxon test is used to check for
statistically significant differences in distributions. When comparing frequencies
between two dichotomous variables that contain count data (i.e., frequencies) we used
Fisher’s exact test which reports the odds ratio (OR) effect size.
3 Results
In our study, the average number of DSMs conducted per week was five, which
suggests that it is a daily meeting. Table 1 shows descriptive statistics. We found no
difference regarding the frequency of meetings when it comes to being part of a
distributed team or not, or to team size. Among all the respondents, one-third reported
to work in teams with two to five members, one-third in teams with six to eight
members and one-third in teams with nine or more members. We found a difference of
52% points with an odds ratio of 12.3 for agile teams using DSMs over non-agile teams
(p < 0.001, 95% confidence interval for OR: 5.4–29.5).
Overall, 70.6% report that they attend DSMs (n = 221). Those who attend and
those who do not attend DSMs spend the same amount of hours in meetings (DSMs
included) and report similar values for programming skills. However, those who attend
DSMs spend almost one hour more each workday on programming (p = 0.046, attend:
M = 6.5 h, sd = 2.1; not attend: M = 5.6 h, sd = 2.7). Further, those who attend
DSMs work in larger teams (p = 0.03, attend: M = 6.90 members, sd = 4.7; M = 7.44
members, sd = 3.52); the median difference was 2 team members. Moreover, the
practice is regarded as more valuable by those who attend DSMs than those who do not
(p = 0.002, attend: M = 3.1, n = 123, not attend: M = 2.3, n = 29).
Table 1. Descriptive statistics
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We now report on only those respondents who attend DSMs. While the mean
perceived value by these respondents towards the practice was neutral (3.1), only
18.7% chose this middle category on the Likert scale. Most respondents were either
positive (44.7%) or negative (36.6%). We coded responses of 4 and 5 as “positive”,
responses of 1 and 2 as “negative”, and removed those who responded neutral to be
able to better understand differences between these two groups. We found no relation
between working in a co-located or distributed team and the perceived value of DSM.
However, those positive were significantly younger (p = 0.008, positive: M = 29.6
years, n = 49; negative: M = 33.5 years, n = 42).
Figure 1 shows the characteristics of the respondents who attend DSMs according
to whether they are positive (green, n = 55) or negative (red, n = 45) towards the
meetings they attend. The left part of the figure shows that those positive and negative
towards their DSMs spent about the same amount of time in meetings: 83 min for those
positive versus 77 min for those negative. However, there was a significant difference
in meeting frequency; those positive attended fewer meetings per day (DSMs included)
than those negative. Those positive towards DSM report somewhat more time spent on
programming per day (24 min) than those negative. Being positive towards DSMs was,
to some extent, associated with working in smaller teams. As a post hoc analysis, we
investigated differences in attitudes further and found that teams with 12 or more
members were most strongly associated with negative attitudes towards DSMs.
The right part of Fig. 1 shows a minor difference between how those positive and
negative towards DSM rated their own programming skills. However, those positive
rated the programming skills of their peers as significantly higher compared to how the
Fig. 1. Characteristics of those positive and negative towards their DSMs being valuable.
Significant differences are shown at the top and means are shown at the bottom of the figure (as
numbers). Outliers are omitted. Error bars represent the standard errors of the mean. + is
p < 0.10 and * is p < 0.05 (two-sided). (Color figure online)
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negative rated their peers. Further, those negative also rated their own skills as sig-
nificantly higher than that of their peers, whereas it was, to some extent, the opposite
for those positive.
4 Discussion
The main explanation of the widespread use of DSM (70,6%) is the high adoption rate
of agile development methods among our respondents. Table 2 shows that the agile
adoption rate in our survey is higher than what was found by Rodríguez et al. [11].
Rodríguez et al. did not report the adoption rate of DSM but concluded that it was one
of the most widely used practices. The last column in Table 2 shows the adoption rate
of DSM in both agile and non-agile teams in our study. VersionOne [12] report the
DSM to be the most employed agile practice with an adoption rate of 83%.
VersionOne’s sample mostly consisted of agile practitioners. In comparison, our DSM
adoption rate among those using agile or agile in combination with Lean was 87.3%.
Our results indicate that the practice has spread to companies not using agile methods
because 35.4% of the respondents who work in non-agile teams also report using DSM.
Thus, being agile implies that DSMs are used to a large extent which supports that
DSM is a practice that distinguishes agile from non-agile teams [17].
For our research question, “What are the characteristics of developers perceiving
the daily stand-up meeting to be valuable compared to those who do not?”, our results
indicate that those positive towards DSM are more junior developers. This inference is
supported by age, how they rate their own programming skills and their self-reported
skills compared to the perceived skill of their peers. Those positive towards DSM also
participate in fewer meetings than those negative. The same variables also indicate that
those negative towards DSM are more senior developers. One explanation for why a
senior developer regards DSM as less valuable is because seniors may already know
what goes on in the team and does not get any new information in the meeting. The
personal gain from the meeting is thus reduced. Moreover, being able to have quick
problem-solving discussions in the DSM make developers perceive the DSM as more
valuable [5]. Senior developers often work on more complex tasks, and it might be that
high complexity problems are seldom discussed at the meeting because they require too
Table 2. Usage rates of agile methods and DSM adoption according to development method
Development method Agile adoption
in our survey
Agile adoption in
Rodríguez et al. [11]
DSM adoption
in our survey
Agile and/or Lean 73.6% 57.8% 87.3%
Only agile 54.9% 33.6% 89.0%
Agile and Lean 18.7% 21.6% 82.4%
Only Lean 0.0% 2.7% 0.0%
Neither agile nor Lean 26.4% 42.2% 35.4%
Total 100.0% 100.0%
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much time. It is more likely that the problems a junior developer encounter are more
easily solved in a DSM.
A second explanation is that senior developers attend more meetings than junior
developers. The DSM then becomes an additional daily interruption, which reduces the
satisfaction with such meetings. Perceiving the meeting to have too high frequency
negatively affects the attitude towards DSMs [5]. Moreover, meeting load affects
employees well-being [18] so companies should be sensitive to the number of meetings
the developers have to attend. While it has been claimed that DSMs eliminate the need
for other meetings [1], we found no difference between hours spent in meetings for
those who attend or do not attend DSMs.
In a self-managing team, the team goal should be more important than the indi-
vidual goal, and then a developer should rate the DSM value depending on the team
needs. One respondent commented: “I think some people need the daily stand-up
format. So even though I personally don’t feel like I need it, I feel it benefits us all to do
it because of the different personalities.” Because we do not know the perspective of
the respondent we do not know if the respondents are considering the value from an
individual or team perspective, or a mixture of the two views.
We found that larger teams are more likely to have DSMs. Paradoxically, the larger
the team, the less is the satisfaction with DSM. Large teams using DSMs should
therefore pay special attention to improving the quality of these meetings. In particular,
developers were negative towards DSM when teams consisted of 12 or more team
members. Previous research also found a negative correlation between the number of
meeting participants and the attitude towards DSM [5].
The main limitation of this study concerns the representativeness. Although the
distribution of self-reported programming skill in this study is nearly identical to our
earlier study of programming skill of developers [19], the sample and target population
may differ. For example, it is possible that only those who knew or had a strong
(polarized) opinion of DSMs responded to the survey. This may bias results in favor of
more respondents reporting using DSM and more variability in opinions than is
actually present in the target population. Another potential concern is that we had
subjects from two different programming forums, but the results we report still hold
when analyzing the data from the two forums separately.
5 Conclusion and Future Work
The present study investigated the perceived value of daily stand-up meetings (DSMs)
and reports the adoption rate of the practice. Among those who use agile methods, the
majority conducts DSMs. Although it is a common practice, the perceived value of the
meeting varies with junior developers being more positive and senior developers more
negative towards the DSMs they attend. A possible explanation is that junior devel-
opers receive more relevant information and assistance in solving problems during the
meeting. In contrast, senior developers often work with larger, more complex and
independent tasks that are more difficult to share with team members on a daily basis.
Agile teams are expected to be self-managed, and the need of the team should be more
important than that of the individual. The value of the practice should, therefore,
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be evaluated according to the team needs. Consequently, senior developers should be
made more aware that DSMs are beneficial for the junior developers as well as the team
as a whole. Another result was that developers in larger teams see the meeting as less
valuable than developers in smaller teams. Because the work in large teams is often
loosely coupled, the information shared during the meeting may be less relevant for the
individuals. Consequently, large teams in particular need to invest resources in
improving the practice to make it valuable.
Future work should investigate other criteria of the participants, such as role and
domain. Because the perceived value of meetings affects job satisfaction, there is a
need to understand why senior developers and large teams do not perceive the meeting
as more valuable. The DSM is a widely adopted practice and is an important mech-
anism for information sharing and team awareness, thus, how to apply the practice
successfully in large teams should also be studied.
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Abstract. Knowledge management and reflection are important aspects in daily
stand-up and retrospective meetings, which contribute to agile teams continuous
improvement. Research in knowledge management in agile software develop‐
ment has shown knowledge classifications which do not seem closely related with
agile practitioners and current research has not treated agile reflective practice in
detail. This research, which will focus on daily stand-up and retrospective meet‐
ings, addresses two objectives: (i) to investigate specific knowledge types (i.e.
product, project and process knowledge) in everyday agile practice and knowl‐
edge management strategies applied by agile teams; (ii) to explore the actual
knowledge involved in the meetings, which helps agile teams to perform reflec‐
tion and use that knowledge for reflection. Case studies will be applied for this
research to analyse both meeting practices. It is expected that the research results
will provide a framework for agile teams to manage knowledge and perform
reflection, which would be useful for team and process improvement.
Keywords: Agile software development · Knowledge management · Reflective
practice · Agile retrospective meeting · Daily stand-up meeting
1 Introduction
Agile Software Development (ASD) is a group of software methods that use an “inspect
and adapt” process as a part of regular reflection for continuous improvement [1]. Daily
stand-up and retrospective meetings are practices that are meant to help evaluate team
progress, impediments, and plans and find ways to improve [2]. In the daily stand-up
meetings, agile teams share progress, discuss the impediments that occur in the team
and share their plans daily [3]. The retrospective meeting enables agile teams to inspect
the feedback shared and discuss the ways to improve.
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Knowledge management is an important aspect for agile team creativity, which can
lead to improving the agile process [4]. By knowing how to manage knowledge, which
is useful for team learning, agile teams would be able to reflect and find ways to improve
the process [4]. While the daily stand-up and retrospective meetings are meant to be
used to share knowledge and perform reflection, in practice what specific knowledge
(e.g. contextual information, understanding, insight, experience), knowledge types (e.g.
product, process and project) and knowledge management strategies help agile teams
perform reflection are not well understood.
With the motivation to address these research problems of knowledge management
and reflective practice in ASD, this paper contains some initial findings of our research,
which include a concept of knowledge management in ASD and a reflection framework
in retrospective meetings (Sect. 5). However, there are some issues that are still unclear
on how to correlate these findings. We hope that the consortium can provide suggestions
and feedback on:
1. The content and presentation of our preliminary theoretical models.
2. Best practice in cross-team comparison and analysis of data and combined presen‐
tation.
3. Recommendations on known or hypothesized relationship(s) between knowledge
management and reflective practice.
2 Relevant Prior Work
2.1 Knowledge Management in ASD
Knowledge is the combination of content from more than one categories of information,
which taken from documents, practices and norms [5]. Relevant prior research shows
several classifications of knowledge management in ASD. Several reviews focus on
knowledge management school classification [6] and knowledge management concept
in ASD [7].
There are three categories of knowledge management [8] (i.e. technocratic,
economic and behavioural) of which two of categories (technocratic and behavioural)
are associated with ASD [6] and the third category (economic) is not related to ASD.
The technocratic category emphasizes on explicating knowledge and its flows. The
technocratic school is further subdivided into three schools: system, engineering and
cartographic schools. The system school refers to knowledge management strategies
that use technology, such as JIRA, Wiki and GitHub; the engineering school focuses on
the business context of software processes; and the cartographic school focuses on
experts in a team as a centre of knowledge for the team. The behavioral category is
further subdivided into three schools: organizational, spatial and strategic schools. This
school focuses on collaboration and communication as knowledge management strat‐
egies. Developing the network among teams and using office space to support team
communication are included in the behavioural school.
Another research is about knowledge management concept map in ASD [7]. Yanzer
et al. [7] present several concepts map, such as ways of communication, human and
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social factors, tools for knowledge management and knowledge representation forms.
The human and social factor concept covers knowledge management adoption in agile
projects. Other concepts, which include the ways of communication, tools for knowledge
management and knowledge representation forms, focus more on techniques and tools
to manage the discussion.
Specific explanation about knowledge classification in software engineering [9] is
explained by Ebert & De Man [9], which classifies knowledge types into three types,
such as product, project, and process knowledge. Product knowledge is the knowledge
that consists of product features, which is related to other product features, protocols,
products and standards. Project knowledge is the knowledge about project resources,
such as work products, budget, milestones, team performance and targets achieved.
Process knowledge is the knowledge about the workflow related to business process,
supporting technologies and how teams integrate their work with others.
Referring to the aforementioned knowledge classification, this research intends to
investigate the knowledge types (product, project and process knowledge) involved in
ASD. By referring to these knowledge types, the explanation of knowledge involved in
ASD would be more detailed and closely related with agile practices.
2.2 Reflective Practice in ASD
Most studies in the topic of reflective practice in ASD have only focused on how to
perform retrospective meetings with the broad explanation on the reflective practice.
One of the techniques introduced to be implemented in retrospective meeting is Post
Iteration Workshop (PIW) [10]. PIW is performed in retrospective meeting by collecting
obstacles and generating tasks and decisions. Postmortem review is another technique
that is applied in retrospective meeting [11]. This review is useful to highlight five
important issues during a two-week sprint that need to be focused on.
In addition, reflective practice is also explained in Babb et al. [12]. In their study,
they investigate reflection in agile practices by introducing the Reflective Agile Learning
Model (REALM). REALM classifies some agile practices based on Argyris and Schön’s
[13] classification, which embody reflection-in-action and reflection-on-action.
Although reflection in each agile practice is captured in REALM, the specific knowledge
used by agile teams to perform reflection has not been investigated.
To fill this gap, this research attempts to investigate what knowledge is managed by
agile teams in performing reflection and how the reflection occurs in daily stand-up and
retrospective meetings. By referring to Bain [14] about level of reflection (i.e. reporting,
responding, relating, reasoning and reconstructing), the explanation about reflective
practice in those practices would be more specific.
3 Research Objectives
This research attempts to answer the following research questions:
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RQ1. What specific knowledge types (i.e. product, project and process knowledge) are
involved in daily stand-up and retrospective meetings and how do agile teams
manage that knowledge?
RQ2. What actual knowledge helps agile teams perform reflection and how agile teams
use that knowledge for reflection in daily stand-up and retrospective meeting?
The aims of this research are to explore knowledge types based on three knowledge
types (i.e. product, project and process), the strategies in managing that knowledge in
daily stand-up and retrospective meetings for agile team’s reflection.
4 Research Design
In order to answer the research questions, this research will apply Yin’s case study
research methodology [15], which is classified into three phases: (a) Define and design,
(b) Collect, prepare and analyse (i.e. data), (c) Analyse (i.e. findings) and conclude.
Figure 1 summarises the structure of Yin’s case study and shows some phases in this
research. The colours indicate the research progress. Green refers to the tasks that are
“done”, yellow indicates the tasks that are “in progress” and red refers to “to do” tasks.
The current research focuses on phase b which is to analyse collected data (interviews
and observations).
Fig. 1. Case study method [15] (Color figure online)
Firstly, in the define and design phase, a concept about knowledge management in
ASD was generated through the Systematic Literature Review (SLR-‘review/develop
theory’). The next phase in the case study is to collect, prepare and analyze (phase b).
Data collection was started by conducting interviews (individual and group) and meeting
observations, which aims to gain specific explanation from the participants and under‐
stand the situation and actual knowledge managed in the meetings.
The next steps after observations and interviews are transcribing the interviews and
analyzing them. The interviews transcripts were analyzed by using a qualitative data
analysis technique called thematic analysis [16] by generating initial codes, searching
for themes, defining and naming themes and finally producing the report that will be
integrated on the next phase. Lastly, in the analyse and conclude (phase c), the analysis
results of each team will be compared with those from other teams to formulate the
findings and conclude the research. The results will be analysed comprehensively and
followed by formulating the findings (phase c).
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5 Current Research Progress
This research has two initial findings, which emerged knowledge management and
reflection in daily stand-up and retrospective meeting. Initial findings were generated
from SLR and case studies are described in the section below.
5.1 Initial Findings on Knowledge Management in ASD
A Systematic Literature Review was performed that reviewed 46 empirical studies
focused on knowledge management in ASD selected from an initial pool of 2317 papers
from reputed databases such as Springer, Scopus, and IEEE Xplore. Using a combination
of thematic analysis [16] to analyse the primary studies and a Grounded Theory [17]
approach to synthesise the results, it was discovered that:
1. Agile practices were found to be associated with the three types of software engi‐
neering knowledge proposed by Ebert & De Man [9]: timelines, team progress, and
plans representing project knowledge; requirements and designs representing
product knowledge; and coding techniques and synchronised teamwork representing
process knowledge.
2. To manage the knowledge, agile teams use three specific knowledge management
strategies: discussions (e.g. sharing requirements), artefacts (e.g. user stories) and
visualisations (e.g. burn down charts).
A theoretical model was generated from the results (see Fig. 2), which explains that
the three knowledge types are managed by performing agile practices and knowledge
management strategies. This result was submitted currently under review.
Fig. 2. A theoretical model of knowledge management in ASD
5.2 Initial Findings on Reflection in Agile Retrospective Meeting
A case study was conducted using data collected from interviews of sixteen software
practitioners from four agile teams and observations of their retrospective meetings.
Collected data was analyzed by applying thematic data analysis [16]. By transcribing
data, generating codes, searching for themes, reviewing themes, defining and naming
themes, the findings of this case study were formulated in the form of a paper, which
has been accepted in XP 2017 conference (“Reflection in Agile Retrospective”).
This case study aims to investigate what aspects are focused on during the retro‐
spective meeting and how reflection occurs in the retrospective meeting. By applying
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thematic analysis to analyze the interviews, it was discovered that identifying and
discussing obstacles, discussing feelings, analyzing previous action points, identifying
background reasons, identifying future action points and generating a plan are impor‐
tant aspects involved in the retrospective meeting, which is useful for agile team reflec‐
tion. These aspects are associated with five (grouped to three) levels of reflection from
education [14]. The levels of reflection from education appear related to the answer of
how reflection occurs in the retrospective meeting, which can be classified into three
levels of reflection [14], reporting and responding, relating and reasoning, and recon‐
structing.
According to these findings, a reflection framework for agile retrospective meeting
was presented on Fig. 3. The framework combines five steps of the standard agile retro‐
spective – set the stage, gather data, generate insight and decide what to do, close the
retrospective – and the levels of reflection – reporting and responding, relating and
reasoning, and reconstructing [14] include the aspects involved on each step.
Fig. 3. A reflection framework for agile retrospective meeting
There are some research tasks remains, as can be seen in Fig. 1 (phase b and phase
c), in which some tasks are in progress. Next steps include writing up the results of the
case study pertaining to the daily stand-up practice, conducting further observations,
analysing the transcription of software teams and formulating the findings.
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Abstract. Self-assignment is a self-directed way of task allocation commonly
practiced by members of agile teams. However, not much is known about different
aspects of self-assignment in literature. This research focuses on two objectives
with respect to self-assignment. The first objective is to explore what strategies
agile practitioners follow to self-assign tasks of different nature (i.e. new feature,
enhancement, and bug-fix). The second objective is to identify the challenges
associated with self-assignment and investigate how agile practitioners overcome
these challenges to achieve project outcomes. Grounded theory is chosen as the
research methodology for this study with data collection through interviewing
agile practitioners and observing teams practicing self-assignment. Based on the
results, we would propose a theory for self-assignment as a task allocation practice
and a set of context-driven guidelines. Knowing the proposed theory and guide‐
lines will help the agile practitioners and companies to make self-assignment a
valuable practice in their settings.
1 Introduction
Agile development methodology emerged as an alternative to conventional, sequential
and phase-based development. It follows an iterative and incremental approach to
development and is open to changes throughout the project [1]. In contrast to traditional
development processes, agile offers a different approach to managing the software
development cycle. Agile software development constitutes a set of methods and prac‐
tices based on twelve principles formulated in the Agile Manifesto [2]. The leading agile
methodologies (Scrum, XP, Kanban) suggest different strategies and practices to ensure
smooth development to achieve project outcomes.
An agile team is a cross-functional group of people who brings a different set of
skills to the team. The essence to successful agile teams is their capability to self-
organize accompanied by ownership. We find many contributions by researchers made
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exclusively on self-organization and self- organizing nature of the teams [3]. However,
there is a dearth of research on how task allocation is done in self-organizing agile teams
and what are the common practices followed by agile practitioners to achieve their goals.
Agile methodology uses self-assignment method for the allocation of tasks among
team members [4]. However, we do not have enough studies and evidences regarding
how software engineers tend to choose these tasks for themselves. There are certain
factors that tend to motivate the engineers and developers to prioritize while self-
assignment of tasks. During the process of self-assignment, they also have to face issues
that need to be addressed for proper allocation and self-assignment. This study will be
focusing on mainly these two aspects of self-assignment i.e. strategies and challenges
for self-assignment in agile methodology. The contribution will be twofold. Firstly, it
will add theoretical knowledge about self-assignment as a way of task allocation.
Secondly, the results of this study will benefit developers and managers to overcome
challenges during the process of task allocation.
2 Feedback or Areas Seeking Advice
At this time, we are seeking feedback and advice for the following things:
• What is the best way to compare findings from different sources and present overall
findings in a way that data integrity is not compromised?
• Advice on reaching theoretical saturation for different task allocation strategies under
different contexts.
3 Related Work
The success of a software development project depends heavily on the way the related
project management activities are executed [5]. These activities primarily include
managing the resources, organizing the software teams, allocating tasks to relevant
stakeholders, monitoring time, budget, and resources [4]. These activities are carried
out differently depending on the project management approach followed. In traditional
software development, a project manager plays a key role in task allocation. The main
duty of a project manager is to assign tasks to the project teams. This work is assigned
keeping in mind the knowledge, skills, expertise, experience, proficiency and technical
competence of the team member [6].
The benefits of agile methodologies include but are not limited to teams empower‐
ment, collaborative atmosphere, shared decision-making and a transparency with a client
[4, 7]. In addition, the concepts of ‘light touch’ management and self-organizing teams
are the essence of agile teams [1]. These benefits have taken many software firms by a
storm, as a result adopting many of these practices in their everyday project management
activities including task allocation [4, 8]. This has affected the way the tasks allocation
takes place in agile teams. Instead of manager directing or assisting the tasks, these teams
are meant to practice picking up tasks or volunteering for tasks [7].
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Self-directed task allocation or self-assignment is an attribute of agile teams [4, 8].
In theory, every member of the agile team is meant to assign a task or user story to
themself [4]. This method of assigning tasks has also been observed in open source
software (OSS) development in both commercial and non-commercial projects [9, 10].
Research on industry practices gives some evidence to support this method of task allo‐
cation but how this takes place is not very deeply investigated. For this reason, it is
potentially a promising area for study leading to both academic and practical implica‐
tions.
4 Research Basis
In this study, we intend to explore self-assignment of tasks in agile software development
teams. The main research questions governing the research are:
RQ1: How agile practitioners practice self-assignment of tasks? What are the best
strategies for self-assigning different types of tasks (new feature, enhancement,
bug fixation) in agile software teams?
RQ2: What are the challenges associated with self-assignment of tasks? How agile
practitioners overcome these challenges?
5 Research Plans
To answer RQ1 and RQ2, we will focus on how task allocation is played out in agile
teams. In particular, this will center on the strategies that teams and individuals undergo
in practice using different agile methodologies and for different projects including chal‐
lenges associated with using these practices. We also plan to study self-assignment as
task allocation in different scenarios and contexts and the study will not be limited to a
single domain.
• Identifying strategies for tasks of different nature(New feature, Bug Fix, Enhance‐
ment)
• Classification of common strategies
• Strengths and weaknesses of the common strategies
• Identifying best strategies in their settings
• Factors affecting self-assignment of tasks
• Comparing self-assignment to alternative methods of task allocation
• Challenges faced with different strategies(threats to autonomy and cross-function‐
ality, complexity and dependency dimensions)
• Identifying the areas of improvements with these strategies
• Evaluating the generated theory using GT guidelines
• Proposing a context-driven set of guidelines which agile practitioners may take into
account while self-assigning tasks to get the best out of it.




We studied few research methodologies [13] and selected Grounded Theory (GT) for
our study [11, 12, 14]. Grounded theory was developed in the early 1960’s by Glaser
and Strauss. It is chosen as the research methodology mainly due to listed reasons.
• Interest of the researcher towards generating theory explaining how self-assignment
is practiced by agile practitioners
• GT is suitable for research areas which have not been explored thoroughly before.
• GT is extensively used for studying agile software teams, human and social aspects
of software engineering, and many project management issues [3].
• GT treats everything as data giving researcher the freedom to use quantitative data,
qualitative data, video, diagrams, and existing theories [14].
Initially, literature and related work are explored generally on identifying how and
when tasks are allocated using traditional and non-traditional software methods for
software projects. As recommended by Glaser, a minor literature review is conducted
in the area of research [12] i.e. self-assignment as a practice of agile teams and individ‐
uals. Additionally, we went through articles describing grounded theory in other areas
which helped to understand the research methodology and the emergence of the theory
from the data [15–17].
As the research is mainly qualitative in nature, the intended data source is semi-
structured interviews with agile practitioners of the relevant industry. In terms of data
collection, we intend interviewing a total of 40–50 agile practitioners with team obser‐
vations. But for some parts of the study e.g. factors affecting self-assignment, survey-
based data collection will be pursued. Ongoing data analysis and synthesis procedures
will be employed on collected data leading to findings of the research. In later stages,
when the findings will be sufficiently developed latest and previous related literature
will be reviewed again. We intend to assess the generated theory on the basis of four
criteria: fit, work, relevance, and modifiability as recommended by Glaser [11].
The main components as adopted by some of the researchers are listed below [14]:
• Data Selection and Collection: Theoretical Sampling (Recruiting participants; Inter‐
views; Observations; Surveys; Questionnaires);
• Data Analysis: Open Coding; Selective Coding; Theoretical Coding; Constant
Comparison; Memoing; Sorting; Theoretical Saturation; Generating Theory
7 Validity Threats and Control
The most relevant validity threats to the research along with some checks to be taken to
minimize them are given below.
• To reduce researcher bias, we intend to collect data from different sources interviews,
observed meetings, and questionnaire. Such data triangulation will help us to generate
more substantial data.
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• Additionally, to collect multiple perspectives we plan to collect data from different
contexts so that we do not limit this study to a particular setting, also we will be
interviewing different roles belonging to variant sized organizations working on
different software types.
• The supervisor and the co-supervisor, have strong expertise in empirical methods,
especially GT and will keep a constant check to make sure that the researcher is not
inclined to some side at some point during the study.
8 Current Status
• We have completed an initial round of literature review of related work on task allo‐
cation from a pool of papers published between 1990 to 2016 and gathered related
work on task allocation generally in software projects and explicitly for agile projects.
• We have also explored some research methodologies to analyze and synthesize the
data. After studying few research methodologies we decided to use grounded theory.
• Additionally, we conducted a pilot study to explore self-assignment in agile teams
and investigated few aspects associated with it on a relatively small number of agile
practitioners. During this study, we found self-assignment to be a potential area for
further research as it has not been addressed extensively in the literature. The findings
of this study are formulated and submitted to XP 2017 conference and accepted as a
short paper (“Exploring Workflow Mechanisms and Task Allocation Strategies in
Agile Software Teams”) and the social aspects of the study are formulated, submitted
to CHASE2017 and accepted as notes paper (“Motivation for Self-Assignment:
Factors Agile Developers Consider”).
• At present, we are collecting data. We have been successful in gaining some agile
practitioner participants and continue to approach others.
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Abstract. Our ultimate goal is to propose a catalog with recommenda-
tions on how to organize the work of programmers. In this research we
intend to provide experiments to explore the most suitable forms to allow
programmers to develop software, either alone, in pair programming or
in group. We also explore other approaches like code review. Our goal is
not only to reduce the software development cost, but also to improve
programmers life quality.
Keywords: Mob Programming · Swarming · Pair programming · Pair
and review simultaneous in pairs · Code review · Coding Dojo
1 Introduction
The motivation of our research is to find better ways to organize the programmers
work to develop quality software in a productive way suitable to their current
context. Our goal is not only to reduce the software development cost, but also
to improve the programming experience. Toward to do this a set of unanswered
questions related on how many programmers should implement a task emerged:
– When Pair programming should be used?
– When it is interesting to perform Mob programming?
– What are the situations where it is better to do simultaneous work?
– What’s the influence of the context and of the team?
2 Description of Points on Which We Would Like
to Get the Most Advice on
We would like to have initial hints on when is better to use each one of the
techniques and when alternating among them is a good idea. Our research is
based upon the process of the Illuminated Arrow (see below).
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3 Relevant Prior Work
Herez [9] did an extensive work on when to apply pair programming on several
teams. The main conclusions were that pair programming should be applied
when the task being developed is more complex or when there is a large gap on
the programmers experience. On other situations, other more light techniques
like code review can be applied without any drawback.
More recently we started to study also the benefits of Mob Programming.
There are points of convergence in the literature about the advantages of the
use of Mob Programming over other techniques [9–13]. On a first experiment
we figured out that Mob Programming was not very useful when no one in the
team knew the language/framework being used [10].
4 Research Objective
Elaborate a catalog with suggestions on how the programmers should organize
their work concerning pair programming and related techniques.
5 Research Approach, Study Design and Arrangements
The interpretation made in an interpretive case study is frequently impossible to
be auditing posteriorly and, is very difficult to conduct controlled experiments.
For this reason, Kattan [2] suggests to conduct application examples to produce
raw data. After, to analysis this data, is suggested the use of the Grounded The-
ory techniques, to looking for one auditable Theory to explain the findings [5].
There are no silver bullets [6], but maybe together we could build illuminated
arrows that somehow inspire the correct path to innovators. Figure 1 show the
phases of this research method, that reduces the gap between software develop-
ers and academic researchers and, thus, produce more ready to use knowledge.
The Illuminated Arrow [2] proposed application examples to deepen impartially
the initial work of an action research, supported by systematic and tertiary
revisions [4].
In Software Engineering it is very difficult to conduct controlled experiments
or make convincing Double Blind experiments [3]. Furthermore, human expertise
and human subjectivity interfere with the result of experiments. The types of
software are very different, each software is unique, it depends on the problem it
solves, so is different from medical research, where every human being has blood,
lung, heart, brain, etc [2].
The reason to start with an action research is to fix the initial mistakes of the
research and to be sure about the benefits and limitations of it. If the result of
the initial work, is considered positive, the next step suggest by the Illuminated
Arrow is systematically review the literature, making it easier to audit.
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Fig. 1. Phases of illuminated arrow, starting from left and finishing in the right [2].
6 Action Research and Application Examples
The Empirical Study occurs twice. The first is in the beginning of the research
as suggested by illuminated arrow, because start with an action research helps
to deep the knowledge on this theme. Thus, makes easier the identification of
some aspect possible to be improved and will guide the systematics reviews.
The second time, occurs after the literature review and is the empirical study
by application examples. Thus, makes easier audits compared with interpretative
case studies usely used. The applications examples will be careful design based
at the literature reviews and action research.
These application examples will produce raw data about what we observe,
toward to confirm and validated some aspects, provide new ideas and these
raw data produced we hope that permit emerge one Theory in the way of one
recommendation system to software developers about the better set of practices
based on a specific context.
7 Data Analysis Methods and Techniques
The use of grounded theory is founded on the premise that the generation of
theory at various levels is indispensable for a deep understanding of social phe-
nomena [7,8]. The techniques of data analysis in grounded theory are:
– coding data (that comprises open, axial and selective):
Open coding, to find categories;
Axial coding, to find links between the themes/categories;
Selective coding, to find the core category.
– memo writing;
– theoretical sampling.
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8 Summary of the Current Status of the Research and
Planned Next Steps
This proposal research is the continuation of Kattan [9] master’s thesis. The tech-
nique is called Programming and review simultaneous in Pairs, is one extension
to the pair programming. It’s concluded when the goal is to reduce the time-to-
benefit suggest use the Programming and review simultaneous in Pairs, when the
pair is compose by professionals with the follows experience levels: intermediate
and senior, or senior and senior, or junior and junior. The complexity of these
tasks were classified as: low, medium and high.
Kattan reviewed the Mob Programming literature too in his master’s disser-
tation and also applied Mob Programming in one application example.
Figure 2 illustrates the extension to pair programming, was used aspects of
Simultaneous Engineering [9] to create one alternative to pair programming. The
phases 1, 2, 3, 4, 5 and 6 are illustrated in Fig. 2. Phase 7 is illustrated in the form
of the team with the work, because is the reflective rest and conflict resolution, is
unformatted due to the miscellaneous possibilities for reflective/productive rest
and conflict resolution.
The current status of the research and planned next steps are:
– We are conducting in companies experiments on Mob Programming, Pro-
gramming and review simultaneous in Pairs, Pair Programming, Code Review
and Coding Dojo [1].
– We are continuously reading the live science of this theme in literature in a
frequently updating process.
– Beyond the use of questionnaire, we are analysing possible metrics [9].
– Based on feedback of international community we will rock the research and
start the data collection.
– After conducting field studies, called here of application examples, we will
analyse the data using Grounded Theory techniques.
Fig. 2. Programming and review simultaneous in Pairs
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