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RÉSUMÉ
Depuis une dizaine d’années, l’imagerie par résonance magnétique (IRM) est d’un intérêt
grandissant pour la radiothérapie, notamment grâce à la radiothérapie guidée par IRM mais
surtout par le développement de l’IRM-linac qui est sur le point d’arriver en clinique. L’avan-
tage de l’IRM est de fournir un excellent contraste pour les tissus mous tout en ne donnant
aucune dose de radiation au patient. Cependant, l’information nucléaire contenue dans les
images IRM n’a que peu de lien avec l’information électronique nécessaire à la planification
de traitement et qui est donnée par la tomodensitométrie (CT). Différents groupes de re-
cherche ont développé plusieurs méthodes pour simuler des images CT à partir des données
IRM, aussi appelées CT synthétiques.
L’objectif de ce travail est d’évaluer une nouvelle approche bayésienne de production de CT
synthétique utilisant un modèle de régression gaussienne (GMR). La méthode est également
comparée à une méthode GMR existante. Les images IRM de trois têtes de cochon ont été
acquises avec des séquences T1, T2, DP et PETRA, fournissant un total de 13 contrastes.
Des images CT à 120 kVp ont également été obtenues pour les trois têtes. Les intensités
des CT synthétiques sont ensuite comparées aux images CT et les erreurs sur les intensités
sont analysées. Finalement, pour évaluer l’impact sur la dosimétrie, trois plans de traitement
fictifs ont été calculés en utilisant le système de planification de traitement Eclipse. Les plans
ont été réalisés sur les images CT et ensuite transférés sur les CT synthétiques. Les erreurs
de dose sont évaluées à l’aide des histogrammes dose-volume (DVH) et des statistiques de
dose ainsi qu’avec une analyse par indice γ.
Les résultats montrent que l’erreur moyenne sur les HU est de -7 ± 20 HU pour la méthode
Bayes-GMR et de -4± 29 HU pour la méthode GMR. L’erreur la plus importante est observée
pour les os avec une erreur maximale de 150 HU. Cependant, ces erreurs produisent une
erreur moyenne sur la dose de moins de 0.5 % pour la plupart des plans de traitement. Bien
que la méthode Bayes-GMR ait de meilleurs résultats que la méthode GMR dans 7 plans de
traitement sur les 9 étudiés, une amélioration clinique apportée par la méthode bayésienne
reste à démontrer.




Magnetic resonance imaging (MRI)-guided radiotherapy has become a topic of great interest
in the last decade, especially with MRI-linac prototypes being currently commissioned for
clinical use. MRI has the benefit of providing high contrast in soft tissues while assuring zero
imaging dose to the patient. However, the nuclear information contained in MRI data can
have little link to electronic data, which is required by treatment planning systems and is
obtained with computed tomography (CT). A lot of groups have developed several methods
to produce simulated HU maps, called synthetic CT, from MRI images.
The purpose of this work is to present and evaluate a new bayesian approach to produce syn-
thetic CT using a gaussian mixture regression model (GMR). The method is also compared
to an existing GMR method. The data consist of MRI images of three pig heads acquired
following T1, T2, PD and PETRA sequences, resulting in 13 contrasts. CT images of each
heads were also acquired at 120 kVp. The synthetic CT are then compared to the CT images
and the errors on HU are analyzed. Finally, to evaluate the impact on the dosimetry, three
simulated treatment plans were calculated, using the treatment planning system Eclipse.
The plans were done on real CT and transferred to the synthetic CT. The errors on dose are
evaluated using the dose-volume histogram (DVH) curves and several dose statistics as well
as with analyses based on γ index.
The results show that Bayes-GMR yields a mean error of -7 ± 20 HU and GMR -4 ± 29 HU
on synthetic CT. The mean errors are large for bone only (up to 150 HU). However, these
bias lead to mean dose errors of less than 0.5 % for most of the treatment plans. Although
the Bayes-GMR method performs better than the GMR method on 7 out of 9 treatment
plans, a clinical improvement by the Bayes-GMR method is still to be demonstrated.
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Après leur découverte par Röntgen en 1895, les rayons X ont été rapidement utilisés en
médecine pour le traitement du cancer. Durant les premiers développements de la radiothé-
rapie, l’énergie des rayons X n’était que de l’ordre du kilo-voltage et les traitements étaient
surtout destinés aux tumeurs superficielles et aux affections de la peau. Il a fallu attendre
les années 50 pour voir l’apparition des premiers accélérateurs linéaires délivrant des pho-
tons dont l’énergie maximale pouvait atteindre plusieurs MeV, permettant le traitement de
tumeurs plus profondes. Cependant, la livraison de la dose restait grossière et les organes
à risque n’étaient pas toujours évités. L’introduction des collimateurs multi-lames et de la
radiothérapie assistée par ordinateur dans les années 90 a été une autre grande avancée.
La planification en 3D, notamment la radiothérapie par modulation d’intensité (IMRT), a
remplacé la planification en 2D et ces nouvelles technologies ont permis de former la dose
à la tumeur tout en évitant une trop grande exposition aux organes à risque. Aujourd’hui,
les nouvelles techniques se multiplient avec l’apparition de l’arc thérapie, de la radiothérapie
stéréotaxique, délivrant une forte dose à une région très spécifique, de la tomothérapie ou
encore de la radiothérapie 4D adaptant le traitement aux changements inter séances et aux
mouvements intra séance du patient [56].
L’invention de la tomodensitométrie (CT) en 1971 et son apparition en clinique dans les
années 80 a été un élément déterminant dans le développement de la radiothérapie. Avec cette
imagerie en 3D et l’introduction des unités Hounsfield (HU) permettant de relier l’intensité
des images de tomodensitométrie avec le coefficient d’absorption de la matière imagée, le
CT est vite devenu un outil essentiel pour le calcul de dose en radiothérapie. Outre le
calcul de dose, le CT est également essentiel au bon positionnement du patient. En effet,
une des caractéristiques importantes du CT est sa capacité à reproduire la géométrie des
patients. De plus, malgré un mauvais contraste pour les tissus mous, le CT fournit un bon
contraste pour les os. La combinaison d’une géométrie robuste et du contraste des os permet
de positionner le patient de façon correcte à chaque séance de traitement. Aujourd’hui, le CT
fait partie intégrante du processus de radiothérapie puisque chaque patient devant recevoir
une radiothérapie subit un CT de simulation (CT-SIM) servant à planifier son traitement.
Une faiblesse du CT est son manque de contraste pour les tissus mous. Or, l’identification
des zones tumorales à irradier et des organes sensibles à éviter est un élément important pour
une bonne planification des traitement. C’est pourquoi l’imagerie par résonance magnétique
(IRM) a progressivement été amenée vers la radiothérapie. En effet, contrairement au CT,
l’IRM fournit un très bon contraste des tissus, permettant une identification plus facile des
organes, voire des tissus cancéreux, ainsi qu’un contourage plus précis de la zone à traiter et
des organes à risque. On observe ainsi une utilisation de plus en plus routinière de l’IRM en
complément du CT et l’installation grandissante d’appareils de résonance magnétique dédiés
à la radiothérapie.
L’utilisation de deux modalités d’imagerie est lourde et onéreuse et l’utilisation de l’IRM seul
permettrait une bonne identification des tissus sans donner de dose de radiation. Cependant,
c’est dans le domaine de la tomodensitométrie par émission de positon (TEP) qu’est d’abord
apparue la nécessité d’obtenir des informations d’atténuation par l’IRM. En effet, l’image-
rie par émission de positon (TEP) est basée sur la détection de photons gamma émis en
coïncidence lors de la désintégration d’un positon lui-même émis par un traceur radioactif
injecté dans le corps d’un patient. Or, les photons, traversant une certaine quantité de tis-
sus, subissent des absorptions et des atténuations pouvant altérer l’information de l’émission
réelle et donc l’information sur la présence du traceur. Afin de corriger cet effet, il est donc
nécessaire d’introduire des corrections d’atténuation. Ces cartes d’atténuation peuvent être
obtenues directement à l’aide d’un scan en transmission utilisant les émissions gamma d’un
élément radioactif incorporé au dispositif TEP, ou à l’aide de la tomodensitométrie, notam-
ment dans les appareils TEP couplés à un CT (TEP-CT). Mais dans de nombreux cas, des
données IRM sont déjà disponibles et les utiliser pour constituer des cartes d’atténuation
éviterait une acquisition additionnelle. De plus, le développement de l’IRM couplé avec le
TEP (TEP-IRM) a été un incitant supplémentaire pour réfléchir à un moyen d’obtenir ces
cartes sans l’intervention d’un CT.
Très vite, l’idée de remplacer le CT par l’IRM a migré vers la radiothérapie. Depuis une quin-
zaine d’années, plusieurs groupes de recherche tentent de produire à l’aide de l’IRM des cartes
simulées de nombres HU ou de densités électroniques, appelées CT synthétiques ou pseudo
CT, et évaluent la faisabilité du remplacement du CT par l’IRM pour le calcul de dose. Les
avantages sont nombreux. L’utilisation d’une seule modalité d’imagerie pour l’identification
des zones à traiter et des organes à risques, pour le positionnement du patient et pour la
planification du traitement rendrait le processus de radiothérapie plus facile, plus pratique,
plus rapide et moins onéreux. Elle permettrait également d’éviter le recalage d’images issues
de deux modalités différentes qui peut être une source d’erreur. Le développement récent du
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MRI-Linac, une modalité IRM couplée à un appareil de traitement, pousse également vers
la réalisation de CT synthétiques qui seraient de toute évidence un outil précieux pour cette
nouvelle technologie.
Malheureusement nous n’en sommes pas encore là et beaucoup de problèmes restent encore
à résoudre. L’IRM ne donnent en effet aucune information sur la densité électronique des
tissus, qui est un élément fondamental pour le calcul de dose. De plus, la difficulté d’obtenir
des informations quantitatives, les distorsions spatiales souvent présentes dans les images
IRM, le manque de signal pour l’os, la difficulté de différencier l’air de l’os et le temps
d’acquisition des images sont d’autres obstacles à surmonter.
De nombreuses méthodes de production de CT synthétiques ont déjà été développées et
testées. Ces techniques sont très variées et basées sur différents concepts. On peut cependant
identifier trois grandes catégories : l’une basée sur la segmentation des tissus et l’attribution
de densités électroniques brutes correspondantes ; une deuxième basée sur la constitution
d’atlas de paires CT/IRM auxquelles est comparé un IRM test ; et une dernière catégorie
rassemblant les techniques reliées à l’apprentissage machine, recherchant des liens entre CT
et IRM. Ces dernières méthodes utilisent un traitement par voxel et nécessitent souvent
un entraînement. Ces catégories sont en partie arbitraires et très générales et beaucoup de
méthodes sont qualifiées d’hybrides, à savoir qu’elles combinent plusieurs techniques entrant
dans des catégories différentes.
Il est à noter que toutes les techniques de CT synthétiques sont loin de pouvoir être généra-
lisées et ne concernent jusqu’à présent que deux sites anatomiques particuliers : la tête et le
pelvis. Ainsi, ces techniques n’ont été testées que pour des tumeurs du cerveau ou des can-
cers de la prostate, avec souvent des particularités spécifiques à un site ou l’autre. Le choix
de ces deux sites réside probablement dans le fait que le cerveau et le pelvis sont composés
essentiellement de tissus mous dont la densité électronique est plutôt homogène. Quant aux
tissus osseux, ils sont d’une épaisseur faible autour du cerveau et les os pelviens peuvent être
facilement identifiés et segmentés.
L’objectif de ce travail est de présenter et d’évaluer une nouvelle technique d’estimation des
nombres HU à partir de différents contrastes IRM, technique basée sur le théorème de Bayes
et la régression gaussienne, et de la comparer à une méthode existante utilisant seulement la
régression gaussienne (Gaussian Mixture Regression ou GMR). Les deux méthodes, basées
sur un traitement par voxel, modélisent la distribution de l’intensité des voxels en IRM et en
CT par une somme pondérée de gaussiennes. La méthode de régression gaussienne (GMR)
utilise ainsi la régression gaussienne et le maximum de vraisemblance afin de trouver, pour
chaque voxel, le nombre HU le plus probable. La nouvelle méthode développée ici, appelée
Bayes-GMR, se base également sur la régression gaussienne mais utilise les densités estimées
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pour nourrir le théorème de Bayes et trouver le nombre HU ayant la probabilité la plus élevée
et ce, pour chaque voxel.
Pour analyser l’impact de ces méthodes, des acquisitions CT et IRM sont nécessaires. Ce-
pendant, pour des raisons pratiques et éthiques, l’accès à des images de patients est limité.
C’est pourquoi des tissus animaux, en l’occurrence des têtes de cochon, ont été utilisés pour
cette étude au lieu de données de véritables patients. Ceci a permis une plus grande liberté
dans l’acquisition des différents contrastes CT et IRM ainsi qu’un meilleur contrôle de ces
acquisitions. Ces données sont également pertinentes pour une preuve de concept et peuvent
constituer un bon test des méthodes ainsi qu’une base pour leur optimisation, notamment
au niveau des contrastes IRM à utiliser.
Après un rappel sur les interactions entre les photons et les électrons et la matière, le chapitre
2 présente les principes de base de la radiothérapie. La production de rayons X, différentes
méthodes d’évaluation de la dose absorbée et le processus de planification de traitement
y sont expliqués. Le fonctionnement de la tomodensitométrie est également présenté. Le
chapitre 3 décrit d’abord le fonctionnement de l’IRM et expose diverses difficultés rencontrées
lors de l’utilisation d’images IRM pour produire un équivalent CT. Il présente ensuite un
aperçu des nombreuses méthodes développées au cours de ces dix dernières années pour la
production de CT synthétiques à partir d’IRM. Dans le chapitre 4, la préparation des tissus
animaux, les différentes acquisitions CT et IRM ainsi que le prétraitement des images sont
décrits. Les méthodes GMR et Bayes-GMR sont également exposées de manière détaillée
dans ce chapitre. Le chapitre 5 quant à lui montre les résultats de l’utilisation de ces deux
méthodes. Tour d’abord, les cartes HU obtenues sont comparées au CT réel et les erreurs
sont évaluées. Ensuite, la dosimétrie est étudiée pour différentes techniques de planification
de traitement de radiothérapie à l’aide de plans de traitement simulés sur les tissus animaux
en utilisant le système de planification Eclipse. Pour finir, ces résultats sont discutés dans le
chapitre 6.
L’étude présentée ici constitue un travail exploratoire sur le potentiel d’une nouvelle mé-
thode Bayésienne de génération de CT synthétique. Les résultats présentés utilisent les treize
contrastes IRM obtenus lors de l’acquisition de quatre séquences différentes. L’idée est de





La tomodensitométrie utilise l’interaction entre un faisceau de rayons X et la matière pour
former une image de l’anatomie interne du corps humain. En radiothérapie, cette même
interaction est utilisée afin de transférer à la matière l’énergie des photons en créant des
excitations et des ionisations. L’énergie des photons est en fait transférée aux électrons qui,
ayant acquis de l’énergie cinétique, continuent à ioniser le milieu en cédant une partie de
cette énergie à d’autres électrons. Le résultat de ces interactions est soit des bris directs de
l’ADN, soit la production d’espèces réactives qui réagissent avec l’ADN et les macromolécules
présentes dans le milieu cellulaire, créant ainsi des conditions propices à la mort des cellules
[24]. La connaissance du comportement des photons et des électrons en interaction avec la
matière constitue ainsi la base de la radiothérapie.
2.1.1. Photon-matière
Le type d’interaction entre un rayonnement électromagnétique et la matière dépend d’un
côté de l’énergie des photons composant le rayonnement et d’un autre côté de la composition
de la matière traversée par ces photons. De façon générale, ces interactions conduisent à la
perte de photons dans un faisceau contenant une quantité N0 de photons traversant une
quantité de matière d’épaisseur x. Cette perte peut être exprimée en fonction du coefficient
d’atténuation linéaire µ de la façon suivante,
N = N0e−µx (2.1.1)
Dans ce cas, N constitue le nombre de photons qui n’ont pas interagi.
Le coefficient d’atténuation linéaire µ exprime ainsi la fraction des photons ayant réagi par
unité d’épaisseur d’un matériau. Les photons sont retirés du faisceau de deux façons. Soit ils
sont déviés de leur trajectoire, c’est-à-dire qu’ils sont diffusés, avec ou sans perte d’énergie,
soit ils sont absorbés et disparaissent complètement. La diffusion et l’absorption surviennent
suite à une interaction du photon soit avec le noyau d’un atome, résultant en la production
d’une paire électron-positon, soit avec ses électrons, par effet photoélectrique par exemple.
Quelles que soient les interactions en jeu, l’atténuation peut être exprimée selon différents
coefficients, comme le coefficient d’atténuation linéaire µ déjà mentionné ou le coefficient
d’atténuation massique µ/ρ plus usité. Mais elle peut également être définie par les sec-
tions efficaces atomique ou électronique. Ainsi, µ peut être exprimé selon la section efficace
électronique σe comme suit [41]
µ(E,Z) = ρZ
A
NAσe(E,Z) = ρelecσe(E,Z) (2.1.2)
où NA est le nombre d’Avogadro, E est l’énergie du photon et Z et A sont respectivement le
numéro atomique et le nombre de masse des atomes de la matière traversée par le photon.
L’expression peut encore être simplifiée en considérant que ρZNA/A correspond à la densité
des électrons dans la matière ρelec.
Comme mentionné plus haut, le photon peut interagir de plusieurs façons avec les atomes,
soit avec les noyaux, soit avec les électrons, et être diffusé ou absorbé. En radiothérapie,
quatre interactions sont prises en considération, à savoir les diffusions Rayleigh (ou cohé-
rente) et Compton (ou incohérente) ainsi que l’effet photoélectrique et la production de
paires électron-positon qui mènent tous deux à la disparition du photon. L’atténuation d’un
faisceau de photons dépend ainsi de la probabilité de chaque interaction et la section efficace
électronique globale peut être vue comme la somme des sections efficaces correspondant à
chaque interaction :
σe = σcoherente + σcomptone + σphotoélectriquee + σpairee (2.1.3)
Les différents types d’interaction sont illustrés à la figure 2.1 et peuvent être décrits comme
suit :
2.1.1.1. Diffusion Rayleigh ou cohérente
La diffusion Rayleigh consiste en une interaction élastique du photon avec le nuage d’électrons
d’un atome. L’interaction se produit entre le photon et l’atome entier, mais n’aboutit pas
à une excitation électronique. Lors du retour à l’état initial de l’atome, on considère que
le photon est dévié de sa trajectoire sans perte d’énergie et sans qu’aucun électron ne soit
éjecté. Cet effet est important surtout pour des nombres atomiques Z élevés et avec des
photons de faible énergie et diminue rapidement après quelques dizaines de keV. La section
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(a) Diffusion Rayleigh (b) Diffusion Compton
(c) Effet photoélectrique (d) Production de paire e−/e+
Figure 2.1. Illustration des interactions possibles des photons avec la ma-
tière. (a) Diffusion Rayleigh ou élastique : le photon est diffusé sans perte
d’énergie. (b) Diffusion Compton ou inélastique : le photon est diffusé avec
perte d’énergie et un électron est éjecté. (c) Effet photoélectrique : l’énergie
du photon est absorbée par un électron des couches internes qui est éjecté. (d)
Production d’une paire électron-positon : le photon interagit avec le champ
coulombien du noyau et se désintègre en un électron et un positon.
efficace électronique pour la diffusion cohérente dépend de Z et de l’énergie E du photon





2.1.1.2. Diffusion Compton ou incohérente
La diffusion Compton intervient lorsque l’énergie du photon est beaucoup plus grande que
l’énergie de liaison de l’électron dans l’atome. Dans ce cas, l’énergie de liaison peut être
négligée et l’électron est considéré comme étant libre. Lors de la diffusion Compton, le photon
interagit de façon inélastique avec un électron dans un atome en lui transférant une partie de
7
son énergie. L’électron est éjecté de l’atome et le photon résultant de l’interaction est alors
diffusé et possède une énergie moindre. L’angle de déviation est lié à la fraction d’énergie
cédée à l’électron. Plus l’angle de diffusion est grand, plus la fraction d’énergie transférée est
élevée, avec la fraction la plus importante pour une diffusion à 180˚. La fraction d’énergie
perdue par le photon lors de l’interaction augmente également avec l’énergie du photon. La
section efficace électronique de la diffusion Compton est décrite à l’aide de la formule de
Klein-Nishina (KN) [37],















où re est le rayon classique de l’électron et α = E/m0c2 avec E l’énergie initiale du photon,
m0 la masse au repos de l’électron et c la vitesse de la lumière. Contrairement aux autres
interactions des photons, la diffusion Compton ne dépend pas du nombre atomique.
2.1.1.3. Effet photoélectrique
L’effet photo-électrique quant à lui consiste en une absorption complète de l’énergie du
photon par un électron, en général un électron des couches internes de l’atome. L’électron
est éjecté et possède une énergie cinétique correspondant à l’énergie du photon absorbé moins
son énergie de liaison dans l’atome. Pour ce faire, le photon incident doit donc posséder une
énergie minimale correspondant à cette énergie de liaison. Pour cette raison également, bien
que l’effet diminue lorsque l’énergie du photon augmente, on observe des augmentations
dans la probabilité d’interaction pour un atome donné au niveau des énergies de liaison
des électrons dans cet atome, surtout pour la couche la plus interne (couche K). La section






2.1.1.4. Production de paires électron-positon
Enfin, la production d’une paire électron-positon se produit lorsqu’un photon, interagissant
avec le champ coulombien d’un noyau atomique, perd la totalité de son énergie en émettant
un électron et un positon. La matière d’un électron ou d’un positon étant équivalente à
511 keV, le photon initial doit donc avoir une énergie minimale de 1.022 MeV afin que la
réaction soit possible. Pour les photons ayant au moins l’énergie minimale requise (i.e. pour
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E ≥ 1.022 MeV), la section efficace électronique pour la production de paire à la forme
suivante,
σpairee ∝ Z ln(E) (2.1.7)
Il est à noter que la production de paires électron-positon peut également survenir dans le
champ coulombien d’un électron lié à un atome. Dans ce cas, l’effet de recul de la réaction
est suffisant pour que l’électron soit éjecté de l’atome et trois particules sont libérées au
lieu de deux. Cet interaction est alors une production de triplets. Cependant, les énergies
nécessaires pour ce type d’interaction étant plus élevées (l’énergie seuil est de 2.04 MeV [37])
et au-delà des énergies considérées ici, la production de triplets n’est pas prise en compte.
Ces quatre interactions surviennent donc avec des probabilités variables qui dépendent de
l’énergie du photon incident ainsi que du numéro atomique de l’atome impliqué. Les tissus
humains étant composés de différents atomes, il est possible de déterminer des coefficients
d’atténuation µ pour ces tissus en considérant les divers atomes qui les composent. Les
figures 2.2a, 2.2b et 2.2c indiquent les coefficients d’atténuation massique µ/ρ en fonction de
l’énergie du photon pour l’eau, les tissus mous et les os corticaux estimés en fonction de la
composition atomique de ces tissus. Les discontinuités de l’interaction photoélectrique sont
bien visibles pour les os, indiquant ici la présence de calcium.
2.1.2. Électron-matière
En radiothérapie, l’énergie des photons est utilisée pour détruire les cellules cancéreuses.
D’un point de vue microscopique, cette énergie est en fait transférée aux électrons selon les
divers types d’interactions décrites plus haut et permet à ceux-ci de se libérer de l’atome.
Ce sont ces électrons libres, possédant une énergie cinétique pouvant aller jusqu’à plusieurs
MeV, qui sont à l’origine d’ionisations libérant d’autres électrons dont certains peuvent avoir
suffisamment d’énergie pour ioniser le milieu à leur tour.
Comme les photons, les électrons interagissent donc avec la matière, soit avec d’autres élec-
trons, soit avec les noyaux. Mais contrairement aux photons qui interagissent une ou quelques
fois, les électrons ont de nombreuses interactions sur leur trajectoire et perdent leur éner-
gie progressivement. Ils finissent par s’arrêter en occupant un état vacant dans un atome.
Il existe plusieurs types d’interaction pour un électron selon la particule avec laquelle il
interagit. Dans le cadre médical, trois interactions sont importantes et sont illustrées à la
figure 2.3.
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(a) Eau (b) Tissus mous
(c) Os corticaux
Figure 2.2. Coefficients d’atténuation massique en fonction de l’énergie des
photons incidents pour les interactions Rayleigh, Compton et photoélectrique
ainsi que pour la production de paires électron-positon dans (a) l’eau (b) les
tissus mous et (c) les os corticaux (Coefficients d’atténuation obtenus dans la
base de données XCOM du National Institute of Standards and Technology).
(1) Bremsstrahlung ou rayonnement de freinage : lors de son passage dans le champ
coulombien d’un noyau, l’électron est ralenti et émet un photon emportant une partie
de son énergie cinétique.
(2) Collision et diffusion : l’électron peut entrer en collision avec un autre électron lié
à un atome et lui transférer une partie de son énergie. Le résultat est un électron
incident ralenti et dévié et un électron éjecté de l’atome. Si l’interaction implique
deux électrons, la diffusion est appelée diffusion Moller. Si elle implique un électron
et un positon, elle est appelée diffusion Bhabha.
(3) Annihilation électron/positon : un positon étant l’anti-particule d’un électron, leur
rencontre mène à leur annihilation mutuelle. Dans la plupart des cas, cette annihilation
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survient lorsque les deux particules sont au repos ou possèdent un très faible moment.
Dans ce cas, afin de conserver le moment et l’énergie, l’interaction résulte en la création
de deux photons γ émis à 180 degrés et possédant chacun une énergie de 511 keV.
Chaque électron arraché et chaque photon produit peuvent à leur tour interagir d’une fa-
çon ou d’une autre. Certains électrons secondaires, appelé rayon δ, ont ainsi suffisamment
d’énergie pour avoir une portée non négligeable par rapport à la portée de l’électron pri-
maire et créent de multiples ionisations sur leur trajectoire, formant ainsi une cascade ou
gerbe d’électrons.
(a) Bremsstrahlung (b) Diffusion Moller (c) Annihilation
Figure 2.3. Illustration des interactions des électrons avec la matière. (a)
Émission de rayons X de freinage lors d’une interaction avec un noyau. (b)
Diffusion Moller lors d’une collision avec un autre électron qui est éjecté de
l’atome. (c) Annihilation avec un positon créant deux photons de 511 keV émis
à 180˚.
L’électron perdant progressivement son énergie au cours de multiples interactions, on définit
le pouvoir d’arrêt S comme l’énergie perdue par l’électron par unité de longueur du matériau
traversé, c’est-à-dire S = −dE
dx
. Comme on l’a vu, la perte d’énergie peut être soit collision-
nelle, soit radiative. Le pouvoir d’arrêt total peut ainsi être vu comme la somme du pouvoir
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où τ est l’énergie cinétique de l’électron, I est l’énergie moyenne d’excitation du matériau,
β = v/c avec v la vitesse de l’électron, F est une fonction de τ et δ est un terme de correction.













où α est ici la constante de structure fine et B(E,Z) est une fonction variant lentement avec
l’énergie et le nombre atomique.
Le comportement du pouvoir d’arrêt est complexe mais il peut être simplifié si on ne considère
qu’une certaine gamme d’énergie. Ainsi, au-delà des faibles énergies, les pertes collisionnelles
ne dépendent plus de l’énergie mais dépendent toujours de la densité électronique du maté-
riau. Dans cette même gamme, les pertes radiatives deviennent proportionnelles à l’énergie.


















Dans les tissus humains, les interactions des électrons permettent de briser les liaisons dans
l’ADN et entraînent également l’ionisation des molécules qui peuvent ainsi devenir réactives
et toxiques pour les cellules. En radiothérapie, il est donc important de connaître non seule-
ment l’atténuation des photons mais aussi le rayon d’action des électrons ainsi libérés. Les
figures 2.4a, 2.4b et 2.4c montrent les pouvoirs d’arrêt massiques (S/ρ) pour l’eau, les tissus
mous et les os corticaux selon l’énergie de l’électron. On observe bien qu’au-delà de 1 MeV,
le pouvoir d’arrêt dû aux collisions est constant et que les pertes radiatives augmentent avec
l’énergie. Il existe également un pouvoir d’arrêt minimum autour de 1 MeV. De plus, si on
considère les énergies utilisées en radiothérapie (énergie moyenne des photons entre 2 MeV
et 10 MeV), on constate que dans l’eau, dont la densité est de 1 g/cm3, le pouvoir d’arrêt est
relativement constant. Ainsi, un électron dans cette gamme d’énergie perd 2 MeV/cm dans
l’eau. On observe également qu’en deçà de 1 MeV, plus l’électron est lent, plus il perd son
énergie rapidement.
L’élément important pour la radiothérapie est de constater que toutes les interactions dé-
pendent non seulement de l’énergie des particules en jeu mais également de la densité du
matériau et plus particulièrement de la densité électronique de celui-ci.
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(a) Eau (b) Tissus mous
(c) Os corticaux
Figure 2.4. Pouvoir d’arrêt massique selon l’énergie des électrons pour les
interactions collisionnelle et radiative dans (a) l’eau (b) les tissus mous et (c)
les os corticaux (pouvoirs d’arrêt obtenus dans la base de données ESTAR du
National Institute of Standards and Technology).
2.2. Planification de traitement
Lorsqu’une forme de cancer est diagnostiquée chez un patient et que l’oncologue prescrit un
traitement de radiothérapie, seul ou en combinaison avec une autre forme de traitement, une
planification du traitement par les rayons X est nécessaire. Cette planification se déroule en
plusieurs étapes. Tout d’abord un CT de simulation du patient (CT-SIM) doit être obtenu.
Ce CT est particulier car il est acquis dans la position exacte dans laquelle le patient sera
traité. Il sert ainsi de référence lors de chaque séance pour installer le patient dans la bonne
position. Pour ce faire, des radiographies 2D reconstruites à l’aide de l’acquisition 3D du
CT (DRR ou Digitally Reconstructed Radiography) sont comparées à des radiographies
constituées lors de chaque séance de traitement.
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Le CT de simulation (CT-SIM) sert également à identifier les cibles, c’est-à-dire la zone à
traiter ainsi que les zones à éviter. À cette étape, une image IRM du patient peut venir
s’ajouter à l’image CT afin de faciliter l’identification des cibles, l’IRM ayant un meilleur
contraste pour les tissus mous que le CT. Une fois les cibles identifiées, un calcul de dose est
effectué par un système de planification de traitement (TPS) afin de déterminer les différentes
configurations des faisceaux ainsi que le temps d’irradiation pour fournir la dose prescrite
par le radio-oncologue à la tumeur tout en ne dépassant pas les doses limites des organes à
risque. La quantité de rayons X et le temps d’exposition nécessaire sont rassemblés en une
seule quantité appelée unité moniteur. Une unité moniteur, ou UM, est la quantité de signal
généré dans une chambre à ionisation lorsqu’une dose de 1 cGy est délivrée dans l’eau en un
point de référence et dans des conditions de référence [37]. Le calcul de dose établit donc,
entre autre chose, la quantité d’unité moniteur (UM) à fournir pour chaque configuration de
faisceau pour obtenir la dose désirée.
Une fois le calcul de dose effectué, le patient peut être traité, généralement en plusieurs
séances donnant chacune une fraction de la dose prescrite. Le nombre de fractions nécessaires
fait aussi partie de la prescription. Comme le traitement s’étale en général sur plusieurs
semaines, des changements peuvent survenir au niveau du patient tout au long du traitement
(perte de poids, diminution de la tumeur, mouvement des organes, etc) et des corrections au
traitement initial ou une replanification peuvent s’avérer nécessaires.
2.2.1. Identification des cibles
Après l’acquisition du CT-SIM, une première étape dans la planification de traitement
consiste à identifier les cibles, c’est-à-dire à définir les zones de traitement et les organes
à risque. Chaque région doit être définie de la façon la plus précise possible. En effet, pour
qu’un traitement soit un succès, toutes les cellules cancéreuses doivent être détruites. Une
mauvaise définition de la cible peut mener à une récidive si le volume d’irradiation maximale
est trop petit ou à un dommage inutile important à des tissus sains si le volume est trop
grand. En même temps, une dose trop importante aux organes à risque doit être évitée au-
tant que possible. Afin d’aider à mieux identifier et définir les régions importantes, l’ICRU
(International Commission on Radiation Units & Measurements), dans ses rapports 50 et 62,
décrit et établit une nomenclature pour les diverses régions d’intérêt (reprise ici de Mayles
et al. [37]) :
(1) GTV (Gross Tumour Volume) : Le volume tumoral brut est le volume localisable,
visible, identifiable et palpable d’une tumeur. Il peut être bien défini en imagerie ou
au contraire, difficilement différenciable des tissus environnants.
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(2) CTV (Clinical Target Volume) : Le volume cible clinique englobe le GTV et prend
en compte toutes les extensions microscopiques indétectables de la tumeur. Le CTV
englobe donc toutes les cellules cancéreuses sans exception et constitue le volume à
traiter. Cependant, étant donné l’aspect indécelable de certains éléments, son identi-
fication reste largement empirique voire arbitraire.
(3) ITV (Internal Target Volume) : Le volume cible interne est le CTV auquel une marge
est ajoutée afin de tenir compte des mouvements physiologiques internes du patient
qui pourraient survenir durant le traitement et pourraient ainsi modifier la forme et la
position du CTV. Cette marge est difficile à estimer et est souvent elle aussi empirique
ou arbitraire.
(4) PTV (Plannig Target Volume) : Le volume cible de planification est le volume identifié
comme la zone à traiter. En plus des mouvements dans le patient, le PTV doit aussi
tenir compte des incertitudes liées à l’appareillage et à son utilisation. Bien que ces
incertitudes soient quantifiables, du moins en partie, leur combinaison avec la marge
physiologique n’est pas aisée. Encore une fois, la définition du PTV est largement due
à l’expérience des praticiens et peut varier grandement d’un à l’autre.
(5) TV (Treated Volume) : Le volume traité est le volume inclus dans l’isodose du mi-
nimum de prescription. Par exemple, si la prescription indique que le minimum de
dose acceptable pour un point du PTV est de 95% de la dose maximale, le TV est le
volume délimité par la l’isodose à 95%. Le TV est donc généralement plus grand que
le PTV, même s’il devrait être le plus proche possible de ce dernier.
(6) IV (Irradiated Volume) : Le volume irradié est le volume qui reçoit une dose signifi-
cative compte tenu de la tolérance des tissus. Ce volume est utile lorsqu’il s’agit de
comparer des traitements différents dont la dose au PTV et aux OAR est identique.
Le choix se portera sur le traitement ayant le volume irradié le plus petit.
(7) OAR (Organ At Risk) : Les organes à risque sont des organes proches du PTV sans
être des cibles et qui sont particulièrement sensibles à une irradiation, c’est-à-dire
qu’une dose trop élevée pourraient les endommager de façon conséquente. Les yeux,
les glandes parotides, la moelle épinière, la vessie ou le rectum sont des exemples
d’organes à risque. Des doses de tolérance ont été établies pour la plupart des organes
à risque. Leur identification doit également tenir compte des marges physiologiques
ainsi que des marges d’erreurs du système.
Le volume tumoral brut (GTV) et le volume cible clinique (CTV) constituent ainsi des
volumes réels, c’est-à-dire correspondant à la tumeur physique. Mais c’est la définition du
volume cible (PTV) et des organes à risque (OAR) qui est importante pour la planification
qui peut ainsi s’avérer un tour d’équilibriste pour donner suffisamment de dose au PTV sans
endommager les organes à risque.
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2.2.2. Calcul de dose
2.2.2.1. Dose absorbée
L’objectif de la planification de traitement est de fournir une dose prescrite homogène et
conforme au volume cible tout en évitant les tissus sains et les organes à risque. Pour cela,
il est nécessaire de définir ce qu’est la dose ou plus précisément la dose absorbée. En ef-
fet, ce qui est important c’est l’énergie qui est absorbée par la matière et qui est dès lors
disponible pour les différentes réactions au sein des cellules. Comme on l’a vu, ce sont les
photons qui fournissent l’énergie mais ce ne sont pas eux qui sont directement responsables
des dommages faits aux cellules. Leur énergie est transférée à des électrons, appelés élec-
trons primaires, qui génèrent d’autres ionisations et sont à l’origine d’une cascade d’autres
interactions qui libèrent des électrons secondaires. Ce sont ces interactions électroniques qui
brisent les molécules et produisent des substances réactives.
La dose absorbée D est définie comme l’énergie moyenne Ē déposée dans la matière par une




L’unité de la dose est donc le J/kg mais dans le cadre de la physique médicale, c’est le gray
(Gy) qui est utilisé avec 1 Gy = 1 J/kg.
La dose est souvent définie par rapport à une autre quantité très proche mais légèrement
différente : le kerma K (kinetic energy released per unit mass in the medium ou énergie
cinétique par unité de masse déposée dans le milieu). Le kerma est la somme des énergies
cinétiques de toutes les particules chargées (en général des électrons) libérées dans la matière
par des particules non chargées, dans ce cas les photons [28]. Il s’agit donc de l’énergie
cinétique transférée aux électrons par les photons. Nous avons vu que lorsqu’un faisceau de
photons traverse la matière, la fraction d’énergie perdue par les photons est représentée par le
coefficient d’atténuation massique µ/ρ. Cependant, la fraction d’énergie convertie en énergie
cinétique des électrons ne correspond pas tout à fait à µ/ρ puisqu’une partie de l’énergie sert
à libérer les électrons des noyaux. Un nouveau coefficient, le coefficient massique de transfert













où Etr est l’énergie moyenne transférée en énergie cinétique lors d’une interaction avec un










De la même façon, l’énergie transférée, ou kerma, n’est pas équivalente à l’énergie absorbée,
c’est-à-dire à la dose absorbée, car une partie de l’énergie cinétique des électrons sort du
milieu sous forme de bremsstrahlung. On a donc un troisième coefficient : le coefficient











où g représente la fraction moyenne d’énergie cinétique perdue par les électrons sous forme
radiative. Ceci permet de définir deux types de kerma, collisionnel (col) et radiatif (rad),
avec K = Kcol +Krad. Dans ce cas, la dose absorbée correspond au kerma collisionnel et on
a



















Tous ces coefficients d’atténuation dépendent de l’énergie. En cas de faisceau poly-énergétique,
il est donc nécessaire de connaître le spectre énergétique du faisceau et d’intégrer l’équa-
tion 2.2.5 sur toutes les énergies impliquées.
La dose absorbée peut ainsi être déduite du coeffiecient d’atténuation µ/ρ qui, comme on l’a
vu à l’équation 2.3.2 dépend non seulement de l’énergie, mais aussi de la densité électronique.
Connaître cette densité est donc essentiel pour une estimation correcte de la dose absorbée.
Cette information peut être obtenue à l’aide de la tomodensitométrie comme nous le verrons
plus loin. Cependant, même en connaissant la densité électronique, le calcul de dose n’est
pas aisé.
Il est important de noter que cette définition de la dose est valable uniquement lorsque
le milieu est en état d’équilibre électronique, c’est-à-dire lorsque, dans un volume considéré,
chaque particule chargée qui quitte le volume est remplacée par une autre particule identique
(i.e. de même énergie cinétique) qui y entre. Cet état d’équilibre n’est pas toujours présent et,
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lorsqu’un faisceau de photon pénètre un nouveau milieu, une certaine distance est nécessaire
afin que l’équilibre s’établisse dans ce milieu. On considère ainsi que l’équilibre est atteint
dans un tissu homogène mais qu’il ne l’est pas à la peau ou à l’interface entre deux tissus.
2.2.2.2. Techniques de calcul de dose
Le calcul de dose a beaucoup évolué depuis les débuts de la dosimétrie. En dehors du fait
de considérer les tissus comme totalement homogènes en leur attribuant la densité de l’eau,
les premières techniques de calcul effectuaient quelques corrections afin de tenir compte des
changements de densité dus essentiellement à l’os ou à l’air. Ces techniques se basaient
sur des données expérimentales. Le développement d’ordinateurs plus puissants a permis de
tenir compte des densités électroniques des tissus. De nouvelles méthodes, comme l’approche
pencil-beam et la technique de convolution-superposition, ont vu le jour. Aujourd’hui, la
technique de référence pour le calcul de dose est la méthode probabiliste Monte Carlo.
Une première méthode de correction pour la densité est d’estimer, pour un point P à une
profondeur p dans un tissus de densité ρ, la profondeur équivalente en eau ou profondeur
effective, c’est-à-dire l’épaisseur d’eau nécessaire pour obtenir la même atténuation qu’au
point P. Pour ce faire, il suffit de multiplier la profondeur réelle par un facteur de correction
correspondant à la densité relative du tissu par rapport à la densité de l’eau ou ρe = ρ/ρeau.







Les méthodes pencil-beam et de convolution-superposition sont basées sur le principe de
superposition [37]. Selon ce principe, les photons primaires sont considérés séparément des
particules secondaires comme les électrons ou les photons diffusés. Ainsi, la convolution-
superposition modélise séparément le transport des photons primaires et celui des électrons.
La séparation est effectuée car les photons n’interagissent pas de la même façon que les
électrons et ils ont une portée beaucoup plus grande que ces derniers dont le rayon d’action
est limité de quelques mm à 3 ou 4 cm.
La méthode considère un point P situé à une distance ~r de la source et des éléments de volume
dV ′ et dV ′′ situés à des distances ~r′ et ~r′′, tel qu’illustré sur la figure 2.5. Une certaine quantité
d’énergie est libérée en dV ′ par une interaction avec un photon primaire et une partie de
cette énergie parvient jusqu’à P par l’intermédiaire des électrons. La dose en un point P est
donc la somme des contributions énergétiques provenant de tous les éléments de volume dV
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Figure 2.5. Géométrie à la base du principe de superposition pour le calcul
de dose. Le point P reçoit une dose provenant des éléments de volume dV ′ et
dV ′′ par l’intermédiaire des électrons secondaires libérés par les photons ayant
interagit dans les éléments de volume.
situés à portée du point P c’est-à-dire à une distance correspondant à la portée maximale







Ψ(~r′)k(~r − ~r′)dV (2.2.8)
où Ψ est la fluence énergétique dans l’élément de volume dV (un voxel par exemple) situé
en ~r′, et k est un noyau de convolution représentant la fraction de l’énergie libéré en dV qui
atteint P . Ce noyau de convolution dépend ainsi des électrons secondaires qui transportent
l’énergie jusqu’à P . Le calcul de dose exige donc de déterminer la fluence énergétique Ψ ainsi
que la matrice de convolution k. La première peut être obtenue de façon expérimentale ou
par une modélisation Monte Carlo (voir ci-dessous). Le noyau de convolution k est déterminé
par simulation Monte Carlo à l’aide d’un fantôme d’eau. Afin de tenir compte des inhomo-
généités, un facteur de correction peut être introduit. Comme nous l’avons vu, une méthode
simple pour tenir compte de la densité est de considérer la distance effective au lieu de la
distance réelle (voir équation 2.2.7). Dans ce cas, les distances ~r et ~r′ sont pondérées par les
densités relatives ρe qui peuvent varier selon les directions considérées. Cette opération est
appelée pondération radiologique. Mais dans ce cas, k n’est plus invariant dans l’espace et la
convolution doit être remplacée par une méthode de superposition [37].
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Monte Carlo
La méthode de calcul de dose la plus réaliste à ce jour est la méthode Monte Carlo. Cette
méthode permet de simuler le transport des particules (photons, électrons, positons) dans
la matière à l’aide des probabilités d’interaction de ces particules. Chaque particule simulée
constitue une histoire et le nombre d’histoires détermine l’incertitude du calcul. La trajec-
toire d’une particule (photon ou électron) est estimée en considérant toutes ses interactions
possibles ainsi que leur probabilité, dépendant de la section efficace, compte tenu de l’énergie
de la particule et de la matière qu’elle traverse (voir la section 2.1).
Le transport de photons est modélisé à l’aide de la simulation analogue. Cette simulation
prend en compte toutes les interactions effectuées par un photon jusqu’à sa disparition ou sa
sortie du volume étudié. Tout d’abord un photon est choisi au hasard parmi la distribution
des photons. De ce fait, il possède donc une énergie et une direction. Ensuite, la distance x
parcourue par le photon jusqu’à sa première interaction est estimée. Cette distance dépend
du coefficient d’atténuation µ et peut être exprimée comme suit
x = − 1
µ
ln(1−R) (2.2.9)
où R est un nombre aléatoire. Une fois x trouvé, un type d’interaction est choisi, tou-
jours selon leur probabilité de survenir. L’énergie et la direction des particules résultantes
(électron(s), photon diffusé éventuel) est estimé. Les électrons sont suivis de leur côté et le
processus recommence pour le photon diffusé jusqu’à ce qu’il disparaisse ou sorte du volume
d’intérêt.
La simulation du transport des électrons est plus complexe. En effet, une simulation analogue
est très difficile en pratique car, contrairement aux photons qui interagissent rarement plus
d’une ou deux fois, les électrons relativistes (i.e. ayant une énergie cinétique de plus de 1
MeV) peuvent interagir 105 à 106 fois avant de ralentir [37], ce qui exigerait un temps de
calcul extrêmement long.
Pour palier à ce problème, il est intéressant de remarquer que la plupart des interactions des
électrons ont un effet très minime sur ces derniers c’est-à-dire une perte d’énergie très faible
et peu de déviation. Ces interactions sont essentiellement élastiques. De ce fait, les électrons
perdent leur énergie lentement et une approximation peut être faite : l’approximation du
ralentissement continu (CSDA ou Continuous Slowing Down Approximation). Lors de cette
approximation, la perte d’énergie d’un électron peut être caractérisée par le pouvoir d’arrêt
et son parcours peut être modélisé de diverses manières. Ainsi, au lieu de considérer chaque
interaction, seules celles intervenant après la perte d’une certaine quantité d’énergie, ou
énergie seuil, sont prises en compte. C’est la technique de l’histoire condensée.
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Après chaque histoire, les dépôts d’énergies de chaque interaction sont enregistrés et s’accu-
mulent jusqu’à ce que toutes les histoires soient terminées. Au final, on peut estimer la dose
totale dans un volume quelconque (un organe ou un voxel par exemple). Cependant, même
si la méthode Monte Carlo est la plus exacte, sa précision dépend du nombre d’histoires mais
également des paramètres choisis, comme l’énergie seuil des électrons.
2.2.3. Plans de traitement et évaluation
2.2.3.1. Plans de traitement
Une fois les CT de simulation (CT-SIM) effectués et le volume à traiter et les organes à risque
identifiés, le système de planification de traitement (TPS) effectue les calculs nécessaires à
l’optimisation du traitement selon le type de traitement choisi. La planification de traite-
ment a beaucoup évolué ces dernières années. La combinaison des progrès en imagerie 3D,
des techniques plus avancées dans la mise en forme des faisceaux et la performance grandis-
sante des ordinateurs ont permis le développement de traitements plus efficaces. Aujourd’hui
l’utilisation de lames mobiles (MLC) permet de donner au faisceau une forme quelconque et
celui-ci peut être adapté à la forme de la tumeur. En combinaison avec l’utilisation de fais-
ceaux multiples à des angles d’incidence différents, les lames mobiles (MLC) sont capables
de former un profil de dose en 3D et de l’adapter à un volume proche du volume cible tout
en minimisant la dose aux tissus alentour.
Plusieurs techniques existent dont les principales sont la radiothérapie conformationnelle
3D (3D CRT) et la radiothérapie par modulation de l’intensité (IMRT), bien que la seconde
tend à remplacer la première. Alors que la radiothérapie conformationnelle ne joue que sur la
mise en forme géométrique du faisceau, l’IRMT adapte également la fluence. Ces techniques
exigent un travail d’optimisation, notamment pour le nombre et la position des faisceaux,
l’ouverture et le mouvement des lames et le temps d’exposition pour chaque faisceau (ou la
pondération de chaque faisceau). Auparavant, l’optimisation était basée sur des plans stan-
dards empiriques et divers paramètres étaient réglés jusqu’à l’obtention d’un plan optimal
pour le patient. Cependant, cette technique ne garantissait pas que le plan trouvé était le
meilleur possible. C’est pourquoi la planification inverse a été développée. Au lieu d’adapter
un plan existant, la planification part de la distribution de dose voulue et recherche le plan
donnant une dose s’approchant le plus de cette distribution. Le principe est de trouver la
combinaison de paramètres (poids des faisceaux, fluence, etc) qui minimise les objectifs [37].
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2.2.3.2. Outils d’analyse de dose
L’évaluation du plan de traitement est une dernière étape importante avant de traiter effec-
tivement le patient selon le plan établi. Cette évaluation doit permettre de confirmer que
le plan donne bien la dose voulue à tout le volume de la tumeur tout en épargnant le plus
possible les tissus sains, notamment en ne dépassant pas les tolérances des organes à risque,
quand cela est possible. Elle permet également de comparer plusieurs plans afin de choisir ce-
lui qui atteint les objectifs ou s’en approche le plus. L’évaluation des plans s’effectue à l’aide
de plusieurs outils dont les isodoses, les histogrammes dose-volume (DVH) et les statistiques
de dose.
Isodoses
En 2D, une isodose est un contour de dose égale et en 3D, une isodose représente une surface
de dose égale. Les isodoses sont utiles car elles permettent de visualiser la dose et donnent
une idée de la distribution de la dose dans le volume du patient. Elles donnent une estimation
de la couverture du volume cible et permettent d’évaluer si les organes à risque sont épargnés
ou quelle partie de ceux-ci reçoit une dose importante.
DVH
L’histogramme dose-volume est calculé pour un volume précis (le volume cible, les organes
à risque ou tout autre volume défini) et peut se présenter sous deux formes, différentielle
ou cumulative. L’histogramme différentiel est un histogramme présentant, pour chaque in-
tervalle de dose (relative ou absolue), la part du volume (relative ou absolue) recevant cette
dose, considérant des intervalles de dose égaux. Cependant, c’est l’histogramme dose-volume
cumulatif qui est surtout utilisé en clinique. Celui-ci reprend, pour chaque dose, la part du
volume recevant au moins cette dose, c’est-à-dire recevant cette dose ou une dose plus élevée.
Les DVH présentent une information condensée de la distribution de dose dans un volume
donné. Bien que l’information spatiale ne soit pas accessible, les DVH sont un bon outil
d’évaluation de la dose car ils permettent de vérifier la couverture du volume cible et de
voir à quel point les organes à risque sont touchés. Ainsi, le volume cible devrait recevoir
une dose la plus homogène possible correspondant à un DVH ayant une forme proche d’une
marche au niveau de la dose prescrite et les DVH des organes à risque devraient être le
plus concaves possible. Les prescriptions et les tolérances de dose sont également souvent
définies en fonction des informations visibles sur les DVH. L’ICRU, dans son rapport 50,
recommande ainsi que la dose dans le volume cible soit comprise entre -5% et et 7% de la
dose prescrite.
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Les DVH sont également un bon outil de comparaison pour différents plans de traitement.
Ils permettent de visualiser aisément quel plan a la meilleure couverture pour le volume cible
et quel plan épargne le mieux les organes à risque.
Statistiques de dose
Diverses statistiques peuvent être obtenues à partir des DVH, souvent en référence à un
point particulier représentatif du volume considéré. Les statistiques suivantes sont souvent
utilisées :
Dmax : dose maximale dans un volume d’intérêt.
Dmin : dose minimale dans un volume d’intérêt.
Dose moyenne : la somme des doses de chaque voxel du volume d’intérêt divisé par le nombre
des voxels de ce volume.
DV ref : dose correspondant à un volume de référence. Par exemple DV 50% correspond à la
dose pour laquelle 50% du volume d’intérêt reçoit au moins cette dose.
VDref : volume correspondant à une dose de référence. Par exemple VD40Gy correspond à la
portion du volume qui reçoit au moins 40 Gy.
Comme les DVH, les statistiques peuvent servir à évaluer un plan, notamment pour vérifier
que tout le volume cible reçoit bien la dose minimale. Elles sont également utiles dans la
comparaison de deux ou plusieurs plans de traitement.
2.3. Modalités d’imagerie et de radiothérapie
La radiothérapie nécessite une source de rayons X afin de livrer la dose nécessaire et un calcul
précis de la dose demande de connaître non seulement le spectre énergétique et la fluence
de la source, mais aussi la composition électronique des tissus traversés par le faisceau. Les
deux premiers dépendent de l’appareil livrant les rayons X et sont obtenus une fois pour
toute pour chaque appareil de manière expérimentale ou par calcul Monte Carlo. Quant à
la densité électronique, différente pour chaque patient, elle peut être obtenue à l’aide de la
tomodensitométrie, technique d’imagerie utilisant elle aussi une source de rayons X.
2.3.1. Production de faisceau
La tomodensitométrie tout comme la radiothérapie, utilise les photons produits à l’aide d’un
tube à rayons X (tomodensitométrie) ou d’un accélérateur linéaire ou linac (linear accele-
rator) en radiothérapie. Leur fonctionnement est différent mais repose sur le même principe
de base. Des électrons sont accélérés et guidés jusqu’à une cible, généralement composée
de tungstène. Les électrons frappant la cible sont ralentis par les atomes de tungstène et
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émettent un rayonnement de freinage constitué de photons. La différence entre les deux mo-
dalités est l’énergie des photons émis dépendant de la vitesse atteinte par les électrons qui
est de l’ordre d’une centaine de keV pour la tomodensitométrie et de 6 MeV à 20 MeV pour
la radiothérapie.
Cette différence dans le potentiel d’accélération implique également une différence dans le
système permettant cette accélération. Dans une tube à rayons X, comme celui schématisé
à la figure 2.6a, un filament chauffé constituant une cathode émet des électrons qui sont
ensuite accélérés à l’aide d’une différence de potentiel vers une anode composée de tungstène
et constituant la cible. La distance entre la cathode et l’anode est faible, ce qui permet un
appareil compact. Dans un linac, dont le fonctionnement est illustré à la figure 2.6b, un
canon à électrons envoie des électrons produits par chauffage et guidés par une différence
de potentiel dans un guide d’onde qui les accélère à des énergies de méga-voltage à l’aide
d’une onde électromagnétique dans le domaine radio ou micro-onde. Le guide d’onde, d’une
longueur d’un mètre ou plus, est alimenté en micro-ondes par un magnétron ou un klystron.
À la sortie du guide d’onde, les électrons accélérés sont ensuite guidés vers la cible par un
champ magnétique.
Il est à noter que la différence de potentiel servant à accélérer les électrons détermine l’énergie
maximale des photons émis. Mais en-deçà de cette énergie maximale, les photons couvrent
en réalité tout le spectre. Ainsi les photons de faible énergie sont les plus nombreux et leur
abondance décroît linéairement au fur et à mesure que leur énergie augmente. Cependant,
les photons de faible énergie n’étant pas réellement utiles car absorbés immédiatement, un
filtre, constitué en général d’aluminium, est placé à la sortie du tube à rayons X et du linac
afin de les arrêter. Le spectre du rayonnement sortant n’est alors plus linéaire et l’énergie
moyenne des photons est approximativement entre 1/3 et 1/2 de l’énergie maximale [4].
La figure 2.7 illustre un spectre filtré typique de bremsstrahlung produit par des électrons
accélérés par une différence de potentiel de 120 kV. Les photons de faible énergie ont été
absorbés par le filtre et l’énergie maximale est observée à 120 keV. L’énergie moyenne est au-
tour de 60 keV. Les discontinuités dans l’émission proviennent des interactions collisionnelles
des électrons accélérés avec des électrons des atomes de tungstène. En effet, si les électrons
libres possèdent une énergie plus élevée que l’énergie de liaison des électrons des couches
internes de l’atome, ceux-ci peuvent en être éjectés lors d’une collision. La place vacante est
alors comblée par un électron d’une couche plus externe qui émet un photon caractéristique
dont l’énergie correspond à la différence d’énergie des deux niveaux électroniques concernés.
Pour les potentiels d’accélération de l’ordre de ceux utilisés en tomodensitométrie, à savoir
entre 80 kV et 140 kV, on a donc une énergie moyenne des photons entre 35 keV et 70 keV.
En revenant sur les figures 2.2b et 2.2c reprenant les coefficients d’atténuation massique des
tissus mous et des os, on remarque une différence dans les interactions impliquées pour les
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(a) Tube à rayons X
(b) Linac
Figure 2.6. (a) Tube à rayons X : les électrons éjectés du filament chauffé
sont accélérés vers l’anode à l’aide d’une différence de potentiel d’une centaine
de kV. Les électrons ralentis par les atomes de tungstène de l’anode émettent
des rayons X par bremsstrahlung. (b) Accélérateur linéaire ou linac : les élec-
trons éjectés d’un canon à électrons sont accélérés jusqu’à plusieurs MeV à
l’aide d’un guide d’onde alimenté en micro-ondes par un magnétron ou un
klystron. Les électrons sont envoyés sur une cible où ils sont ralentis par les
atomes de tungstène de la cible et émettent des photons par bremsstrahlung.
Un système de collimation à la sortie du dispositif permet de modeler le fais-
ceau.
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Figure 2.7. Spectre filtré de bremsstrahlung d’un tube à rayons X avec un
potentiel accélérateur de 120 kV. L’énergie moyenne est autour de 60 keV et
les raies caractéristiques du tungstène sont bien visibles.
deux tissus. Alors que pour les tissus mous, c’est la diffusion Compton qui domine pour les
énergies concernées, l’effet photoélectrique est privilégié pour les os. C’est cette absorption
plus importante des os qui permet d’avoir un bon contraste pour ces derniers. Pour des
énergies de l’ordre du MeV par contre, c’est l’interaction Compton qui domine, quel que soit
le type de tissus et les photons sont alors essentiellement diffusés.
2.3.2. Tomodensitométrie
L’interaction des rayons X avec le patient est à la base du développement de la tomodensito-
métrie. Outre l’imagerie à des fins de diagnostic, la tomodensitométrie est aussi essentielle à
la radiothérapie. Celle-ci a en effet besoin de connaître la composition électronique des tissus
soumis à une irradiation afin de calculer la dose absorbée par ces tissus, permettant ainsi
une planification de traitement qui tient compte des inhomogénéités de façon plus précise.
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Or, la tomodensitométrie par rayons X est une modalité permettant, à partir de l’intensité
des images obtenues, de déduire la densité électronique relative des tissus.
2.3.2.1. Principe de la tomodensitométrie
La tomodensitométrie par rayons X utilise à la base le même principe que la radiographie
classique. Un faisceau de rayons X traverse un patient et les photons qui n’ont pas interagi
rencontrent un détecteur qui les absorbe et transforme leur énergie en signal. Comme les diffé-
rents tissus n’absorbent pas les photons de la même façon aux énergies utilisées, un contraste
apparaît qui permet de distinguer ces tissus. Ce contraste est particulièrement marqué entre
les tissus osseux et les tissus mous. Mais alors que la radiographie ne donne qu’une image en
deux dimensions, la tomodensitométrie permet d’obtenir l’information d’absorption en trois
dimensions.
Le principe de la tomodensitométrie est d’obtenir plusieurs images représentant des coupes
de l’objet imagé. Pour cela, le tube à rayons X ainsi que les détecteurs sont placés dans un
anneau leur permettant de tourner rapidement autour du patient placé au centre de l’anneau.
À chaque rotation, un signal est enregistré à différents angles. Les lignes de signal obtenues
à tous les angles pour une rotation constituent un image appelée sinogramme. Ce dernier est
donc une matrice dont les colonnes représentent un détecteur ou un groupe de détecteurs
et qui peuvent également être vues comme une somme de voxels. La figure 2.8a illustre la
production d’un sinogramme. Le même processus est répété pour chaque coupe.
Afin de retrouver l’image de l’objet à partir des sinogrammes, différentes techniques existent.
La première méthode utilisée est la rétroprojection filtrée. Cette technique consiste à rétro-
projeter chaque ligne du sinogramme sur toute l’image selon son angle d’enregistrement, tel
qu’illustré sur la figure 2.8b. Ainsi, lors de la rétroprojection, l’intensité correspondant à une
somme de voxels est redistribuée équitablement à tous les voxels de la somme. Mais comme
le processus redistribue à tous les voxels une intensité provenant initialement d’un seul voxel,
l’image reconstituée est floue. Afin d’améliorer l’image et d’atténuer le flou, un filtre, sous
forme de convolution par exemple, est appliqué aux données avant la rétroprojection.
Aujourd’hui, la rétroprojection filtrée est peu à peu remplacée par des méthodes itératives
plus efficaces. Les méthodes itératives sont nombreuses mais leur principe est toujours le
même. À partir d’une image fictive, constante ou supposée proche de l’image réelle, une
projection est effectuée par ordinateur et un sinogramme fictif est obtenu. Les sinogrammes
fictif et réel sont comparés permettant de constituer une matrice d’erreurs. Celle-ci est uti-
lisée pour corriger l’image fictive et la rapprocher de l’image réelle. Le processus se répète




Figure 2.8. (a) Processus de construction du sinogramme à l’aide de pro-
jections de l’image selon des angles différents, projections obtenues par l’en-
registrement du signal des rayons X traversant l’objet. Chaque projection est
placée dans une matrice constituant le sinogramme (avec 180 angles ou pro-
jections dans le cas présent). (b) Processus de reproduction de l’image par
rétroprojection : chaque ligne du sinogramme est rétro-projetée sur l’image
qui se reconstitue, avec cependant l’introduction d’erreurs.
l’image réelle reconstruite. L’avantage des méthodes itératives par rapport à la rétroprojec-
tion est qu’elles permettent une meilleur gestion de divers paramètres, comme le flou et les




La particularité de la tomodensitométrie est que l’intensité de chaque voxel peut être relié au
coefficient d’atténuation des tissus composant le voxel et la densité électronique de ceux-ci
peut en être déduite. Ainsi, l’intensité des voxels est exprimée en unité Hounsfield (HU)
correspondant à
HU = 1000µxyz − µeau
µeau
(2.3.1)
Où µxyz est le coefficient d’absorption linéaire du voxel xyz et µeau est le coefficient d’atté-
nuation linaire de l’eau. Les nombres HU sont donc définis par rapport au coefficient d’atté-
nuation de l’eau. Ainsi, l’eau a un nombre HU de 0 et l’air, ayant un coefficient d’absorption
considéré comme nul, a un nombre HU de -1000. Toute la gamme des nombres HU est ainsi
définie à partir de ces deux points et chaque appareil de tomodensitométrie est calibré afin
d’obtenir les intensités voulues.
Nous avons vu dans l’équation 2.1.2 que µ ∝ ρZ
A
NA. En considérant la densité électronique
ρelec = ρZANA, on a
1
µ(E,Z) = ρelecσe(E,Z) = ρelec(σcohérente + σComptone + σphotoélectriquee ) (2.3.2)
À partir de ces relations, Schneider et al. [49] ont développé une méthode permettant de
relier la densité électronique relative ρe = ρelec/ρeauelec au nombre HU. En considérant les
différentes sections efficaces comme proportionnelles à une certaine puissance du nombre
atomique, c’est-à-dire σie = KiZni où les ni sont connus, les constantes Ki peuvent être
déterminées par une régression linéaire sur des données expérimentales obtenues sur des
matériaux de numéros atomiques connus. Une fois ces constantes obtenues, il est possible de
calibrer les appareils de tomodensitométrie afin de faire correspondre les HU aux densités
électroniques des tissus humains. On obtient alors pour chaque appareil et chaque énergie
fournie une courbe de calibration ou courbe HU-ED reliant les unités Hounsfield à la densité
relative des électrons (ED), telle qu’illustrée à la figure 2.9. Bien que seuls quelques tissus
sont représentés ici, trois groupes se distinguent en général dans ces courbes de calibration :
l’air dont le HU est de -1000 et dont la densité est considérée comme nulle ; les tissus mous
dont les HU varient entre -200 et 200 et dont les densités relatives sont proches de 1 ; et les
os dont les HU sont au-delà de 500. Cette courbe sert alors de référence pour le calcul de la
dose en radiothérapie basé sur les images CT.
1. les énergies n’étant pas suffisantes, la production de paires n’est pas prise en compte.
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Figure 2.9. Courbe associant les nombres HU à la densité électronique re-






3.1. Principes généraux en IRM
3.1.1. Imagerie par résonance magnétique
La résonance magnétique est une modalité d’imagerie différente de la tomodensitométrie et
par certains aspects, complémentaire à celle-ci. Elle utilise une propriété quantique que pos-
sèdent notamment les noyaux atomiques appelée spin. Le spin est une propriété intrinsèque
des particules qui se manifeste au niveau microscopique et leur confère un moment magné-
tique. Étant un propriété quantique, le spin est également quantifiable mais ne peut prendre
que certaines valeurs particulières qui peuvent être combinées. Ainsi, le spin peut être re-
présenté sous forme de vecteur et a donc une intensité et une direction. Il peut prendre des
valeurs entières ou demi-entières et être dans l’état up (haut) ou down (bas). Les composants
de la matière ordinaire, l’électron, le proton et le neutron, ont un spin de 1/2. Comme les
spins peuvent se combiner, par addition vectorielle, les noyaux atomiques ont également un
spin dont la valeur dépend de leur composition en proton et en neutron. Par exemple, le 12C
et le 16O on un spin de 0 mais le 13C a un spin de 1/2 et le 17O a un spin de 5/2 [4]. Ainsi,
les noyaux de spin non nul peuvent interagir avec un champ magnétique et donner un signal
en résonance magnétique, alors que ceux ayant un spin de 0 sont invisibles.
En résonance magnétique, c’est principalement le spin du noyau d’hydrogène qui est utilisé,
c’est-à-dire le spin du proton. Celui-ci est en effet très présent dans les tissus humains,
essentiellement en tant que composante de l’eau mais aussi de la graisse, cette dernière
consistant en de longues chaînes d’atomes de carbone auxquels sont accrochés des atomes
d’hydrogène.
3.1.1.1. Principe de base
Le processus permettant d’obtenir une image à partir des spins des noyaux d’hydrogène fait
intervenir divers procédés qui permettent de produire un signal de résonance, de localiser
ce signal et enfin de transformer l’information reçue en image. La résonance magnétique
utilise la magnétisation, c’est-à-dire le caractère magnétique macroscopique d’un matériau
produit par l’ensemble des spins. Celle-ci représente ainsi la somme vectorielle de tous les
spins présents dans une volume donné.
Production du signal de résonance
Le signal est généré à l’aide d’un champ magnétique puissant (entre 0.5 T et 3 T dans les
appareils courants) généralement nommé B0, produit par des bobines supraconductrices.
Une fois placés dans ce champ, les spins des noyaux d’hydrogène, présents dans un corps
humain par exemple, s’alignent selon les lignes du champ soit de façon parallèle, soit de façon
antiparallèle. L’état parallèle ayant une énergie plus faible, la quantité de spins dans cet état
est donc un peu plus élevée (environ 3 spins d’hydrogène supplémentaires par million à 1 T
ou 3 ppm [4]). De plus, tous les spins oscillent ou précessent autour de la direction du champ
B0 à une fréquence ω0 (ou f0) qui dépend à la fois de l’intensité du champ magnétique et du
type de noyau via le facteur gyromagnétique γ spécifique à chaque noyau.
ω0 = γB0 ou f0 =
γ
2πB0 (3.1.1)
Cette fréquence spécifique de précession est la fréquence de Larmor.
L’alignement des spins fait ainsi apparaître une magnétisation non nulle de la matière placée
dans le champ magnétique. La magnétisation est représentée à l’aide d’un vecteurM dont la
composante Mz est par convention dans la direction du champ magnétique B0 et est appelée
magnétisation longitudinale. Les composantesMx etMy forment un plan perpendiculaire au
champ B0 et composent la magnétisation transverse. L’alignement des spins préférentielle-
ment dans la direction z positive (parallèle) produit ainsi une magnétisation longitudinale
non nulle. Comme les spins précessent autour de l’axe du champ magnétique, ils possèdent
également une composante non nulle dans le plan xy. Cependant, comme ils n’oscillent pas
en phase, la magnétisation transverse Mxy est globalement nulle.
En appliquant un second champ magnétique, appelé B1, perpendiculairement au champ B0,
les spins sont entraînés par ce nouveau champ à osciller dans une direction supplémentaire.
Le champ B1 est appliqué de façon très brève et juste assez longtemps pour que les spins
basculent dans le plan xy perpendiculaire à B0. Les spins ayant basculé ensemble oscillent
maintenant en phase autour de B0 produisant une magnétisation dans le plan transverse
tournant à la fréquence de Larmor. Cette magnétisation en mouvement peut donc induire
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un courant électrique dans une antenne, produisant ainsi un signal électrique oscillant à la
fréquence de Larmor, tel que résumé à la figure 3.1.
Figure 3.1. Principe de production du signal en IRM : (a) les spins des
noyaux d’hydrogène s’alignent et précessent autour du champ magnétique B0
à la fréquence f0, créant une magnétisation statique M en z. (b) L’application
brève d’un champ magnétique B1 perpendiculaire à B0 bascule la magnétisa-
tion dans le plan xy. (c) La magnétisation oscillant à la fréquence f0 autour
de B0 dans le plan xy induit un signal sinusoïdal de même fréquence dans une
antenne.
En résonance magnétique, le champ B1 est produit à l’aide d’antennes émettrices d’une onde
électromagnétique, B1 étant la partie magnétique de l’onde. Afin que cette onde interagisse
en résonance avec les spins, elle doit osciller à la fréquence de Larmor. Pour les noyaux d’hy-
drogène, le ratio gyromagnétique γ2π est de 42.58 MHz/T. Selon l’équation 3.1.1 il faut donc
une onde électromagnétique de fréquence 21.29 MHz pour un champ B0 de 0.5 T et une onde
de fréquence de 127.74 MHz pour un champ de 3 T. L’impulsion électromagnétique appli-
quée afin de faire basculer les spins étant dans le domaine radio, on parle alors d’impulsion
radiofréquence ou impulsion RF [4].
Localisation du signal de résonance
Le champ B0 et l’impulsion radiofréquence (RF) permettent de produire un signal mais, ce
dernier étant identique pour tous les spins, il n’est pas possible d’en connaître l’origine ou de
situer les spins les uns par rapport aux autres dans l’espace. Cependant, comme la fréquence
de Larmor, ou fréquence de résonance, dépend du champ magnétique, une modification de ce
dernier entraîne une modification de la fréquence de résonance. L’introduction d’un gradient
dans l’intensité du champ magnétique permettrait ainsi d’obtenir une fréquence de résonance
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différente selon la position dans le gradient. Afin de modifier l’intensité du champ et de créer
ce gradient, des antennes émettrices produisent un champ magnétique supplémentaire induit
par un courant parcourant les antennes. Des antennes émettrices sont positionnées le long
de l’axe z et d’autres dans le plan xy de façon à créer un gradient du champ dans les trois
directions de l’espace. Les spins oscillent ainsi à une fréquence différente et produisent un
signal dont la fréquence dépend de leur position.
Production de l’image à partir de l’espace k
La localisation et l’enregistrement du signal ainsi que la construction de l’image est un proces-
sus qui passe par le remplissage d’une matrice en deux dimensions appelée espace k, dont les
lignes correspondent à une phase particulière et les colonnes correspondent aux fréquences de
résonance. La matrice de l’espace k est complétée suite à une série d’application d’impulsions
RF et de gradients appelée séquence. Lors d’une séquence, trois gradients sont appliqués suc-
cessivement. Le premier gradient est appliqué selon l’axe z et est associé à une impulsion RF
d’une fréquence choisie, ce qui permet de sélectionner les spins dans l’axe longitudinal. Les
spins excités font ainsi partie d’une tranche ou d’une coupe de l’objet présent dans le champ
magnétique. Ce gradient appliqué dans l’axe z est appelé gradient de sélection de coupe. Un
espace k est associé à cette coupe, tel qu’illustré sur la figure 3.2. Un second gradient est
ensuite appliqué, conventionnellement en y, permettant la sélection non d’une fréquence mais
d’une phase particulière. On parle de gradient de sélection de phase qui indique la ligne de
la matrice de l’espace k à compléter. Enfin, un troisième gradient est appliqué en x, durant
lequel un enregistrement du signal est effectué. C’est le gradient de lecture. Cependant, le
signal enregistré contient toutes les fréquences correspondant au gradient en x. Afin de les
séparer, un transformée de Fourier est appliquée et toute la ligne sélectionnée de l’espace k
est complétée, chaque colonne correspondant à une fréquence et à une position en x. Le pro-
cessus est répété en modifiant le gradient de phase jusqu’au remplissage complet de l’espace
k. Comme celui-ci fait partie du domaine fréquentiel, une transformée de Fourier 2D de cet
espace k permet de passer dans le domaine spatial, récupérant ainsi l’image recherchée.
Classiquement, l’espace k est complété de façon cartésienne, c’est-à-dire ligne par ligne. Il
existe cependant d’autres méthodes de remplissage, comme la technique radiale, plus rapide
mais moins précise, opérant un remplissage du centre vers les extrémités.
3.1.1.2. Contraste en IRM
T1, T2 ,T2* et FID
Lorsque l’impulsion RF a été appliquée et que les spins ne sont plus contraints par cette
dernière, deux phénomènes surviennent. Tout d’abord, les spins reviennent s’aligner sur
le champ B0 le long de l’axe z. Cette relaxation longitudinale, ou relaxation spin-réseau
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Figure 3.2. Un espace k, constitué d’une matrice 2D, est associé à une coupe
de l’objet à imager. L’application d’un gradient de phase dans l’axe y sélec-
tionne une ligne de l’espace k et un gradient de lecture dans l’axe x est appliqué
lors de l’enregistrement du signal afin de compléter la ligne avec les intensités
des différentes fréquences de résonance associées à leur position dans le gra-
dient. Chaque ligne est complétée suite à l’application d’un gradient de phase
différent. Une fois la matrice complétée, une transformée de Fourier permet de
reconstruire l’image.
durant laquelle l’énergie emmagasinée par les spins retourne au milieu via des interactions
avec les molécules, constitue le retour à l’équilibre de la magnétisation longitudinale. Le
comportement de la magnétisation est déterminé par les équations de Bloch. En tenant
compte de la relaxation, pour la composante longitudinale de la magnétisation et un champ






où M0 est la magnétisation à l’équilibre et T1 est le temps caractéristique de la relaxation
longitudinale. Ainsi, pour une impulsion RF entraînant un basculement des spins de 90˚, le
comportement de la magnétisation prend la forme d’une exponentielle croissante caractérisée
par le temps T1 [4],
Mz(t) = M0(1− e−t/T1) (3.1.3)
Le second phénomène survenant après l’impulsion RF est le déphasage progressif des spins
entraînant une perte de signal. En effet, après l’excitation RF, les spins oscillent d’abord en
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phase et produisent ainsi une magnétisation maximale dans le plan xy, Mxy. Mais les spins
interagissent rapidement avec d’autres spins et modifient ainsi légèrement leur fréquence de
résonance. En effet, le champ magnétique ressenti par chaque spin et modifié par la pré-
sence des autres spins et des molécules du milieu. Les spins perdent alors progressivement
leur cohérence de phase, diminuant la magnétisation dans le plan xy et induisant une perte
progressive du signal appelée FID (Free Induction Decay). Tout comme la relaxation lon-
gitudinale, cette perte de phase, ou relaxation transversale spin-spin, est déterminée par
un temps caractéristique T2. Le comportement de la magnétisation dans ce cas peut être






Pour une impulsion basculant les spins de 90˚, on a également un comportement de la
magnétisation selon une exponentielle décroissante [4]
Mxy(t) = M0e−t/T2 (3.1.5)
La relaxation T2 est égale ou plus rapide que la relaxation T1 et dépend peu du champ B0,
contrairement à T1 qui varie avec ce dernier. Cependant, toutes deux dépendent du type
de tissus, tel qu’illustré aux figures 3.5a et 3.5b. Ainsi, les gras ont un T1 et un T2 courts,
c’est-à-dire qu’ils regagnent facilement leur magnétisation initiale et perdent rapidement leur
cohérence de phase. Quant aux liquides, ils ont un T1 et un T2 longs. Leur retour à l’équilibre
est plus long et ils se déphasent moins vite. Les temps de relaxation T1 et T2 de différents
tissus sont donnés dans l’annexe A.
La perte de signal dépend donc essentiellement de la relaxation transverse de temps ca-
ractéristique T2 mais on remarque expérimentalement que la décroissance, c’est-à-dire le
déphasage, est plus rapide qu’attendu. Ce phénomène est dû à la présence d’inhomogénéités
intrinsèques des champs magnétiques B0 et B1. Ces inhomogénéités non aléatoires accélèrent
encore le déphasage. Ainsi, la décroissance exponentielle du FID ne se produit pas selon le
temps de relaxation T2, mais selon un temps caractéristique T2* un peu plus court, comme
illustré sur la figure 3.5c.
TE, TR et séquence IRM
La particularité des inhomogénéités caractérisant la relaxation T2* est qu’elles sont statiques
et relativement constantes, du moins localement. Cette caractéristique est très utile car elle
offre la possibilité de récupérer partiellement le signal des spins. En effet, le déphasage des
spins dû à ces inhomogénéités permanentes peut être inversé en appliquant une nouvelle
impulsion RF basculant les spins de 180˚. Les inhomogénéités n’ayant pas été modifiées,
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Figure 3.3. Processus de récupération du signal de résonance par une im-
pulsion d’inversion de 180˚. (a) Apparition de la magnétisation longitudinale
statique en présence du champ magnétique B0. (b) Basculement de la ma-
gnétisation dans la plan xy suite à l’application d’un champ perpendiculaire
B1 à l’aide d’une impulsion RF. La magnétisation précesse autour de B0 à
la fréquence de résonance f0. (c) Déphasage des spins, perte de la magnétisa-
tion transverse et du signal de résonance. (d) Inversion de la magnétisation de
180˚dans le plan xy suite à une impulsion RF menant au re-phasage des spins.
(e) Récupération de la cohérence des spins et d’une magnétisation maximale
dans le plan transverse. (f) Les spins se déphasent à nouveau.
leur influence est inversée et les spins retrouvent une partie de leur cohérence avant de se
déphaser à nouveau, comme le montre la figure 3.3.
La possibilité de récupérer le signal des spins est essentielle pour produire une image et la
plupart des séquences sont construites sur cette base. La figure 3.4 illustre une séquence
de base en IRM, ou séquence de spin-echo. Tout d’abord, au moment où un gradient du
champ magnétique est appliqué selon l’axe z, une impulsion RF bascule les spins de 90˚,
ou éventuellement d’un autre angle. L’angle de basculement est appelé angle de nutation ou
angle α. La fréquence de l’impulsion permet la sélection d’un tranche particulière. Ensuite
vient l’application d’un gradient en y permettant la sélection de la phase, déterminant la
ligne de l’espace k à compléter. L’impulsion de 180˚permettant le re-phasage des spins est
appliqué ensuite, en même temps qu’un nouveau gradient en z afin que seuls les spins de la
37
Figure 3.4. Séquence echo de spin : une impulsion RF (ici de 90˚) appliquée
en même temps qu’un gradient en z opère la sélection d’une coupe et induit un
signal FID. Elle est suivie d’un gradient permettant la sélection de la phase. À
un temps TE/2 est appliquée une impulsion de 180˚permettant de récupérer
le signal des spins. À un temps TE après l’excitation initiale, l’écho apparaît,
le gradient de lecture appliqué et le signal est enregistré. Après un temps TR,
une nouvelle impulsion d’excitation est appliquée et une nouvelle séquence
commence.
tranche concernée soient inversés. Lorsque le signal, appelé dans ce cas écho, est récupéré, un
gradient en x, ou gradient de lecture, est appliqué et l’écho est enregistré, remplissant la ligne
de l’espace k sélectionnée par le gradient de phase. Lorsque la magnétisation longitudinale
est récupérée, une nouvelle excitation intervient et un gradient de sélection de tranche est à
nouveau appliqué et le cycle de la séquence reprend.
Comme on le voit sur la figure 3.4, le pulse de 180˚et le gradient de lecture n’interviennent
pas à n’importe quel moment. Le temps entre l’application de la première excitation et le
moment de l’enregistrement du signal récupéré est le temps d’écho ou TE. Pour obtenir
l’écho à ce moment précis, l’impulsion d’inversion des spins doit donc intervenir à la moitié
du temps d’écho, soit à TE/2. Un autre temps caractéristique est le temps de répétition entre
deux excitations de 90˚ou TR. Idéalement, le temps de répétition TR devrait être le plus bref
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possible afin que la construction de l’image puisse être effectuée rapidement, mais en pratique
il faut attendre que le magnétisation longitudinale ait suffisamment récupéré pour avoir assez
de spins disponibles pour une nouvelle excitation. Beaucoup d’autres séquences et stratégies
existent pour accélérer le processus ou tirer profit d’une ou plusieurs caractéristiques des
tissus et du système, mais ceci est en dehors du cadre de ce travail.
Il est cependant intéressant de noter le lien entre les temps TE et TR des séquences et les
temps de relaxation T1 et T2 et comment différentes utilisations de ces temps permettent
d’obtenir une variété de contrastes. Comme on l’a vu, les temps de relaxation T1 et T2
dépendent du type de tissus. Comme illustré sur la figure 3.5a, avec un TR court, les T1 des
tissus sont bien différenciés ce qui permet un bon contraste. En effet, dans ce cas, les tissus
de T1 court ont plus de signal que les tissus de T1 long. Alors qu’avec un TR long, tous
les tissus ont retrouvé leur magnétisation longitudinale et leur signal a disparu. De la même
façon en observant la figure 3.5b, on constate qu’avec un TE court, les tissus ont tous un
signal fort, ce qui résulte en un contraste faible. Mais avec un TE long, les tissus de T2 long
ont plus de signal que ceux de T2 court, augmentant ainsi le contraste entre les tissus de T2
différent. Enfin, lorsque ni le TE ni le TR ne permettent de différencier les tissus selon leurs
caractéristiques T1 ou T2, on obtient une image reflétant la densité de proton. Le lien entre
les temps TE, TR, T1 et T2 et les contrastes obtenus sont résumés dans la figure 3.5d.
Séquence Dixon
Une séquence particulière qui peut être très utile est une séquence appelée Dixon. Elle tire
profit de la légère différence dans la fréquence de précession des spins des noyaux d’hydrogène
selon qu’ils font partie d’une molécule d’eau ou d’une molécule de graisse. En effet, un noyau
d’hydrogène d’une molécule d’eau ressent un champ magnétique légèrement différent d’un
noyau d’hydrogène d’une molécule de graisse, dû aux grandes différences de structure et
de composition de ces deux molécules. Cette différence entraîne une modification dans les
fréquences de résonance, appelée déplacement chimique. Il peut être à l’origine d’artefact
dans les images IRM mais peut également être utilisé pour faire ressortir l’eau ou la graisse
dans les images. Pour ce faire, on construit une séquence permettant de faire une lecture
lorsque l’eau et la graisse sont en phase et une autre lecture lorsqu’elles sont en opposition
de phase. Deux images sont donc obtenues, l’une avec un signal eau + gras et l’autre avec
un signal eau− gras. En additionnant les deux images, on obtient donc une image de l’eau
uniquement et, en les soustrayant, on obtient une image du gras uniquement.
3.1.2. Limitations de l’IRM pour le CT synthétique
Lorsqu’il s’agit d’utiliser des images IRM dans le but de faire de la tomodensitométrie synthé-




Figure 3.5. Quelques éléments caractéristiques en IRM. (a) Relaxation T1 à
1.5 T et (b) relaxation T2 pour le gras, les muscles et le liquide cérébro-spinal
(LCS). (c) FID : signal oscillant à la fréquence de résonance induit par la pré-
cession en phase des spins dans le plan xy et s’atténuant suivant la perte de
cohérence de phase. L’atténuation se fait selon le temps caractéristique T2*
qui tient compte des petites inhomogénéités statiques locales du champ magné-
tique en plus des interactions spin-spin de la relaxation T2. (d) Combinaison
des temps de répétition TR et des temps d’écho TE permettant d’obtenir des
images en contraste T1, T2 ou en densité de proton (DP) des tissus.
quantification en IRM, telle qu’elle peut être faite avec un CT, est problématique. Ensuite,
alors que la tomodensitométrie fournit des images géométriquement correctes, les images
IRM sont souvent entachées de distorsions spatiales. De plus, la densité électronique néces-
saire au calcul de dose n’est pas fournie par l’IRM. Enfin, l’IRM ne permet pas une bonne
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distinction entre l’air et l’os car l’air n’a pas de signal en IRM et le signal de l’os, trop bref,
ne peut être enregistré lors de séquences classiques.
3.1.2.1. Quantification
Comme on vient de le voir, l’IRM est essentiellement une imagerie de contraste qui n’est
pas élaborée pour permettre une quantification. En effet, bien que les appareils d’IRM soient
calibrés pour identifier la fréquence de résonance des noyaux d’hydrogène et pour capter le
signal électrique induit, l’intensité du signal ainsi que l’exactitude des fréquences dépendent
de beaucoup de facteurs, qui sont difficilement contrôlables.
En résonance magnétique, deux sources de perturbation du signal sont possibles : l’appareil
de résonance lui-même et le patient. Les deux sources principales d’erreurs dues à l’appa-
reillage sont les inhomogénéités du champ B0 et la non linéarité des gradients. L’intensité du
champ magnétique étant le seul élément déterminant la fréquence de résonance, un champ
qui n’est pas homogène partout ou qui n’a pas l’intensité attendue induit un décalage de fré-
quence pouvant entraîner une perte de signal. Les antennes émettrices et réceptrices peuvent
également altérer le signal, soit en ayant une mauvaise réception, soit en envoyant une onde
RF mal modulée. En effet, la forme et la qualité de l’onde radiofréquence joue également un
rôle dans la qualité du signal. L’impulsion RF fait basculer les spins des protons résonants.
Si celle-ci ne permet pas d’entraîner avec elle un maximum de spins, il en résultera une perte
de signal.
Le patient, ou l’objet imagé, constitue une autre source d’erreur possible. Le simple fait
d’introduire un objet dans le champ magnétique le modifie. De plus, le patient est à l’origine
des effets de susceptibilité magnétique qui altèrent localement le champ. La susceptibilité
magnétique est la capacité d’un substance à s’aimanter et détermine donc la sensibilité de
l’élément au champ magnétique. Bien que le système de résonance magnétique ne prenne en
compte que les protons de l’hydrogène, d’autres noyaux réagissent au champ magnétique et
le modifient localement. Les changements de susceptibilité magnétique peuvent accélérer le
déphasage des spins et induire une perte de signal. Ce phénomène est surtout présent aux
interfaces de deux tissus différents comme l’air et l’os ou les tissus mous et l’os.
Tous ces éléments influencent la qualité et la quantité du signal et ces éléments ne sont pas
toujours contrôlables ou quantifiables. Dans ces conditions, il est difficile, voir impossible




Tous les facteurs affectant l’intensité du signal peuvent également induire une mauvaise loca-
lisation du signal qui se traduit par des distorsions de l’image. C’est la fréquence qui permet
la localisation du signal. Dès lors, tout phénomène entraînant un décalage de fréquence peut
induire une mauvaise localisation et donc une distorsion. Ces distorsions peuvent apparaître
sous diverses formes.
Le déplacement chimique a déjà été mentionné pour les séquences Dixon. Bien qu’utile dans
ce cas, il est également source d’erreurs de localisation. De manière générale, l’environnement
magnétique immédiat des spins, dû aux molécules ou aux effets de susceptibilité, qui affecte
le champ magnétique ressenti pas les spins peut entraîner un décalage de fréquence et un
déplacement de la localisation réelle des spins.
La non linéarité des gradients produit un autre effet sur les images. Il ne s’agit plus de
déplacement mais d’allongement ou de contraction de l’image. Un effet similaire est obtenu
pour l’extrémité des images lorsque l’objet imagé est trop volumineux. En effet le champ
magnétique n’est homogène que dans un certain volume au centre de l’appareil. Si le champ
de vue est trop grand, certaines parties peuvent déborder de ce volume et les spins présents
expérimentent un champ magnétique différent, faussant les extrémités de l’image.
L’imagerie IRM reposant sur l’analyse de fréquences, des effets d’aliasing peuvent également
survenir. En effet, la production de l’image est basée sur le remplissage de l’espace k, ce qui
nécessite la détermination d’un champ de vue et un échantillonnage des fréquences. Ainsi, un
sous-échantillonnage des fréquences ou des parties anatomiques hors du champ de vue mais
dans le volume enregistré, résulte en des images dans lesquelles différentes parties coupées
se superposent.
Ces distorsions et déplacements dans l’image sont courants en IRM. Or il est crucial en
planification de traitement d’obtenir une localisation précise des tumeurs et des organes à
risque, mais également d’avoir une géométrie exacte des densités électroniques afin d’effectuer
un calcul de dose correct. Cependant, les systèmes d’imagerie actuels corrigent en partie
certains problèmes. Ainsi les inhomogénéités des champs sont en partie corrigées à l’aide
du shimming, système actif ou passif capable de compenser les modifications du champ
magnétique. Un choix judicieux des paramètres d’imagerie peuvent également éviter certains
problèmes, comme l’aliasing.
3.1.2.3. Densité électronique
Une autre difficulté importante est que les images obtenues par la résonance magnétique ne
fournissent aucune information sur la densité électronique des tissus indispensable au calcul
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de dose et à la planification d’un traitement de radiothérapie. En réalité, il n’y a aucun lien
physique entre le CT et l’IRM. Le CT repose sur la détection de photons non absorbés par
le patient imagé. En traversant le patient, l’absorption de tout ou partie de l’énergie des
photons se fait par les électrons via les interactions Compton ou photoélectrique. Le CT
fournit ainsi, via les nombres HU, une carte de la densité électronique du sujet. L’IRM, par
contre, est basé sur l’enregistrement d’un signal électrique induit par les spins des protons
des noyaux d’hydrogène oscillant en phase dans un champ magnétique suite à une impulsion
radiofréquence. L’information de base provient donc essentiellement de l’hydrogène présent
dans le patient. Or, d’un point de vue physique, il y a un lien faible entre une densité
électronique, provenant de tous les atomes, et une densité de protons provenant des atomes
d’hydrogène uniquement. Il faut donc chercher ailleurs un moyen de relier les deux modalités
et de déduire d’une image IRM une carte de densité électronique semblable à celle pouvant
être déduite d’un CT.
3.1.2.4. Discrimination air/os
Bien que la présence de distorsions et le lien non défini des intensités IRM à une quantité
physique soient des freins à l’utilisation de l’IRM pour la tomodensitométrie synthétique,
un des principaux obstacles réside dans l’absence de signal pour l’os. En effet, comme toute
substance solide, ce dernier a un T2 très court. Le temps de relaxation T2 de l’os est de
moins d’une milliseconde, en comparaison aux autres tissus dont le T2 varie de plusieurs
dizaines à quelques centaines de millisecondes (voir annexe A). Son signal disparaît donc
bien avant qu’il puisse être enregistré. En conséquence, non seulement l’os n’apparaît pas
sur les images IRM, mais il n’est également pas possible de le différencier de l’air, qui n’a
aucun signal (il n’y a pas ou peu d’hydrogène dans l’air). Or les deux éléments ont une
densité électronique très différente, proche de zéro pour l’air et de 1,85 g/cm3 pour les os
compacts (selon l’ICRU). Il est donc essentiel pour le calcul de dose de reconnaître l’os dans
les tissus.
Afin de palier à ce problème, des séquences spécifiques ont été développées appelées séquences
UTE (Ultrashort TE) basée sur un TE très court. La séquence PETRA (Pointwise Encoding
Time Reduction with Radial Acquisition) est un exemple de séquence utilisant un TE ultra-
court. Ces séquences sont basées sur des techniques permettant d’enregistrer rapidement
le signal, en recherchant un TE le plus court possible et en jouant sur le remplissage de
l’espace k, qui est souvent radial dans ce cas.
La séquence UTE, décrite par Robson et al. [47], est basée sur deux lectures du signal,
l’une très rapidement après l’impulsion RF et une autre quelques millisecondes plus tard.
Un arrangement spécifique des impulsions RF et des gradients permet une lecture dès que
l’impulsion d’excitation et le gradient de sélection de coupe sont terminés, ce qui autorise un
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TE de moins de 100 µs. Un angle de nutation très petit, de l’ordre d’une dizaine de degrés,
permet aussi de réduire le temps d’application de l’impulsion d’excitation et d’accélérer le
retour de la magnétisation longitudinale. Le résultat est l’obtention de deux images. La
première, avec un TE très bref, founit une intensité pour tous les tissus puisque le signal a
été enregistré lorsque tous les FID étaient encore intenses. Pour la seconde image avec un
TE de quelques millisecondes, le signal des tissus au T2 très court a disparu et seuls les
tissus avec un T2 long fournissent un signal qui n’a pas eu le temps de s’atténuer de façon
importante. Une différence des deux images fournit ainsi un contraste des tissus ayant un
T2 très court, notamment les tissus osseux.
Une autre séquence a été décrite par Grodzki et al. [18]. Bien que la séquence soit basée sur
un TE très court également (moins de 100 µs), la technique utilisée se concentre plutôt sur le
remplissage de l’espace k. Le signal voulu disparaissant rapidement, il est nécessaire d’avoir
un temps de lecture le plus court possible tout en gardant une qualité d’image suffisante. La
séquence PETRA, ou Pointwise Encoding Time Reduction with Radial Acquisition, combine
un encodage cartésien pour le centre de l’espace k, conservant ainsi les fréquences les plus
basses contenant l’information principale, avec un encodage radial plus rapide et moins précis
pour le reste de l’espace k. Cette séquence permet ainsi de récupérer une partie du signal de
l’os dont l’intensité, bien que faible, peut être séparée de l’intensité nulle de l’air.
3.2. Classification des méthodes de CT synthétique
Une solution physique pour la production de CT synthétique n’étant pas envisageable au
vu des diverses limitations, la plupart des recherches se sont tournées vers une solution pra-
tique ou mathématique. Plusieurs groupes de recherche se sont penchés sur le problème et
ont exploré et expérimenté des solutions différentes. Le défi est toujours le même, à savoir
comment obtenir l’équivalent d’une image CT, c’est-à-dire une carte de nombres HU ou de
densités électroniques, à partir d’une image IRM. Au fil du temps, différentes méthodes de
production de CT synthétiques se sont dégagées, qui peuvent être regroupées en trois caté-
gories. Une première solution consiste à segmenter les images ou à opérer une classification
de quelques tissus et à attribuer une densité brute à chaque classe ou à chaque zone seg-
mentée. Une autre catégorie de méthodes effectue un recalage déformable sur un IRM test
d’un ou plusieurs couples d’images IRM/CT, constituant un atlas. Enfin, plusieurs méthodes
s’attellent à la recherche d’un lien mathématique entre les intensités CT et IRM avec un trai-
tement par voxel utilisant l’apprentissage machine. D’autres méthodes à part ou hybrides,
c’est-à-dire n’entrant pas dans une catégorie ou combinant plusieurs méthodes, existent éga-
lement. La première catégorie de méthodes est désignée sous le terme de méthodes Bulk, le
deuxième catégorie est nommée méthodes Atlas et le troisième groupe est appelé méthodes
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basées sur voxel. Quant aux techniques qui n’entrent pas dans une catégorie spécifique, elles
sont désignées comme méthodes hybrides.
3.2.1. Méthodes Bulk
Parmi les premières études effectuées, plusieurs ont testé les traitements de radiothérapie
en utilisant une image IRM reconvertie en densité homogène, en l’occurrence la densité
de l’eau [6] [7] [5] [42]. Leur objectif étaient essentiellement de vérifier les corrections de
distorsions et la possibilité de fournir des DRR. Ces études ont montré que les distorsions
(après corrections) étaient minimes et qu’il n’y avait pas de différence significative dans le
calcul de dose due à cet effet.
Une des toutes premières études menée pas Ramsey et al. [44] a également comparé une
densité homogène basée sur l’IRM à une densité hétérogène donnée par le CT. Les compa-
raisons des DVH et des statistiques de dose ont montré que pour le cerveau et dans certaines
conditions (absence d’air), considérer une densité complètement homogène donnait déjà des
résultats satisfaisants, bien que proches des limites acceptables. Cependant, considérer les
hétérogénéités des tissus reste essentiel dans la grande majorité des cas.
La particularité des méthodes Bulk est d’attribuer des densités électroniques brutes ou des
nombres HU uniques à différents tissus identifiés. L’identification des tissus s’effectue soit
par segmentation de l’image, soit par classification des voxels.
Segmentation de l’image
Les méthodes utilisant la segmentation ne considèrent en général que 2 ou 3 tissus différents
comme l’eau et l’os [34] [14] [33], l’eau (ou les tissus mous), l’os et l’air [25] [27] [10] [32]
ou encore, pour le cerveau, l’os et le cuir chevelu [54] [53]. La segmentation est effectuée de
façon manuelle et/ou automatique à l’aide des outils cliniques. Certaines études utilisent une
technique de segmentation basée sur atlas [53]. D’autres études ne considèrent pas toujours
l’IRM. Leur objectif est d’évaluer le potentiel d’éventuels CT synthétiques et leur segmenta-
tion est effectuée à l’aide d’un seuillage sur le CT directement [14] [27] [10]. L’attribution
des densités aux structures segmentées s’effectue soit en considérant les densités connues ou
estimées des tissus (via les données de l’ICRU par exemple), soit en se basant sur le CT en
prenant une moyenne des HU pour les os [34] [33].
Les méthodes d’attribution de densités brutes à des tissus segmentés présentent deux incon-
vénients. Le premier est que les régions segmentées doivent correspondre le mieux possible
à des régions représentant des tissus de densité similaire. Or, les segmentations manuelles
peuvent varier beaucoup selon les personnes effectuant la segmentation et les segmentations
automatiques peuvent être différentes selon l’outil utilisé. Le second inconvénient est que
les densités attribuées sont uniques pour une classe de tissus. Ces méthodes ne prennent
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donc pas en considération la variabilité de densités qui existe au sein d’un même tissu et
considèrent celui-ci comme un bloc homogène. De plus, elles ne tiennent pas compte du
phénomène de volume partiel.
Une amélioration destinée à palier à ce dernier inconvénient est proposée par Yu et al. [59].
Au lieu d’attribuer des densités brutes après avoir segmenté le tissus mous et les os (divisés en
os corticaux et os spongieux), les HU sont attribués selon les intensités IRM à l’intérieur de
chaque segmentation. Ainsi, pour les tissus mous, un nombre HU entre -400 et 200 est attribué
proportionnellement aux intensités IRM et pour les os, les nombres HU sont attribués en
proportion inverse des intensités IRM, entre 200 HU et 500 HU pour les os spongieux et
entre 500 HU et 1000 HU pour les os corticaux.
Classification des voxels
Une technique permettant une plus grande variabilité et une meilleure attribution des den-
sités est une méthode de classification utilisant l’algorithme des k-moyennes floues (FCM
ou Fuzzy-C-Means) [20] [55]. La méthode nécessite plusieurs contrastes IRM permettant
de faire ressortir différents tissus. L’objectif est de classer les voxels selon différentes classes
représentant un tissu particulier tout en laissant la possibilité à un voxel d’appartenir à
plusieurs classes selon une certaine probabilité. Mathématiquement, la minimisation de la






umik‖xi − vk‖2 (3.2.1)
où xi est le vecteur des intensités du voxel i pour chaque contraste IRM, vk est le vecteur des
centres de la classe k pour chaque contraste et uik est la pondération du voxel i pour la classe
k avec un degré de flou m. À chaque classe de tissu est attribuée une densité électronique
ou un nombre HU et à chaque voxel xi,sCT du CT synthétique correspond une densité égale
à la somme pondérée des densités de chaque classe c’est-à-dire xi,sCT =
∑
k uikHUk. Dans
le contexte du CT synthétique, l’algorithme FCM de base est amélioré par l’ajout d’une
contrainte spatiale, basé sur les travaux de Chen et Zhang [9], qui tient compte des intensités
moyennes dans un voisinage des voxels.
Bien que les méthodes FCM utilisent un traitement par voxel, le choix de ne considérer que
quelques classes de tissus connus et de leur attribuer une densité électronique brute sans lien
avec le CT les rapprochent plutôt des méthodes Bulk.
3.2.2. Méthodes Atlas
La méthode initiale utilisant une banque de paires IRM/CT ou atlas, constituée par des
images d’un ou plusieurs patients, a été développée par Dowling et al. [11]. La technique
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consiste à opérer un recalage déformable des IRM provenant d’un atlas sur un IRM test
permettant d’obtenir des cartes de déformation. Ces cartes sont ensuite appliquées aux CT
de l’atlas afin d’obtenir le CT synthétique correspondant à l’IRM test. Si l’atlas comprend
plusieurs paires d’images, l’obtention du CT synthétique peut se faire de plusieurs façons.
Soit les images de l’atlas sont recalées entre elles sur base d’un des sujets de l’atlas et un
atlas moyen est obtenu. C’est la technique utilisée initialement. Soit chaque IRM de l’atlas
est recalé séparément sur l’IRM test, fournissant autant de cartes de déformation et autant
de CT déformés. Ces derniers sont ensuite moyennés afin d’obtenir le CT synthétique [52]
[58].
La méthode de base a évolué pour donner naissance à plusieurs techniques, toujours basées
sur la constitution et l’utilisation d’atlas. Une première innovation consiste à pondérer les
paires de l’atlas selon divers procédés comme l’utilisation d’un indice de similarité calculé
pour chaque voxel [12] ou une méthode de reconnaissance de texture [58]. L’utilisation
de régions d’intérêt [8] ou la segmentation de structures spécifiques [51] pour lesquelles
une correspondance est recherchée de façon indépendante dans l’atlas affine également la
technique.
L’avantage de la méthode Atlas par rapport à la méthode Bulk est qu’elle permet une attri-
bution plus fine et plus juste des nombres HU puisque ceux-ci sont tirés directement d’un CT
et couvre un gamme beaucoup plus large de HU. Malheureusement, les nombreux recalages
requis entre différents sujets peuvent introduire des erreurs et la technique ne convient pas
aux anatomies atypiques ou éloignées des sujets de l’atlas.
3.2.3. Méthodes basées sur voxel
Les méthodes basées sur voxel sont des techniques de production de CT synthétiques qui
utilisent l’apprentissage machine pour rechercher un lien entre IRM et CT. Leur usage com-
prend souvent deux étapes, à savoir une étape d’entraînement recherchant les paramètres
d’un modèle et une étape d’application du modèle qui produit le CT synthétique. Les mo-
dèles cherchant à relier les intensités IRM et CT peuvent être de type régression gaussienne
[23] [22] [46] [45] ou arbres décisionnels [13] par exemple.
Une autre méthode utilisent également l’apprentissage machine de manière particulière. Dé-
veloppée par Kim et al.[30], elle combine une classification des tissus avec un traitement
par voxel utilisant une technique de somme pondérée des intensités IRM afin d’obtenir une
valeur de HU pour le CT synthétique [60] [29] [43]. Après une classification en cinq tissus
et une attribution d’une densité brute pour l’air, un entraînement permet de trouver les
pondérations de chaque intensité IRM pour chaque classe de tissus permettant de retrouver
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ou de s’approcher du nombre HU du CT. L’entraînement est basé sur un procédé itératif qui
cherche à minimiser la distance entre le CT réel et le CT synthétique.
L’avantage des méthodes basées sur voxel est leur automatisme. Les techniques d’apprentis-
sage machine utilisent des modèles reliant les intensités IRM et les nombres HU sans nécessi-
ter de recalage entre différents sujets et sans qu’une segmentation ou même une classification
en tissus soit indispensable. L’inconvénient est que leur efficacité dépend des contrastes IRM
et de leur capacité à faire ressortir divers types de tissus, le principal problème étant l’iden-
tification de l’os et de l’air.
3.2.4. Méthodes hybrides
Il existe d’autres méthodes un peu différentes de celles déjà décrites qui sont plus particulières
et n’entrent pas spécifiquement dans l’une ou l’autre catégorie comme l’approche bayésienne
probabiliste basée sur atlas, le modèle double de conversion des HU ou la méthode basée sur
patch.
L’approche bayésienne probabiliste est une technique basée sur le théorème de Bayes et
utilisant deux fonctions de densité de probabilité, l’une relative à l’intensité et l’autre prenant
en compte l’information géométrique [19]. La méthode se base sur un atlas de paires IRM/CT
qui est recalé de façon déformable à un IRM test. La fonction relative à l’intensité prend
en compte une moyenne des intensités CT des voxels de l’atlas dont les intensités IRM
correspondent, à 5% près, à l’IRM test. Ces intensités sont également pondérées en 1/r2
selon la distance r entre le voxel test et le voxel de l’atlas. Quant à la fonction géométrique,
elle prend en compte les intensités des CT déformés dans un certain voisinage autour des
voxels, pondérées par une fonction gaussienne.
Le modèle double de conversion des HU (Dual HU conversion model) est une méthode qui
applique deux techniques différentes d’attribution des nombre HU, l’une pour l’os et l’autre
pour les tissus mous [26] [31]. Après une segmentation os/tissus mous, un entraînement est
effectué sur les voxels d’os afin de trouver les paramètres d’un modèle polynomial permettant
d’attribuer les nombres HU de l’os sur base des intensités IRM. Quant aux tissus mous, la
distribution des intensités IRM est divisée en 3 parties et une moyenne des nombres HU
correspondant à chaque partie est estimée à partir du CT. La particularité est que ces
estimations sont effectuées non pas en considérant tous les voxels d’un sujet, mais sur base
de quelques dizaines de voxels pour l’os et d’une centaine de régions d’intérêt de 5 mm de
diamètre pour les tissus mous.
Une dernière technique intéressante est une méthode basée sur patch, combinant l’utilisation
d’un atlas et le traitement par voxel [3] [2]. Un patch est l’ensemble des voxels faisant partie
d’un voisinage déterminé autour d’un voxel d’intérêt. Dans ce cas, l’atlas n’est pas constitué
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de paires d’images mais de patchs de quelques voxels de côté constitués autour de chaque
voxel. À chaque patch IRM correspond ainsi un voxel dans le CT. Pour un IRM test, un
patch est construit autour de chaque voxel et il s’agit alors de trouver dans l’atlas, les k
patchs les plus similaires en se basant sur un indice de similarité. Afin de réduire le nombre
de patchs à comparer, seuls les patchs dans un certain volume autour du voxel d’intérêt sont
considérés (il est donc nécessaire d’effectuer une recalage non rigide entre les IRM de l’atlas
et l’IRM test). Le nombre HU du CT synthétique pour chaque voxel est alors constitué de
la somme pondérée des intensités CT des k patchs retenus, la pondération s’effectuant selon
le degré de similarité.
Les méthodes de production de CT synthétiques à partir d’IRM sont donc nombreuses et
variées. Pour ce travail, le choix a été fait de partir d’une méthode basée sur voxel utilisant
l’apprentissage machine. Ce type de méthode, essentiellement probabiliste, a plusieurs avan-
tages. Tout d’abord, l’intervention humaine est réduite au minimum, ce qui évite des erreurs
systématiques. De plus, certaines étapes qui peuvent devenir longues et fastidieuses, comme
le contourage de tissus, sont évitées. Ensuite, la technique choisie ne nécessite pas de reca-
lage d’image provenant de sujets différents, qui est également source d’erreurs. Enfin, aucune
segmentation de tissus n’est nécessaire et ces derniers ne se voient pas attribuer une densité
brute, qui ne reflète pas les variations de densité qui peuvent exister au sein d’un même
tissu. Parmi les différents modèles qui peuvent être utilisés en apprentissage machine, une
méthode de régression gaussienne a été choisie car son implémentation est simple et directe,




ACQUISITION ET TRAITEMENT DES DONNÉES
L’expérience décrite ici à eu lieu au service de radio-oncologie de l’Hôpital Notre Dame
qui fait partie du Centre hospitalier de l’Université de Montréal (CHUM). Lors de l’expé-
rience initiale, des tissus animaux, en l’occurrence trois têtes de cochon, qui seront également
désignées sous le terme de sujet, on été scannés en tomodensitométrie et en résonance magné-
tique. Après un recalage des images obtenues et un premier traitement servant à conserver
uniquement les voxels d’intérêt, des CT synthétiques ont été produits à l’aide de deux mé-
thodes : une méthode de régression gaussienne (GMR), déjà développée par un groupe de
recherche suédois, et une nouvelle méthode Bayes-GMR, toutes deux présentées en détail
plus loin dans ce travail. Afin de tester la performance des CT synthétiques pour le calcul




Bien que se baser sur des images de patients soit idéal pour ce genre d’étude, l’utilisation
de tissus animaux est plus aisée et surtout, offre une plus grande liberté dans l’acquisition
des données. Le choix s’est porté sur le cochon étant donné son accessibilité et sa spécificité
tissulaire assez proche de celle de l’humain. Il fallait également une partie de l’animal qui
ne soit ni trop petite pour avoir des données suffisantes, ni trop volumineuse pour une
manipulation aisée et surtout être à la taille des appareils. La tête était dès lors un choix
idéal, s’avérant de plus posséder une variété de tissus et une complexité structurelle mettant
au défi les méthodes choisies.
Trois têtes de cochon ont été fournies par un boucher et emballées sous vide par ce dernier
(voir figure 4.1a). Elles ont été ensuite emballées une nouvelle fois dans un sac plastique afin
(a) (b) (c)
Figure 4.1. (a) Tête de cochon sous vide. (b) Montage effectué pour les
acquisitions CT et IRM avec les fioles d’eau et d’huile placées de chaque côté
des têtes. (c) Montages prêts pour les acquisitions.
de préserver l’hygiène des appareils et des locaux. Les têtes ont également été placées sur une
base en styromousse et fixées à l’aide de ruban adhésif. De chaque côté des têtes emballées,
deux fioles ont également était fixées, une fiole contentant de l’eau stérile avec une solution
de NaCl à 0.9% et l’autre fiole contenant de l’huile d’olive. Le rôle de ces fioles est de servir
d’éventuel point de référence ou pour la normalisation du signal. Le montage complet est
présenté à la figure 4.1b.
Une fois les tissus animaux prêts, chaque tête à été scannée au CT et à l’IRM (voir fi-
gure 4.1c). La préparation des montages ainsi que les acquisitions CT et IRM ont toutes été
effectuées le même jour.
4.1.2. Appareils du CHUM
Toutes les acquisitions ont été effectuées sur les appareils du service de radio-oncologie du
CHUM. Le service possède un SOMATOM Definition Flash de Siemens, un appareil de
tomodensitométrie à double énergie, ainsi qu’un MAGNETOM Aera de 1.5 T de Siemens,
un appareil de résonance magnétique.
4.1.2.1. Appareil CT et paramètres d’acquisition
Le SOMATOM Definition Flash est un appareil de la compagnie Siemens possédant deux
sources de rayons X offrant la possibilité de faire une acquisition en double énergie. Les deux
sources sont disposées à 95 degrés l’une de l’autre. Cinq énergies sont disponibles, à savoir 70,
80, 100, 120 et 140 kVp. L’appareil a un rayon interne de 78 cm. La reconstruction de l’image
est effectuée par l’algorithme itératif SAFIRE (Sinogram Affirmed Iterative Reconstruction).
Pour ce travail, les tissus animaux ont été scannés à 120 kVp (voir figure 4.2a) et le tableau
4. I présente tous les paramètres d’acquisition utilisés.
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(a) (b) (c)
Figure 4.2. (a) Montage prêt pour une acquisition dans l’appareil CT. (b)
Montage sur la table de l’appareil IRM. (c) Antenne de thorax installée sur
un sujet en vue des acquisitions IRM.
Tableau 4. I. Paramètres des acquisitions CT.
Séquence Énergie Bas mAs Haut mAs Résolution Taille
(kVp) (mAs) (mAs) (mm x mm x mm) (voxels)
SECT 120 350 536 0.6 x 0.6 x 1.0 512 x 512 x 104
4.1.2.2. Appareil IRM et paramètres d’acquisition
Les données IRM ont été acquises sur un MAGNETOM Aera de 1.5 T de la compagnie
Siemens. L’appareil a un rayon interne de 70 cm et la longueur des aimants créant le champ
magnétique principal est de 137 cm. L’appareil fournit un champ magnétique homogène dans
une sphère d’environ 45 cm de diamètre. La table est munie d’antennes réceptrices incorpo-
rées et plusieurs autres antennes spécifiques peuvent être utilisées selon les sites anatomiques
imagés, comme des antennes de tête. Pour l’acquisition des tissus animaux, une antenne de
thorax couvrant toute la tête a été utilisée, tel qu’illustré sur les figures 4.2b et 4.2c. En plus
des séquences classiques ou plus spécifiques utilisées régulièrement en clinique, une mise à
jour récente offre la possibilité d’effectuer des acquisitions PETRA avec un TE ultra-court.
L’appareil fournit également un système de correction pour les inhomogénéités du champ
magnétique (shimming).
Les tissus animaux ont été scannés selon quatre séquences différentes, à savoir T1, T2,
une séquence en densité de proton (DP) et une séquence PETRA. Toutes les séquences, à
l’exception de la séquence PETRA, ont été paramétrées afin d’obtenir des images Dixon.
Le tableau 4. II reprend tous les paramètres utilisés pour les différentes séquences ainsi
que le temps d’acquisition pour chacune d’entre elles. Au total, les différentes acquisitions
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en résonance magnétique ont permis d’obtenir 13 images 3D offrant chacune un contraste
différent. L’annexe B présente tous les contrastes IRM obtenus pour l’un des sujets.
Tableau 4. II. Paramètres des acquisitions IRM. Pour les séquences T1, T2
et DP, des images Dixon on été obtenues nécessitant une acquisition en phase
(in) et en opposition de phase (opp) pour l’eau et la graisse.
Séquence Temps TE TR α Résolution Taille
d’acquisition (ms) (ms) (mm x mm x mm) (voxels)
PETRA 4min 38s 0.07 5 6˚ 1.2 x 1.2 x 1.2 384 x 384 x 384
T1 Dixon 3D 32min 46s 4.77 (in) 20 10˚ 1.2 x 1.2 x 1.2 384 x 384 x 256
2.39 (opp) 20 10˚ 1.2 x 1.2 x 1.2 381 x 381 x 256
T2 Dixon 2D 23min 24s 103 (in) 14470 180˚ 1.2 x 1.2 x 2.4 384 x 384 x 128
103 (opp)1 14470 180˚ 1.2 x 1.2 x 2.4 384 x 384 x 128
DP Dixon 2D 23min 44s 13 (in) 12830 180˚ 1.2 x 1.2 x 2.4 384 x 384 x 128
13 (opp) 12830 180˚ 1.2 x 1.2 x 2.4 384 x 384 x 128
4.2. Production de CT synthétiques
Les images CT et IRM obtenues ont servi à la production des CT synthétiques des trois
sujets. Mais avant d’appliquer les algorithmes des différentes méthodes aux images, celle-ci
doivent être recalées et ré-échantillonnées étant donné que toutes n’ont pas la même taille
ni la même résolution. De plus, les méthodes utilisées effectuant un traitement par voxel, il
est judicieux d’enlever tous les voxels inutiles, c’est-à-dire ceux qui ne représentent pas les
tissus animaux.
4.2.1. Pré-traitement des images
4.2.1.1. Recalage et ré-échantillonnage
Afin d’éviter les erreurs d’alignement entre les images des différentes modalités, toutes les
images CT et IRM doivent être recalées, c’est-à-dire qu’elles doivent être placées dans un
référentiel commun de façon à ce que les différentes structures anatomiques correspondent.
De plus, la méthode de CT synthétique choisie effectuant un traitement par voxel, les images
1. Les TE des séquences T2 et DP étant longs comparativement au temps séparant l’oscillation en phase
et hors phase de l’eau et de la graisse, le système de gestion des séquences IRM ne fait plus la différence
entre les deux TE (in et opp).
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doivent également être ré-échantillonnées afin d’avoir la même résolution et que chaque voxel
d’une image corresponde au même voxel dans les autres images de modalité ou de contraste
différents. Le recalage et le ré-échantillonnage ont été effectués à l’aide de la version 5.1
du logiciel clinique MIM de la compagnie MIM Software Inc. Il s’agit du logiciel utilisé en
clinique pour le recalage d’images d’une même modalité ou de modalités différentes.
Afin d’effectuer les recalages, le logiciel MIM utilise une méthode appelée Assisted Align-
ment Fusion. Bien que peu d’informations sur l’algorithme utilisé soient disponibles pour
l’utilisateur, la compagnie mentionne que le recalage effectué par le logiciel est basé sur une
technique d’optimisation de l’information mutuelle (mutual information) des images [21].
L’information mutuelle I de deux images A et B peut être définie comme suit [35] [40]
I(A,B) = H(A) +H(B)−H(A,B) (4.2.1)
où H représente l’entropie de Shannon, c’est-à-dire H = ∑i pi log pi avec p, la distribution
de probabilité des niveaux de gris dans l’image considérée. L’entropie peut être vue comme
une mesure de l’information contenue dans une image. Ainsi, une image ayant beaucoup de
niveaux de gris contient beaucoup d’information et a donc une entropie élevée.
H(A,B) quant à elle représente l’entropie jointe des images A et B ouH(A,B) = ∑i,j pi,j log pi,j.
Si l’entropie est une mesure de l’information, elle peut également être vue comme une mesure
de la dispersion des probabilités. L’idée initiale est de considérer que les ratios des niveaux de
gris des voxels correspondants de deux images varient peu lorsqu’ils sont situés dans des tis-
sus similaires. La variance des ratios devrait donc être minimale lorsque les deux images sont
correctement alignées. Une autre mesure de cette dispersion peut être faite un prenant l’his-
togramme joint des images A et B. Si les images sont correctement superposées, la dispersion
des probabilités, ou l’entropie jointe, dans l’histogramme joint est faible et elle augmente si
les images sont décalées. Ainsi, l’entropie jointe est l’élément clé du recalage des images A et
B. En effet, l’objectif est de trouver la superposition des images qui minimise la dispersion,
autrement dit qui minimise H(A,B), afin de maximiser l’information mutuelle I(A,B). Un
recalage rigide est donc effectué en laissant une image fixe et en déplaçant l’autre image à
l’aide de translations et de rotations dans les trois dimensions jusqu’à trouver la position qui
maximise l’information mutuelle.
Toutes les images IRM ayant été obtenues sur le même appareil en une seule séance (i.e. sans
que le sujet ait été déplacé), celles-ci ont le même référentiel et sont donc automatiquement
recalées entre elles. La même remarque est valables pour les images CT. Le recalage a donc été
effectué entre les images CT et les images IRM en utilisant des translations et des rotations
uniquement, constituant un recalage rigide. Ainsi, le recalage et le ré-échantillonnage ont été
effectués sur base des images en densité de proton acquises en phase car celles-ci avaient la
55
résolution la plus grossière et étaient de meilleure qualité et mieux contrastée que les images
en pondération T2 de même résolution. Le recalage automatique du système a également été
vérifié visuellement. Les données de translation et de rotation appliquée sur les images CT
sont reprises à l’annexe C.
4.2.1.2. Construction du masque
Afin d’accélérer le traitement par les algorithmes et également afin de ne pas tenir compte
dans les résultats des voxels sans intérêt comme l’air ambiant, un masque 3D a été constitué
pour ne prendre en considération que les voxels des sujets. Pour ce faire il a d’abord fallu
constituer un masque pour les fioles. Tous les masques ont été construits à l’aide de Matlab
sur les images CT à 120 kVp haut mAs. Les fioles ayant des sections circulaires, des cercles
centrés sur les fioles et de rayons correspondant ont d’abord été créés sur une image. Les
fioles n’étant pas nécessairement parfaitement alignées par rapport à l’axe z, un ajustement
des cercles image par image a été effectué jusqu’à ce que le masque recouvre chaque fiole.
Celles-ci ont alors été retirées de toutes les images à l’aide du masque et conservée dans des
images séparées.
Une fois les objets parasites disparus de l’image, un autre masque, constitué d’une image
binaire, a été construit pour ne conserver que les sujets. Le contraste entre le fond et le sujet
étant important dans les images CT, un seuillage d’Otsu 1, déjà implémenté dans Matlab, a
été utilisé pour créer un masque temporaire. Ce masque ne prenant pas en compte les poches
d’intensité très faible à l’intérieur du sujet, comme les pixels l’air, le masque temporaire a été
rempli à l’aide d’une fonction Matlab utilisant les opérations morphologiques, afin d’obtenir
le masque final qui a ensuite été appliqué sur toutes les autres images. La figure 4.3 illustre
un exemple de masque pour une coupe du sujet 2.
Lors du recalage et du ré-échantillonnage des images, une vérification visuelle a permis de
déceler une distorsion importante dans les images PETRA aux extrémités axiales pour tous
les sujets, comme on peut le voir sut la figure 4.4. Cette distorsion est due à la divergence
du champ magnétique qui apparaît aux extrémités de la zone de champ homogène. Les têtes
étant assez volumineuses, leurs extrémités expérimentent les distorsions présentes aux limites
de la partie homogène du champ. Contrairement aux autres séquences utilisées, la séquence
PETRA n’effectue pas de correction pour les inhomogénéités. En conséquence, les images
subissent des distorsions et apparaissent contractées là où le champ magnétique commence
à diverger. Afin que ces distorsions n’introduisent pas de biais et ne représentent pas une
difficulté supplémentaire, le masque a été réduit en éliminant une trentaine de coupes à
chaque extrémité axiale des images 3D.
1. Le seuillage d’Otsu est expliqué plus en détail à la section 4.2.3
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(a) Original (b) Masque (c) Image masquée
Figure 4.3. Exemple d’application du masque sur une image CT. (a) Image
originale d’une coupe CT à 120 kV du sujet 2. (b) Masque construit à partir
des images CT à 120 kV. (c) Image masquée.
(a) (b)
Figure 4.4. Illustration de la distorsion des images PETRA par superposi-
tion des images en densité de proton (grisé) et des images PETRA (orangé).
(a) Vue sagittale d’une coupe : l’image PETRA ne correspond pas complè-
tement à l’image en densité de proton aux deux extrémités (indiqués par les
flèches). (b) Vue axiale du groin : l’image PETRA est contractée par rapport
à l’image en densité de proton.
4.2.2. Méthode GMR
Parmi les nombreuses méthodes existantes, une méthode prometteuse semble être la méthode
de régression gaussienne, ou GMR (Gaussian Mixture Regression), développée par Johannsen
et al [23]. L’idée de base est de considérer que la distribution des intensités des voxels d’une
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image peut être modélisée à l’aide d’une somme de gaussiennes. La distribution f(x) des





où K est le nombre de gaussienne, ak est le poids de la gaussienne k avec
∑
k ak = 1 et fk(x)











où µk et σk sont la moyenne et la variance de la gaussienne k.
Dans le cas présent, plusieurs images CT et IRM, présentant différents contrastes du même
sujet, sont disponibles. La modélisation en une seule dimension peut être généralisée en
plusieurs dimensions en considérant un vecteur X = {x1, x2, x3,...,xd} où x1 correspond aux
nombres HU du contraste CT, x2 sont les intensités d’un contraste IRM, x3 sont les intensités
d’un autre contraste IRM, etc. Chaque image CT ou IRM constitue ainsi une variable du
vecteur X. Dans ce cas, la forme générale de la modélisation par la somme de gaussiennes





Les gaussiennes, quant à elle, ont une expression un peu différente. Si on considère un vecteur
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(4.2.5)
où µk et Σk sont les vecteurs des moyennes et les matrices de covariances des variables pour
chaque gaussienne, c’est-à-dire
µk = {µk1,µk2,...,µkd} (4.2.6)
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(4.2.7)
avec σkij la covariance entre les variables i et j pour la gaussienne k. La matrice Σk est donc
symétrique.
Il est également possible d’ajouter d’autres variables comme la moyenne et l’écart-type des
intensités dans un voisinage choisi pour chaque voxel, comme l’a fait le groupe de Johansson,
ou encore des éléments spatiaux comme la distance au centre utilisée par Rank et al. [46].
Une fois la modélisation par les gaussiennes établie, Johansson et al. propose d’estimer un
CT synthétique pour un sujet test, dont on possède les images IRM, à partir des données
CT et IRM d’un ou plusieurs autres sujets. La technique comprend deux étapes. La première
étape est l’étape d’entraînement. Elle consiste à utiliser les données CT et IRM des sujets
d’entraînement afin de trouver les moyennes µk, les matrices de covariance Σk ainsi que
le poids ak de chaque gaussienne dans l’espace à d dimensions. Pour ce faire, le groupe
suédois utilise l’algorithme de maximum de vraisemblance ou algorithme EM (Expectation-
Maximisation) avec une initialisation par les k-moyennes.
La seconde étape est l’étape de prédiction qui permet de produire le CT synthétique d’un
sujet test à partir de ses données IRM uniquement. Il s’agit alors de trouver, pour chaque
voxel de l’image, le nombre HU le plus probable (X1 = {x1}) connaissant les intensités des
différents contrastes IRM et les valeurs des autres variables éventuelles (X2 = {x2, x3,...,xd}),
constituant les données de test, et connaissant les paramètres des gaussiennes ak, µk et Σk
trouvées lors de l’entraînement. En se basant sur les travaux de Ghahramani et Jordan [17] et
de Figueiredo [16] sur la régression gaussienne et l’algorithme de maximum de vraisemblance










Dans cette équation, µ̄1,k est la moyenne CT ajustée de la gaussienne k et f ′k(X2) est la
gaussienne k sans les informations de moyenne et de covariances venant du CT. On a ainsi











Dans ces expressions, µ1,k est la moyenne des nombres HU pour la gaussienne k obtenue
lors de l’entraînement, c’est-à-dire µ1,k=µk1 et µ2,k est le vecteur des moyennes entraînées
de toutes les autres variables reprises dans X2, autrement dit, µ2,k = (µk2, µk3, ..., µkd). De
la même façon, Σ12,k est un vecteur des covariances entre la variable CT et toute les autres
variables IRM pour la gaussienne k. On a ainsi Σ12,k = (σk11, σk12, ..., σk1d). Quant à Σ22,k,
il s’agit de la matrice de covariances pour la gaussienne k de toutes les variables autres que
le CT, c’est-à-dire la matrice Σk présentée à l’équation 4.2.7 sans la première ligne et la
première colonne qui reprennent les covariances entre le CT et les autres variables.
Pour résumer, le résultat, c’est-à-dire le nombre HU recherché, consiste en une somme des
moyennes des HU des gaussiennes estimées sur base des informations d’entraînement et des
données de test pondérées par les gaussiennes des autres variables obtenues par les données
de test et les paramètres d’entraînement.
4.2.3. Méthode Bayes-GMR
La nouvelle technique de génération de CT synthétiques développée ici s’inspire de la mé-
thode GMR et se base sur le théorème de Bayes appliqué au CT et à l’IRM. Le théorème de
Bayes est basé sur les probabilités conditionnelles. Selon ces dernières, la probabilité qu’un
événement A survienne sachant qu’un événement B est déjà arrivé, notée P(A|B), est donnée
par
P (A|B) = P (A ∩ B)
P (B) (4.2.11)
où P (A∩B) est la probabilité que les deux événements soit réalisés et P(B) est la probabilité
que l’événement B survienne. De la même façon, on a
P (B|A) = P (B ∩ A)
P (A) (4.2.12)
Or, comme P (A ∩ B) = P (B ∩ A), il s’ensuit que
P (A|B) = P (B|A)P (A)
P (B) (4.2.13)
L’équation 4.2.13 est le théorème de Bayes. Dans ce théorème, la probabilité de B sachant
que A est réalisé, P (B|A), est appelée la vraisemblance. On peut voir la vraisemblance comme
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une description de la relation qui existe entre A et B. La probabilité de A P (A) est appelée
l’a priori et décrit ce qui est connu ou supposé de A, sans tenir compte de B.
Le théorème de Bayes peut ainsi être appliqué au cas du CT synthétique en considérant que
nous recherchons les nombres HU les plus probables pour constituer l’image CT d’un sujet
en ayant une ou plusieurs images IRM de ce même sujet, ce qui peut être exprimé sous la
forme P (CT|IRM) avec
P (CT|IRM) = P (IRM|CT)P (CT)
P (IRM) (4.2.14)
où P (IRM|CT), la vraisemblance, est la probabilité d’obtenir une certaine image IRM d’un
sujet connaissant son CT et P (CT), l’a priori, est la probabilité d’avoir une certain nombre
HU. Le nombre HU le plus probable pour un voxel est donc celui qui maximise la proba-
bilité P (CT|IRM). Or, d’un côté les images IRM du sujet test sont connues et d’un autre
côté, les images CT et IRM d’autres sujets similaires sont disponibles. En considérant la
modélisation GMR, on peut définir la probabilité P (IRM|CT) comme étant la sommes des
gaussiennes associées aux images IRM du sujet test avec les pondérations, les moyennes et les
covariances obtenues lors de l’entraînement effectués à l’aide des images IRM et CT d’autres
sujets. Quant à la probabilité du CT P (CT), on peut l’estimer à partir des données CT
des sujets d’entraînement en constituant une somme de nouvelles gaussiennes obtenues par
l’entraînement sur les CT uniquement. Il n’est pas nécessaire ici de considérer la probabilité
de l’IRM P (IRM) car ce qui est recherché est le nombre HU qui maximise la probabilité
conditionnelle, et non la valeur de la probabilité elle-même. P (IRM) étant une constante ne




















TV −1c (X1 − vc)
)
(4.2.16)
Un entraînement sur les données CT et IRM de sujets similaires au sujet test fournit donc
les paramètres ak, µk et Σk et un autre entraînement sur les données CT uniquement,
permet d’obtenir les pondérations bc, les moyennes vc et les variances Vc. Une fois ces pa-
ramètres obtenus, les données IRM du sujet test X2 sont utilisées pour tester des nombres
HU U = {u1, u2,...,uN} et trouver le nombre HU u qui maximise la probabilité P (CT|IRM)





















TV −1c (u− vc)
) (4.2.17)
On peut remarquer que la méthode GMR est une méthode basée sur le maximum de vrai-
semblance qui n’est autre qu’une application du théorème de Bayes considérant un a priori
égal à 1. La nouvelle méthode Bayes-GMR se base donc sur la méthode GMR mais propose
une innovations par rapport à celle-ci en ajoutant un a priori non neutre. Cet a priori permet
ainsi une sélection potentiellement plus appropriée d’un nombre HU, surtout lorsque les pro-
babilités liées à la vraisemblance ne permettent pas de trancher clairement entre plusieurs
possibilités. Par exemple, si la vraisemblance offre des probabilités relativement uniformes
ou si plusieurs pics de probabilité multiplient les réponses possibles, l’ajout de l’a priori,
supposé très proche de ce qui est recherché, devrait faire ressortir une possibilité plus proche
de la réalité.
La technique Bayes-GMR propose une seconde innovation qui consiste à ajouter une étape de
classification des voxels entre os et tissus mous avant d’opérer un entraînement sur les deux
classes séparément. Cette séparation peut être pertinente dans le mesure où tissus mous et os
se retrouvent dans deux gammes de nombre HU bien distinctes, du moins en théorie. Ainsi,
les tissus mous se situent dans une gamme de nombre HU entre -200 HU et 200 HU tandis que
les tissus osseux ont des nombres HU supérieurs à 400, à l’exception des os spongieux plus
proches des tissus mous avec 260 HU (selon les données obtenues par Schneider et al. [49]).
La figure 4.5 résume le processus. Après une séparation des voxels entre os et tissus mous,
un entraînement est effectué afin de trouver les paramètres des gaussiennes. La recherche
du nombre HU le plus probable basée sur les deux entraînements fournit alors deux cartes
de probabilités maximales, une pour les tissus mous et une autre pour les os. Pour chaque
pixel, la probabilité maximale la plus élevée des deux classes détermine ainsi quel nombre HU
choisir entre celui correspondant à la probabilité maximale de l’os et celui lié à la probabilité
maximale des tissus mous.
La méthode la plus directe pour classer les voxels comme os ou tissus mous est d’opérer un
seuillage à partir des images CT, par exemple basé sur la méthode d’Otsu. Malheureusement,
à cause du bruit inhérent à l’enregistrement des données CT ainsi qu’à la résolution et au
ré-échantillonnage des voxels, les distributions des deux tissus, normalement bien distinctes,
se chevauchent. Cependant, un seuillage d’Otsu demeure une bonne option. Cette technique




Figure 4.5. Processus d’entraînement et d’application de la technique Bayes-
GMR. (a) Partie entraînement : séparation de la vraisemblance et de l’a priori
en classes os et tissus mous et entraînement sur les classes séparées. (b) Partie
application : recherche des nombres HU les plus probables pour les os et les
tissus mous séparément puis choix des nombres HU os ou tissus mous selon la
probabilité globale la plus élevée.
l’image, en se basant sur son histogramme. L’objectif est de trouver la valeur seuil d’intensité
qui sépare les voxels en deux classes en minimisant la variance à l’intérieur de chaque classe,
ce qui équivaut à maximiser la variance entre les deux classes. La valeur seuil peut ainsi être
trouvée à l’aide d’un algorithme itératif [39].
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Une autre façon de séparer les os et les tissus mous est d’utiliser la modélisation basée sur
les gaussiennes. Une fois que les gaussiennes modélisant la distribution des nombres HU
de l’a priori sont trouvées, celles-ci sont classées comme représentant une distribution d’os
ou de tissus mous selon que leur moyenne est située d’un côté ou de l’autre du minimum
de la distribution globale séparant les deux types de tissus. Au final, on obtient ainsi deux
distributions, l’une représentée par la somme des gaussiennes classées tissus mous et l’autre
pas la somme des gaussiennes classées os. Ces deux distributions sont ensuite utilisées afin
de séparer les pixels pour l’entraînement de la vraisemblance, l’attribution à une classe ou
l’autre s’effectuant selon la probabilité maximale.
Pour résumer, la méthode Bayes-GMR présente deux alternatives. Soit les voxels de la vrai-
semblance et de l’a priori sont classés os ou tissus mous en se basant sur un seuillage d’Otsu
opéré sur les données CT. L’entraînement de chacun s’effectue alors séparément, les probabi-
lités maximales sont estimées et les HU correspondants sont retenus pour le CT synthétique.
Soit une modélisation par les gaussiennes est effectuée directement sur les données CT de l’a
priori et de la vraisemblance. Les gaussiennes sont alors séparées entre os et tissus mous, four-
nissant deux distributions séparées. Dans le cas de la vraisemblance, les voxels sont classés os
ou tissus mous selon la distribution de probabilité maximale et l’entraînement s’effectue pour
chaque classe séparément. Quant à l’a priori, celui-ci tenant compte du CT uniquement, les
deux distributions trouvées précédemment sont utilisées directement comme distributions de
probabilités, après avoir été normalisées. Le processus se poursuit ensuite en recherchant les
HU maximisant les probabilités totales (i.e. os et tissus mous).
Il est à noter que, afin d’améliorer la séparation entre les os et les tissus mous pour l’a priori
dans le cas d’une sélection sur base des gaussiennes, une sélection des os et des tissus mous
sur base de gaussiennes modélisées sur les distributions des images PETRA a été ajoutée à
la sélection sur base des images CT. Aussi, des images des moyennes dans un voisinage de
3×3×3 voxels pour chaque voxel ont été obtenues pour chaque contraste IRM et utilisées en
tant que variable avec les images classiques d’intensité. Au total, les deux méthodes utilisent
donc 26 variables IRM et 1 variable CT.
Pour cette étude, tous les calculs nécessaires à la recherche des HU synthétiques ainsi qu’à
l’analyse ont été effectués à l’aide de la version R2016b de Matlab en utilisant les fonctions de
base pour le calcul des statistiques et des histogrammes de distribution. D’autres fonctions
plus complexes ont aussi été utilisées. Plus particulièrement, la séparation entre os et tissus
mous basée sur le seuillage d’Otsu a été effectuée à l’aide de la fonction graythresh de Matlab
qui implémente l’algorithme décrit par Otsu [39] et présenté plus haut dans cette section.
De même, tous les entraînements servant à obtenir les différents paramètres des gaussiennes
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ont été faits en utilisant la fonction fitgmdist qui opère une modélisation gaussienne d’une
distribution à l’aide d’un algorithme de maximum de vraisemblance, ou algorithme EM, avec
une initialisation par les k-moyennes.
4.3. Planification de traitement
Afin de voir l’effet des CT synthétiques sur le calcul de dose, trois plans de traitement
fictifs ont été effectués sur chaque sujet en utilisant le système de planification de traitement
Eclipse. Les plans consistent en un traitement de type traitement de sein et deux traitements
en IMRT en considérant des volumes cibles (PTV) et des organes à risques (OAR) fictifs.
Les plans ont été faits en considérant un faisceau de 6 MV et ont été construits comme suit, :
(1) Un plan de type sein effectué sur une joue des têtes de cochon avec un PTV défini
comme la partie interne de la joue. Le plan a été effectué en utilisant deux demi-
champs tangents couvrant la joue uniquement avec une prescription de 50 Gy en 25
fractions.
(2) Un plan de type prostate avec un PTV fictif, une vessie fictive proche du PTV ainsi
que deux os de la mâchoire simulant les têtes fémorales comme organes à risque. Le
plan a été effectué en utilisant 6 champs placés en éventail avec une prescription de
50 Gy en 25 fractions.
(3) Un plan de type cerveau un PTV fictif entouré d’os avec un organe à risque proche du
PTV représentant un os sensible ainsi que les yeux comme organes à risque également.
Le plan a été effectué en utilisant 9 champs placés en éventail avec une prescription
de 60 Gy en 20 fractions.
Le calcul de dose a été effectué par le système Eclipse qui utilise l’algorithme AAA (Analy-
tical Anisotropic Algorithm) basé sur la technique de convolution-superposition. Pour cette
méthode, le faisceau principal est divisé en plusieurs sous faisceaux et l’algorithme est appli-
qué à chaque sous faisceaux indépendamment. Pour chaque sous faisceau, l’algorithme AAA
traite séparément les photons du faisceau primaire, les photons secondaires diffusés et les
électrons de contamination, provenant tous deux de l’appareillage. Ainsi, trois convolutions
différentes sont appliquées séparément pour chaque sous faisceau. La dose finale est obtenue
par la superposition de chaque contribution (photons primaires et secondaires et électrons
de contamination) de chaque sous faisceau [50]. Les hétérogénéités du milieu sont prises en
compte en utilisant la technique de pondération radiologique décrite à la section 2.2.2.2.
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Les différentes structures (PTV et OAR) ont été dessinées sur le CT réel. Les PTV et la vessie
fictive ont été dessinés de façon arbitraire, en suivant néanmoins certaines structures anato-
miques. Les autres organes à risque (yeux et os) ont été contourés en suivant les structures
visibles des sujets. La figure 4.6 montre ces structures définies pour le sujet 2.
(a) Structure pour le traite-
ment type sein
(b) Structures pour le traite-
ment type prostate
(c) Structures pour le traite-
ment type cerveau
Figure 4.6. Structures fictives définies pour les plans de traitement pour
le sujet 2. (a) PTV pour le traitement de type sein. (b) Structures fictives
de prostate (PTV), vessie et têtes fémorales (OAR) pour le traitement de
type prostate. (c) Structures fictives de tumeur du cerveau (PTV), yeux et os
sensible (OAR) pour le traitement de type cerveau.
Les plans et leur optimisation ont également été effectués sur le CT réel. Les volumes cibles
et les organes à risque ainsi que les plans ont ensuite été copiés et transférés sur les CT
synthétiques et un nouveau calcul de dose a été fait pour chaque cas avec le même nombre
d’unité moniteur (UM). L’évaluation des plans et leur comparaison ont ensuite été effectuées
à l’aide des DVH et des statistiques de dose. De plus, afin d’évaluer l’importance de l’impact
des CT synthétiques sur le calcul de dose, un CT homogène considérant tous les tissus comme
étant composé d’eau (c’est-à-dire avec un HU de 0) a également été constitué et un nouveau
calcul de dose a été effectué sur ce dernier pour chaque plan de traitement.
Afin d’estimer la significativité des erreurs dans les HU ainsi que des différences dans le calcul
de dose, des tests d’hypothèse de Student ont été faits. Un test d’hypothèse de Student, ou
t-test, permet d’estimer à quel point le résultat moyen d’une variable observée dans un
échantillon s’éloigne d’une moyenne de référence, en général la moyenne dans la population
(test non pairé) ou à quel point deux résultats moyens observés dans deux échantillons sont
différents l’un de l’autre (test pairé). En effet, dans les faits, si on prend un échantillon dans
une population, la moyenne d’une variable dans l’échantillon n’est pas tout à fait égale à la
moyenne dans la population à cause de la variation statistique des résultats due au hasard
de l’échantillon choisi. Pour connaître les effets d’un élément supposé modifier la valeur de
la variable, un test de Student permet d’estimer si la différence observée des moyennes (de
test et de référence) est due à cette variation statistique, auquel cas la différence observée
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peut être considérée comme nulle ou non significative et l’élément n’a pas d’effet, ou si la
différence est trop importante pour être due uniquement au hasard de la sélection des sujets
étudiés. Dans ce dernier cas, les résultats observés sont considérés significativement différents
des résultats de référence et l’élément à un effet significatif.
Le principe de départ est de poser une hypothèse nulle, c’est-à-dire de considérer que la
moyenne des observations est égale à la moyenne de référence (ou que les moyennes de deux
échantillons son égales dans le cas d’un t-test pairé). Un test de Student considère que la
variable observée est distribuée dans la population selon un courbe normale. Une statistique
T est alors calculée sur base de l’échantillon comme suit [48] :





où µ et S sont la moyenne et l’écart-type de la variable observée dans l’échantillon, µ0 est
la moyenne de référence de la variable observée et n est le nombre de sujets dans l’étude. À
partir de la statistique T , on définit une valeur p (p-value) telle que
p = P (|t| ≥ |T |) (4.3.2)
où P (|t| ≥ |T |) est la probabilité qu’une valeur |t| quelconque soit plus grande que |T | 2. En
général, on définit un seuil α, c’est-à-dire une valeur p limite, en-deçà duquel l’hypothèse
nulle est considérée comme fausse et rejetée, autrement dit les résultats obtenus sont consi-
dérés significativement différents de la référence. Le seuil α est arbitraire mais une valeur
couramment retenue est α=0.05. Il faut remarquer ici que si la valeur p > α, cela signifie
qu’on ne peut rejeter l’hypothèse nulle et donc, on ne peut pas conclure que la différence
observée est significative. Dans ce cas, les résultats sont non concluants.
Une analyse basée sur le test de l’indice γ a également été effectuée sur les distributions de
dose calculées par le système Eclipse sur base des CT synthétiques. Le test de l’indice γ a
été développé par Low et al. [36] et est utilisé pour évaluer la distribution de dose calculée
par un système de planification de traitement par rapport à la dose mesurée. Dans le cas
présent, elle permet d’évaluer la distribution de dose estimée sur base des CT synthétiques
par rapport à la distribution calculée sur le CT réel, considérée comme la distribution de
référence. Ce test est basé sur deux métriques. La première est simplement la différence
de dose pour chaque point entre le CT réel et le CT synthétique. Bien que la différence
2. Ceci est vrai uniquement pour les tests bilatéraux c’est-à-dire ceux pour lesquels la différence avec la
référence peut être positive ou négative. On pourrait en effet ne considérer que les valeurs soit uniquement
plus grandes, soit uniquement plus petites que la valeur de référence. Il s’agit alors d’un test unilatéral.
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de dose en un point est déjà un indicateur de la conformité d’une distribution de dose par
rapport à une distribution de référence, cette métrique n’est pas efficace dans les zones de
grand gradient de dose où un petit décalage entre les deux distributions peut résulter en une
grande différence de dose. Afin de tenir compte de cette particularité, une seconde métrique
a été introduite pour les zones de haut gradient : la distance à l’accord ou DTA (distance
to agreement). La DTA est la plus petite distance à partir d’un point de la distribution de
référence à laquelle il est possible de trouver une dose égale dans la distribution à tester.
Le test de l’indice γ combine ces deux métriques et permet de tenir compte à la fois de la
différence de dose et de la DTA ou distance à l’accord. À partir d’un point r0 ayant une dose
D(r0) dans la distribution de référence et un point r ayant une dose D(r) dans la distribution












∆D(r,r0) = D(r)−D(r0), (4.3.4)
∆x(r,r0) = |r − r0| (4.3.5)
et où δD et δx sont les critères de normalisation arbitraires qui représentent la différence de
dose limite et la DTA maximale qui sont acceptées, souvent exprimées en terme de pourcen-
tage de dose pour δD et de distance en millimètre pour δx. L’indice γ pour chaque point de
la distribution de dose est alors donné par
γ(r0) = min{Γ(r, r0)}, {∀r} (4.3.6)
Ainsi, une dose en un point de la distribution ayant un indice γ ≤ 1 est considérée comme
étant à l’intérieur des limites fixées et passe le test, alors qu’un point ayant un indice γ > 1
est en dehors de limites acceptables et échoue au test. La conformité d’une distribution de
dose par rapport à une distribution de référence peut alors être évaluée en regardant le
pourcentage de points de la distribution qui passent le test de l’indice γ.
Le rapport du groupe de travail 119 (TG 119) de l’AAPM (American Association of Physicists
in Medicine) [15] suggère d’utiliser 3% de la dose prescrite et une DTA de 3 mm pour le calcul
des indices γ, notés dès lors γ(3%,3mm). Pour l’analyse d’une distribution de dose, le même
rapport suggère un taux de passage d’au moins 90% des points recevant au moins 10% de
la dose de prescription pour considérer une distribution de dose calculée comme acceptable.
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Dans un premier temps, ces mêmes critères ont été utilisés pour évaluer les distributions de
dose produites par les CT synthétiques. Des critères plus stricts de 2% et 2 mm ont également
été appliqués 3.
Bien que le critère de dose est en général basé sur une normalisation globale, à savoir que la
dose limite est un pourcentage de la dose maximale ou de la dose de prescription, un γ local
peut également être calculé en considérant une normalisation par rapport à la dose au point
de référence r0. Une telle analyse basée sur un γ local est notamment suggérée par Nelms et
al. [38] pour l’évaluation de la conformité des distributions de dose calculées en IMRT. Ces
critères de normalisation plus restreints permettraient non seulement de mettre en évidence
certaines failles du système de planification de traitement, qui ne seraient pas détectables
avec des critères globaux, mais aussi de tester les limites du système. Dans un second temps,
une analyse basée sur un test de l’indice γ(2%,2mm) local a également été effectuée sur les
distributions de dose des CT synthétiques.
3. En théorie, des critères encore plus contraignants de 1% et 1 mm pourraient également être appliqués
afin de tester les limites des modèles. Cependant, il n’est pas pertinent d’utiliser une DTA inférieure à la





5.1. Distribution des intensités CT et IRM
Bien que des images CT à deux niveaux de bruit aient été acquises, l’analyse qui suit a été
faite uniquement avec les images à 120 kV et bas mAs, car ce niveau de bruit correspond à
ce qui est utilisé couramment en clinique. Les images à haut mAs, c’est-à-dire avec un bruit
moindre mais au prix d’une dose de radiation plus élevée, ont cependant été utilisées pour
effectuer le recalage des images CT sur les images IRM ainsi que pour la construction du
masque. En effet, ces images étant de meilleure qualité, elles sont plus efficaces pour effectuer
ces étapes. Mais la production des CT synthétiques proprement dite a été effectuées à l’aide
des images plus proches des conditions cliniques. Une analyse effectuée avec les images à
haut mAs pourrait cependant fournir des informations sur l’influence du bruit des images
CT sur la qualité des CT synthétiques produits et peut faire l’objet d’une autre étude.
Distributions
Avant de commencer l’analyse des résultats obtenus pour le CT synthétique, il est intéres-
sant de comparer les images CT et IRM ainsi que la distribution des HU et des intensités
des différents contrastes. La figure 5.1 présente une coupe du CT à 120 kV et de quelques
contrastes IRM pour le sujet 2 (des images de tous les contrastes IRM du sujet 2 sont reprises
à l’annexe B). Elle permet de constater la variété qui peut être obtenue dans les contrastes
IRM.
Sur le CT (figure 5.1a), on voit clairement que les tissus animaux sont répartis en trois
groupes distincts : l’os et deux tissus mous (muscle et gras). On retrouve ces groupes dans
la distribution des HU de la figure 5.2a où deux pics apparaissent dans la distribution des
tissus mous et une légère bosse montre la large distribution en HU des os.
Les intensités IRM sont plus variées et différentes selon les contrastes. La figure 5.2 présente
la distribution des intensités pour les contrastes montrés à la figure 5.1. Il est à noter que
(a) CT à 120 kV (b) DP in (c) T2 opp
(d) T1 gras (e) T1 eau (f) PETRA
Figure 5.1. Coupes du CT à 120 kV et de cinq contrastes IRM, dont PETRA,
pour le sujet 2.
(a) CT à 120 kV (b) DP in (c) T2 opp
(d) T1 gras (e) T1 eau (f) PETRA
Figure 5.2. Distributions des intensités du CT à 120 kV et de cinq contrastes
IRM, dont PETRA, pour les 3 sujets.
contrairement aux distributions des HU qui sont très bien superposées pour tous les sujets,
72
les distributions IRM varient d’un sujet à l’autre. La variation est particulièrement marquée
pour le sujet 3. On remarque également la faible intensité du contraste pondéré gras. Les
distributions de tous les contrastes sont présentés à l’annexe D. Bien que différentes, les
diverses distributions des autres contrastes IRM présentent les même caractéristiques, à
savoir des courbes variables selon les sujets et les contrastes gras d’intensité faible.
Une image particulière a été obtenue avec la séquence PETRA. L’image présente un effet
pixelisé (voir figure 5.1f) et la distribution, présentée à la figure 5.2f montre des pics régulière-
ment espacés. Cet effet est dû au système de traitement des données qui modifie les intensités
PETRA, en les compressant ou en les multipliant. Les variations entres les différents sujets,
surtout le sujet 3, y sont également marquées.
Modélisation gaussienne
Les deux méthodes utilisées, GMR et Bayes-GMR, reposent sur la modélisation des distribu-
tions par une somme de gaussiennes. La justesse de cette modélisation est particulièrement
importante pour l’a priori dans la méthode Bayes-GMR. La figure 5.3 présente une modélisa-
tion avec 10 et 12 gaussiennes pour les sujets 1 et 3. Pour ce dernier, la modélisation avec 10
gaussiennes ne convient pas. Cependant, il s’agit du seul cas ayant besoin de 12 gaussiennes
pour une modélisation correcte. Pour la vraisemblance, 20 gaussiennes ont été utilisées afin
de suivre les auteurs de la méthode GMR.
Séparation os/tissus mous
La figure 5.4 montre la distribution des voxels entre os et tissus mous pour les contrastes
IRM en phase et hors phase ainsi que pour le contraste PETRA. La distribution PETRA
est la seule distribution où l’os ne présente pas beaucoup de voxels d’intensité nulle ou très
faible. Pour les autres contrastes, l’os a soit une intensité nulle, soit une intensité identique
à celle des tissus mous, à l’exception peut-être du contraste T1 en phase où une partie du
tissu osseux semble avoir un signal distinct.
5.2. Performance des techniques de tomodensitométrie synthé-
tique
La figure 5.5 montre deux CT synthétiques comparés au CT réel, l’un obtenu par la méthode
GMR et l’autre obtenu par la méthode Bayes-GMR pour les sujets 2 et 3. Les exemples
présentés indiquent le meilleur résultat obtenu avec le sujet 2 (figure 5.5a) et le pire résultat
obtenu avec le sujet 3 (figure 5.5b). Pour ce dernier, on remarque que les deux méthodes
attribuent beaucoup de voxels d’os à ce qui est manifestement du tissu mous. L’effet est
cependant moins important avec la méthode Bayes-GMR.
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(a) Sujet 1, 10 gaussiennes (b) Sujet 1 , 12 gaussiennes
(c) Sujet 3, 10 gaussiennes (d) Sujet 3, 12 gaussiennes
Figure 5.3. Distributions réelles et modélisées des HU : (a) pour le sujet 1
avec 10 gaussiennes et (b) 12 gaussiennes et (c) pour le sujet 3 avec 10 gaus-
siennes et (d) 12 gaussiennes.
Les deux méthodes semblent donner des résultats très similaires. Les tissus mous semblent
bien représentés et les erreurs les plus importantes proviennent des HU des tissus osseux, les
os les plus denses étant manifestement plus difficiles à reconstruire. Afin d’évaluer les CT
synthétiques, les statistiques des erreurs sur les HU, c’est-à-dire la différence entre les HU
synthétiques et réels, ont été calculées, ainsi que le distribution des ces erreurs.
Statistiques des erreurs de HU
Lors de l’utilisation des différentes méthodes, plusieurs paramètres sont ajustables, essentiel-
lement pour l’entraînement, notamment le nombre de gaussiennes ou le nombre de sujets uti-
lisés. Différentes statistiques ont été calculées sur les erreurs de HU, c’est-à-dire la différence
de HU entre le CT synthétique et le CT réel. Ces statistiques sont l’erreur moyenne (ME),
l’écart-type des différences (STD), l’erreur moyenne quadratique (RMS), l’erreur moyenne
absolue (MAE) et l’intervalle de confiance à 68% (I.C.68%) calculés sur l’ensemble des pixels
d’intérêt d’une image 3D. Le procédé utilisé pour la gestion des résultats des 3 sujets est celui
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(a) T1 in (b) T2 in (c) DP in
(d) T1 opp (e) T2 opp (f) DP opp
(g) PETRA
Figure 5.4. Distribution des voxels entre os et tissus mous pour les contrastes
IRM du sujet 2.
du LOOCV (Leave One Out Cross Validation) pour lequel un sujet est utilisé comme test
et les autres sujets servent à l’entraînement. L’expérience est répétée jusqu’à ce que chaque
sujet ait joué le rôle de test, de vraisemblance et d’a priori.
Le nombre de sujets utilisés pour l’entraînement de la vraisemblance et de l’a priori et la
méthode de séparation entre l’os et les tissus mous font partie des paramètres qui pourraient
avoir une influence sur la qualité du CT synthétique. Le tableau 5. I fournit les résultats
pour une séparation par un seuillage d’Otsu et par l’utilisation de 10 ou 12 gaussiennes
pour la méthode Bayes-GMR ainsi que des statistiques pour l’utilisation de 1 ou 2 sujets
d’entraînement pour les deux méthodes. L’obtention des résultats étant longue, les tests
considérés ont été effectués uniquement sur 5 coupes consécutives situées environ au centre
des têtes et présentant des tissus variés.
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(a) Sujet 2 (b) Sujet 3
Figure 5.5. Exemples de CT synthétiques comparés au CT réel pour les
méthodes GMR et Bayes-GMR avec les cartes de différences pour (a) le sujet
2 et (b) le sujet 3.
Dans l’ensemble, les résultats sont très similaires pour toutes les méthodes. L’amélioration
la plus manifeste est observée pour l’utilisation de 2 sujets d’entraînement au lieu de 1 sujet
pour la méthode GMR. Bien que la moyenne globale des erreurs pour tous les sujets ne
change pas, la dispersion des erreurs est manifestement réduite. Le même phénomène est
observé pour la méthode Bayes-GMR avec séparation os/tissus mous par des gaussiennes.
L’amélioration est très faible mais systématique, surtout pour le cas où 10 gaussiennes sont
utilisées. Cette différence entre les deux méthodes peut s’expliquer par le fait que la tech-
nique Bayes-GMR utilise les données des deux sujets d’entraînement, quel que soit le cas de
figure, ce qui n’est pas le cas de la méthode GMR. Pour cette dernière, l’utilisation de deux
sujets double les données pour l’entraînement, alors que pour la méthode Bayes-GMR, les
mêmes données sont utilisées deux fois. On observe également pour la méthode Bayes-GMR
une diminution de l’erreur moyenne globale dans le cas de l’utilisation de gaussiennes pour
la séparation os/tissus mous par rapport à la méthode Otsu. Globalement cependant, les
différents paramètres testés ne semblent pas avoir un impact important sur l’estimation des
HU.
Un autre élément qui pourrait améliorer les résultats et diminuer les erreurs dans l’attribution
des HU est la prise en compte des voxels d’air de façon plus systématique. En effet, jusqu’à
présent, les voxels d’air, présent dans les tissus sous forme de petites poches, sont traités
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Tableau 5. I. Moyennes (et écarts-type) des statistiques des erreurs sur les
HU des CT synthétiques GMR et Bayes-GMR obtenus pour tous les sujets
test avec 1 ou 2 sujets d’entraînement. Pour la méthode Bayes-GMR, les résul-
tats sont donnés selon l’utilisation de différentes méthodes pour la séparation
os/tissus mous à savoir la technique basée sur un seuillage d’Otsu et celle basée
sur l’utilisation de 10 ou 12 gaussiennes (statistiques obtenues sur les données
de 5 coupes uniquement).
GMR
ME STD RMS MAE I.C.68%
Entraînement (HU) (HU) (HU) (HU) (HU)
1 sujet -3 (± 32) 157 (± 14) 160 (± 16) 77 (± 11) 52 (± 16)
2 sujets -4 (± 19) 147 (± 6) 147 (± 7) 66 (± 9) 36 (± 7)
Bayes-GMR
Séparation os/ ME STD RMS MAE I.C.68%
tissus mous Entraînement (HU) (HU) (HU) (HU) (HU)
Otsu 1 sujet -12 (± 17) 164 (± 8) 165 (± 8) 67 (± 7) 34 (± 4)
2 sujets 14 (± 14) 163 (± 9) 164 (± 9) 64 (± 4) 33 (± 5)
10 gauss. 1 sujet -7 (± 18) 162 (± 12) 163 (± 12) 66 (± 7) 34 (± 6)
2 sujets -6 (± 13) 157 (± 9) 158 (± 9) 63 (± 3) 32 (± 2)
12 gauss. 1 sujet -7 (± 18) 166 (± 9) 166 (± 9) 67 (± 5) 33 (± 3)
2 sujets -6 (± 13) 164 (± 10) 165 (± 10) 64 (± 2) 31 (± 3)
avec les voxels de tissus mous et d’os. Mais le risque d’attribuer un nombre HU non nul
et même élevé aux voxels d’air peut être important vu le difficulté de l’IRM à différencier
l’air et l’os. Une amélioration pourrait ainsi être obtenue en attribuant un HU de 0 aux
voxels d’air en appliquant un masque construit à partir des données du contraste PETRA.
Ce masque a été obtenu par un simple seuillage en attribuant un HU de 0 aux voxels ayant
une intensité de 30 et moins dans les images PETRA. L’estimation de ce seuil a été fait
sur base de l’histogramme des images combiné à une vérification visuelle de l’intensité des
voxels. Les statistiques obtenues par l’ajout du masque permettant de prendre en compte
les voxels d’air dans la méthode Bayes-GMR sont reprises dans le tableau 5. II et sont
comparées aux résultats initiaux. Selon ces résultats, l’effet du traitement séparé des voxels
d’air est négligeable, ce qui pourrait être dû au faible nombre de voxels d’air. En effet, les
têtes ayant été emballées sous vide, le procédé a enlevé la majeur partie de l’air qui aurait
pu être présent, dans les cavités nasales ou les sinus par exemple.
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La méthode Bayes-GMR construit deux cartes de probabilités auxquelles sont associées deux
cartes de HU, une pour l’os et une autre pour les tissus mous. Le choix des HU os ou tissus
mous se fait sur base de la probabilité la plus élevée entre les deux cartes. Il serait intéressant
de comparer ces résultats avec ceux obtenus par une sélection considérée comme idéale c’est-
à-dire en sachant quel voxel est considéré comme un voxel de tissus mous et quel voxel est
un voxel d’os. Une telle sélection pourrait être obtenue à l’aide du CT réel du sujet test et
sur base d’un seuillage d’Otsu séparant tissus mous et os. Cela permettrait d’estimer la part
d’erreur due à la construction des HU et celle due aux probabilités. Dans le tableau 5. II, des
statistiques obtenues pour les CT synthétiques constitués avec ce choix idéal sont comparées
aux statistiques des CT synthétiques obtenus sur base des probabilités.
Le tableau 5. II présente également les moyennes et les écarts-type des différentes statistiques
obtenues pour les erreurs sur les tissus mous uniquement et sur les os uniquement. En effet,
la méthode Bayes-GMR étant basée sur un traitement séparé des os et des tissus mous, il
est pertinent de regarder les résultats obtenus sur les deux classes de tissus séparément.
Dans l’ensemble, les résultats de GMR et de Bayes-GMR sont très semblables. L’erreur
moyenne (ME) est plus faible pour GMR, dont l’effet provient surtout de l’os. L’erreur
moyenne quadratique (RMS) est identique mais l’erreur moyenne absolue (MAE) et l’inter-
valle de confiance à 68% (I.C.68%) sont plus faibles pour Bayes-GMR. Les écarts-type des
statistiques sont également plus faibles pour Bayes-GMR suggérant une plus grande diversité
entre les sujets pour GMR. Pour ce qui est des os et des tissus mous, les résultats donnés
par les différentes méthodes sont très similaires également. Les erreurs les plus importantes
sont observées pour les os, quelle que soit la méthode. L’écart-type (STD) moyen ainsi que
l’erreur quadratique moyenne (RMS) sur les tissus mous sont un peu plus faibles pour la
méthode Bayes-GMR, suggérant une dispersion moins importantes des erreurs sur les HU.
Dans le cas de la méthode Bayes-GMR avec une sélection idéale entre les os et les tissus
mous, on peut remarquer une augmentation de l’erreur moyenne mais une diminution des
erreurs moyennes absolue et quadratique ainsi que de l’écart-type moyen. Le biais sur l’esti-
mation des HU semble ainsi plus important pour la méthode Bayes-GMR, mais la dispersion
de ces erreurs est faible par rapport à la méthode GMR. Les résultats sur les tissus mous et
les os montrent que le biais provient surtout des erreurs d’attribution de HU pour les pixels
d’os.
Afin de voir si l’erreur sur les HU est significative pour les différentes méthodes, un test
d’hypothèse de Student a été effectué sur l’erreur moyenne des HU des trois sujets étudiés.
Dans le cas présent, l’hypothèse nulle considère qu’une méthode ne donne pas de biais sur
les HU, c’est-à-dire que la différence, ou l’erreur moyenne sur les HU du CT synthétique par
rapport au CT réel, est nulle. Les valeurs p (p-value) trouvées pour chaque cas sont reprises
dans la dernière colonne du tableau 5. II. En général, un seuil de 5% est pris comme limite
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Tableau 5. II. Moyennes (et écarts-type) des statistiques des erreurs des
CT synthétiques de tous les sujets pour les données globales ainsi que pour
les tissus mous et les os. Comparaison des résultats pour la méthode GMR
et pour les méthodes Bayes-GMR, Bayes-GMR avec ajout d’un masque pour
l’air et Bayes-GMR considérant une sélection idéale entre os et tissus mous.
Global
ME STD RMS MAE I.C.68% p-value
(HU) (HU) (HU) (HU) (HU) (sur ME)
GMR -4 (± 29) 148 (± 14) 150(± 16) 68 (± 13) 37 (± 10) 0.82
Bayes-GMR -7 (± 20) 149 (± 12) 150 (± 13) 62 (± 7) 31 (± 3) 0.42
Bayes-GMR air -5 (± 20) 148 (± 15) 149 (± 16) 61 (± 8) 31 (± 3) 0.32
Bayes-GMR idéal 14 (± 4) 120 (± 11) 120 (± 11) 53 (± 3) 30 (± 2) 0.03
Tissus mous
ME STD RMS MAE I.C.68% p-value
(HU) (HU) (HU) (HU) (HU) (sur ME)
GMR -5 (± 17) 100 (± 8) 101 (± 8) 44 (± 7) 26 (± 4) 0.64
Bayes-GMR 5 (± 9) 91 (± 19) 91 (± 20) 35 (± 7) 24 (± 2) 0.42
Bayes-GMR air 6 (± 9) 89 (± 19) 90 (± 19) 35 (± 7) 24 (± 2) 0.39
Bayes-GMR idéal 7 (± 6) 108 (± 10) 108 (± 10) 45 (± 3) 26 (± 2) 0.19
Os
ME STD RMS MAE I.C.68% p-value
(HU) (HU) (HU) (HU) (HU) (sur ME)[
GMR 18 (± 114) 296 (± 345) 312 (± 25) 216 (± 25) 244 (± 43) 0.81
Bayes-GMR -74 (± 76) 308 (± 33) 321 (± 48) 218 (± 55) 252 (± 91) 0.23
Bayes-GMR air -61 (± 75) 307 (± 45) 318 (± 57) 215 (± 57) 251 (± 91) 0.29
Bayes-GMR idéal 89 (± 21) 194 (± 66) 213 (± 42) 145 (± 25) 159 (± 26) 0.02
de la significativité, c’est-à-dire que pour une valeur p<0.05, la différence est considérée
comme significative. Dans le cas contraire, aucune conclusion ne peut être tirée quant à la
signification des erreurs. Les valeur p du tableau 5. II sont assez élevées dans la plupart
des cas, ce qui suggère que les erreurs moyennes ne sont probablement pas significatives et
ce, aussi bien pour la méthode Bayes-GMR, que pour la méthode GMR. Pour la méthode
Bayes-GMR idéale par contre, on obtient une valeur p<0.05 pour le CT synthétique global
ainsi que pour les os, alors que pour les tissus mous, on a une valeur p>0.05. Dans ce cas, les
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erreurs pour le CT global sont donc significatives et le biais sur les HU peut être considéré
comme non négligeable, mais ce biais provient surtout des erreurs sur les os.
Afin de mieux visualiser la répartition des statistiques entre les sujets, la figure 5.6 montre
l’erreur moyenne et l’erreur moyenne quadratique (RMS) pour les 3 sujets ainsi que pour les
os et les tissus mous.
(a) Erreur moyenne
(b) RMS
Figure 5.6. Comparaison entre GMR, Bayes-GMR et Bayes-GMR idéal pour
les 3 sujets de (a) erreurs moyennes globales, pour les tissus mous et pour les
os et (b) erreurs quadratiques moyennes (RMS) globales, pour les tissus mous
et pour les os.
Les erreurs moyennes sont très variables entre les sujets. L’erreur la plus importante est
pour le sujet 3. Cette variabilité est également présente pour les tissus mous et l’os. L’erreur
quadratique moyenne, quant à elle, présente moins de différence entre les sujets, avec toujours
le sujet 3 comme mauvais élève. Pour ce dernier, c’est l’erreur quadratique moyenne de l’os
qui semble être la source de ce mauvais résultat.
Distribution des erreurs
Afin d’avoir une meilleure idée de la répartition des erreurs, la figure 5.7 montre la distribution
des erreurs ainsi que la distribution cumulative des erreurs des CT synthétiques GMR, Bayes-





Figure 5.7. Distributions et distributions cumulatives des erreurs totales des
3 sujets pour GMR, Bayes-GMR et pour Bayes-GMR avec une sélection idéale
des tissus pour (a) les erreurs globale, (b) les erreurs sur les tissus mous et (c)
les erreurs sur les os.
est légèrement plus élevé, aussi bien pour les erreurs globales que pour les tissus et les os.
Pour ces derniers, par contre, on remarque un second pic qui disparaît lors de la sélection
idéale entre os et tissus mous.
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Les erreurs cumulatives montrent également que Bayes-GMR performe légèrement mieux que
GMR. On peut voir également que la distribution des erreurs n’est pas tout à fait symétrique,
surtout pour Bayes-GMR. Les erreurs négatives semblent plus importantes, ce qui suggère
que les CT synthétiques ont tendance à surestimer les HU (les erreurs sont obtenues en
soustrayant les HU synthétiques des HU réels). Cet effet est corrigé en partie lors de la
sélection idéale qui semble surtout avoir un effet sur les erreurs négatives, mais ne modifie
par les erreurs positives, c’est-à-dire celles sous-estimant les HU.
5.3. Impact sur le calcul de dose
Trois plans de traitements ont été effectués sur chacun des sujets. Les plans ont été faits sur
le CT réel et transférés sur les CT synthétiques afin que le même nombre d’unités moniteur
(UM) soient données à tous les plans. La dose a été recalculée pour chaque CT synthétique
et dépend donc de la carte des HU qu’ils présentent. Les différences dans la dosimétrie par
rapport au CT réel traduisent ainsi l’impact de la différence des HU sur la dose estimée.
Il ne s’agit donc pas de comparer des plans de traitement, puisque ceux-ci sont identiques,
mais de voir l’erreur de dose par rapport au CT réel. Le rapport no. 85 du groupe de travail
62 (TG 62) de l’AAPM (American Association of Physicists in Medicine) [1] recommande
que l’incertitude sur la dose calculée sur un système de planification de traitement (TPS) ne
dépasse pas 2 %. L’incertitude sur le calcul de dose effectué par un système de planification
de traitement est due en partie à l’incertitude sur les HU. Cette part d’incertitude provenant
des HU est cependant difficile à estimer. Dans le cas qui nous occupe, étant donné que le
seul élément variant dans le calcul de dose est la densité électronique fournie au système,
une erreur de moins de 2 % sur la dose calculée avec un CT synthétique par rapport à la
dose du CT réel sera considérée comme acceptable.
La figure 5.8 montre la répartition de la dose pour le CT réel et un CT synthétique présentant
le meilleur et le pire des cas obtenus, tous plans confondus. Les répartitions de dose semblent
très similaires dans les deux cas. Le meilleur cas est obtenu avec le sujet 2 pour les plans
de type prostate. Les deux méthodes performent presque parfaitement avec une erreur dans
l’estimation de la dose moyenne de 0 pour le CT synthétique Bayes-GMR et de 0.08 %
pour le CT synthétique GMR. Pour le cas le moins bon, c’est-à-dire le traitement de type
cerveau pour le sujet 3, l’erreur dans l’estimation des doses moyennes est plus importante
mais restent dans les tolérances avec 1.35 % pour le CT synthétique Bayes-GMR et 1.68 %
pour le CT synthétique GMR (les statistiques de dose des 3 sujets pour tous les traitements
sont présentées à l’annexe E).
La différence de dose des CT synthétiques est difficile à voir sur les images de répartition
de dose. Les DVH sont un outil plus approprié pour visualiser rapidement l’effet des CT
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(a) Sujet 2, prostate, CT réel (b) Sujet 2, prostate, sCT Bayes-GMR
(c) Sujet 3, cerveau, CT réel (d) Sujet 3, cerveau, sCT GMR
Figure 5.8. Répartition de la dose pour les CT réel et synthétique pour le
meilleur cas et le pire cas. Meilleur cas : traitement de type prostate pour le
sujet 2. Comparaison de (a) le CT réel et (b) le CT synthétique Bayes-GMR.
Pire cas : traitement de type cerveau pour le sujet 3. Comparaison de (c) le
CT réel et (d) le CT synthétique GMR.
synthétiques sur la dose calculée. La figure 5.9 présente les DVH pour les mêmes cas que la
figure 5.8. On remarque que les CT synthétiques ont très peu d’impact sur le calcul de la dose
aux organes à risque. Dans le pire des cas, la différence de dose moyenne est de 1.5% avec
un traitement de type cerveau pour le CT synthétique GMR. Dans quelques cas, l’erreur sur
la dose moyenne dépasse 1.0%, mais en général, l’erreur sur la dose moyenne des organes à
risque est de moins de 1.0%.
Les différences les plus importantes dans le calcul de la dose sont observées sur le volume cible
(PTV). La figure 5.10 montre un agrandissement des courbes de DVH pour le volume cible
de tous les traitements obtenues avec le CT réel, le CT synthétique GMR, le CT synthétique
Bayes-GMR et le CT homogène. Le détail des statistiques, c’est-à-dire les doses minimales
et maximales et la dose moyenne au volume cible, se trouve à l’annexe E.
Pour le traitement de type sein, toutes les courbes DVH des CT synthétiques sont proches
et l’erreur dans le calcul de dose est de moins de 0.5 %. Les tissus traversés par les photons
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(a) Sujet 2, traitment type prostate
(b) Sujet 3, traitement type cerveau
Figure 5.9. DVH du CT réel et des CT synthétiques GMR et Bayes-GMR
pour deux plans de traitement. (a) Meilleur cas : traitement de type prostate
du sujet 2. (b) Pire cas : traitement de type cerveau du sujet 3.
sont uniquement des tissus mous. Même le CT homogène présente des résultats qui restent
dans les tolérances des 2 %.
Pour le traitement de type prostate, le CT homogène est cette fois dans les limites de to-
lérance. Le calcul de dose indique une dose plus élevée que la dose réelle. Un traitement
effectué avec ce genre CT sous-dosera le volume à irradier. Les doses estimées avec les CT





Figure 5.10. Courbes DVH du PTV des CT réel (ligne continue), GMR
(ligne en trait et point), Bayes-GMR (ligne en trait) et homogène (ligne poin-
tillée) des 3 sujets pour les traitements de type (a) sein, (b) prostate et (c)
cerveau.
CT de la méthode Bayes-GMR. Ce dernier indique une dose moins élevée que la dose réelle
pour les sujets 1 et 3.
Le traitement de type cerveau est celui qui présente les écarts les plus importants pour les
doses calculées sur base des CT synthétiques et des CT homogènes. Ces derniers ont des
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erreurs dans la dosimétrie supérieures à 2 %. Pour les CT synthétiques, la différence peut
s’expliquer par la structure osseuse complexe qui entoure le volume cible et que les CT
synthétiques ont des difficultés à reproduire. Malgré tout, les écarts dans la calcul de la dose
restent acceptables, avec encore une fois une petite amélioration pour le CT synthétique
Bayes-GMR par rapport au CT GMR.
Une manière de quantifier la distance entre les courbes de DVH est de regarder la dose reçue
par 50 % du volume ou DV 50%. Le tableau 5. III présente cette différence pour tous les
traitements et compare les résultats obtenus avec les CT synthétiques GMR et Bayes-GMR
et le CT homogène avec le résultat du CT réel pris comme référence. Considérant qu’un
résultat déviant du cas réel de moins de 2 % est considéré acceptable, les CT synthétiques
s’en sortent bien avec une différence maximale de 1.66 % pour GMR et 1.33 % pour Bayes-
GMR pour le traitement type cerveau du sujet 3, déjà identifié comme le cas le moins bon.
Pour presque tous les autres traitements avec les CT synthétiques, la différence est de moins
de 0.5 %. De plus, mis à part pour le traitement type sein, les CT synthétiques constituent
une amélioration par rapport au CT homogène qui considère tous les tissus comme étant
composés d’eau. Ce dernier est en effet, dans près de la moitié des cas, en dehors de la
tolérance de 2 %.
Bien que l’impact des erreurs dans l’estimation des HU des CT synthétiques soit de moins de
2 % sur le calcul de dose, un test d’hypothèse de Student a été effectué sur la base des valeurs
de la dose reçue par 50 % du volume (DV 50% ) données au tableau 5. III, afin de voir si ces
différences sont significatives. L’hypothèse nulle est alors de considérer que la différence de
dose moyenne est nulle. Un test pairé a également été fait entre les CT synthétiques GMR
et Bayes-GMR et le CT homogène sur base des différences de dose avec le CT réel pour voir
si les deux méthodes de CT synthétique donnent des résultats différents entre elles et par
rapport au CT homogène. Les valeurs p (p-value) ainsi que la puissance des différents tests
effectués sont reprises dans le tableau 5. IV.
Un seuil de 5% est généralement pris pour estimer la significativité statistique de résultats,
à savoir qu’un valeur p<0.05 indique un résultat significativement différent de l’hypothèse
nulle. Pour une valeur p>0.05, on considère qu’on ne peut pas tirer de conclusion quant à
la signification des résultats. Les valeurs p du tableau 5. IV sont supérieures à 0.05 pour
les méthodes GMR et Bayes-GMR, ce qui indique qu’on ne peut écarter la possibilité que
les différences de dose obtenues avec les CT synthétiques ne sont pas significatives. On peut
aussi voir la valeur p, dont la valeur est comprise entre 0 et 1, comme une estimation de
l’erreur faite si on considérait l’hypothèse nulle comme fausse (ou de considérer les différences
comme significatives) alors qu’elle est vraie (les différences ne sont pas significatives). Dans ce
cas, plus la valeur p est élevée, plus la probabilité est grande que les différences observées ne
soient pas significatives. Pour les traitements de type sein, les différences de dose pour les CT
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Tableau 5. III. Estimation de la dose reçue par 50 % du volume du PTV
(DV 50%) pour tous les traitements effectués sur base des CT synthétiques GMR
et Bayes-GMR et du CT homogène et pourcentage de différence par rapport
à la dose réelle à 50 %.
Sujet 1 Sujet 2 Sujet 3
Sein DV 50% diff. vs DV 50% diff. vs DV 50% diff. vs
(Gy) Réel (Gy) Réel (Gy) Réel
Réel 50.50 50.05 50.06
GMR 50.26 -0.48 % 50.07 0.04 % 50.23 0.34 %
Bayes-GMR 50.27 -0.46 % 50.08 0.06 % 50.19 0.26 %
Eau 50.28 -0.44 % 50.13 0.16 % 50.10 0.08 %
Prostate DV 50% diff. vs DV 50% diff. vs DV 50% diff. vs
(Gy) Réel (Gy) Réel (Gy) Réel
Réel 49.12 49.76 50.16
GMR 49.38 0.53 % 49.8 0.08 % 49.95 -0.42 %
Bayes-GMR 49.03 -0.18 % 49.76 0.00 % 50.00 -0.32 %
Eau 50.23 2.21 % 50.60 1.66 % 50.78 1.22 %
Cerveau DV 50% diff. vs DV 50% diff. vs DV 50% diff. vs
(Gy) Réel (Gy) Réel (Gy) Réel
Réel 58.61 59.66 59.3
GMR 58.98 0.63 % 59.66 0.00 % 58.35 -1.66 %
Bayes-GMR 58.56 -0.09 % 59.51 -0.25 % 58.54 -1.33 %
Eau 60.56 3.22 % 61.48 2.96 % 61.06 2.85 %
synthétiques et homogène ne sont donc probablement pas significatives. Pour les traitements
de type prostate et cerveau, les différences de dose du CT homogène sont manifestement
significatives, ce qui est en accord avec les résultats non acceptables dans le calcul de dose
qui avaient été constatés. Pour la méthode GMR, les valeurs p élevées indiquent que les
différences dans la dose estimée ne sont probablement pas significatives. Quant aux résultats
de la méthode Bayes-GMR, il est plus difficile de se prononcer. Bien que la valeur p est plus
grande que le seuil choisi, elle n’est pas extrêmement élevée.
Les mêmes remarques sur la valeur p peuvent être faites pour les tests de Student pairés
qui évaluent si les résultats obtenus selon les différentes méthodes sont significativement
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Tableau 5. IV. Valeurs p (p-value) et puissance des tests de Student et
valeurs p des tests de Student pairés effectués sur les différences de dose avec
le CT réel observées pour les CT synthétiques GMR et Bayes-GMR et pour le
CT homogène.
Test de Student Test de Student pairé
Sein
p-value puissance p-value
GMR 0.90 0.05 GMR vs Bayes-GMR 0.73
Bayes-GMR 0.85 0.05 GMR vs Homog. 0.80
Homogène 0.76 0.06 Bayes-GMR vs Homog. 0.83
Prostate
p-value puissance p-value
GMR 0.85 0.05 GMR vs Bayes-GMR 0.45
Bayes-GMR 0.21 0.19 GMR vs Homog. 0.0003
Homogène 0.03 0.84 Bayes-GMR vs Homog. 0.02
Cerveau
p-value puissance p-value
GMR 0.67 0.06 GMR vs Bayes-GMR 0.55
Bayes-GMR 0.29 0.14 GMR vs Homog. 0.03
Homogène 0.001 1 Bayes-GMR vs Homog. 0.007
différents les uns des autres. Les valeurs p élevées pour le traitement de type sein montrent
que les CT synthétiques et le CT homogène sont très similaires pour le calcul de dose dans ce
cas. Pour les traitements de type prostate et cerveau, par contre, le CT homogène fournit une
estimation de la dose qui est significativement différente des doses calculées en se basant sur
les CT synthétiques. Quant aux CT synthétiques GMR et Bayes-GMR, leur valeur p '0.5
pour les deux types de traitement ne permet pas de trancher.
Une autre donnée des tests de Student qui fournit des informations utiles est la puissance
des tests. La puissance, dont la valeur est comprise entre 0 et 1, représente la probabilité
de rejeter l’hypothèse nulle à raison, c’est-à-dire de considérer une différence significative
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et que cette différence existe. La puissance donne des informations sur l’efficacité du test et
détermine sa capacité à détecter une différence, si elle existe. À l’exception des CT homogènes
dans les cas de prostate et de cerveau, la puissance des tests de Student effectués est très
faible. Dans le cas présent, cette faiblesse peut être due à deux facteurs : soit il n’y a pas de
différence significative entre la dose estimée sur base des CT synthétiques et celle calculée
sur base du CT réel, soit le nombre de sujets utilisés pour effectuer le test est insuffisant
pour détecter cette différence. L’utilisation de plus de sujets est donc nécessaire pour pouvoir
observer une tendance plus manifeste.
Afin d’évaluer les distributions de dose calculées sur base des CT synthétiques, un test
d’indice γ en trois dimensions 1 a également été effectué. Ce test permet de déterminer si la
différence de dose observée par rapport au CT réel est acceptable ou non selon des critères
limites de dose et de distance fixés. En clinique, des critères de normalisation de 3% de la dose
de prescription et de 3 mm pour la DTA (distance à l’accord) sont souvent appliqués pour
évaluer les doses fournies par les systèmes de planification de traitement. Dans un premier
temps, ces mêmes critères ont été appliqués pour estimer la validité des distributions de dose
des CT synthétiques.
La figure 5.11 montre les cartes d’indices γ(3%, 3mm) obtenues pour une tranche au centre
du volume traité pour le traitement de type cerveau du sujet 1 et pour le traitement de type
sein du sujet 3 pour les distributions de dose des CT synthétiques GMR et Bayes-GMR ainsi
que du CT homogène. Les cartes d’indices γ(3%, 3mm) obtenues pour les autres cas sont
similaires et présentent les mêmes caractéristiques. Tout d’abord, les indices γ les plus élevés
se situent surtout en bordure des champs appliqués pour les traitements, c’est-à-dire dans
des zones de gradient de dose important, ainsi qu’au niveau de la surface des têtes, c’est-
à-dire à l’interface tissus/air. Pour le CT homogène, des indices γ plus élevés se retrouvent
également dans le PTV, une région de haute dose, dans tous les cas de types cerveau et
prostate. Cependant, peu d’indices γ ont une valeur proche ou supérieure à 1.
Afin d’évaluer globalement à quel point une distribution de dose est conforme à la distribution
de référence du CT réel, une analyse basée sur les pourcentages d’indices γ qui passent le test
(i.e. γ ≤ 1) a été effectuée pour tous les cas. Le tableau 5. V reprend ces pourcentages pour
des critères de 3% et 3 mm ainsi que pour des critères plus stricts de 2% et 2 mm. Afin de ne
pas tenir compte des voxels qui ne reçoivent pas ou peu de dose, tous les pourcentages ont
été calculés en tenant compte uniquement des points qui ont reçu au moins 10% de la dose
prescrite (50 Gy pour les traitements de types sein et prostate et 60 Gy pour les traitements
de type cerveau). Un seuil de 90% d’indices γ qui passent le test est souvent pris comme
1. Un test d’indice γ peut être effectué en 2D ou en 3D, c’est-à-dire que les points de la distribution de
référence sont comparés, dans la distribution à tester, soit aux points de la même tranche uniquement (2D)
soit aux points dans un volume reprenant une ou plusieurs tranches autour de la tranche de référence (3D).
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(a) Sujet 1, cerveau, GMR (b) Sujet 3, sein, GMR
(c) Sujet 1, cerveau, Bayes-GMR (d) Sujet 3, sein, Bayes-GMR
(e) Sujet 1, cerveau, homogène (f) Sujet 3, sein, homogène
Figure 5.11. Cartes des indices γ(3%, 3mm) des distributions de dose obte-
nues avec les CT synthétiques GMR et Bayes-GMR et le CT homogène pour
(a) (c) (e) le traitement de type cerveau du sujet 1 et pour (b) (d) (f) le
traitement de type sein du sujet 3.
limite d’acceptabilité pour l’évaluation des distributions de dose calculées par les systèmes
de planification de traitement en clinique. Les résultats sont très bons avec plus de 99%
d’indices γ(3%, 3mm) qui passent le test pour les CT synthétiques GMR et Bayes-GMR. En
utilisant des critères plus contraignants de 2% et 2 mm, les pourcentages ne diminuent que
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très légèrement dans le cas des traitements de types prostate et cerveau avec des résultats de
plus 98%. Une baisse plus importante est observée pour les traitements de type sein, mais
les pourcentages restent plus élevés que la limite admise de 90%. Il est également intéressant
de constater que, à une exception près, le CT homogène obtient des résultats très similaires
aux CT synthétiques.
Tableau 5. V. Pourcentages de γ qui passent le test pour les CT synthé-
tiques GMR et Bayes-GMR et le CT homogène pour tous les sujets et tous les
traitements. Comparaison des γ(3%, 3mm) et des γ(2%, 2mm) globaux ainsi
que des γ(2%, 2mm) locaux. (Seuls les points ayant reçu au moins 10% de la
dose de prescription sont pris en compte.)
Sujet 1 Sujet 2 Sujet 3
Dose 3% 2% 2% 3% 2% 2% 3% 2% 2%
DTA 3 mm 2 mm 2 mm 3 mm 2 mm 2 mm 3 mm 2 mm 2 mm
Global Global Local Global Global Local Global Global Local
Sein
GMR 99.03% 94.84% 89.28% 99.31% 96.46% 93.56% 98.12% 94.56% 86.35%
Bayes-GMR 99.40% 95.15% 87.79% 99.25% 95.87% 89.34% 99.13% 97.09% 93.82%
Homogène 99.03% 88.90% 82.53% 99.33% 95.46% 90.07% 98.33% 88.90% 80.04%
Prostate
GMR 99.98% 98.77% 90.79% 100.0% 99.80% 94.67% 99.88% 98.80% 89.72%
Bayes-GMR 99.97% 99.18% 92.51% 100.0% 99.98% 97.58% 99.85% 98.53% 88.77%
Homogène 99.95% 97.77% 73.60% 99.91% 98.16% 77.56% 99.91% 99.11% 81.80%
Cerveau
GMR 99.95% 99.19% 89.77% 99.98% 99.33% 90.79% 99.99% 99.80% 93.78%
Bayes-GMR 99.89% 98.43% 86.08% 99.94% 99.05% 91.21% 99.99% 99.84% 94.13%
Homogène 99.56% 97.20% 83.45% 99.78% 98.45% 87.37% 99.76% 98.54% 89.26%
Considérer une différence de dose de 3% et une DTA de 3 mm semble large. Mais l’indice γ
évalue une distribution en considérant à la fois la différence de dose et la distance. Ainsi, un
point ayant une différence de dose de 3% ne passe le test γ(3%, 3mm) que si cette différence
est à une distance nulle, c’est-à-dire est au point r = r0. Mais le test a également ses limites
puisqu’un point ayant une différence de dose de 2% à 2 mm passe le test avec les critères de 3%
et 3 mm. Un test γ(3%, 3mm), considérés comme une référence, pourrait donc manquer des
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biais importants. Pour palier à ce problème, Nelms et al. [38] suggère de prendre des critères
plus contraignants, en estimant un indice γ(2%, 2mm) local. Ceci pourrait non seulement
mettre en lumière des problèmes sous-jacents qui ne seraient pas détectés avec des critères
plus larges, mais permettrait également de tester les limites des CT synthétiques. En effet, il
s’agit ici de comparer deux distributions de dose calculées sur base de deux images différentes,
et non de comparer une dose calculée avec une dose mesurée. Il pourrait donc être utile de
voir le comportement des indices γ avec des critères plus stricts.
La figure 5.12 reprend les mêmes cartes d’indices γ que la figure 5.11, mais avec des critères
de 2% de dose au niveau local et de 2 mm. Les mêmes effets sont constatés que pour le test
γ(3%, 3mm) global, mais ceux-ci sont amplifiés. Le fait que les indices γ sont plus élevés dans
les zones de gradient de dose indique en général une erreur de recalage entre les distributions
évaluées et la distribution de référence. Cette erreur peut provenir de deux sources. Tout
d’abord, il faut se rappeler que les CT synthétiques sont produits à partir des images IRM
qui ont été recalées sur le CT réel. Ce recalage n’étant pas parfait, il est probable que
les distributions ne correspondent pas complètement. Ensuite, le système de planification
de traitement Eclipse définit un volume dans lequel la dose est calculée. Ce volume est
déterminé à l’aide d’un simple seuillage basé sur une valeur spécifique de nombre HU. Une
différence de nombre HU à l’interface tissus/air peut donc résulter en une petite différence
dans la définition du volume d’intérêt, entraînant une correspondance imparfaite entre les
distributions de dose obtenues. Les indices γ plus élevés observés à l’interface tissus/air
peuvent également être un conséquence de ces phénomènes.
Les critères plus contraignants entraînent également une augmentation de la valeur des in-
dices γ dans les zones de faible dose, surtout visible dans les traitements de type sein. Cet
effet est attendu lors de l’utilisation d’un critère de normalisation local de dose puisque dans
les zones de faible dose, la limite de dose acceptée δD devient très faible. Cependant, les
indices calculés dans ces zones ne sont pas pris en compte lors de l’analyse.
L’utilisation d’un γ local met également en évidence une différence importante entre les CT
synthétiques et homogènes au niveau du PTV, une région de haute dose. Tandis que les
résultats des CT synthétiques restent bons au niveau du PTV, les indices γ échouent dans
cette région cruciale pour le CT homogène pour les traitements de type prostate et cerveau.
Alors qu’avec un γ global, les performances des CT synthétiques et homogènes étaient très
similaires, un test au niveau local montre l’avantage des CT synthétiques par rapport au CT
homogène. Le tableau 5. V fournit également les pourcentages d’indices γ(2%, 2mm) locaux
qui passent le test. La majorité des CT homogènes n’atteignent pas la limite des 90%. Pour
les CT synthétiques, seuls 5 cas sur 9 ont des résultats supérieurs à 90% et presque tous sont
sous les 95%, et ce aussi bien pour le modèle GMR que pour le modèle Bayes-GMR.
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(a) Sujet 1, cerveau, GMR (b) Sujet 3, sein, GMR
(c) Sujet 1, cerveau, Bayes-GMR (d) Sujet 3, sein, Bayes-GMR
(e) Sujet 1, cerveau, homogène (f) Sujet 3, sein, homogène
Figure 5.12. Cartes des indices γ(2%, 2mm) locaux des distributions de dose
obtenues avec les CT synthétiques GMR et Bayes-GMR et le CT homogène
pour (a) (c) (e) le traitement de type cerveau du sujet 1 et pour (b) (d) (f) le





Dans cette étude, des acquisitions CT et IRM de trois têtes de cochon ont été faites afin de
constituer et tester des CT synthétiques basés sur IRM. Les acquisitions IRM ont permis
d’obtenir 13 contrastes qui ont servi à la production de CT synthétiques à l’aide de deux
méthodes basées sur la modélisation gaussienne, la méthode GMR, utilisant la régression
gaussienne et le maximum de vraisemblance, et la méthode Bayes-GMR ajoutant un a priori
non neutre à la vraisemblance de GMR.
Une fois les CT synthétiques obtenus, ils ont été comparés aux cartes HU réelles et différentes
statistiques d’erreurs ont été calculées. Ensuite, trois plans de traitements fictifs ont été faits
sur le CT réel, un traitement de type sein, un traitement de type prostate et un traitement
de type cerveau. Ces plans on ensuite été transférés sur les CT synthétiques ainsi que sur
une carte de densité homogène avec tous les HU égaux à 0 afin de simuler un fantôme d’eau.
Un nouveau calcul de dose a été effectué pour chaque CT synthétique et homogène afin
de prendre en compte les nouvelles densités. Des courbes de DVH ont été obtenues et des
statistiques de dose ont été estimées pour chaque cas. Une analyse basée sur le test de l’indice
γ a également été faite sur les distributions de dose des CT synthétiques et homogène.
Les objectifs de cette étude sont de voir à quel point les CT synthétiques correspondent au
CT réel et de voir l’impact des erreurs de HU sur la dosimétrie. Il s’agit également de voir
si la méthode Bayes-GMR est plus performante que la méthode GMR et ce qu’elle peut
apporter à celle-ci. La méthode Bayes-GMR peut être améliorée mais elle a également ses
limites. Cependant, cela n’empêche pas que le CT synthétique pourrait être utilisé dans des
cas spécifiques ou pour des techniques de thérapie particulière.
Cartes HU
Les images de CT synthétiques ainsi que les erreurs moyennes quadratiques ont montré que
les méthodes GMR et Bayes-GMR donnent des résultats très similaires. En général, les HU
des tissus mous sont bien estimés avec un biais total de 5 ± 9 HU pour la méthode Bayes-
GMR et de -5 ± 17 HU pour la méthode GMR ainsi qu’un intervalle de confiance à 68% de
24 ± 2 HU pour la méthode Bayes-GMR et de 26 ± 4 HU pour la méthode GMR. Un test
de Student effectué sur les erreurs moyennes des CT synthétiques n’a pas pu montrer que
ces erreurs étaient significatives et ce, aussi bien pour la méthode GMR que pour la méthode
Bayes-GMR.
La difficulté principale se situe au niveau des HU des tissus osseux. Pour ces derniers, le biais
est important (plusieurs dizaines de HU), surtout pour la méthode Bayes-GMR, bien qu’un
test de Student n’a pas montré que les erreurs moyennes étaient significatives. L’écart-type
des erreurs est également important avec quelques centaines de HU. La figure 5.6a montre
également que l’erreur moyenne est très variable, aussi bien entre les méthodes que parmi
les sujets. Cependant, l’impact des erreurs sur les tissus osseux est moindre sur les résultats
globaux car les pixels d’os sont peu nombreux par rapport aux pixels de tissus mous.
Cette différence manifeste entre les tissus mous et le tissus osseux est due essentiellement au
manque de données de l’IRM pour les os. Alors que le CT peut décrire les os avec une grande
gamme de HU, l’IRM n’obtient qu’un signal faible pour ces derniers. Dans ces conditions,
il est difficile de reconstituer toute la finesse des HU pour le tissus osseux avec les données
grossières fournies par l’IRM. Dans le cas des tissus mous par contre, la situation est inversée.
Les HU des tissus mous sont dans une gamme de ± 200 HU autour du HU de l’eau, ce qui
donne peu de contraste au niveau du CT. Pour l’IRM au contraire, la diversité des temps de
relaxation des tissus mous et tous les choix possibles quant au TE et au TR permettent non
seulement un bon contraste des tissus mous mais donne également la possibilité de choisir
un contraste particulier. Il est donc possible avec l’IRM d’avoir beaucoup d’information sur
les tissus mous, ce qui permet donc de reconstituer plus facilement les HU du CT.
La méthode Bayes-GMR étant basée sur la sélection du HU le plus probable entre celui de
l’os et celui des tissus mous, le CT synthétique basé sur une sélection idéale a également
été testée. Paradoxalement, le biais global augmente, même s’il reste faible. Mais toutes les
autres statistiques sont améliorées. Au niveau des tissus pris séparément, on constate que la
méthode idéale augmente les erreurs sur les tissus mous mais diminue beaucoup celles des
os. Cela suggère que la sélection idéale a transféré une partie des erreurs des os sur les tissus
mous, et que les erreurs d’attribution des voxels concernent des erreurs où l’os est sélectionné
au lieu du tissus mous plutôt que l’inverse. En effet, lors de la sélection probabiliste, 14 %
des pixels sont considérés comme des pixels d’os alors que ce nombre descend à 9 % pour
la sélection idéale. Cette mauvaise attribution des voxels pourrait également expliquer le
second pic observé dans la distribution de l’erreur moyenne pour les os (voir figure 5.7c) qui
disparaît dans le cas de la sélection idéale.
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Dosimétrie
Malgré les erreurs des HU, qui peuvent parfois être importantes, les résultats dosimétriques
obtenus avec les CT synthétiques sont acceptables et restent sous la barre des 2 %. De
plus, un test de Student sur les différences de doses observées n’a pas pu montrer que ces
différences étaient significatives pour les CT synthétiques. Les résultats sont cependant très
variables d’une sujet à l’autre. Alors que pour le sujet 2, les CT synthétiques, aussi bien
GMR que Bayes-GMR, fournissent des estimations de dose qui varient de moins de 0.5 %
par rapport au CT réel, les autres sujets présentent des variations plus importantes, pouvant
aller jusqu’à 1.68 % dans la dose moyenne pour le cas le moins bon. En général, la méthode
Bayes-GMR semble performer légèrement mieux que la méthode GMR. En effet, ses résultats
sont meilleurs dans 7 cas sur les 9 cas étudiés. Cependant, dans les trois plans de traitement,
la méthode Bayes-GMR sous-estime presque systématiquement la dose réelle. Un traitement
effectué sur base de ce CT synthétique aura donc tendance à sur-doser le volume à irradier.
L’analyse basée sur le test de l’indice γ montre également que les distributions de dose ob-
tenues avec les CT synthétiques sont proches de celles des CT réels avec des pourcentages
d’indices γ(3%, 3mm) et γ(2%, 2mm) globaux qui passent le test de plus 99% et 98% respec-
tivement. L’analyse basée sur un indice γ(2%, 2mm) local, quant à elle, montre une bonne
adéquation de la distribution de dose au niveau du PTV, mais donne des différences im-
portantes dans les zones de gradient de dose ainsi qu’à l’interface tissus/air. Cet effet est
probablement dû en partie à des erreurs de recalage mais peut également provenir d’erreurs
dans l’estimation des HU, surtout à l’interface.
L’erreur dosimétrique semble être liée au biais des HU des CT synthétiques. La dosimétrie
la plus proche de la dose réelle est donnée pour le sujet 2. Or, bien que l’erreur RMS pour ce
dernier ne soit pas la plus petite, l’erreur moyenne est très faible pour Bayes-GMR et nulle
pour GMR. Pour le sujet 2, l’erreur moyenne des HU sur les tissus mous est de 4 HU pour le
CT synthétique Bayes-GMR, ce qui mène à une erreur de 0.12 % sur la dose moyenne dans
le cas du traitement de type sein, pour lequel seuls les tissus mous sont concernés. Les plans
de traitement on été calculés en considérant un faisceau de 6 MV, avec une énergie moyenne
des photons d’environ 2 MeV. En se basant sur l’équation 2.1.1, décrivant l’atténuation d’un
faisceau de photon dans la matière, et en considérant le coefficient d’atténuation µ/ρ du
muscle de 0.0490 cm2/g (selon l’ICRU), une erreur de 5 HU mène à une erreur d’estimation
de l’atténuation d’un faisceau de 0.12 % à 5 cm de profondeur et de 0.24 % à 10 cm de
profondeur. Pour une erreur de 15 HU, comme c’est le cas pour l’erreur moyenne sur les
tissus mous pour le sujet 1, l’erreur d’estimation de l’atténuation est de 0.37 % à 5 cm
et 0.73 % à 10 cm. Pour ce sujet, l’erreur sur la dose moyenne est de 0.34 %. Mais cette
corrélation n’est pas toujours observée. Pour le sujet 3, dont l’erreur moyenne sur les HU est
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de 25 pour les tissus mous, ce qui mène à une erreur sur l’atténuation de 0.61 %, l’erreur de
dose moyenne est seulement de 0.38 %.
Bien sûr, l’atténuation du faisceau et la dose absorbée ne sont pas tout-à-fait comparables. De
plus, l’erreur moyenne sur les HU est calculée sur la totalité des tissus mous, alors que la dose
moyenne ne tient compte que des tissus irradiés. Mais de façon générale, si le sujet 2 présente
les résultats les plus proches du CT réel au niveau dosimétrique, c’est pour le sujet 3 que
les écarts de dose sont les plus importants, et c’est également le sujet 3 qui présente l’erreur
moyenne la plus grande quelle que soit la méthode. On constate cependant que la méthode
Bayes-GMR performe généralement mieux que la méthode GMR, surtout dans le cas du
traitement de type cerveau et ce, aussi bien pour le sujet 1 que pour le sujet 3.
Apport de Bayes-GMR
La méthode Bayes-GMR n’améliore pas le biais mais diminue la dispersion des erreurs et
réduit les erreurs importantes par rapport à la méthode GMR. La méthode Bayes-GMR
semble ainsi stabiliser la distribution des voxels. En effet, pour les CT synthétiques recons-
titués par la méthode GMR, on observe un effet moucheté des images, indiquant la présence
de voxels de très faible intensité, ainsi que de nombreux voxels d’os dans les tissus mous.
Ces valeurs aberrantes ne sont pas ou peu observées dans les CT synthétiques reconstitués
par la méthode Bayes-GMR qui offre des images plus lisses. Cette correction qu’apporte la
méthode Bayes-GMR est probablement due en partie à l’a priori qui permet d’effectuer un
meilleur choix entre différentes valeurs possibles fournies par les probabilités mais également
par le fait que cette méthode teste des HU dans une gamme donnée. La méthode GMR,
quant à elle, effectue une estimation directe des HU dont la valeur n’est pas contrainte, ce
qui peut donner des résultats hors norme.
Améliorations et limitations
Dans l’ensemble, l’amélioration apportée par la méthode Bayes à la méthode GMR n’est
pas concluante, aussi bien du point de vue des HU que de la dosimétrie. Un test de Student
pairé ainsi qu’une analyse basée sur l’indice γ effectués sur les résultats dosimétriques des
deux méthodes n’a pas pu démontrer qu’elles menaient à une estimation de dose qui est
significativement différente. En effet, bien que légèrement différentes, les deux méthodes
sont basées sur le même principe de régression gaussienne.
Cependant, comme on l’a vu, une meilleure sélection entre os et tissus mous permettrait
d’améliorer la méthode mais augmente le biais. La principale source d’erreur provient donc
de l’estimation des HU qui ont tendance à être sous-estimés par la méthode Bayes-GMR.
Cette estimation dépend beaucoup des données IRM. Or celles-ci sont très variables d’un
sujet à l’autre et manque de stabilité. Dans cette étude les intensités IRM brutes ont été
utilisées. Un traitement des données IRM qui permettrait de ramener les intensités à des
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niveaux comparables entre les sujets pourrait améliorer la performance des méthodes. Un
tel traitement pourrait être une normalisation des intensités par rapport à une référence ou
encore une égalisation d’histogramme.
Des données brutes IRM plus stables permettraient également de trouver une corrélation
plus solide entre IRM et CT. Dans l’étude effectuées ici, la performance la plus mauvaise
était celle du sujet 3. Or, comme le montre les figures 5.2 et l’annexe D, les distributions
des intensités IRM des sujets 1 et 2 sont proches mais celles du sujet 3 s’éloignent des deux
autres et ce, pour la plupart des contrastes. La conséquence est une difficulté manifeste à
reconstituer correctement les HU pour ce sujet.
Comme déjà mentionné, une autre difficulté est due au manque de signal de l’IRM pour
l’os. Les séquences spéciales UTE comme PETRA aident probablement, surtout à distinguer
les tissus osseux de l’air, ce qui est crucial en dosimétrie vu leur différence dans la densité
électronique. Cependant, ces techniques sont encore insuffisantes étant donné l’erreur impor-
tante observée pour l’os. Mais l’amélioration de la performance des appareils est toujours
recherchée, notamment dans l’exploitation du signal émis par les tissus aux temps de relaxa-
tion très brefs. Une autre possibilité est l’étude de la susceptibilité magnétique qui pourrait
également fournir plus d’information sur les tissus osseux.
Il ne faut pas oublier également que la présente étude a été effectuée sur des tissus animaux.
Une étude sur des patients devrait être effectuée afin de vérifier les résultats sur des tissus
humains et prendre en compte les mouvements et les changements dans le patient, aussi bien
durant les acquisitions qu’entre les acquisitions CT et IRM. De plus, l’étude porte sur 3 sujets
uniquement. La faible puissance calculée pour les tests de Student effectués montre qu’une
étude plus large est nécessaire. Des tests sur un plus grand nombre de sujets doivent être
effectués afin de confirmer les résultats obtenus ici. Un nombre plus élevé de sujets devrait
également améliorer la méthode. En effet, plus les sujets d’entraînement sont nombreux, plus
il est probable de trouver une distribution proche du sujet test. Avec un nombre suffisant,
il est également envisageable de sélectionner les sujets d’entraînement les plus similaires au
sujet test. En effet, comme le suggère le cas du sujet 3, une distribution trop différente du
sujet test par rapport au sujets d’entraînement mène à des erreurs plus importantes qu’avec
des distributions similaires. Un entraînement avec des sujets proches du sujet test pourrait
ainsi éviter une dispersion trop importante des HU et peut-être diminuer le biais.
Une autre limitation de cette étude est qu’elle ne considère pas l’air. En effet, les têtes
animales étant sous vide, tout l’air contenu, dans les sinus par exemple, a été évacué. Or,
une des difficultés principales des CT synthétiques par IRM est de faire la distinction entre
l’os et l’air. Il est donc important d’investiguer cette aspect et de tester les méthodes en
présence de volumes d’air plus importants.
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Enfin, les CT synthétiques constitués à l’aide des méthodes GMR et Bayes-GMR ont consi-
déré tous les contrastes IRM obtenus après presque 2 heures d’acquisition. En pratique,
obtenir toutes ces séquences est irréalistes. Cette étude a pour but de voir le potentiel des
méthodes de CT synthétique, mais pour une utilisation effective potentielle, il est nécessaire
d’investiguer la ou les séquences qui donnent le résultat optimal avec une temps d’acquisition
acceptable.
Bien que dans l’ensemble, la performance dosimétrique des CT synthétiques semble très
bonne, malgré les erreurs sur les HU, cette performance a été estimée sur base des erreurs
globales acceptées en clinique. Cependant, ces tolérances ont été estimées en tenant compte
de plusieurs sources d’erreurs possibles. Si le CT synthétique est utilisé, il fera partie de la
chaîne de production du plan de traitement et l’erreur induite par son utilisation s’ajouterait
aux autres erreurs introduites aux diverses étapes de la planification. L’erreur maximale
tolérée devrait donc être moindre que les tolérances utilisées dans ce travail et celle-ci doit
être évaluée spécifiquement pour le CT synthétique.
Applications possibles
Les CT synthétiques produits par les deux méthodes, GMR et Bayes-GMR, permettent un
calcul de dose avec une erreur acceptable. Cette erreur de dosimétrie semble surtout liée au
biais des HU estimés par les méthodes. Mais ce biais est très variable d’un sujet à l’autre et
est surtout dû aux erreurs sur les tissus osseux. Les méthodes pourraient ainsi être appliquées
pour le traitement de zones anatomiques constituées essentiellement de tissus mous avec pas
ou peu d’os sur le trajet des photons et en absence d’air. Il n’est donc pas étonnant de voir
que la grande majorité des recherches et études menées sur le CT synthétique concerne des
anatomies comme le cerveau ou la prostate, constitués en grande partie de tissus mous.
Bien que les CT synthétiques estiment mieux les tissus mous que les os, l’analyse basée sur
le test de l’indice γ semble montrer que les résultats pour les traitements de type sein, pour
lesquels la radiation ne traverse que des tissus mous, sont moins bons que pour les deux
autres traitements pour lesquels des tissus osseux se trouvent dans les champs de radiation.
Il faut remarquer que le traitement de type sein n’utilise que deux champs tangents alors
que les traitements de type prostate et cerveau utilisent une technique IMRT basée sur 6
et 9 champs non tangents répartis autour des sujets. Cette technique permet notamment,
en multipliant les entrées, de diluer l’effet de la radiation dans le volume non traité tout
en maintenant une dose élevée dans le PTV. Cet effet pourrait donc permettre aux erreurs
de HU d’avoir un impact moins important sur la distribution de dose, alors que pour les
traitements avec un nombre de champs réduits, les erreurs de HU auraient des conséquences
plus importantes. L’utilisation des CT synthétiques pourrait ainsi être possible pour certains
types de traitement, comme ceux utilisant de nombreux champs ou les traitements en arc,
mais ne serait pas conseillée pour d’autres traitements avec peu de champs.
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La bonne performance des méthodes au niveau de la dosimétrie malgré les erreurs de HU
peut s’expliquer par le théorème de Fano. Selon ce théorème, dans un milieu de composition
atomique donnée exposé à un champ uniforme de rayonnement indirectement ionisant, le
champ de rayonnement des particules secondaires et aussi uniforme et indépendant de la
densité du milieu et des variations de densité d’un point à un autre [37]. Autrement dit,
la densité, représentée par les nombres HU, n’a pas un impact important, notamment dans
les énergies utilisées en dosimétrie pour lesquelles les interactions Compton dominent. Dans
ce cas, une erreur de moins de 1 % sur les HU entraîne un différence de dépôt de dose très
faible. Dans la réalité, le champ n’est pas exactement uniforme, ne fût-ce que parce qu’il
s’atténue. Mais le théorème constitue une bonne approximation dans certaines conditions.
Une autre application possible est un type de traitement pour lequel la prise en compte
des hétérogénéités des tissus n’est pas essentielle, comme la curiethérapie. Cette dernière
consiste en l’utilisation de sources radioactives, comme l’iode-125 ou l’iridium-192, pour le
traitement de tumeurs. L’iode-125 émet des photons γ dont l’énergie moyenne est de 28 keV
et l’iridium-192 émet des photons d’énergie moyenne de 380 keV. Actuellement, le calcul de
dose en curiethérapie est effectué en considérant une densité homogène et un IRM seul est
souvent suffisant pour le traitement. Mais de nouvelles méthodes dosimétriques émergent
qui prennent en compte les hétérogénéités et nécessitent donc qu’une acquisition CT soit
effectuée. Le CT synthétique pourrait alors remplacer le CT réel dans ce cas car les tolérances
vis à vis des variations de dose sont beaucoup plus larges en curiethérapie. En effet, l’activité
des sources utilisées, notamment pour les traitements à basse dose, n’est pas uniforme et
peut varier jusqu’à 20 % pour une même source [57]. Ainsi, même si l’estimation des HU





L’utilisation grandissante de la résonance magnétique en radiothérapie et l’arrivée imminente
du MR-Linac a poussé au développement du CT synthétique avec comme objectif l’utilisa-
tion d’une seule modalité d’imagerie pour la planification de traitement. Dans cette optique,
plusieurs méthodes de conversion des intensités IRM en nombres HU ont vu le jour, utili-
sant divers procédés comme la segmentation, l’utilisation d’atlas de paires CT/IRM ou la
recherche d’une corrélation entres les intensités IRM et les nombres HU à l’aide de l’appren-
tissage machine. Dans cette étude, une nouvelle méthode Bayes-GMR basée sur le théorème
de Bayes et la régression gaussienne a été développée et comparée à une méthode existante,
la méthode GMR, utilisant elle aussi la régression gaussienne. Le but de la présente étude a
été d’explorer le potentiel de la méthode Bayes-GMR pour la production de CT synthétiques
en vue d’une utilisation en radiothérapie.
La méthode a été testée sur des tissus animaux, à savoir trois têtes de cochon, pour lesquels
des acquisitions ont été faites en CT et en IRM. Les acquisitions IRM ont permis d’obtenir
13 contrastes dont un contraste PETRA donnant un signal pour l’os. Après un recalage
des images CT sur les images IRM et l’application d’un masque permettant de considérer
uniquement les voxels d’intérêt, les deux méthodes, GMR et Bayes-GMR, ont été appliquées
afin d’obtenir les cartes HU synthétiques. Afin d’évaluer l’impact des CT synthétiques sur
la dosimétrie, trois plans de traitement fictifs ont été effectués sur les CT réels en utilisant
le système de planification de traitement Eclipse. Ces plans ont ensuite été transférés sur les
CT synthétiques. Les doses ont été calculées pour chaque cas et comparées à l’aide des DVH
et des statistiques de dose. Les distributions de dose des CT synthétiques ont également été
évaluées à l’aide d’une analyse basée sur le test de l’indice γ utilisant les distributions de
dose des CT réels comme référence.
L’étude des erreurs de HU sur les CT synthétiques a révélé un biais de quelques HU, aussi bien
pour la méthode Bayes-GMR que pour la méthode GMR. Ce biais provient essentiellement
d’une mauvaise estimation des HU des os pour lesquels l’erreur moyenne peut aller jusqu’à
150 HU. L’erreur sur l’estimation des HU a un impact sur le calcul de la dose. En effet,
l’analyse des DVH a montré un décalage des courbes des CT synthétiques par rapport aux
courbes du CT réel. Cependant, les statistiques de dose, notamment la dose reçue par 50 %
du volume du PTV (DV 50%), ont montré que cette erreur était dans les tolérances cliniques,
à savoir de moins de 2 % pour tous les plans de traitement. L’analyse des distributions de
dose a également montré un pourcentage d’indices γ(3%, 3mm) qui passent le test de plus
de 99% dans tous les cas et ce, aussi bien pour les CT synthétiques GMR que Bayes-GMR.
En ce qui concerne la performance de la méthode Bayes-GMR par rapport à la méthode
GMR, les résultats ne sont pas concluants. Au niveau dosimétrique, les deux méthodes
présentent des résultats similaires, bien que Bayes-GMR ait des estimations de dose plus
proches du CT réel dans 7 cas sur les 9 cas étudiés. Les deux méthodes ont également un
biais similaire. Cependant, les erreurs de HU pour la méthode Bayes-GMR se répartissent
dans une gamme moins importante, probablement dû à l’utilisation de l’a priori qui confine
les HU et évite les valeurs aberrantes.
Les erreurs importantes sur les HU de l’os et le manque d’information quant au comporte-
ment des méthodes en présence d’air empêchent l’utilisation générale des CT synthétiques
présentés pour la planification de traitement et le calcul de dose. Cependant, les CT synthé-
tiques pourraient être utilisés pour le positionnement du patient. Mais une étude spécifique
doit être effectuée.
Malgré tout, les HU des tissus mous sont bien estimés et les erreurs moyennes sur les HU de
ce type de tissus est de moins de 0.5 %, ce qui permettrait d’utiliser les CT synthétiques pour
des traitements spécifiques, lorsque l’os et l’air ne sont pas ou peu présents. C’est pourquoi,
les études actuelles se concentrent déjà sur l’utilisation de CT synthétiques pour les cas de
cancer de la prostate ou du cerveau.
Afin de vérifier la robustesse de la méthode, d’autres recherches doivent être menées en
utilisant un nombre plus important de sujets pour l’entraînement. D’autres tests doivent
également être effectués pour la recherche d’une combinaison optimale et réaliste de sé-
quences IRM. Bien que des séquences de base aient été utilisées, d’autres séquences IRM
plus particulières pourraient aussi s’avérer utiles.
Dans la continuité de ce travail, des acquisitions CT et IRM de cinq nouvelles têtes animales
ont été faites dans les mêmes conditions que les trois têtes déjà scannées. De nouveaux
résultats avec 8 sujets d’étude, permettant donc un entraînement sur 7 sujets au lieu de 2,
sont sur le point d’être obtenus.
Si les résultats sur les tissus animaux s’avèrent concluant, une validation sur des tissus
humains est nécessaire. En effet, la composition des tissus humains peut être différente de
celle de tissus animaux, ce qui pourrait nécessiter l’adaptation des algorithmes utilisés. De
plus, alors que les acquisitions des tissus animaux ont été effectuées dans des conditions
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idéales, notamment une absence de mouvement, les acquisitions de patients ne sont pas
toujours parfaites. La performance des techniques de CT synthétique pourrait en être altérée.
Bien que de nombreuses méthodes de CT synthétique existent et que les résultats pour
les tissus mous semblent acceptables pour beaucoup d’entre elles, aucune ne parvient à un
résultat satisfaisant permettant un remplacement complet du CT par l’IRM en radiothérapie.
Le problème principal est manifestement le manque d’information de l’IRM pour l’os. Ainsi,
une amélioration des CT synthétiques devrait passer par le développement de nouvelles
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TEMPS DE RELAXATION T1 ET T2
Le tableau A. I reprend les temps de relaxation T1 et T2 de différents tissus selon des données
reprises de Bushberg et al. [4] et Robson et al. [47]. Ces données sont des estimations et
d’autres sources pourraient proposer des temps de relaxation légèrement différents.
Tableau A. I. Temps de relaxation T1 à 1.5 T et T2 pour différents tissus.





matière blanche 780 90
matière grise 900 100




CONTRASTES CT ET IRM DU SUJET 2
(a) CT 120 kV
(b) PETRA
Figure B.1. Contrastes du CT à 120 kV et du contraste PETRA pour le sujet 2.
(a) T1 in (b) T2 in (c) DP in
(d) T1 opp (e) T2 opp (f) DP opp
(g) T1 gras (h) T2 gras (i) DP gras
(j) T1 eau (k) T2 eau (l) DP eau
Figure B.2. Contrastes T1, T2 et en densité de proton (DP) en phase (in),




Le recalage rigide des images s’est effectué à l’aide du sytème clinique MIM, utilisant des
translations et des rotations. L’image CT à 120 kV et haut mAs a tout d’abord été recalée
sur l’image IRM en densité de proton. Les données de translation et de rotation ont ensuite
été appliquées sur les autres images CT. Le tableau C. I détaille les données des recalages.
Tableau C. I. Données de translation et de rotation effectuées pour le ral-
calage des images CT sur les images IRM pour les 3 sujets.
Sujet 1
Translation (mm) Rotation (degré)
x -1.19 axial (z) 0.03
y 25.61 sagittal (x) 359.81
z 18.76 coronal (y) 359.87
Sujet 2
Translation (mm) Rotation (degré)
x 26.54 axial (z) 359.70
y 25.48 sagittal (x) 359.70
z 13.99 coronal (y) 0.80
Sujet 3
Translation (mm) Rotation (degré)
x 25.19 axial (z) 0.24
y -7.32 sagittal (x) 359.91
z 9.42 coronal (y) 0.63

Annexe D
DISTRIBUTIONS DES INTENSITÉS CT ET IRM
(a) CT 120 kV
(b) PETRA
Figure D.1. Distributions des intensités du CT à 120 kV et du contraste
PETRA pour les 3 sujets.
(a) T1 in (b) T2 in (c) DP in
(d) T1 opp (e) T2 opp (f) DP opp
(g) T1 gras (h) T2 gras (i) DP gras
(j) T1 eau (k) T2 eau (l) DP eau
Figure D.2. Distributions des intensités des contrastres T1, T2 et en densité





Tableau E. I. Dose minimale (Dmin), dose maximale (Dmax) et dose
moyenne (Dmoy) au PTV pour tous les traitements et les trois sujets (les doses
sont en Gy).
Dmin Dmax Dmoy
Sein S1 S2 S3 S1 S2 S3 S1 S2 S3
Réel 43.80 43.34 43.12 53.14 55.06 56.51 50.38 50.12 50.07
GMR 43.89 43.39 43.52 53.08 55.05 57.03 50.20 50.16 50.25
Bayes-GMR 45.31 43.65 43.34 53.00 55.29 56.87 50.21 50.18 50.21
Eau 44.05 43.55 42.95 52.74 55.43 56.64 50.18 50.23 50.11
Prostate S1 S2 S3 S1 S2 S3 S1 S2 S3
Réel 47.75 46.57 46.97 51.40 52.31 52.09 49.26 49.79 50.04
GMR 48.17 46.64 46.76 51.65 52.40 51.75 49.47 49.83 49.82
Bayes-GMR 47.83 46.69 46.80 51.25 52.34 51.77 49.14 49.79 49.87
Eau 48.86 47.01 47.14 52.78 53.67 52.42 50.31 50.66 50.62
Cerveau S1 S2 S3 S1 S2 S3 S1 S2 S3
Réel 54.78 56.74 55.45 62.42 62.00 61.25 58.69 59.67 59.28
GMR 55.55 56.54 54.98 62.68 61.97 60.21 59.06 59.66 58.30
Bayes-GMR 55.48 56.37 55.10 62.16 61.82 60.35 58.63 59.52 58.49
Eau 56.97 58.06 57.49 64.45 64.16 63.22 60.66 61.47 61.05
