Abstract. A generalization of Harten's multiresolution algorithms to two-dimensional (2-D) hyperbolic conservation laws is presented. Given a Cartesian grid and a discretized function on it, the method computes the local-scale components of the function by recursive diadic coarsening of the grid. Since the function's regularity can be described in terms of its scale or multiresolution analysis, the numerical solution of conservation laws becomes more efficient by eliminating flux computations wherever the solution is smooth. Instead, in those locations, the divergence of the solution is interpolated from the next coarser grid level. First, the basic 2-D essentially nonoscillatory (ENO) scheme is presented, then the 2-D multiresolution analysis is developed, and finally the subsequent scheme is tested numerically. The computational results confirm that the efficiency of the numerical scheme can be considerably improved in two dimensions as well.
1. Introduction. Essentially nonoscillatory (ENO) schemes can now be routinely used to obtain high-order, practically oscillation-free solutions to conservation laws in one, two, and three dimensions [14] , [13] , [16] , [12] . The main disadvantage of these schemes is their high cost. For most problems, however, using the expensive adaptive stencil everywhere is not necessary; this is justified only near discontinuities. Furthermore, the solution is also overresolved in much of the domain, so many of the flux computations themselves are redundant. Therefore, one approach for speedup is to automatically detect the regions of smoothness where resolution of the fluxes or divergence on coarser grids and their subsequent interpolation onto the finest grid is sufficient to achieve a prescribed accuracy.
The main idea of multiresolution schemes comes from the observation that the regularity of a function discretized on a set of hierarchical or nested grids can be described by the "difference in information" between two successive grid levels. That is, the difference between the original value and the value obtained by approximating the function discretized on a coarser level is proportional to the derivatives at the given location, and therefore it can be used to measure the function's degree of smoothness. These differences, or errors, are in fact the function's local-scale components which, when available, allow us to reconstruct it at finer levels exactly. On the other hand, by truncating sufficiently small components to zero, we can predict the function approximately, but using often significantly fewer components and therefore less storage. More importantly, in the context of numerical solution algorithms, the data compression can be applied to the numerical solution operator itself, thereby solving an approximate, sparse problem. Exactly where the original numerical method is used is determined by the size of the aforementioned scale components computed on each level of resolution. Thus the name multiresolution schemes.
After its introduction in [7] and initial applications in [8] , [6] , and [4] , multiresolution analysis was put in a more general framework, and the theoretical foundations for multiresolution representation of data and operators were established [10] , [11] , [9] . In the application area of hyperbolic conservation laws, various versions of the original multiresolution scheme exist, but the idea of using the scale coefficients to describe the regularity of the solution remains central to the algorithm [4] , [6] , [8] . Such numerical schemes were typically used in conjunction with the aforementioned ENO reconstruction, and while they proved to be significantly more efficient than conventional ENO schemes, they obtained results of the same high quality. The multiresolution analysis itself is completely independent of the numerical scheme, or the type of equation or problem we are solving. It is also potentially useful in image or data compression (its hierarchical nature has a close resemblance to wavelets) (e.g., [7] ), matrix computations (see [15] ); and in general in all areas where compression of the data or operators is possible and useful. For the numerical solution of conservation laws, application of multiresolution analysis to the "data compression" of ENO schemes seemed attractive, given the inherently high computational cost of these schemes.
In this work we present extensions of the semidiscrete version of the one-dimensional (1-D) multiresolution scheme [4] to 2-D hyperbolic conservation laws. The key concepts of the original multiresolution analysis introduced in [7] have a straightforward generalization to higher dimensions. Encoding and decoding for cell averages easily carry through from one dimension to two dimensions by using a tensor product approach. However, interpolation of numerical flux point values, as was done in one dimension, cannot be used in a robust and general manner. Instead, as one of the novel approaches introduced here, we interpolate the numerical divergence, in the sense of cell averages, from coarser levels. This method of predicting from coarse grid to fine also seems natural for unstructured grids and should easily generalize to three dimensions as well.
The higher dimensionality adds new intricacies to the truncation operation too, in practice as well as analysis. As bounds on the l 1 and l ∞ differences between the multiresolution solution and the original ENO solution can be established, we can be assured that the quality of the solution is not compromised by the multiresolution optimization. The choice of the reconstruction procedure also plays a more important role than in one dimension. We found that even to achieve acceptable data compression of the cell averages, the solution should be kept as oscillation free as possible. We shall briefly describe the 2-D ENO scheme, which can be generalized to be of arbitrary high order of accuracy, and is general enough for eventual use on unstructured grids as well (possibly coupled to the multiresolution representation presented in [1] ). Our numerical results seem to support the available theory and analysis.
In section 2 we shall outline the semidiscrete numerical scheme without the multiresolution analysis; however, some of the choices with respect to the reconstruction and time stepping will be made to better fit the multiresolution modules that will be added later. Section 3 will explain the 2-D multiresolution analysis for point values and cell averages, as well as the regularity analysis and the subsequent truncation. We will then take the numerical scheme of section 2 and the multiresolution algorithms of section 3 and combine them into one scheme, a multiresolution scheme. In section 4 we describe the algorithm in detail. Finally, in section 5 numerical results for first-and second-order reconstructions will be presented for both the linear and the nonlinear equations.
2. The 2-D numerical scheme.
2.1. The overall framework. In this paper we are concerned with solving the initial value problem for the scalar hyperbolic conservation law in two spatial dimensions: (2.1a) u t + f (u) x + g(u) y =0, (2.1b) u(x, y, 0) = u 0 (x, y),
where f and g are the scalar flux functions. For simplicity, we shall assume that x, y ∈ [−1, 1] and u 0 (x, y) is periodic in both the x and the y directions with period 2, so that we can use periodic boundary conditions at all boundaries.
The numerical scheme used is of the form
where v n are the cell averages (to be defined below), A represents the cell averaging operation, and R is the reconstruction operator applied to cell averages of the solution to obtain its point values. E is the exact time evolution operator so that
Then the finite volume scheme can be written in the conservative semidiscrete form:
where h x and h y are the size of the (uniform) Cartesian grid cells in the x-a n dydirections, respectively.f j± 1 2 ,k are the numerical fluxes across the right and left faces of cell (j, k). Likewise,ḡ j,k± 1 2 are the numerical fluxes across the top and bottom cell faces of the cell with index (j, k). On the other hand, v j,k (t) is an approximation to the average of the exact solution u(x, y, t) in the cell [
,y k+ 1 2 ],j = 0, ..., M − 1a n dk=0, ..., N − 1:
u(x, y, t)dxdy, 
Numerical flux. A numerical flux F
* is an approximation to the contour integral along a curve segment C of the exact fluxes f and g obtained by solving the Riemann problem. That is, (2.5a)
where u l and u r are the values of the independent variable u on the left and on the right of C, respectively. F R (u l ,u r ) (here "R" stands for Riemann) is the solution to the 1-D Riemann problem given the left and right values of u. For Cartesian coordinates we can write (2.5b)
Typically, for the equations of gas dynamics, an approximate Riemann solver is used. For our scalar prototype equations, there is no additional computational expense in using the exact solution of the Riemann problem, and, for completeness, we include it here.
(a) Linear wave equation (in two dimensions): f (u)a n dg( u ) in (2.1) are
the F R is therefore given by
and F R in (2.5a) is computed as in (2.5b), where u R is defined by
The interpretation of c l and c r in this context is that of a "wave speed" immediately to the left and to the right of the discontinuity. In the case of Burgers's equation, the wave speed at a certain location coincides with the speed of a particle there. Information about the wave speed can be used to predict that particle's location at a future time. Waves can be either shocks or rarefaction fans; and for the latter, the entropy condition is used to find the unique solution to the Riemann problem. Hence we have the following definitions for c l,r :
otherwise (rarefaction).
For our equally spaced Cartesian grid the contour integral of (2.5) reduces to the integral of either the flux f or the flux g, since the curve C is just the cell interface between two cells.We approximate this integral numerically by using a quadrature for which a Gaussian quadrature seems especially attractive because its accuracy is roughly double the number of evaluation points. Approximation (2.5a), when applied to both f and g as given in (2.5b), will yield
where n q is the number of Gaussian quadrature points used, ρ i are the quadrature coefficients, and u x,y± l , u
x,y± r are the reconstructed values evaluated at the appropriate quadrature points using the polynomials to the left and to the right of the cell interface, respectively; here the superscripts x and y indicate the direction of change in the coordinate of the evaluation point. For n q we have used
where r is the order of the reconstruction and ⌊x⌋ means the integer part of x. Since in this paper we are concerned only with first-and second-order ENO schemes, the more general sums of (2.9a,b) will reduce to only one term, i.e., n q = 1, and we get the midpoint rule.
With these definitions, we can now define the numerical divergence S j,k which will also be occasionally referred to as the "right-hand side" (RHS), since it constitutes the RHS of the semidiscrete equation (2.4):
).
(As it relates to (2.1a), it is actually −S that approximates divergence, but in this context the above terminology was chosen as a matter of convenience.) Note that for each cell (j, k) the quantity S is a function, in general, of the entire v array.
ENO reconstruction.
We turn now to describe the reconstruction procedure R of (2.2). The original ideas came from [12] , and the arbitrary high-order implementations are described in [2] and [3] ; here we briefly review the scheme specific to the first-and second-order cases.
For each cell we seek a multidimensional, piecewise polynomial, ENO interpolation that is uniformly rth-order accurate throughout the domain and is also conservative. That is, given cell averagesv = {v j,k } of v(x, y), we define the piecewise polynomial reconstruction R that satisfies the following three properties.
(a) Accuracy:
(b) Conservation:
where A j,k denotes the averaging operation
w(x, y)dxdy.
(c) ENO property: the stencil used for the reconstructed polynomial should correspond to the "smoothest" available (the selected stencil should not include discontinuities).
In other words, for each cell (j, k) there will be a polynomial P j,k (x, y) of degree r − 1 whose coefficients will be chosen from a well-defined pool so as to guarantee an ENO reconstruction.
For example, we see that in the r = 1 case the selection procedure is trivial, since then (2.12)
This reconstruction, in fact, guarantees a TVD property in two dimensions as well, as defined in [5] , and as such it gives an oscillation-free solution.
For the second-order ENO case each polynomial is a plane in three dimensions whose equation is given by (2.13)
For structured Cartesian grids, the coefficients α i j,k ,i =1 , 2 , 3 are determined as follows.
(1) For each cell Φ j,k , we compute a least squares fit based on a 3 × 3 stencil centered at (j, k).
(2) For each cell Φ j,k we identify the neighborhoodK j,k of cell neighbors. Then we compute the sum (2.14) 
In short, we select the cell whose polynomial's first derivatives have the minimal sum. Note that this method of selecting a least squares polynomial out of nine possible choices can, in fact, include influences from cells that are even four cells away from cell Φ j,k . This large choice of stencils will reduce the possibility of introducing new oscillations, but it will still yield a second-order reconstruction.
The remaining coefficient α 3 j,k is computed in accordance to property (2.11b). Conservation will be satisfied if we require
where the superscript "c" indicates the coordinate of the centroid.
2.4. Time integration. Using (2.10), we write the semidiscrete form (2.4) as
To integrate (2.17) in time for each v j,k , we used a second-order Runge-Kutta method, subsequently abbreviated by RK2. The following RK2 algorithm corresponds to the midpoint method:
In the above, the symbolic n + 1 2 index is used to denote an intermediate value of the cell average v j,k , computed for the first stage of the RK2 method. The numerical divergence S j,k is a function of the entire v array, or at least some nontrivial subset thereof (in our notation, dropping the subscripts (j, k) from v means the entire 2-D array v). This semidiscrete formulation not only makes the programming easier but also makes it natural and efficient to perform multiresolution interpolation on the RHS S,a sw i l lb es h o w nb e l o w .
3. The multiresolution analysis. We turn now to show the 2-D generalization of the multiresolution analysis introduced in [7] for point values and cell averages. Assume we have a uniform 2-D grid
be the cell width in the x-andy-directions, respectively. We construct a set of nested, diadically coarsened grids in the following recursive manner: given a grid G l−1 we obtain G l by first removing the even k-index grid points along the constant j-lines; and then, on the resulting grid, eliminating the even j-index grid points along the constant k-lines. Then G l will have grid spacings
Therefore the following relationship also holds by construction:
we can define the 2-D multiresolution analyses for point values and cell averages, concepts we shall later incorporate into the numerical scheme previously defined in order to design a "faster" numerical scheme, which is termed multiresolution scheme.
Multiresolution analysis for
be a grid function defined by its point values at each grid point on G 0 . We take u 0 to be periodic with period 2 in both the x-a n d y -directions. A construction analogous to the one used for the grid G 0 itself can be done naturally on u 0 , too. Given u l we then have
and thus to construct u l a l lv a l u e so fu l − 1 whose j-o rk -index is even are discarded.
Next, we define an interpolation operation I(x, y; u l ) which we shall use to approximate the previously discarded values of u l−1 from the sparser u l array. To achieve maximal accuracy we use a central interpolation; we can also take advantage of the equally spaced grid and thus have constant symmetric coefficients. Hence I will be restricted to even orders of accuracy. The interpolation will take different forms for locations with the following (j, k) index pairs:
(even,even): tensor product interpolation in j and k
In equations (3.5a-d) the coefficients β i ,i =1 ,2 , ..., s come from standard interpolation results; r =2 s , where r is the order of the interpolation. For a few common values of r we have We can now define the 2-D equivalents of the encoding and decoding procedures first presented in [7] . By summarizing equations (3.5a-d) into
the encoding M and decoding M −1 operations take a rather simple form.
Encoding (M):
The multiresolution analysis of u 0 is then defined as
Remark 3.1. Note that operation I in (3.8) includes one simple "copying" for each three interpolations, as indicated by (3.7). Therefore, on the coarsest level L, u L will have some select exact values of u 0 . This coarsest u L array will be used as the starting point for the reverse order iteration in (3.9), at the end of which we shall indeed recover u 0 exactly. Namely, M is an invertible operation and its inverse is
, we can pack only the nonzero d's and all of the u L array into the array u M (as defined by (3.10)) so that its size will be M 0 × N 0 , which is the size of the original u 0 . It can therefore be shown that the multiresolution representation Mu 0 requires no additional storage. In the current work, however, we seek to emphasize the advantage offered by multiresolution analysis with respect to operation count and will defer the use of more sophisticated data structures to a future paper.
Remark 3.3. The 1-D counterparts [7] of algorithms (3.8) and (3.9) interpolate from coarser levels at every other grid point and copy at the other half of the locations. In two dimensions, using the previously described hierarchical set of grids {G l } L l=0 , the copying is done one out of four times.
Multiresolution analysis for 2-D cell averages.
If we interpret now
as cell averages of u(x, y)o v e rg r i dG 0 of (3.1a), another type of multiresolution analysis can be defined: that of cell averages. At an arbitrary level l a n do nag r i dG l of our hierarchical sequence, (3.11) will generalize to
By the additivity of integrals in (3.12), we have the following relationship between cell averages on adjacent levels:
For cell averages, the decimation process can then be defined by (3.13). Conversely, to recoverū l−1 fromū l (approximately), we interpolate point values of the primitive function of u in a tensor product sense. This yields the following formulas for the cell averages with the four types of index pairs:
(odd,odd):
(even,odd):
(odd,even):
(even,even):
where
For the γ's we use the interpolation results from one dimension, which are
Herer is the order of the approximation, withr =2s−1.
Unlike the interpolation for point values, we have the same interpolation for the four types of cells, sinceĪ is the same polynomial, but it is evaluated at different locations. The stencil of cells is also the same for all four cells, whereas, in the case of point values, we had only one 2-D interpolation, two were degenerate 1-D interpolations, and one was an exact value.
To obtain the multiresolution analysis of a 2-D cell average arrayū 0 and, in turn, to get back the cell averagesū 0 on the finest level l = 0 from its multiresolution representationūM, we define the following two procedures:
The multiresolution analysis ofū 0 is then defined as
Remark 3.4. The interpolationĪ of (3.17), as defined by (3.14a-d) and (3.15a-c), has to be performed for only three of the four index pairs of (3.14a-d). The fourth one can be computed using (3.13). For one dimension, in contrast, we had to interpolate for one out of every two cells (see [8] ).
Remark 3.5. As in the case of point values, the multiresolution analysis (3.19) for cell averages can be done without requiring any additional storage. Because of (3.13), each (four times) coarser array of independentd's can be recursively fit into one-fourth of the finer array. Finally, on the coarsest level, the arrayū L will take the place of the redundantd L 's.
Regularity analysis.
We turn now to show how the multiresolution analysis for cell averages is used to characterize the regularity of the solution. The idea behind multiresolution schemes is to only use the direct flux evaluations with ENO reconstruction wherever it is indeed necessary: near discontinuities. At all other localities the fluxes, or the RHS of (2.10), do not have to be evaluated but can be interpolated from coarser grid levels using a multiresolution decoding procedure. The key, therefore, is to detect the discontinuities. This has been done successfully in one dimension using the multiresolution analysis of cell averages (see [8] , [4] ); in this section we extend those concepts to two dimensions.
Suppose we have a function u(x, y) and its cell averagesū 0 as defined by (3.11). Assume further that u(x, y)h a sp−1a n dq−1 continuous partial derivatives with respect to x and y, respectively, and a jump discontinuity in the pth x-derivative and the qth y-derivative at location (x ⋆ ,y ⋆ ). Then, by using 1-D and 2-D (tensor product) interpolation results, we get from (3.15a-c),
where, using constants c 1 ,c 2 ,c 3 ,c 4 ,w eh a v e (3.20b)
In the above, the brackets [ ] denote the jump discontinuity, and the superscripts involvingr, p,o rqmean powers of the particular base. In addition, (3.21)
See Appendix A for a detailed derivation of equations (3.20-3.22). We can also define an e 4 = −e 1 − e 2 − e 3 whose magnitude will simply be the sum of the e i s, i =1,2,3. In equations (3.20), (3.21), and (3.22) the derivatives and jumps are evaluated at a point ξ ⋆ which is within h x,l and h y,l of the point (x ⋆ ,y ⋆ ); we left the evaluation argument off for brevity of notation.
As shown by (3.20), (3.21), and (3.22), the size of or the jump in the x-a n d y -derivatives can be estimated by the e i s. In addition, we observe that if we set
then we can write the following:
Because of the above analysis, it makes sense to use the e i s as the "regularity sensors" instead of theds of (3.17) and (3.18) directly. This constitutes one of the changes that are implemented in the generalization process from the 1-D multiresolution analysis to its 2-D counterpart. There is, of course, a linear relationship between the two sets, given below (implied by (3.14a-d), (3.15a-c), (3.20a-b), (3.21), and (3.22)):
Equations (3.25a-d) are, in fact, what we used to compute the regularity coefficients. In practice we do not store the originalds but store the e i s instead, since the latter will be then used for regularity analysis and subsequent truncation, and they take up the same amount of storage. For the rest of the paper, we shall therefore use the following notation for the regularity coefficients:
Thus we arrive at a multiresolution analysis ofū 0 :
which is equivalent to (3.19).
To exploit the large amount of information hidden in (3.20a-c), (3.21), and (3.22), we argue as in [8] . Comparing the size of the regularity coefficients from adjacent grid levels l − 1a n dl, we can estimate the order of the effective smoothnessp. If two cells (j, k)a n d( j 0 ,k 0 ) (on the coarser and finer grids G l and G l−1 , respectively) are close enough to the point (x ⋆ ,y ⋆ ), then because of (3.2a),
is of the same parity as j,a n dk 0 is of the same parity as k. A closer examination of (3.20-3.22) reveals that near discontinuities the coefficientsē remain of the same size, regardless of which grid level they are computed on, and thus we conclude that p is zero, or of a low value. In smooth regions, on the other hand, they diminish in size as a power of two, where the exponentp>0, or evenp>r. We would like to point out the importance of performing multiresolution analysis on the cell averages of the solution, rather than its reconstructed point values or the point values of the fluxes. As suggested in [7] by Harten, there is a significant advantage in using cell averages for regularity analysis of a function that is allowed to have a finite number of jump discontinuities. This was already the case in one dimension (see [8] , [4] , and [6] ). In two dimensions the argument for cell averages is further supported by the fact that the interpolation I of (3.7) for point values is not "symmetric" for the four points on the new level in the sense that it contains degenerate cases. All four interpolating polynomials I 1 , ..., I 4 can still be thought of as one polynomial that is evaluated at locations which are special cases. The fact that three out of four locations are along integral isoparametric curves in the tensor product formulation will, however, result in a contribution only from a 1-D stencil of flux values. In addition, the stencil will not be entirely central to three of these four interpolation locations. The cell average interpolationĪ (3.14a-d), on the other hand, uses one stencil and one polynomial. The stencil is also symmetric for the four interpolation locations. For the same reason, as will be seen in later sections, even the selective "interpolation versus direct computation" decision for fluxes will be replaced by that of the RHS.
Remark 3.6. According to some of our numerical experiments, the multiresolution coefficientsd could also be used successfully for regularity analysis, but the compression rates were lower overall. We can qualitatively attribute this to the fact that in generald
, and thus the use of the latter allows us to detect and avoid discontinuities in derivatives that are of one order higher.
3.4. Truncation. Using the regularity information obtained above, we now design the truncation procedure for two dimensions. First, define the following truncation function:
In the above c>0 is a predefined constant, and the first branch reflects the fact that all of the second, third, and fourth arguments must fall below a specified value for truncation to occur. Appendix A shows details on how the truncation errors of (3.20b-c) are derived, and it also suggests that the coefficients of thepth-order terms are different from the (p + 1)st-order terms. The constant c reflects this fact; for thē r = 3 computations we used c = 3. Note also that the order of the arguments is significant in (3.29). Let now
The operator form of the truncation operation can be written as
That is,ûM′ is the truncated multiresolution analysis ofū 0 ,s oū 0 will be available approximately by applying the decoding toûM′:
The truncation thresholds ǫ l still remain to be determined. Here we adopted the choice introduced in [8] :
where ǫ is a tolerance specified by the user. Namely, on coarser levels we allow smaller errors, and as we go to finer levels the truncation becomes less restrictive. If ǫ =0 , then of courseû 0 =ū 0 and the originalū 0 array is recovered exactly. Next, we define setsD l of cell indices (j, k, l) for whichê l j,k =0:
where l is the current grid level, and, as usual, 0
l contains all the cells, on all grid levels, where the solution is not regular. These are the cells for which exact fluxes will be computed, and at the remaining cells interpolation from coarser levels will be sufficient. Another set D is defined as the set of those cell faces on the fine grid for which fluxes have to be computed. These faces belong to one of the cells, on any resolution level, that is flagged for exact computation, i.e., that belongs toD. If we shade the cells inD l and interpret the resulting set as a 2-D domain and the fluxes at its edges as its boundaries, we can write
For example, for the rotated step function shown in Fig. 1a , we get a setD as shown in Fig. 1b . The different grey scales here mean "flagged" cells at different grid levels. Darker means finer grids, lighter means coarser. In Fig. 1b we show five different levels of resolution. If we also assign a height to each cell inD, we can visualize the multiresolution diagram as a 3-D plot, as in Fig. 2 , which can be considered a sort of a generalized version of the 1-D multiresolution diagram first shown in [8] . Figure 1b shows the multiresolution diagram of Fig. 2 from a top view. As a measure of the speedup obtained by skipping many of the direct flux evaluations, we define the efficiency µ:
The numerator contains the number of flux evaluations that would have to be done without a multiresolution scheme, and the denominator reflects the total number of direct fluxes computed using the multiresolution scheme. On the coarsest grid G l , all fluxes are directly evaluated: this is the first term of the denominator in (3.36). The second term of the denominator reflects the faces where fluxes are computed; for many problems with discontinuities, |D| is close to |D|.
4. The multiresolution scheme. In this section we combine the numerical scheme outlined in section 3 with the multiresolution analysis described in section 4 in order to devise a new numerical scheme that preserves the quality of the solution but is much more efficient. Our basic assumptions are that interpolating numerical divergence from coarser grids is considerably faster than directly computing the necessary fluxes and that the solution has few discontinuities. This seems to be a reasonable starting point in light of the fact that nonlinear conservation laws can give rise to discontinuous solutions, but with usually few discontinuities. Since ENO reconstructions can be quite expensive, fixed stencil central interpolation from coarser grid levels significantly reduces the cost of flux computations, partly because it even avoids the use of a Riemann solver.
Let v n j,k denote the fine grid cell averages of the solution, as used in section 2. In a multiresolution scheme the solution, discretized as cell averages, is subject to multiresolution analysis at each time step. In our semidiscrete formulation, this is done once for each evaluation of the RHS S. The RK2 method (2.18) is thus modified to read
M andĒ (1) M are the two-stage, multiresolution equivalents of the evolution operatorĒ h in (2.2). Similar modifications could have been done for other time updates also.
We turn now to elaborate on each of the operations in (4.1), as they are carried out from right to left.
Step 1. EncodingM ′ : the encodingM as defined by module (3.17) is modified as indicated by (3.25-3.26) so that theēs are stored rather than theds. The resulting operationM ′ then corresponds to (3.27). Givenū 0 = v n , we have the following algorithm:
Step 2. Truncation tr: the regularity analysis and the truncation can be combined into one module, and by using a Boolean flag arrayî l j,k we can implementD of (3.34b) as a set of on-off switches. The cells for whichî l j,k = 1 will be called "flagged," and they correspond to the cells that are not regular enough to warrant interpolation from coarser levels. The value ofî l j,k depends on fourê l−1 values from one finer level and thus does not have to be stored on level l − 1. Therefore, we shall have these flags only on levels 1 through L. We must also account for the creation of new irregularities in both the x-a n dy -directions, like shocks, for example, which will in turn lead to new, finer scales of resolution (take, for example, smooth initial data with Burgers's equation, where discontinuities are created in finite time). This condition is detected by relation (3.28), which is accomplished by the second IF statement of (4.3b). In addition, we also have to consider the propagation of discontinuities in all directions, with a finite speed that depends on the Courant-Friedrichs-Levy (CFL) number. Module (4.3b) assumes a CFL number less than unity, and thus it adds one cell of irregularity in each direction. The original idea comes from [8] for one dimension, and the issue, although trivial in the hyperbolic case, becomes the central problem when viscosity is added and waves do not propagate with finite speed. The algorithmic description of the truncation operation is the following: 18) is also modified to first obtain theds from theês, i.e., solve the system (3.25-3.26) for four of theds at a time (that system also holds if we substitute "· " for "· " on each d and e). Note that theês are truncated values, and the output from the decoding module will beû 0 , as indicated by (3.32). The input to the decoding routine isû L =ū L . This yields the new decoding operationM
M ,i =0,1: the evolution operationsĒ
M correspond to the time updates of the solution for each stage of the Runge-Kutta method. They all use the same flux computation and RHS computation modules, which are now described in detail.
Step 4a. Flux computation: (i) The numerical flux computations start on the coarsest level L, where the point values of the fluxes are evaluated directly using (2.5b) and then assembled using (2.9). On the coarsest level, of course, each cell face will be (much) larger than on the finest grid level. Since we require resolution on the original (finest) grid, the fluxes on the coarse grid must be computed by separately evaluating the individual fine grid fluxes for each component of the large cell face. The fine grid flux values are evaluated using (2.5b) and fine grid reconstructed values of u. Each flux will be a function of all the cell averages around the current cell which participate in the selection procedure outlined in section 2.3. This will obviously depend on the spatial accuracy of the reconstruction and the particular selection procedure. The entireû =û 0 array will certainly include all the cell averages, and, as usual, we use it as a symbolic argument. On the other hand, for the functionsf andḡ below, we use the aforementioned flux composition from the fine grid, when the indicated level is not 0. (For all the algorithms below we use integral indices for f and g; although, in the formulation of section 2, they correspond to the appropriate "half" index of the particular cell face.) We have the following double DO loop on level L:
ENDDO
(ii) Next, we hierarchically build up the fluxes on the finer levels, using the previously computed values on level L. Recall that the set D, whose cardinality is symbolically given by (3.35) , comprises all the cell faces at all levels where fluxes need to be computed directly. So on each level thereafter a decision is made at each cell face whether to compute the flux there or not, based on values of the arrayî defined by (4.3a-b). We have
In both (4.5a) and (4.5b) we use the following definition of the flux functionsf and g for l>0:
Since for the regularity analysis we visit each cell once, for those cells that are next to other flagged cells, the fluxes for some of the cell faces may have been computed already during a previous cell's turn. Also, some fine grid fluxes may have been computed during a sweep of the previous level of resolution. If such flagged fluxes exist, we skip the flux computation, so we never have to compute a fine grid flux twice. Note that fluxes are never interpolated; they are either computed exactly or skipped entirely.
Step 4b. RHS computation:
(i) The RHS S, as defined by (2.10), is also first computed on the coarsest level L, and it is using the fluxes computed by module (4.5a). In pseudo code form we have (4.6a)
(ii) The numerical divergences for each level finer than L are recursively computed by a decoding procedure similar to (3.18). We use the same interpolationĪ described by (3.14-3.15) but now for S instead of v. It is at this stage where the decision is made whether to compute the RHS directly using (3.10) or to interpolate from coarser levels in the sense of cell averages. See Appendix B for a proof that the RHS does indeed fit a cell average multiresolution representation. The algorithm reads as follows:
where we used the following definition of the numerical divergence function:
Step 4c. Time update of the cell averages: once the RHS S = S 0 is obtained on the finest grid, the time update for the cell average array v =û 0 takes place. Steps 1-4 are then repeated for each additional stage of the time stepping procedure.
The above multiresolution scheme can be adapted to any other semidiscrete scheme, as long as the scheme is based on a finite volume formulation which computes cell averages. Note that time updates are done on the finest level, and wherever flux computations are needed, they are done using the cell average array on the finest level also.
While the basic principles behind the 2-D multiresolution schemes are the same as for their 1-D counterparts, there are significant differences in implementation. The main difference is the use of multiresolution interpolation of the numerical divergence, or RHS, in smooth regions, rather than interpolation of the fluxes. As we have remarked earlier, the symmetry offered by the former is necessary to preserve the oscillation-free nature of the solution (except for small oscillations on the level of the truncation error). Intuitively it is also clear that because of the degenerate cases used in (3.7), the always fully 2-D stencil of cell averages cannot, in general, be used to measure the regularity of a 1-D array. We have experimented with other formulations where, in the second-order case, for example, the flux was computed using the trapezoidal rule instead of the midpoint rule, and thus we could, one out of four times, copy flux values from coarse grid to fine. Such variations, however, reduce the generality of the method presented and only offer marginal increase in efficiency.
It should also be pointed out that the current treatment using the divergence instead of flux values does not contradict the original 1-D method of [8] . In one dimension the point value multiresolution interpolation of the fluxes is, in fact, equivalent to the cell average multiresolution interpolation of the RHS. This explains why the interpolation of fluxes was successful in one dimension.
The regularity analysis presents other implementation details which make two dimensions and one dimension quite different. As can be seen from algorithm (4.3b), for instance, we took a very conservative approach in accounting for creation of shocks. We "padded" the setD with nonzeroî values one multiresolution "layer" away from the current irregularity, a procedure that may not always be necessary. We also increased the multiresolution stencil by adding one layer of cells to the current location of the irregularity. The need for the latter in one dimension is explained in [8] by the observation that discontinuities (or signals, in general) can move only one cell away from the current one, during one time step, if a CFL number of 1 or less is used; the same argument holds in two dimensions as well. Slight improvements of the efficiency ratios could be possible by reducing the padding, but in the absence of a more rigorous theory, we need extensive numerical experimentation to justify such steps. The tables use the following standard definitions for errors:
where w n j,k is the solution obtained using direct flux and RHS computations everywhere, since we mainly want to measure the deviation caused by skipping numerous ENO flux evaluations. For the linear case, where the exact solution is also readily available, we also define (5.3c)
with u(x j,k ,y j,k ,t),t = nτ , being the exact solution. The most relevant indicator of how well the multiresolution scheme is performing seems to be the efficiency variable, denoted by µ and defined by (3.36) . µ is, of course, related to the data compression ω that can be achieved by truncating the small multiresolution coefficients that fall below tolerance:
whereD is the set of nonzero multiresolution coefficients as defined in (3.34). In the tables we show both of these indicators; note that for one dimension they were equal. Throughout the computations, we used a CFL number of 1 2 , and a multiresolution tolerance parameter ǫ =1 0 − 3 which was used along with (3.34) to determine the truncation thresholds at each level. The number of grid cells used in each direction was M 0 = 256,N 0 = 256, and the total number of multiresolution levels was 6 (L = 5, l = 0 is the finest grid). For all computations with r ≤ 3, the multiresolution interpolation in the sense of cell averages was third order; i.e., the parameter s used in (3.15a-c) was 2.
In the next two sections, we shall discuss two main cases corresponding to r =1,2 used in the reconstruction (2.11a). As in all the multiresolution diagrams to follow, we use the visualization method first shown in Fig. 1b , where darker shades correspond to finer levels, lighter ones to coarser levels. Wherever squares are "blank," those cells are not flagged and thus their divergence is predicted from coarser grid levels. For the solution, we used the standard contour line plotter.
First-order reconstruction.
The r = 1 reconstruction corresponds to a piecewise constant interpolation in each cell (see (2.12)). It has been shown in [5] that in two dimensions a total variation diminishing scheme is at most first-order accurate. This reconstruction guarantees an oscillation-free solution and ultimately convergence.
A. The linear case. Case (i): Smooth initial data. For the smooth initial data (5.1) we ran up to 1000 time steps, at the end of which we obtained the contour plot shown in Fig.  3a . First-order schemes are extremely dissipative, which is exhibited throughout all the computations with r = 1. The range of the solution shrank from [−1, 1] to [−0.738, 0.738], but in comparison with the scheme without multiresolution, the l 1 error (Table 1) is an order of magnitude less than when compared with the exact solution. This confirms that whatever quality the solution would have had without multiresolution is preserved. The smoothing effect of first-order schemes leads to a steady increase in the efficiency µ,u pt om o r et h a n7a tn= 1000. Note that the multiresolution diagram of Fig. 3b shows significant coefficients only on the three coarsest levels, correlating to the high efficiency achieved. Case (ii): Discontinuous initial data. Next, IC (5.2) was used, leading to Figs. 4a and 4b after 1000 time steps. Again the solution became very smooth, but no deterioration was due to multiresolution analysis; all the errors e are well below the E 1 error. As for Fig. 4b , there are only two symbols at the finest level, and the outline of where the rotated step function should be can easily be distinguished on the second (Table 2) , which is due simply to the nature of the physical solution which develops many discontinuities. Note, however, the increase in efficiency between steps 400 and 700, where the smoothing effect started to outweigh the effect of the development of the discontinuities (Fig. 5a ). The multiresolution diagram shows coefficients on the finest level only near discontinuities which run tangent to the propagation of the wave.
Case (ii): Discontinuous initial data. For IC (5.2) the efficiency also decreased in time, approximately in a linear fashion, due to the smearing of the initial discontinuities. No new discontinuities were created here. Figure 6b shows a clear outline of fine grid multiresolution coefficients where the discontinuities lie (including the location of the stationary rarefaction fan).
Second-order reconstruction.
In this subsection we show computational results for the second-order case, where the strategy outlined in section 2.3 was used to find an acceptable second-order ENO reconstruction. We expect much improved accuracy compared with the first-order case, which may, in fact, mean a decrease in efficiency.
A. The linear case. Case (i): Smooth initial data. The solution in Fig. 7a shows a much more accurate solution than in the first-order case. The corresponding multiresolution diagram (Fig.  7b ) again displays significant coefficients on the three coarsest levels, fairly evenly distributed throughout the domain, leading to efficiencies of more than 5 (Table 3) . Interestingly, the e-errors did not improve, or even increased from those of the firstorder case, but the E 1 error shows about an order of magnitude improvement, which is expected. This seems to indicate no correlation between the errors committed by using multiresolution interpolation and the order of reconstruction, a fact which will be supported by the rest of the computations.
Case (ii): Discontinuous initial data. The efficiency decrease in time shown in the previous case is replicated for IC (5.2) as well (Table 3 ). Figure 8a shows a solution that even qualitatively appears to be much more accurate than that of Fig. 4a , leading to efficiencies just below 2 at n = 1000. coefficients away from the discontinuities, on the second-finest level. This leads us to believe that some small oscillations created by the (not TVD) second-order ENO reconstruction is propagated in the direction of the wave velocity. Finally, we note the rather high e ∞ errors which may be due to the dispersive nature of secondorder schemes. The e 1 and e 2 errors stay small, and the E 1 error shows a significant reduction from the first-order case. we again noticed a seemingly exponential decrease in efficiency due to the physics, and we use this case as a pathological case, or "worst case scenario" (Table 4 ). Figure 9a now shows many, quite sharp discontinuities, which are also clearly shown on Fig. 9b by multiresolution coefficients on the finest level.
Case (ii): Discontinuous initial data. This case is probably the most relevant to a nonlinear hyperbolic computation of the cases discussed so far. The discontinuity is well preserved (Fig. 10a) , and the efficiencies and errors are similar to the firstorder case (Table 4 ). The multiresolution diagram of Fig. 10b again reflects the regularity of the solution well. As Fig. 10a is compared with Fig. 6a , we note the expected improvement in the accuracy of the solution, especially noticeable on the "less rounded" shock front of the second-order case.
6. Summary. The semidiscrete formulation of 2-D multiresolution schemes presented in this paper showed the advantage of using multiresolution analysis in order to selectively use ENO reconstructions only where that is truly needed. The number of flux computations were thus reduced by factors ranging from about 2 to 6. We achieved this by not affecting the quality of the solution. The efficiencies, on the average, were comparable with the corresponding 1-D cases. While more theory is needed both for ENO schemes and multiresolution analysis, the computational results are very promising.
Appendix A. In this appendix we show (lengthy) derivations for expressions (3.21), (3.22) , and (3.20b-c), in that order. To avoid multiple subscripts and superscripts, we first introduce a simpler notation, as follows, also illustrated in Fig. A.1 . For a given level l and indices (j, k)o nl , where 0 (A.1g)
(a) (A.1k)
Using these definitions and (3.14-3.15) with (3.17), we get (A.2a) 
Note that system (A.3) above also corresponds to vector equation (4.10). We will also need the following (see Fig. A.1 ):
The cell which contains the cell average u i , i =1 ,2 ,3 ,4 will also be referred to as "cell i." (i) To derive (3.21) we use results from 1-D multiresolution analysis in [9] and interpolation results for the x-direction, based on the assumptions of section 3.3. We do this by restricting our attention, for the moment, to the kth row and note that u 0 + Q x is nothing else but the interpolated value of the cell average of the solution u over the cell which is the union of cells 1 and 3. Similarly, u 0 −Q x is the approximated value of the cell average over the union of cells 2 and 4, based on interpolating along the j-direction. That is, (A.5a) (A.5b)
where c x is the Taylor series coefficient which depends on the order and ξ i =(x i ,y i ), i =1 ,2 are points in a cell that belong to the stencil of Q x . Substituting equations 
Now substitute (A.5a-b) into (A.6) and obtain
where again ξ is some point in a cell of the j-stencil. This proves (3.21).
(ii) To prove Here again c y is the Taylor series coefficient based on the order, and ξ i =(x i ,y i ),i = 1,2 are points in a cell that now belong to the stencil of Q y . From (A.2a-d) and (A.3c), and then from (A.4b) and (A.4d), we get (A.9) (iii) Substituting (A.2a-d) into (A.3a) we get the following for e 1 :
(A.11)
First, let us assume that p, q >r + 1; that is, u is sufficiently differentiable so that all the terms of the 2-D Taylor expansion exist and are well defined. We shall relate Q xy 
where Similarly, x + and x − are x-coordinates of the centroids corresponding to cell averages u Substitution of (A.22) into (A.11) yields now the first branches of (3.20b-c). The second branches are obtained by replacing the 2-D Taylor expansions used above by the difference of two expansions, one to the left and one to the right of each discontinuity in the derivative. The cancellations of therth-order terms will still occur, the same way as in the smooth case. In effect, we get (A.22), with the exception that the (r +1)st-order derivatives will be replaced by the (p+1)st-and (q +1)st-order jumps. The final result will thus be summarized by (3.20a-c). ,t))dx.
Here we have used the half indices to denote the cell interfaces; for the purposes of this proof, the cell centroids are at the locations x l j ,y l k of whole subscripts from which we have also dropped the subscript that is kept constant, for more clarity.
Because of the additivity of the integrals in (B.2a-b), we can write (B.3a)f l j± ,y,t))dy + 4) shows that the cell average representation of the RHS is meaningful, and it describes, in fact, the averaging process for this multiresolution representation when we compute the coarser level RHS from the finer levels.
