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We numerically investigate the phase structure of pure SO(3) LGT at zero and non-zero temperature in the
presence of a Z2 blind monopole chemical potential. The physical meaning of the different phases, a possible
symmetry breaking mechanism as well as the existence of an order parameter for the finite temperature phase
transition are discussed.
1. INTRODUCTION
The deconfinement phase transition, as seen on
the lattice, is usually associated with the breaking
of the global ZN center symmetry in pure SU(N)
gauge theories [1]. Expecting universality the oc-
curence of the transition should be independent
of the group representation chosen for the lattice
action. A finite temperature investigation with
an SO(3) Wilson action might offer interesting
insight to the present understanding of confine-
ment.
An SU(2) mixed fundamental-adjoint action
was originally studied by Bhanot and Creutz [2]:
S=
∑
P
[
βA
(
1−
TrAUP
3
)
+βF
(
1−
TrFUP
2
)]
.(1)
They found the well-known non-trivial phase dia-
gram characterized by first order bulk phase tran-
sition lines. A similar phase diagram is shared by
SU(N) theories with N ≥ 3 [3].
Halliday and Schwimmer [4] found a similar
phase diagram using a Villain discretization for
the center blind part of action (1)
S =
∑
P
[
βV
(
1−
σPTrFUP
2
)
+βF
(
1−
TrFUP
2
)]
(2)
σP being an auxiliary Z2 plaquette variable.
By defining Z2 magnetic monopole and electric
vortex densities M = 1 − 〈 1
Nc
∑
c σc〉, E =
∗Talk given by A. Barresi at Lattice2002, Boston.
1 − 〈 1
Nl
∑
l σl〉 with σc =
∏
Pǫ∂c σP and σl =∏
Pǫ∂ˆl
σP they argued that the bulk phase tran-
sitions were caused by condensation of these lat-
tice artifacts. They also suggested [5] a possi-
ble suppression mechanism via the introduction
of chemical potentials of the form λ
∑
c(1 − σc)
and γ
∑
l(1 − σl).
For λ ≥ 1 and γ ≥ 5 Gavai and Datta [6] found
lines of second order finite temperature phase
transitions crossing the βV and βF axes. In the
limiting case βF = 0 and γ = 0, i.e. an SO(3)
theory with a Z2 monopole chemical potential,
a quantitative study is difficult because the Z2
global symmetry remains unbroken and there is
no obvious order parameter. A thermodynami-
cal approach [7] shows a steep rise in the energy
density with Nτ = 2, 4 and a peak in the specific
heat at least for Nτ = 2, supporting the idea of a
second order deconfinement phase transition also
in this case. The authors have seen the adjoint
Polyakov loop LA to fluctuate around zero below
the phase transition and to take the values 1 and
− 1
3
above the phase transition as βV →∞.
Jahn and de Forcrand investigated the Villain
action with λ = 0 at the bulk phase transition
but effectively at very large T and, on the basis
of previous works of Kovacs and Tomboulis [8]
and Alexandru and Haymaker [9], suggested that
the negative state − 1
3
could be associated to a
non-trivial twist sector [10].
22. ADJOINT ACTION WITH CHEMI-
CAL POTENTIAL
In this paper we continue an investigation
[11] with an adjoint representation Wilson action
modified by a chemical potential suppressing the
Z2 magnetic monopoles
S =
4
3
βA
∑
P
(
1−
Tr2FUP
4
)
+ λ
∑
c
(1− σc) . (3)
The link variables are taken in the fundamen-
tal representation to speed up our simulations.
A standard Metropolis algorithm is used to up-
date the links. We also defined a twist ob-
servable, kx ≡
1
2
(
1 − 1
LyLz
∑
LyLz
Nxt
)
. Both
Nxt ≡
∏
P ∈ plane xt sign(TrFUP ) and σc =∏
Pǫ∂c sign(TrFUP ) are center blind, Uµ(x) →
−Uµ(x)⇒ σc→σc, Nxt→Nxt , ∀µ, x, c.
We focused our attention on the case λ = 1.0
and we used various initial conditions, with trivial
(kx = 0, ky = 0, kz = 0) and non-trivial twist. We
monitored the twist during the runs and found
that at least for the volume we used (V = 4×163)
it did not change; an example of such a check is
given in Fig.1 (a) for βA = 0.9. Similar plots hold
for all the values of βA we used. For trivial twist
the distribution of the fundamental Polyakov loop
variable LF (~x) is seen to change the shape by
varying βA, supporting the idea of a finite tem-
perature phase transition close to βA = 1.2 (see
Fig.1).
3. SYMMETRY AND ORDER PARA-
METER
It is important to understand the symmetry
breaking mechanism, if any, in order to define an
order parameter, allowing a quantitative study
of the phase transition and offering some insight
into the mechanism of confinement. The only
hints we have are the change in the distribution
of the Polyakov loop and the values it takes in the
continuum limit. After maximal abelian gauge
(MAG) [12] and abelian projection it is indeed
possible to establish a global symmetry which can
be broken at the phase transition and a related
order parameter. In the general case we looked
for a symmetry operator P (~x) ∈ SO(3) satisfying
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Figure 1. Check of the twist during the simula-
tion (a); distribution of the fundamental Polyakov
loop variable LF (~x) in the trivial twist sector at
different values of βA for V = 4 × 16
3,λ = 1.0
(b-d).
the following conditions:
(1) acting on the temporal links at a fixed time-
slice t1, i.e.
U˜4(~x, t1) = P (~x)U4(~x, t1) ∀~x
and leaving the plaquette action invariant;
(2) mapping configurations with LA ≃ 1 into
configurations with LA ≃ −
1
3
and vice-versa.
Condition (2) implies P 2(~x) = I3;
the only solutions of this equation are:
P (~x) = I3, I3 + 2(nˆ(~x) · ~T )
2 in SO(3),
P (~x) = ±I2, ±inˆ(~x) · ~σ in SU(2),
with |nˆ| = 1, ~σ and ~T are the generators of the
SU(2) algebra in the fundamental and in the
adjoint representation, respectively.
If P (~x) = I3+2(nˆ(~x)· ~T )
2,±inˆ(~x)·~σ it can always
be decomposed as P (~x) = Ω†(~x)J3Ω(~x) where
Ω(~x) is a generic group element and J3 = I3+2T
2
3
for SO(3), J3 = iσ3 for SU(2). The requirement
3of the invariance of the plaquette implies
Tr[Ui(~x, t1)U4(~x + iˆ, t1)U
†
i (~x+ 4ˆ, t2)U
†
4 (~x, t1)] =
Tr[Ui(~x, t1)P (~x + iˆ)U4(~x+ iˆ, t1)U
†
i (~x+ 4ˆ, t2) ·
U †4(~x, t1)P
†(~x)] , ∀~x, i = 1, 2, 3, t1fixed, t2 = t1 + 1.
A sufficient condition which satisfies the previous
equation is given by
P (~x) = 1
3
∑3
i=1[Ui(~x, t1)P (~x + iˆ)U
†
i (~x, t1) +
U †i (~x− iˆ, t1)P (~x− iˆ)Ui(~x− iˆ, t1)] , ∀~x , t1 fixed.
It is straightforward to show that it is the global
extremum of 3D MAG condition [13]. After the
implementation of a 3D MAG P (~x) reduces to J3
and one can transform all the t-links at a fixed
time-slice as U˜4(~x, t1) ≡ J3U4(~x, t1) in order to
define a modified Polyakov loop L˜A and a mod-
ified action S˜, where the links U4(~x, t1) are sub-
stituted by U˜4(~x, t1).
If it would be a true symmetry it should leave
the action invariant. The numerical check shows,
that the symmetry is approximately realized at
the level of 1÷ 2%.
〈(S−S˜)/S〉 = 0.011 (V =4×103, βA=0.9, λ=1.0),
〈(S−S˜)/S〉 = 0.018 (V =4×103, βA=1.6, λ=1.0).
In this way an order parameter can be defined
∆ =
3
4
|LA − L˜A| (4)
interpolating between 0 (βA = 0) and 1 (βA →
∞). A preliminary investigation shows that it in-
creases by increasing T and it approaches 0 faster
for higher volumes at βA . 1.2.
4. CONCLUSIONS
We studied the phase diagram of the mixed
fundamental-adjoint action with a chemical
potential which suppresses the Z2 magnetic
monopoles in order to decouple the unphysi-
cal phase transition from the finite temperature
phase transition. A first indication of a finite
temperature phase transition is given by the be-
haviour of the distribution of the Polyakov loop
variable LF (~x). We found, after 3D MAG, that
P = J3 generates an approximate symmetry of
the action which seems to be spontaneously bro-
ken at the phase transition and can be used to
define an order parameter. This ongoing work
was funded by the DFG-GK 271.
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Figure 2. Ensemble average of ∆ vs. βA
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