ABSTRACT High-accuracy attitude estimation plays an important role in gliding with long endurance for an underwater glider. Because microelectromechanical system (MEMS) inertial sensors have advantages, including small size and low power consumption, they are used as main sensors to determine navigation information. However, in the complicated and harsh underwater environment, the performances of MEMS sensors degrade and errors will become larger. Moreover, acceleration or deceleration while gliders going up and down, sudden vibration of gliders due to inevitable disturbances will bring larger errors for sensors. So it is difficult to acquire the high accuracy attitude calculated by inertial measurement unit. In order to solve the above problem, first, a novel weight self-adjustment extended Kalman filtering method, which can adjust the weight autonomously through estimating adaptively measurement noise, is proposed to perform the optimal error estimation. Moreover, a fusion method that integrates the Adams implicit formula with the weight self-adjustment filtering method is proposed to achieve the more improvement in attitude estimation accuracy. The performance of this proposed algorithm is evaluated by the theoretical proofs and simulations. Subsequently, it is tested by the ship experiments and the lake trials. The results show that this proposed algorithm has a better performance in terms of attitude estimation accuracy than extended Kalman filtering (EKF)-only and self-adjustment EKF in this paper. Meanwhile, this algorithm has good robustness for attitude calculation even though pitch angle changes large.
I. INTRODUCTION
Autonomous underwater gliders (AUGs), as a kind of marine autonomous systems, are revolutionizing our ability to map and monitor the marine environment [1] - [4] . AUGs change their volume and buoyancy to cycle vertically in the ocean and use lift on wings to convert this vertical velocity into forward motion. Wing-lift drives forward motion both as the vehicles ascend and descend, so they follow sawtooth paths [5] . Gliders quickly have become the AUV (Autonomous Underwater Vehicle) [6] , [7] with the highest endurance and longest range. They are able to sample the ocean interior at comparatively low cost because they can operate independently of ships, some for the better part of a year under global remote control [8] , [9] .
With the emergence of inspection-class AUGs, navigation and navigational accuracy are becoming increasingly important. The glider itself must use sensors to determine its location, orientation, motion, and interpret its surroundings so that it can maneuver through complex underwater environments [10] . For an underwater glider, GPS (Global Positioning System) is not a solution due to the strong attenuation that the electromagnetic field suffers in water [11] , [12] . Perhaps more than any other unattended observing platforms, gliders have the most stringent constraints as to the types of sensors which they can carry [13] . Inertial navigation systems (INS) rely on precision instrumentation, such as accelerometers and gyroscopes or magnetic compasses, to measure the glider linear accelerations and attitudes [14] , [15] . However, INS alone is not sufficient, as inertial errors will accumulate over time [16] , [17] . Aiding auxiliary methods have been considered in the design of integrated navigation solutions to improve the navigation performance. INS integrating dead reckoning (DR) can effectively estimate the navigation information of gliders [18] , [19] , the MEMSbased inertial measurement unit (IMU) is preferred applied to underwater gliders because the MEMS IMU has the impressive advantages including light weight, small size and low power consumption [20] - [22] . However, the utilization of MEMS IMU is challenged by its relatively higher noise level and instability or stochastic nature of sensors errors. In the complicated underwater environment, the fabrication flaws, thermal noise, and electromagnetic interferences cause non-stationary stochastic bias drift and the nonlinear scale factor of MEMS devices. Moreover, acceleration or deceleration while gliders going up and down, sudden vibration of gliders due to inevitable disturbances, and high dynamic motions will bring large errors for sensors. Corrupted by these sensor errors and the propagation or growth of nonlinear system errors during integration operations, the performance of MEMS-based INS deteriorates rapidly over time [23] , [24] . Thus, the errors of MEMS sensors will lead to a great impact on the calculation performance and reduce the estimation accuracy significantly [25] - [27] . It is very vital to construct the accurate error model and design the optimal fusion filtering method to improve effectively the estimation performance.
Theoretically, one can derive a nonlinear inertial sensor system error model with an arbitrary order. The idea is motivated by the fact that models with higher order are supposed to offer more accurate description of inertial sensor error dynamics. Nevertheless, this is challenged by two shortcomings in practice: (1) the mathematical derivation is expensive and complex in computation; (2) the mathematical derivation will contain lots of terms, including terms with very low influence or significance in the nonlinear model [28] . It is not easy to construct accurate error model for the inertial system, therefore, in order to improve the estimation accuracy, the suitable filter needs to be designed for attitudes estimation. Although the commonly used KF (Kalman filter) can compensate system outputs by removing the linear part of INS errors, it has limited success in case of MEMS-based INS. This is due to the fact that KF is based on a linear error state model driven by white Gaussian noise, which is not adequate to describe the nonlinear error dynamics of MEMS-based INS [29] , [30] . Extended KF (EKF) uses linearized models by applying first order approximation on nonlinear systems [31] , [32] . However, the linearization can lead to poor performance and divergence of the filter for systems with high nonlinearity [33] , [34] . Unscented KF (UKF) is an alternative method that can provide better performance. But UKF costs more computing time than EKF to calculate the statistics of random variables which undergoes the nonlinear transformation [35] - [37] . Also, UKF is more suitable for measurements with Gaussian distribution, which might not be offered by MEMS-grade sensors. Moreover, in the complicated and harsh underwater environment, the performances of MEMS sensors degrade and errors will become much larger, so it is difficult to acquire the high accuracy attitude calculated by IMU. In order to solve the above problem, firstly, this paper proposes a novel weight self-adjustment extended Kalman filtering method which can adjust the weight autonomously through estimating adaptively measurement noise, so the optimal error estimation is achieved. Secondly, the Adams implicit formula is fused with the weight self-adjustment filtering method to improve further the accuracy of attitude estimation.
II. MODEL AND ALGORITHM

A. PROBLEM STATEMENT
Consider the following discrete-time nonlinear stochastic system as shown by the state-space model
and the one-step randomly delayed measurement model
where X k is the state vector at the moment k and is equal to X k|k in the paper; Z k is the ideal measurement vector; f and h are nonlinear functions; W k and V k are uncorrelated zero-mean Gaussian white noises. In the EKF filtering process, the expansion for function f around the last filtering resultX k−1|k−1 using Taylor's series is derived:
The approximate linearization for nonlinear function h is:
Note that the linearization point isX k|k−1 , notX k−1|k−1 in Equation (4), otherwise the recursive calculation is not completed in EKF. The state equation and the measurement equation of the first-order linearization are respectively
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Substituting Equations (7)- (10) into Equations (5)- (6) results in the simplified system state equation and measurement equation, respectively:
B. WEIGHT SELF-ADJUSTMENT TACTICS AND ANALYSIS
One step prediction of state:
State estimation:
The first filtering gain:
Substituting Equation (6) into Equation (14) giveŝ
Remark 1: if the Gaussian white noise V k is not considered temporarily, the state estimationX k|k is relative to the state X k|k at the current moment k and the state estimation X k−1|k−1 at the last moment k −1. This means that the weight distribution between X k|k andX k−1|k−1 directly influences the state estimation. Also, it is seen from Equation (15) that the gain is relative to the measurement noise R k . Therefore, R k plays an important role in accurate estimation forX k|k .
Define the measurement model as Equation (17) and assume two types of measurement noises [38] .
where V 1 k is the measurement noise with a fixed variance, τ is a real number, τ ≥ 0, and V 2 k is the time-varying measurement noise. Assume that the two types of measurements noises are uncorrelated. Equation (18) shows the measurement residue considering the measurement value and the estimated value of the state variables:
where ξ (X k ,X k|k−1 ) is the higher order term in the estimation error. Equation (18) can be simplified to Equation (19) if this element is neglected. The ignored value can be considered as measurement noise.
whereX k|k−1 = X k −X k|k−1 is the estimation error. The variance of the residual from Equation (19) is expressed as:
where
Substitute Equation (21) into Equation (20), thus:
k . The measurement residual information is contained in Equation (22) . It is possible to calculate the mean of the variance expressed as Equation (23) using the N residual from Equation (18):
The µ value of the adaptive filter can be obtained from Equations (22) and (23) as both of equations simultaneously contain the residual information. According to the Frobenius norm, the cost equation is defined as Equation (24) to calculate µ in real time. Then the µ value to minimize the Frobenius norm is obtained below:
where · 2 is the Frobenius norm and 2 = tr( T ). Rewrite Equation (24) as follows:
Minimize (µ) by ∂ (µ) ∂µ = 0 to derive µ value. Take the derivative of Equation (25) and then obtain Equation (26):
The estimated valueμ is substituted into Equation (22) during the filtering procedure. The estimation prediction is as follows.X
A priori covariance matrix P k|k−1 is determined from Equation (21), therefore,
The r order interpolation polynomial is derived when t k , t i−1 , . . . , t k−r is viewed as interpolation nodes.
Substituting Equation (31) into Equation (28) . Substitute t = t k−1 + τ h for the variable t and use the integral midvalue law theorem:
Neglect α r+1 h r+2X (r+2) (ξ k−1 ) and derive (r + 1) step calculation formula:
The predicted outputẐ k is found from
The state estimationX k|k is derived in Equation (14) and the posteriori covariance matrix P k|k is determined as:
The principle flow of proposed algorithm is shown in Fig. 1 .
Theorem 1: If the system is completely random detectable and P 0 > 0, so the proposed self-adjustment Adams implicit extended Kalman filter is stable.
Proof 1: The variance matrix of V k is R and P 0 > 0, and the system is completely random detection. Therefore, the similar transformation is performed by using the full rank matrix T 0 and the algebraic equivalent system equation and measurement equation are:
Therefore, Subsystem 1 is expressed as follows:
Subsystem 2:
where Subsystem 1 is the independent system and this subsystem is randomly observable. affects Subsystem 2 through 0 21 and Subsystem 2 itself is asymptotically stable, namely,
The filtering estimation for the system according to Equation (14) is derived:
It indicates that the filter can be viewed as two subsystems through Equations (44) 
(49) Therefore, according to Equation (15),
If the produce among Equation (50), Equation (21) and a symmetric matrices is still the symmetric matrix, the multiplication satisfies the commutative law. Therefore, 
where · is the norm.
Therefore, it is proved that P k|k is asymptotic and is not influenced by P 0|0 .
D. SIMULATION AND VERIFICATION
In this section, two simulations are developed to verify the performance of the proposed method. The simulation initial conditions are as follows: the simulation time is 130 s; the sample frequency is 1 Hz; the initial heading angle, the pitch FIGURE 2. The changes of heading, pitch and roll when a sudden noise is added.
angle and the roll angle are 0 • ; the angular rate bias is 0.02 • /s (RMS); the angular rate random walk is 6 • / √ hr; the linear acceleration bias is 0.3 mg (RMS); the linear acceleration random walk is 0.06 m/s/ √ hr; the linear velocities in three directions are all zero. The first simulation is done to verify the stability of the proposed method. The sudden noise signal is added to the system and the angles changes over time are shown in Fig. 2 . It is seen from Fig. 2 that the heading angle changes from initial value 0 • to about 0.4 • in less than 20 s due to a sudden noise signal. However, the heading returns to 0 • gradually and the heading keeps stable after about 42s. Similar results and conclusions for pitch and roll are obtained from Fig. 2 .
The cross-coupling among three attitude angles (heading angle, pitch angle and roll angle) becomes more serious when pitch or roll motion occurs due to the misalignment errors between installation axis and the corresponding reference axis in the reference frame for the initial measurement unit. This cross-coupling can make the determination of navigation information inaccurate or even erroneous. The second simulation is performed to evaluate the performance of proposed method in terms of attitude estimation accuracy when pitch or roll is changing. To simulate the motion of glider underwater, the pitch angle changes in the sine form (θ = 30 sin t; θ is the pitch angle and t is the time) while keeping the heading and roll unchanged. The output data of attitudes are collected and then are analyzed. The root mean square errors (RMSE) of attitudes among different algorithms are shown in Fig. 3 . One can see that the RMSE of heading angle, pitch angle and roll angle for the proposed algorithm is the least compared with other algorithms. The results for roll motion are similar to that for pitch motion above.
III. EXPERIMENTS AND RESULTS
To evaluate the performance of the proposed algorithm, the real ship tests and lake trials are carried out using the new underwater inertial navigation system which is designed in our lab (Model number: SUNS), as shown in Fig. 4 . This system is composed of DSP (Digital Signal Processing) unit and IMU which mainly includes tri-axis MEMS angular rate sensors, tri-axis MEMS acceleration sensors and tri-axis magnetic sensors. The length, width and height for SUNS are 0.11m, 0.07m and 0.05m, respectively. The weight of SUNS is less than 250g and the power consumption is less than 0.6W. The raw information from IMU is processed through signal conditioning and conversion. The calibrated data is feed into the multi-sensor data fusion module. The updated navigation information is transmitted through the serial port. When the glider submerges underwater, the acquisition of navigation information relies on the inertial navigation system. As long as the glider resurfaces, the navigation information is updated by GPS. Moreover, other devices are together applied to the ship and the glider to establish an effective test platform using the method suggested in this paper. The more detailed introductions are presented in the later portion. In the following content, the proposed weight self-adjustment Adams implicit extended Kalman filtering method is simplified as SAAIEKF. The weight self-adjustment extended Kalman filtering method is simplified as SAEKF and is compared with SAAIEKF.
A. THE SHIP EXPERIMENT IN THE SEA
The glider usually follows a sawtooth motion pattern in the vertical plane and progresses along a straight line or piecewise line in the horizontal plane [40] . The change of depth is measured by the depthometer or other instruments, and it may be not the focus in this paper. The acquisition of navigation information mainly by the inertial system in the horizontal plane is studied here. Therefore, to simulate approximately the motion of glider in the horizontal plane, the sea ship experiments were performed to verify the stability and estimation accuracy of the proposed method near the Taiwan Strait, China from November 5 to November 9, 2015. The experiments were conducted on a ship tested platform mainly equipped with SUNS, AHRS (AHRS II) and GNSS System (Trimble DSM 132). The Inertial Labs AHRS-II utilizes 3-axes each of precision accelerometers, magnetometers and gyroscopes to provide accurate heave, heading, pitch and roll of the device under measure. Integration of gyroscopes' output provides high frequency, real-time measurement of the device rotation about all three rotational axes. Accelerometers and fluxgate magnetometer measure absolute pitch, roll and magnetic azimuth at AHRS initial alignment as well as providing ongoing corrections to gyroscopes during operation. AHRS is as the attitude reference system to evaluate attitudes calculated by different algorithms in the paper and the specifications for AHRS are shown in Table 1 . Trimble DSM 132 DGPS receiver is a kind of ideal solution for ocean survey, positioning and navigation. DSM 132 has the excellent performance with sub-meter level accuracy and integrates with MSK beacon and satellite differential correction technique. The specifications for GNSS are shown in Table 2 . In the ship experiment platform, SUNS and AHRS are all fixed on the same plane. The inertial attitude angles (heading, pitch and roll) differences between two devices are recorded and can compensated in the later signal processing.
Moreover, the test trajectory is a round trip and is obtained by GNSS System, as shown in Fig. 5. Figs. 6-8 show that the attitude error comparison results between the proposed SAAIEKF and other algorithms. Furthermore, RMSE of attitudes for EKF-only, SAEKF and SAAIEKF are shown in Table 3 .
From Figs. 6-8 it can be clearly seen that the performance of the proposed SAAIEKF method is much better than EKF-only and SAEKF. In Table 3 , we can see that, by employing the proposed SAAIEKF, the RMSE of heading is reduced from 0.9332 • to 0.3213 • and the improvement in RMSE is about 65.57% and 47.76% compared with EKF and SAEKF, respectively. The RMSE of pitch for SAAIEKF is 0.1355 • , which is lower than other solutions. The SAAIEKF reduces the RMSE of pitch by about 65.88% compared with SAEKF. Similar to Figs. 6-7 , the SAAIEKF method also has the lowest roll error in Fig. 8 . It is evident that the SAAIEKF is effective to reduce the RMSE of roll by about 71.64% compared with EKF-only. Therefore, the tested time is about five days (5 days * 24h/days) and the system runs stably during this period of time. It is proved from Figs. 6-8 that output results for the proposed method are more stable and more accurate than other compared ones.
B. LAKE TRIAL AND VERIFICATION RESULTS
In order to verify the validity of the new navigation information estimation algorithm further, in this section, the lake trial data is used to illustrate the new algorithm in detail. The navigation platform is composed of ''Haixiang'' glider and other sensors loaded in the glider. Data related to acceleration, angular rate and attitude of the glider are produced by SUNS which is embedded in the glider. The velocity of glider can also be obtained by accelerometers, and simultaneously estimated by DR module. The attitudes can be obtained by the accelerometer and the magnetic compass, too. GPS is working when a glider is on the surface. Before the glider dives into the lake or after it floats out the lake surface, the glider will get the accurate position by GPS devices. The position measured by GPS can be noted as the initial and final position for the glider.
This glider is tested in Thousand Island Lake from March 24 to March 31, 2016, as shown in Fig. 9 . Tests are carried out at a speed of glider between 0.3m/s and 0.7m/s. The total duration of this test is approximately 30 minutes. The deepest of lake is 110m, and the depth of glider trial area is 82m. In the lake trial, the glider gets a lot of raw data, and achieves satisfactory results. The positions of submerging 71" E). After obtaining the raw lake trial data, with SAAIEKF navigation algorithm, the data is subsequently analyzed and processed, compared with the standard EKF and SAEKF. The errors by using different algorithms are shown in Figs. 11-13 .
From Figs. 11-13 , it can be concluded that the estimation accuracy in terms of attitudes for SAAIEKF is superior to that for EKF-only and SAEKF. In order to further compare the performance of the three algorithms, the results of error analyzing are also shown in Table 4 . In Table 4 , the heading error of SAAIEKF is less than the other two algorithms, where the former error is 0.3336 • , and the EKF and SAEKF are 0.9755 • and 0.5451 • , respectively. The improvement in RMSE is about 65.80% and 38.80% compared with EKF and SAEKF, respectively. In Fig. 12 , by employing the proposed SAAIEKF, the RMSE of pitch for SAAIEKF is 0.1375 • , which is lower than EKF and SAEKF. The SAAIEKF reduces the RMSE of pitch by about 59.21% compared with SAEKF. From Fig. 13 and Table 4 , the roll error of SAAIEKF is less than that of EKF and SAEKF, where the RMSE of former is 0.1591 • , and the RMSE for other two solutions is larger than 0.35 • . So the attitude estimation accuracy has greatly been improved by the proposed method.
As can be seen from the ship and lake experiments, the proposed SAAIEKF is the most effective method to reduce the attitude error compared with EKF-only and SAEKF. EKF uses linearized models by applying first order approximation on nonlinear systems. However, when nonlinearity is severe, the performance of EKF will become poor. It is complicated for the underwater environment which will cause the dynamic error model changeable. The measurement noise, as the key parameter which has effect on the state estimation, is analyzed through the proposed weight self-adjustment method in this paper. The weight is adjusted autonomously by estimating adaptively measurement noise and the optimal error is obtained. Moreover, the Adams implicit formula, integrating with the above weight adjustment method, uses the multi-step got information to predict the next estimates. Therefore, the accuracy of attitudes estimated can be improved more greatly than traditional methods.
C. INFLUENCE OF PITCH CHANGING ON HEADING
Fig. 14 shows the changes of heading angle, pitch angle, roll angle and depth during a period of time of submerging and resurfacing for the glider. In Fig. 14, t 1 , t 3 , t 5 , denotes the time from diving to rising for a glider and t 2 , t 4 denotes the time from rising to diving. It is common for gliders that the pitch or roll occurs when gliders fly underwater. The large variation for pitch angle or roll angle causes easily the heading calculation to be inaccurate even erroneous due to cross-coupling among attitudes. For a multidata fusion algorithm in the application, it is very important that the change of heading is not caused by pitch or roll motion. Take the pitch motion for example to analyze the performance of proposed algorithm, and the conclusions for roll motion are similar to that of pitch motion. Analyze quantitatively the standard deviation (Std) of heading in every time interval ( t 1 , t 2 , t 3 , t 4 , t 5 ) to verify the stability of heading. Fig. 15 shows the Std of heading for the proposed method in above five time internal, respectively. Meanwhile, the difference between maximum (Max) and minimum (Min) for heading in every time interval ( t 1 , t 2 , t 3 , t 4 , t 5 ) is shown in Fig. 16 . It is seen from the depth difference in Fig. 14 that the glider is flying from diving to rising during the time interval t 1 . The change of pitch is much larger while the Std of heading is only 0.7699 • and the difference between Max and Min is only 2.0871 • for SAAIEKF. By using the proposed method, the larger change of pitch angle influences the heading less and the heading is more stable than other compared methods during the time interval t 1 . The same conclusion is drawn in the time interval t 2 , t 3 , t 4 , t 5 for heading. Thus, it is concluded that the proposed algorithm has better performance in terms of attitude estimation accuracy, and moreover, this algorithm has good robustness for attitude calculation.
IV. CONCLUSION
The complicated and hard underwater environment will bring more errors for MEMS grade sensor, so it is difficult to acquire the high accuracy attitude estimated by sensors. This paper proposes a weight self-adjustment extended Kalman filtering method. The measurement noise, as the key parameter to influence the state estimates, is analyzed by using the above weight self-adjustment method. The measurement noise is determined adaptively and a more accurate state estimation is achieved. Moreover, the Adams implicit formula uses the multi-step obtained information to predict the next estimates so the higher accuracy prediction is got. The performance of this proposed algorithm is evaluated by the theoretical proofs and simulations. Subsequently, it is tested by the ship experiments and the lake trials. The results show that this proposed algorithm has a better performance in terms of attitude estimation accuracy than EKF-only and SAEKF in this paper. Meanwhile, this algorithm has good robustness for attitude calculation even though pitch angle changes larger.
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