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Re´sume´ Dans la premie`re partie de cette the`se, nous e´tudions un mode`le de marche ale´atoire
centrifuge. Nous de´montrons une loi du logarithme ite´re´ pour sa norme, et nous obtenons la loi
asymptotique des fluctuations de sa direction. Nous donnons ensuite un encadrement du taux de
de´croissance exponentielle de la probabilite´ qu’elle se trouve a` l’instant n dans un compact fixe´ en
montrant que la probabilite´ qu’une marche ale´atoire centre´e classique retourne dans un compact a`
l’instant n sans quitter un coˆne ne de´croˆıt pas a` vitesse exponentielle.
Dans la seconde partie, nous e´tudions le mouvement brownien de dimension quelconque, condi-
tionne´ a` rester dans un coˆne de re´volution pendant une unite´ de temps, et nous en de´duisons un
principe d’invariance pour une marche ale´atoire conditionne´e a` rester dans un coˆne.
Mots cle´s : Marche ale´atoire centrifuge, mouvement brownien conditionne´, the´ore`mes limite.
Abstract In the first part of this thesis, we study a model of centrifugal random walk. We prove
a Law of Iterated Logarithm for its norm, and find the asymptotic law of the fluctuations of its
direction. We then give upper and lower bounds for the exponential decay of the probability that
the centrifugal random walk visits a fixed compact set at time n; this is achieved by proving that
the probability that a centered random walk visits a compact set at time n without having left a
cone does not decrease exponentially.
In the second part, we study the multidimensional Brownian motion conditioned to stay in a
circular cone for a unit of time, and derive an Invariance Principle for a random walk conditioned
to stay in a circular cone.
Key words : Centrifugal random walk, conditioned Brownian motion, limit theorems.
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Notations
Avertissement : constante variable Dans les ine´galite´s, les lettres κ, c ou C de´signent des
constantes re´elles positives dont la valeur est susceptible de changer d’une ligne a` l’autre.
Ensembles particuliers
– B(x, r) ou Bd(x, r) = {y ∈ Rd : ‖y − x‖ < r}, boule ouverte de centre x et de rayon r.
– B(x, r] ou Bd(x, r] = {y ∈ Rd : ‖y − x‖ ≤ r}, boule ferme´e de centre x et de rayon r.
– B ou Bd = Bd(0, 1), boule unite´ de Rd.
– Br ou Bdr = Bd(0, r).
– S(x, r) ou Sd(x, r) = {y ∈ Rd : ‖y − x‖ = r}, sphe`re de centre x et de rayon r.
– S ou Sd = Sd(0, 1), sphe`re unite´ de Rd.
– Sr ou Sdr = Sd(0, r).
– O r = {y ∈ Rd : ‖y‖ ≥ r}, couronne exte´rieure ferme´e.
– ORr = {y ∈ Rd : r ≤ ‖y‖ ≤ R}.
Inhabituelles mais efficaces
– (xn) ∈ (An), signifie que, pour tout n, xn ∈ An.
Espace de fonctions
– Ct ou Cdt , espace des fonctions continues sur l’intervalle [0, t], a` valeurs dans Rd.
– C∞ ou Cd∞, espace des fonctions continues sur l’intervalle [0,+∞[, a` valeurs dans Rd.
– Πt, projection de C∞ sur Ct par restriction : Πt(w) = w|[0,t].
– Xt ou X(t), fonctions coordonne´es : Xt(w) = w(t).
– θt, de´calage temporel : θt(w)(s) = w(t+ s).
– θτ , de´calage temporel par un temps optionnel : θτ (w)(s) = w(τ(w) + s).
E´criture polaire Pour tout x ∈ Rd \ {0}, on note ~x = x/‖x‖ la projection du point x sur la
sphe`re unite´ Sd−1.
Abre´viation Le TTC de´signe indiffe´remment l’une ou l’autre des deux versions du the´ore`me de
la transformation continue qui sont pre´sente´es en annexe (the´ore`mes B.1 et B.2).
Terminologie Dans toute cette the`se, le terme « positif » est employe´ pour dire l’appartenance
a` l’ensemble R+∗ = {x ∈ R : x > 0}.
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Introduction
Cette the`se est compose´e de deux parties largement inde´pendantes que nous pre´sentons ici dans
leurs grandes lignes.
Partie I. Contributions a` l’e´tude d’une marche ale´atoire centrifuge
La marche ale´atoire centrifuge a e´te´ introduite et e´tudie´e par J.-D. Fouks, E. Lesigne et M. Peigne´
dans [13]. C’est une chaˆıne de Markov dans l’espace euclidien Rd, d ≥ 1, dont les transitions sont
celles d’une marche ale´atoire syme´trique, perturbe´es par une de´rive centrifuge. Plus pre´cise´ment,
les probabilite´s de transition sont donne´es par la relation
(1) p(x, x+ dy) = (1 + a(‖y‖)〈 ~x, y 〉)µ(dy) =: µ~x(dy) (avec ~x = x/‖x‖) ,
ou` µ est une loi de probabilite´ sur Rd, syme´trique et a` support borne´, et a est une fonction posi-
tive convenablement choisie. La loi µ repre´sente la loi de la marche non perturbe´e. Pour obtenir
un comportement centrifuge, on impose aux lois µ(dy) et a(‖y‖)µ(dy) de satisfaire les conditions
d’isotropie suivantes :
1. la matrice de covariance de µ(dy) est e´gale a` m′I, m′ > 0 ;
2. la matrice de covariance de a(‖y‖)µ(dy) est e´gale a` mI, m > 0.
L’accroissement moyen partant d’un point x ∈ Rd est alors donne´ par
(2)
∫
y µ~x(dy) = m~x ,
et la variance dans la direction ~u vaut
(3)
∫
〈 y −m~x, ~u 〉2 µ~x(dy) =
{
m′ si ~u ⊥ ~x ;
m′ −m2 si ~u = ~x .
L’e´quation (2) assure que l’accroissement est centrifuge en moyenne, tandis que l’e´quation (3) montre
que la dispersion est plus importante sur l’hyperplan orthogonal a` la direction de l’accroissement.
L’exemple le plus simple de ces marches ale´atoires centrifuges est celui de la marche centrifuge
aux quatre plus proches voisins sur Z2. Elle est obtenue en perturbant la marche simple aux quatre
plus proches voisins sur Z2, dont la loi µ est donne´e par
µ =
1
4
(δe1 + δ−e1 + δe2 + δ−e2) ,
avec e1 = (1, 0) et e2 = (0, 1). La fonction de perturbation a est choisie constante, e´gale a` un
parame`tre compris entre 0 et 1. Pour un point x = (r cos θ, r sin θ) ∈ Z2, les transitions aux quatre
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plus proches voisins de x sont donne´es par :
p(x, x+ e1) =
1
4
(1 + a cos θ) ;
p(x, x− e1) = 14(1− a cos θ) ;
p(x, x+ e2) =
1
4
(1 + a sin θ) ;
p(x, x− e2) = 14(1− a sin θ) .
Les parame`tres m′ et m valent respectivement 1/2 et a/2.
Notons (Xn)n≥0 la chaˆıne de Markov a` valeurs dans Rd, issue de l’origine, associe´e aux transitions
p de´finies par (1). Pour toute fonction mesurable borne´e f sur Rd, on a
E(f(Xn+1) | Fn ) =
∫
f(Xn + y)(1 + a(‖y‖)〈 ~Xn, y 〉)µ(dy) ,
ou` Fn = σ{X1, . . . , Xn} est la filtration naturelle associe´e a` la suite (Xn).
Nous noterons ρn = ‖Xn‖ le module de la marche centrifuge et ~Xn = Xn/ρn la direction de la
marche centrifuge (lorsqu’elle est de´finie).
Dans l’article [13], J-D. Fouks, E. Lesigne et M. Peigne´ e´tudient le comportement asymptotique
en norme, puis en direction, de la marche centrifuge et obtiennent les re´sultats suivants :
The´ore`me 1 (Loi des grands nombres pour la norme). Presque suˆrement, pour tout  > 0,
lim
n→∞
ρn − nm
n
1
2
+
= 0 .
The´ore`me 2 (The´ore`me limite central pour la norme). La suite(
ρn − nm√
n
)
converge en loi vers une loi normale centre´e de variance m′ −m2.
The´ore`me 3 (Convergence de la direction). La suite des directions ( ~Xn) converge presque suˆrement
vers une direction limite ~X.
The´ore`me 4 (Support de la direction limite). En dimension d ≥ 2, le support de la loi de la
direction limite ~X est la sphe`re Sd−1 tout entie`re.
The´ore`me 5 (Inde´pendance asymptotique de la norme et de la direction). Le couple(
ρn − nm√
n
, ~Xn
)
converge en loi vers (U, ~X), ou` la variable U est inde´pendante de ~X et suit la loi gaussienne
N (0,m′ −m2).
Les trois premiers the´ore`mes (1, 2 et 3) sont traite´s par des me´thodes de martingales : la suite
conside´re´e est de´compose´e en une martingale a` laquelle on applique des the´ore`mes classiques de
convergence, et un reste dont on de´montre qu’il est ne´gligeable. Les deux the´ore`mes suivants (4 et 5)
reposent sur un re´sultat de pie´geage de la marche centrifuge dans des coˆnes de petite ouverture.
Notre contribution a` l’e´tude de la marche centrifuge peut eˆtre classe´e selon les sujets suivants :
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Comportement de la norme En utilisant les meˆmes me´thodes de martingales, nous comple´tons
la panoplie des re´sultats « classiques » :
The´ore`me 2.2 (Loi du logarithme ite´re´ pour le module). Presque suˆrement,
lim sup
n→∞
ρn − nm√
2n(m′ −m2) log log n = +1 .
Pour tout n ≥ 1, notons Γn(t) le processus sur C1 valant
ρk − km√
n(m′ −m2)
aux instants t = k/n et interpole´ line´airement ailleurs.
The´ore`me 2.6 (Principe d’invariance pour le module). La suite de processus (Γn) converge en loi
vers le mouvement brownien.
Comportement de la direction En affinant les estimations utilise´es pour de´montrer le the´ore`me 3
de convergence de la direction, nous obtenons une vitesse de convergence :
The´ore`me 3.1. Presque suˆrement, pour tout  > 0,
lim
n→∞n
1
2
−( ~X − ~Xn) = 0 .
Cette vitesse de convergence est optimale puisque nous de´montrons que la suite(
n
1
2 ( ~X − ~Xn)
)
converge en loi quand n tend vers l’infini. Nous avons d’abord e´tudie´ le cas de la dimension 2 ou`
cette question devient un proble`me d’angle, donc essentiellement unidimensionnel. Nous appelons
angle d’un vecteur ~u ∈ S1 tout nombre re´el θ tel que ~u = eiθ, ou` le cercle S1 est identifie´ avec le
groupe des nombres complexes de module 1. On de´finit par re´currence la suite (θn) des angles de
la marche ale´atoire, trajectoire par trajectoire, en choisissant pour θn+1(ω) l’unique angle de ~Xn+1
appartenant a` l’intervalle [θn(ω) − pi, θn(ω) + pi[. Avec ce choix, les accroissements θn+1 − θn sont
comparables aux accroissements ~Xn+1 − ~Xn, et l’on en de´duit que la suite (θn) converge presque
suˆrement vers un angle limite θ. En utilisant des me´thodes de martingales, nous obtenons :
The´ore`me 3.7. La suite (
n
1
2 (θ − θn)
)
converge en loi vers une gaussienne N (0, m′
m2
).
Lorsque la dimension est plus grande (d ≥ 3), il n’est plus possible de se ramener a` un proble`me
unidimensionnel. On peut ne´anmoins traiter directement la suite des directions ( ~Xn) a` l’aide de
the´ore`mes limites pour des martingales dont la variance conditionnelle posse`de un e´quivalent qui
n’est pas de´terministe. En utilisant de tels outils, nous avons obtenu le the´ore`me suivant :
The´ore`me 3.10. La suite (
n
1
2 ( ~X − ~Xn)
)
converge en loi vers une variable Y dont la fonction caracte´ristique φ est donne´e par
(4) φ(t) = E(e−
1
2
〈 t,Γt 〉) ,
ou` Γ est la matrice ale´atoire dont les coefficients γij sont donne´s par γij = m
′
m2
(δij − ~Xi ~Xj).
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Restait a` interpre´ter ge´ome´triquement la loi de Y . Et c’est la` que le re´sultat obtenu en dimension 2
s’est re´ve´le´ utile. Pour x assez petit, on a eix ∼= 1 + ix, donc ei(θn−θ) − 1 ∼= i(θn − θ), ou encore
eiθn − eiθ ∼= i(θn − θ) eiθ. En termes de vecteurs, cette relation se traduit par
n
1
2 ( ~Xn − ~X) ∼= n 12 (θn − θ)R( ~X) ,
ou` R est la rotation d’angle pi/2. De la` a` penser que l’expression pre´ce´dente converge en loi vers la
variable ρR( ~X), ou` ρ est une variable de loi N (0, m′
m2
) inde´pendante de ~X, il n’y a qu’un pas qu’un
calcul permet de franchir : la fonction carate´ristique de ρR( ~X) est bien donne´e par la formule (4) !
Cela se ge´ne´ralise de la fac¸on suivante. Donnons-nous :
– une famille {(e1(~u), e2(~u), . . . , ed(~u)) : ~u ∈ Sd−1} de bases orthonorme´es de Rd telles que
e1(~u) = ~u ;
– des variables ale´atoires ρ2, ρ3, . . . , ρd de loi normale N (0, m′m2 ) telles que ρ2, ρ3, . . . , ρd et ~X
soient mutuellement inde´pendantes.
Alors φ est la fonction caracte´ristique du vecteur Y = ρ2e2( ~X) + ρ3e3( ~X) + · · ·+ ρded( ~X).
Comportement global Compte tenu des the´ore`mes 1, 3 et 3.1, l’identite´
Xn − nm ~X = (ρn − nm) ~Xn + nm( ~Xn − ~X)
implique
lim
n→∞
Xn − nm ~X
n
1
2
+
= 0 p. s.,
quel que soit  > 0. Nous nous sommes inte´resse´s au cas ou`  est pris e´gal a` 0, mais les me´thodes
de martingales utilise´es jusqu’a` pre´sent se sont re´ve´le´es inefficaces : la diffe´rence entre la partie
matingale et la suite de de´part n’est pas ne´gligeable. E´tant donne´s les the´ore`mes 2, 3 et 3.10, on
s’attend ne´anmoins a` la convergence en loi suivante :
Conjecture 4.1. La suite (
Xn − nm ~X√
n
)
converge en loi vers la variable
Z = ρ1 ~X + ρ2e2( ~X) + . . .+ ρded( ~X) ,
ou` ρ1 suit une loi N (0,m′−m2), ρ2, . . . , ρd suivent la loi N (0,m′), et les variables ρ1, ρ2, . . . , ρd et
~X sont mutuellement inde´pendantes.
Notez que les variances des coordonne´es ρ1, ρ2, . . . , ρd correspondent bien a` celles qu’on attend au
vu de l’identite´ (3).
La variable Z apparaˆıt dans un autre the´ore`me limite central. Il y a en fait une martingale qui
s’obtient tre`s naturellement a` partir de la suite (Xn) : d’apre`s l’e´quation (2), on a
E(Xn+1 −Xn | Fn ) = m ~Xn ,
ce qui signifie que la suite (Xn+1 − Xn −m ~Xn) est une suite d’accroissements de martingale. En
appliquant un the´ore`me limite central directement a` la martingale qui posse`de ces accroissements,
on obtient :
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The´ore`me 4.2. La suite (
Xn −m
∑n−1
k=1
~Xk√
n
)
converge en loi vers la variable
Z = ρ1 ~X + ρ2e2( ~X) + . . .+ ρded( ~X) .
Ce the´ore`me est l’un des plus faciles a` obtenir parce qu’il s’agit d’une vraie martingale et qu’il
n’y a donc pas de reste a` estimer. Malheureusement, il ne permet ni de confirmer ni d’infirmer la
conjecture.
Premier pas vers un the´ore`me limite local La question d’un the´ore`me limite local pour la
marche centrifuge est pose´e dans [13]. Il s’agit de de´terminer un e´quivalent, lorsque n tend vers
l’infini, de la probabilite´ pour que la marche centrifuge se trouve a` l’instant n dans une partie
borne´e K de l’espace. Les auteurs de l’article soulignent qu’ils savent de´ja` que
P(Xn ∈ K) ≤ Cρn ,
ou` ρ ∈]0, 1[ et C sont deux constantes. On doit donc s’attendre a` un e´quivalent dont le terme
principal est exponentiel. Un premier pas vers le the´ore`me limite local consiste alors a` pre´ciser
le taux de de´croissance exponentielle, c’est-a`-dire la limite (lorsqu’elle existe) de la suite de terme
ge´ne´ral
P(Xn ∈ K)1/n .
Pour tout ~u ∈ Sd−1, notons L~u la transforme´e de Laplace de la loi µ~u, de´finie pour tout x ∈ Rd
par
L~u(x) =
∫
e〈x,y 〉 µ~u(dy) .
Il est de´montre´ dans l’article [13] que, pour tout λ > 0, le maximum en ~u ∈ Sd−1 de la quantite´
L~u(−λ~u) majore la transforme´e de Laplace E(etρn) du module de la marche centrifuge e´value´e en
t = −λ. Un argument classique permet d’en de´duire que
lim sup
n→∞
P(Xn ∈ K)1/n ≤ inf
λ>0
max
~u∈Sd−1
L~u(−λ~u) .
Les auteurs de´montrent par ailleurs que ce majorant est < 1. Il ne restait donc plus qu’a` trouver
un bon minorant de la limite infe´rieure de P(Xn ∈ K)1/n.
L’ide´e ge´ne´rale de notre approche est la suivante : si la marche centifuge (Xn) reste dans un
coˆne de direction ~u et de petite ouverture, alors les lois µ ~Xn des accroissements restent proches de
la loi µ~u, et la marche centrifuge a un comportement qui est proche de celui d’une vraie marche
ale´atoire de loi µ~u qui reste dans ce meˆme coˆne. En utilisant le proce´de´ de relativisation de Cramer,
on arrive grosso modo a` la minoration
P(Xn ∈ K) ≥
(
inf
x∈Sd−1
L~u(x)
)n
P(Sn ∈ K;TC(Sn) > n) ,
ou` C est le coˆne dont il e´tait question, TC le temps de sortie de C, de´fini pour toute suite (xn) ∈ Rd
par TC(xn) = inf{k ≥ 1 : xk /∈ C}, et (Sn) une marche ale´atoire centre´e.
Se pose alors la question du comportement asymptotique de la quantite´ P(Sn ∈ K;TC(Sn) > n).
Ce comportement e´tait de´ja` connu pour certaines lois, mais il n’existait aucun re´sultat ge´ne´ral. Nous
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e´tudions cette quantite´ au chapitre 6 et de´montrons qu’elle ne de´croˆıt pas exponentiellement vite
vers 0.
On obtient alors le the´ore`me suivant :
The´ore`me 5.6. Pour toute partie borne´e et accueillante 1 K ⊂ Rd, on a
lim inf
n→∞ P(Xn ∈ K )
1/n ≥ sup
~u∈Sd−1
inf
x∈Rd
L~u(x) .
L’encadrement ainsi obtenu permet de re´pondre positivement a` la question de l’existence d’un
taux de de´croissance exponentielle a` condition que les deux bornes soient e´gales, c’est-a`-dire
sup
~u∈Sd−1
inf
x∈Rd
L~u(x) = inf
λ>0
max
~u∈Sd−1
L~u(−λ~u) .
Nous avons pu de´montrer que cette e´galite´ a lieu dans deux cas particuliers :
The´ore`me 5.8. Pour la marche centrifuge plane aux quatre plus proches voisins, de parame`tre
a ∈ [0, 1], on a
lim
n→∞P(Xn ∈ K)
1/n =
√
2− a2
2
,
quelle que soit la partie K ⊂ Z2 borne´e et contenant au moins deux points (x, y) et (x′, y′) de Z2
distincts de l’origine et tels que x+ y et x′ + y′ aient une parite´ diffe´rente 2.
The´ore`me 5.9. Pour toute marche centrifuge dont la loi non perturbe´e µ est invariante par les
rotations vectorielles, les bornes de l’encadrement sont e´gales et valent
inf
λ>0
L~u(−λ~u) ,
quel que soit ~u ∈ Sd−1.
Temps de sortie d’un coˆne pour une marche ale´atoire Ce chapitre a fait l’objet d’une note
publie´e aux Comptes Rendus de l’Acade´mie des Sciences [14].
Soit L une loi de probabilite´ sur Rd et soit Ω l’ensemble des suites (ξn)n≥0 ∈ Rd muni de sa tribu
bore´lienne et de la famille de mesures probabilite´s (Px)x∈Rd , ou` Px = δx⊗L⊗N (δx est la mesure de
Dirac en x). Sous Px, les variables ξ0, ξ1, ξ2 . . . sont inde´pendantes, ξ0 = x et ξ1, ξ2 . . . suivent la loi
L. Nous notons (Sn)n≥0 la marche ale´atoire associe´e (i.e. Sn = ξ0 + ξ1 + · · ·+ ξn).
On fixe un coˆne C, convexe et d’inte´rieur non vide, ayant son sommet en l’origine et on conside`re
le temps de sortie TC du coˆne C de´fini par
TC = inf{n ≥ 1 : Sn 6∈ C} .
La recherche d’un e´quivalent de la quantite´ Px(TC > n) lorsque n tend vers l’infini (pour un
x ∈ C fixe´) est un sujet ancien qui a fait l’objet de nombreux travaux. Un premier re´sultat ob-
tenu par F. Spitzer ([31], Theorem 3.5) en dimension 1 pour C =]0,+∞[, et de´sormais classique,
dit que P0(TC > n) est e´quivalent a` cn−1/2 lorsque la loi L est ape´riodique, centre´e, et posse`de
un moment d’ordre 2. En fait, on sait pre´cise´ment que P0(TC = n) est e´quivalent a` (c/2)n−3/2
1. La notion d’ensemble accueillant est de´finie au chapitre correspondant ; ne conside´rer que de tels ensembles est
une pre´caution qui permet de rendre rigoureux le raisonnement que nous avons esquisse´.
2. Ce sont les parties accueillantes de Z2 pour la marche centrifuge plane aux quatre plus proches voisins.
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(Borovkov [4], Corollary 9), et c’est graˆce a` cette estimation que D. Iglehart a pu donner la
premie`re de´monstration du principe d’invariance pour une marche ale´atoire conditionne´e a` rester
positive ([18]). La de´monstration que donne F. Spitzer du premier re´sultat utilise la factorisation de
Wiener-Hopf ; par les meˆmes me´thodes, D. Iglehart de´montre 3 que la quantite´ E0(φ(Sn);TC > n)
(ou` φ est une fonction de la variable re´elle a` support compact) est e´quivalente a` cn−3/2. Ce re´sultat
intervient de fac¸on essentielle pour l’obtention d’un the´ore`me limite local sur le groupe affine de
la droite re´elle ([21]) ou dans l’e´tude des probabilite´s d’extinction de processus de branchement en
milieu ale´atoire ([15]). Des re´sultats du meˆme ordre existent en dimension supe´rieure lorsque C est
un demi-espace ; ils permettent par exemple d’obtenir un the´ore`me limite local pour les marches
ale´atoires centre´es sur le groupe des matrices triangulaires supe´rieures d’ordre 2 ([22]). Des travaux
plus re´cents, dus a` N. Varopoulos [33], montrent qu’en toute dimension Ex(φ(Sn);TC > n) de´croˆıt a`
vitesse polynomiale vers 0 lorsque des hypothe`ses convenables 4 sont faites sur la loi L et la position
du coˆne (qui doit eˆtre adapte´e a` la loi L).
L’inte´reˆt que nous portons a` ces re´sultats est duˆ a` la me´thode que nous employons pour minorer
la probabilite´ pour que la marche centrifuge se trouve dans une partie borne´e de l’espace a` l’instant n.
Comme nous l’avons explique´ dans le paragraphe traitant de cette question, pour minorer le taux
de de´croissance exponentielle de la marche centrifuge, il suffit de de´montrer que la quantite´ Px(Sn ∈
K;TC > n) ne de´croˆıt pas a` vitesse exponentielle vers 0 lorsque (Sn) est une marche de loi L,
centre´e et a` support borne´. Le re´sultat requis n’a pas besoin d’eˆtre aussi pre´cis que ceux que nous
avons cite´s plus haut, mais il doit eˆtre valable sous des hypothe`ses beaucoup plus ge´ne´rales.
Ayant cela a` l’esprit, nous avons obtenu le re´sultat qui suit.
On suppose que la loi L des accroissements posse`de une moyenne µ et une matrice de covariance
de´finie positive. Nous fixons une direction ~u inte´rieure au coˆne C et notons Cδ = δ~u+ C le coˆne C
translate´ par δ~u.
The´ore`me 6.1. Si µ = 0, alors il existe deux nombres re´els positifs R0 et δ tels que pour tout
compact K ⊂ Cδ on ait
lim inf
n→∞ infx∈K
Px( ‖Sn‖ ≤ R0;TC > n )1/
√
n > 0 .
Les constantes δ et R0 de´pendent de la loi L et du coˆne C et peuvent eˆtre interpre´te´es de la
fac¸on suivante :
– pour que la marche puisse rester dans le coˆne pendant un certain temps, il peut eˆtre ne´cessaire
qu’elle soit issue d’un point suffisamment e´loigne´ du bord de C : le coˆne translate´ Cδ joue
le roˆle d’un coˆne de se´curite´. Si la marche issue de 0 reste dans C et atteint son inte´rieur
a` l’instant n avec une probabilite´ positive, c’est-a`-dire si P0(Sn ∈ Co;TC > n) > 0, alors le
re´sultat du the´ore`me est vrai avec δ = 0.
– il se peut que la marche ne puisse pas s’approcher trop pre`s de l’origine sans quitter le coˆne ;
cela justifie l’existence d’une distance critique R0.
La de´monstration du the´ore`me 6.1 ne fait appel qu’a` des outils tre`s classiques du Calcul des
Probabilite´, dont le plus sophistique´ est le Principe d’invariance de Donsker. Afin d’en donner une
3. Pour eˆtre tout a` fait pre´cis, D. Iglehart s’inte´resse dans [19] a` une marche ale´atoire de moyenne ne´gative avec
des moments exponentiels ; il de´montre que la quantite´ P(Sn ∈ K;TC > n) de´croˆıt en n−3/2ρn, ou` ρ est le minimum
de la transforme´e de Laplace de la loi des accroissements. Dans [21], E. Le Page et M. Peigne´ lui attribuent cependant
le re´sultat pour une marche centre´e et montrent comment celui-ci s’obtient a` l’aide des me´thodes de´veloppe´es par
D. Iglehart.
4. N. Varopoulos e´tudie d’abord le cas ou` L est a` support borne´, porte´e par un re´seau ou absolument continue,
puis e´tend ses re´sultats a` une classe particulie`re de lois ayant un support non borne´ et des moments d’ordre grand
(cf. [33], section 6.2). Le coˆne doit se trouver en position ge´ne´rale relativement a` la loi L (cf. [33], section 0.7).
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ide´e assez pre´cise, voyons par exemple comment nous de´montrons que
lim inf
n→∞ P0(TC > n)
1/
√
n > 0 ,
lorsqu’il existe un point z a` l’inte´rieur du coˆne tel que P0(ξ1 = z) > 0. On commence par minorer
P0(TC > n) en ne conside´rant que les trajectoires de la marche dont les [
√
n] premiers pas sont
e´gaux a` z ; en utilisant l’inde´pendance et la stationnarite´ des accroissements, on obtient
P0(TC > n) ≥ (P0(ξ1 = z))
√
n P0([
√
n]z + Sk ∈ C, k = 1 . . . kn) ,
ou` kn = n − [
√
n]. On utilise ensuite le fait que le coˆne est invariant par changement d’e´chelle et
convexe pour re´crire le dernier terme de droite sous la forme
P0(γnz + Skn(t) ∈ C,∀t ∈]0, 1]) ,
ou` γn = [
√
n]/kn et {Sn(t), t ≥ 0} est le processus a` trajectoires continues valant Sk/n aux instants
t = k/n et interpole´ line´airement ailleurs. Graˆce au principe d’invariance de Donsker, qui stipule
que Sn converge en loi vers le mouvement brownien B issu de 0, on a
lim
n→∞P0(γnz + Skn(t) ∈ C,∀t ∈]0, 1]) = P0(z +B(t) ∈ C,∀t ∈]0, 1]) ;
et comme z est a` l’inte´rieur de C, cette limite est positive. Il s’ensuit alors que
lim inf
n→∞ P0(TC > n)
1/
√
n ≥ P0(ξ1 = z) .
Avec le meˆme argumentaire, on peut aussi de´montrer que
lim inf
n→∞ P0(‖Sn‖ ≤
√
n;TC > n)1/
√
n ≥ P0(ξ1 = z) .
Le the´ore`me 6.1 s’en de´duit par une comparaison entre les quantite´s P0(‖Sn‖ ≤
√
n;TC > n) et
P0(‖Sn‖ ≤ R;TC > n).
Le proce´de´ de relativisation de Cramer permet de de´duire facilement du the´ore`me 6.1 le corollaire
suivant :
Corollaire 6.2. Si µ 6= 0 et si la loi L posse`de tous les moments exponentiels, alors il existe deux
nombres re´els positifs R0 et δ tels que pour tout point x ∈ Cδ on ait
lim
n→∞Px( ‖Sn‖ ≤ R0;TC > n )
1/n = ρL ,
ou` ρL est le minimum de la transforme´e de Laplace de la mesure L.
Notons que la limite apparaissant dans l’e´nonce´ pre´ce´dent ne de´pend pas du coˆne choisi.
Partie II. The´ore`mes limites pour des processus ale´atoires conditionne´s a` rester
dans des coˆnes
Cette partie est consacre´e a` l’obtention de the´ore`mes de convergence en loi pour les processus
suivants :
1. le mouvement brownien issu d’un point x a` l’inte´rieur d’un coˆne C et conditionne´ a` rester
dans ce coˆne pendant une unite´ de temps ; nous e´tudions la convergence en loi de ce processus
lorsque x tend vers le sommet du coˆne ;
2. une marche ale´atoire centre´e, convenablement normalise´e, et conditionne´e a` rester dans un
coˆne jusqu’a` l’instant n ; nous e´tudions la convergence en loi lorsque n tend vers l’infini.
Le second cas peut eˆtre conside´re´ comme l’anologue discret du premier, et il n’est pas surprenant
que la limite apparaissant dans ces deux cas soit la meˆme. Dans les deux paragraphes suivants, nous
pre´sentons les re´sultats que nous avons obtenus et leurs liens avec des travaux ante´rieurs.
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Mouvement brownien conditionne´ Dans ce qui suit, d ≥ 1 est un entier fixe´. Soit C∞ l’espace
des fonctions continues w : [0,∞[→ Rd muni de la topologie de la convergence uniforme sur les
compacts, et soit {X(t), t ≥ 0} le processus canonique de C∞ (pour tout w ∈ C∞, X(t)(w) = w(t)).
Pour tout x ∈ Rd, on note Wx la loi sur C∞ du mouvement brownien issu de x. Soit C ⊂ Rd un
coˆne de re´volution de sommet 0, ouvert et convexe, et soit τC = inf{t > 0 : Xt /∈ C} le temps de
sortie de C. Pour tout x ∈ C et t > 0, on de´finit la loi W˜Cx,t du mouvement brownien issu de x et
conditionne´ a` rester dans C jusqu’a` l’instant t en posant
W˜Cx,t(A) =
Wx(A; τC > t)
Wx(τC > t)
,
quel que soit A ∈ C∞.
Le re´sultat principal de ce chapitre est le the´ore`me suivant :
The´ore`me 7.42. Lorsque x ∈ C tend vers 0, la loi W˜Cx,1 converge e´troitement (sur C∞) vers une
loi limite W˜C0,1.
Ce the´ore`me e´tend en dimension supe´rieure les re´sultats pre´ce´demment obtenus par R. Durrett,
D. Iglehart et D. Miller ([10]) en dimension 1, et par M. Shimura ([28]) en dimension 2.
Dans le cas de la dimension 1 avec C =]0,+∞[, l’existence d’une limite est de´montre´e direc-
tement en identifiant la loi conditionnelle avec celle d’une section du mouvement brownien. Plus
pre´cise´ment, les auteurs introduisent le temps ale´atoire Tx de´fini par
Tx = inf{t ≥ 0 : Xt = x et Xs > 0,∀s ∈]t, t+ 1]} ,
(qui est W0-presque suˆrement fini) et de´montrent que
W˜Cx,1(∗) = W0(X(Tx + ·) ∈ ∗) .
Il leur suffit alors de ve´rifier que Tx converge presque suˆrement vers T0 pour obtenir le the´ore`me 7.42 ;
la loi limite est donne´e par la relation W˜C0,1(∗) = W0(X(T0 + ·) ∈ ∗). En calculant les transitions
limites, ils de´montrent que cette loi est celle du me´andre brownien qui se de´finit habituellement,
sous W0, par la transformation des trajectoires
X∗(t) =
1√
1− σ |X(σ + (1− σ)t)| ,
ou` σ = sup{t ≤ 1 : Xt = 0} est le temps du dernier retour en 0 avant l’instant 1.
En dimension supe´rieure, leur me´thode permet e´videmment de traiter le cas ou` C est un demi-
espace, mais est inadapte´e aux autres cas ; nous y reviendrons dans le paragraphe consacre´ aux
marches ale´atoires conditionne´es.
Notre de´monstration du the´ore`me 7.42 en dimension d ≥ 2 s’inspire largement de celle qu’en
donne M. Shimura en dimension 2 et suit le sche´ma habituel :
1. convergence des lois fini-dimensionnelles ;
2. tension.
Convergence des lois fini-dimensionnelles La convergence des lois fini-dimensionnelles se
de´duit de la convergence des lois de premie`re transition, c’est-a`-dire des lois W˜Cx,1(Xt ∈ dy) (t ∈]0, 1])
lorsque x ∈ C tend vers 0. Ces lois posse`dent toutes une densite´ par rapport a` la mesure de Lebesgue
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qui s’exprime en fonction des transition pC(t, x, y) du mouvement brownien tue´ a` la sortie de C par
la formule
W˜Cx,1(Xt ∈ dy) = pC(t, x, y)
Wy(τC > 1− t)
Wx(τC > 1)
dy .
Nous de´terminons la densite´ limite en calculant un e´quivalent du noyau de la chaleur pC(t, x, y),
lorsque x tend vers 0, graˆce au de´veloppement en se´rie qu’en donnent R. Ban˜uelos et R. Smits
dans [1]. Bien que la formule pour le noyau de la chaleur d’un coˆne du plan fuˆt connue depuis 1959
(cf. [8], p. 379) M. Shimura n’en fait pas usage ; il reformule le proble`me en terme de processus
d’Ornstein-Uhlenbeck tue´ dont il parvient a` calculer les transitions.
Tension Pour de´montrer la tension 5 de la famille de lois {W˜Cx,1 : x ∈ C} lorsque x ∈ C tend vers
0, nous reprenons une ide´e de prolongement due a` M. Shimura selon laquelle il suffit de de´montrer
que cette famille est tendue lorsque x ∈ C tend vers n’importe quel autre point du bord de C.
En dimension 2, pour un point x0 6= 0 appartenant au bord de C, il est assez facile de de´duire de
la version unidimensionnelle du the´ore`me 7.42 que (W˜Cxn,1) converge (et est donc tendue) lorsque
xn ∈ C tend vers x0, car C est localement un demi-espace en x0. Mais en dimension d ≥ 3,
la ge´ome´trie du bord d’un coˆne n’est plus aussi simple, et cela nous a amene´ a` reconside´rer le
proble`me dans un cadre plus ge´ne´ral.
Sans entrer dans tous les de´tails, on remplace le coˆne C par un ouvert U contenu dans le demi-
espace D = {x = (x1, . . . , xd) : x1 > 0} et dont le bord contient 0, et l’on e´tudie la convergence des
lois W˜Ux,1 lorsque x ∈ U tend vers 0. Pour tout x ∈ U , on a la relation suivante :
(5) W˜Ux,1(∗) =
W˜Dx,1(∗; τU > 1)
W˜Dx,1(τU > 1)
.
En utilisant la version unidimensionnelle du the´ore`me 7.42, on de´montre que les lois W˜Dx,1 convergent
vers une loi W˜D0,1, que l’on appellera D-me´andre brownien, sous laquelle les coordonne´es du processus
canonique (X1, X2, . . . , Xd) sont inde´pendantes et X1 (resp. X2, . . . , Xd) est un me´andre brownien
(resp. mouvement brownien). Si U est suffisamment lisse en 0, on peut espe´rer que le D-me´andre
brownien reste pendant une unite´ de temps dans U avec une probabilite´ positive, c’est-a`-dire que
W˜D0,1(τU > 1) > 0. Supposons que U ait cette proprie´te´ et qu’en plus on puisse appliquer un the´ore`me
du type Portemanteau au nume´rateur et au de´nominateur du membre de droite de l’e´quation (5).
On en de´duirait alors que
lim
x∈U→0
W˜Ux,1(∗) =
W˜D0,1(∗; τU > 1)
W˜D0,1(τU > 1)
.
Des conditions suffisantes pour exploiter cet argument sont donne´es dans la proposition suivante :
Proposition 7.23. On suppose que U est un ouvert co-re´gulier 6. On a :
1. si W˜D0,1(τU > 0) = 1, alors W˜
D
0,1(τU > 1) > 0 ;
2. si (xn) ∈ U est une suite convergeant vers 0 telle que
(6) lim
s→0
lim sup
n→∞
W˜Dxn,1(τU ≤ s) = 0 ,
alors la suite de mesures W˜Dxn,1(∗; τU > 1) converge vers W˜D0,1(∗; τU > 1).
5. Nous disons que la famille de lois {W˜Cx,1 : x ∈ C} est tendue lorsque x ∈ C tend vers 0 si, pour toute suite
(xn) ∈ C convergeant vers 0, la suite (W˜Cxn,1)n est tendue.
6. voir le chapitre correspondant.
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Si les deux conditions sont re´unies, alors la suite (W˜Uxn,1) converge vers W˜
U
0,1 := W˜
D
0,1(∗ | τU > 1).
Dans [6], K. Burdzy obtient un crite`re qui permet de de´cider, selon la re´gularite´ du bord de U
en 0, si W˜D0,1(τU > 0) = 1 ou 0 (le meˆme crite`re est de´couvert inde´pendamment par M. Shimura
dans [27], mais seulement en dimension 2). Nous insistons seulement sur le fait que ce crite`re suffit
a` de´montrer que W˜D0,1(τU > 1) > 0 lorsque U contient une boule qui est tangente au bord de D en
0. La condition (6) est quant a` elle une hypothe`se technique ad hoc permettant de compenser la
forte irre´gularite´ de τU , mais qui est loin d’eˆtre une condition ne´cessaire : elle n’a aucune chance
d’eˆtre ve´rifie´e si, par exemple, la suite (xn) longe le bord de U . En utilisant un argument de nature
ge´ome´trique, nous sommes cependant parvenus a` de´montrer que cette condition est ve´rifie´e lorsque
U = B est une boule de rayon r > 0 centre´e en re1 et que la suite (xn) est porte´e par le demi-axe
{λe1 : λ > 0}.
Ces re´sultats, bien que partiels, permettent de re´soudre le proble`me initial. Conside´rons de
nouveau un coˆne convexe C de sommet 0 et un point x0 6= 0 appartenant au bord de C. Si C
contient une boule B dont le bord est tangent au bord de C en x0, alors la suite W˜Cx,1 converge
lorsque x tend vers x0 le long du rayon joignant le centre de la boule B a` x0. Lorsque C est un coˆne
de re´volution, l’invariance du proble`me par rotation autour de l’axe de C et par homothe´tie font
que l’on peut toujours se ramener au cas pre´ce´dent. Nous obtenons donc :
The´ore`me 7.34. Soit C ⊂ Rd un coˆne de re´volution convexe de sommet 0. Pour tout point x0 6= 0
du bord de C et toute suite (xn) ∈ C convergeant vers x0, la suite (W˜Cxn,1) est convergente (donc
tendue).
Comme nous l’avons mentionne´ plus toˆt, cela suffit a` de´montrer la tension de la suite (W˜Cxn,1)
lorsque xn ∈ C tend vers 0 et comple`te donc la de´monstration du the´ore`me 7.42.
Marche ale´atoire conditionne´e L’e´tude que nous menons dans cette seconde partie trouve son
origine dans une se´rie d’articles ([27],[28],[29]) que M. Shimura a publie´s dans les anne´es quatre-
vingt. Il y e´tudie des marches ale´atoires dans le plan, conditionne´es a` rester dans des coˆnes, et
l’analogue « continu », a` savoir le mouvement brownien plan conditionne´ a` rester dans un coˆne
pendant une unite´ de temps. Pour bien comprendre les travaux de M. Shimura, il nous faut revenir
un peu en arrie`re.
L’histoire commence en 1960, lorsque F. Spitzer parvient a` calculer un e´quivalent de la probabi-
lite´ pour qu’une marche ale´atoire centre´e reste positive jusqu’a` l’instant n. Soit (Sn)n≥0 une marche
ale´atoire re´elle dont les accroissements (inde´pendants et identiquement distribue´s) ξn = Sn − Sn−1
(S0 = 0) sont centre´s et de carre´ inte´grable, avec E(ξ2n) = σ2. F. Spitzer conside`re le temps
T+ = inf{n ≥ 1 : Sn ≤ 0} de sortie de l’intervalle ]0,+∞[ et de´montre dans [31] que
P(T+ > n) ∼ cn−1/2 ,
lorsque la loi des accroissements est ape´riodique. Dans une note de bas de page rajoute´e avant la
publication, il annonce le the´ore`me limite central suivant pour la marche (Sn) conditionne´e a` rester
positive :
(7) ∀x ∈ R+, lim
n→∞P(Sn/σ
√
n ≤ x |T+ > n ) = 1− e−x2/2 .
Apparemment il n’a jamais publie´ sa de´monstration.
Il faut attendre l’anne´e 1974 pour que D. Iglehart donne a` ce re´sultat le statut d’un the´ore`me :
dans son article [18], il de´montre que le processus {S[nt]/σ
√
n, t ≥ 0} conditionne´ par l’e´ve´nement
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{T+ > n} converge en loi vers le me´andre brownien. Pour cela, il utilise des estimations pre´cises
de P(T+ = n) qui lui permettent d’e´crire les quantite´s semblables a` (7) comme des sommes de
Riemann ; afin d’avoir un bon controˆle de ces sommes, il ajoute l’hypothe`se que les accroissements
ont un moment d’ordre 3 (ce qui permet d’avoir une vitesse de convergence dans le TLC ordinaire).
Deux ans plus tard, E. Bolthausen ([3]) rede´montre le the´ore`me de D. Iglehart en s’affranchis-
sant a` la fois de l’hypothe`se de moment d’ordre 3 et de la condition d’ape´riodicite´. Plus surprenant :
la de´monstration de E. Bolthausen ne ne´cessite aucun calcul et utilise seulement le principe d’in-
variance de Donsker et le the´ore`me de la transformation continue. Afin d’en expliquer les grandes
lignes, introduisons quelques notations.
Soit C∞ l’espace des fonctions continues w : [0,∞[→ R muni de la topologie de la convergence
uniforme sur les compacts, et soit {X(t), t ≥ 0} le processus canonique de C∞ (pour tout w ∈ C∞,
X(t)(w) = w(t)). Pour tout n ≥ 1, on de´signe par Wn la loi sur C∞ du processus {Sn(t), t ≥ 0}
valant Sk/σ
√
n aux instants t = k/n et interpole´ line´airement ailleurs. Enfin, nous introduisons un
temps ale´atoire T de´fini par T (w) = inf{t ≥ 0 : w(t+ s) > w(t),∀s ∈]0, 1]}. Il n’est pas difficile de
voir que T est Wn-presque suˆrement fini et ve´rifie
P(Sn ∈ A |T+ > n ) = Wn(X(T + ·)−X(T ) ∈ A) ,
pour tout n ≥ 1 et tout A ∈ C∞. Cette identite´ fondamentale donne une repre´sentation du pro-
cessus conditionne´ en terme d’une section du processus original. Rappelons que d’apre`s le principe
d’invariance de Donsker la suite (Wn) converge en loi vers la mesure de Wiener W (c’est-a`-dire la
loi du mouvement brownien). E. Bolthausen de´montre que, sous W , le temps T est encore presque
suˆrement fini et continu (comme fonction sur C∞). En utilisant le the´ore`me de la transformation
continue (TTC, cf. Annexe B), il en de´duit que
lim
n→∞P(Sn ∈ ∗ |T
+ > n ) = W (X(T + ·)−X(T ) ∈ ∗) .
D’apre`s le the´ore`me de D. Iglehart, la limite est le me´andre brownien. Il nous faut mentionner ici le
fait qu’au meˆme moment, R. Durrett, D. Iglehart et D. Miller ([10]) de´montrent avec une me´thode
similaire que le mouvement brownien issu d’un point x > 0 et conditionne´ a` rester positif pendant
une unite´ de temps converge aussi en loi vers le me´andre brownien lorsque x tend vers 0. Ce re´sultat
peut eˆtre conside´re´ comme l’analogue en temps continu du the´ore`me d’Iglehart-Bolthausen.
Supposons maintenant que (Sn) soit une marche ale´atoire a` valeurs dans Rd (d ≥ 2) centre´e et
de matrice de covariance e´gale a` l’identite´ de Md(R). Supposons aussi fixe´ un coˆne convexe C issu
de l’origine tel que P(ξ1 ∈ C) > 0 et notons TC le temps de sortie de C. Le processus de Donsker Sn,
conditionne´ a` rester dans C, peut encore eˆtre repre´sente´ comme une section du processus original
a` l’aide du temps T (w) = inf{t ≥ 0 : w(t+ s)− w(t) ∈ C,∀s ∈]0, 1]} qui permet d’e´crire
P(Sn ∈ A |TC > n ) = Wn(X(T + ·)−X(T ) ∈ A) ,
pour tout n ≥ 1 et tout A ∈ C∞. La perspective d’en de´duire un principe d’invariance pour des
marches ale´atoires conditionne´es a` rester dans des coˆnes a sans doute motive´ quelques recherches,
car M. Shimura et K. Burdzy publient, chacun de leur coˆte´ et a` peu pre`s en meˆme temps, des
re´sultats relatifs au temps ale´atoire T . Dans [5], K. Burdzy de´couvre que l’e´ve´nement
A(α) ={ Il existe des temps 0 ≤ t1 < t2 et un coˆne C d’angle α
et de sommet X(t1) tels que X(t) ∈ C pour tout t ∈]t1, t2]}
a une mesure de Wiener e´gale a` :
– 0 si cos(α/2) > 1/
√
d ;
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– 1 si cos(α/2) < 1/
√
d.
M. Shimura ([28]) de´montre lui aussi ce re´sultat en dimension d = 2 et re`gle le cas cos(α/2) = 1/
√
2
(la probabilite´ est encore nulle). En conse´quence, pour des coˆnes de petite ouverture, le temps T est
W -presque suˆrement infini. La conclusion est sans appel : la me´thode ne s’e´tend pas en dimension
d ≥ 2. Toutefois, M. Shimura parvient a` e´tendre a` la fois le the´ore`me de Durrett-Iglehart-Miller au
mouvement brownien planaire conditionne´ a` rester dans un coˆne pendant une unite´ de temps, et le
principe d’invariance d’Iglehart-Bolthausen a` une marche ale´atoire planaire conditionne´e a` rester
dans un coˆne. Nous ne rentrerons pas ici dans les de´tails des hypothe`ses et des techniques qu’il
utilise pour obtenir son principe d’invariance : cela sera discute´ dans le chapitre correspondant. En
nous inspirant de la de´monstration qu’il propose, nous avons obtenu le the´ore`me suivant :
The´ore`me 8.19. (d = 2). Soit C est un coˆne du plan d’ouverture β. On suppose que la marche
ale´atoire (Sn) est a` pas borne´s et que P(TC > n) de´croˆıt lentement 7 vers 0. Alors la suite de mesures
conditionnelles
(P(Sn ∈ ∗ |TC > n ))n
converge vers W˜C0,1 sur C∞. De plus, on a
P(TC > n) = n−pi/2βL(n) ,
ou` L(n) est une fonction a` variation lente.
Bien que l’hypothe`se de de´croissance lente de P(TC > n) paraisse difficile a` ve´rifier en pratique,
sa pre´sence est justifie´e par les faits suivants :
1. sous les hypothe`ses du the´ore`me de Shimura, on peut de´montrer directement (en utilisant des
arguments semblables aux siens) que P(TC > n) de´croit lentement vers 0 ;
2. les travaux [33] de N. Varopoulos montrent que cette hypothe`se est satisfaite par une grande
classe de lois ;
3. historiquement, la premie`re de´monstration qu’a donne´e D. Iglehart du principe d’invariance
pour une marche re´elle conditionne´e a` rester positive utilisait de fac¸on cruciale l’e´quivalent
P(TC > n) ∼ cn−1/2.
4. enfin, l’argument le plus important est que cette condition est tout simplement ne´cessaire.
On a en effet le the´ore`me suivant :
The´ore`me 8.20. On suppose que d ≥ 2 et que C est un coˆne de re´volution.
Si
P(Sn ∈ ∗ |TC > n )⇒ W˜C0,1 ,
alors on a
P(TC > n) =
1
n
α1
2
− d−2
4
L(n) ,
ou` L est une fonction a` variation lente.
7. Une suite f : N → R de´croˆıt lentement vers 0 si f(n) tend vers 0 lorsque n tend vers l’infini et si pour tout
t > 1, on a
lim inf
f([tn])
f(n)
> 0 .
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Remarque. Le coefficient α1 est donne´ par la formule
α1 =
√
λ1 +
(
d
2
− 1
)2
,
ou` −λ1 < 0 est la premie`re valeur propre du Laplacien sphe´rique agissant comme ope´rateur sur
les fonctions diffe´rentiables sur C ∩ Sd−1 qui s’annulent sur ∂C ∩ Sd−1 (voir la section 7.3.2 du
chapitre 7).
Perspectives Nous espe´rons e´tendre le the´ore`me 8.19 en dimension d ≥ 3 comme nous l’avons fait
dans le cas du mouvement brownien (the´ore`me 7.42). Il y a cependant une difficulte´ supple´mentaire
a` surmonter car, contrairement au mouvement brownien, les processus de Donsker ne be´ne´ficient
pas des proprie´te´s d’invariance par rotation et par changement d’e´chelle que nous avons mises a`
profit pour de´montrer le the´ore`me 7.42.
22
Premie`re partie
Contributions a` l’e´tude d’une marche
ale´atoire centrifuge
23

Chapitre 1
Pre´sentation du mode`le de la marche
centrifuge
Re´sume´. La marche ale´atoire centrifuge est un processus de Markov dans l’espace euclidien dont
les transitions sont celles d’une marche ale´atoire syme´trique ordinaire perturbe´es par une de´rive
centrifuge. Ce processus a e´te´ introduit et e´tudie´ par J. D. Fouks, E. Lesigne et M. Peigne´ dans [13].
Une pre´sentation succinte du mode`le et des re´sultats qu’ils ont e´tablis a de´ja` e´te´ donne´e dans
l’introduction ge´ne´rale. Dans ce chapitre, nous revenons sur le mode`le de la marche centrifuge et
rappelons les estimations de moments obtenus dans [13] que nous utiliserons sans arreˆt au cours de
ce travail.
1.1 Mode`le e´le´mentaire et hypothe`ses d’isotropie
Soit un entier d ≥ 2. La marche centrifuge est la chaˆıne de Markov dans Rd associe´e a` la
probabilite´ de transition p de´finie sur Rd par la formule 1
(1.1) p(x, x+ dy) = (1 + a(‖y‖)〈 ~x, y 〉) µ(dy) =: µ~x(dy) ,
ou`
– µ est une loi de probabilite´ sur Rd, syme´trique et a` support borne´, qui repre´sentera la loi de
la marche non perturbe´e. (On suppose que µ n’est pas la masse de Dirac en 0) ;
– a est une fonction positive d’une variable re´elle, bore´lienne, et telle que ‖y‖a(‖y‖) ≤ 1 pour
µ-presque tout y.
Cela assure en particulier que, pour tout x 6= 0, la fonction y 7→ 1 + a(‖y‖)〈 ~x, y 〉 est bien une
densite´ de probabilite´ pour la mesure µ.
Conditions d’isotropie Afin d’obtenir un comportement centrifuge, on impose aux lois µ(dy) et
a(‖y‖)µ(dy) de satisfaire les conditions d’isotropie suivantes :
– la matrice de covariance de µ(dy) est e´gale a` m′I, m′ > 0 ;
– la matrice de covariance de a(‖y‖)µ(dy) est e´gale a` mI, m > 0.
1. Pour x = 0 la formule (1.1) doit se lire simplement p(0, dy) = µ(dy). Cette convention sera utilise´e dans
l’ensemble de nos calculs.
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La premie`re condition implique que dans toute base orthonorme´e la matrice de covariance de µ est
e´gale a` m′I, donc
(1.2) ∀~x ∈ Sd−1,
∫
〈 y, ~u 〉〈 y, ~x 〉µ(dy) =
{
m si ~u = ~x ;
0 si ~u ⊥ ~x .
La variance V =
∫ ‖y‖µ(dy) de µ est e´gale a` dm′. Puisque la meˆme condition est impose´e a` la
mesure a(‖y‖)µ(dy), on a aussi
(1.3) ∀~x ∈ Sd−1,
∫
〈 y, ~u 〉〈 y, ~x 〉a(‖y‖)µ(dy) =
{
m′ si ~u = ~x ;
0 si ~u ⊥ ~x . .
Avec ces hypothe`ses d’isotropie, l’accroissement moyen est centrifuge :
Proposition 1.1. L’accroissement moyen partant d’un point x 6= 0 vaut∫
y µ~x(dy) = m~x .
De´monstration. On a ∫
y µ~x(dy) =
∫
y µ(dy)︸ ︷︷ ︸
=0
+
∫
y〈 ~x, y 〉a(‖y‖)µ(dy) ;
donc
〈 ~u,
∫
y µ~x(dy) 〉 =
∫
〈 ~u, y 〉〈 ~x, y 〉a(‖y‖)µ(dy) ,
et le re´sultat de´coule de (1.3).
La proposition suivante montre que la dispersion de l’accroissement est plus importante sur
l’hyperplan orthogonal a` x.
Proposition 1.2. Partant d’un point x 6= 0, la variance de l’accroissement dans une direction ~u
vaut ∫
〈 y −m~x, ~u 〉2 µ~x(dy) =
{
m′ si ~u ⊥ ~x ;
m′ −m2 si ~u = ~x .
La variance de l’accroissement vaut∫
‖y −m~x‖2 µ~x(dy) = dm′ −m2 .
De´monstration. On a∫
〈 y −m~x, ~u 〉2 µ~x(dy) =
∫
〈 y, ~u 〉2 µ~x(dy)− 2m〈 ~x, ~u 〉
∫
〈 y, ~u 〉µ~x(dy) +m2〈 ~x, ~u 〉2 .
Or, ∫
〈 y, ~u 〉2 µ~x(dy) =
∫
〈 y, ~u 〉2 µ(dy) +
∫
〈 y, ~u 〉2〈 ~x, y 〉a(‖y‖)µ(dy) = m+ 0 ,
car la fonction y 7→ 〈 y, ~u 〉2〈 ~x, y 〉a(‖y‖) est impaire et µ syme´trique ; et d’apre`s la proposition 1.1
on a ∫
〈 y, ~u 〉µ~x(dy) = 〈
∫
y µ~x(dy), ~u 〉 = m〈 ~x, ~u 〉 .
Donc ∫
〈 y −m~x, ~u 〉2 µ~x(dy) = m′ −m2〈 ~x, ~u 〉2 .
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Quelques notations Dans toute la suite, nous noterons (Xn)n≥0 la marche ale´atoire centrifuge
de loi de base µ et de fonction de perturbation a, c’est-a`-dire la chaˆıne de Markov associe´e a` la
probabilite´ de transition p de´finie par la relation (1.1). Pour toute fonction mesurable borne´e f sur
Rd, on a
E(f(Xn+1) | Fn ) =
∫
f(Xn + y)(1 + a(‖y‖)〈 ~Xn, y 〉)µ(dy) ,
ou` Fn = σ{X1, . . . , Xn} est la filtration naturellement associe´e a` la suite (Xn).
La loi du processus (Xn)n≥0 est entie`rement de´termine´e par la loi des transitions et par la
distribution ν de la variable ale´atoire X0. Nous noterons alors Pν la probabilite´ sur l’espace des
re´alisations et Eν l’espe´rance associe´e. Si la distribution initiale ν de la chaˆıne est une masse de
Dirac en un point x ∈ Rd, la probabilite´ Pν est note´e Px. Lorsque x = 0, on omet l’indice.
Nous noterons ρn = ‖Xn‖ le module de la marche centrifuge et ~Xn = Xn/ρn la direction de la
marche centrifuge (lorsqu’elle est de´finie).
La proposition 1.1 dit exactement que
E(Xn+1 −Xn | Fn ) = m ~Xn .
c’est-a`-dire que l’accroissement moyen, partant de Xn, est proportionnel a` ~Xn : la marche est
centrifuge en moyenne.
1.2 Support de la marche centrifuge
Dans cette section, nous de´montrons que le support de la marche centrifuge est le meˆme que
celui de la marche ale´atoire de loi µ, e´ventuellement prive´ de l’origine. Pour ce faire, nous e´tablissons
en fait une proprie´te´ un peu plus forte qui constituera un outil essentiel pour cerner le domaine de
validite´ du the´ore`me limite local du chapitre 5.
Soient S le support de la loi µ et G le support de la marche ale´atoire de loi µ. On rappelle que
G est le semi-groupe ferme´ engendre´ par S et que ses e´le´ments sont donc caracte´rise´s par la relation
y ∈ G⇔ ∀ > 0,∃z1, z2, . . . , zn, tels que zi ∈ S et z1 + z2 + · · ·+ zn ∈ B(y, ) .
On note G∗ = G \ {0}.
La principale difficulte´ dans l’e´tude du support de la marche centrifuge provient du fait que la
densite´ 1 + a(‖y‖)〈 ~x, y 〉 peut s’annuler lorsque y se trouve sur la demi-droite engendre´e par −~x.
Ainsi, partant de x 6= 0, un pas dans la direction −~x peut eˆtre impossible pour la marche centrifuge
alors qu’il est possible pour la marche ale´atoire de loi µ. Notre premier lemme montre que, dans les
bons cas, un pas possible pour la marche ale´atoire de loi µ l’est aussi pour la marche centrifuge.
Lemme 1.3. Soient x et y deux points de G∗ non aligne´s avec l’origine et tels que y−x ∈ S. Pour
tout  > 0, il existe α > 0 tel que
inf
z∈B(x,α]
Pz(X1 ∈ B(y, ] ) > 0 .
De´monstration. Fixons  > 0 et posons a = y−x. Comme les points x et y ne sont pas aligne´s avec
l’origine, les points x et a ne le sont pas non plus et l’on peut trouver un 0 < α ≤ /2 tel qu’un point
z de B(x, α] et un point u de B(a, α] ne soient jamais aligne´s avec l’origine. Choisissons un tel α.
Comme aucune des deux boules B(x, α] et B(a, α] ne contient l’origine, la fonction (z, u) 7→ 〈~z, ~u 〉
est continue sur le compact B(x, α]× B(a, α] et y atteint son minimum γ. Par le choix de α, on a
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ne´cessairement γ > −1.
Pour tout (z, u) ∈ B(x, α]×B(a, α], on a 〈~z, ~u 〉 ≥ γ, soit encore 〈~z, u 〉 ≥ γ‖u‖. En tenant compte
du fait que ‖u‖a(‖u‖) ≤ 1 pour µ-presque tout u, on obtient que
1 + a(‖u‖)〈~z, u 〉 ≥ 1 + min{0, γ}
pour µ-presque tout u ∈ B(a, α] et tout z ∈ B(x, α]. D’autre part, tous ces couples de points
ve´rifient ‖z + u− y‖ = ‖z − x+ u− a‖ ≤ 2α ≤ .
On a donc
inf
z∈B(x,α]
Pz(X1 ∈ B(y, ] ) = inf
z∈B(x,α]
∫
11B(y,](z + u)(1 + a(‖u‖)〈~z, u 〉)µ(du)
≥ inf
z∈B(x,α]
∫
11B(a,α](u)(1 + a(‖u‖)〈~z, u 〉)µ(du)
≥ inf
z∈B(x,α]
∫
11B(a,α](u)(1 + min{0, γ})µ(du)
≥ (1 + min{0, γ})µ(B(a, α]) .
Cette dernie`re quantite´ est strictement positive car γ > −1 et a ∈ S.
Si x et y sont deux points de G, la marche ale´atoire de loi µ peut passer de x a` un voisinage de
y en un nombre fini de pas. Le lemme suivant, de nature purement alge´brique, montre que lorsque
x et y ne sont pas nuls on peut choisir les pas de sorte qu’ils soient tous autorise´s pour la marche
centrifuge.
Lemme 1.4. Soient x et y deux points de G∗. Pour tout  > 0, il existe un entier n ≥ 1 et une
suite finie x0, x1, . . . , xn de points de G∗ tels que :
(a) x0 = x et xn ∈ B(y, ) ;
(b) pour tout i = 0 . . . n− 1, les diffe´rences xi+1 − xi sont dans S ;
(c) pour tout i = 0 . . . n− 1, les points xi+1 et xi ne sont pas aligne´s avec l’origine.
De´monstration. Soient x et y deux points de G∗ et soit  > 0 suffisamment petit pour que la
boule B(y, ) ne contienne pas l’origine. Comme nous l’avons rappele´ en de´but de section, puisque
y − x ∈ G, il existe z1, z2, · · · , zn ∈ S tels que z1 + z2 + . . .+ zn ∈ B(y − x, ). En posant x0 = x et
xi = x0 + z1 + . . .+ zi pour i = 1 . . . n, on obtient une suite x0, x1, . . . , xn satisfaisant les points (a)
et (b) de l’e´nonce´. Si cette suite ne satisfait pas (c), alors on peut la modifier en introduisant des
points interme´diaires. Commenc¸ons par une modification mineure. Si deux points conse´cutifs xi et
xi+1 sont e´gaux, on choisit un pas non nul a ∈ S et l’on remplace dans la suite initiale la sous-suite
xi, xi+1 par xi, xi + a, xi+1. Comme xi + a − xi = a ∈ S et xi+1 − (xi + a) = −a ∈ S (car S est
syme´trique), la nouvelle suite ainsi obtenue satisfait encore l’hypothe`se (b). Nous pouvons donc, sans
perdre en ge´ne´ralite´, supposer que deux points conse´cutifs de la suite x0, x1, . . . , xn sont toujours
distincts. Conside´rons maintenant le premier couple (xi, xi+1) tel que xi et xi+1 soient aligne´s avec
l’origine. (Notons que xi 6= 0, car ou bien i = 0 et xi = x 6= 0, ou bien i ≥ 1 et par notre choix de i,
les points xi−1 et xi ne sont pas aligne´s avec l’origine.) Deux cas peuvent se produire :
– Si xi+1 6= 0, on choisit a ∈ S tel que a n’appartienne pas a` la droite (xi, xi+1) (ce qui est
possible car S n’est pas contenu dans un demi-espace). La suite xi, xi + a, xi+1 + a, xi+1 est
telle que deux points conse´cutifs ont leur diffe´rence dans S et ne sont pas aligne´s avec l’origine.
On remplace alors dans la suite de de´part x0, x1, . . . , xn la sous-suite xi, xi+1 par la sous-suite
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xi, xi + a, xi+1 + a, xi+1.
 
 
   
 
  
 
 	
ar
xi + a
rxi
r
xi+1 + a
rxi+1r0
– Si xi+1 = 0, alors xi+2 6= 0.
Si xi et xi+2 sont aligne´s avec l’origine, on choisit encore un a ∈ S n’appartenant pas a` la droite
(xi, xi+2). La suite xi, xi+a, xi+1+a, xi+2+a, xi+2 est telle que deux points conse´cutifs ont leur
diffe´rence dans S et ne sont pas aligne´s avec l’origine. On remplace alors dans la suite de de´part
x0, x1, . . . , xn la sous-suite xi, xi+1, xi+2 par la sous-suite xi, xi + a, xi+1 + a, xi+2 + a, xi+2.
 
 
   
 
  
 
 	
ar
xi + a
rxi
r
xi+2 + a
rxi+2r
r
xi+1 + a
0 = xi+1
Si xi et xi+2 ne sont pas aligne´s avec l’origine, alors la suite xi, xi + xi+2, xi+2 est telle que
deux points conse´cutifs ont leur diffe´rence dans S et ne sont pas aligne´s avec l’origine. On
remplace alors dans la suite de de´part x0, x1, . . . , xn la sous-suite xi, xi+1, xi+2 par la sous-
suite xi, xi + xi+2, xi+2.
 
 
 r
xi + xi+2
rxi
r
xi+2
r0 = xi+1
Dans tous les cas, la suite obtenue apre`s cette ope´ration contient strictement moins de couples de
points successifs aligne´s avec l’origine que la suite de de´part. En re´pe´tant cette ope´ration autant de
fois que cela est ne´cessaire, on obtient une suite satisfaisant les hypothe`ses (a), (b) et (c).
En combinant les lemmes 1.3 et 1.4 on de´duit que, pourvu qu’ils soient non nuls, deux points
joignables par la marche ale´atoire de loi µ le sont aussi par la marche centrifuge :
Lemme 1.5. Soient x et y deux points de G∗. Pour tout  > 0, il existe α > 0 et n ∈ N∗ tels que
inf
z∈B(x,α]
Pz(Xn ∈ B(y, ] ) > 0 .
De´monstration. Deux points x et y de G∗ et un re´el  > 0 e´tant fixe´s, conside´rons une suite
x = x0, x1, . . . , xn ayant les proprie´te´s e´nonce´es dans le lemme 1.4 et choisissons un re´el αn > 0 tel
que B(xn, αn] ⊂ B(y, ). Comme xn et xn−1 sont deux points de G∗ non aligne´s avec l’origine et
dont la diffe´rence xn − xn−1 appartient a` S, d’apre`s le lemme 1.3, il existe αn−1 > 0 tel que
inf
z∈B(xn−1,αn−1]
Pz(X1 ∈ B(xn, αn] ) > 0 .
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En re´pe´tant cet argument, on construit de proche en proche une suite αn, αn−1, . . . , α1, α0 de re´els
strictement positifs tels que, pour tout i = 0 . . . n− 1, on ait
inf
z∈B(xi,αi]
Pz(X1 ∈ B(xi+1, αi+1] ) > 0 .
Par la proprie´te´ de Markov, on a alors
inf
z∈B(x0,α0]
Pz(Xn ∈ B(xn, αn] ) ≥
n−1∏
i=0
inf
z∈B(xi,αi]
Pz(X1 ∈ B(xi+1, αi+1] ) > 0 ,
et l’on en de´duit que α = α0 convient.
On s’inte´resse a` pre´sent au comportement des pas lorsque la marche est issue d’un voisinage de
l’origine.
Lemme 1.6. Il existe deux re´els r′ > r > 0 tels que
inf
z∈B(0,r]
Pz(X1 ∈ O r′r ) > 0 .
De´monstration. Choisissons r > 0 tel que µ(O 2r) > 0, puis r
′ > 3r tel que µ(O r
′−r
2r ) > 0. Pour tout
z ∈ B(0, r] et tout y ∈ O r′−r2r , on a r ≤ ‖y‖ − ‖z‖ ≤ ‖z + y‖ ≤ r′, et l’on en de´duit que
inf
z∈B(0,r]
Pz(X1 ∈ O r′r ) = inf
z∈B(0,r]
∫
11O r′r (z + y) (1 + a(‖y‖)〈~z, y 〉)µ(dy) ,
≥ inf
z∈B(0,r]
∫
11
O r
′−r
2r
(y) (1 + a(‖y‖)〈~z, y 〉)µ(dy) .
Posons
f(z) =
∫
11
O r
′−r
2r
(y) (1 + a(‖y‖)〈~z, y 〉)µ(dy) .
On a f(0) = µ(O r
′−r
2r ) > 0. Puisque f est constante sur les demi-droites pointe´es, l’infimum de f
sur la boule B(0, r] prive´e de l’origine est e´gal a` son infimum sur la sphe`re S(0, r). Or la fonction
f y est continue, donc y atteint son minimum. Pour de´montrer le lemme, il suffit de prouver que f
ne s’annule pas sur S(0, r). Raisonnons par l’absurde et supposons qu’il existe un vecteur unitaire
~u ∈ Sd−1 tel que ∫
11
O r
′−r
2r
(y) (1 + a(‖y‖)〈 ~u, y 〉)µ(dy) = 0 .
Pour µ-presque tout y ∈ O r′−r2r , on a alors 1 + a(‖y‖)〈 ~u, y 〉 = 0. En tenant compte du fait que
µ-presque tout y ve´rifie a(‖y‖)‖y‖ ≤ 1, on en de´duit que µ-presque tout y de O r′−r2r re´alise l’e´galite´
〈 ~u, y 〉 = −‖y‖. Autrement dit, µ-presque tout y de O r′−r2r appartient a` la demi-droite engendre´e
par −~u. Cela est impossible car µ est syme´trique et O r′−r2r a une µ-mesure non nulle.
The´ore`me 1.7. Le support de la marche centrifuge est le meˆme que celui de la marche ale´atoire
de loi µ, prive´ e´ventuellement de l’origine. Plus pre´cise´ment, si y ∈ G∗ alors, pour tout  > 0 et
tout R > 0, il existe N ∈ N∗ tel que
inf
z∈B(0,R]∩G
sup
n≤N
Pz(Xn ∈ B(y, ] ) > 0 .
30
De´monstration. Il suffit d’e´tablir la seconde assertion. Soient y ∈ G∗ et  > 0. Conside´rons les deux
nombres re´els r′ > r > 0 donne´s par le lemme 1.6 et choisissons un re´el R ≥ r′. D’apre`s le lemme 1.5,
pour tout x ∈ ORr ∩G, il existe un re´el αx > 0 et un entier nx tels que
inf
z∈B(x,αx]
Pz(Xnx ∈ B(y, ] ) > 0 .
Comme la famille de boules {B(x, αx) : x ∈ ORr ∩ G} recouvre le compact ORr ∩ G, on peut en
extraire une sous-famille finie {B(x1, α1), . . . , B(xm, αm)} qui recouvre encore ORr ∩G. Si on pose
N = max{ni : i = 1 . . .m}, on obtient imme´diatement
(1.4) inf
z∈ORr ∩G
sup
n≤N
Pz(Xn ∈ B(y, ] ) > 0 .
Maintenant, par notre choix de r et R > r′, on a
inf
z∈B(0,r]
Pz(X1 ∈ ORr ) > 0 .
En utilisant la proprie´te´ de Markov et la relation (1.4), il vient alors
(1.5) inf
z∈B(0,r]
sup
n≤N+1
Pz(Xn ∈ B(y, ] ) > 0 .
En rassemblant (1.4) et (1.5), on obtient
inf
z∈B(0,R]∩G
sup
n≤N+1
Pz(Xn ∈ B(y, ] ) > 0 ;
ce qui est bien le re´sultat annonce´.
1.3 Estimations de moments
Dans cette section, nous rassemblons un certain nombre d’estimations qui se trouvent dans [13]
et que nous utiliserons a` plusieurs reprises.
Nous aurons besoin des notations suivantes. E´tant donne´es deux variables ale´atoires X et Y , on
e´crira :
– Y = O(X) s’il existe une fonction positive f et une constante C > 0 telles que f(x) ≤ C|x|
au voisinage de 0 et |Y (ω)| ≤ f(X(ω)), quel que soit l’ale´a ω ;
– Y = O(X) s’il existe une fonction positive f et une constante C > 0 telles que f(x) ≤ C|x|
pour tout x ∈ R et |Y (ω)| ≤ f(X(ω)), quel que soit l’ale´a ω.
Estimations de moments relatifs a` la norme de la marche centrifuge L’espe´rance condi-
tionnelle du carre´ du module s’obtient par un calcul direct :
Lemme 1.8 ([13], Proposition 1). On a
E(ρ2n+1 | Fn ) = ρ2n + 2mρn + V .
En e´crivant ρn+1 =
√
ρ2n + 2ρn〈 ~Xn, y 〉+ ‖y‖2, avec y = Xn+1 − Xn, et en effectuant un
de´veloppement limite´, on obtient assez facilement une estimation de l’espe´rance conditionnelle de
l’accroissement du module :
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Lemme 1.9 ([13], Proposition 1). On a
E(ρn+1 | Fn ) = ρn +m+ V −m
′
2ρn
+O
(
1
ρ2n
)
.
La moyenne de l’e´cart entre E(ρn+1 − ρn | Fn ) et m est pre´cise´ dans le lemme suivant :
Lemme 1.10 ([13], conse´quence du Lemme 2 et de la Proposition 1). Pour toute distribution
initiale ν et pour tout  > 0
Eν (|E(ρn+1 | Fn )− ρn −m|) = O(n−1+) .
On connaˆıt aussi l’ordre de grandeur de l’espe´rance de « l’inverse » du module :
Lemme 1.11 ([13], Lemme 4). Il existe α > 0 tel que, pour tout β > 0, il existe Cβ > 0 tel que,
pour tout n ≥ 1,
E
(
1
(1 + ρn)β
)
≤ Cβ
(1 + nα)β
.
Estimations de moments relatifs a` la direction de la marche centrifuge Les accroisse-
ments de la direction sont faciles a` controler en norme : commeXn+1−Xn est borne´ inde´pendamment
de n, l’ine´galite´ ‖x‖‖~x− ~y‖ ≤ 2‖x− y‖ implique le lemme suivant :
Lemme 1.12. Il existe une constante C ne de´pendant que de µ telle que, pour tout n ≥ 1, on ait
‖ ~Xn+1 − ~Xn‖ ≤ C1 + ρn .
La moyenne des accroissements est d’un ordre de grandeur infe´rieur :
Lemme 1.13 ([13], Lemme 3). On a
E( ~Xn+1 − ~Xn | Fn ) = O
(
1
ρ2n
)
.
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Chapitre 2
Comportement en norme de la
marche centrifuge
Re´sume´. Dans ce chapitre, nous comple´tons l’e´tude mene´e par J. D. Fouks, E. Lesigne et M. Peigne´
au sujet du comportement de la norme ρn de la marche centrifuge. Il a e´te´ de´montre´ que ρn satisfait
une loi forte des grands nombres avec vitesse de convergence ([13], The´ore`me 1) ; nous de´montrons
que ρn ve´rifie aussi une loi du logarithme ite´re´ (the´ore`me 2.2). Nous prouvons ensuite que le the´ore`me
limite central ([13], The´ore`me 2) s’e´tend en un principe d’invariance (the´ore`me 2.6).
2.1 Loi des grands nombres
Nous rappelons l’e´nonce´ de la loi forte des grands nombres obtenue par J. D. Fouks, E. Le-
signe et M. Peigne´. La de´monstration repose sur un principe que nous reprendrons souvent : la
suite conside´re´e est de´compose´e en une martingale a` laquelle on applique un the´ore`me classique de
convergence, et un reste dont on de´montre qu’il est ne´gligeable.
The´ore`me 2.1 ([13], The´ore`me 1). Quelle que soit la distribution initiale ν, et quel que soit  > 0,
on a
lim
n→∞
ρn − nm
n
1
2
+
= 0 Pν-p.s.
De´monstration. Pour tout entier n ≥ 1, on pose
Yn = (ρn − ρn−1)− E(ρn − ρn−1 | Fn−1 ) = ρn − E(ρn | Fn−1 ) ,
et
Zn = E(ρn − ρn−1 | Fn−1 )−m = E(ρn | Fn−1 )− ρn−1 −m ,
de sorte que
ρn − ρ0 − nm = Sn +Rn ,
avec Sn =
∑n
k=1 Yk et Rn =
∑n
k=1 Zk.
Le support de µ e´tant borne´, les accroissements |ρn+1 − ρn| sont borne´s par une constante C > 0
et l’on a donc |Yn| ≤ 2C. Comme la suite (Yn)n≥1 est une suite d’accroissements de martingale
uniforme´ment borne´s, la martingale
n∑
k=1
Yk
k1/2+
33
est borne´e en moyenne quadratique, donc presque suˆrement convergente. Le lemme de Kronecker
permet d’en de´duire que, presque suˆrement,
lim
n→∞n
−1/2−Sn = 0 .
Nous devons maintenant estimer le reste Rn. D’apre`s le lemme 1.10, on a Eν(|Zn|) = O(n−1+) quel
que soit  > 0. Par conse´quent, pour tout  > 0, la se´rie∑
n−Eν(|Zn|)
est convergente, et la se´rie ∑
n−|Zn|
converge donc presque suˆrement. En utilisant a` nouveau le lemme de Kronecker, on en de´duit que
lim
n→∞n
−Rn = 0 p.s.
Les estimations obtenues pour Sn et Rn suffisent a` de´montrer le the´ore`me.
2.2 Loi du logarithme ite´re´
Cette section est consacre´e a` la de´monstration de la loi du logarithme ite´re´ suivante :
The´ore`me 2.2 (Loi du logarithme ite´re´). Quelle que soit la distribution initiale, on a presque
suˆrement
lim sup
n→∞
ρn − nm√
2n(m′ −m2) log log n = +1 .
Comme dans la de´monstration du the´ore`me 2.1, on pose
Yn = (ρn − ρn−1)− E(ρn − ρn−1 | Fn−1 ) = ρn − E(ρn | Fn−1 ) ,
et
Zn = E(ρn − ρn−1 | Fn−1 )−m = E(ρn | Fn−1 )− ρn−1 −m ,
de sorte que
ρn − ρ0 − nm = Sn +Rn ,
avec Sn =
∑n
k=1 Yk et Rn =
∑n
k=1 Zk.
Au cours de la de´monstration de la loi forte des grands nombres (the´ore`me 2.1), nous avons
e´tabli le fait que pour tout  > 0 le reste Rn est presque suˆrement ne´gligeable devant n. Il s’ensuit
que
lim
n→∞
Rn√
2n(m′ −m2) log log n = 0 p.s.
Pour de´montrer le the´ore`me 2.2, il suffit donc de ve´rifier que
lim sup
n→∞
Sn√
2n(m′ −m2) log log n = +1 p.s.
Pour cela, nous utiliserons la loi du logarithme ite´re´ pour martingale suivante :
34
Proposition 2.3 ([24], Proposition VII-2-7). Soit {Sn,Fn}n≥1 une martingale de carre´ inte´grable
dont les accroissements Yk = Sk − Sk−1 sont uniforme´ment borne´s 1. Si on note
Vn =
n∑
k=1
E(Y 2k | Fk−1 )
la variance conditionnelle, alors
lim sup
n→∞
Sn√
2Vn log log Vn
= +1
presque suˆrement sur l’ensemble {Vn →∞}.
Nous pouvons appliquer directement ce re´sultat a` la martingale (Sn), car ses accroissements sont
uniforme´ment borne´s. Pour conclure, il suffit de ve´rifier que l’ensemble {Vn → ∞} est de mesure
pleine et que l’on peut remplacer Vn par n(m′ −m2). Cela est l’objet du lemme suivant.
Lemme 2.4. Presque suˆrement, on a
lim
n→∞
Vn
n(m′ −m2) = 1 .
De´monstration. On rappelle que
Yn+1 = ρn+1 − E(ρn+1 | Fn ) ,
donc
E(Y 2n+1 | Fn ) = E(ρ2n+1 | Fn )− E(ρn+1 | Fn )2 .
En utilisant les lemmes 1.8 et 1.9, on obtient
E(Y 2n+1 | Fn ) = m′ −m2 +O
(
1
ρn
)
.
Choisissons un ale´a ω tel que ρn(ω) soit e´quivalent a` nm (ce qui est re´alise´ par presque tout ω
d’apre`s la loi forte des grands nombres). Il existe alors une constante C > 0 telle que, pour tout
n ≥ 1, on ait ∣∣E(Y 2n+1 | Fn )(ω)− (m′ −m2)∣∣ ≤ Cnm .
Par ine´galite´ triangulaire, il vient∣∣∣∣∣
n∑
k=1
E(Y 2k+1 | Fk )(ω)− n(m′ −m2)
∣∣∣∣∣ ≤ Cm
n∑
k=1
1
k
.
Donc
lim
n→∞
Vn(ω)
n(m′ −m2) = 1 ,
d’apre`s le lemme de Cesa´ro. C’est ce qu’il fallait de´montrer.
1. i.e. supk |Yk| ≤ Cte p.s.
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D’apre`s la proposition 2.3, presque toute e´ventualite´ ω de {Vn ∼ n(m′ −m2)} ve´rifie
lim sup
n→∞
Sn(ω)√
2Vn(ω) log log Vn(ω)
= +1 .
Par ailleurs, une telle e´ventualite´ ve´rifie aussi
Vn(ω) log log Vn(ω) ∼ n(m′ −m2) log log n ;
donc
lim sup
n→∞
Sn(ω)√
2n(m′ −m2) log log n = +1 .
Comme l’ensemble {Vn ∼ n(m′ −m2)} a une mesure pleine, le the´ore`me 2.2 est de´montre´.
2.3 The´ore`me limite central fonctionnel
J.-D. Fouks, E. Lesigne et M. Peigne´ ont obtenu le the´ore`me limite central suivant :
The´ore`me 2.5 ([13], The´ore`me 2). Quelle que soit la distribution initiale de la chaˆıne, la suite(
ρn − nm√
n
)
converge en loi vers une gaussienne centre´e de variance m′ −m2.
Nous allons de´montrer que ce the´ore`me s’e´tend en un principe d’invariance pour la norme de
la marche centrifuge. Nous noterons C1 l’espace mesurable des fonctions continues w : [0, 1] → R
muni de sa tribu bore´lienne. Pour tout n ≥ 1, on note {Γn(t), t ∈ [0, 1]} le processus a` trajectoires
continues valant
ρk − ρ0 − km√
n(m′ −m2)
aux instants t = k/n et interpole´ line´airement ailleurs. Nous avons alors :
The´ore`me 2.6 (Principe d’invariance). Quelle que soit la distribution initiale, la suite de processus
(Γn) converge en loi sur C1 vers le mouvement brownien.
La me´thode pour e´tudier la convergence du processus Γn consiste a` l’e´crire comme une somme
de deux processus dont le premier peut eˆtre e´tudie´ a` l’aide de me´thodes de martingales, et le second
peut eˆtre controˆle´ directement par des estimations. Encore une fois, pour tout entier n ≥ 1, on pose
Yn = ρn − E(ρn | Fn−1 ) et Zn = E(ρn | Fn−1 )− ρn−1 −m ,
de sorte que Yn + Zn = ρn − ρn−1 −m. En posant Sn =
∑n
k=1 Yk et Rn =
∑n
k=1 Zk, on obtient la
de´composition
Sn +Rn = ρn − ρ0 − nm .
Le processus Γn s’e´crit alors comme la somme des deux processus Sn et Rn, de´finis respectivement
par
Sn(t) =
S[nt] + (nt− [nt])Y[nt]+1√
n(m′ −m2) et Rn(t) =
R[nt] + (nt− [nt])Z[nt]+1√
n(m′ −m2) .
Comme Sn est le « processus de Donsker » associe´ a` la martingale {Sn,Fn}, nous allons montrer
qu’il converge vers le mouvement brownien en appliquant un principe d’invariance pour martingale ;
nous de´montrerons ensuite que le reste Rn est asymptotiquement ne´gligeable, et cela ache`vera la
de´monstration du the´ore`me 2.6.
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Lemme 2.7. Quelle que soit la distribution initiale, la suite de processus (Sn) converge en loi sur
C1 vers le mouvement brownien.
De´monstration. Nous allons appliquer le the´ore`me A.1 a` la martingale {Sn,Fn} d’accroissements Yn.
Comme ces accroissements Yn sont tous borne´s par une meˆme constante, la condition de Lindeberg-
Feller du the´ore`me A.1 est trivialement ve´rifie´e.
Au cours de la de´monstration du lemme 2.4, nous avons e´tabli que
lim
n→∞
∣∣E(Y 2n | Fn−1 )− (m′ −m2)∣∣ = 0 p.s.
Le lemme de Cesa´ro permet d’en de´duire que pour tout t ∈ [0, 1],
lim
n→∞
1
n
[nt]∑
k=1
E(Y 2k | Fk−1 ) = t(m′ −m2) p.s.
La martingale {Sn/
√
m′ −m2,Fn} ve´rifie donc les deux hypothe`ses du the´ore`me A.1 et, par suite,
le processus Sn converge en loi vers le mouvement brownien.
Lemme 2.8. Quelle que soit la distribution initiale, la suite de processus (Rn) converge vers 0 en
probabilite´.
De´monstration. Pour tout entier n ≥ 1, on a
‖On‖ = sup
t∈[0,1]
|On(t)| = max
k≤n
|Rk|√
n(m′ −m2) ≤
∑n
k=1 |Zk|√
n(m′ −m2) .
Par l’ine´galite´ de Markov, il vient
Pν( ‖On‖ ≥ δ ) ≤
∑n
k=1 Eν( |Zk| )
δ
√
n(m′ −m2)
pour tout δ > 0. Or, nous savons d’apre`s le lemme 1.10 que Eν( |Zn| ) = O(n−1+) pour tout  > 0.
En particulier, la se´rie de terme ge´ne´ral n−1/2Eν( |Zn| ) est convergente, et le lemme de Kronecker
permet d’en de´duire que limn→∞ n−1/2
∑n
k=1 Eν( |Zk| ) = 0. D’ou` le lemme.
De´monstration du The´ore`me 2.6. Le the´ore`me se de´duit des lemmes 2.7 et 2.8.
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Chapitre 3
Comportement en direction de la
marche centrifuge
Re´sume´. La suite des directions ( ~Xn) de la marche ale´atoire centrifuge converge presque suˆrement
vers une direction limite ~X. Nous de´montrons que
√
n( ~X − ~Xn) converge en loi lorsque n tend vers
l’infini, et nous identifions ge´ome´triquement la loi limite.
3.1 Convergence de la direction de la marche centrifuge
Dans [13], il est de´montre´ que la suite des directions ( ~Xn) de la marche centrifuge converge
presque suˆrement vers une direction limite ~X. Bien que cela ne soit pas mentionne´ dans l’article,
la de´monstration qui est donne´e de ce re´sultat permet aussi d’obtenir une vitesse de convergence.
Nous la rappelons ici.
The´ore`me 3.1 ([13], The´ore`me 3). La suite des directions ( ~Xn) converge presque suˆrement vers
une direction limite ~X, et pour tout  > 0,
lim
n→∞n
1
2
−( ~Xn − ~X) = 0 p.s.
De´monstration. Posons
Yn = ~Xn − ~Xn−1 − E( ~Xn − ~Xn−1 | Fn−1 )
et
Zn = E( ~Xn − ~Xn−1 | Fn−1 ) .
D’apre`s les lemmes 1.12 et 1.11, on a
E(‖Yn‖2) ≤ C(1 + nα)2 .
Cela montre que pour tout  > 0, la martingale
∑n
k=1 k
1/2−Yk est borne´e en moyenne quadra-
tique, donc presque suˆrement convergente. De meˆme, la se´rie
∑
k1/2−Zk est presque suˆrement
convergente, car Zn = O(n−2) (cf. lemme 1.13 et loi forte des grands nombres). Par conse´quent, la
se´rie ∑
k1/2−( ~Xk − ~Xk−1) =
∑
k1/2−Yk +
∑
k1/2−Zk
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est presque suˆrement convergente, et le lemme de ... permet d’en de´duire que
lim
n→∞n
1/2−
∞∑
k=n+1
( ~Xk − ~Xk−1) = 0 p.s.
Le the´ore`me 3.1 ne peut manquer de susciter la question suivante : l’exposant 1/2 constitue-t-il
une limite the´orique dans le sens ou`
√
n( ~Xn − ~X) aurait une limite (en loi) non de´ge´ne´re´e, ou bien
est-il simplement une limite technique due aux me´thodes utilise´es ? Dans un premier temps, nous
allons e´tudier cette question en dimension d = 2, ou` l’e´tude de la suite des directions peut eˆtre
ramene´e a` un proble`me unidimensionnel en conside´rant la suite des angles de la marche centrifuge.
3.2 The´ore`me limite central pour l’angle de la marche centrifuge
plane
Dans toute cette section, nous nous plac¸ons dans le cas ou` la dimension d est e´gale a` 2.
3.2.1 Angle de la marche centrifuge : de´finition et convergence
On appelle angle d’un vecteur ~u ∈ S1 tout nombre re´el θ tel que eiθ = ~u, et l’on de´finit la
suite (θn) des angles de la marche centrifuge, trajectoire par trajectoire, de fac¸on a` rendre les
accroissements θn+1 − θn minimaux :
– θ1 est l’unique angle de ~X1 appartenant a` l’intervalle [−pi, pi[ ;
– pour tout n ≥ 1, θn+1 est l’unique angle de ~Xn+1 appartenant a` l’intervalle [θn − pi, θn + pi[.
De´finir la suite des angles (θn) avec toutes ces pre´cautions permet de comparer ses accroissements
θn+1 − θn avec les accroissements ~Xn+1 − ~Xn de la suite des directions. En particulier, nous allons
voir que la suite des angles converge presque suˆrement vers un angle limite, et que la vitesse de
convergence est encore de l’ordre de n−1/2+.
Pour tout x ∈ S1, on note arg(x) l’unique angle de x appartenant a` l’intervalle [−pi, pi[ et lx
la longueur de la corde joignant x au point (1, 0). La longueur de la corde lx permet de controˆler
l’argument de x :
Lemme 3.2. Pour tout x ∈ S1, on a
| arg(x)| = lx + l2x χ(lx) ,
ou` χ est une fonction continue sur l’intervalle [0, 2].
De´monstration. On a l2x = 2(1− cos(arg(x)), donc
arccos(1− l2x/2) = arccos(cos(arg(x))) = | arg(x)| .
On conclut en effectuant un de´veloppement limite´ a` l’ordre 2 de la fonction t 7→ arccos(1− t2/2) au
voisinage de 0.
Nous pouvons traduire le the´ore`me 3.1 de convergence de la suite des directions ( ~Xn) en terme
de convergence de la suite des angles (θn) :
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Proposition 3.3. La suite des angles (θn) converge presque suˆrement vers un angle limite θ et,
pour tout  > 0, on a
lim
n→∞n
1
2
−(θn − θ) = 0 p.s.
De´monstration. Nous savons que les re´sultats annonce´s sont vrais pour la suite des directions ( ~Xn).
Il nous suffit donc de montrer comment l’on peut comparer ~Xn et θn. Fixons un  > 0 et conside´rons
une e´ventualite´ ω pour laquelle on a
lim
n→∞n
1
2
−( ~Xn − ~X)(ω) = 0 .
(Dans la suite on omettra le ω). Posons α = arg( ~X) et notons αn l’angle du vecteur ~Xn appartenant
a` l’intervalle ]α − pi, α + pi]. Il est clair que la suite (αn) converge vers α. Soit alors n0 un entier
tel que pour tous n,m ≥ n0, on ait |αn − αm| < pi ; le nombre αm est alors l’unique angle de ~Xm
appartenant a` l’intervalle [αn − pi, αn + pi[ et le lemme 3.2 donne
|αn − αm| = ‖ ~Xn − ~Xm‖+ ‖ ~Xn − ~Xm‖2 χ(‖ ~Xn − ~Xm‖) .
Posons c = θn0 − αn0 . Comme |αn0+1 + c − θn0 | = |αn0+1 − αn0 | < pi, on a θn0+1 = αn0+1 + c par
de´finition de θn0+1. Par re´currence, on voit que θn = αn+c pour tout n ≥ n0, et ainsi, les diffe´rences
|αn − αm| sont e´gales aux diffe´rences |θn − θm| pour tous m,n ≥ n0. On a donc
|θn − θm| = ‖ ~Xn − ~Xm‖+ ‖ ~Xn − ~Xm‖2 χ(‖ ~Xn − ~Xm‖) .
Ce de´veloppement prouve que la suite (θn) est de Cauchy, donc qu’elle converge vers une limite θ.
En faisant tendre m vers l’infini dans cette relation, il vient alors
|θn − θ| = ‖ ~Xn − ~X‖+ ‖ ~Xn − ~X‖2 χ(‖ ~Xn − ~X‖) .
Compte tenu du the´ore`me 3.1, on en de´duit que
lim
n→∞n
1
2
−(θn − θ) = 0 .
3.2.2 Quelques estimations
Pour mener a` bien notre e´tude, nous avons besoin de nouvelles estimations de la norme des
accroissements de la suite des directions que nous appliquerons ensuite a` la suite des angles.
On rappelle que V =
∫ ‖y‖2 µ(dy) = dm′.
Lemme 3.4. On a
E(‖ ~Xn+1 − ~Xn‖2 | Fn ) = V −m
′
ρ2n
+O
(
1
ρ3n
)
.
De´monstration. Posons µ~u(dy) = (1 + a(‖y‖)〈 ~u, y 〉)µ(dy). On a
E( ~Xn+1 − ~Xn | Fn ) =
∫  ρn ~Xn + y√
ρ2n + 2ρn〈 y, ~Xn 〉+ ‖y‖2
− ~Xn
 µ ~Xn(dy)
=
∫  ~Xn + yρ−1n√
1 + 2〈 y, ~Xn 〉ρ−1n + ‖y‖2ρ−2n
− ~Xn
 µ ~Xn(dy) .
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Pour tout triplet de re´els (a, b, x) tel que 1 + ax + bx2 ≥ 0 et x 6= 0, on de´finit la quantite´ Fa,b(x)
par la formule
1√
1 + ax+ bx2
= 1− a
2
x+ (
3
8
a2 − b
2
)x2 + x3Fa,b(x) .
En utilisant ce de´veloppement avec a = 2〈 y, ~Xn 〉, b = ‖y‖2 et x = ρ−1n , il vient
E( ~Xn+1 − ~Xn | Fn ) = ρ−1n
∫
(y − ~Xn〈 y, ~Xn 〉)µ ~Xn(dy)︸ ︷︷ ︸
=an
+ρ−2n
∫ (
~Xn
(
3
2
〈 y, ~Xn 〉2 − ‖y‖
2
2
)
− y〈 y, ~Xn 〉
)
µ ~Xn(dy)︸ ︷︷ ︸
bn
+ρ−3n
∫ (
Fa,b(ρ−1n )( ~Xn + yρ
−1
n ) +
3
2
y〈 y, ~Xn 〉2 − y‖y‖
2
2
)
µ ~Xn(dy)︸ ︷︷ ︸
=cn
.
Le premier terme an est nul car on peut l’e´crire
an =
∫
y µ ~Xn(dy)− ~Xn〈
∫
y µ ~Xn(dy),
~Xn 〉 ,
et l’on sait que
∫
y µ ~Xn(dy) = m
~Xn (proposition 1.1).
Calculons bn. Puisque l’inte´grale de toute fonction impaire contre µ est nulle, l’expression bn se
simplifie en
bn =
∫ (
~Xn
(
3
2
〈 y, ~Xn 〉2 − ‖y‖
2
2
)
− y〈 y, ~Xn 〉
)
µ(dy) ,
= ~Xn
32
∫
〈 y, ~Xn 〉2 µ(dy)︸ ︷︷ ︸
=m′
−1
2
∫
‖y‖2 µ(dy)︸ ︷︷ ︸
=V
− ∫ y〈 y, ~Xn 〉µ(dy) ,
= ~Xn
(
3
2
m′ − 1
2
V
)
−
∫
y〈 y, ~Xn 〉µ(dy) .
Or, d’apre`s la relation (1.2) p. 26, on a
∫
y〈 y, ~Xn 〉µ(dy) = m ~Xn, donc
bn =
(
m′ − V
2
)
~Xn .
Il nous reste a` estimer cn et pour cela nous devons controˆler la quantite´ Fa,b(x). Nous allons
de´montrer que lorsque a et b demeurent dans un compact de R, la quantite´ Fa,b(x) est borne´e
au voisinage de x = 0. Soit K une partie compacte de R et soit  > 0 tel que, pour tous a, b ∈ K
et x ∈ [−, ], la quantite´ 1 + ax+ bx2 soit strictement positive. Pour a, b dans K et x ∈ [−, ], la
formule de Taylor a` l’ordre 2 s’e´crit :
1√
1 + ax+ bx2
= 1− a
2
x+
(
3
8
a2 − b
2
)
x2 +
x3
2
∫ 1
0
(1− u)2 f (3)a,b (ux) du ,
et nous donne donc
Fa,b(x) =
1
2
∫ 1
0
(1− u)2 f (3)a,b (ux) du .
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Or, la fonction de trois variables (a, b, x) 7→ f (3)a,b (x), de´finie sur le pave´ K×K×[−, ], y est continue
et donc majore´e par une constante C > 0. Pour tous a, b ∈ K et x ∈ [−, ], on a donc
|Fa,b(x)| ≤ C2
∫ 1
0
(1− u)2 du ,
ce qui est bien le re´sultat annonce´.
Comme le support de µ est borne´, les quantite´s a = 2〈 y, ~Xn 〉 et b = ‖y‖2 demeurent dans un
compact lorsque y parcourt le support de µ, et Fa,b(x) est donc borne´e au voisinage de x = 0,
uniforme´ment en y dans le support de µ. On en de´duit que ρ−3n cn = O(ρ−3n ).
La formule ‖ ~Xn+1 − ~Xn‖2 = −2〈 ~Xn+1 − ~Xn, ~Xn 〉 permet finalement de conclure que
E(‖ ~Xn+1 − ~Xn‖2 | Fn ) = −2〈E( ~Xn+1 − ~Xn | Fn ), ~Xn 〉
= −2ρ−2n 〈 bn, ~Xn 〉+O(ρ−3n )
= ρ−2n (V −m′) +O(ρ−3n ) .
Au cours de la de´monstration de la proposition 3.3, nous avons e´tabli que presque suˆrement,
pour tout n assez grand, on a
|θn+1 − θn| = ‖ ~Xn+1 − ~Xn‖+ ‖ ~Xn+1 − ~Xn‖2 χ(‖ ~Xn+1 − ~Xn‖) .
Cette relation permet de de´duire du lemme 3.4 un e´quivalent de l’espe´rance conditionnelle du carre´
des accroissements de la suite de angles :
Corollaire 3.5. Presque suˆrement, on a
E((θn+1 − θn)2 | Fn ) ∼ m
′
n2m2
.
De´monstration. Vu ce qui pre´ce`de, c’est imme´diat si l’on se rappelle que ρn est presque suˆrement
e´quivalent a` nm.
Nous terminons cette section avec une estimation de l’espe´rance conditionnelle des accrois-
sements de la suite des angles. Il s’agit essentiellement d’une traduction en terme d’angle du
lemme 1.13.
Lemme 3.6. Presque suˆrement, pour tout  > 0, on a
lim
n→∞n
2− E(θn+1 − θn | Fn ) = 0 .
De´monstration. La formule de Taylor avec reste inte´gral e´crite a` l’ordre 2 donne, pour tout re´el x,
eix = 1 + ix− x2
∫ 1
0
(1− u) eiux du ,
soit, puisque
∫ 1
0 (1− u) du = 12 ,
eix − 1 = ix+R(x),
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avec |R(x)| ≤ x2/2. En appliquant cette ine´galite´ avec x = θn+1 − θn, et en prenant de part et
d’autre l’espe´rance conditionnelle, on obtient
e−iθnE(eiθn+1 − eiθn | Fn ) = iE(θn+1 − θn | Fn ) + E(R(θn+1 − θn) | Fn ) ,
et l’on en de´duit
|E(θn+1 − θn | Fn )| ≤ |E(eiθn+1 − eiθn | Fn )|+ 12 E((θn+1 − θn)
2 | Fn ) .
Or, on sait d’une part (lemme 1.13 et loi forte des grands nombre), que E(eiθn+1−eiθn | Fn ) = O(n−2)
et d’autre part, que E((θn+1 − θn)2 | Fn ) est de l’ordre de n−2. Le re´sultat annonce´ s’en de´duit
imme´diatement.
3.2.3 De´monstration du the´ore`me limite central pour l’angle
Dans cette section, nous allons de´montrer le the´ore`me limite central suivant, relatif a` la suite
des angles de la marche centrifuge :
The´ore`me 3.7. La suite normalise´e des e´carts a` l’angle limite (
√
n(θ− θn))n converge en loi vers
une loi normale centre´e et de variance m′/m2.
Nous allons encore utiliser un argument de martingale. On pose θ0 = 0. Par construction de la
suite des angles, on a toujours |θn+1 − θn| ≤ pi, donc la variable ale´atoire θn+1 − θn est dans L2.
Posons
Yn = (θn − θn−1)− E(θn − θn−1 | Fn−1 )
et
Zn = E(θn − θn−1 | Fn−1 ) ,
de sorte que
θn − θn−1 = Yn + Zn et θ − θn =
∞∑
k=n+1
(Yk + Zk) .
Nous nous inte´ressons d’abord a` la suite d’accroissements de martingale (Yn). On a
E(Y 2n+1 ) ≤ E( (θn+1 − θn)2 ) ≤ CE( ‖ ~Xn+1 − ~Xn‖2 ) ,
et en utilisant les lemmes 1.12 et 1.11, il vient
E(Y 2n+1 ) ≤
C
(1 + nα)2
.
Cela prouve que la se´rie
∑
E(Y 2n ) est convergente ; la martingale Sn =
∑n
k=1 Yk est donc borne´e
dans L2.
Afin d’appliquer un the´ore`me limite central pour martingale a` Sn, nous devons estimer sa va-
riance conditionnelle
Vn =
∞∑
k=n+1
E(Y 2k | Fk−1 ) .
Pour tout n ≥ 0, on a
E(Y 2n+1 | Fn ) = E((θn+1 − θn)2 | Fn )− E(θn+1 − θn | Fn )2 .
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En utilisant le corollaire 3.5 et le lemme 3.6, on voit que E(Y 2n+1 | Fn ) est presque suˆrement
e´quivalent a` m′/(n2m2). Par sommation, on en de´duit que
Vn ∼ 1
n
(
m′
m2
)
p.s.
Posons s2n = n
−1(m′/m2). Nous allons maintenant ve´rifier la condition de Lindeberg-Feller :
Lemme 3.8. Presque suˆrement, pour tout  > 0, on a
lim
n→∞ s
−2
n
∞∑
k=n+1
E(Y 2k 11{|Yk|≥sn} ) = 0 .
De´monstration. L’ine´galite´ de Cauchy-Schwarz donne
E(Y 2k 11{|Yk|≥sn} ) ≤ E(Y 4k )1/2 P( |Yk| ≥ sn )1/2 ,
et, en utilisant l’ine´galite´ de Markov pour majorer le second terme du produit de droite, il vient
E(Y 2k 11{|Yk|≥sn} ) ≤ E(Y 4k )1/2
(
1
4 s4n
E(Y 4k )
)1/2
=
1
2 s2n
E(Y 4k ) .
En sommant, on obtient alors la majoration
(3.1) s−2n
∞∑
k=n+1
E(Y 2k 11{|Yk|≥sn} ) ≤
1
2 s4n
∞∑
i=n+1
E(Y 4i ) .
Estimons E(Y 4n+1 ). Comme
|Yn+1| ≤ |θn+1 − θn|+ E(|θn+1 − θn| | Fn ) ,
on a
|Yn+1| ≤ C
(
‖ ~Xn+1 − ~Xn‖+ E(‖ ~Xn+1 − ~Xn‖ |Fn )
)
,
et le lemme 1.12 conduit a` la majoration
|Yn+1| ≤ C
(
C
1 + ρn
+ E
(
C
1 + ρn
| Fn
))
=
C
1 + ρn
.
On de´duit alors du lemme 1.11 que
E( |Yn+1|4 ) ≤ C(1 + nα)4 ,
puis, en introduisant cette majoration dans la relation (3.1), on obtient finalement
s−2n
∞∑
k=n+1
E(Y 2k 11{|Yk|≥sn} ) ≤
C
2 s4n
∞∑
k=n
1
(1 + kα)4
.
Comme la somme dans le membre de droite de cette ine´galite´ est de l’ordre de n−3 et que s4n est de
l’ordre de n−2 le lemme est de´montre´.
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Puisque toutes les hypothe`ses du the´ore`me A.2 sont ve´rifie´es par la suite d’accroissements de
martingale (Yn), la suite
√
n
( ∞∑
k=n+1
Yk
)
converge en loi vers une loi normale centre´e et de variance m′/m2.
Compte tenu de la de´composition
θ − θn =
∞∑
k=n+1
(θk − θk−1) =
∞∑
k=n+1
Yk +
∞∑
k=n+1
E(θk − θk−1 | Fk−1 ) ,
pour de´montrer le the´ore`me 3.7 il suffit de ve´rifier que
lim
n→∞
√
n
∞∑
k=n+1
E(θk − θk−1 | Fk−1 ) = 0 p.s.
D’apre`s le lemme 3.6, on a presque suˆrement
lim
n→∞n
500
333E(θn − θn−1 | Fn−1 ) = 0 .
Si l’on fixe une e´ventualite´ ω qui ve´rifie la convergence pre´ce´dente, alors il existe une constante C
telle que, pour tout n, on ait
|E(θn − θn−1 | Fn−1 )(ω)| ≤ Cn− 500333 .
En sommant, on obtient
∞∑
k=n+1
|E(θk − θk−1 | Fk−1 )(ω)| ≤ C
∞∑
k=n+1
k−
500
333 ∼ Cn− 500333+1 .
Puis, puisque
√
n× n− 500333+1 = n− 1666 tend vers 0 quand n tend vers l’infini, il vient
lim
n→∞
√
n
∞∑
k=n+1
|E(θk − θk−1 | Fk−1 )(ω)| = 0 .
Comme cela est vrai pour presque tout ω, on de´duit du lemme de Slutsky que la suite de terme
ge´ne´ral
√
n(θ−θn) converge en loi vers la meˆme limite que la suite de terme ge´ne´ral
√
n
∑∞
k=n+1 Yk.
D’ou` le the´ore`me.
3.3 The´ore`me limite central pour la direction de la marche cen-
trifuge
Pour une marche centrifuge plane, nous avons traite´ le proble`me de la convergence de la direction
en le « re´duisant » a` un proble`me d’angle, mais en dimension supe´rieure a` 2, une telle approche
n’est pas envisageable : en dimension 3 par exemple, il faudrait conside´rer un couple d’angles
et se poserait alors le proble`me de l’inde´pendance de ces deux angles. Pour aborder le proble`me
en dimension quelconque, nous allons simplement utiliser des outils plus sophistique´s que nous
appliquerons directement a` la suite des directions ~Xn.
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3.3.1 Quelques commentaires a` propos de la dimension deux
Dans le cas de la dimension 2, nous avons obtenu un the´ore`me limite central pour l’angle de la
marche centrifuge. Voyons ce qu’il nous apprend sur la direction de la marche.
Pour x assez petit, on a eix ∼= 1+ix, donc ei(θn−θ)−1 ∼= i(θn−θ), ou encore eiθn−eiθ ∼= i(θn−θ) eiθ.
En terme de vecteurs, cette relation se traduit par
√
n( ~Xn − ~X) ∼=
√
n(θn − θ)R( ~X) ,
ou` R est la rotation d’angle pi/2. Si les variables
√
n(θn − θ) et U := R( ~X) e´taient inde´pendantes,
le the´ore`me 3.7 prouverait que la suite
√
n( ~Xn − ~X) converge en loi vers la variable ρU , ou` ρ est
une variable de loi N (0,m′m−2) inde´pendante de U . Supposons que cela soit vrai et calculons la
fonction caracte´ristique φ de la variable ρU . Pour tout t ∈ R2, on a
φ(t) = E( ei〈 t,ρU 〉 ) = E(E(eiρ〈 t,U 〉 |U ) ) .
Comme les variables ρ et U sont inde´pendantes, l’espe´rance conditionnelle E(eiρ〈 t,U 〉 |U ) est la
fonction caracte´ristique de ρ e´value´e en 〈 t, U 〉. Puisque ρ suit une loi N (0,m′/m2), il vient
φ(t) = E( e−
1
2
m′
m2
〈 t,U 〉2 ) .
Cette fonction caracte´ristique est un « me´lange » de fonctions caracte´ristiques de lois normales.
3.3.2 De nouvelles estimations
Afin de ne pas me´langer les indices relatifs au « temps » et ceux relatifs a` l’espace, ces derniers
seront note´s en exposant : les d coordonne´es d’un point x ∈ Rd seront note´es x1, x2, . . . , xd. On
rappelle que la matrice de covariance de la loi µ est e´gale a`m′I ; autrement dit, pour tous 1 ≤ i, j ≤ d,
on a ∫
yiyj µ(dy) = m′δij .
L’estimation suivante est importante pour e´tablir le the´ore`me limite central relatif a` la direction de
la marche centrifuge.
Lemme 3.9. Presque suˆrement, pour tous 1 ≤ i, j ≤ d, on a
lim
n→∞n
2E(( ~Xn+1 − ~Xn)i( ~Xn+1 − ~Xn)j | Fn ) = m
′
m2
(δij − ~Xi ~Xj) .
De´monstration. En posant Xn+1 = Xn + y et en utilisant les estimations du lemme 3.4, on obtient
le de´veloppement
~Xn+1 − ~Xn = ρ−1n
(
y − ~Xn〈 y, ~Xn 〉
)
+O(ρ−2n )
dont on de´duit que
( ~Xn+1 − ~Xn)i( ~Xn+1 − ~Xn)j = ρ−2n
(
yiyj − ~Xinyj〈 y, ~Xn 〉 − ~Xjnyi〈 y, ~Xn 〉
+〈 y, ~Xn 〉2 ~Xin ~Xjn
)
+O(ρ−3n ) .
Comme toutes les fonctions de la variable y apparaissant explicitement dans le membre de droite
de cette e´galite´ sont des fonctions paires, inte´grer cette expression contre la mesure µ ~Xn(dy) =
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(1 + a(‖y‖)〈 ~Xn, y 〉)µ(dy) revient simplement a` l’inte´grer contre µ ; donc
E(( ~Xn+1 − ~Xn)i( ~Xn+1 − ~Xn)j | Fn )(3.2)
= ρ−2n
(∫
yiyj µ(dy)− ~Xin
∫
yj〈 y, ~Xn 〉µ(dy)
− ~Xjn
∫
yi〈 y, ~Xn 〉µ(dy) + ~Xin ~Xjn
∫
〈 y, ~Xn 〉2 µ(dy)
)
+O(ρ−3n ) .
Puisque ∫
yj〈 y, ~Xn 〉µ(dy) =
d∑
k=1
∫
yjyk ~Xkn µ(dy) = m
′ ~Xjn
et ∫
〈 y, ~Xn 〉2 µ(dy) = m′ ,
la relation (3.2) se simplifie finalement en
E(( ~Xn+1 − ~Xn)i( ~Xn+1 − ~Xn)j | Fn ) = ρ−2n m′(δij − ~Xin ~Xjn) +O(ρ−3n ) .
Le lemme se de´duit alors de l’e´quivalence presque suˆre de ρn avec nm et de la convergence de la
suite ( ~Xn) vers le vecteur ~X.
3.3.3 De´monstration du the´ore`me limite central pour la direction
Nous allons maintenant de´montrer le the´ore`me limite central suivant, relatif a` la direction de la
marche centrifuge :
The´ore`me 3.10. La suite de terme ge´ne´ral
√
n( ~X − ~Xn) converge en loi vers une loi dont la
fonction caracte´ristique φ est donne´e par la formule
φ(t) = E
(
e−
1
2
〈 t,Γt 〉
)
,
ou` Γ est la matrice ale´atoire dont les coefficients γij valent m′m−2(δij − ~Xi ~Xj).
Remarque. Une interpre´tation ge´ome´trique de la loi limite est donne´e en fin de section.
Conside´rons la suite d’accroissements de martingale (∆n) de´finie par
∆n = ~Xn − ~Xn−1 − E( ~Xn − ~Xn−1 | Fn−1 ) .
On a
‖∆n+1‖ ≤ ‖ ~Xn+1 − ~Xn‖+ E(‖ ~Xn+1 − ~Xn‖ |Fn ) ,
si bien qu’en majorant ‖ ~Xn+1 − ~Xn‖ par C(1 + ρn)−1 on obtient
‖∆n+1‖ ≤ C1 + ρn .
Le lemme 1.11 conduit alors a` la majoration
E( ‖∆n+1‖2 ) ≤ C(1 + nα)2
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dont on de´duit que la se´rie
∑
E( ‖∆n‖2 ) est convergente. La martingale Zn =
∑n
k=1 ∆k est donc
borne´e dans L2.
Nous allons appliquer le the´ore`me limite central A.3 a` la martingale Zn. Pour cela, nous devons
d’abord estimer les variances conditionnelles
V ijn =
∞∑
k=n+1
E(∆ik∆
j
k | Fk−1 ) .
Lemme 3.11 (Estimation de V ijn ). Presque suˆrement, pour tous 1 ≤ i, j ≤ d, on a
lim
n→∞nV
ij
n =
m′
m2
(δij − ~Xi ~Xj) .
De´monstration. On a
E(∆in+1∆
j
n+1 | Fn ) = E(( ~Xn+1 − ~Xn)i( ~Xn+1 − ~Xn)j | Fn )
−E( ~Xn+1 − ~Xn | Fn )i E( ~Xn+1 − ~Xn | Fn )j .
D’apre`s le lemme 1.13 et la loi forte des grands nombres, E( ~Xn+1 − ~Xn | Fn ) est presque suˆrement
de l’ordre de n−2, donc
E( ~Xn+1 − ~Xn | Fn )i E( ~Xn+1 − ~Xn | Fn )j
est ne´gligeable devant n−2. Par conse´quent, l’estimation du lemme 3.9 donne
lim
n→∞n
2E(∆in+1∆
j
n+1 | Fn ) =
m′
m2
(δij − ~Xi ~Xj)
Le re´sultat annonce´ s’en de´duit par sommation.
Posons s2n = n
−1. Le lemme suivant montre que la suite d’accroissements de martingale (∆n)
satisfait la condition de Lindeberg-Feller du the´ore`me A.3 ; il se de´montre exactement comme le
lemme 3.8.
Lemme 3.12. Presque suˆrement, pour tout  > 0, on a
lim
n→∞ s
−2
n
∞∑
k=n+1
E( ‖∆k‖211{‖∆k‖≥sn} ) = 0 .
Vu les lemmes 3.11 et 3.12, le the´ore`me A.3 montre que la suite
(√
n
∑∞
k=n+1 ∆k
)
converge en
loi vers une loi dont la fonction caracte´ristique φ est donne´e par la formule
φ(t) = E
(
e−
1
2
〈 t,Γt 〉
)
,
ou` Γ est la matrice ale´atoire dont les coefficients γij valent m′m−2(δij − ~Xi ~Xj).
Comme
~X − ~Xn =
∞∑
k=n+1
( ~Xk − ~Xk−1) =
∞∑
k=n+1
∆k +
∞∑
k=n+1
E( ~Xk − ~Xk−1 | Fk−1 ) ,
pour de´montrer le the´ore`me 3.10, il suffit de ve´rifier que
lim
n→∞
√
n
∞∑
k=n+1
E( ~Xk − ~Xk−1 | Fk−1 ) = 0 p.s.
Or, cela est clair puisque nous avons de´ja` remarque´ que E( ~Xn+1− ~Xn | Fn ) e´tait presque suˆrement
de l’ordre de n−2. Le the´ore`me limite central pour la direction est donc de´montre´.
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Identification ge´ome´trique de la loi limite Afin d’identifier ge´ome´triquement la loi limite,
nous conside´rons :
– une famille {(e1(~u), e2(~u), . . . , ed(~u)) : ~u ∈ Sd−1} de bases orthonorme´es de Rd telles que
e1(~u) = ~u ;
– des variables ale´atoires ρ2, ρ3, . . . , ρd de loi normale N (0, m′m2 ) telles que ρ2, ρ3, . . . , ρd et ~X
soient mutuellement inde´pendantes.
Le vecteur ale´atoire Y = ρ2e2( ~X) + ρ3e3( ~X) + · · · + ρded( ~X) donne alors une repre´sentation de la
loi limite :
Proposition 3.13. La loi limite de
√
n( ~X − ~Xn) est identique a` la loi du vecteur Y .
De´monstration. Il suffit de ve´rifier que la fonction caracte´ristique φY du vecteur ale´atoire Y co¨ıncide
en tout point t ∈ Rd avec φ(t) = E
(
e−
1
2
〈 t,Γt 〉
)
. Par inde´pendance des variables ρ2, . . . , ρd et ~X, on
a
φZ(t) = E
(
d∏
k=2
eiρk〈 t,ek( ~X) 〉
)
= E
(
d−1∏
k=2
E(eiρk〈 t,ek( ~X) 〉 | ~X )
)
= E
(
d−1∏
k=2
e−
m′
2m2
〈 t,ek( ~X) 〉2
)
.
Comme la famille de vecteurs { ~X, e2( ~X), e3( ~X), . . . , ed( ~X)} est une base orthonorme´e de Rd, on a
d∑
k=2
〈 t, ek( ~X) 〉2 = ‖t‖2 − 〈 t, ~X 〉2 =
d∑
k=1
(tk)2 −
∑
1≤i,j≤d
titj ~Xi ~Xj =
∑
1≤i,j≤d
titj(δij − ~Xi ~Xj) ;
de sorte que
m′
2m2
d∑
k=2
〈 t, ek( ~X) 〉2 = 12〈 t,Γt 〉 ;
donc
φY (t) = E
(
e−
1
2
〈 t,Γt 〉
)
= φ(t) .
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Chapitre 4
Comportement global de la marche
centrifuge
Re´sume´. Les informations obtenues dans les deux chapitres pre´ce´dents concernant le comportement
du module ρn et de la direction ~Xn conduisent naturellement a` formuler une conjecture (4.1) relative
au comportement asymptotique de la loi de la marche (Xn). Les re´sultats des chapitres pre´ce´dents
ne suffisent ni a` confirmer ni a` infirmer cette conjecture. En remarquant que la suite de terme
ge´ne´ral Xn−Xn−1−m ~Xn−1 est une suite d’acroissements de martingale, nous obtenons ne´anmoins
un the´ore`me limite central avec centrage « non conventionnel ».
4.1 Une conjecture
Nous savons que, presque suˆrement, n−1ρn → m et ~Xn → ~X, donc n−1Xn → m ~X. Cela s’e´crit
encore
lim
n→∞
Xn − nm ~X
n
= 0 p.s.
On peut eˆtre un peu plus pre´cis. Pour tout  > 0, on a
(4.1)
Xn − nm ~X
n
1
2
+
=
(
ρn − nm
n
1
2
+
)
~Xn +mn
1
2
−( ~Xn − ~X) ,
et l’on sait qu’a` la fois
lim
n→∞
ρn − nm
n
1
2
+
= 0 p.s.
et
lim
n→∞n
1
2
−( ~Xn − ~X) = 0 p.s.,
donc
lim
n→∞
Xn − nm ~X
n
1
2
+
= 0 p.s.
Il est alors naturel de s’interroger sur le comportement asymptotique de la suite de terme ge´ne´ral
n−1/2(Xn − nm ~X). Si nous observons la de´composition (4.1) avec  = 0, nous voyons d’abord
apparaˆıtre le terme n−1/2(ρn − nm) dont nous savons qu’il converge en loi vers une variable ν1
de loi normale N (0,m′ − m2), inde´pendante de ~X ; vient ensuite la variable ~Xn qui tend vers
la variable ~X ; et enfin, le terme
√
n( ~Xn − ~X) que nous savons converger en loi vers la variable
Z = ν2e2( ~X)+ · · ·+νded( ~X), ou` les variables ν2, . . . , νd sont mutuellement inde´pendantes, de meˆme
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loi N (0,m′m−2) et forment une suite inde´pendante de ~X. Si nous en savions un peu plus sur
l’inde´pendance mutuelle des diffe´rents termes, nous pourrions espe´rer de´montrer que
lim
n→∞
Xn − nm ~X√
n
= ν1 ~X +m(ν2e2( ~X) + · · ·+ νded( ~X)) en loi .
Reformulons cette conjecture en harmonisant les notations. Soient µ1, µ2, . . . , µd des variables
ale´atoires telles que les variables µ1, µ2, . . . , µd et ~X soient mutuellement inde´pendantes, que µ1
suive la loi N (0,m′ − m2) et que les variables µ2, . . . , µd suivent toutes la loi N (0,m′). Posons
Y = µ1e1( ~X) + µ2e2( ~X) + · · ·+ µded( ~X).
Conjecture 4.1. La suite de terme ge´ne´ral
Xn − nm ~X√
n
converge en loi vers le vecteur Y .
La fonction caracte´ristique φY du vecteur Y se calcule comme celle du vecteur Z dans la
de´monstration du the´ore`me 3.13 : par des inte´grations successives, il vient
φY (t) = E
(
e−
1
2((m′−m2)〈 t,e1( ~X) 〉2+m′〈 t,e2( ~X) 〉2+···+m′〈 t,ed( ~X) 〉2)
)
,
et puisque la famille {e1( ~X), e2( ~X), . . . , ed( ~X)} est une base orthonorme´e de Rd, avec e1( ~X) = ~X,
on obtient la formule
φY (t) = E
(
e−
1
2(m′‖t‖2−m2〈 t, ~X 〉2)
)
,
que l’on peut aussi e´crire sous la forme
φY (t) = E
(
e−
1
2
〈 t,Qt 〉
)
,
ou` Q est la matrice ale´atoire dont les coefficients qij valent m′δij −m2 ~Xi ~Xj .
4.2 Un the´ore`me limite central
On rappelle que, pour tout ~u ∈ Sd−1, on a∫
y µ~u(dy) = m~u ,
et qu’en conse´quence,
E(Xn+1 −Xn | Fn ) =
∫
y µ ~Xn(dy) = m
~Xn .
La suite de vecteurs (An) de´finie par An = Xn−Xn−1−m ~Xn−1 est donc une suite d’accroissements
de martingale par rapport a` la filtration (Fn). La martingale associe´e est Mn =
∑n
k=1Ak = Xn −
m
∑n−1
k=1
~Xk. Nous allons appliquer a` cette martingale le the´ore`me limite central A.3. Calculons
d’abord les variances conditionnelles. On a
E(Ain+1A
j
n+1 | Fn ) = E((Xn+1 −Xn)i(Xn+1 −Xn)j | Fn )−m ~Xjn E((Xn+1 −Xn)i | Fn )
−m ~Xin E((Xn+1 −Xn)j | Fn ) +m2 ~Xin ~Xjn .
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Le premier terme, E((Xn+1 −Xn)i(Xn+1 −Xn)j | Fn ), vaut∫
yiyj µ ~Xn(dy) =
∫
yiyj µ(dy) = m′δij
et, d’apre`s le calcul de l’espe´rance conditionnelle des accroissements de la marche rappele´ plus haut,
on a
E((Xn+1 −Xn)i | Fn ) = m ~Xin et E((Xn+1 −Xn)j | Fn ) = m ~Xjn ,
donc
E(Ain+1A
j
n+1 | Fn ) = m′δij −m2 ~Xin ~Xjn .
En passant a` la limite, on obtient
lim
n→∞E(A
i
n+1A
j
n+1 | Fn ) = m′δij −m2 ~Xi ~Xj p.s.,
donc, d’apre`s le lemme de Cesa`ro,
lim
n→∞
1
n
n∑
k=1
E(AikA
j
k | Fk−1 ) = m′δij −m2 ~Xi ~Xj p.s.
La premie`re hypothe`se du the´ore`me A.3 est donc ve´rifie´e avec la normalisation sn =
√
n et la
matrice Q dont les coefficients sont donne´s par qij = m′δij −m2 ~Xi ~Xj . La seconde hypothe`se est
trivialement ve´rifie´e car les accroissements Ak sont borne´s par une constante, inde´pendante de k, et
le the´ore`me prouve que la suite de terme ge´ne´ral n−1/2(Xn−m
∑n−1
k=1
~Xk) converge vers une loi dont
la fonction caracte´ristique est donne´e par E( e−
1
2
〈 t,Qt 〉 ). On reconnaˆıt la fonction caracte´ristique du
vecteur Y de la section pre´ce´dente. D’ou` le the´ore`me :
The´ore`me 4.2. La suite de terme ge´ne´ral
Xn −m
∑n−1
k=1
~Xk√
n
converge en loi vers le vecteur Y .
Ce re´sultat constitue-t-il une avance´e dans la direction de la conjecture ? On a
Xn − nm ~X√
n
=
Xn −m
∑n−1
k=1
~Xk√
n
+m
√
n
(
1
n
n−1∑
k=1
( ~Xk − ~X)
)
,
et, comme le premier terme du membre de droite converge vers la loi de Y , il suffirait que
n−
1
2
n−1∑
k=1
( ~Xk − ~X)
tende vers 0 en probabilite´ pour valider la conjecture. Mais il n’est pas du tout clair que cela soit
vrai. D’apre`s la proposition 3.1, nous savons que, presque suˆrement, pour tout  > 0,
lim
n→∞n
1
2
−( ~Xn − ~X) = 0 .
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Donc, pour tout  > 0, la se´rie
∑
n−
1
2
−( ~Xn− ~X) est presque suˆrement convergente et le lemme de
Kronecker implique alors
lim
n→∞n
− 1
2
−
n−1∑
k=1
( ~Xk − ~X) = 0 .
Nous ne savons pas ce qui se produit pour  = 0 et il ne serait pas surprenant que ce cas produise
une convergence en loi qui de´jouerait notre plan d’attaque de la conjecture. L’argument heuristique
suivant plaide en faveur de cette de´convenue. E´crivons
n−
1
2
n∑
k=1
( ~Xk − ~X) = n−
1
2
n∑
k=1
∞∑
j=k
ξj
j
,
et supposons que les variables ξj soient inde´pendantes et de meˆme loi centre´e et de variance e´gale
a` 1. Le choix du de´nominateur en j est justifie´ par le fait que E(‖ ~Xj+1 − ~Xj‖2 | Fj ) est de l’ordre
de j−2. Un re´arrangement des termes donne
n−
1
2
n∑
k=1
∞∑
j=k
ξj
j
= n−
1
2
n∑
k=1
ξk + n
1
2
∞∑
k=n+1
ξk
k
.
D’apre`s le the´ore`me limite central pour des variables i.i.d., le terme
n−
1
2
n∑
k=1
ξk
converge en loi vers une loi normale N (0, 1). De meˆme, le the´ore`me limite central A.2 pour le reste
d’une martingale borne´e dans L2 montre que le terme
n
1
2
∞∑
k=n+1
ξk
k
converge en loi vers une loi normale N (0, 1). Comme ces deux termes sont inde´pendants, nous en
de´duisons que la suite de terme ge´ne´ral
n−
1
2
n∑
k=1
∞∑
j=k
ξj
j
converge en loi vers une loi normale N (0, 2).
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Chapitre 5
Vers un the´ore`me limite local
Re´sume´. La probabilite´ pour que la marche centrifuge se trouve dans une partie borne´e K de
l’espace a` l’instant n de´croˆıt a` vitesse exponentielle. Nous de´terminons un encadrement de ce taux
de de´croissance exponentielle, inde´pendant de K, et valable pour une grande classe d’ensembles K.
Nous utilisons ensuite cet encadrement pour calculer la valeur du taux de de´croissance exponentielle
dans le cas de la marche centrifuge plane aux quatre plus proches voisins ; ce re´sultat re´pond a` une
question souleve´e dans [13].
5.1 Transforme´e de Laplace
Nous avons rassemble´ dans cette section quelques re´sultats relatifs a` la transforme´e de Laplace
d’une mesure de probabilite´ sur Rd. Nous rappelons en particulier le proce´de´ de relativisation de
Cramer qui jouera un roˆle important dans la suite de ce chapitre.
Soit µ une mesure de probabilite´ sur Rd. Nous dirons que µ posse`de tous les moments exponentiels
si, pour tout x ∈ Rd, l’inte´grale ∫
e〈x,y 〉 µ(dy)
est finie. Notons qu’il est e´quivalent de supposer que l’inte´grale∫
eα‖y‖ µ(dy)
est finie quelque soit α > 0, car la re´union de coˆnes
⋃
=±1
d⋃
i=1
{y ∈ Rd : ‖y‖ ≤ 
√
d〈 ei, y 〉}
recouvre Rd, donc ∫
eα‖y‖µ(dy) ≤
∑
=±1
d∑
i=1
∫
eα
√
d〈 ei,y 〉 µ(dy) .
Lorsque la mesure de probabilite´ µ posse`de tous les moments exponentiels, sa transforme´e de Laplace
Lµ est de´finie pour tout x ∈ Rd par la formule
Lµ(x) =
∫
e〈x,y 〉 µ(dy) .
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C’est une fonction convexe inde´finiment diffe´rentiable ; ses de´rive´es partielles sont donne´es par
∂Lµ
∂xi
(x) =
∫
yie
〈x,y 〉µ(dy) ;
en particulier, la moyenne de µ est donne´e par le gradient de Lµ e´value´ au point 0. Par conse´quent,
la mesure µ est centre´e si et seulement si 0 est un point critique de Lµ ; e´tant donne´ la convexite´
de Lµ, cela est e´quivalent a` ce que Lµ atteigne son minimum en 0.
Supposons que µ ne soit pas centre´e et que sa transforme´e de Laplace Lµ atteigne son minimum
ρ > 0 en un point p 6= 0. La fonction x 7→ ρ−1Lµ(x+ p) =
∫
e〈x,y 〉ρ−1e〈 p,y 〉 µ(dy) est la transforme´e
de Laplace de la mesure de probabilite´ µ∗(dy) = ρ−1e〈 p,y 〉 µ(dy) et atteint son minimum en x = 0,
donc µ∗ est centre´e. Le proce´de´ par lequel on obtient µ∗ a` partir de µ est appele´ proce´de´ de
relativisation de Cramer. La proposition suivante donne une condition suffisante d’existence d’un
minimum global pour la transforme´e de Laplace, donc d’existence de la mesure relativise´e.
Proposition 5.1. Soit µ une mesure de probabilite´ sur Rd posse´dant tous les moments exponentiels,
et soit Lµ sa transforme´e de Laplace.
– Si le support de µ est contenu dans un demi-espace {y : 〈 ~u, y 〉 ≤ 0}, alors
lim
λ→+∞
Lµ(λ~u) = µ{y : 〈 ~u, y 〉 = 0} .
– Si le support de µ n’est pas contenu dans un demi-espace ferme´, alors la fonction Lµ est
strictement convexe et cœrcive ; elle posse`de un minimum global strict ρ > 0, atteint en un
point p de Rd, et la mesure de probabilite´ µ∗ de´finie par la formule
(5.1) µ∗(dy) =
e〈 p,y 〉
ρ
µ(dy) ,
est centre´e. On dira que µ∗ est la mesure relativise´e de µ.
De´monstration. Supposons que le support de µ soit contenu dans le demi-espace {y ∈ Rd : 〈 ~u, y 〉 ≤
0}. On a alors
Lµ(λ~u) =
∫
〈 ~u,y 〉≤0
eλ〈 ~u,y 〉 µ(dy) .
Quel que soit λ > 0, la fonction y 7→ eλ〈 ~u,y 〉 est domine´e par 1 sur le demi-espace {y ∈ Rd : 〈 ~u, y 〉 ≤
0} ; si 〈 ~u, y 〉 < 0, alors limλ→∞ eλ〈 ~u,y 〉 = 0, et si 〈 ~u, y 〉 = 0, alors limλ→∞ eλ〈 ~u,y 〉 = 1. Le re´sultat
annonce´ s’ensuit par le the´ore`me de convergence domine´e.
Supposons maintenant que le support de µ ne soit contenu dans aucun demi-espace ferme´. Soient
x1 6= x2 deux points de Rd et a, b > 0 tels que a + b = 1. Puisque la fonction exponentielle est
strictement convexe, on a
e〈 ax1+bx2,y 〉 ≤ ae〈x1,y 〉 + be〈x2,y 〉 ,
avec e´galite´ si et seulement si 〈x1, y 〉 = 〈x2, y 〉, c’est-a`-dire si y appartient l’hyperplan (x1 − x2)⊥
orthogonal a` x1 − x2. On en de´duit que
Lµ(ax1 + bx2) ≤ aLµ(x1) + bLµ(x2) ,
avec e´galite´ si et seulement si µ{(x1 − x2)⊥} = 1. Comme le support de µ n’est pas contenu dans
un hyperplan, la fonction Lµ est strictement convexe. De´montrons ensuite que Lµ est cœrcive. Soit
~u ∈ Sd−1. Comme le support de µ n’est pas contenu dans le demi-espace {y ∈ Rd : 〈 ~u, y 〉 ≤ 0},
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il existe une boule ferme´e B contenue dans {y ∈ Rd : 〈 ~u, y 〉 > 0} telle que µ(B) > 0. En posant
α = infy∈B〈 ~u, y 〉 > 0, on a pour tout λ > 0
Lµ(λ~u) ≥
∫
B
eλ〈 ~u,y 〉 µ(dy) ≥ eλαµ(B) .
Donc
lim
λ→+∞
Lµ(λ~u) = +∞ .
De´montrons finalement que Lµ admet un minimum global strict. D’apre`s le lemme C.1, on a
lim
‖x‖→+∞
Lµ(x) = +∞ ,
donc il existe un nombre R > 0 tel que Lµ(x) ≥ 2 quel que soit x /∈ B(0, R). La fonction Lµ est
continue sur B(0, R] et y atteint donc son minimum 0 < ρ ≤ Lµ(0) = 1. Par le choix de R, le
nombre ρ est ne´cessairement un minimum global ; de plus, la stricte convexite´ de Lµ assure que
ρ est un minimum global strict. Le proce´de´ de relativisation explique´ un peu plus toˆt s’applique
donc.
Corollaire 5.2. Soit µ une mesure de probabilite´ posse´dant tous les moments exponentiel et dont
le support n’est pas contenu dans un demi-espace. Soit µ∗ la mesure relativise´e de µ. Si (Sn) est la
marche ale´atoire de loi µ et si (S∗n) est la marche ale´atoire de loi µ∗, alors pour tout entier n ≥ 1,
toute fonction φ : (Rd)n → R bore´lienne positive, et tout x ∈ Rd, on a
(5.2) Ex (φ(Sn, Sn−1, . . . , S1)) = ρn e〈 p,x 〉Ex
(
e−〈 p,S
∗
n 〉φ(S∗n, S
∗
n−1, . . . , S
∗
1)
)
.
De´monstration. On a
Ex(φ(Sn, Sn−1, . . . , S1) ) =
∫
φ(sn, sn−1, . . . , s1)µ(dy1) . . . µ(dyn) ,
ou` sk = x+ y1 + · · ·+ yk. En remplac¸ant chaque occurence de µ par son expression en fonction de
µ∗ on obtient
Ex(φ(Sn, Sn−1, . . . , S1) ) = ρn e〈 p,x 〉
∫
e−〈 p,sn 〉φ(sn, sn−1, . . . , s1)µ∗(dy1) . . . µ∗(dyn) .
5.2 Encadrement du taux de de´croissance de la probabilite´ de re-
tour dans un compact
On rappelle la notation µ~u(dy) = (1 + a(‖y‖)〈 ~u, y 〉)µ(dy). On notera L~u la transforme´e de
Laplace de la mesure µ~u, de´finie pour tout x ∈ Rd par
L~u(x) =
∫
e〈x,y 〉 µ~u(dy) .
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5.2.1 Majoration
En utilisant des me´thodes classiques issues de la the´orie des grandes de´viations, on majore
aise´ment le taux de de´croissance exponentielle de la probabilite´ pour que la marche centrifuge se
trouve dans un compact a` l’instant n :
The´ore`me 5.3. Pour tout compact K ⊂ Rd, on a
lim sup
n→∞
P(Xn ∈ K )1/n ≤ inf
λ>0
max
~u∈Sd−1
L~u(−λ~u) < 1 .
La de´monstration de ce the´ore`me fait appel au lemme suivant qui est de´montre´ dans [13] :
Lemme 5.4 ([13], Proposition 2). Pour tout λ > 0, on a
E
(
e−λρn
)
≤
(
max
~u∈Sd−1
L~u(−λ~u)
)n
.
De plus, infλ>0 max~u∈Sd−1 L~u(−λ~u) < 1.
De´monstration du the´ore`me 5.3. Soit K un compact de Rd et B(0, R) une boule contenant K. Pour
tout nombre re´el λ > 0, on a
P(Xn ∈ K ) ≤ E
(
eλ(R−ρn)
)
= eλRE
(
e−λρn
)
≤ eλR
(
max
~u∈Sd−1
L~u(−λ~u)
)n
.
Le re´sultat s’en de´duit imme´diatement.
5.2.2 Minoration
Dans cette section, nous cherchons a` minorer le taux de de´croissance exponentielle de la proba-
bilite´ pour que la marche centrifuge se trouve dans un compact a` l’instant n ; c’est-a`-dire minorer le
nombre lim infn P(Xn ∈ K )1/n. Mais il est clair que l’on ne peut pas espe´rer obtenir un minorant
non trivial qui soit valable pour n’importe quel compact K. Par exemple, la marche centrifuge plane
issue de l’origine ne peut atteindre le compact K = {(1, 1)} qu’en des temps n pairs, et le nombre
lim infn P(Xn ∈ K )1/n est alors nul. Pour bien poser le proble`me de la minoration, il est naturel de
s’inte´resser a` une classe particulie`re de compacts. Le moins que l’on puisse exiger de la classe que
l’on conside`re est que ses compacts soient, a` n’importe quel instant, visite´s par la marche centrifuge
avec une probabilite´ positive. Autrement dit, nous ne voulons conside´rer que des compacts K qui
ve´rifient
(5.3) ∃m ∈ N∗,∀n ≥ m, P(Xn ∈ K ) > 0 .
Pour des raisons lie´es aux techniques que nous utilisons, nous sommes amene´s a` restreindre notre
e´tude a` une sous-classe de la pre´ce´dente. Nous dirons qu’un compact K ∈ Rd est accueillant pour
la marche centrifuge si pour tout nombre re´el R > 0 il existe un entier b ∈ N∗ tel que
(5.4) inf
x∈B(0,R]∩G
Px(Xb ∈ K ) > 0 .
Nous donnons maintenant des exemples de compacts accueillants.
Pour la marche centrifuge plane aux quatre plus proches voisins Dans ce cas les com-
pacts accueillants et les compacts satisfaisant (5.3) sont les meˆmes. Il s’agit simplement de tous les
compacts qui contiennent deux points (x, y) et (x′, y′) de Z2 tous deux distincts de l’origine et tels
que x+ y et x′ + y′ aient une parite´ diffe´rente.
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Pour des marches a` densite´ Dans les cas les plus courants il existe beaucoup de compacts
accueillants. Par exemple, si la mesure µ admet une densite´ strictement positive dans un voisinage
de l’origine, alors tout compact d’inte´rieur non vide est accueillant.
Proposition 5.5. Si µ admet une densite´ par rapport a` la mesure de Lebesgue qui est strictement
positive dans un voisinage de l’origine, alors tout compact d’inte´rieur non vide est accueillant pour
la marche centrifuge.
De´monstration. Notons d’abord que sous les hypothe`ses de la proposition le support G de la marche
ale´atoire de loi µ est Rd. Appelons f la densite´ de la loi µ et conside´rons un α > 0 tel qu’on ait
f(u) > 0 pour tout u ∈ B(0, α]. Soient K un compact d’inte´rieur non vide de Rd, y 6= 0 un point
inte´rieur a` K et 0 <  ≤ α/2 tel que 0 6∈ B(y, ] ⊂ K. Nous allons d’abord de´montrer que la boule
B(y, ] est stable pour la marche centrifuge, en ce sens que
(5.5) δ := inf
z∈B(y,]
Pz(X1 ∈ B(y, ] ) > 0 .
Pour ce faire, conside´rons la fonction F de´finie sur Rd par la formule
F (z) = Pz(X1 ∈ B(y, ] ) =
∫
11B(y−z,](u) (1 + a(‖u‖)〈~z, u 〉)µ(du) .
De´montrons d’abord que F est continue sur Rd − {0}. On a
|F (z)− F (z′)| ≤ 2
∫
|11B(y−z,](u)− 11B(y−z′,](u)|µ(du) +
∫
‖u‖ a(‖u‖)‖~z − ~z′‖µ(du)
≤ 2
∫
11B(y−z,]∆B(y−z′,](u) f(u) du+ ‖~z − ~z′‖ ,
si bien que pour de´montrer la continuite´ de F il nous suffit d’e´tablir que
(5.6) lim
z′→z
∫
11B(y−z,]∆B(y−z′,](u) f(u) du = 0 .
La fonction sous le signe inte´grale est domine´e par f et, pour tout u 6∈ ∂B(y − z, ], la fonction
indicatrice sous le signe inte´grale tend vers 0 quand z′ tend vers z. Le the´ore`me de convergence
domine´e de Lebesgue nous assure donc que la relation (5.6) est vraie.
Puisque la boule B(y, ] ne contient pas 0, la fonction F y est continue et il suffit maintenant
de ve´rifier qu’elle ne s’y annule pas pour e´tablir (5.5). Or, si z ∈ B(y, ] est tel que F (z) = 0, alors
µ-presque tout u ∈ B(y − z, ] appartient a` la demi-droite engendre´e par ~z. Cela est impossible car
cette droite est ne´gligeable, alors que B(y − z, ] est incluse dans B(0, α] et a donc une µ-mesure
positive.
De´montrons maintenant que K est accueillant. D’apre`s le the´ore`me 1.7, pour tout R > 0, il
existe un entier N ∈ N∗ tel que l’on ait
γ := inf
x∈B(0,R]∩G
max
n≤N
Px(Xn ∈ B(y, ] ) > 0 .
Si x ∈ B(0, R]∩G, il existe donc 1 ≤ n ≤ N tel que Pz(Xn ∈ B(y, ] ) ≥ γ. En utilisant la proprie´te´
de Markov de la marche centrifuge, on obtient alors
Px(XN ∈ B(y, ] ) ≥ Px(Xn ∈ B(y, ] )
(
inf
z∈B(y,]
Pz(X1 ∈ B(y, ] )
)N−n
≥ γδN .
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Cela prouve que
inf
x∈B(0,R]∩G
Px(XN ∈ B(y, ) ) ≥ γδN .
Ce qui ache`ve la de´monstration.
Apre`s cette digression, nous revenons au proble`me de la minoration du taux de de´croissance
exponentielle. Une borne infe´rieure est donne´e par le the´ore`me suivant :
The´ore`me 5.6. Pour tout compact accueillant K ⊂ Rd, on a
lim inf
n→∞ P(Xn ∈ K )
1/n ≥ sup
~u∈Sd−1
inf
x∈Rd
L~u(x) .
De´monstration. Soit K un compact accueillant de Rd. On remarque d’abord que pour tout bore´lien
H accessible a` la marche centrifuge en a pas (i.e. P(Xa ∈ H ) > 0) et pour tout R > 0, on a
(5.7) lim inf
n→∞ P(Xn ∈ K )
1/n ≥ lim inf
n→∞
(
inf
x∈H
Px( ‖Xn‖ ≤ R )
)1/n
.
En effet, il existe par de´finition un entier b tel que
inf
y∈BR∩G
Py(Xb ∈ K ) > 0 ,
et la proprie´te´ de Markov de la marche centrifuge donne
P(Xn+a+b ∈ K ) ≥ P(Xa ∈ H, ‖Xn+a‖ ≤ R, Xn+a+b ∈ K )
≥ P(Xa ∈ H, ‖Xn+a‖ ≤ R ) inf
y∈BR∩G
Py(Xb ∈ K )
≥ P(Xa ∈ H ) inf
x∈H
Px( ‖Xn‖ ≤ R ) inf
y∈BR∩G
Py(Xb ∈ K ) .
On obtient la minoration (5.7) en faisant tendre n vers l’infini dans l’ine´galite´ pre´ce´dente apre`s avoir
pris la racine n-ie`me de chacun des membres.
La liberte´ de choix de H qu’apporte cette minoration va permettre de nous placer loin de
l’origine, dans le voisinage d’une direction arbitraire ~u ∈ Sd−1. On sait qu’alors la marche centrifuge
adopte un comportement proche d’une vraie marche ale´atoire de loi µ~u pour laquelle la probabilite´
de retour dans une boule est « en ρn~u » (voir le corollaire 6.2 du chapitre 6). Il suffira alors de faire
varier ~u pour obtenir le the´ore`me.
Notons S l’ensemble des vecteurs ~u ∈ Sd−1 pour lesquels µ{y ∈ Rd : 1 + a(‖y‖)〈 ~u, y 〉 = 0} = 0.
Nous avons de´ja` vu que l’ensemble {y ∈ Rd : 1 + a(‖y‖)〈 ~u, y 〉 = 0} est contenu dans la demi-droite
pointe´e ∆~u = {−λ~u : λ > 0}. Comme la famille {∆~u : ~u ∈ Sd−1} est constitue´e de demi-droites deux
a` deux disjointes, celles ayant une µ-mesure positive sont au plus de´nombrables. L’ensemble S est
donc la sphe`re Sd−1 prive´e d’une famille au plus de´nombrable de vecteurs. Fixons un vecteur ~u ∈ S
et un nombre re´el δ ∈]0, 1[ (proche de 1), et choisissons  > 0 tel que µ~u{y ∈ Rd : 1+a(‖y‖)〈 ~u, y 〉 >
} ≥ δ. On notera Aδ l’ensemble {y ∈ Rd : 1 + a(‖y‖)〈 ~u, y 〉 > }. Puisque l’expression a(‖y‖)‖y‖
est µ-presque suˆrement borne´e par 1, pour tout ~x ∈ Sd−1 et tout y ∈ Aδ, on a
1 + a(‖y‖)〈 ~x, y 〉
1 + a(‖y‖)〈 ~u, y 〉 ≥ 1−
‖~x− ~u‖
1 + a(‖y‖)〈 ~u, y 〉 ≥ 1−
‖~x− ~u‖

.
Si x appartient au coˆne ouvert C(~u, (1− δ)) de direction ~u et d’ouverture (1− δ) de´fini par
C(~u, (1− δ)) = {x ∈ Rd \ {0} : ‖~x− ~u‖ < (1− δ)} ,
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alors, pour tout y ∈ Aδ, on a (1 + a(‖y‖)〈 ~x, y 〉) ≥ δ (1 + a(‖y‖)〈 ~u, y 〉), et par suite, pour toute
fonction f bore´lienne positive, on a
(5.8)
∫
f(y)µ~x(dy) ≥ δ
∫
Aδ
f(y)µ~u(dy) ≥ δ2
∫
f(y)µ~u,δ(dy) ,
ou` µ~u,δ de´signe la mesure de probabilite´ µ~u(Aδ)−111Aδ µ~u. Afin d’alle´ger les formules, nous e´crirons
simplement C au lieu de C(~u, (1 − δ)). Pour tout entier n ≥ 1, tout nombre re´el R ≥ 0 et tout
x ∈ C, on a
Px( ‖Xn‖ ≤ R ) ≥ Px( ‖Xn‖ ≤ R, Xn ∈ C, . . . , X1 ∈ C )
= Ex(
∫
11C∩BR(Xn−1 + yn)µ ~Xn−1(dyn) 1C(Xn−1) . . . 11C(X1) )
(d’apre`s (5.8)) ≥ δ2 Ex(
∫
11C∩BR(Xn−1 + yn)µ~u,δ(dyn)11C(Xn−1) . . . 11C(X1) )
...
≥ δ2n Px( ‖Tn‖ ≤ R, Tn ∈ C, . . . , T1 ∈ C ) .(5.9)
ou` (Tn) est la marche ale´atoire issue de T0 = X0 et de loi µ~u,δ. Supposons maintenant que la
transforme´e de Laplace L~u,δ de la mesure µ~u,δ posse`de un minimum ρ~u,δ atteint au point p~u,δ, et
notons (T ∗n) la marche ale´atoire issue de T0 et de loi relativise´e µ∗~u,δ. En utilisant le corollaire 5.2,
on obtient la minoration
(5.10) Px( ‖Xn‖ ≤ R ) ≥ δ2n ρn~u,δ e−‖p~u,δ‖(R+‖x‖) Px( ‖T ∗n‖ ≤ R, T ∗n ∈ C, . . . , T ∗1 ∈ C ) .
D’apre`s la proposition 6.1 il existe deux constantes c = c(~u, δ) et R0 = R0(~u, δ) telles que, pour
tout compact H contenu dans c~u+ C et tout R ≥ R0, on ait
(5.11) lim
n→∞
(
inf
x∈H
Px( ‖T ∗n‖ ≤ R, T ∗n ∈ C, . . . , T ∗1 ∈ C )
)1/n
= 1 .
Avec de tels H et R, on peut donc passer a` la limite dans l’ine´galite´ (5.10) en utilisant (5.11) pour
obtenir
lim inf
n→∞
(
inf
x∈H
Px( ‖Xn‖ ≤ R )
)1/n
≥ δ2 ρ~u,δ .
Vu la relation (5.7), le re´sultat pre´ce´dent applique´ a` un compact H suffisamment grand pour eˆtre
visite´ par la marche centrifuge conduit finalement a`
(5.12) lim inf
n→∞ P(Xn ∈ K )
1/n ≥ δ2 ρ~u,δ .
Il nous reste a` e´tudier l’existence et le comportement de ρ~u,δ en fonction de δ. Comme ~u ∈ S, on
a µ{y : 1 + a(‖y‖)〈 ~u, y 〉 > 0} = 1, donc la mesure µ~u(dy) = (1 + a(‖y‖)〈 ~u, y 〉)µ(dy) a meˆme
support que µ ; en particulier, le support de µ~u n’est pas contenu dans un demi-espace ferme´ et
sa transforme´e de Laplace L~u posse`de donc un minimum global strict ρ~u > 0 (cf. proposition 5.1).
Puisque le support de µ~u est borne´, pour tout x demeurant dans un compact, on a
|L~u(x)− L~u,δ(x)| ≤ κ
∫ ∣∣∣∣1− 11Aδ(y)µ~u(Aδ)
∣∣∣∣ µ~u(dy) .
D’apre`s le the´ore`me de convergence domine´e de Lebesgue, la valeur de l’inte´grale pre´ce´dente tend
vers 0 lorsque δ tend vers 1 et il s’ensuit que L~u,δ converge vers L~u uniforme´ment sur les compacts.
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Donc, d’apre`s le lemme C.2, pour tout δ suffisamment proche de 1, la fonction L~u,δ admet un
minimum ρ~u,δ qui tend vers ρ~u lorsque δ tend vers 1. On de´duit alors de (5.12) que
lim inf
n→∞ P(Xn ∈ K )
1/n ≥ ρ~u = inf
x∈Rd
L~u(x) .
Le re´sultat se prolonge a` tout vecteur ~u de Sd−1 par continuite´ de L~u(x) en (~u, x).
Par commodite´, nous rassemblons dans un meˆme e´nonce´ les the´ore`mes 5.3 et 5.6 qui donnent
un encadrement de la probabilite´ de retour dans un compact.
The´ore`me 5.7. Pour tout compact accueillant K ⊂ Rd, on a
sup
~u∈Sd−1
inf
x∈Rd
L~u(x) ≤ lim inf
n→∞ P(Xn ∈ K )
1/n ≤ lim sup
n→∞
P(Xn ∈ K )1/n ≤ inf
λ>0
max
~u∈Sd−1
L~u(−λ~u) .
5.3 Cas d’e´galite´ des bornes de l’encadrement ; the´ore`me limite
local
5.3.1 Marche centrifuge plane aux quatre plus proches voisins
Soit a un parame`tre re´el fixe´ entre 0 et 1. La marche centrifuge plane aux quatre plus proches
voisins est la marche centrifuge sur Z2 dont la loi de base non perturbe´e µ = 14(δ ~e1 +δ− ~e1 +δ ~e2 +δ− ~e2)
est la loi des accroissements de la marche ale´atoire simple aux quatre plus proches voisins sur Z2,
et dont la fonction de perturbation a(‖ · ‖) est constante et e´gale a` a. Dans la suite de cette section,
nous identifierons les vecteurs unitaires ~u = (cos θ, sin θ) ∈ S1 avec leur angle θ ∈ [0, 2pi[. Adaptant
de manie`re e´vidente les notations des sections pre´ce´dentes, nous obtenons par des calculs simples
les expressions des mesures µθ et de leur transforme´e de Laplace Lθ :
(5.13) µθ =
1
4
(
(1 + a cos θ)δ ~e1 + (1− a cos θ)δ− ~e1 + (1 + a sin θ)δ ~e2 + (1− a sin θ)δ− ~e2
)
,
(5.14) ∀(x, y) ∈ R2 Lθ(x, y) = 12
(
coshx+ a cos θ sinhx+ cosh y + a sin θ sinh y
)
.
The´ore`me 5.8. Pour la marche centrifuge plane aux quatre plus proches voisins, de parame`tre
a ∈ [0, 1], on a
lim
n→∞P(Xn ∈ K)
1/n =
√
2− a2
2
,
quelle que soit la partie K ⊂ Z2 borne´e et contenant au moins deux points (x, y) et (x′, y′) de Z2
distincts de l’origine et tels que x+ y et x′ + y′ aient une parite´ diffe´rente.
De´monstration. D’apre`s le the´ore`me 5.7, il suffit de de´montrer que
(5.15) sup
0≤θ≤2pi
inf
(x,y)∈R2
Lθ(x, y) = inf
λ>0
max
0≤θ≤2pi
Lθ(−λθ) =
√
2− a2
2
.
Commenc¸ons par chercher le minimum de la fonction Lθ. Lorsque a = 1 et θ = kpi/2, k ∈ Z, la
mesure µθ est porte´e par un demi-espace et l’on a donc inf(x,y)∈R2 Lθ(x, y) = 0 (cf. lemme 5.1). Dans
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tous les autres cas, la fonction Lθ posse`de un seul point critique (xθ, yθ), avec exθ =
√
1−a cos θ
1+a cos θ et
eyθ =
√
1−a sin θ
1+a sin θ ; elle atteint son minimum en ce point et l’on a
Lθ(xθ, yθ) =
√
1− a2 cos2 θ +
√
1− a2 sin2 θ
2
.
Pour θ ∈ [0, 2pi], posons f(θ) = √1− a2 cos2 θ+
√
1− a2 sin2 θ. La fonction f est pi/2-pe´riodique et,
sur l’intervalle [0, pi/2], son graphe posse`de un axe de syme´trie en θ = pi/4. Pour e´tudier les variations
de f , nous pouvons donc nous restreindre a` l’intervalle [0, pi/4]. Cette fonction est de´rivable sur
]0, pi/4] et sa de´rive´e
f ′(θ) = a2 sin θ cos θ
( 1
1− a2 cos2 θ −
1
1− a2 sin2 θ
)
,
est positive sur cet intervalle. La fonction f atteint donc son maximum en θ = pi/4 et par suite, on
a
max
0≤θ≤2pi
inf
(x,y)∈R2
Lθ(x, y) = Lpi/4(xpi/4, ypi/4) =
√
2− a2
2
.
Pour terminer cette de´monstration, nous allons prouver que l’on a
(5.16) inf
λ>0
max
0≤θ≤2pi
Lθ(−λθ) ≤
√
2− a2
2
.
Observons que l’on a (xpi/4, ypi/4) = −λ0 (cospi/4, sinpi/4), avec λ0 = 1√2 ln(
√
2+a√
2−a), si bien que pour
de´montrer (5.16), il suffit de ve´rifier que la fonction θ 7→ Lθ(−λ0θ) atteint son maximum en θ = pi/4.
Pour tout θ ∈ [0, 2pi], posons g(θ) = Lθ(−λθ). Un calcul direct montre que
g(θ) =
1
2
(
cosh(λ cos θ)− a cos θ sinh(λ cos θ)(5.17)
+ cosh(λ sin θ)− a sin θ sinh(λ sin θ)
)
.
La fonction g est pi/2-pe´riodique et, sur l’intervalle [0, pi/2], son graphe posse`de en axe de syme´trie
en θ = pi/4. Il nous suffit donc, pour atteindre notre but, de montrer que la fonction g est croissante
sur l’intervalle [0, pi/4]. Cette fonction est de´rivable partout et, pour tout θ ∈ [0, pi/4], on a
g′(θ) =
cos θ sin θ
2
(
h(cos θ)− h(sin θ)
)
,
ou` h(x) = −(λ − a) sinhλxx + aλ coshλx. Pour montrer que g′ est positive sur [0, pi/4], il suffit de
montrer que h est croissante sur [0, 1]. Pour tout x ∈]0, 1], on a
h′(x) = (λ− a)sinhλx
x2
− (λ− a)λcoshλx
x
+ aλ2 sinhλx .
La fonction h′ est du meˆme signe que la fonction k de´finie par la formule
k(x) = aλ2x2 sinhλx− λ(λ− a)x coshλx+ (λ− a) sinhλx .
On a k(0) = 0. Pour montrer que k ≥ 0 sur [0, 1], il suffit de montrer que k′ ≥ 0.
k′(x) = λ2x
(
aλx coshλx+ (3a− λ) sinhλx
)
.
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La fonction k′ est du meˆme signe que la fonction l de´finie par la formule
l(x) = aλx coshλx+ (3a− λ) sinhλx .
Comme l(0) = 0, il suffit de montrer que l′ est positive sur [0, 1]. On a
l′(x) = λ
(
(4a− λ) coshλx+ aλx sinhλx
)
.
Et l’on voit que si 0 ≤ λ ≤ 4a, alors l′ est positive. Cela est vrai en particulier pour λ0 = 1√2 ln(
√
2+a√
2−a)
et la proposition est de´montre´e.
5.3.2 Marches centrifuges de loi invariante par rotation
Pour terminer ce chapitre, nous pre´sentons un autre cas ou` les deux bornes de l’encadrement
du taux de de´croissance exponentielle sont e´gales.
The´ore`me 5.9. Pour toute mesure de probabilite´ µ, invariante par les rotations vectorielles, et
pour toute fonction de perturbation a, on a
inf
λ>0
max
~u∈Sd−1
L~u(−λ~u) = sup
~u∈Sd−1
inf
x∈Rd
L~u(x) ,
et leur valeur commune est e´gale a`
inf
λ>0
L~u(−λ~u) ,
quel que soit ~u ∈ Sd−1.
De´monstration. Soient ~u et ~v deux vecteurs de Sd−1 et R une rotation vectorielle qui envoie ~u sur
~v. Un calcul e´le´mentaire utilisant l’invariance de µ par la rotation R montre que, pour tout x ∈ Rd,
on a
(5.18) L~v(Rx) = L~u(x) .
Puisque la rotation R est une bijection, nous de´duisons de l’e´galite´ pre´ce´dente que
inf
x∈Rd
L~v(x) = inf
x∈Rd
L~u(x) .
Autrement dit, la quantite´ infx∈Rd L~u(x) est inde´pendante de la direction ~u. De la meˆme manie`re,
en appliquant (5.18) au point x = −λ~u, il vient
L~v(−λ~v) = L~u(−λ~u) .
La quantite´ L~u(−λ~u) est donc inde´pendante de la direction ~u, si bien que de´montrer la proposition
revient a` de´montrer que
(5.19) inf
λ>0
Le1(−λe1) = inf
x∈Rd
Le1(x) .
Pour obtenir la relation (5.19), il suffit de de´montrer que, pour tout re´el λ > 0, le minimum de Le1
sur la sphe`re Sd−1(λ) de rayon λ est atteint au point −λe1 ; soit encore, que la quantite´ Le1(Rλe1),
ou` R est une rotation vectorielle de Rd, est minimale lorsque R est une rotation qui envoie le vecteur
e1 sur le vecteur −e1. D’apre`s (5.18), on a
(5.20) Le1(Rλe1) = LR−1e1(λe1) = L(λe1) + 〈R−1e1, φ(λ) 〉 ,
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ou` L est la transforme´e de Laplace de la mesure µ et
φ(λ) =
∫
eλ〈 e1,y 〉a(‖y‖) y µ(dy) .
Quand R de´crit le groupe des rotations vetorielles, le vecteur R−1e1 de´crit la sphe`re Sd−1 ; donc,
d’apre`s l’ine´galite´ de Cauchy-Schwarz, la quantite´ Le1(Rλe1) est minimale lorsque R
−1e1 = −~φ(λ).
Il ne reste plus qu’a` ve´rifier que ~φ = e1. Calculons donc les coordonne´es du vecteur φ(λ). Pour tout
i = 2 . . . d, soit Si la syme´trie orthogonale par rapport a` l’hyperplan xi = 0. Elle envoie le vecteur
ei sur son oppose´ −ei et laisse invariant tous les autres vecteurs de la base canonique. On a donc
〈 ei, φ(λ) 〉 =
∫
eλ〈 e1,y 〉a(‖y‖) 〈 ei, y 〉µ(dy)
= −
∫
eλ〈Se1,y 〉a(‖y‖) 〈Sei, y 〉µ(dy)
= −
∫
eλ〈 e1,Sy 〉a(‖Sy‖) 〈 ei, Sy 〉µ(dy) .
Puisque la mesure de probabilite´ µ est invariante par toute rotation, elle est aussi invariante par
toute syme´trie orthogonale et l’on obtient
〈 ei, φ(λ) 〉 = −
∫
eλ〈 e1,y 〉a(‖y‖) 〈 ei, y 〉µ(dy) = −〈 ei, φ(λ) 〉 .
La quantite´ 〈 ei, φ(λ) 〉 ne peut donc qu’eˆtre nulle. Calculons la premie`re coordonne´e de φ(λ). On a
〈 e1, φ(λ) 〉 =
∫
eλ〈 e1,y 〉a(‖y‖) 〈 e1, y 〉µ(dy)
=
∫
〈 e1,y 〉6=0
eλ〈 e1,y 〉a(‖y‖) 〈 e1, y 〉µ(dy) .
En utilisant a` nouveau l’invariance de µ par rotation et en conside´rant une rotation qui envoie e1
sur −e1, on obtient∫
〈 e1,y 〉<0
eλ〈 e1,y 〉a(‖y‖) 〈 e1, y 〉µ(dy) = −
∫
〈 e1,y 〉>0
e−λ〈 e1,y 〉a(‖y‖) 〈 e1, y 〉µ(dy) .
En de´coupant le domaine d’inte´gration en les deux demi-espaces ouverts et en utilisant la relation
pre´ce´dente, il vient :
〈 e1, φ(λ) 〉 = 2
∫
〈 e1,y 〉>0
sinh(λ〈 e1, y 〉) a(‖y‖) 〈 e1, y 〉µ(dy) .
Exprime´e sous cette forme, la quantite´ 〈 e1, φ(λ) 〉 apparaˆıt clairement positive. Ainsi, nous avons
de´montre´ que le vecteur φ(λ) est coline´aire au vecteur e1 et de meˆme sens. Il s’ensuit que ~φ(λ) = e1
et la proposition est de´montre´e.
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Chapitre 6
Sur le temps de sortie d’un coˆne pour
une marche ale´atoire
Re´sume´. Soit C un coˆne de Rd et B une boule centre´e en l’origine. Nous conside´rons une marche
ale´atoire centre´e de carre´ inte´grable et de´montrons que la probabilite´ qu’elle se trouve dans la boule
B a` l’instant n sans avoir jamais quitte´ le coˆne C ne de´croˆıt pas a` vitesse exponentielle.
6.1 Introduction
Soit L une loi de probabilite´ sur Rd de moyenne µ et de matrice de covariance Γ de´finie positive.
Nous posons P = L⊗N et nous conside´rons la famille d’espaces de probabilite´ {(Ω,F ,Px), x ∈ Rd},
ou` Ω = {(ξn)n≥0 : ξn ∈ Rd} et Px = δx ⊗ P. Notons ξ0, ξ1, . . . , ξn, . . . les fonctions coordonne´es sur
Ω et posons Sn = ξ0 + ξ1 + · · · + ξn. Sous Px, la suite (Sn)n≥0 est une marche ale´atoire issue de x
dont les accroissements inde´pendants {ξn, n ≥ 1} suivent la loi L.
Soit C un coˆne de Rd issu de 0, convexe et d’inte´rieur non vide, et soit TC = inf{n ≥ 1 : Sn 6∈ C}
le temps de premie`re sortie du coˆne C.
Nous fixons une direction ~u inte´rieure a` C et, pour tout nombre re´el δ, nous posons Cδ = δ~u+C.
Le re´sultat principal de ce chapitre est le the´ore`me suivant :
The´ore`me 6.1. Si µ = 0, alors il existe deux nombres re´els positifs R0 et δ tels que pour tout
compact K ⊂ Cδ on ait
(6.1) lim inf
n→∞ infx∈K
Px( ‖Sn‖ ≤ R0;TC > n )1/
√
n > 0 .
Les constantes δ et R0 de´pendent de la loi L et du coˆne C et peuvent eˆtre interpre´te´es de la
fac¸on suivante :
– pour que la marche puisse rester dans le coˆne pendant un certain temps, il peut eˆtre ne´cessaire
qu’elle soit issue d’un point suffisamment e´loigne´ du bord de C : le coˆne translate´ Cδ joue
le roˆle d’un coˆne de se´curite´. Si la marche issue de 0 reste dans C et atteint son inte´rieur
a` l’instant n avec une probabilite´ positive, c’est-a`-dire si P0(Sn ∈ Co;TC > n) > 0, alors le
re´sultat du the´ore`me est vrai avec δ = 0.
– il se peut que la marche ne puisse pas s’approcher trop pre`s de l’origine sans quitter le coˆne ;
cela justifie l’existence d’une distance critique R0.
Quelques de´tails sont donne´s dans la section 6.5 de ce chapitre.
Une conse´quence imme´diate du the´ore`me concerne le comportement de la quantite´ (6.1) dans le
cas de´centre´ (i.e. µ 6= 0). Si la loi L posse`de tous les moments exponentiels et si son support n’est
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pas contenu dans un demi-espace, alors sa transforme´e de Laplace L(x) =
∫
e〈x,y 〉L(dy) posse`de
un minimum ρL ∈]0, 1[ atteint en un unique point p ∈ Rd et la mesure de probabilite´ L∗(dy) =
ρ−1L e
〈 p,y 〉L(dy) est centre´e. Ce proce´de´ classique de recentrage permet de de´duire facilement du
the´ore`me le corollaire suivant :
Corollaire 6.2. Si µ 6= 0 et si la loi L posse`de tous les moments exponentiels, alors il existe deux
nombres re´els positifs R0 et δ tels que pour tout point x ∈ Cδ on ait
(6.2) lim
n→∞Px( ‖Sn‖ ≤ R0;TC > n )
1/n = ρL ,
ou` ρL est le minimum de la transforme´e de Laplace de la mesure L.
Notons que la limite apparaissant dans (6.2) ne de´pend pas du coˆne choisi.
La recherche d’un e´quivalent de la quantite´ Px(TC > n) lorsque n tend vers l’infini (pour un
x ∈ C fixe´) est un sujet ancien qui a fait l’objet de nombreux travaux. Un premier re´sultat ob-
tenu par F. Spitzer ([31], Theorem 3.5) en dimension 1 pour C =]0,+∞[, et de´sormais classique,
dit que P0(TC > n) est e´quivalent a` cn−1/2 lorsque la loi L est ape´riodique, centre´e, et posse`de
un moment d’ordre 2. En fait, on sait pre´cise´ment que P0(TC = n) est e´quivalent a` (c/2)n−3/2
(Borovkov [4], Corollary 9), et c’est graˆce a` cette estimation que D. Iglehart a pu donner la
premie`re de´monstration du principe d’invariance pour une marche ale´atoire conditionne´e a` rester
positive ([18]). La de´monstration que donne F. Spitzer du premier re´sultat utilise la factorisation de
Wiener-Hopf ; par les meˆmes me´thodes, D. Iglehart de´montre 1 que la quantite´ P0(φ(Sn);TC > n)
(ou` φ est une fonction de la variable re´elle a` support compact) est e´quivalente a` cn−3/2. Ce re´sultat
intervient de fac¸on essentielle pour l’obtention d’un the´ore`me limite local sur le groupe affine de
la droite re´elle ([21]) ou dans l’e´tude des probabilite´s d’extinction de processus de branchement en
milieu ale´atoire ([15]). Des re´sultats du meˆme ordre existent en dimension supe´rieure lorsque C est
un demi-espace ; ils permettent par exemple d’obtenir un the´ore`me limite local pour les marches
ale´atoires centre´es sur le groupe des matrices triangulaires supe´rieures d’ordre 2 ([22]). Des travaux
plus re´cents, duˆs a` N. Varopoulos [33], montrent qu’en toute dimension Px(φ(Sn);TC > n) de´croˆıt a`
vitesse polynomiale vers 0 lorsque des hypothe`ses convenables 2 sont faites sur la loi L et la position
du coˆne (qui doit eˆtre adapte´e a` la loi L).
L’une de nos motivations pour e´tudier la quantite´ (6.2) est lie´e a` l’e´tude de la marche centrifuge.
Lorsque le temps tend vers l’infini, la marche centrifuge est « pie´ge´e » dans des coˆnes d’ouvertures
arbitrairement petites et ses transitions sont alors proches de celles d’une vraie marche ale´atoire. Si
l’on s’inte´resse au comportement asymptotique de P(Xn ∈ K ) (ou` K est un compact de Rd), on est
alors naturellement amene´ a` estimer des quantite´s du meˆme type que (6.2). En utilisant ces ide´es et
le corollaire, nous avons pu e´tablir (cf. chapitre 5) que la marche centrifuge plane aux quatre plus
proches voisins de parame`tre a ∈ [0, 1] ve´rifie limn→∞ P(Xn ∈ K )1/n =
√
2−a2
2 ; ce qui re´pond a`
une question souleve´e dans [13].
1. Pour eˆtre tout a` fait pre´cis, D. Iglehart s’inte´resse dans [19] a` une marche ale´atoire de moyenne ne´gative avec
des moments exponentiels ; il de´montre que la quantite´ P(Sn ∈ K;TC > n) de´croˆıt en n−3/2ρn, ou` ρ est le minimum
de la transforme´e de Laplace de la loi des accroissements. Dans [21], E. Le Page et M. Peigne´ lui attribuent cependant
le re´sultat pour une marche centre´e et montrent comment celui-ci s’obtient a` l’aide des me´thodes de´veloppe´es par
D. Iglehart.
2. N. Varopoulos e´tudie d’abord le cas ou` L est a` support borne´, porte´e par un re´seau ou absolument continue,
puis e´tend ses re´sultats a` une classe particulie`re de lois ayant un support non borne´ et des moments d’ordre grand
(cf. [33], section 6.2). Le coˆne doit se trouver en position ge´ne´rale relativement a` la loi L (cf. [33], section 0.7).
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6.2 Coˆne de se´curite´
On suppose maintenant que la marche est centre´e (i.e. µ = 0). Comme nous l’avons mentionne´
dans l’introduction, le coˆne translate´ Cδ qui apparaˆıt dans l’e´nonce´ du the´ore`me 6.1 doit eˆtre
interpre´te´ comme un « coˆne de se´curite´ » permettant a` la marche qui en est issue de rester dans C
pendant un temps arbitrairement long. D’un point de vue strictement technique, le coˆne Cδ apparaˆıt
d’abord dans le lemme suivant qui est un ingre´dient essentiel de la de´monstration du the´ore`me.
Lemme 6.3. Il existe un entier a ≥ 1, une boule ferme´e B(z, r] contenue dans Co et un re´el δ ≥ 0
tels que
P0(Sa ∈ B(z, r];S1, . . . , Sa ∈ C−δ ) > 0 .
De´monstration. Soit N une variable ale´atoire de loi normale N (0,Γ). Comme la suite (n−1/2Sn)
converge en loi vers N , en utilisant l’invariance du coˆne par homothe´tie puis le the´ore`me de Porte-
manteau, on obtient
lim inf
n→∞ P0(Sn ∈ C
o ) = lim inf
n→∞ P0(n
−1/2Sn ∈ Co ) ≥ P0(N ∈ Co ) > 0 .
On peut donc choisir un entier a ≥ 1 tel que P0(Sa ∈ Co ) > 0. Il existe alors une boule ferme´e
B(z, r] contenue dans Co telle que P0(Sa ∈ B(z, r] ) > 0, et le re´sultat annonce´ se de´duit simplement
du fait que
lim
δ→+∞
P0(Sa ∈ B(z, r];S1, . . . , Sa ∈ C−δ ) = P0(Sa ∈ B(z, r] ) .
Nous allons expliquer maintenant de manie`re informelle les me´thodes que nous emploierons pour
de´montrer le the´ore`me 6.1. Conside´rons un entier a ≥ 1, un boule B(z, r] ⊂ Co et un re´el δ ≥ 0 tels
que
α = P0(Sa ∈ B(z, r];S1, . . . , Sa ∈ C−δ ) > 0 .
Quel que soit x ∈ Rd, on obtient par translation
(6.3) α = Px(Sa ∈ x+B(z, r];S1, . . . , Sa ∈ x+ C−δ ) .
Or, si x appartient a` Cδ, alors x+ C−δ ⊂ C et x+B(z, r] ⊂ Cδ ; donc
Px(Sa ∈ Cδ;TC > a ) ≥ α .
Autrement dit, partant de Cδ, la marche reste dans C jusqu’a` l’instant a et se retrouve a` nouveau
dans Cδ a` cet instant avec une probabilite´ ≥ α. Elle peut alors repartir dans les meˆmes conditions
pour un tour dans C d’une dure´e a se terminant dans Cδ ; et en re´pe´tant l’ope´ration k fois, on voit
en particulier que
Px(TC > ka ) ≥ αk > 0 .
Cela justifie l’ide´e de « coˆne de se´curite´ » introduite au de´but de cette section. Reprenons ce raison-
nement en preˆtant plus d’attention a` la condition Sa ∈ x+B(z, r). D’apre`s (6.3), pour tout x ∈ Cδ,
on a
Px(Sa ∈ x+B(z, r];TC > a ) ≥ α ;
ce qui veut dire que la marche partant de Cδ fait un tour dans C d’une dure´e a se terminant dans
Cδ en ayant finalement avance´ d’une direction ∈ B(z, r], et tout cela avec une probabilite´ ≥ α. En
re´pe´tant l’ope´ration k fois, on obtient
(6.4) Px(Ska ∈ x+ kB(z, r];TC > ka ) ≥ αk .
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La marche reste dans C et s’e´loigne de l’origine d’une distance O(k) en un temps O(k) avec une
probabilite´ ≥ αk. Afin de bien comprendre l’inte´reˆt de ce re´sultat, voyons comment il peut eˆtre
utilise´ pour de´montrer que, pour tout x ∈ Cδ, on a
lim inf
n→∞ Px(TC > n )
1/
√
n > 0 .
Notons {Sn(t), t ∈ [0, 1]} le processus a` trajectoires continues valant Sk/
√
n aux instants t = k/n
et interpole´ line´airement ailleurs. Par invariance par changement d’e´chelle et convexite´ de C, on a
Px(TC > n ) = P0( ∀t ∈ [0, 1], n−1/2x+ Sn(t) ∈ C ) ,
et en utilisant le fait que la suite (n−1/2x + Sn) converge en loi vers le mouvement brownien issu
de 0, on peut de´montrer a` l’aide du the´ore`me de Portemanteau que Px(TC > n ) converge vers la
probabilite´ pour que le mouvement brownien issu du sommet de C reste dans ce coˆne pendant une
unite´ de temps. Mais comme cette probabilite´ est nulle, cela n’apporte pas d’information nouvelle.
On peut ne´anmoins tirer parti de la convergence de Sn vers le mouvement brownien : si on utilise
la relation (6.4) avec k =
√
n pour forcer la marche a` s’e´loigner d’abord de l’origine d’une distance
O(
√
n), on obtient
Px(T > n ) ≥ α
√
n inf
y∈x+√nB(z,r]
Py(TC > n− a
√
n )
donc
Px(T > n ) ≥ α
√
n inf
u∈B(z,r]
P0( ∀t ∈ [0, 1], n−1/2x+ u+ Sn(t) ∈ C ) .
Comme le mouvement brownien issu d’un point u ∈ Co reste dans C pendant une unite´ de temps
avec une probabilite´ positive, on de´duit du the´ore`me de Portemanteau que
lim inf
n→∞ infu∈B(z,r]
P0( ∀t ∈ [0, 1], n−1/2x+ u+ Sn(t) ∈ C ) > 0 ;
d’ou`
lim inf
n→∞ Px(TC > n )
1/
√
n ≥ α > 0 .
Nous allons appliquer cette me´thode a` l’e´tude de la quantite´
pn(R) = Px( ‖Sn‖ ≤ R;TC > n ) .
Cela ne peut eˆtre fait directement car l’e´tape de renormalisation, qui permet de se ramener au
processus Sn, conduit a` minorer la quantite´ pre´ce´dente par α
√
n que multiplie une expression de la
forme
« inf
u∈B(z,r]
P0( ‖u+ Sn(1)‖ ≤ R√
n
; ∀t ∈ [0, 1], u+ Sn(t) ∈ C ) »
qui tend vers 0 en meˆme temps que R/
√
n. Cependant, cette me´thode permet de montrer que
lim inf
n→∞ pn(
√
n)1/
√
n ≥ α .
L’e´tape suivante consiste alors a` comparer pn(R) avec pn(
√
n). S’il existait une constante C > 0,
inde´pendante de n et de R, telle que l’on ait pn(R + 1) ≤ Cpn(R) pour tout R suffisamment
grand, alors on aurait (approximativement) pn(
√
n) ≤ C
√
npn(R) et cela suffirait a` conclure. C’est
ce type d’argument que nous allons utiliser, a` ceci pre`s que, dans la de´finition de pn, les boules
usuelles (c’est-a`-dire la norme euclidienne) seront remplace´es par des ensembles mieux adapte´s a` la
ge´ome´trie du proble`me.
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On rappelle que ~u est un vecteur unitaire inte´rieur a` C. On peut donc choisir un coˆne ouvert
D = {x ∈ Rd : ‖~x−~u‖ < λ} de direction ~u et d’ouverture 0 < λ < √2 suffisamment petite pour que
D soit contenu dans C. Pour tous , R ≥ 0, on note D = ~u+D et D(R) = {x ∈ D : |〈x, ~u 〉| ≤ R}.
Par le choix de λ <
√
2, les ensembles D(R) sont des parties borne´es de Rd, et il est donc
e´quivalent de de´montrer le the´ore`me 6.1 avec la condition ‖Sn‖ ≤ R ou bien avec la condition
Sn ∈ D(R) 3.
6.3 Probabilite´ de retour a` une distance infe´rieure a` la racine
carre´e du temps sans jamais quitter le coˆne
On rappelle que C1 est l’espace des fonctions continues sur l’intervalle [0, 1] a` valeurs dans Rd
muni de sa tribu bore´lienne. On note {X(t), t ∈ [0, 1]} le processus des coordonne´es sur C1 et Wx la
loi du mouvement brownien de matrice de covariance Γ issu d’un point x ∈ Rd.
Lemme 6.4. Soient x ∈ Co et 0 ≤  < 1. Si (Wn) est une suite de mesures de probabilite´ sur C1
qui converge e´troitement vers Wx, alors
(6.5) lim inf
n→∞ Wn(X(1) ∈ D(1);∀t ∈ [0, 1], X(t) ∈ C) > 0 .
De´monstration. Posons O = {X(1) ∈ D(1)o;∀t ∈ [0, 1], X(t) ∈ Co}. D’apre`s le the´ore`me de
Portemanteau, on a
lim inf
n→∞ Wn(O) ≥Wx(O) ,
car l’ensemble O est un ouvert de C1. Puisque x appartient a` Co et que D(1)o est non vide et contenu
dans Co, on peut trouver une fonction w ∈ O telle que w(0) = x (par exemple, en parame´trant le
segment joignant x a` un point de D(1)o). Or, tout voisinage d’une fonction continue issue de x
posse`de une Wx-mesure positive, donc c’est le cas pour O et le lemme est de´montre´.
A` partir de maintenant, nous fixons l’entier a ≥ 1, la boule ferme´e B(z, r] et le re´el δ ≥ 0 donne´s
par le lemme 6.3 et nous posons α = P0(Sa ∈ B(z, r];S1, . . . , Sa ∈ C−δ ). Dans toute la suite, nous
noterons [s] la partie entie`re d’un nombre re´el s.
Proposition 6.5. Pour tout compact K ⊂ Cδ et tout  ≥ 0, on a
lim inf
n→∞ infx∈K
Px(Sn ∈ D(
√
n);TC > n )1/
√
n ≥ α .
De´monstration. Pour tout entier k ≥ 0, on de´finit les e´ve´nements
Ak = {Sak+a − Sak ∈ B(z, r];Sak+i − Sak ∈ C−δ, i = 1 . . . a}
et
Bk = {Sak+a − Sak ∈ B(z, r];Sak+i ∈ C, i = 1 . . . a} .
Puisque Cδ + C−δ ⊂ C, les relations Sak ∈ Cδ et Sak+i − Sak ∈ C−δ impliquent Sak+i ∈ C. D’autre
part, si Sak ∈ Cδ et Sak+a − Sak ∈ B(z, r], alors Sak+a ∈ Cδ car B(z, r] ⊂ C et Cδ + C ⊂ Cδ. On a
donc
{Sak ∈ Cδ} ∩Ak ⊂ Bk ∩ {Sak+a ∈ Cδ} .
3. On aurait pu se passer d’introduire un sous-coˆne D et travailler avec les ensembles C(R) = {x ∈ C : |〈x, ~u 〉| ≤
R}, qui pre´sentent les meˆmes proprie´te´s, sauf dans le cas ou` C est un demi-espace car C(R) n’est alors pas borne´e.
L’introduction de D permet aussi d’e´viter la confusion entre le coˆne de se´curite´ Cδ et les « boules » C(R) qui ont
une interpre´tation tre`s diffe´rente.
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En appliquant cette relation pour k = 0 . . . l − 1, on obtient successivement :
{S0 ∈ Cδ} ∩A0 ⊂ B0 ∩ {Sa ∈ Cδ} ;
{S0 ∈ Cδ} ∩A0 ∩A1 ⊂ B0 ∩ {Sa ∈ Cδ} ∩A1 ⊂ B0 ∩B1 ∩ {S2a ∈ Cδ} ;
...
(6.6) {S0 ∈ Cδ} ∩
(
l−1⋂
k=0
Ak
)
⊂
l−1⋂
k=0
Bk .
Et puisque
l−1⋂
k=0
Bk ⊂ {Sal ∈ S0 +B(lz, lr);Si ∈ C, i = 1 . . . al} ,
il vient, pour tout x ∈ Cδ et tout n ≥ la,
Px(Sn ∈ D(
√
n);TC > n )
≥ Px(∩l−1k=0Ak;Sn ∈ D(
√
n);Sn, . . . , Sal+1 ∈ C )
≥ Px(∩l−1k=0Ak ) inf
y∈B(x+lz,lr]
Py(Sn−al ∈ D(
√
n);Si ∈ C, i = 1 . . . n− al )
≥ αl inf
u∈B(z,r]
P0(x+ lu+ Sn−al ∈ D(
√
n);x+ lu+ Si ∈ C, i = 1 . . . n− al )(6.7)
Pour tout n ≥ 1, on note {Sn(t), t ∈ [0, 1]} le processus a` trajectoires continues valant Sk/
√
n
aux instants t = k/n et interpole´ line´airement ailleurs. Posons kn = n − a[
√
n] et yn(x, u) =
k
−1/2
n (x + [
√
n]u). Fixons 0 < ′ < 1 et supposons que n soit assez grand pour que k−1/2n D(
√
n)
contienne D′(1). On a alors
{x+ [√n]u+ Skn ∈ D(
√
n)} ⊃ {yn(x, u) + Skn(1) ∈ D′(1)} ;
et puisque C est invariant par homothe´tie et convexe on a aussi
{x+ [√n]u+ Si ∈ C, i = 1 . . . kn} = {∀t ∈ [0, 1], yn(x, u) + Skn(t) ∈ C} .
En utilisant la relation (6.7) avec l = [
√
n] on en de´duit que
Px(Sn ∈ D(
√
n);TC > n )
≥ α[
√
n] inf
u∈B(z,r]
P0( yn(x, u) + Skn(1) ∈ D′(1);∀t ∈ [0, 1], yn(x, u) + Skn(t) ∈ C )︸ ︷︷ ︸
pn(x,u)
.(6.8)
D’apre`s le principe d’invariance de Donsker, la suite (Skn) converge en loi sur C1 vers le mou-
vement brownien ; si (xn) et (un) sont deux suites de Rd convergeant respectivement vers x et u,
alors la suite (yn(xn, un)) converge vers u et la suite de processus (yn(xn, un) + Skn) converge en
loi vers le mouvement brownien issu de u d’apre`s le lemme de Slutsky. Si u est a` l’inte´rieur de C,
le lemme 6.4 montre alors que
lim inf
n→∞ pn(xn, un) > 0 .
Par conse´quent, pour tout compact K ⊂ Cδ, on a
lim inf
n→∞ infx∈K
inf
u∈B(z,r]
pn(x, u) > 0 ,
et, vu la minoration (6.8), le re´sultat de la proposition s’en de´duit imme´diatement.
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6.4 Probabilite´ de retour dans une boule sans jamais quitter le
coˆne
Le lemme suivant est un ingre´dient essentiel de la de´monstration du the´ore`me 6.1.
Lemme 6.6. Il existe un entier b ≥ 1 et deux nombres re´els R0 >  > 0 tels que
inf
R≥R0
inf
x∈D(R+1)
Px(Sb ∈ D(R);TC > b ) > 0 .
De´monstration. Nous allons d’abord de´montrer qu’il existe un entier b ≥ 1 et deux nombres re´els
R0 >  > 0 tels que
(6.9) inf
x∈D(R0+1)
Px(Sb ∈ D(R0);TC > b ) > 0 ,
puis nous en de´duirons le lemme par un argument ge´ome´trique.
Fixons un nombre re´el 0 < ′ < 1 et posons
pn(y) = P0( y + n−1/2Sn ∈ D′(1); y + n−1/2Si ∈ C, i = 1 . . . n ) .
D’apre`s le lemme 6.4, si (yn) est une suite qui converge vers un point inte´rieur a` C, alors
lim inf
n→∞ pn(yn) > 0 .
Par un argument de compacite´, on en de´duit que pour tout compact K ⊂ Co on a
lim inf
n→∞ infy∈K
pn(y) > 0 .
Pour K = D′(2), choisissons un entier b ≥ 1 tel que infy∈D′ (2) pb(y) > 0. Puisque pb(y) s’e´crit aussi
pb(y) = P√by(Sb ∈ D′√b(
√
b);TC > b ) ,
et que
√
bD′(2) = D′
√
b(2
√
b) contient D′
√
b(
√
b+ 1), nous venons de de´montrer la relation (6.9)
avec R0 =
√
b et  = ′
√
b.
Pour la suite de cette de´monstration, nous noterons
γ = inf
x∈D(R0+1)
Px(Sb ∈ D(R0);T > b ) .
Conside´rons un nombre re´el R ≥ R0 et un point x ∈ D(R+ 1), et posons
px(R) = Px(Sb ∈ D(R);T > b ) .
Cette quantite´ est croissante en R car les ensembles D(R) le sont.
Si x ∈ D(R0 + 1), alors on a px(R0) ≥ γ par de´finition de γ, donc aussi px(R) ≥ γ.
Si x /∈ D(R0 + 1), alors on a R0 + 1 < 〈x, ~u 〉 ≤ R+ 1 et l’on pose
y = ~u+
(
R0 + 1− 
〈x, ~u 〉 − 
)
(x− ~u) .
Le point y ve´rifie les relations suivantes :
– y ∈ D(R0 + 1) ;
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– y + Sb ∈ D(R0) implique x+ Sb ∈ D(R) ;
– y + Sk ∈ C implique x+ Sk ∈ C.
Par conse´quent, on a aussi px(R) ≥ py(R0) ≥ γ. Cela de´montre le lemme.
De´monstration du the´ore`me 6.1. Fixons les nombres b ≥ 1, R0 >  > 0 donne´s par le lemme 6.6
pre´ce´dent et posons
β = inf
R≥R0
inf
x∈D(R+1)
Px(Sb ∈ D(R);TC > b ) > 0 .
Soit K ⊂ Cδ un compact. Nous allons d’abord de´montrer que
(6.10) lim inf
n→∞ infx∈K
Px(Sn ∈ D(R0);T > n )1/
√
n ≥ αβ ,
puis nous conclurons en comparant D(R0) avec les boules usuelles. Posons
pn(R) = inf
x∈K
Px(Sn ∈ D(R);T > n ) .
D’apre`s le lemme 6.6, on peut forcer la marche se trouvant dans D(R+ 1) a` l’instant n a` retourner
dans D(R) a` l’instant n+ b sans jamais quitter le coˆne C. En effet, on a
{Sn+b ∈ D(R);TC > n+ b} ⊃ {Sn ∈ D(R+ 1);TC > n} ∩ {Sn+b ∈ D(R);Sn+1, . . . , Sn+b ∈ C} ,
donc
Px(Sn+b ∈ D(R);TC > n+ b )
≥ Px(Sn ∈ D(R+ 1);TC > n )× inf
y∈D(R+1)
Py(Sb ∈ D(R);TC > b )
d’apre`s la proprie´te´ de Markov. Par de´finition de β, cela donne
pn+b(R) ≥ pn(R+ 1)β
quel que soit R ≥ R0, et cette proprie´te´ s’e´tend par re´currence en
(6.11) pn(R0 + k) ≤ pn+kb(R0)β−k
quel que soit k ≥ 1. Graˆce a` cela, nous allons pouvoir comparer pn(R0) avec pn(
√
n) dont le
comportement est connu (cf. proposition 6.5). Vu la croissance de pn(·) et la relation (6.11), pour
tout n ≥ R20 on a l’encadrement
pn(
√
n) ≤ pn(R0 + [
√
n−R0 + 1]) ≤ β−ln pkn(R0) ,
ou` l’on a pose´ ln = [
√
n − R0 + 1] et kn = n + lnb. En prenant la puissance k−1/2n des membres
extre´maux de cette ine´galite´, il vient
βlnk
−1/2
n pn(
√
n)k
−1/2
n ≤ pkn(R0)k
−1/2
n .
Puisque ln ∼
√
n et kn ∼ n, un passage a` la limite dans l’ine´galite´ pre´ce´dente utilisant la proposi-
tion 6.5 donne
(6.12) lim inf
n→∞ pkn(R0)
k
−1/2
n ≥ αβ .
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Les lacunes de la suite (kn)n≥R20 sont de taille b−1 et les intervalles d’entiers successifs qui composent
l’image de cette suite ont une longueur qui croˆıt inde´finiment ; tout entier suffisamment grand qui
n’appartient a` l’image de la suite (kn)n≥R20 est donc de la forme k
′
n = kn + b. Or d’apre`s (6.11) on a
pk′n(R0) ≥ pkn(R0 + 1)β ≥ pkn(R0)β ,
donc la relation (6.12) est encore vraie si l’on remplace kn par k′n. Puisque l’on observe le meˆme
comportement asymptotique le long des deux sous-suites « comple´mentaires » (kn) et (k′n), on a
aussi
lim inf
n→∞ pn(R0)
n−1/2 ≥ αβ .
Cela de´montre (6.10).
6.5 A` propos des constantes du the´ore`me
Les lemmes 6.3 et 6.6 de´montrent l’existence de constantes δ et R0 ve´rifiant certaines e´quations
qui sont ensuite utilise´es pour de´montrer le re´sultat du the´ore`me 6.1. Si l’on distingue ces re´sultats
d’existence de leur utilisation, on peut formuler le the´ore`me suivant.
The´ore`me 6.7. Si δ ≥ 0 est tel qu’il existe un entier a ≥ 1 ve´rifiant
(6.13) P0(Sa ∈ Co;S1, . . . , Sa ∈ C−δ ) > 0 ,
et si R0 est tel qu’il existe un entier b ≥ 1 ve´rifiant
inf
R≥R0
inf
‖x‖≤R+1
Px( ‖Sb‖ ≤ R;TC > b ) > 0 ;
alors, pour tout compact K ⊂ Cδ, on a
lim inf
n→∞ infx∈K
Px( ‖Sn‖ ≤ R0;TC > n )1/
√
n > 0 .
Les lemmes 6.3 et 6.6 montrent que de tels δ et R0 existent et l’on retrouve alors le the´ore`me 6.1.
Malgre´ l’aspect un peu brut du the´ore`me 6.7, il est utile de voir la conclusion e´nonce´e sous ces
hypothe`ses pour aborder la question suivante : quelles sont les constantes δ et R0 optimales ?
Il est agre´able de constater que dans le cas naturel d’une marche issue de 0 qui peut entrer
imme´diatement dans Co, un coˆne de se´curite´ n’est pas ne´cessaire : la relation (6.13) est vraie avec
δ = 0 et a = 0.
6.6 Application au cas de´centre´
Cette courte section est consacre´e a` la de´monstration du corollaire 6.2. On suppose que la
mesure de probabilite´ L est de´centre´e et posse`de tous les moments exponentiels. Soit ρL le minimum
de la transforme´e de Laplace de L et soit p ∈ Rd le point ou` ce minimum est atteint. On note
L∗(dy) = ρ−1L e〈 p,y 〉 L(dy) la mesure relativise´e de L, et (S∗n) une marche ale´atoire de loi L∗. D’apre`s
le corollaire 5.2, on a
Px(‖Sn‖ ≤ R0;TC > n) = ρnLe〈 p,x 〉Ex(e−〈 p,S
∗
n 〉; ‖S∗n‖ ≤ R0;S∗1 , . . . , S∗n ∈ C) .
D’apre`s le the´ore`me 6.1, il existe R0 et δ tels que pour tout x ∈ Cδ on ait
lim
n→∞Px(‖S
∗
n‖ ≤ R0;S∗1 , . . . , S∗n ∈ C)1/n = 1.
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Comme
e−‖p‖R0 ≤ Ex(e
−〈 p,S∗n 〉; ‖S∗n‖ ≤ R0;S∗1 , . . . , S∗n ∈ C)
Px(‖S∗n‖ ≤ R0;S∗1 , . . . , S∗n ∈ C)
≤ e‖p‖R0 ,
on en de´duit que
lim
n→∞Ex(e
−〈 p,S∗n 〉; ‖S∗n‖ ≤ R0;S∗1 , . . . , S∗n ∈ C)1/n = 1 ,
puis
lim
n→∞Px(‖Sn‖ ≤ R0;TC > n)
1/n = ρL .
C’est ce qu’il fallait de´montrer.
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Deuxie`me partie
The´ore`mes limites pour des processus
ale´atoires conditionne´es a` rester dans
des coˆnes
77

Chapitre 7
Mouvement brownien conditionne´ a`
rester dans un coˆne pendant une unite´
de temps
Re´sume´. A` la fin des anne´es soixante-dix, le me´andre brownien est apparu comme limite dans
plusieurs the´ore`mes de convergence en loi de processus conditionne´s. Dans un article datant de
1977, R. Durret, D. Iglehart et D. Miller [10] de´montrent que le mouvement brownien re´el issu d’un
point x > 0 et conditionne´ a` rester positif pendant une unite´ de temps converge vers le me´andre
brownien lorsque x tend vers 0. En 1985, M. Shimura [28] obtient un re´sultat analogue pour le
mouvement brownien planaire conditionne´ a` rester dans un coˆne : il de´montre la convergence en loi
de ce processus issu d’un point x inte´rieur au coˆne lorsque x tend vers le sommet du coˆne, et donne
l’expression des probabilite´s de transition du processus limite. Le re´sultat principal de ce chapitre
est le the´ore`me 7.42 qui e´tend le re´sultat de M. Shimura au mouvement brownien de dimension
quelconque conditionne´ a` rester dans un coˆne de re´volution.
Ce chapitre est organise´ de la fac¸on suivante :
Dans la premie`re section, nous posons le proble`me de la convergence du mouvement brownien
conditionne´ dans un cadre tre`s ge´ne´ral. E´tant donne´s un ouvert U de Rd, un point x de U et un
temps t ≥ 0, on note W˜Ux,t la loi du mouvement brownien issu de x et conditionne´ a` rester dans
U jusqu’a` l’instant t qui est obtenue a` partir de la loi Wx du mouvement brownien issu de x en
la conditionnant par l’e´ve´nement {τU > t}, ou` τU de´signe le temps de sortie de U . La famille de
lois {W˜Ux,t : x ∈ U, t ≥ 0} est un « processus de Markov inhomoge`ne » (propositions 7.2 et 7.3)
dont les transitions sont explicitement lie´es a` celles du mouvement brownien tue´ a` sa sortie de
U (paragraphe 7.1.2). Sous une hypothe`se tre`s ge´ne´rale de co-re´gularite´ de U , on de´montre que
l’application (x, t) 7→ W˜Ux,t est continue 1 sur U × R+ (the´ore`me 7.7). Si x0 est un point de ∂U ,
on a Wx0(τU > 0) = 0 et l’on ne peut pas de´finir de loi W˜
U
x0,t de manie`re e´le´mentaire : la notion
de mouvement brownien issu de x0 et conditionne´ a` rester dans U n’a pas alors de sens a priori.
Une fac¸on de´tourne´e de de´finir un tel processus consiste a` obtenir sa loi comme limite des lois W˜Ux,t
lorsque x ∈ U tend vers x0. Il s’agit donc de savoir si l’application de´finie plus haut se prolonge par
continuite´ en des points du bord de U .
Dans la section 7.2, nous e´tudions le cas ou` U = D est un demi-espace. Nous rappelons
d’abord en de´tail la me´thode utilise´e par R. Durret, D. Iglehart et D. Miller pour traiter le cas
du mouvement brownien re´el conditionne´ a` rester positif. Leur re´sultat s’e´tend imme´diatement
1. La continuite´ s’entend au sens de la convergence en loi sur C∞. Tout cela sera bien suˆr pre´cise´ par la suite.
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en dimension supe´rieure au cas d’un demi-espace puisqu’il s’agit essentiellement de conditionner
l’une des coordonne´es a` rester positive en laissant les autres libres ; on obtient alors une famille
{W˜Dx,t : x ∈ D, t ≥ 0} qui est continue en le couple (x, t) ∈ D × R+ (the´ore`me 7.20). On cherche
alors a` tirer profit de l’existence de cette famille continue pour e´tudier certains ouverts U dont
le bord est suffisamment lisse. Pour un ouvert U contenu dans un demi-espace D, on a l’identite´
W˜Ux,t = W˜
D
x,t(∗ | τU > t) quels que soient x ∈ U et t ≥ 0. Si le bord de D est un hyperplan tangent a`
U en un point x0 ∈ ∂U , cette identite´ sugge`re d’e´tudier la positivite´ de W˜Dx0,t(τU > t), c’est-a`-dire
l’irre´gularite´ de x0 pour U c relativement au me´andre brownien de dimension d, pour envisager une
de´finition e´le´mentaire de W˜Ux0,t comme la mesure de probabilite´ W˜
D
x0,t conditionne´e par l’e´ve´nement
{τU > t}. Dans les cas ou` cette de´finition a un sens, nous donnons une condition suffisante de conti-
nuite´ en x0 de la famille {W˜Ux,t : x ∈ U ∪ {x0}, t > 0} 2 (proposition 7.23). Comme l’ont fait avant
nous K. Burdzy [6] dans un contexte diffe´rent et M. Shimura [27] en dimension 2, nous exploitons
la dualite´ entre l’irre´gularite´ relativement au me´andre brownien de dimension d et l’irre´gularite´
relativement au mouvement brownien de dimension d + 2 afin d’obtenir un crite`re permettant de
de´cider si W˜Dx0,t(τU > 0) = 0 ou 1, pour une certaine classe d’ouverts U . Nous illustrons ces re´sultats
en de´montrant que la famille {W˜Bx,t : x ∈ B, t > 0}, ou` B est une boule ouverte, se prolonge par
continuite´ en tout x ∈ B (proposition 7.32). A` notre connaissance, ce re´sultat est nouveau.
La dernie`re section est consacre´e a` l’e´tude du cas ou` U = C est un coˆne de re´volution de sommet
0. Nous de´montrons la convergence des lois W˜Cx,t lorsque x ∈ C tend vers 0 et donnons l’expression
des probabilite´s de transition limites ; ces dernie`res s’obtiennent a` partir de celles du mouvement
brownien tue´ a` sa sortie de C qui sont donne´es par R. Ban˜uelos et R. Smits [1]. Pour de´montrer le
the´ore`me 7.42, il suffit alors d’e´tablir la tension de la suite (W˜Cxn,tn) lorsque xn ∈ C tend vers 0 et
tn > 0 tend vers t > 0. Cela est fait en s’inspirant de la me´thode ge´ne´rale applique´e par M. Shimura
en dimension 2 : si la famille de lois {W˜Cx,t : x ∈ C, t ≥ 0} se prolonge par continuite´ en tout point de
∂C \ {0}, alors la suite (W˜Cxn,tn) est tendue lorsque xn ∈ C tend vers 0. En dimension 2, un coˆne est
localement un demi-espace en tout point de son bord autre que le sommet, et le prolongement par
continuite´ que nous venons d’invoquer s’obtient sans difficulte´. En dimension d > 2, pour un coˆne
de re´volution C , nous obtenons le prolongement par continuite´ a` ∂C \ {0} a` l’aide des me´thodes
que nous avons de´veloppe´es dans la section pre´ce´dente.
Notations et conventions Soit X = (X, τ) un espace topologique. Une mesure de probabilite´
sur X est une mesure de probabilite´ de´finie sur la tribu bore´lienne de X .
Nous emploierons le terme « convergence », seul, pour de´signer la notion habituelle de conver-
gence e´troite ou convergence en loi. Autrement dit, si {µ, (µn)n≥0} est une famille de mesures de
probabilite´ sur X , nous dirons que la suite (µn) converge vers µ, et nous e´crirons µn ⇒ µ ou
limµn = µ, si limµn(f) = µ(f) pour toute fonction f : X → R continue et borne´e. Soit A une
partie d’un espace me´trique, x0 un point adhe´rent a` A et {µx0 , (µx)x∈A} une famille de mesures
de probabilite´ sur X . Nous dirons que µx converge vers µx0 lorsque x ∈ A tend vers x0, et nous
e´crirons
lim
x∈A→x0
µx = µx0 ,
si limµxn = µx0 pour toute suite (xn) ∈ A convergeant vers x0. Cela est e´quivalent au fait que
lim
x∈A→x0
µx(f) = µx0(f)
2. La famille est restreinte aux t > 0 car la loi W˜Dx0,0 est e´gale a` Wx0 si bien que W˜
D
x0,0(τU > 0) est toujours nul
et la loi W˜Ux0,0 ne peut pas eˆtre de´finie de cette manie`re.
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pour toute fonction f : X → R continue et borne´e. Lorsque x0 appartient a` A, nous dirons de
manie`re plus concise que la famille (µx)x∈A est continue en x0 ; lorsque x0 n’appartient pas a` A,
nous dirons que la famille (µx)x∈A se prolonge par continuite´ en x0.
Soit d ≥ 1 un entier. Pour tout T > 0, on de´signe par CT l’espace des fonctions continues sur
l’intervalle [0, T ] a` valeurs dans Rd et on note ‖ ·‖T la norme uniforme de´finie pour tout w ∈ CT par
‖w‖T = supt∈[0,T ] ‖w(t)‖. On note CT l’espace vectoriel norme´ (CT , ‖·‖T ) ; il est complet et se´parable.
On rappelle que sa tribu bore´lienne, FT , est engendre´e par les rectangles fini-dimensionnels
{w ∈ CT : w(t1) ∈ B1, . . . , w(tn) ∈ Bn} ,
ou` 0 ≤ t1 < · · · < tn ≤ T et B1, . . . , Bn ∈ B(Rd).
On de´signe par C∞ l’espace des fonctions continues sur l’intervalle [0,+∞[ a` valeurs dans Rd,
et on note C∞ l’espace topologique (C∞, τ), ou` τ est la topologie de la convergence uniforme sur les
compacts. Cet espace est me´trisable a` l’aide, par exemple, de la distance d de´finie par
d(w,w′) =
∞∑
n=1
min(1, ‖w − w′‖n)
2n
.
Comme CT , l’espace C∞ est se´parable et complet. Sa tribu bore´lienne, F∞, est engendre´e par les
rectangles fini-dimensionnels
{w ∈ C∞ : w(t1) ∈ B1, . . . , w(tn) ∈ Bn} ,
ou` 0 ≤ t1 < · · · < tn et B1, . . . , Bn ∈ B(Rd).
La projection naturelle ΠT : C∞ → CT , qui associe a` un e´le´ment w de C∞ sa restriction w|[0,T ] a`
l’intervalle [0, T ], est une application continue. Si µ est une mesure de probabilite´ sur C∞, on note
µ ◦Π−1T la mesure de probabilite´ image de µ par ΠT . On rappelle que la convergence de mesures de
probabilite´s sur C∞ est e´quivalente a` la convergence de toutes les mesures images : si µn, µ sont des
mesures de probabilite´s sur C∞, alors
µn ⇒ µ⇔ ∀T > 0, µn ◦Π−1T ⇒ µ ◦Π−1T .
Lorsque nous aurons a` conside´rer les mesures images, nous omettrons ge´ne´ralement la projection
ΠT , et nous dirons improprement que µn converge vers µ sur CT si µn ◦Π−1T ⇒ µ ◦Π−1T .
Sur C∞, nous de´finissons les applications coordonne´es Xt, parfois note´es X(t), par
∀w ∈ C∞, ∀t ≥ 0, Xt(w) = w(t) .
On note X = (Xt)t≥0 l’application identite´ de C∞. Pour tout T ≥ 0, la sous-tribu Π−1T FT de F∞
co¨ıncide avec la tribu σ{Xt, t ≤ T} ; on la notera simplement FT .
7.1 Mouvement brownien conditionne´
Soit U un ouvert de Rd et τU : C∞ → R le temps de sortie de U , de´fini pour tout w ∈ C∞ par
τU (w) = inf{t > 0 : w(t) /∈ U} .
Fixons un temps t > 0. Par continuite´ des trajectoires, l’ensemble {τU > t} s’e´crit aussi {Xs ∈
U,∀s ∈]0, t]}. Observons que pour tout ferme´ F et tout 0 ≤ a < t, l’ensemble {Xs ∈ F,∀s ∈ [a, t]}
est e´gal a` ⋂
n≥1
{
X(a+ k2−n(t− a)) ∈ F,∀k = 0 . . . 2n} ,
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donc mesurable. Maintenant, si U de´signe le ferme´ {x ∈ U : d(x, U c) ≥ }, on peut e´crire
{Xs ∈ U,∀s ∈]0, t]} =
⋂
a>0
⋃
>0
{Xs ∈ U, ∀s ∈ [a, t]} ,
et l’on en de´duit que {τU > t} est mesurable, et plus pre´cise´ment {τU > t} ∈ Ft. La fonction τU est
donc un temps d’arreˆt. Pour tout x ∈ Rd, on note Wx la loi sur C∞ du mouvement brownien issu
de x. Comme le mouvement brownien reste au voisinage de son point de de´part jusqu’a` l’instant
t avec une probabilite´ positive, on a Wx(τU > t) > 0 pour tout x ∈ U et l’on de´finit une famille
{W˜Ux,t, x ∈ U} de lois conditionnelles sur C∞ en posant
(7.1) ∀A ∈ F , W˜Ux,t(A) = Wx(A | τU > t) =
Wx(A; τU > t)
Wx(τU > t)
.
La mesure de probabilite´ W˜Ux,t est la loi du mouvement brownien issu de x et conditionne´ a` rester
dans U jusqu’a` l’instant t.
Comme nous l’avons explique´ dans l’introduction de ce chapitre, notre but est d’e´tudier la
convergence des lois W˜Ux,t lorsque x ∈ U tend vers un point x0 du bord de U . Pour cette e´tude,
nous conside´rerons comme de´ge´ne´re´ le cas ou` la de´finition (7.1) a un sens en x0. Afin d’e´viter cette
situation, nous supposerons toujours que Wx0(τU > 0) est nul pour tous les points x0 du bord de
U .
Donnons maintenant quelques de´finitions.
Le temps de sortie τB d’un bore´lien B de Rd est de´fini, comme pour un ouvert, par
τB = inf{t > 0 : Xt /∈ B} .
Nous avons vu que τB est une application mesurable lorsque B est un ouvert ; c’est aussi le cas
lorsque B est un ferme´ ou une re´union de´nombrable de ferme´s. Pour simplifier, nous supposons que
B est soit ouvert, soit ferme´. Un point x est dit re´gulier pour B si le mouvement brownien issu de
x visite imme´diatement B, c’est-a`-dire :
Wx(τBc > 0) = 0 .
Dans le cas contraire, qui correspond a` Wx(τBc > 0) = 1 d’apre`s la loi du 0-1 de Blumenthal, le
point x est dit irre´gulier pour B ; le mouvement brownien issu de x passe alors du temps dans Bc
avant d’atteindre e´ventuellement B. Par continuite´ des trajectoires, tout point de Bo est re´gulier
pour B, tandis que tout point du comple´mentaire Bc de B est irre´gulier pour B. La question de
la re´gularite´ pour B ne concerne donc que les points de son bord. On dit que B est re´gulier si
tous les points de ∂B sont re´guliers pour B. A` ces de´finitions classiques, nous ajoutons les deux
suivantes : nous dirons de B qu’il est co-re´gulier si Bc est re´gulier (c’est-a`-dire que le mouvement
brownien issu du bord de B sort imme´diatement de B) et qu’il est bire´gulier s’il est a` la fois re´gulier
et co-re´gulier. Il existe de nombreux crite`res de re´gularite´ pour le mouvement brownien. Le plus
simple et le plus connu d’entre eux est certainement le crite`re du coˆne qui stipule que si B contient
un coˆne ouvert tronque´ de sommet x, alors x est re´gulier pour B (c.f. proposition 7.26). Ce crite`re
assure par exemple qu’une boule, une sphe`re ou un coˆne sont bire´guliers.
Lemme 7.1. Si B est co-re´gulier, alors Wx(τB = τB) = 1 quel que soit x ∈ Rd.
De´monstration. Pour tout x /∈ Bo, on a toujours W˜x(τB = 0) = 1 : si x n’est pas dans B, cela
est simplement duˆ a` la continuite´ des trajectoires, et si x est au bord de B, c’est la de´finition de
co-re´gulier. Comme τB est toujours plus petit que τB, on a ne´cessairement Wx(τB = τB) = 1.
82
Supposons maintenant que x soit a` l’inte´rieur de B. Sous Wx, le temps de sortie τB est positif, et
s’il est fini, alors XτB se trouve au bord de B. D’apre`s la proprie´te´ de Markov forte du mouvement
brownien, on a
Wx(τB <∞; τB < τB) = Wx(τB <∞;WXτB (τB > 0)) ,
et comme Wy(τB > 0) est nul pour tout y ∈ ∂B, on obtient
Wx(τB <∞; τB < τB) = 0 .
7.1.1 Proprie´te´ de Markov
Par convention, pour tout t ≤ 0 et tout x ∈ Rd, nous posons W˜Ux,t = Wx.
Proposition 7.2 (Proprie´te´ de Markov). Soient x ∈ U et t ≥ 0. Pour tout temps s ≥ 0, tout
A ∈ Fs+ et tout B ∈ F∞, on a
W˜Ux,t(A; θ
−1
s B) = W˜
U
x,t(A; W˜
U
X(s),t−s(B)) .
De´monstration. Supposons d’abord que s ∈ [0, t[. D’apre`s la proprie´te´ de Markov du mouvement
brownien, on a
Wx(A; θ−1s B; τU > t) = Wx(A; τU > s;WX(s)(B; τU > t− s))
= Wx(A; τU > s; W˜UX(s),t−s(B)WX(s)(τU > t− s))
D’autre part, la variable W˜UX(s),t−s(B) est Fs-mesurable, et la proprie´te´ de Markov donne aussi
Wx(A; W˜UX(s),t−s(B); τU > t) = Wx(A; W˜
U
X(s),t−s(B); τU > s;WX(s)(τU > t− s)) .
A` l’ordre des termes pre`s, le membre de droite de cette e´galite´ est identique au membre de droite
de l’e´galite´ pre´ce´dente ; donc
Wx(A; θ−1s B; τU > t) = Wx(A; W˜
U
X(s),t−s(B); τU > t) ,
et le re´sultat annonce´ s’en de´duit en divisant chacun des membres par Wx(τU > t).
Supposons maintenant que s ≥ t. L’e´ve´nement {τU > t} est alors Fs-mesurable et la proprie´te´
de Markov du mouvement brownien donne
Wx(A; θ−1s B; τU > t) = Wx(A;WX(s)(B); τU > t) .
Vu notre convention, c’est exactement le re´sultat annonce´.
Proposition 7.3 (Proprie´te´ de Markov forte). Soient x ∈ U et t > 0. Pour tout temps optionnel
τ , tout A ∈ Fτ+ et toute fonction f(s, w) : R+ × C(0,∞)→ R mesurable positive ou borne´e, on a
W˜Ux,t(A; τ < t; f(τ, θτ )) = W˜
U
x,t(A; τ < t; W˜
U
X(τ),t−τ (f(s, ·))|s=τ ) .
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De´monstration. La relation de´coule de la proprie´te´ de Markov forte du mouvement brownien :
Wx(A ∩ {τ < t} ∩ {τU > t}; f(τ, θτ ))
= Wx(A ∩ {τ < t} ∩ {τU > τ} ∩ {τU ◦ θτ > t− τ}; f(τ, θτ ))
= Wx(A ∩ {τ < t} ∩ {τU > τ};WX(τ)(f(s, w); τU > t− s)|s=τ )
= Wx(A ∩ {τ < t} ∩ {τU > τ};WX(τ)(τU > t− s)|s=τ W˜UX(τ),t−τ (f(s, w))|s=τ )
= Wx(A ∩ {τ < t} ∩ {τU > t}; W˜UX(τ),t−τ (f(s, w))|s=τ ) .
7.1.2 Probabilite´s de transition
Nous allons commencer par de´terminer les lois marginales 1-dimensionnelles des mesures W˜Ux,t.
Notons p(s, x, y) les probabilite´s de transition du mouvement brownien :
p(s, x, y) =
1
(
√
2pit)d
e−
‖y−x‖2
2t .
On rappelle que les mesures Wx(Xs ∈ dy; τU > s) posse`dent des densite´s (pas de probabilite´)
pU (s, x, y) par rapport a` la mesure de Lebesgue ; ces densite´s sont les transitions du mouvement
brownien tue´ a` la sortie de U .
Pour t < 0 et x ∈ Rd, la mesure W˜Ux,t est par convention e´gale a` Wx ; pour tout s ≥ 0, on a donc
W˜Ux,t(Xs ∈ dy) = p(s, x, y) dy .
Pour t ≥ 0 et x ∈ U , nous allons distinguer deux cas :
– si s ≤ t, alors toute fonction mesurable borne´e f ve´rifie la relation
Wx(f(Xs); τU > t) = Wx(f(Xs); τU > s;WXs(τU > t− s))
=
∫
f(y)pU (s, x, y)Wy(τU > t− s) dy .
Cela montre que
W˜Ux,t(Xs ∈ dy) = Wx(τU > t)−1pU (s, x, y)Wy(τU > t− s) dy .
– si s > t, alors toute fonction mesurable borne´e f ve´rifie la relation
Wx(f(Xs); τU > t) = Wx(τU > t;WXt(f(Xs−t)))
=
∫
pU (t, x, z)Wz(f(Xs−t)) dz
=
∫
pU (t, x, z)
{∫
f(y)p(s− t, z, y) dy
}
dz .
On voit donc que
W˜Ux,t(Xs ∈ dy) = Wx(τU > t)−1
∫
pU (t, x, z)p(s− t, z, y) dz dy .
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Ces calculs montrent que dans tous ces cas la mesure de probabilite´ W˜Ux,t(Xs ∈ dy) posse`de une
densite´ g(t, x; s, ·) par rapport a` la mesure de Lebesgue. Pour faciliter les re´fe´rences ulte´rieures, nous
rassemblons les re´sultats pre´ce´dents :
(7.2) g(t, x; s, y) =

p(s, x, y) si t < 0, x ∈ Rd
Wx(τU > t)−1pU (s, x, y)Wy(τU > t− s) si 0 ≤ s ≤ t, x ∈ U
Wx(τU > t)−1
∫
pU (t, x, z)p(s− t, z, y) dz si 0 ≤ t < s, x ∈ U
Rappelons maintenant quelques de´finitions. Une mesure de probabilite´ P sur C∞ est un processus
de Markov si, pour tout s ≥ 0 et tout B ∈ F∞, elle ve´rifie la relation
P(θ−1s B | Fs) = P(θ−1s B |Xs) .
Un tel processus est entie`rement de´termine´ par sa loi initiale P(X0 ∈ ∗) et ses lois de transition
P (s, x; t, dy) = P(Xt ∈ dy |Xs = x) x ∈ Rd, 0 ≤ s < t .
Si ces lois de transition admettent toutes des densite´s p(s, x; t, ·) par rapport a` la mesure de Lebesgue,
ces dernie`res ve´rifient l’e´quation de Kolmogorov inhomoge`ne :
p(s, x; t, y) =
∫
p(s, x;u, z)p(u, z; t, y) dz (x, y ∈ Rd, 0 ≤ s < u < t).
Les lois fini-dimensionnelles du processus P sont alors donne´es par la formule
P(Xt1 ∈ dx1, Xt2 ∈ dx2, . . . , Xtn ∈ dxn |X0 = x0)
= p(0, x0; t1, x1)p(t1, x1; t2, x2) . . . p(tn−1, xn−1; tn, xn) dxn . . . dx2 dx1 ,
pour tous 0 < t1 < t2 < · · · < tn. Une telle famille de densite´s de probabilite´ {p(s, x; t, ·) : x ∈
Rd, 0 ≤ s < t} est appele´e famille de probabilite´s de transition du processus P.
Fixons x ∈ U et t ≥ 0. La proposition 7.2 montre que pour tout s ≥ 0 et tout B ∈ F∞ on a
(7.3) W˜Ux,t(θ
−1
s B | Fs) = W˜UX(s),t−s(B) W˜Ux,t-p.s. ;
autrement dit, le processus W˜Ux,t est un processus de Markov. Calculons ses lois de transition.
Puisque, sous W˜Ux,t, le processus {X(s), s ≥ 0} reste dans U jusqu’a` l’instant t, il nous suffit de
de´terminer les lois W˜Ux,t(Xu ∈ ∗ |Xs = z) pour z ∈ U lorsque s ≤ t et pour z ∈ Rd lorsque s > t.
D’apre`s l’e´quation (7.3), on a
(7.4) W˜Ux,t(Xu ∈ dy |Xs = z) = W˜Uz,t−s(Xu−s ∈ dy) ;
donc
W˜Ux,t(Xu ∈ dy |Xs = z) = p˜Ut (s, z;u, y) dy ,
ou` l’on a pose´
p˜Ut (s, z;u, y) = g(t− s, z;u− s, y) .
Ces re´sultats de´montrent le the´ore`me suivant :
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The´ore`me 7.4. Pour tout t ≥ 0 et tout x ∈ U , le processus W˜Ux,t est un processus de Markov
issu de x dont les lois de transitions posse`dent les densite´s p˜Ut (s, z;u, ·) par rapport a` la mesure de
Lebesgue. Les lois marginales sont donne´es par la formule
W˜Ux,t(Xt1 ∈ dx1, Xt2 ∈ dx2, . . . , Xtn ∈ dxn)(7.5)
= p˜Ut (0, x; t1, x1)p˜
U
t (t1, x1; t2, x2) . . . p˜
U
t (tn−1, xn−1; tn, xn) dxn . . . dx2 dx1 ,
pour tous 0 < t1 < t2 < · · · < tn.
En ce qui concerne la question principale de ce chapitre, a` savoir la convergence des lois W˜Ux,t
lorsque x tend vers un point x0 du bord de U , le the´ore`me pre´ce´dent montre que la convergence des
lois fini-dimensionnelles tient uniquement a` la convergence de la premie`re transition p˜Ut (0, x;u, ·)
lorsque x tend vers x0. Pour donner une forme pre´cise et rigoureuse a` cette intuition, nous avons
besoin des re´sultats de continuite´ pre´sente´s dans la section suivante.
7.1.3 Continuite´ a` l’inte´rieur
Lemme 7.5. Soient un point x d’un ouvert U de Rd et un temps t ≥ 0. Pour tout w ∈ {X0 =
x; τU = τU 6= t}, toute suite (wn) ∈ C∞ convergeant vers w et toute suite (tn) ∈ R+ convergeant
vers t, on a
lim
n→∞ 11{τU>tn}(wn) = 1{τU>t}(w) .
De´monstration. Posons Ω = {X0 = x; τU = τU 6= t}. Soient w un e´le´ment de Ω, (wn) ∈ C∞ une
suite convergeant vers w et (tn) ∈ R+ une suite convergeant vers t.
On suppose d’abord que w ∈ {τU > t} (ce qui est le seul cas possible quand t est nul). Par
continuite´, on peut choisir un  > 0 tel que w(s) ∈ U pour tout s ∈ [0, t+ ].
Posons
η =
1
2
min
s∈[0,t+]
d(w(s), U c) > 0 .
De`s que n est suffisamment grand pour qu’a` la fois ‖wn − w‖t+ < η et tn ≤ t+ , on a wn(s) ∈ U
pour tout s ∈ [0, tn], donc τU (wn) > tn. On en de´duit que
lim
n→∞ 11{τU>tn}(wn) = 1 = 11{τU>t}(w) .
Supposons maintenant t > 0 et w /∈ {τU > t}. Par de´finition de Ω, on a ne´cessairement τU (w) <
t ; autrement dit, il existe un temps s < t tel que w(s) n’appartienne pas a` U . Pour tout n assez
grand, on a a` la fois wn(s) /∈ U et tn ≥ s, donc τU (wn) ≤ tn. Il s’ensuit que
lim
n→∞ 11{τU>tn}(wn) = 0 = 11{τU>t}(w) .
Lemme 7.6. Soit U ⊂ Rd un ouvert co-re´gulier. Soient x ∈ U et t ≥ 0. Pour Wx-presque tout w,
toute suite (wn) ∈ C∞ convergeant vers w et toute suite (tn) ∈ R+ convergeant vers t, on a
lim
n→∞ 11{τU>tn}(wn) = 1{τU>t}(w) .
De´monstration. D’apre`s le lemme 7.5, il suffit de de´montrer que l’e´ve´nement Ω = {X0 = x; τU =
τU 6= t} a une Wx-mesure pleine. Nous savons de´ja` que Wx(τU = τU ) = 1. Par ailleurs, pour un
temps t > 0, il est connu que Wx(τU = t) est toujours nul. C’est aussi vrai lorsque t = 0 parce que,
par continuite´, les trajectoires issues de x ne peuvent pas quitter l’ouvert U imme´diatement.
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The´ore`me 7.7. Soit U ⊂ Rd un ouvert co-re´gulier. Pour toute fonction f : C∞ → R, continue et
borne´e, l’application (x, t) 7→ W˜Ux,t(f) est continue sur U × [0,+∞[.
De´monstration. Soient un point x ∈ U , un temps t ≥ 0 et une fonction f : C∞ → R, continue et
borne´e. Conside´rons des suites (xn) ∈ U et (tn) ∈ R+ telles que limxn = x et lim tn = t, et posons
φn(w) = f(xn − x+ w) 1{τU>tn}(xn − x+ w)
et
φ(w) = f(w) 1{τU>t}(w) .
D’apre`s le lemme 7.6, la suite de fonctions (φn) converge Wx-presque suˆrement vers φ. Par conver-
gence domine´e, il s’ensuit que
lim
n→∞Wx(φn) = Wx(φ) ,
c’est-a`-dire
lim
n→∞Wxn(f ; τU > tn) = Wx(f ; τU > t) .
En appliquant cette relation a` la fonction constante e´gale a` 1, il vient
lim
n→∞Wxn(τU > tn) = Wx(τU > t) .
Comme Wx(τU > t) est positif, on en de´duit que
W˜Uxn,tn(f) =
Wxn(f ; τU > tn)
Wxn(τU > tn)
→ Wx(f ; τU > t)
Wx(τU > t)
= W˜Ux,t(f) .
7.1.4 Prolongement au bord
Prolongement a` temps fixe´
Soient un point x0 du bord de U et un temps t > 0. Nous dirons que la famille {W˜Ux,t : x ∈ U}
se prolonge par continuite´ en x0 s’il existe une loi W˜Ux0,t sur C∞ telle que
W˜Ux,t ⇒ W˜Ux0,t quand x ∈ U → x0 .
Nous dirons que le prolongement est propre (ou que la famille se prolonge proprement) en x0 si le
processus limite ne quitte pas U avant l’instant t, c’est-a`-dire que W˜Ux0,t(τU > t) = 1. Comme le
montre le the´ore`me suivant, cette condition est en fait e´quivalente a` la condition que W˜Ux0,t(Xs ∈
∂U) = 0 quel que soit 0 < s ≤ t. Lorsque le prolongement est propre, le processus limite he´rite de
la proprie´te´ de Markov des processus W˜Ux,t, x ∈ U :
The´ore`me 7.8. Soient t > 0 et x0 ∈ ∂U . On suppose que (W˜Ux,t) converge vers une loi W˜Ux0,t lorsque
x ∈ U tend vers x0.
Si W˜Ux0,t(Xs ∈ ∂U) = 0 quel que soit 0 < s ≤ t, alors W˜Ux0,t est un processus de Markov issu de
x0 qui ve´rifie les proprie´te´s suivantes :
1. W˜Ux0,t(τU > t) = 1 ;
2. pour tout s > 0, tout A ∈ Fs+ et tout B ∈ F∞,
(7.6) W˜Ux0,t(A; θ
−1
s B) = W˜
U
x0,t(A; W˜
U
Xs,t−s(B)) .
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De´monstration. Pour tout 0 < s ≤ t, la loi marginale W˜Ux,t(Xs ∈ dy) converge vers W˜Ux0,t(Xs ∈ dy)
lorsque x ∈ U tend vers x0 et le the´ore`me de Portemanteau donne donc
W˜Ux0,t(Xs ∈ U) ≥ lim sup
x→x0
W˜Ux,t(Xs ∈ U) = 1 .
Comme W˜Ux0,t(Xs ∈ ∂U) = 0, on a ne´cessairement W˜Ux0,t(Xs ∈ U) = 1. Notons que cela suffit a`
donner un sens a` la relation (7.6) pour des s ≤ t puisque les lois W˜Ux,t−s sont de´finies pour tout
x ∈ U . Nous allons justement commencer par de´montrer cette relation, puis nous en de´duirons le
point 1.
Soit s ≥ 0. Conside´rons des temps 0 < s1 < s2 < · · · < sn, une fonction continue et borne´e
g : Rn → R et posons G = g(Xs1 , Xs2 , . . . , Xsn). Fixons ensuite un  ∈]0, s1[, des temps 0 ≤ t1 <
t2 < · · · < tm ≤ s +  et une fonction F de la forme F = f(Xt1 , Xt2 , . . . , Xtm) avec f : Rm → R
continue et borne´e. Pour tout x ∈ U , on a
W˜Ux,t(F ;G ◦ θs) = W˜Ux,t (F ; g(Xs+s1 , . . . , Xs+sn))
= W˜Ux,t
(
F ; W˜UX(s+),t−s−(g(Xs1−, . . . , Xsn−))
)
= W˜Ux,t(F ;H(Xs+)) .
avec H(y) = W˜Uy,t−s−(g(Xs1−, . . . , Xsn−)). Lorsque s +  ≥ t, la fonction H est de´finie sur tout
Rd par la formule H(y) = Wy(g(Xs1−, . . . , Xsn−)) ; elle est donc continue sur Rd et, par suite,
la fonction H(Xs+) est continue sur C∞. Lorsque s +  < t, la fonction H n’est de´finie que sur
l’ouvert U ; elle y est continue d’apre`s le the´ore`me 7.7. Puisque la projection Xs+ est continue sur
C∞ et que son image est W˜Ux0,t-presque suˆrement contenue dans U , on en de´duit que la fonction
H(Xs+) est W˜Ux0,t-presque suˆrement continue sur C∞. Un temps T > s+ e´tant fixe´, nous pouvons
donc appliquer le TTC sur CT pour obtenir
lim
x→x0
W˜Ux,t(F ;H(Xs+)) = W˜
U
x0,t(F ;H(Xs+)) .
Comme, par ailleurs, on a e´videmment
lim
x→x0
W˜Ux,t(F ;G ◦ θs) = W˜Ux0,t(F ;G ◦ θs) ,
on en de´duit que
(7.7) W˜Ux0,t(F ;G ◦ θs) = W˜Ux0,t(F ;H(Xs+)) .
Par densite´, la relation pre´ce´dente est vraie pour tout F ∈ Fs+, donc a fortiori pour tout F ∈ Fs+ .
Fixons maintenant F ∈ Fs+ . La relation (7.7) est alors vraie pour tout  > 0, donc nous pouvons y
faire tendre  vers 0. Distinguons a` nouveau deux cas. Si s ≥ t, alors
H(Xs+) = WX(s+)(g(Xs1−, . . . , Xsn−)) .
Pour toute fonction w ∈ C∞, la mesure Ww(s+) converge vers Ww(s) quand  tend vers 0 ; donc
lim
→0
Ww(s+)(g(Xs1−, . . . , Xsn−)) = Ww(s)(g(Xs1 , . . . , Xsn)) .
Autrement dit, la fonction H(Xs+) converge simplement vers H0(Xs) quand  tend vers 0. Sup-
posons maintenant que l’on ait s < t. D’apre`s le the´ore`me 7.7, pour toute fonction w ∈ C∞ telle
que w(s) ∈ U , la mesure W˜Uw(s+),t−s− converge vers W˜Uw(s),t−s sur C∞. On a donc
lim
→0
W˜Uw(s+),t−s−(g(Xs1−, . . . , Xsn−)) = W˜
U
w(s),t−s(g(Xs1 , . . . , Xsn)) .
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Comme les fonctions w telles que w(s) ∈ U forment par hypothe`se un ensemble de W˜Ux0,t-mesure
pleine, on en de´duit que la fonction H(Xs+) converge W˜Ux0,t-presque suˆrement vers H0(Xs) quand
 tend vers 0. Dans les deux cas examine´s, le the´ore`me de convergence domine´e s’applique donc et
donne
lim
→0
W˜Ux0,t(F ;H(Xs+)) = W˜
U
x0,t(F ;H0(Xs)) .
Cela de´montre que
W˜Ux0,t(F ;G ◦ θs) = W˜Ux0,t(F ;H0(Xs)) = W˜Ux0,t(F ; W˜UXs,t−s(G)) .
Par « densite´ », le re´sultat se prolonge a` tout G ∈ F et le point 2 est de´montre´. Le processus
W˜Ux0,t est donc un processus de Markov ; le fait qu’il soit issu de x0 est clair puisque W˜
U
x0,t(f(X0)) =
limx→x0 W˜Ux,t(f(X0)) = limx→x0 f(x) = f(x0) pour toute fonction f continue et borne´e.
Il nous reste a` de´montrer le point 1 selon lequel W˜Ux0,t(τU > t) = 1. D’apre`s la proprie´te´ de
Markov que nous venons d’e´tablir, pour tout 0 <  < t, on a
W˜Ux0,t(∀s ∈], t], Xs ∈ U) = W˜Ux0,t
(
W˜UX,t−(τU > t− )
)
= 1 .
Le re´sultat s’en de´duit en faisant tendre  vers 0.
Graˆce a` la proprie´te´ de Markov, on peut e´tablir facilement des proprie´te´s inte´ressantes du
prolongement W˜Ux0,t. En voici une liste, non exhaustive, mais tre`s utile :
Proposition 7.9. Soient x0 ∈ ∂U et t > 0. On suppose que la famille {W˜Ux,t : x ∈ U} se prolonge
proprement en x0. Si V est un autre ouvert de Rd, alors :
1. pour tout s > 0, W˜Ux0,t(τV = s) = 0 ;
2. si V est co-re´gulier, alors W˜Ux0,t(0 < τV < τV ) = 0 ;
3. si x0 ∈ V et s > 0, alors W˜Ux0,t(τV > s) > 0.
De´monstration. 1. Fixons  ∈]0,min(s, t)[. D’apre`s la proprie´te´ de Markov, on a
W˜Ux0,t(τV = s) = W˜
U
x0,t
(
W˜UX,t−(τV = s− )
)
.
Or, pour tout x ∈ U ,
W˜Ux,t−(τV = s− ) =
Wx(τV = s− ; τU > t− )
Wx(τU > t− ) = 0 ,
car Wx(τV = s− ) = 0. D’ou` le re´sultat.
2. Pour tout  ∈]0, t[, on a
W˜Ux0,t( < τV < τV ) = W˜
U
x0,t
(
 < τV ; W˜UX,t−(0 < τV < τV )
)
.
Or, pour tout x ∈ U ,
W˜Ux,t−(0 < τV < τV ) =
Wx(0 < τV < τV ; τU > t− )
Wx(τU > t− ) = 0 ,
car Wx(0 < τV < τV ) = 0 (lemme 7.1). On en de´duit que
W˜Ux0,t( < τV < τV ) = 0 ,
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et le re´sultat s’ensuit en faisant tendre  vers 0.
3. Si x0 est un point de V , alors toute trajectoire w ∈ C∞ issue de x0 a un temps de sortie τV (w) > 0.
Comme W˜Ux0,t(X0 = x0) = 1, on a donc W˜
U
x0,t(τV > 0) = 1. Un temps s > 0 e´tant fixe´, choisissons
un  ∈]0,min(s, t)[ tel que W˜Ux0,t(τV > ) > 0. D’apre`s la proprie´te´ de Markov, on a
W˜Ux0,t(τV > s) = W˜
U
x0,t
(
τV > ; W˜UX,t−(τV > s− )
)
.
Or, pour tout x ∈ U ∩ V ,
W˜Ux,t−(τV > s− ) =
Wx(τV > s− ; τU > t− )
Wx(τU > t− ) > 0 .
Conditions suffisantes de convergence des lois fini-dimensionnelles
Proposition 7.10. Soient x0 ∈ ∂U et t > 0. Pour que les lois fini-dimensionnelles de W˜Ux,t
convergent en loi lorsque x ∈ U tend vers x0, il suffit que pour tout 0 < s ≤ t la mesure
W˜Ux,t(Xs ∈ dy) converge vers une mesure qui ne charge pas le bord de U quand x ∈ U tend vers x0.
De´monstration. Pour tout 0 < s ≤ t, on note µs la limite de W˜Ux,t(Xs ∈ dy) lorsque x tend vers x0.
D’apre`s le the´ore`me de Portemanteau, on a
µs(U) ≥ lim sup
x→x0
W˜Ux,t(Xs ∈ U) = 1 .
Comme µs(∂U) = 0, on en de´duit que µs(U) = 1.
Conside´rons des temps 0 < t1 < t2 < · · · < tn, une fonction f : Rn → R continue et borne´e, et
posons F = f(Xt1 , Xt2 , . . . , Xtn). Si 0 < s < min(t1, t) est fixe´, alors pour tout x ∈ U on a
W˜Ux,t(F ) = W˜
U
x,t
(
W˜UXs,t−s(f(Xt1−s, Xt2−s, . . . , Xtn−s))
)
= W˜Ux,t(Hs(Xs)) ;
avec Hs(y) = W˜Uy,t−s(f(Xt1−s, Xt2−s, . . . , Xtn−s)). Comme la mesure de probabilite´ W˜Ux,t(Xs ∈ dy)
converge vers µs lorsque x ∈ U tend vers x0, et que la fonction Hs est continue sur U (d’apre`s le
the´ore`me 7.7) qui est un ensemble de µs-mesure pleine, le TTC donne
lim
x→x0
W˜Ux,t(Hs(Xs)) = µs(Hs) .
Soit encore
lim
x→x0
W˜Ux,t(F ) =
∫
W˜Uy,t−s(f(Xt1−s, Xt2−s, . . . , Xtn−s))µs(dy) .
L’expression de gauche de´finit une mesure de probabilite´ sur Rn et la proposition est de´montre´e.
Corollaire 7.11. Soient x0 ∈ ∂U et t > 0. On suppose que le bord de U est ne´gligeable pour
la mesure de Lebesgue. Pour que les lois fini-dimensionnelles de W˜Ux,t convergent en loi lorsque
x ∈ U tend vers x0, il suffit que pour tout 0 < s ≤ t la densite´ de probabilite´ p˜Ut (0, x; s, ·) converge
simplement vers une densite´ de probabilite´ lorsque x ∈ U tend vers x0.
De´monstration. On rappelle que p˜Ut (0, x; s, y) est la densite´ de probabilite´ de la loi W˜
U
x,t(Xs ∈ dy).
Notons fs(y) la limite simple de p˜Ut (0, x; s, y) lorsque x ∈ U tend vers x0. Par hypothe`se, la fonction
fs est une densite´ de probabilite´, et le the´ore`me de Scheffe´ implique donc que les mesures W˜Ux,t(Xs ∈
dy) convergent vers la mesure de probabilite´ µs(dy) = fs(y) dy lorsque x ∈ U tend vers x0. Comme
µs(∂U) = 0, les hypothe`ses de la proposition 7.10 sont satisfaites et le re´sultat s’ensuit.
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Prolongement a` temps variable
Soient x0 un point du bord de U et t0 ≥ 0. Nous dirons que la famille {W˜Ux,t : x ∈ U, t ≥ 0} se
prolonge par continuite´ en (x0, t0) s’il existe une loi W˜Ux0,t0 sur C∞ telle que
W˜Ux,t ⇒ W˜Ux0,t0 quand (x, t) ∈ U × R+ → (x0, t0) .
Cette notion est a priori plus forte que la notion de prolongement a` temps fixe´, mais la diffe´rence
ne se fait essentiellement sentir que dans le cas ou` t0 = 0.
Dans le paragraphe consacre´ au prolongement a` temps fixe´ t, si nous n’avons pas parle´ du cas
t = 0, c’est parce qu’il ne pre´sente pas d’inte´reˆt : pour tout x ∈ U , la loi W˜Ux,0 est e´gale a` Wx et
converge e´videmment vers Wx0 quand x tend vers x0. En revanche, la question du prolongement en
(x0, 0) de W˜Ux,t (comme « fonction » de deux variables) est beaucoup plus inte´ressante, et meˆme un
peu myste´rieuse. Si W˜Ux,t converge vers une limite W˜
U
x0,0
lorsque (x, t) ∈ U × R+ tend vers (x0, 0),
cette limite est ne´cessairement e´gale a` Wx0 puisque, comme nous venons de le souligner,
lim
x→x0
W˜Ux,0 = limx→x0
Wx = Wx0 .
La limite e´tant impose´e par la de´finition, nous la clarifions en la reformulant de la fac¸on suivante :
on dira que la famille {W˜Ux,t : x ∈ U, t ≥ 0} se prolonge par continuite´ en (x0, 0) si
W˜Ux,t ⇒Wx0 quand (x, t) ∈ U × R+ → (x0, 0) .
La condition impose´e est tre`s forte : quelles que soient les vitesses auxquelles x et t convergent
respectivement vers x0 et 0, la limite ne garde aucun souvenir du conditionnement. Nous disions
plus haut que cette question du prolongement en (x0, 0) e´tait myste´rieuse parce que nous ne savons
y re´pondre que dans un seul cas : la famille se prolonge en (x0, 0) lorsque l’ouvert U est localement
un demi-espace en x0. Ce re´sultat sera de´montre´ au corollaire 7.21.
Pour un t0 > 0, la question de savoir si la famille se prolonge en (x0, t0) est lie´e, de manie`re
beaucoup plus limpide, a` la question de l’existence d’un prolongement a` temps fixe´. On a, en effet,
le re´sultat suivant :
Proposition 7.12. Soient U un ouvert co-re´gulier et x0 ∈ ∂U . Si, pour un T > 0, la famille
{W˜Ux,T : x ∈ U} se prolonge proprement en x0, alors la famille {W˜Ux,t : x ∈ U, t ∈ R+} se prolonge
proprement en tout (x0, t0) avec t0 > T .
Avant de de´montrer la proposition 7.12, nous avons besoin d’e´tablir le lemme suivant qui, d’une
certaine manie`re, comple`te le lemme 7.5.
Lemme 7.13. Soit U un ouvert de Rd. Soient x ∈ ∂U et t > 0. Pour tout w ∈ {X0 = x; τU =
τU 6= t}, tout s ∈]0, t[, toute suite (wn) ∈ {τU > s} convergeant vers w et toute suite (tn) ∈ R+
convergeant vers t, on a
lim
n→∞ 11{τU>tn}(wn) = 1{τU>t}(w) .
De´monstration. Soient w ∈ {X0 = x; τU = τU 6= t}, s ∈]0, t[, et (wn) ∈ {τU > s} une suite
convergeant vers w.
Supposons d’abord que w ∈ {τU > t} et fixons un T ∈]t, τU (w)[. Puisque w(u) ∈ U pour
tout u ∈ [s, T ], on a  = minu∈[s,T ] d(w(u), U c) > 0. De`s que n est suffisamment grand pour que
‖w − wn‖T ≤ /2, on a aussi wn(u) ∈ U pour tout u ∈ [s, T ]. Combine´ avec l’hypothe`se que ces
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trajectoires wn n’ont pas quitte´ U avant l’instant s, cela implique que τU (wn) > T . Si de plus n est
suffisamment grand pour que tn < T , alors τU (wn) > tn.
Supposons maintenant que w 6∈ {τU > t}. Par hypothe`se, il existe alors un u ∈]0, t[ tel que
w(u) 6∈ U . Donc, pour tout n assez grand, on a wn(u) 6∈ U . Si de plus n est suffisamment grand
pour que tn ≥ u, alors τU (wn) ≤ tn.
De´monstration de la proposition 7.12. Pour tout t > T , les lois W˜Ux,t, x ∈ U , s’expriment en fonction
des lois W˜Ux,T par la relation
W˜Ux,t(∗) =
W˜Ux,T (∗; τU > t)
W˜Ux,T (τU > t)
.
Soit t0 > T . Comme W˜Ux0,T (τU > T ) = 1, on de´montre facilement, en utilisant la proprie´te´ de
Markov, que W˜Ux0,T (τU > t0) > 0 ; si bien que pour e´tablir la convergence de W˜
U
x,t quand (x, t) tend
vers (x0, t0), il suffit de de´montrer la convergence des mesures W˜Ux,T (∗; τU > t) vers W˜Ux0,T (∗; τU > t0).
Soient une suite (xn) ∈ U convergeant vers x0, une suite (tn) ∈ R+ convergeant vers t0, et une
fonction f : C∞ → R continue et borne´e.
Posons
Ω = {X0 = x0; τU = τU 6= t0} et Ω′ = {τU > T} .
D’apre`s la proposition 7.9, on sait que W˜Ux0,T (τU = t0) = 0 et W˜
U
x0,T
(0 < τU < τU ) = 0. Puisque
W˜Ux0,T (τU = 0) = 0, on en de´duit que
W˜Ux0,T (Ω) = 1 .
D’autre part, pour tout n ≥ 0, on a bien suˆr
W˜Uxn,T (Ω
′) = 1 .
Le lemme 7.13 montre que pour tout w ∈ Ω et toute suite (wn) ∈ Ω′ convergeant vers w, on a
lim
n→∞ f(wn)11{τU>tn}(wn) = f(w)11{τU>tn}(w) ;
nous pouvons donc appliquer le T.T.C. pour obtenir
lim
n→∞ W˜
U
xn,T (f ; τU > tn) = W˜
U
x0,T (f ; τU > t0) .
Comme cela est valable pour toute fonction f , on a
lim
n→∞
W˜Uxn,T (f ; τU > tn)
W˜Uxn,T (τU > tn)
=
W˜Ux0,T (f ; τU > t0)
W˜Ux0,T (τU > t0)
;
soit encore
lim
n→∞ W˜
U
xn,tn(f) = W˜
U
x0,T (f | τU > t0) .
Cela de´montre la proposition.
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Une notion locale ?
Nous terminons cette section par une question qui nous paraˆıt importante : l’existence d’un
prolongement propre de la famille {W˜Ux,t : x ∈ U, t ≥ 0} en (x0, t0) est-elle une question locale, qui
ne de´pend que de l’allure de U au voisinage de x0 ? Sous une forme pre´cise, la question est : si U
et U ′ sont deux ouverts co-re´guliers qui co¨ıncident au voisinage d’un point x0 appartenant a` la fois
au bord de U et au bord de U ′, a-t-on e´quivalence entre les propositions
1. la famille {W˜Ux,t : x ∈ U, t ≥ 0} se prolonge proprement en (x0, t0)
2. la famille {W˜U ′x,t : x ∈ U ′, t ≥ 0} se prolonge proprement en (x0, t0).
Nous n’avons qu’une re´ponse tre`s partielle (qui sera ne´anmoins bien utile) a` donner a` cette question :
si U ′ est contenu dans U , alors la proposition 1 entraˆıne la proposition 2. C’est l’objet du the´ore`me
suivant.
The´ore`me 7.14. Soient U un ouvert co-re´gulier et x0 ∈ ∂U . Soient encore V un ouvert co-re´gulier
contenant x0 et U ′ = U ∩ V . Si, pour un t0 ≥ 0, la famille {W˜Ux,t : x ∈ U, t ∈ R+} se prolonge
proprement en (x0, t0), alors il en va de meˆme pour la famille {W˜U ′x,t : x ∈ U ′, t ∈ R+}.
De´monstration. Pour tout x ∈ U ′ et t ≥ 0, on a la relation
(7.8) W˜U
′
x,t(∗) =
W˜Ux,t(∗; τV > t)
W˜Ux,t(τV > t)
.
Comme la famille {W˜Ux,t : x ∈ U, t ≥ 0} se prolonge proprement en (x0, t0) et que x0 appartient a`
V , on a
W˜Ux0,t0(τV > t0) > 0 .
(si t0 > 0, c’est le point 3 de la proposition 7.9 ; si t0 = 0, alors W˜Ux0,t0 = Wx0 et le re´sultat est
e´vident). On de´finit alors une mesure de probabilite´ W˜U
′
x0,t0 en posant
W˜U
′
x0,t0(∗) = W˜Ux0,t0(∗ | τV > t0) .
Nous allons maintenant de´montrer que W˜U
′
x,t converge vers cette loi W˜
U ′
x0,t0 quand (x, t) ∈ U ′ × R+
tend vers (x0, t0). Posons Ω = {X0 = x0; τV = τV 6= t0}. Pour t0 = 0 on a encore une fois
W˜Ux0,t0 = Wx0 , et l’on sait de´ja` que Wx0(Ω) = 1 (cf. lemme 7.6). Pour t0 > 0, la proposition 7.9
montre que
W˜Ux0,t0(τV = t0) = 0 et W˜
U
x0,t0(0 < τV < τV ) = 0 .
De plus, comme x0 appartient a` l’ouvert V , on a ne´cessairement W˜Ux0,t0(τV = 0) = 0 par continuite´
des trajectoires. On de´duit de ces trois identite´s que W˜Ux0,t0(Ω) = 1.
Soient une suite (xn) ∈ U ′ convergeant vers x0 et une suite (tn) ∈ R+ convergeant vers t0. Si
f : C∞ → R est une fonction continue et borne´e, alors le lemme 7.5 implique que, pour tout w ∈ Ω
et toute suite (wn) ∈ C∞ convergeant vers w, on a
lim
n→∞ f(wn)11{τV >tn}(wn) = f(w)11{τV >t0}(w) .
En appliquant le T.T.C., on obtient alors
lim
n→∞ W˜
U
xn,tn(f ; τV > tn) = W˜
U
x0,t0(f ; τV > t0) ,
Compte tenu de la relation (7.8), cela de´montre le the´ore`me.
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7.2 Le cas d’un demi-espace
7.2.1 Demi-droite et me´andre brownien
Quand x > 0 tend vers 0, le mouvement brownien issu de x et conditionne´ a` rester positif
pendant une unite´ de temps converge en loi vers le me´andre brownien. Ce re´sultat apparaˆıt dans un
article de R. Durret, D. Iglehart et R. Miller [10] dont l’objectif est de donner les lois de certaines
fonctionnelles du me´andre brownien et d’autres processus tels le pont brownien. Leur re´sultat joue
un roˆle crucial dans notre ge´ne´ralisation en dimension supe´rieure et nous allons consacrer cette
section a` la pre´sentation de la de´monstration qui en est donne´e dans [10]. Dans les grandes lignes,
la me´thode consiste a` extraire une section d’une trajectoire brownienne dont la loi est exactement
la loi conditionnelle e´tudie´e. Une me´thode similaire s’applique aussi a` des marches ale´atoires condi-
tionne´es, comme nous le verrons dans le chapitre suivant.
Pour simplifier les notations, nous noterons τ+ le temps de sortie de la demi-droite pointe´e R+∗
et W˜+x,t la loi conditionnelle W˜
R+∗
x,t . Afin d’exprimer la loi W˜
+
x,t comme la mesure image de W par
une certaine transformation φx,t, nous introduisons le temps ale´atoire Tx,t de´fini pour tout x ≥ 0 et
tout t ≥ 0 par
Tx,t = inf{s > 0 : X(s) = x et X(u) > 0,∀u ∈]s, s+ t]} .
Notons de`s maintenant que Tx,t est en fait un minimum. Afin d’e´tablir la proprie´te´ de convergence
des temps Tx,t qui est pre´sente´e au lemme 7.16, nous aurons besoin du lemme suivant qui e´nonce
que deux ze´ros conse´cutifs du mouvement brownien ne sont jamais espace´s dans le temps d’une
dure´e fixe´e par avance :
Lemme 7.15. Pour tout t > 0,
(7.9) W (∃s ≥ 0 t.q. X(s) = X(s+ t) = 0 et X(u) > 0,∀u ∈]s, s+ t[) = 0 .
De´monstration. Fixons un T > 0 et, pour tout t ∈ [1, 2], conside´rons les e´ve´nements At de´finis par
At = {∃s ∈ [0, T ] t.q. X(s) = X(s+ t) = 0 et X(u) > 0,∀u ∈]s, s+ t[} .
Comme une trajectoire brownienne ne peut pas appartenir a` plus de T de ces e´ve´nements, seul un
nombre fini d’entre eux ont une probabilite´ supe´rieure a` un nombre positif fixe´. Or, par changement
d’e´chelle, tous les At, t ∈ [1, 2], ont une probabilite´ plus grande que A2. Donc A2 doit avoir une
probabilite´ nulle. En faisant tendre T vers l’infini, on en de´duit que le lemme est vrai avec t = 2, et
le cas ge´ne´ral s’ensuit par changement d’e´chelle.
Lemme 7.16. Pour tout x ≥ 0 et tout t ≥ 0, le temps ale´atoire Tx,t est presque suˆrement fini. Si
(xn) ∈ R+ converge vers 0 et (tn) ∈ R+ converge vers un t ≥ 0, alors la suite de temps (Txn,tn)
converge presque suˆrement vers T0,t.
De´monstration. Soit h = inf{t > 0 : X(t) = 1} le temps d’atteinte de 1 et soit g = inf{t > h :
X(t) = 0} le temps de premier retour en 0 apre`s h. Puisqu’au temps d’arreˆt h la trajectoire se
trouve en 1, la proprie´te´ de Markov du mouvement brownien donne
(7.10) W (g − h > 1) = W1( min
t∈[0,1]
X(t) > 0) = W ( min
t∈[0,1]
X(t) > −1) > 0 .
Nous construisons une suite strictement croissante h1 < g1 < h2 < g2 < · · · de temps d’arreˆt en
posant h1 = h, g1 = g et, pour tout i ≥ 1, hi+1 = gi+h◦θgi et gi+1 = gi+g◦θgi . Les accroissements
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(gi−hi)i≥1 sont inde´pendants et identiquement distribue´s. D’apre`s (7.10), la se´rie
∑
W (gi−hi > 1)
diverge, et le lemme de Borel-Cantelli montre alors que W ({gi − hi > 1} i. s.) = 1. En particulier,
T1,1 est presque suˆrement fini. On de´montrerait de meˆme que, pour tout x > 0 et tout t ≥ 0, Tx,t
est presque suˆrement fini. Enfin, il en va de meˆme pour les temps T0,t, car T0,t est majore´ par Tx,t
quel que soit x ≥ 0.
Pour la seconde assertion du lemme, nous devons distinguer les cas t = 0 et t > 0. Commenc¸ons
par le cas t = 0. Pour presque toute trajectoire brownienne w, on a T0,0(w) = inf{t : w(t) = 0} = 0.
D’autre part, presque toute trajectoire brownienne atteint des valeurs > 0 dans tout voisinage de 0.
Conside´rons une telle trajectoire w, fixons  > 0 et choisissons s ∈ [0, ] tel que w(s) > 0. Si on note
α le temps du dernier retour en 0 avant s et β le temps du premier retour en 0 apre`s s, alors, de`s que
xn ≤ w(s) et tn ≤ β − s, il existe un u ∈ [α, s] tel que w(u) = xn et que w soit strictement positive
sur ]u, u + tn]. Donc Txn,tn(w) ≤ . Comme  est arbitraire, cela de´montre que limTxn,tn(w) = 0.
Passons au cas t > 0. Conside´rons une trajectoire w appartenant au comple´mentaire de l’ensemble
de´fini a` l’e´quation (7.9) telle que les temps (Txn,tn(w))n et T0,t(w) soient tous finis et notons-les
respectivement (Tn)n et T . Par de´finition de T et continuite´ de w, il existe un η > 0 tel que w
soit > 0 sur ]T, T + t + η]. Fixons 0 <  < η et posons α = maxs∈[T,T+]w(s). De`s que xn ∈ [0, α]
et tn ≤ t + , il existe u ∈ [T, T + ] tel que w(u) = xn et que w soit > 0 sur ]u, u + tn]. Donc
Tn ≤ T + . Comme  est arbitraire, on obtient lim supTn ≤ T . Pour de´montrer que lim inf Tn ≥ T ,
nous raisonnons par l’absurde en supposant que le contraire est vrai. Quitte a` extraire une sous-
suite, nous pouvons supposer que limTn = γ < T . On a alors w(γ) = limnw(Tn) = limxn = 0, et
w(s) > 0 quel que soit s ∈]γ, γ + t[, car de tels s sont dans [Tn, Tn + tn] de`s que n est suffisamment
grand. Comme, par hypothe`se, γ + t ne peut pas eˆtre le lieu du ze´ro suivant, la fonction w est
strictement positive sur ]γ, γ + t], donc T ≤ γ. Contradiction.
Pour tout x ≥ 0 et tout t ≥ 0, nous de´finissons une transformation φx,t de C∞ dans lui-meˆme
en posant,
∀w ∈ C∞, ∀s ≥ 0, φx,t(w)(s) = w(Tx,t(w) + s) .
Lemme 7.17. Pour tout x > 0 et tout t ≥ 0, on a
W˜+x,t = W ◦ φ−1x,t .
De´monstration. Soient 0 ≤ t1 < t2 < · · · < tn des nombres re´els, B1, B2, . . . , Bn des bore´liens de R
et B = {w ∈ C∞ : w(ti) ∈ Bi, ∀i = 1 . . . n}. Le temps hx = inf{s > 0 : Xs = x} de premie`re atteinte
de x est un temps d’arreˆt ≤ Tx,t. E´crivons d’abord
W (φx,t ∈ B) = W (φx,t ∈ B;Tx,1 = hx)︸ ︷︷ ︸
(1)
+W (φx,t ∈ B;Tx,t > hx)︸ ︷︷ ︸
(2)
.
La quantite´ (1) s’e´crit aussi W (X(hx + ·) ∈ B;X(hx + s) > 0, ∀s ∈ [0, t]) et est e´gale a`
Wx(B; τ+ > t) ,
d’apre`s la proprie´te´ de Markov forte du mouvement brownien. Traitons la quantite´ (2). Sur l’en-
semble {Tx,t > hx} on a Tx,t = hx + Tx,t ◦ θhx et φx,t = φx,t ◦ θhx . La proprie´te´ de Markov forte
donne alors
(2) = Wx(φx,t ∈ B;Tx,t > 0) .
Partant de x, l’e´ve´nement {Tx,t > 0} signifie que X(s) s’annule au moins une fois pour un s ∈ [0, t] ;
autrement dit τ+ ≤ t. Le temps Tx,t est alors plus grand que τ+ et ve´rifie les relations Tx,t =
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τ+ +Tx,t ◦ θτ+ et φx,t = φx,t ◦ θτ+ . En utilisant a` nouveau la proprie´te´ de Markov forte avec le temps
d’arreˆt τ+, on obtient
(2) = Wx(τ+ ≤ t;W (φx,t ∈ B)) = Wx(τ+ ≤ t)W (φx,t ∈ B) .
Rassemblant les expressions obtenues pour (1) et (2), il vient
W (φx,t ∈ B) = Wx(B; τ+ > t) + {1−Wx(τ+ > t)}W (φx,t ∈ B) ,
donc
W (φx,t ∈ B) = Wx(B; τ+ > t)
Wx(τ+ > t)
= W˜+x,t(B) .
The´ore`me 7.18. Pour tout t ≥ 0, la famille {W˜+x,s : x > 0, s ≥ 0} se prolonge proprement en (0, t).
La limite W˜+0,t est e´gale a` W ◦ φ−10,t .
De´monstration. Soit f : C∞ → R une fonction continue et borne´e. Pour toute suite (xn) ∈ R+∗
convergeant vers 0 et toute suite (tn) ∈ R+ convergeant vers t, le lemme 7.16 montre que la suite
de fonctions (f(φxn,tn))n converge presque suˆrement vers f(φ0,t). Par convergence domine´e, on en
de´duit que
lim
n→∞W ◦ φ
−1
xn,tn(f) = W ◦ φ−10,t (f) ,
ce qui, en vertu du lemme 7.17, est bien le re´sultat annonce´.
Pour t = 0, nous avons observe´ que T0,0 est toujours nul, donc φ0,0 est l’identite´ de C∞ et W˜+0,0
n’est rien d’autre que la mesure de Wiener W . Pour t > 0, la loi W˜+0,t sera appele´e loi du t-me´andre
brownien.
Effet d’un changement d’e´chelle
Soit Kt, t > 0, la fonction de changement d’e´chelle de C∞ de´finie par
∀w ∈ C∞, ∀s ≥ 0, Kt(w)(s) =
√
t w(s/t) .
Il est connu (et nous avons de´ja` utilise´ le fait) que la mesure de Wiener est invariante par Kt,
c’est-a`-dire : W ◦K−1t = W . Nous allons voir a` pre´sent que les mesures W˜+0,t et W˜+0,1 sont lie´es par
un tel changement d’e´chelle. Pour cela, observons d’abord que les temps T0,t et T0,1 entretiennent
la relation t−1 T0,t ◦Kt = T0,1. Or, si nous calculons
Kt ◦ φ0,1(w)(s) =
√
t φ0,1(w)(s/t) =
√
t w(T0,1(w) + s/t) ,
et
φ0,t ◦Kt(w)(s) = Kt(w)(T0,t(Kt(w)) + s) =
√
t w(t−1 T0,t(Kt(w)) + s/t) ,
nous voyons que Kt ◦ φ0,1 = φ0,t ◦ Kt. Par invariance de W par changement d’e´chelle, nous en
de´duisons
W ◦ φ−10,t = W ◦K−1t ◦ φ−10,t = W ◦ φ−10,1 ◦K−1t ,
donc
(7.11) W˜+0,t = W˜
+
0,1 ◦K−1t .
En conse´quence, il suffit d’e´tudier le 1-me´andre brownien, que nous appellerons de´sormais simple-
ment me´andre brownien, pour connaˆıtre toute la famille {W˜+0,t, t > 0}.
96
Probabilite´s de transition du me´andre brownien
Pour terminer cette section, nous allons montrer comment on peut calculer les lois de transition
du me´andre brownien, W˜+0,1(Xt ∈ dy |Xs = x), pour 0 ≤ s < t ≤ 1.
D’apre`s la proprie´te´ de Markov du me´andre brownien, pour x > 0 et 0 < s < t ≤ 1, on sait que
W˜+0,1(Xt ∈ dy |Xs = x) = W˜+x,1−s(Xt−s ∈ dy) = p+(t− s, x, y)
Wy(τ+ > 1− t)
Wx(τ+ > 1− s) ,
ou` p+ est la fonction de transition du mouvement brownien tue´ a` la sortie de ]0,+∞[ (voir sec-
tion 7.1.2, e´quation 7.2). Nous allons calculer la fonction p+ a` l’aide du principe de re´flexion. Pour
tout t > 0, on note m(t) = mins∈[0,t]X(s). Par le principe de re´flexion, pour tout x > 0 et tous
0 < u < v, on a
Wx(Xt ∈ (u, v);m(t) ≤ 0) = Wx(Xt ∈ (−v,−u)) = W−x(Xt ∈ (u, v)) ,
et par suite
Wx(Xt ∈ (u, v); τ+ > t) = Wx(Xt ∈ (u, v);m(t) > 0) = Wx(Xt ∈ (u, v))−W−x(Xt ∈ (u, v)) .
On en de´duit que
Wx(Xt ∈ dy; τ+ > t) = p+(t, x, y) dy ,
avec
p+(t, x, y) = (2pit)−1/2(e−
(y−x)2
2t − e− (y+x)
2
2t ) 1R+(y) .
En inte´grant cette relation en y, nous obtenons aussi
Wx(τ+ > t) = 2Nt(x) ,
ou` nous avons pose´ Nt(x) =
∫ x
0 (2pit)
−1/2e−
y2
2t dy. On a donc
W˜+0,1(Xt ∈ dy |Xs = x) = p+(t− s, x, y)
N1−t(y)
N1−s(x)
dy .
Il nous reste a` de´terminer les lois W˜+0,1(Xt ∈ dy). Pour x > 0 et t ∈]0, 1], on a
W˜+x,1(Xt ∈ dy) = p+(t, x, y)
N1(x)
N1−t(y)
dy .
Lorsque x→ 0, on a N1(x) ∼ x(2pi)−1/2 et g(t, x, y) ∼ x(2pi)−1/2 (2t−3/2ye−
y2
2t ). D’ou`
lim
x→0
p+(t, x, y)
N1(x)
N1−t(y)
= 2t−3/2ye−
y2
2t N1−t(y) .
On peut ve´rifier par le calcul que la dernie`re expression obtenue est bien une densite´ de probabilite´,
et il s’ensuit, par le the´ore`me de Scheffe´, que
W˜+0,1(X(t) ∈ dy) = 2t−3/2ye−
y2
2t N1−t(y) dy .
The´ore`me 7.19. Le me´andre brownien est un processus de Markov inhomoge`ne a` trajectoires
continues, strictement positives sur l’intervalle ]0, 1] et dont les transitions p˜+(s, x; t, y), s, t ∈ [0, 1],
x, y ∈ R+, sont donne´es par
p˜+(s, x; t, y) =

2t−3/2ye−
y2
2t N1−t(y) si s = 0, x = 0 et y > 0 ;
p+(t− s, x, y) N1−t(y)N1−s(x) si s > 0, x, y > 0 ;
0 dans tous les autres cas .
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7.2.2 Demi-espace et me´andre brownien en dimension supe´rieure
Rien ne s’oppose a` la ge´ne´ralisation en dimension supe´rieure du re´sultat de convergence obtenu
dans la section pre´ce´dente, lorsqu’on remplace la demi-droite ]0,+∞[ par un demi-espace ouvert D.
Vu les proprie´te´s d’invariance du mouvement brownien, le proble`me de la convergence des lois W˜Dx,t
lorsque x tend vers un point x0 du bord de D est invariant par de´placement. Afin d’e´viter d’inutiles
complications des notations et sans perdre en ge´ne´ralite´, nous conside´rerons donc uniquement le
cas ou` D = {x ∈ Rd : x1 > 0} et x0 = 0.
On obtient facilement la ge´ne´ralisation suivante du the´ore`me 7.18 :
The´ore`me 7.20. Pour tout t ≥ 0, la famille {W˜Dx,s, x ∈ D, s ≥ 0} se prolonge proprement en (0, t).
La loi limite W˜D0,t est e´gale a` la loi du processus (B˜
t, B(d − 1)), ou` B˜t est un t-me´andre brownien
et B(d− 1) ∈ Rd−1 est un mouvement brownien inde´pendant de B˜t.
De´monstration. La ge´ne´ralisation est pratiquement imme´diate puisque les coordonne´es du mouve-
ment brownien sont inde´pendantes et que le conditionnement ne porte que sur la premie`re coor-
donne´e. Soient A ∈ F (1) et B ∈ F (d−1). Puisque les coordonne´es du mouvement brownien sont
inde´pendantes et que τD(x+X) = τ+(x1 +X1), pour tout x = (x1, x2, . . . , xd) ∈ D, on a
W˜Dx,t(A×B) = W (x1 +X1 ∈ A; (x2 +X2, . . . , xd +Xd) ∈ B | τ+(x1 +X1) > t)
= W (x1 +X1 ∈ A | τ+(x1 +X1) > t)×W ((x2 +X2, . . . , xd +Xd) ∈ B)
= W˜+x1,t(A)×W ((x2 +X2, . . . , xd +Xd) ∈ B) .(7.12)
D’autre part, la de´finition de W˜D0,t donne
(7.13) W˜D0,t(A×B) = W˜+0,t(A)×W ((X2, . . . , Xd) ∈ B) .
Le re´sultat annonce´ de´coule alors de la proposition 7.18.
Le the´ore`me 7.20 est un outil pre´cieux. Il nous permet d’obtenir un premier re´sultat de conver-
gence de porte´e (un peu) ge´ne´rale :
Corollaire 7.21. Soit U ⊂ D un ouvert co-re´gulier dont le bord contient 0. Si U est localement un
demi-espace en 0, alors la famille {W˜Ux,s, x ∈ U, s ≥ 0} se prolonge proprement en tout (0, t), t ≥ 0.
Pour tout t > 0, la loi limite W˜U0,t est e´gale a` W˜
D
0,t(∗ | τU > t).
De´monstration. Il suffit d’appliquer le the´ore`me 7.14.
Pour de futurs besoins, nous introduisons une autre repre´sentation des lois W˜Dx,t. Pour tout
x = (x1, x2, . . . , xd) ∈ D et t ≥ 0, on de´finit le processus Zx,t par
∀s ≥ 0, Zx,t(s) = X(Tx1,t(X1) + s)−X(Tx1,t(X1)) + x .
Proposition 7.22. Pour tout x ∈ D ∪ {0} et tout t ≥ 0, on a
W˜Dx,t(∗) = W (Zx,t ∈ ∗) .
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De´monstration. Afin d’alle´ger les formules, nous de´montrons l’e´galite´ pour la dimension d = 2.
Soient A et B deux e´le´ments de F . Par de´finition du processus Zx,t, en tenant compte du fait que
X1(Tx1,t(X1)) = x1, on a
W (Zx,t ∈ A×B)
= W (φx1,t(X1) ∈ A;X2(Tx1,t(X1) + ·)−X2(Tx1,t(X1)) + x2 ∈ B)
= W (φx1,t(X1) ∈ A;W (X2(Tx1,t(X1) + ·)−X2(Tx1,t(X1)) + x2 ∈ B |X1)) .
Par inde´pendance des coordonne´es X1 et X2, et par stationnarite´ des accroissements de X2, on a
W (X2(Tx1,t(X1) + ·)−X2(Tx1,t(X1)) + x2 ∈ B |X1) = W (X2 + x2 ∈ B) ,
si bien que
W (Zx,t ∈ A×B) = W (φx1,t(X1) ∈ A)×W (X2 + x2 ∈ B) ,
= W˜+x1,t(A)×W (X2 + x2 ∈ B) .
Ce qui est suffisant, vu (7.12) et (7.13).
7.2.3 Application a` des ouverts « lisses »
Dans cette section, nous allons montrer comment on peut utiliser le re´sultat de convergence
obtenu dans le cas d’un demi-espace pour aborder le cas d’un ouvert quelconque. Nous conside´rons
un ouvert U dont le bord contient l’origine 0 et nous nous posons la question de la convergence des
lois W˜Ux,t, lorsque x tend vers 0 dans U . L’ide´e que nous allons de´velopper provient d’un constat
d’e´chec. Choisissons une fonction f : C∞ → R, continue et borne´e, et e´crivons
(7.14) W˜Ux,t(f) =
Wx(f ; τU > t)
Wx(τU > t)
.
Puisque la loi Wx converge vers W0, quand x tend vers 0, nous nous demandons naturellement
si le nume´rateur et le de´nominateur du membre de droite de l’e´quation pre´ce´dente n’ont pas une
limite que l’on pourrait identifier. Or, a` supposer que le the´ore`me de Portemanteau s’applique (ce
qui est faux en ge´ne´ral), nous obtiendrions la convergence de Wx(τU > t) vers W0(τU > t), dont la
valeur est nulle dans les cas les plus courants : ceux ou` 0 est co-re´gulier pour U . Une telle attaque
du proble`me s’ave`re donc inutile . . . a` moins de trouver un moyen de rendre 0 irre´gulier pour U c ;
c’est-a`-dire de forcer les trajectoires issues de 0 a` passer du temps dans U avant de s’e´chapper. Et,
ne pouvant modifier la ge´ome´trie du proble`me, nous n’avons comme seul choix que de modifier la
loi des trajectoires. Ce projet peut eˆtre re´alise´ utilement au moins dans un cas : celui ou` l’ouvert U
est contenu dans le demi-espace D. En effet, comme D contient U , on a
(7.15) W˜Ux,t(f) =
Wx(f ; τU > t; τD > t)
Wx(τU > t; τD > t)
=
W˜Dx,t(f ; τU > t)
W˜Dx,t(τU > t)
= W˜Dx,t(f | τU > t) .
Nous n’avons pas beaucoup peine´ mais le proble`me s’en trouve fondamentalement change´ :
nous conditionnons a` rester dans U des trajectoires qui vivent de´ja` dans le demi-espace D. En
l’origine, ce dernier constitue une barrie`re qui repousse les trajectoires dans la direction e1 et nous
pouvons espe´rer avoir W˜D0,t(τU > t) > 0 pour des ouverts dont le bord est suffisamment lisse au
voisinage de l’origine. Cette intuition se verra confirme´e par la proposition 7.29 dans laquelle nous
e´nonc¸ons un crite`re de W˜D0,t-irre´gularite´ de 0 pour U
c de´couvert - semble-t-il inde´pendamment -
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par M. Shimura ([27], Lemma 3.1) et K. Burdzy ([6], Corollary 3.1) ; la majeure partie de cette
section est de´die´e a` la pre´sentation de ce re´sultat qui ne´cessite l’introduction d’un petit arsenal
mathe´matique.
Avant d’aborder ce point, nous nous tournons vers l’autre partie du proble`me qui consiste
a` trouver des conditions sous lesquelles le the´ore`me de Portemanteau s’applique aux mesures
W˜Dx,t(∗; τU > t). Les re´sultats obtenus sont pre´sente´s a` la proposition 7.23. La principale difficulte´
a` laquelle nous devons faire face est la discontinuite´ du temps d’arreˆt τU sur l’ensemble des trajec-
toires issues de l’origine. Cet e´cueil peut eˆtre contourne´ lorsque U est localement un demi-espace
en l’origine, car la question est inchange´e si l’on remplace U par un ouvert V qui co¨ıncide avec U
sur D et qui contient l’origine, de sorte que τV est continu. Mais, dans tous les autres cas, nous
devrons ajouter une hypothe`se pour nous assurer que, sous W˜Dx,t, le temps de sortie de U ne peut
pas devenir trop petit alors meˆme que x est proche de 0. Cette hypothe`se n’est pas satisfaisante,
car peu souvent ve´rifie´e, mais suffira pour traiter des exemples importants ou` l’ouvert U posse`de
de bonnes proprie´te´s d’invariance : coˆne de re´volution ou boule, par exemple.
C’est pre´cise´ment par l’e´tude du cas d’une boule B que nous concluerons cette section, en
de´montrant comple`tement la convergence des lois W˜Bx,t lorsque x tend vers un point du bord de B
(the´ore`me 7.32).
Un crite`re de continuite´
Soit U un ouvert co-re´gulier contenu dans D et dont le bord contient 0. Pour tout t > 0, on note
W˜U0,t la loi conditionnelle W˜
D
0,t(∗ | τU > t) de`s que cela a un sens, c’est-a`-dire si W˜D0,t(τU > t) > 0. Le
the´ore`me de continuite´ des lois W˜Ux,t se prolonge en 0 de la fac¸on suivante :
Proposition 7.23. Soient une suite (xn) ∈ U convergeant vers 0 et une suite (tn) ∈ [0, 1] conver-
geant vers un t > 0. Si W˜D0,t(τU > 0) = 1, alors W˜
D
0,t(τU > t) > 0. Si, de plus,
(7.16) lim
s→0
lim sup
n→∞
W˜Dxn,tn(τU ≤ s) = 0 ,
alors la suite (W˜Uxn,tn) converge vers W˜
U
0,t.
De´monstration. Si W˜D0,t(τU > 0) = 1, alors il existe 0 < s ≤ t, tel que W˜D0,t(τU > s) > 0. La proprie´te´
de Markov permet d’e´crire
W˜D0,t(τU > t) = W˜
D
0,t(τU > s; W˜
D
Xs,t−s(τU > t− s)) ,
et puisque, pour tout y ∈ U , on a W˜Dy,t−s(τU > t− s) > 0, on en de´duit que W˜D0,t(τU > t) > 0.
Conside´rons des suites (xn), (tn) comme dans l’e´nonce´. Posons Ω = {X0 = 0; τU = τU 6= t}. La
proposition 7.9 montre que
W˜D0,t(τU = t) = 0 et W˜
D
0,t(0 < τU < τU ) = 0 .
De plus, par hypothe`se, on a W˜D0,t(τU = 0) = 0. On de´duit de ces trois identite´s que W˜
U
x0,t0(Ω) = 1.
Soit  > 0. La relation (7.16) fait que l’on peut choisir s > 0 tel que
W˜Dxn,tn(τU > s) ≥ 1− 
pour tout n assez grand. Fixons un tel s et posons Ω = {τU > s}.
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D’apre`s le lemme 7.13, pour tout w ∈ Ω, toute suite (wn) ∈ Ω, et toute fonction f : C∞ → R
continue et borne´e, on a
lim
n→∞ f(wn)11{τU>tn}(wn) = f(w)11{τU>t}(w) .
En appliquant le TTC, on obtient alors
lim
n→∞ W˜
D
xn,tn(f ; τU > tn) = W˜
D
0,t(f ; τU > t) ;
si bien que
lim
n→∞
W˜Dxn,tn(f ; τU > tn)
W˜Dxn,tn(τU > tn)
=
W˜D0,t(f ; τU > t)
W˜D0,t(τU > t)
.
Comme W˜Uxn,tn(∗) = W˜Dxn,tn(∗ | τU > tn), cela de´montre la proposition.
Irre´gularite´ de l’origine pour le me´andre ge´ne´ralise´
Pour pouvoir utiliser la proposition 7.23 nous avons besoin d’un crite`re permettant de de´cider si
W˜D0,t(τU > t) = 1 ou non. Pour cela, nous allons exploiter la dualite´ qui existe entre la re´gularite´ pour
le D-me´andre brownien de dimension d et la re´gularite´ pour le mouvement brownien de dimension
d+ 2. Cette dualite´ apparaˆıt dans les travaux de M. Shimura [27] et de K. Burdzy [6].
Intervalles d’excursion Revenons pour quelque temps a` la dimension d = 1. L’ensemble (ale´atoire)
E(X) des intervalles ]a, b[ tels que 0 ≤ a < b, X(a) = 0, X(t) > 0 quel que soit t ∈]a, b[ et X(b) = 0,
est appele´ ensemble des intervalles d’excursions. Nous noterons dE(X) l’ensemble des re´els a qui
sont la borne infe´rieure d’un intervalle de E(X). Si a ∈ dE , nous noterons toujours b le temps du
premier retour en 0 apre`s a. On se souvient que la loi du me´andre brownien W˜+0,1 est la loi, sous
W , du processus {X(T + s), s ≥ 0}, ou` T = min{t ≥ 0 : X(t) = 0 et X(s) > 0, ∀s ∈]t, t + 1]}.
En d’autres termes, il s’agit de la premie`re excursion de dure´e plus grande que 1 : on de´montre
facilement que T = min{a ∈ dE : b− a > 1}. Le me´andre brownien est donc l’une des excursions du
mouvement brownien et certaines de ses proprie´te´s deviennent plus accessibles lorsqu’on travaille
globalement avec l’ensemble des excursions. Le lemme suivant donne une de´composition utile de
l’ensemble des intervalles d’excursion :
Lemme 7.24. Pour tout n ≥ 1, on note En(X) l’ensemble des intervalles d’excursion ]a, b[∈ E(X)
tels que maxs∈[a,b]X(s) ≥ 1/n. On a :
1. E(X) = ∪n≥1En(X) ;
2. Sous W , l’ensemble En(X) est constitue´ d’une suite d’intervalles successifs ]an1 , bn1 [, ]an2 , bn2 [, . . .,
deux a` deux disjoints, et la distribution de X est identique sur chacun de ces intervalles ;
3. Sous W , la distribution de X entre l’instant an1 et celui de premie`re atteinte de 1/n est iden-
tique a` la distribution d’un processus de Bessel de dimension 3 entre l’instant 0 et l’instant
ou` il atteint 1/n pour la premie`re fois.
De´monstration. 1. Clair.
2. Soient h1/n = min{t > 0 : X(t) = 1/n} le temps d’atteinte de 1/n, β1 = min{t > h1/n :
X(t) = 0} le temps de premier retour en 0 apre`s avoir atteint 1/n pour la premie`re fois, et α1 =
max{t < h1/n : X(t) = 0} l’instant du dernier retour en 0 avant la premie`re atteinte de 1/n.
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Ces temps sont W -p.s. finis et β1 est un temps d’arreˆt. On de´finit une suite croissantes d’instants
ale´atoires α1 < β1 ≤ α2 < β2 ≤ · · · par
∀i ≥ 1, αi+1 = βi + α1 ◦ θβi et βi+1 = βi + β1 ◦ θβi .
Tous les intervalles ]αi, βi[ sont des intervalles d’excursion de En(X) et, entre deux de ces intervalles
conse´cutifs, il ne se trouve aucun autre intervalle d’excursion de En(X) car le processus n’y atteint
pas 1/n. Autrement dit, En(X) = {]αi, βi[, i ≥ 1}. Par la seconde assertion, nous voulons dire que,
sous W , les processus {X(αi + s), s ≥ 0} ont une loi sur C∞ qui ne de´pend pas de i : comme βi est
un temps d’arreˆt, pour tout A ∈ F , on a
W (X(αi+1 + ·) ∈ A) = W (θαi+1 ∈ A)
= W (θα1 ◦ θβi ∈ A)
= W (WX(βi)(θα1 ∈ A))
(X(βi) = 0) = W (θα1 ∈ A)
= W (X(α1 + ·) ∈ A) .
3. D’apre`s ce qui pre´ce`de, le temps an1 est l’instant du dernier retour du mouvement brow-
nien en 0 avant d’atteindre 1/n. D’apre`s le the´ore`me de de´composition des chemins browniens de
Williams [36], le mouvement brownien pris entre ces deux instants a meˆme loi qu’un processus de
Bessel de dimension 3 pris entre les instants 0 et l’instant ou` il atteint 1/n pour la premie`re fois.
Dualite´ me´andre/mouvement brownien pour la re´gularite´ Retournons a` la dimension
d ≥ 2 et conside´rons un ouvert U ⊂ Rd. Nous voulons obtenir un crite`re de re´gularite´ du point 0
pour U relativement a` W˜D0,1, c’est-a`-dire un crite`re sur U qui permette de de´cider si W˜
D
0,1(τU = 0) = 0
ou 1. (Le fait que les seules valeurs possibles soient 0 ou 1 n’a rien d’e´vident a` ce stade de l’expose´
et sera e´tabli au cours de cette section.)
Introduisons une nouvelle notation : pour tout temps ale´atoire ν, nous notons Zν le processus
de´fini par
∀s ≥ 0, Zν(s) = (X1(ν + s), X2(s), . . . , Xd(s)) .
La loi W˜D0,1 est la loi du processus ZT0,1 relativement a` W (ou` T0,1 doit eˆtre compris comme T0,1(X1)),
et W˜D0,1(τU = 0) = W (τU (ZT0,1) = 0).
Au lieu de conside´rer le processus ZT0,1 seul, il sera profitable de travailler avec toute la famille
des excursions {Za, a ∈ dE(X1)} dont ZT0,1 fait partie. Pour commencer, conside´rons la relation
(7.17) W (∀a ∈ dE(X1), τU (Za) = 0) = 1 ,
qui implique en particulier que W (τU (ZT0,1) = 0) = 1. Puisque E(X1) = ∪n≥1En(X1), la rela-
tion (7.17) est e´quivalente a`
(7.18) ∀n ≥ 1, W (∀a ∈ dEn(X1), τU (Za) = 0) = 1 .
Or, d’apre`s le lemme 7.24, dEn(X1) est constitue´ d’une suite an1 < an2 < · · · et les processus Zani
sont identiquement distribue´s sous W . Il s’ensuit que l’e´quation (7.18) est e´quivalente a`
(7.19) ∀n ≥ 1, W (τU (Zan1 ) = 0) = 1 .
Conside´rons le processus Z˜an1 obtenu a` partir de Zan1 en tuant ses trajectoires lorsque leur premie`re
coordonne´e atteint 1/n pour la premie`re fois. Puisque l’e´ve´nement {τU = 0} ne de´pend que du
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futur imme´diat, on a {τU (Zan1 ) = 0} = {τU (Z˜an1 ) = 0}. D’autre part, d’apre`s le point 3 du lemme
et par inde´pendance de ses coordonne´es, le processus Z˜an1 a meˆme loi que (B˜S(3), B(d − 1)), ou`
B(d − 1) est un mouvement brownien d − 1 dimensionnel et B˜S(3) est le processus obtenu a`
partir d’un processus de Bessel de dimension 3, BS(3), inde´pendant de B(d − 1), en tuant ses
trajectoires lorsqu’elles atteignent 1/n pour la premie`re fois. Pour les meˆmes raisons que ci-dessus,
on a {τU (B˜S(3), B(d− 1)) = 0} = {τU (BS(3), B(d− 1)) = 0}, et la relation (7.19) est e´quivalente a`
(7.20) W (τU (
√
X21 +X
2
2 +X
2
3 , X4, . . . , Xd+2) = 0) = 1 .
ou` W doit eˆtre interpre´te´ comme la mesure de Wiener de dimension d + 2. Si U∗ = {x ∈ Rd+2 :
(
√
x21 + x
2
2 + x
2
3, x4, . . . , xd+2) ∈ U}, alors l’e´quation pre´ce´dente se re´crit
(7.21) W (τU∗ = 0) = 1 .
On montre de la meˆme manie`re que W˜D0,1(τU > 0) = 1 est e´quivalent a` W (τU∗ > 0) = 1 et l’on
obtient la proposition suivante :
Proposition 7.25. Soient U ∈ Rd un ouvert et U∗ = {x ∈ Rd+2 : (
√
x21 + x
2
2 + x
2
3, x4, . . . , xd+2) ∈
U}. On a
W˜D0,1(τU > 0) = W (τU∗ > 0) .
De´monstration. Le re´sultat se de´duit de l’analyse pre´ce´dente et du fait que W (τU∗ > 0) ne peut
prendre que les valeurs 0 et 1 d’apre`s la loi du 0-1 de Blumenthal.
La condition du coˆne Cette dualite´ est tre`s utile puisqu’elle lie la re´gularite´ relativement au
me´andre brownien a` la re´gularite´ relativement au mouvement brownien pour laquelle nous connais-
sons de nombreux crite`res. Le plus ce´le`bre et le plus simple d’entre eux est la condition du coˆne qui
permet d’expliquer pourquoi le me´andre brownien sort imme´diatement de tout coˆne de re´volution.
Proposition 7.26. Soit U un ouvert de Rd et y ∈ ∂U . S’il existe un coˆne ouvert C de sommet y
et r > 0 tels que C ∩B(0, r) ⊂ U c, alors Wy(τU > 0) = 0.
De´monstration. Par invariance par translation, il suffit de de´montrer la proposition pour y = 0.
Pour tout s > 0, on a W (τU < s) ≥ W (X(s) ∈ C ∩ B(0, r)) = W (X(1) ∈ C ∩ B(0, rs−1/2)),
par changement d’e´chelle. En passant a` la limite quand s tend vers 0, on obtient W (τU = 0) ≥
W (X(1) ∈ C) > 0. Le re´sultat de´coule alors de la loi du 0-1 de Blumenthal.
Corollaire 7.27. Soit U ⊂ D un ouvert de Rd dont le bord contient 0. S’il existe un coˆne ouvert
C ⊂ Rd de sommet 0 et r > 0 tel que C ∩B(0, r) ⊂ D \ U , alors W˜D0,1(τU > 0) = 0.
De´monstration. D’apre`s la proposition 7.25, il suffit de de´montrer que W (τU∗ > 0) = 0. On a 0 ∈
∂U∗ et C∗ ∩Bd(0, r)∗ = (C ∩Bd(0, r))∗ ⊂ (U c)∗ = (U∗)c. Le re´sultat de´coule de la proposition 7.26
puisque Bd(0, r)∗ = Bd+2(0, r) et que C∗ est un coˆne ouvert de Rd+2.
Crite`re d’irre´gularite´ de Kolmogorov Nous venons de voir qu’un coˆne C de sommet 0 est
imme´diatement visite´ par le mouvement brownien. En grande dimension, si l’on pince suffisamment
le sommet du coˆne de manie`re a` former une e´pine, alors le mouvement brownien ne visite plus
imme´diatement ce nouvel ensemble. Un crite`re pre´cis, parfois appele´ crite`re de l’e´pine de Lebesgue,
est donne´ par la proposition suivante :
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Proposition 7.28 ([25], Proposition 3.5). Soit h : R+ → R+ une fonction continue telle que
h(r) > h(0) = 0 pour r > 0 et que la fonction r 7→ h(r)/r soit croissante pour r petit. Soit d > 3 et
soit
Th = {x ∈ Rd : x1 ≥ 0 et
√
x22 + · · ·+ x2d ≤ h(x1)} .
Le point 0 est W -re´gulier pour Th si et seulement si l’inte´grale∫ 1
0
(
h(r)
r
)d−3 dr
r
est divergente.
On en de´duit bien suˆr un crite`re de re´gularite´ relativement au me´andre brownien. Soit d ≥ 2.
Pour toute fonction continue h : R+ → R+ on pose Uh = {x ∈ Rd : x1 > h(
√
x22 + · · ·+ x2d)}. Le
crite`re suivant permet de de´cider si 0 est W˜D0,1-irre´gulier pour U
c
h.
Proposition 7.29 ([6], Corollary 3.1.). Si h(r)/r, r > 0, est croissante dans un voisinage de 0,
alors W˜D0,1(τUh > 0) = 1 ou 0 selon que l’inte´grale
∫ 1
0 h(r)r
−2 dr est convergente ou divergente.
De´monstration. On reproduit ici la de´monstration que donne K. Burdzy dans [6]. D’apre`s la pro-
position 7.25, il est e´quivalent d’e´tudier la W -re´gularite´ de 0 pour
(U∗h)
c =
{
x ∈ Rd+2 :
√
x21 + x
2
2 + x
2
3 ≤ h
(√
x24 + · · ·+ x2d+2
)}
.
Lorsque d = 2, la proposition 7.28 s’applique imme´diatement et montre que W (τU∗h > 0) = 1 si
et seulement si l’inte´grale
∫ 1
0 h(r)r
−2 dr est convergente. Pour traiter le cas ge´ne´ral, nous allons
d’abord supposer que la fonction h est croissante. On remarque alors que l’ensemble (U∗h)
c contient{
x ∈ Rd+2 :
√
x21 + x
2
2 + x
2
3 ≤ h (|x4|)
}
et est contenu dans
d+2⋃
k=4
{
x ∈ Rd+2 :
√
x21 + x
2
2 + x
2
3 ≤ h
(√
d|xk|
)}
.
Rappelons que si (X1, X2, . . . , Xd+2) est un mouvement brownien, alors (X1, X2, X3, Xk) est un mou-
vement brownien de dimension 4 quel que soit k = 4 . . . d+2. Si 0 est W -irre´gulier pour (U∗h)
c, alors il
l’est aussi pour
{
x ∈ Rd+2 :
√
x21 + x
2
2 + x
2
3 ≤ h (|x4|)
}
; donc d’apre`s la proposition 7.28, l’inte´grale∫ 1
0 h(r)r
−2 dr est convergente. Re´ciproquement, si l’inte´grale
∫ 1
0 h(r)r
−2 dr est convergente, alors 0
est W -irre´gulier pour
{
x ∈ Rd+2 :
√
x21 + x
2
2 + x
2
3 ≤ h
(√
d|xk|
)}
quel que soit k = 4 . . . d + 2. Ce
qui est suffisant.
Si la fonction h n’est pas croissante sur R+, nous savons ne´anmoins qu’elle l’est dans un voisinage
de 0. Cela est suffisant parce que, par continuite´ des trajectoires, le me´andre brownien ne peut pas
sortir imme´diatement d’une boule centre´e en l’origine ; donc la question de savoir si W˜D0,1(τUh >
0) = 1 ou 0 ne de´pend que de la forme de Uh au voisinage de 0.
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Un exemple d’application : le cas d’une boule
Dans cette section, nous allons de´montrer la convergence en loi du mouvement brownien condi-
tionne´ a` rester dans une boule pendant une unite´ de temps lorsque son point de de´part, inte´rieur a`
la boule, tend vers le bord de la boule. Cet exemple est important pour la suite car les me´thodes
employe´es et certains re´sultats interme´diaires seront utilise´s a` nouveau lorsque nous traiterons le
cas d’un coˆne de re´volution.
Soit d ≥ 2 un entier. On note D le demi-espace {x ∈ Rd : x1 > 0} et B la boule ouverte de
centre e1 = (1, 0, . . . , 0) et de rayon 1. Elle est incluse dans D et tangente a` ∂D en 0. Le test de
Kolmogorov montre que W˜D0,1(τB > 0) = 1 ; si bien que pour obtenir la convergence de W˜
B
xn,1 vers
W˜D0,1(∗|τB > 1) lorsque (xn) ∈ B tend vers 0, il suffirait, d’apre`s la proposition 7.23, de ve´rifier que
(7.22) lim
s→0
lim sup
n→∞
W˜Dxn,1(τB ≤ s) = 0 .
Mais un examen de la situation laisse apparaˆıtre que (7.22) est fausse en ge´ne´ral. En effet, en tout
point x du bord de B autre que l’origine 0, on a W˜Dx,1(τB = 0) = 1 et il est possible de choisir une
suite (xn) ∈ B qui, tout en convergeant vers 0, longe dangeureusement le bord de B au point que
lims→0 lim supn W˜Dxn,1(τB ≤ s) = 1. Pour e´viter cet e´cueil, nous allons nous restreindre aux suites
(xn) de la forme (λne1), avec λn → 0, pour lesquelles nous de´montrerons que (7.22) est vraie. Nous
obtiendrons alors la convergence de W˜Bxn,1 pour de telles suites et nous en de´duirons le re´sultat
dans le cas ge´ne´ral en exploitant la ge´ome´trie du proble`me qui fait que toute mesure W˜Bx,1, x ∈ B,
s’exprime comme la mesure image par une rotation (de centre e1) d’une mesure W˜Bλe1,1.
Commenc¸ons par un re´sultat de ge´ome´trie e´le´mentaire. Soit E l’ensemble des suites (2, . . . , d)
constitue´es de +1 et de −1. Pour tout  = (2, . . . , d) ∈ E, on note  l’e´le´ment (−2, . . . ,−d). On
de´finit 2d−1 parties disjointes de D indexe´es par l’ensemble E en posant
∀ ∈ E, D = {x ∈ D : 2x2, . . . , dxd ≥ 0} .
Lemme 7.30. Si y ∈ D ∩ {x ∈ Rd : x1 = 1}, alors B(y, 1) ∩ Bc ne rencontre pas D.
De´monstration. Soit x un point de B(y, 1) ∩D. On a
1 ≥ (x1 − 1)2 + (x2 − y2)2 + · · ·+ (xd − yd)2 = (x1 − 1)2 + x22 + · · ·+ x2d +
d∑
i=2
(y2i − 2xiyi) ;
et comme y ∈ D et x ∈ D, on a iyi ≥ 0 et −ixi ≥ 0, donc −xiyi ≥ 0, et la somme
∑d
i=2(y
2
i −2xiyi)
est positive. Il s’ensuit que x est aussi dans B, donc B(y, 1) ∩D ⊂ B, et le lemme est de´montre´.
Lemme 7.31.
lim
s→0
lim sup
λ→0
W˜Dλe1,1(τB ≤ s) = 0 .
De´monstration. Nous allons d’abord de´montrer que, pour tout s > 0, on a
(7.23) lim sup
λ→0
W˜Dλe1,1(τB ≤ s) ≤ 2d−1 W˜D0,1(τB ≤ s) ,
et le re´sultat se de´duira alors du fait que W˜D0,1(τB = 0) = 0.
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Pour comparer les mesures W˜D0,1 et W˜
D
λe1,1
, nous commenc¸ons par les exprimer comme les lois
de deux morceaux successifs d’une meˆme trajectoire brownienne. Posons Tλ = inf{t ≥ 0 : X1(t) =
λ et X1(s) > 0,∀s ∈]t, t+ 1]} et introduisons le processus Zλ de´fini par
∀s ≥ 0, Zλ(s) = X(Tλ + s)−X(Tλ) + λe1 .
On rappelle que d’apre`s la proposition 7.22, pour tout λ ≥ 0, la loi de Zλ sous W co¨ıncide avec
W˜Dλe1,1. On relie d’abord le temps de sortie de la boule pour Zλ avec le temps de sortie de cette
meˆme boule pour Z0 :
(7.24) W (τB(Zλ) ≤ s) ≤W (τB(Z0) ≤ s+ Tλ − T0) +W (τB(Z0) > s+ Tλ − T0; τB(Zλ) ≤ s) .
Pour alle´ger l’e´criture des formules, posons u = τB(Zλ). Si τB(Z0) > s + Tλ − T0 et u ≤ s, alors
Z0(u + Tλ − T0) = X(Tλ + u) −X(T0) ∈ B ; ce qui s’e´crit encore Zλ(u) ∈ B(Yλ, 1), ou` l’on a pose´
Yλ = X(T0)−X(Tλ) + (1 + λ)e1 = (1, X2(T0)−X2(Tλ), . . . , Xd(T0)−Xd(Tλ)). Comme Zλ(u) 6∈ B,
on a Zλ(u) /∈ D de`s que Yλ ∈ D, d’apre`s le lemme 7.30. Cette analyse conduit a` la majoration
(7.25) W (τB(Z0) > s+ Tλ − T0; τB(Zλ) ≤ s) ≤
∑
∈E
W (Yλ ∈ D; τB(Zλ) ≤ s;Zλ(u) /∈ D) .
Puisque la variable Yλ ne de´pend que des valeurs des coordonne´es (X2, . . . , Xd) prises en des instants
≤ Tλ qui ne de´pendent eux-meˆmes que de X1, elle est inde´pendante de Zλ conditionnellement a`
X1. De plus, on a W (Yλ ∈ D|X1) = 1/2d−1 et l’on en de´duit que
W (τB(Z0) > s+ Tλ − T0; τB(Zλ) ≤ s) ≤ 12d−1
∑
∈E
W (τB(Zλ) ≤ s;Zλ(u) /∈ D)
=
2d−1 − 1
2d−1
W (τB(Zλ) ≤ s) .
En introduisant ce re´sultat dans l’e´quation (7.24), on obtient
(7.26) W (τB(Zλ) ≤ s) ≤ 2d−1W (τB(Z0) ≤ s+ Tλ − T0) .
Le lemme de´coule de cette relation par passage a` la limite quand λ tend vers 0, car limλ→0 Tλ = T0
presque suˆrement (cf. lemme 7.16).
Proposition 7.32. Pour toute suite (xn) ∈ B convergeant vers 0, la suite de lois (W˜Bxn,1) converge
vers W˜D0,1(∗ | τB > 1).
De´monstration. Nous venons de voir que les hypothe`ses de la proposition 7.23 sont satisfaites lorsque
la suite (xn) est de la forme (λne1). Pour toute suite (λn) ∈ [0, 2] convergeant vers 0, on a donc
W˜Bλne1,1 → W˜D0,1(∗ | τB > 1).
A` tout point x de B on associe le nombre re´el λ = 1− ‖x− e1‖. Il existe alors une rotation Rx
de centre e1 qui envoie λe1 sur x et la mesure W˜Bx,1 est la mesure image de W˜
B
λe1,1
par Rx. En effet,
pour tout re´el t ≥ 0, on a
(7.27) W˜Bλe1,1 ◦R−1x (X(t) ∈ ∗) = W (τB(λe1 +X) > 1)−1W (Rx(λe1 +X)(t) ∈ ∗; τB(λe1 +X) > 1) .
Notons Rox la rotation vectorielle associe´e a` Rx : elle est donne´e pour tout y et z par la relation
Rox(y) = Rx(y + z) − R(z), si bien que Rx(λe1 + X) = x + Rox(X). Comme τB est physiquement
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invariant par Rx, on a τB(λe1 +X) = τB(Rx(λe1 +X)) = τB(x+Rox(X)) et le membre de droite de
l’e´quation (7.27) devient
W (τB(x+Rox(X)) > 1)
−1W (x+Rox(X(t)) ∈ ∗; τB(x+Rox(X)) > 1) .
Et, de l’invariance de W par rotation vectorielle, on de´duit que cette expression vaut
W (τB(x+X) > 1)−1W (x+X(t) ∈ ∗; τB(x+X) > 1) = W˜Bx,1(X(t) ∈ ∗) .
La ge´ome´trie e´le´mentaire des rotations montre que, pour tout y ∈ Rd, on a
‖Rx(y)− y‖ ≤ ‖y − e1‖‖x− λe1‖‖x− e1‖ .
Soient alors (xn) ∈ B une suite convergeant vers 0 et (λn) la suite associe´e. Pour tout T > 0 et pour
toute suite (wn) ∈ CT convergeant uniforme´ment vers un w ∈ CT , on a
‖Rxn(wn)− w‖T ≤ ‖wn − e1‖T
‖xn − λne1‖
‖xn − e1‖ + ‖wn − w‖T →n→∞ 0 .
D’apre`s le TTC (the´ore`me B.1), la suite de mesures (W˜Bλne1,1 ◦ R−1xn ) converge donc sur CT vers
W˜D0,1(∗ | τB > 1) et la proposition en de´coule puisque W˜Bλne1,1 ◦R−1xn = W˜Bxn,1.
7.3 Le cas d’un coˆne de re´volution
7.3.1 Prolongement en dehors du sommet
En dimension 2
En dimension 2, tous les coˆnes ont un bord qui est localement line´aire en dehors du sommet. Le
the´ore`me suivant est donc une conse´quence imme´diate du corollaire 7.21.
The´ore`me 7.33. Soit C ⊂ R2 un coˆne ouvert de sommet 0. Pour tout x0 ∈ ∂C \{0} et tout t0 ≥ 0,
la famille {W˜Cx,t : x ∈ C, t ≥ 0} se prolonge proprement en (x0, t0).
En dimension supe´rieure
En dimension d ≥ 3, le proble`me n’est plus aussi simple... La technique est similaire a` celle
que nous avons de´taille´e pour le cas d’une boule. Nous nous y re´fe´rerons sans cesse afin d’e´viter la
re´pe´tition des meˆmes arguments. Soit d ≥ 3. Nous conside´rons un vecteur u ∈ Sd−1, un nombre re´el
β ∈]0, 1[ et le coˆne de re´volution C = {x ∈ Rd : 〈x, u 〉 > β‖x‖}.
The´ore`me 7.34. Soit C ⊂ Rd, d ≥ 3, un coˆne de re´volution de sommet 0. Pour tout x0 ∈ ∂C \{0}
et tout t0 > 0, la famille {WCx,t : x ∈ C, t ≥ 0} se prolonge proprement en (x0, t0). La loi limite
W˜Cx0,t0 est e´gale a` W˜
D
x0,t0(∗ | τC > t0), ou` D est le demi-espace contenant C dont le bord est tangent
au bord de C au point x0.
De´monstration. Soit B la boule inscrite dans C, tangente a` ∂C en x0, et soit p = ‖x0‖α u le centre de B.
Nous de´montrons d’abord la proposition dans le cas ou` la suite (xn) est porte´e par le segment [x0, p].
Comme nous l’avons de´ja` remarque´, puisque B est tangente a` ∂D en x0, on a W˜Dx0,t0(τB > 0) = 1 et
donc W˜Dx0,t0(τC > 0) = 1, car B est incluse dans C. D’autre part, puisque
W˜Dxn,tn(τC ≤ s) ≤ W˜Dxn,tn(τB ≤ s) ,
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le lemme 7.31 implique que
lim
s→0
lim sup
n→∞
W˜Dxn,tn(τC ≤ s) = 0 .
Nous pouvons donc appliquer la proposition 7.23 qui prouve que la suite (W˜Bxn,tn) converge vers
W˜Dx0,t0(∗ | τC > t0).
Nous allons maintenant utiliser une proprie´te´ de changement d’e´chelle pour e´tendre le re´sultat
pre´ce´dent. Pour tout λ > 0, on note φλ la fonction de C∞ dans lui-meˆme de´finie par
∀w ∈ C∞, ∀s ∈ R+, φλ(w)(s) = 1
λ
w(λ2s) .
L’invariance par homothe´tie du coˆne C et la proprie´te´ de changement d’e´chelle du mouvement
brownien font que
∀λ > 0,∀y ∈ C,∀t ∈ R+, W˜Cy,t = W˜Cλy,λ2t ◦ φ−1λ .
Conside´rons alors le sous-ensemble P de C forme´ par la re´union des demi-droites issues de 0 et
passant par le segment ]x0, p[ : P = {lz : l > 0, z ∈]x0, p[}. Par de´finition, pour tout y ∈ P , il existe
λ > 0 tel que λy ∈]x0, p[. Un calcul e´le´mentaire donne λ = ‖x0‖
2
〈 y,x0 〉 . Si (xn) est une suite de points de
P qui converge vers x0 et si λn =
‖x0‖2
〈xn,x0 〉 , alors limn→∞ λn = 1, limn→∞ λ
2
ntn = t0 et la suite (λnxn)
est porte´e par le segment [x0, p] et converge vers x0. Il s’ensuit que la suite (W˜Cλnxn,λ2ntn) converge
vers W˜Dx0,t0(∗ | τC > t0) et, en utilisant le TTC, on en de´duit que la suite (W˜Cxn,tn) converge vers la
meˆme limite.
Pour de´montrer le cas ge´ne´ral, nous proce´dons de la meˆme manie`re que dans le cas d’une
boule (cf. proposition 7.32). Si (xn) est une suite de points de C qui converge vers x0, il existe,
pour tout n, une rotation vectorielle Rxn d’axe {lu : l ∈ R} et un unique point yn de P tels que
Rxn(yn) = xn. De l’invariance de C et du mouvement brownien par Rxn , on de´duit que W˜Cxn,tn =
W˜Cyn,tn ◦ R−1xn . Cette relation, combine´e avec le fait que yn tend vers x dans P et que (Rxn(wn))
converge uniforme´ment vers w de`s que (wn) converge uniforme´ment vers w, implique la convergence
de (W˜Cxn,tn) vers W˜
D
x0,t0(∗ | τC > t0) par le TTC.
7.3.2 Prolongement au sommet
Convergence des lois fini-dimensionnelles
Dans cette section, nous de´montrons que les loi fini-dimensionnelles de W˜Cx,1 convergent lorsque
x ∈ C tend vers le sommet du coˆne C. On rappelle que pour t ∈]0, 1] la loi W˜Cx,1(Xt ∈ dy) posse`de
la densite´ p˜C(0, x; t, y) donne´e par la formule
p˜C(0, x; t, y) =
pC(t, x, y)
Wx(τC > 1)
Wy(τC > 1− t) .
Afin d’e´tablir la convergence de ces densite´s, nous allons utiliser l’expression du noyau de la
chaleur pC(t, x, y) qui est pre´sente´e par R. Ban˜uelos et R. Smits dans [1]. Avant de rappeler leur
re´sultat, introduisons quelques notations. Nous notons CΣ l’intersection du coˆne C avec la sphe`re
Sd−1 et nous supposons que c’est un ouvert re´gulier pour le proble`me de Dirichlet sur la sphe`re. Il
existe alors une base orthonorme´e de fonctions propres mj associe´es aux valeurs propres 0 < λ1 <
λ2 ≤ λ3 < · · · satisfaisant {
Lmj = −λjmj sur CΣ ;
mj = 0 sur ∂CΣ ,
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ou` L est l’ope´rateur de Laplace-Beltrami sur Sd−1. On pose αj =
√
λj + (d2 − 1)2. Enfin, on note
Iν la fonction de Bessel modifie´e d’ordre ν :
(7.28) Iν(x) =
2(x2 )
ν
√
piΓ(ν + 12)
∫ pi
2
0
(sin t)2ν cosh(x cos t) dt =
∞∑
m=0
(x2 )
ν+2m
m!Γ(ν +m+ 1)
Au cours de nos calculs, nous utiliserons les faits suivants (cf. [1]) :
– il existe deux constantes 0 < c1 < c2 telles que
(7.29) ∀j ≥ 1, c1j
1
d−1 ≤ αj ≤ c2j
1
d−1 ;
– il existe une constante c telle que
(7.30) ∀j ≥ 1, ‖mj‖∞ ≤ cα
d−1
2
j ;
– si C est lipschitzien, il existe une constante c′ telle que
(7.31) ∀j ≥ 1,∀η ∈ CΣ, m2j (η) ≤
c′m21(η)
Iαj (1)
.
Lemme 7.35 (Ban˜uelos, Smits). Posons x = ρθ, y = rη, ρ, r > 0, θ, η ∈ CΣ. On a
pC(t, x, y) =
e−
(r2+ρ2)
2t
t(ρr)
d
2
−1
∞∑
j=1
Iαj
(ρr
t
)
mj(θ)mj(η) .
D’apre`s cette expression, on devine que pC(t, x, y) est e´quivalent en x = 0 a` la fonction g(x)h(t, y)
ou`
g(x) = ρα1−(
d
2
−1)m1(θ)
et
h(t, y) =
rα1−(
d
2
−1)e−
r2
2t
2α1Γ(α1 + 1)tα1+1
m1(η) .
Proposition 7.36 (Equivalent des transitions du MB tue´). Pour x = ρθ, y = rη, on a
lim
‖x‖→0
pC(t, x, y)
g(x)
= h(t, y) ,
uniforme´ment en (t, r, η) ∈ [T,+∞[×[0, R]× CΣ, pour toutes constantes positives T et R.
De´monstration. Posons M = ρrt . On a
pC(t, x, y)
g(x)h(t, y)
= 2α1Γ(α1 + 1)e−
ρ2
2t
∞∑
j=1
Iαj (M)
Mα1
mj(θ)
m1(θ)
mj(η)
m1(η)
.
D’apre`s la relation (7.31), on a la majoration∣∣∣∣Iαj (M)Mα1 mj(θ)m1(θ) mj(η)m1(η)
∣∣∣∣ ≤ κMα1 Iαj (M)Iαj (1) .
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Or, en utilisant la repe´sentation inte´grale de Iαj , on voit que
Iαj (M) ≤
2(M2 )
αj
√
piΓ(αj + 12)
cosh(M)
∫ pi
2
0
(sin t)2αj dt
et
Iαj (1) ≥
2(12)
αj
√
piΓ(αj + 12)
∫ pi
2
0
(sin t)2αj dt ,
donc
Iαj (M)
Iαj (1)
≤Mαj coshM ,
et ∣∣∣∣Iαj (M)Mα1 mj(θ)m1(θ) mj(η)m1(η)
∣∣∣∣ ≤ κMαj−α1 coshM .
Graˆce a` la relation (7.29), on peut voir que la se´rie de terme ge´ne´ral Mαj−α1 coshM converge
uniforme´ment sur [0, 1− ]. Par conse´quent, la se´rie∑ Iαj (M)
Mα1
mj(θ)
m1(θ)
mj(η)
m1(η)
est uniforme´ment convergente en (M, θ, η) ∈ [0, 1− ]× CΣ × CΣ. En particulier, on peut passer a`
la limite terme a` terme sous le signe somme : compte tenu du fait que
lim
M→0
Iαj (M)
Mα1
mj(θ)
m1(θ)
mj(η)
m1(η)
=
{
1
2α1Γ(α1+1)
si j = 1 ;
0 si j ≥ 2 ;
on obtient
lim
M→0
∞∑
j=1
Iαj (M)
Mα1
mj(θ)
m1(θ)
mj(η)
m1(η)
=
1
2α1Γ(α1 + 1)
,
uniforme´ment en (θ, η) ∈ CΣ × CΣ. Cela suffit a` de´montrer la proposition.
Proposition 7.37. La fonction de la variable y
sup
‖x‖≤ 1
2
∣∣∣∣pC(1, x, y)g(x)
∣∣∣∣
est inte´grable sur Rd.
De´monstration. En utilisant les relations (7.30) et (7.31), on voit que∣∣∣∣pC(1, x, y)g(x)
∣∣∣∣ = e− (ρ
2+r2)
2
r
d
2
−1ρα1
∞∑
j=1
Iαj (ρr)
∣∣∣∣mj(θ)m1(θ)mj(η)
∣∣∣∣
≤ e
− r2
2
r
d
2
−1ρα1
∞∑
j=1
Iαj (ρr)
Iαj (1)
1
2
α
d−1
2
j .
Comme dans la de´monstration pre´ce´dente, on a
Iαj (ρr) ≤
2(ρr2 )
αj
√
piΓ(αj + 12)
cosh(ρr)
∫ pi
2
0
(sin t)2αj dt
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et
Iαj (1) ≥
2(12)
αj
√
piΓ(αj + 12)
∫ pi
2
0
(sin t)2αj dt .
En posant ωαj =
∫ pi
2
0 (sin t)
2αj dt, on obtient alors
Iαj (ρr)
Iαj (1)
1
2
≤ κ cosh(ρr)
(
ρr√
2
)αj √ωαj
Γ(αj + 12)
1
2
.
Comme l’inte´grale de Wallis
∫ pi
2
0 (sin t)
2n dt est e´quivalente a` cn−
1
2 , on voit que la quantite´ ωαj est
e´quivalente a` cα
− 1
2
j . On de´duit aussi facilement de la formule de Stirling que Γ(αj +
1
2) ≥ cα
αj
j e
−αj .
D’ou`
Iαj (ρr)
Iαj (1)
1
2
≤ κ cosh(ρr)
(√
eρr√
2
)αj α− 14j
α
αj/2
j
.
Et, finalement, on obtient la majoration
∣∣∣∣pC(1, x, y)g(x)
∣∣∣∣ ≤ κ e− r
2
2
r
d
2
−1ρα1
cosh(ρr)
∞∑
j=1
(√
eρr√
2
)αj α 2d−34j
α
αj/2
j
.
Comme αj ≥ α1, le majorant pre´ce´dent est une fonction croissante de ρ, et donc
sup
ρ≤ 1
2
∣∣∣∣pC(1, x, y)g(x)
∣∣∣∣ ≤ κe− r
2
2
r
d
2
−1 cosh
(r
2
) ∞∑
j=1
(√
er
2
√
2
)αj α 2d−34j
α
αj/2
j
=: f(r) .
La fonction f est continue sur [0,+∞[ (comme αj >
(
d
2 − 1
)
il n’y a pas de proble`me en r = 0) et
donc inte´grable sur tout compact. Majorons maintenant la somme apparaissant dans la de´finition
de f pour les grandes valeurs de r. Soit M ≥ 1. Lorsque 2n ≤ αj ≤ 2n+ 1, on a
Mαj
α
2d−3
4
j
α
αj/2
j
≤M2n+1 (2n+ 1)
2d−3
4
(2n)n
= M(M2/2)n
(2n+ 1)
2d−3
4
nn
.
Comme αj > c1j
1
d−1 , le nombre d’indices j pour lesquels on a αj ≤ 2n+1 est infe´rieur a`
(
2n+1
c1
)d−1
.
Si l’on choisit K suffisamment grand, on a donc la majoration
∞∑
j=1
Mαj
α
2d−3
4
j
α
αj/2
j
≤M
∞∑
n=1
(M2/2)n
nK
nn
≤ P (M)eM2/2 ,
ou` P est un polynoˆme. En appliquant ce re´sultat, pour r ≥ 2√2/e, avec M = √er
2
√
2
, on obtient alors
f(r) ≤ κe
−(1−e/8) r2
2
r
d
2
−1 P (r) cosh
(r
2
)
,
ce qui est suffisant.
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Proposition 7.38. Pour tout t ∈ [0, 1], on a
lim
‖x‖→0
p˜C(0, x; t, y) =
h(t, y)∫
h(1, z) dz
Wy(τC > 1− t) ,
uniforme´ment sur {y ∈ C : ‖y‖ ≤ R}, pour toute constante positive R.
Rappelons que Wx(τC > 1) =
∫
pC(1, x, z) dz. Vu les propositions 7.36 et 7.37, le the´ore`me de
convergence domine´e donne
(7.32) lim
‖x‖→0
Wx(τC > 1)
g(x)
=
∫
h(1, z) dz .
Comme
p˜C(0, x; t, y) =
pC(t, x, y)
Wx(τC > 1)
Wy(τC > 1− t) = p
C(t, x, y)
g(x)
g(x)
Wx(τC > 1)
Wy(τC > 1− t) ,
le re´sultat annonce´ se de´duit de la proposition 7.36 et de la relation (7.32).
Remarque. Dans [1], R. Ban˜uelos et R. Smits montrent que l’expression du noyau de la chaleur
sous forme de se´rie peut eˆtre inte´gre´e terme a` terme et obtiennent ainsi une expression de Wx(τC > t)
dont ils de´duisent un e´quivalent lorsque t tend vers l’infini pour x fixe´. L’utilisation que nous faisons
de l’expression du noyau de la chaleur est inverse, puisque nous commenc¸ons par en de´duire un
e´quivalent (dont nous avons de toute fac¸on besoin pour le proble`me que nous e´tudions) que nous
inte´grons ensuite. Remarquons que par changement d’e´chelle on de´duit aise´ment de (7.32) que
lim
t→+∞
Wx(τC > t)
g(t−1/2x)
=
∫
h(1, z) dz ,
uniforme´ment sur {x ∈ C : ‖x‖ ≤ R}, pour toute constante positive R. Pour un coˆne lipschitzien, la
convergence est donc plus forte que celle annonce´e par R. Ban˜uelos et R. Smits dans [1], Corollary 1.
La proposition 7.38 ne suffit pas a` de´montrer la convergence des lois
W˜Cx,1(Xt ∈ dy) = p˜C(0, x; t, y) dy
lorsque x ∈ C tend vers 0 parce que nous ne savons pas a priori si la limite des densite´s
p˜C(0, 0; t, y) :=
h(t, y)∫
h(1, z) dz
Wy(τC > 1− t)
est elle aussi une densite´ de probabilite´ (sauf bien suˆr pour t = 1). Il nous semble difficile de le
ve´rifier par un calcul direct ; cependant, lorsque C est un coˆne de re´volution, nous pouvons e´tablir
le lemme suivant qui va nous permettre de conclure.
Lemme 7.39. Pour tout t ∈ [0, 1[, on a
lim sup
R→∞
sup
‖x‖≤1
W˜Cx,1(‖Xt‖ > R) = 0 .
En d’autres termes, la famille {W˜Cx,1(Xt ∈ dy) : x ∈ C, ‖x‖ ≤ 1} est tendue.
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De´monstration. Soit x un point de C tel que ‖x‖ ≤ 1, et soit R > 2. Notons ρ = τB(0,2) le temps
de sortie de B(0, 2). Puisque une trajectoire issue de x ne peut pas se trouver en dehors de B(0, R)
a` l’instant t sans avoir quitte´ auparavant la boule B(0, 2), on a
W˜Cx,1(‖Xt‖ > R) = W˜Cx,1(ρ < t; ‖Xt‖ > R)
= W˜Cx,1(ρ < t; W˜
C
Xρ,1−ρ(‖Xt−s‖ > R)|s=ρ)
≤ sup
y∈C∩S(0,2);s∈[0,t]
W˜Cy,1−s(‖Xt−s‖ > R) .
Si ce dernier majorant ne tend pas vers 0 quand R tend vers l’infini, alors on peut trouver des suites
(yn) ∈ C ∩ S(0, 2) et (sn) ∈ [0, t] telles que
(7.33) lim inf
n→∞ W˜
C
yn,1−sn(‖Xt−sn‖ > n) > 0 .
Quitte a` extraire des sous-suites, on peut toujours supposer que (yn) converge vers un point y ∈
C ∩ S(0, 2) et que (sn) converge vers un s ∈ [0, t]. Mais alors, on sait que la suite (W˜Cyn,1−sn) est
convergente, donc la suite
(
W˜Cyn,1−sn(Xt−sn ∈ dy)
)
l’est aussi, et par conse´quent (7.33) ne peut pas
eˆtre vrai.
Proposition 7.40. Les lois marginales de W˜Cx,1 convergent lorsque x ∈ C tend vers 0.
De´monstration. D’apre`s la proposition 7.38, p˜C(0, x; t, y) converge vers p˜C(0, 0; t, y) uniforme´ment
sur les compacts lorsque x ∈ C tend vers 0. Pour tout R > 0, on a donc
lim sup
‖x‖→0
∫ ∣∣p˜C(0, x; t, y)− p˜C(0, 0; t, y)∣∣ dy ≤ sup
‖x‖≤1
∫
B(0,R)c
p˜C(0, x; t, y) dy+
∫
B(0,R)c
p˜C(0, 0; t, y) dy .
Vu le lemme 7.39 et le fait que p˜C(0, 0; t, y) est inte´grable, en faisant tendre R vers l’infini dans
l’ine´galite´ pre´ce´dente, on obtient
lim sup
‖x‖→0
∫ ∣∣p˜C(0, x; t, y)− p˜C(0, 0; t, y)∣∣ dy = 0 .
Cela de´montre que p˜C(0, 0; t, y) est une densite´ de probabilite´ et que les lois W˜Cx,1(Xt ∈ dy)
convergent vers la mesure de probabilite´ p˜C(0, 0, t, y) dy lorsque x ∈ C tend vers 0. Le re´sultat
se de´duit alors du crite`re de convergence donne´ par le corollaire 7.11.
Tension
Proposition 7.41. Pour toute suite (xn) ∈ C convergeant vers 0, la suite de mesures de probabilite´
(W˜Cxn,1) est tendue.
De´monstration. D’apre`s Billingsley [2], il suffit de de´montrer que, pour tout  > 0,
lim
δ→0
lim sup
n→∞
W˜Cxn,1(χ(δ, 0, 1) > ) = 0 ,
ou` χ(δ, a, b)w = sup{‖w(s)−w(t)‖ : |s− t| ≤ δ, s, t ∈ [a, b]} est l’oscillation d’ordre δ sur l’intervalle
[a, b]. La me´thode employe´e ici est adapte´e de Shimura [28] : une grande oscillation ne peut se
produire que loin de l’origine, la` ou` le comportement des trajectoires est gouverne´ par des lois dont
on connaˆıt bien le comportement.
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Soit  > 0. Puisque la fonction χ(δ, ·, ·) est sous-additive en tant que fonction d’intervalles, on a
W˜Cxn,1(χ(δ, 0, 1) > 4) ≤ W˜Cxn,1
(
χ(δ, 0, 12) > 3
)︸ ︷︷ ︸
an(δ)
+ W˜Cxn,1
(
χ(δ, 12 , 1) > 
)︸ ︷︷ ︸
bn(δ)
.
Commenc¸ons par controˆler bn(δ). D’apre`s la proposition 7.40, les lois marginales W˜Cxn,1
(
X 1
2
∈ dy
)
convergent vers une loi posse´dant une densite´ par rapport a` la mesure de Lebesgue. Il s’ensuit que
lim
r→0,R→∞
lim inf
n→∞ W˜
C
xn,1
(
X 1
2
∈ ORr
)
= 1 .
Fixons un nombre re´el α > 0 et choisissons 0 < r < R tels que infn W˜Cxn,1
(
X 1
2
∈ ORr
)
≥ 1− α. On
a alors
bn(δ) ≤ W˜Cxn,1
(
X 1
2
∈ ORr ;χ(δ, 12 , 1) > 
)
+ α ,
puis, en utilisant la proprie´te´ de Markov,
bn(δ) ≤ W˜Cxn,1
(
X 1
2
∈ ORr ; W˜CX 1
2
, 1
2
(χ(δ, 0, 12) > )
)
+ α
≤ sup
{
W˜C
y, 1
2
(
χ(δ, 0, 12) > )
)
: y ∈ C ∩ORr
}
+ α .
Or, si sup{W˜C
y, 1
2
(χ(δ, 0, 12) > )) : y ∈ C ∩ ORr } ne tend pas vers 0 quand δ tend vers 0, on peut
trouver une suite (δn) qui tend vers 0 et une suite (yn) ∈ C qui converge vers un point y ∈ C \ {0}
telles que
lim inf
n→∞ W˜
C
yn,
1
2
(
χ(δn, 0, 12) > 
)
> 0 ,
ce qui est absurde puisque la suite
(
W˜C
yn,
1
2
)
est convergente (cf. the´ore`me 7.7 et the´ore`me 7.33 ou
7.34 selon la dimension), donc tendue. Cela de´montre que limδ→0 lim supn bn(δ) ≤ α, et, puisque α
est quelconque,
lim
δ→0
lim sup
n→∞
bn(δ) = 0 .
Occupons-nous maintenant de an(δ). Soit ρ = τB(0,) le temps de sortie de la boule de centre 0 et
de rayon . Puisque l’oscillation d’une trajectoire reste plus petite que 2 tant qu’elle n’a pas quitte´
B(0, ), on a
an(δ) ≤ W˜Cxn,1
(
ρ < 12 ;χ(δ, ρ,
1
2) > 
)
≤ W˜Cxn,1
(
ρ < 12 ; W˜
C
X(ρ),1−ρ(χ(δ, 0, 1) > )
)
.
En observant que si X0 ∈ B(0, ) et ρ < ∞, alors X(ρ) se trouve dans S par continuite´ des
trajectoires, il vient
lim sup
n→∞
an(δ) ≤ sup{W˜Cy,t(χ(δ, 0, 1) > ) : y ∈ C ∩ S, t ∈ [12 , 1]} .
On conclut alors comme pour bn(δ).
Remarque. Si l’on n’avait pas introduit le terme bn(δ), on se serait retrouve´ a` devoir montrer que
sup{W˜Cy,t(χ(δ, 0, 1) > )) : y ∈ C ∩ S, t ∈ [0, 1]} tend vers 0, ce qui pose proble`me puisqu’on ne
connaˆıt pas le comportement de WCy,t quand t tend vers 0 et y tend vers le bord, sauf dans le cas de
la dimension 2.
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Conclusion
Des propositions 7.40 et 7.41, on de´duit finalement le the´ore`me :
The´ore`me 7.42. Lorsque x ∈ C tend vers le sommet 0 du coˆne, le mouvement brownien issu de
x et conditionne´ a` rester dans C pendant une unite´ de temps converge en loi vers un processus de
Markov inhomoge`ne dont les transitions p˜C(s, x, t, y), s, t ∈ [0, 1], x, y ∈ C sont donne´es par
p˜C(0, 0, t, y) =
‖y‖α1−( d2−1)e− ‖y‖
2
2t
2α1Γ(α1 + 1)tα1+1
m1
(
y
‖y‖
)
Wy(τC > 1− t)
et
p˜C(s, x, t, y) = pC(t− s, x, y)Wy(τC > 1− t)
Wx(τC > 1− s) , x, y ∈ C, 0 < s < t .
Le processus limite, dont la loi sera note´e W˜C0,1, est un processus de Markov inhomoge`ne, issu de
l’origine, qui entre imme´diatement dans C et n’en ressort pas avant l’instant 1. Nous appellerons ce
processus C-me´andre brownien. Pour terminer cette section, nous allons calculer la probabilite´ que
le C-me´andre brownien quitte le coˆne C avant un instant fixe´ t > 1.
Proposition 7.43. Pour tout t > 1, on a
W˜C0,1(τC > t) = t
−α1
2
+
(d−2)
4 .
De´monstration. D’apre`s la proprie´te´ de Markov et l’expression des transitions, on a
W˜C0,1(τC > t) = W˜
C
0,1(τC > 1;WX1(τC > t− 1))
=
1
2α1Γ(α1 + 1)
∫
C
‖y‖α1−( d2−1)e− ‖y‖
2
2 m1
(
y
‖y‖
)
Wy(τC > t− 1) dy .
En effectuant le changement de variable y =
√
tu, l’inte´grale pre´ce´dente devient
t
α1
2
+ d+2
4
2α1Γ(α1 + 1)
∫
C
‖u‖α1−( d2−1)e−t ‖u‖
2
2 m1
(
u
‖u‖
)
W√tu(τC > t− 1) du .
Par changement d’e´chelle, on a W√tu(τC > t− 1) = Wu(τC > 1− 1/t), et l’on voit ainsi apparaˆıtre
la transition p˜C(0, 0, 1/t, u) dans l’inte´grale pre´ce´dente qui se re´crit
t−
α1
2
+
(d−2)
4
∫
C
p˜C(0, 0, 1/t, u) du .
D’ou` le re´sultat.
115
116
Chapitre 8
Principe d’invariance pour des
marches ale´atoires conditionne´es
Re´sume´. E. Bolthausen a de´montre´ (cf. [3]) que le processus de Donsker associe´ a` une marche
ale´atoire centre´e de carre´ inte´grable, conditionne´ a` rester positif pendant une unite´ de temps,
converge en loi vers un me´andre brownien. En dimension 2, sous une hypothe`se de de´croissance
lente de la probabilite´ pour que la marche reste dans un coˆne jusqu’a` l’instant n, nous obtenons un
re´sultat analogue a` celui de E. Bolthausen pour le processus de Donsker conditionne´ a` rester dans
un coˆne pendant une unite´ de temps.
8.1 Marche ale´atoire et processus de Donsker conditionne´
8.1.1 Quelques de´finitions et proprie´te´s e´le´mentaires
Conside´rons une suite (ξn)n≥1 de vecteurs ale´atoires de Rd de´finis sur un meˆme espace pro-
babilise´ (Ω,A,P). On suppose que les vecteurs ξn sont inde´pendants et identiquement distribue´s,
avec E( ξn ) = 0 et Cov(ξn) = Id, ou` Id est la matrice identite´ de Md(R), et l’on forme la marche
ale´atoire Sn = ξ1 + ξ2 + · · · + ξn. Pour tout entier n ≥ 1, on appelle processus de Donsker d’ordre
n le processus {Sn(t), t ≥ 0} ∈ C∞ valant Sk/
√
n aux instants t = k/n et interpole´ line´airement
ailleurs :
∀t ≥ 0, Sn(t) =
S[nt] + (nt− [nt])ξ[nt]+1√
n
.
Nous noterons Dn l’ensemble des trajectoires de processus de Donsker d’ordre n, c’est-a`-dire l’en-
semble des trajectoires w ∈ C∞ qui sont line´aires sur tous les intervalles [ kn , k+1n ], k ≥ 0.
Pour tout x ∈ Rd, on note Wnx la loi sur C∞ du processus x + Sn. L’espe´rance associe´e a` cette
mesure sera aussi note´e Wnx :
∀F ∈ F , Wnx (F ) =
∫
F (w)Wnx (dw) .
L’inde´pendance et la stationnarite´ des accroissements de la marche (Sn) se traduisent en une
proprie´te´ de Markov pour le processus de Donsker associe´ :
Proposition 8.1. Pour tout x ∈ Rd, tout s = k/n, tout A ∈ Fs et tout B ∈ F∞, on a
Wnx (A; θ
−1
s B) = W
n
x (A;W
n
Xs(B)) .
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Remarque. Le processus de Donsker n’est pas un processus de Markov au sens habituel du terme.
D’une part, la proprie´te´ de Markov n’est valable qu’en des instants de la forme k/n, et d’autre part,
la pre´dictabilite´ de ce processus fait que l’on ne peut pas remplacer Fs par Fs+ dans l’e´nonce´ : par
construction, imme´diatement apre`s s = k/n, on connaˆıt le futur de Sn jusqu’a` l’instant s + 1n , de
sorte que Fs+ = Fs+ 1
n
.
Soit un entier n ≥ 1. On dira qu’un temps d’arreˆt τ est adapte´ a` Wn si, sous cette loi, τ est de
la forme k/n, k ≥ 0, autrement dit si Wn(nτ ∈ N) = 1. Le processus de Donsker ve´rifie la proprie´te´
de Markov forte suivante :
Proposition 8.2. Pour tout x ∈ Rd, tout temps d’arreˆt τ adapte´ a` Wn, tout A ∈ Fτ et toute
fonction f(s, w) mesurable positive ou borne´e, on a
Wnx (A; τ <∞; f(τ, θτ )) = Wnx (A; τ <∞;WnXτ (f(s, ·))|s=τ ) .
Nous terminons ces quelques rappels en citant sans de´monstration le principe d’invariance de
Donsker. C’est l’un des re´sultats les plus importants de la the´orie des marches ale´atoires et nous
n’aurons de cesse de l’utiliser.
The´ore`me 8.3 (Principe d’invariance de Donsker). Pour tout x ∈ Rd, la suite (Wnx ) converge en
loi sur C∞ vers le mouvement brownien Wx lorsque n tend vers l’infini.
Nous allons maintenant de´finir les processus conditionne´s qui sont le sujet de ce chapitre.
Conside´rons un coˆne convexe C tel que P( ξ1 ∈ C ) > 0 et notons TC = inf{n ≥ 1 : Sn /∈ C}
le temps de sortie de C pour la marche ale´atoire. Comme un coˆne convexe est un semi-groupe, pour
tout entier n ≥ 1, on a
P(TC > n) = P(S1, S2, . . . , Sn ∈ C ) ≥ P( ξ1, ξ2, . . . , ξn ∈ C ) = P( ξ1 ∈ C )n > 0 ,
et les lois conditionnelles
P(Sn ∈ ∗ |TC > n )
sont bien de´finies. La question a` laquelle nous nous inte´ressons consiste a` savoir si les lois
P(Sn/
√
n ∈ ∗ |TC > n )
convergent, et a` identifier la loi limite. Plutoˆt que d’e´tudier le proble`me sous cette forme qui est
celle d’un the´ore`me limite central pour la marche conditionne´e, nous allons directement nous poser
la question d’un the´ore`me limite central fonctionnel, c’est-a`-dire e´tudier la convergence sur C∞ des
lois
P(Sn ∈ ∗ |TC > n ) .
Afin d’e´viter de jongler continuellement entre la marche ale´atoire et le processus de Donsker qui
lui est associe´, nous allons commencer par de´finir toutes les lois qui nous inte´ressent comme des
lois conditionnelles sur l’espace des trajectoires C∞. Pour tout t > 0, on note σtC l’ensemble des
trajectoires qui ne quittent pas C avant l’instant t :
σtC = {w ∈ C∞ : w(s) ∈ C,∀s ∈]0, t]} .
Comme nous n’avons pas suppose´ que C est ouvert ou ferme´, l’ensemble σtC n’est pas ne´cessairement
mesurable. Cependant, son intersection avec l’ensemble (mesurable) Dn des trajectoires qui sont
line´aires entre les instants k/n et (k+ 1)/n (∀k ≥ 0) est quant a` elle mesurable. Cela suffit a` rendre
rigoureuses des expressions comme Wnx (A;σtC), ou` A est un e´ve´nement mesurable quelconque.
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La convexite´ et l’invariance de C par homothe´tie font que, pour tous m,n > 0, on a
P (Sn(s) ∈ C,∀s ∈]0,m/n]) = P
(
S1√
n
, . . . ,
Sm√
n
∈ C
)
= P(TC > m) > 0 .
Si x est un point de C, on a x+ C ⊂ C, donc aussi
P (x+ Sn(s) ∈ C,∀s ∈]0,m/n]) > 0 .
Autrement dit, on a Wnx (σtC) > 0 quels que soient x ∈ C et t > 0. Pour de tels x et t, nous
de´finissons la loi W˜nx,t du processus de Donsker issu de x et conditionne´ a` rester dans C jusqu’a`
l’instant t en posant
W˜nx,t(∗) = Wnx (∗ |σtC) =
Wnx (∗;σtC)
Wnx (σtC)
.
Notez que W˜n0,1(∗) = P(Sn ∈ ∗ |TC > n ). Dans les deux sections qui suivent, nous de´montrons deux
proprie´te´s importantes de la famille de loi {W˜nx,t : x ∈ C, t > 0}.
8.1.2 Proprie´te´ de Markov
Le processus de Donsker conditionne´ ve´rifie une proprie´te´ de Markov tre`s semblable a` celle que
ve´rifie le mouvement brownien conditionne´ :
Proposition 8.4 (Proprie´te´ de Markov). Soient x ∈ C et t > 0. Pour tout s = k/n ≤ t, tout
A ∈ Fs et tout B ∈ F∞, on a
W˜nx,t(A ∩ θ−1s B) = W˜nx,t
(
A; W˜nXs,t−s(B)
)
.
De´monstration. On a
W˜nx,t(A; θ
−1
s B)W
n
x (σtC) = W
n
x
(
A; θ−1s B;σtC
)
= Wnx
(
A;σsC; θ−1s {B;σt−sC}
)
.
Comme {A;σsC}(∩Dn) ∈ Fs, la proprie´te´ de Markov du processus de Donsker donne
W˜nx,t(A; θ
−1
s B)W
n
x (σtC) = W
n
x
(
A;σsC;WnXs(B;σt−sC)
)
= Wnx
(
A;σsC;WnXs(σt−sC)× W˜nXs,t−s(B)
)
= Wnx
(
A;σtC; W˜nXs,t−s(B)
)
.
De la meˆme fac¸on, on de´montre la proprie´te´ de Markov forte suivante :
Proposition 8.5 (Proprie´te´ de Markov forte). Soient x ∈ C et t > 0. Pour tout temps d’arreˆt τ
adapte´ a` Wn, tout A ∈ Fτ et toute fonction f(s, w) mesurable positive ou borne´e, on a
W˜nx,t (A; τ ≤ t; f(τ, θτ )) = W˜nx,t
(
A; τ ≤ t; W˜nXτ ,t−τ (f(s, ·))|s=τ
)
.
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8.1.3 Convergence a` l’inte´rieur du coˆne
Le but de cette section est de de´montrer un re´sultat analogue au the´ore`me 7.7 pour la conver-
gence des processus de Donsker conditionne´s. On suppose de´sormais que l’inte´rieur Co de C est
un ouvert non vide co-re´gulier pour le mouvement brownien, et que Co = C. Pour simplifier les
e´nonce´s, nous convenons que W˜Cx,t de´signe la loi W˜
Co
x,t du mouvement brownien conditionne´ a` rester
a` l’inte´rieur de C. On a alors le re´sultat suivant :
The´ore`me 8.6. Soient un point x ∈ Co et un temps t ≥ 0. Pour toutes suites (xn) ∈ C et (tn) > 0
telles que limxn = x et lim tn = t, la suite (W˜nxn,tn) converge sur C∞ vers W˜Cx,t.
Pour de´montrer ce the´ore`me, nous utiliserons le lemme suivant qui est analogue au lemme 7.5
et se de´montre de la meˆme fac¸on.
Lemme 8.7. Soient un point x de Co et un temps t ≥ 0. Pour tout w ∈ {X0 = x; τCo = τC 6= t},
toute suite (wn) ∈ C∞ convergeant vers w et toute suite (tn) ∈ R+ convergeant vers t, on a
lim
n→∞ 11{σtnC}(wn) = 1{τCo>t}(w) .
De´monstration du the´ore`me 8.6. Il suffit de ve´rifier que pour toute fonction f : C∞ → R continue
et borne´e, on a
(8.1) lim
n→∞W
n
xn(f ;σtnC) = Wx(f ; τCo > t) .
Or, le lemme pre´ce´dent a pour conse´quence que pour Wx-presque tout w et toute suite (wn) ∈ C∞
convergeant vers w on a
lim
n→∞ f(wn)11{σtnC}(wn) = f(w)11{τCo>t}(w) .
Comme le principe d’invariance de Donsker assure que la suite (Wnxn) converge vers Wx, la conver-
gence (8.1) est une conse´quence du TTC.
8.2 Le cas d’un demi-espace
Nous nous tournons maintenant vers le cas ou` le coˆne a la forme la plus simple possible, celle
d’un demi-espace. Nous notons D le demi-espace ouvert {x ∈ Rd : x1 > 0}. Il est sous-entendu que
les lois W˜nx,t, x ∈ D, t > 0, font re´fe´rence aux processus de Donsker conditionne´s a` rester dans D.
Nous attirons l’attention du lecteur sur le fait que les re´sultats que nous allons de´montrer seraient
exactement les meˆmes si nous conditionnions les processus a` rester dans le demi-espace ferme´ D ;
il est cependant de´licat d’unifier les de´monstrations, qui ne diffe`rent pourtant que par de petits
de´tails, et nous ne traiterons donc que le cas d’un demi espace ouvert.
En dimension d = 1, E. Bolthausen ([3]) a obtenu le principe d’invariance suivant :
The´ore`me 8.8 (Bolthausen). La suite de lois (W˜n0,1) converge vers la loi W˜
+
0,1 du me´andre brownien.
Il n’est pas tre`s difficile d’e´tendre son re´sultat en dimension plus grande, mais pour des raisons
qui seront justifie´es plus loin, nous voulons aussi traiter le cas ou` les processus ne sont pas issus de
l’origine. Le re´sultat que nous nous proposons de de´montrer est le the´ore`me suivant :
The´ore`me 8.9. Soit un temps t ≥ 0. Pour toutes suites (xn) ∈ D et (tn = ln/n) > 0 telles que
limxn = 0 et lim tn = t, la suite de lois (W˜nxn,tn) converge vers la loi W˜
D
0,t du D-me´andre brownien.
120
La difficulte´ pour adapter la de´monstration de E. Bolthausen tient surtout a` l’introduction
d’une liberte´ sur la position du point de de´part xn du processus conditionne´. Le the´ore`me 8.9 est
annonce´ et utilise´ a` plusieurs reprises dans les travaux de Shimura ([26, 27]), mais il n’a jamais, a`
ma connaissance, publie´ la de´monstration dans le cas ge´ne´ral 1.
8.2.1 La me´thode de Bolthausen pour la dimension 1
Avant de s’inte´resser au cas ge´ne´ral, il est utile de donner une ide´e pre´cise de la me´thode qu’utilise
E. Bolthausen pour de´montrer le the´ore`me 8.8. Le point fondamental consiste a` exprimer la loi du
processus de Donsker conditionne´ a` l’aide d’une section du processus de de´part, c’est-a`-dire e´tablir
une identite´ du type
(8.2) W˜n0,1(∗) = Wn(XT+· −XT ∈ ∗)
a` l’aide d’un temps ale´atoire T bien choisi. En notant φ la transformation de´finie par
∀w ∈ C∞,∀s ≥ 0, φ(w)(s) = w(T (w) + s)− w(T (w)) ,
l’identite´ (8.2) devient
(8.3) W˜n0,1 = W
n ◦ φ−1 ,
et si la transformation φ posse`de de bonnes proprie´te´s de continuite´, la convergence des lois Wn
vers la loi du mouvement brownien W (par le principe d’invariance de Donsker) entraˆıne celle des
lois W˜n0,1 vers W ◦ φ−1 (par le TTC). Ce proce´de´ permet donc d’e´tablir la convergence vers une loi
limite qui ne de´pend pas de la loi particulie`re des accroissements (ξi) ; en choisissant une marche
particulie`re (par exemple la marche aux plus proches voisins sur Z) avec laquelle on peut mener des
calculs directs, il est alors possible d’identifier la loi limite. Dans ses grandes lignes, c’est la me´thode
employe´e par E. Bolthausen. Nous allons maintenant en donner les de´tails.
E. Bolthausen conside`re le temps ale´atoire T de´fini par la formule 2
∀w ∈ C∞, T (w) = min{t ≥ 0 : w(s) > w(t),∀s ∈]t, t+ 1]} .
La possibilite´ de « de´conditionner » les lois repose largement sur la proprie´te´ suivante du temps T :
Lemme 8.10 (Proprie´te´ de coupure). Pour tout t ≥ 0, il existe un e´ve´nement At ∈ Ft tel que
{T = t} = At ∩ {Xs > Xt,∀s ∈]t, t+ 1]} .
De´monstration. Comme T est un minimum, on a
{T = t} = {Xs > Xt,∀s ∈]t, t+ 1]} ∩ {∀u < t,∃s ∈]u, u+ 1] t.q. Xs ≤ Xu} .
Conside´rons un w ∈ {T = t} et u < t. On ne peut pas avoir w(s) > w(u) pour tout s ∈]u, t], car
dans le cas contraire on aurait w(s) > w(u) pour tout s ∈]u, t+ 1] et cela contredirait la de´finition
de T (w). En conse´quence, on a
{T = t} = {Xs > Xt,∀s ∈]t, t+ 1]} ∩ {∀u < t,∃s ∈]u,min(u+ 1, t)] t.q. Xs ≤ Xu} ,
et le dernier e´ve´nement de cette e´galite´ est Ft-mesurable.
1. Dans [26], M. Shimura de´montre le the´ore`me 8.9 lorsque la suite (xn) est constante et e´gale a` 0 ; il e´crit :”to
simplify the situation, we prove it when the xn = 0. The extension for general {xn} will be made easily”.
2. Le fait que T soit un minimum n’est pas comple`tement e´vident et doit eˆtre de´montre´. Soit A = {t > 0 : w(s) >
w(t), ∀s ∈]t, t+ 1]} et supposons que T = inf A /∈ A. Il existe alors une suite strictement de´croissante (tn) d’e´le´ments
de A qui converge vers T . Pour une telle suite, de`s que tn ≤ T + 1, on a w(tn+1) < w(tn) et donc w(T ) < w(tn). Si
s ∈]T, T + 1], alors de`s que tn < s on a w(s) > w(tn) > w(T ). Absurde.
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Nous nous tournons maintenant vers les proprie´te´s que ve´rifie T relativement a` Wn.
Lemme 8.11. Le temps ale´atoire T est adapte´ a` Wn et Wn(T < +∞) = 1.
De´monstration. La premie`re assertion se de´duit de la forme particulie`re des trajectoires du processus
de Donsker d’ordre n ; un dessin suffit a` s’en convaincre. Pour ce qui est de la seconde assertion,
comme P(∃m ≥ 1 t.q. ξk > 0,∀k = m + 1 . . .m + n ) = 1, et vu la forme du processus de Donsker
Sn, on en de´duit que P( ∃t > 0 t.q. Sn(s) > Sn(t), ∀s ∈]t, t+ 1] ) = 1.
Nous disposons maintenant des outils suffisants pour e´tablir l’identite´ (8.2).
Proposition 8.12. Pour tout B ∈ F , on a
Wn(XT+· −XT ∈ B) = W˜n0,1(B) .
De´monstration. Avec les notations du lemme 8.10, on a
Wn(XT+· −XT ∈ B) =
∞∑
k=0
Wn(T = k/n;X k
n
+· −X k
n
∈ B)
=
∞∑
k=0
Wn(A k
n
;Xs > X k
n
,∀s ∈]k/n, k/n+ 1];X k
n
+· −X k
n
∈ B)
(proprie´te´ de Markov) =
∞∑
k=0
Wn(A k
n
;Wn(B;σ1C))
= Wn(B;σ1C)
∞∑
k=0
Wn(A k
n
) .(8.4)
En prenant B = C∞, on obtient la relation
1 = Wn(σ1C)
∞∑
k=0
Wn(A k
n
) ,
qui, introduite dans l’e´galite´ (8.4), donne finalement
Wn(XT+· −XT ∈ B) = Wn(B | σ1C) .
La proposition pre´ce´dente nous assure que l’identite´ (8.3) est ve´rifie´e avec la fonction φ construite
a` partir du temps T . Comme annonce´ dans l’introduction, pour obtenir le principe d’invariance,
il suffit d’e´tablir la continuite´ W -presque suˆre de φ. Pour ce faire, nous aurons besoin du lemme
suivant :
Lemme 8.13. Sous la mesure de Wiener W , le temps T est presque suˆrement fini et co¨ıncide avec
le temps ale´atoire T ′ de´fini par
∀w ∈ C∞, T ′(w) = inf{t > 0 : w(s) ≥ w(t),∀s ∈ [t, t+ 1]} .
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De´monstration. Par changement d’e´chelle, pour tout  > 0, on a
W (T =∞) = W (∀t > 0,∃s ∈]t, t+ ] t.q. Xs ≤ Xt︸ ︷︷ ︸
A
) ;
et, puisque les e´ve´nements A sont de plus en plus petits a` mesure que  de´croˆıt, il vient
W (T =∞) = lim
↘0
W (A) = W (∩>0A) .
Or, il n’est pas difficile de voir que ∩>0A est l’ensemble des fonctions de´croissantes, et par
conse´quent est W -ne´gligeable. D’ou` la premie`re assertion du lemme.
Pour la de´monstration de la seconde assertion, nous renvoyons le lecteur a` Bolthausen ([3],
Lemma 2.3).
Proposition 8.14. La transformation des trajectoires φ : C∞ → C∞ est W -presque suˆrement
continue.
De´monstration. Il suffit de de´montrer que le temps ale´atoire T : C∞ → R+ est W -presque suˆrement
continu. Le sous-ensemble Ω = {T < ∞} ∩ {T = T ′} de C∞ a une mesure de Wiener pleine. Nous
allons de´montrer que T est continu en tout point de Ω.
Conside´rons un w ∈ Ω, posons t = T (w) et fixons  ∈]0, 1[.
Nous ve´rifions d’abord qu’il existe un δ > 0 tel que
(8.5) d(w′, w) ≤ δ ⇒ T (w′) ≤ t+  .
Comme w(t+ 1) > w(t), il existe un γ ∈]0, [ tel que w(s) > w(t) pour tout s ∈]t, t+ 1 + γ]. Posons
m = min{w(s) : s ∈ [t+ γ, t+ 1 + γ]} et α = m− w(t)
3
> 0 .
Nous choisissons aussi un entier N > t+ 1 + γ. Si w′ est tel que ‖w − w′‖N < α, on a a` la fois
w′(t) < w(t) + α
et
∀s ∈ [t+ γ, t+ 1 + γ], w′(s) > m− α = w(t) + 2α .
Par continuite´, il existe donc au moins un s ∈]t, t+ γ[ tel que w′(s) = w(t) + 2α, et si
s∗ = max{s ∈]t, t+ γ[: w′(s) = w(t) + 2α} ,
alors on a w′(s) > w′(s∗) pour tout s ∈]s∗, t + 1 + γ] ; donc T (w′) ≤ t + . Compte tenu de la
de´finition de la distance d, cela montre que (8.5) est ve´rifie´e avec δ = α/2N .
De´montrons maintenant qu’il existe δ′ > 0 tel que
(8.6) d(w′, w) < δ′ ⇒ t−  ≤ T (w′) .
On raisonne par l’absurde, en supposant qu’il existe une suite (wn) telle que d(wn, w) → 0 et
tn = T (wn) ≤ t −  pour tout n ≥ 0. Quitte a` extraire une sous-suite, on peut toujours supposer
que tn → t′ ≤ t − . Si s ∈]t′, t′ + 1[, alors pour tout n assez grand on a tn < s < tn + 1, donc
wn(s) > wn(tn), et par suite w(s) ≥ w(t′). Cela montre que T ′(w) ≤ t′ < t, ce qui est absurde
puisque T ′(w) = T (w). La relation (8.6) est donc vraie et la proposition est de´montre´e.
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Comme nous l’avons explique´ dans l’introduction de cette section, les trois faits :
1. W˜n0,1 = W
n ◦ φ−1 (proposition 8.12) ;
2. limWn = W (Principe d’invariance de Donsker) ;
3. φ est W -presque suˆrement continue (proposition 8.14),
impliquent par le TTC que lim W˜n0,1 = W ◦ φ−1. Il suffit ensuite de mener des calculs (que nous ne
ferons pas ici) avec la marche aux plus proches voisins sur Z pour ve´rifier que la loi limite est bien
celle du me´andre brownien, et cela de´montre le the´ore`me 8.8.
8.2.2 Extension en dimension supe´rieure
Cette section est consacre´e a` la de´monstration du the´ore`me 8.9. Dans un premier temps nous
conside´rons seulement le cas de la dimension 1 pour lequel il s’agit simplement d’e´tendre le re´sultat
de E. Bolthausen lorsque la suite (xn) des points dont sont issus les processus de Donsker condi-
tionne´s n’est pas constante et e´gale a` l’origine.
Afin d’exprimer les lois W˜nx,t a` l’aide de sections du processus non conditionne´, il nous faut
introduire de nouveaux temps ale´atoires Tx,t adapte´s au proble`me, c’est-a`-dire pour lesquels on a
(8.7) W˜nx,t(∗) = Wn(X(Tx,t + ·)−X(Tx,t) + x ∈ ∗) .
Pour t = 1 par exemple, l’ide´e la plus naturelle consiste a` introduire les temps
Tx,1(w) = inf{t > 0 : w(t) > w(s)− x, ∀s ∈]t, t+ 1]} ,
qui donnent au moins un section {X(Tx,1 +s)−X(Tx,1)+x, s ≥ 0} issue de x qui reste > 0 pendant
une unite´ de temps. Mais on voit rapidement que ces temps ne posse`dent pas la proprie´te´ de coupure
(sauf pour x = 0). Il est possible de reme´dier a` ce de´faut de manie`re artificielle en imposant des
conditions sur le comportement avant l’instant t. Par exemple, les temps
Tx,1(w) = inf{t > 0 : w(t) > w(s)− x,∀s ∈]t, t+ 1], et w(s) ≤ w(t),∀s ∈ [t− 1, t[}
posse`dent bien la proprie´te´ de coupure, mais la relation (8.7) ne supportera pas le passage a` la
limite car W (T0,1 <∞) = 0.
La me´thode qui fonctionne consiste en fait a` construire une suite particulie`re d’e´poques de sauts
et a` prendre pour Tx,t la premie`re de ces e´poques qui est espace´e de la suivante de plus d’une unite´
de temps. Nous avons de´couvert cette me´thode en lisant les articles [26, 27] de M. Shimura dans
lesquels il a pris l’habitude d’introduire le temps T de E. Bolthausen de la fac¸on suivante : il de´finit
une suite d’e´poques (λj)j≥0 en posant λ0 = 0 et, pour tout j ≥ 0,
λj+1 = inf{t > λj : w(t) ≤ w(λj)} ;
lorsque la trajectoire w ∈ Dn, le temps T (w) est alors le premier des λj tels que λj+1 − λj > 1.
Remarquons que cette de´finition ne fonctionne pas pour le mouvement brownien puisque la suite
(λj) est alors constante et e´gale a` 0.
Ce proce´de´ nous a inspire´ la ge´ne´ralisation qui suit.
Soient n ≥ 1, x ≥ 0 et t = mn > 0. On pose λ0 = 0 et, pour tout j ≥ 0,
λj+1 = min{s = l/n > λj : Xs ≤ Xλj − x} .
En raison de la forme des temps conside´re´s, la suite (λj) est strictement croissante et ses accroisse-
ments sont plus grands que 1/n. On de´finit un temps ale´atoire Tnx,t en posant
Tnx,t = min{λj : λj+1 − λj > t} .
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Ces temps vont permettre d’adapter la de´monstration de E. Bolthausen au cas ge´ne´ral. Nous intro-
duisons aussi les temps Tt de´finis par
Tt = min{s > 0 : Xu > Xs, ∀u ∈]s, s+ t]} .
Notez que T1 = T .
Proposition 8.15. Soient n ≥ 1, x ≥ 0 et t = mn > 0. On a :
1. Wn(Tnx,t ≤ Tt) = 1 ;
2. Tnx,t posse`de la proprie´te´ de coupure : pour tout s = l/n ≥ 0, il existe As ∈ Fs tel que
{Tnx,t = s} = As ∩ {Xu > Xs − x,∀u ∈]s, s+ t]} ;
3. Pour tout B ∈ F ,
Wn(XTnx,t+. −XTnx,t + x ∈ B) = W˜nx,t(B) .
De´monstration. Notons d’abord que par de´finition de la suite (λj), on a Xs > Xλj − x pour tout
s = l/n ∈]λj , λj+1[.
1. Soit w une trajectoire de processus de Donsker d’ordre n telle que Tt = Tt(w) < ∞ ; on
voit facilement que Tt est de la forme l/n. Soit λk le plus grand des λj tels que λj ≤ Tt. Puisque
λk ≤ Tt < λk+1, on a w(s) > w(λk) − x pour tout s ∈]λk, Tt]. Par de´finition de Tt, on a aussi
w(s) > w(Tt) pour tout s ∈]Tt, Tt + t] ; donc w(s) > w(λk) − x pour tout s ∈]λk, Tt + t]. D’ou`
λk+1 − λk > t et par suite Tnx,t ≤ λk ≤ Tt.
2. On a
{Tnx,t = s} = {∃j ≥ 0 t.q. λj = s, λj+1 − λj > t et ∀i < j, λi+1 − λi ≤ t}
= ∪j≥0 ({λj = s; ∀i < j, λi+1 − λi ≤ t} ∩ {Xu > Xs − x,∀u = k/n ∈]s, s+ t]})
= (∪j≥0{λj = s; ∀i < j, λi+1 − λi ≤ t}) ∩ {Xu > Xs − x,∀u = k/n ∈]s, s+ t]} .
Le re´sultat de´coule du fait que {λj = s;∀i < j, λi+1 − λi ≤ t} ∈ Fs.
3. Ce dernier point se de´duit des points 1 et 2 en utilisant la meˆme me´thode que celle de la
proposition 8.12.
Nous allons maintenant e´tablir la proprie´te´ de continuite´ des Tnx,t dont nous aurons besoin pour
appliquer le TTC. On rappelle que Dn est l’ensemble des trajectoires de processus de Donsker
d’ordre n, c’est-a`-dire l’ensemble des fonctions de C∞ qui sont line´aires sur tous les intervalles
[l/n, (l + 1)/n], l ≥ 0. Notez que Wn(Dn) = 1.
Pour tout t ∈ R+, nous introduisons le temps ale´atoire T ′t , de´fini par
T ′t = inf{s > 0 : Xu ≥ Xs,∀u ∈ [s, s+ t]} .
Notez que T1 = T et T ′1 = T ′. On sait de´ja` (lemme 8.13) que W (T = T ′ <∞) = 1. Par changement
d’e´chelle, on en de´duit que l’on a aussi W (Tt = T ′t <∞) = 1. Nous avons le lemme suivant :
Lemme 8.16. Soient (xn) ∈ R+ et (tn = ln/n) ∈ R+ deux suites convergentes telles que limxn = 0,
et t = lim tn ≥ 0. Pour W -presque tout w et toute suite (wn) ∈ (Dn) convergeant vers w, on a
lim
n→∞T
n
xn,tn(wn) = Tt(w) .
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De´monstration. Nous allons distinguer les cas t = 0 et t > 0.
On suppose d’abord que t = 0 ; dans ce cas Tt est nul par de´finition. Soit Ω l’ensemble des trajectoires
w issues de 0 qui prennent des valeurs > 0 dans tout intervalle [0, ] ; on rappelle que W (Ω) = 1.
Si on fixe w ∈ Ω et  > 0, on peut trouver un intervalle ferme´ [a, b] ⊂]0, ] sur lequel w est > 0.
Posons m = min[a,b]w(s) > 0. Toute fonction continue w′ suffisamment proche de w ve´rifie a` la
fois w′(0) < m/2 et min[a,b]w′(s) > m/2 ; si s∗ est le dernier instant avant a ou` w′ prend la valeur
m/2, alors w′(s) > w′(s∗) pour tout s ∈]s∗, b] ; donc Tb−a(w′) ≤ . Soit maintenant une suite
(wn) ∈ (Dn) convergeant vers w. Comme Tnxn,tn(wn) ≤ Ttn(wn) (cela se de´montre comme le point 2
de la proposition 8.15), pour tout n assez grand, on a Tnxn,tn(wn) ≤ Tb−a(wn) ≤ . Cela prouve que
limTnxn,tn(wn) = 0.
Pour le cas t > 0, on proce`de comme dans la de´monstration de la proposition 8.14. Posons Ω =
{w ∈ C∞ : Tt(w) = T ′t(w) >∞} ; c’est un ensemble de W -mesure pleine.
On choisit w ∈ Ω, on note Tt = Tt(w) et on fixe  ∈]0, 1[.
Ve´rifions d’abord qu’il existe δ > 0 et γ ∈]0, [ tels que
(8.8) d(w′, w) ≤ δ ⇒ Tt+γ(w′) ≤ Tt +  .
Comme w(Tt + t) > w(Tt), il existe un γ ∈]0, [ tel que w(s) > w(Tt) pour tout s ∈]Tt, Tt + t+ 2γ].
Posons
m = min{w(s) : s ∈ [Tt + γ, Tt + t+ 2γ]} et α = m− w(Tt)3 > 0 .
Nous choisissons aussi un entier N > Tt + t+ 2γ. Si w′ est tel que ‖w − w′‖N < α, on a a` la fois
w′(Tt) < w(Tt) + α
et
∀s ∈ [Tt + γ, Tt + t+ 2γ], w′(s) > m− α = w(Tt) + 2α .
Par continuite´, il existe donc au moins un s ∈]Tt, Tt + γ[ tel que w′(s) = w(Tt) + 2α, et si
s∗ = max{s ∈]Tt, Tt + γ[: w′(s) = w(Tt) + 2α} ,
alors on a w′(s) > w′(s∗) pour tout s ∈]s∗, Tt + t+ 2γ] ; donc Tt+γ(w′) ≤ Tt + . Compte tenu de la
de´finition de la distance d, cela montre que (8.8) est ve´rifie´e avec δ = α/2N .
Soit maintenant une suite (wn) ∈ (Dn) convergeant vers w. Pour tout n assez grand, on a
simultane´ment d(wn, w) < δ et tn ≤ t+γ, donc Ttn(wn) ≤ Tt+γ(wn) ≤ Tt+. Et puisque Tnxn,tn ≤ Ttn ,
on en de´duit que Tnxn,tn(wn) ≤ Tt + . D’ou` lim supTnxn,tn(wn) ≤ Tt.
Pour terminer cette de´monstration, il ne reste plus qu’a` ve´rifier que lim inf Tnxn,tn(wn) ≥ Tt.
Raisonnons par l’absurde : posons τn = Tnxn,tn(wn) et supposons que lim inf τn < Tt. Quitte a`
extraire une sous-suite, on peut supposer que τn → τ < Tt. Si s ∈]τ, τ + t[, pour tout n assez
grand, on a τn < s < τn + tn, donc wn(s) > wn(τn) − xn. En passant a` la limite, on obtient alors
w(s) ≥ w(τ). Ceci montre que T ′t(w) ≤ τ < Tt, ce qui est absurde puisque T ′t(w) = Tt.
Nous pouvons a` pre´sent de´montrer le the´ore`me limite central fonctionnel dans le cas de la
dimension 1.
The´ore`me 8.17. Si (xn) ∈ R+ et (tn = ln/n) ∈ R+ sont deux suites convergentes telles que
limxn = 0 et lim tn = t ≥ 0, alors
lim
n→∞ W˜
n
xn,tn = W˜
+
0,t .
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De´monstration. On de´finit les transformations φn, φt : C∞ → C∞ en posant
φn(w)(s) = w(Tnxn,tn(w) + s)− w(Tnxn,tn(w)) + xn
et
φt(w)(s) = w(Tt(w) + s)− w(Tt(w))
Nous savons que :
1. W˜nxn,tn = W
n ◦ φ−1n (proposition 8.15) ;
2. limWn = W (Principe d’invariance de Donsker) ;
3. Pour W -presque tout w et toute suite (wn) ∈ (Dn), limφn(wn) = φt(w) (lemme 8.16).
D’apre`s le TTC, on a donc
lim
n→∞ W˜
n
xn,tn = W ◦ φ−1t .
Il ne reste alors qu’a` identifier la limite en terme de me´andre brownien. Pour cela, on introduit
a` nouveau l’ope´rateur de changement d’e´chelle Kt de´fini par
∀w ∈ C∞, ∀s ≥ 0, Kt(w)(s) =
√
tw(s/t) .
On de´duit aise´ment de la de´finition de Tt que Tt◦Kt = tT1 puis que Kt◦φ1 = φt◦Kt. Par conse´quent,
on a W ◦ φ−11 ◦K−1t = W ◦K−1t ◦ φ−1t , et puisque W est invariante par Kt, on obtient l’identite´
(W ◦ φ−11 ) ◦K−1t = W ◦ φ−1t .
Or, la de´monstration du the´ore`me 8.8 de Bolthausen montre que W ◦φ−11 = W˜+0,1, et l’on sait d’apre`s
la relation (7.11) p. 96 que W˜+0,1 ◦K−1t = W˜+0,t. Le the´ore`me est donc de´montre´.
En dimension supe´rieure a` 2, le the´ore`me 8.9 ne peut pas se de´duire directement du re´sultat ob-
tenu en dimension 1 parce que les coordonne´es du processus de Donsker ne sont pas inde´pendantes
en ge´ne´ral. Il faut donc refaire tout le travail en adaptant les temps Tnx,t au proble`me multi-
dimensionnel, mais la de´monstration est fondamentalement la meˆme et ne pre´sente aucune difficule´
nouvelle. Afin de ne pas trop alourdir l’expose´, nous expliquons succinctement comment on e´tend
le the´ore`me 8.8 de E. Bolthausen en dimension d ≥ 2 et nous ne donnons pas de de´monstration
de´taille´e du the´ore`me 8.9 en dimension d ≥ 2.
On rappelle que D est le demi-espace {x ∈ Rd : x1 > 0} et que W˜n0,1 est la loi du processus de
Donsker d’ordre n issu de 0 et conditionne´ a` rester dans D pendant une unite´ de temps. Pour toute
trajectoire w = (w1, w2, . . . , wd), on pose
T (w) = min{t ≥ 0 : w(s) ∈ w(t) +D,∀s ∈]t, t+ 1]}
= min{t ≥ 0 : w1(s) > w1(t),∀s ∈]t, t+ 1]}
= T (w1) .
Les proprie´te´s de T se transmettent au temps T :
1. T posse`de la proprie´te´ de coupure : pour tout t ≥ 0, il existe At ∈ Ft tel que
{T = t} = At ∩ {w1(s) > w1(t), ∀s ∈]t, t+ 1]} ;
2. Sous Wn, la premie`re coordonne´e w1 est encore un processus de Donsker d’ordre n associe´ a`
une marche centre´e de variance 1, donc T (w1) est presque suˆrement fini et de la forme l/n.
Par conse´quent, le temps T est Wn-presque suˆrement fini, et est adapte´ a` Wn ;
127
3. T est W -presque suˆrement continu parce que T l’est et que deux trajectoires proches ont leurs
premie`res coordonne´es proches.
Graˆce aux deux premiers points, on obtient comme a` la proposition 8.12 le de´conditionnement
W˜n0,1(∗) = Wn(X(T + ·)−X(T ) ∈ ∗) ;
puis en passant a` la limite a` l’aide du TTC (ce qui est justifie´ par la continuite´ de T ), on en de´duit
lim
n→∞ W˜
n
0,1 = W (X(T + ·)−X(T ) ∈ ∗) .
En utilisant l’inde´pendance des coordonne´es du mouvement brownien, on voit facilement que, pour
tout A ∈ F (1) et B ∈ F (d−1), on a
W (X(T + ·)−X(T ) ∈ A×B) = W (X1(T + ·)−X1(T ) ∈ A)×W ((X2, . . . , Xd) ∈ B)
= W˜+0,1(A)×W ((X2, . . . , Xd) ∈ B) ,
et l’on reconnaˆıt la loi du D-me´andre brownien.
8.2.3 Application aux bords localement line´aires
Soit C un coˆne tel que Co soit re´gulier pour le mouvement brownien et Co = C. On note
a` nouveau W˜nx,t la loi du processus de Donsker d’ordre n issu de x et conditionne´ a` rester dans
C jusqu’a` l’instant t. Exactement comme dans le cas du mouvement brownien conditionne´ (cf.
corollaire 7.21) on de´duit du the´ore`me 8.9 le re´sultat suivant :
The´ore`me 8.18. Soient x0 ∈ ∂C et t ≥ 0. Si C est localement un demi-espace en x0, alors,
pour toute suite (xn) ∈ C convergeant vers x0 et toute suite (tn) ∈ R+ convergeant vers t, la suite
(W˜nxn,tn) converge vers W˜
C
x0,t.
8.3 Coˆne quelconque
On rappelle que (Sn) est une marche ale´atoire dans Rd dont les accroissements ξi ve´rifient
E(ξi) = 0 et Cov(ξi) = Id. Dans cette section, on conside`re a` nouveau le cas ou` C est un coˆne
convexe de sommet 0 tel que P(ξi ∈ C) > 0. Pour x ∈ C et t > 0, W˜nx,t est la loi du processus
de Donsker d’ordre n (associe´ a` Sn) issu de x et conditionne´ a` rester dans C jusqu’a` l’instant t.
La question a` laquelle nous nous inte´ressons est de savoir si les lois W˜n0,1 ve´rifient un principe
d’invariance. Lorsque C est un coˆne de re´volution, il est naturel de penser que la limite (s’il y a
convergence) doit eˆtre le C-me´andre brownien que nous avons identifie´ dans le chapitre pre´ce´dent,
et la question devient : a` quelle(s) condition(s) a-t-on
W˜n0,1 ⇒ W˜C0,1 ?
Avant d’e´noncer les re´sultats que nous avons obtenus, nous introduisons deux de´finitions :
– une suite f : N→ R est a` variation lente si pour tout t > 1,
lim
n→∞
f([tn])
f(n)
= 1 .
Cette notion est classique. On sait en particulier qu’une telle suite est un o(n) quel que soit
 > 0.
– une suite f : N→ R de´croˆıt lentement vers 0 si f de´croˆıt vers 0 et si, pour tout t > 1,
lim inf
n→∞
f([tn])
f(n)
> 0 .
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8.3.1 E´nonce´s des principaux re´sultats obtenus
En dimension d = 2, M. Shimura ([29]) de´montre que le principe d’invariance (W˜n0,1 ⇒ W˜C0,1) est
satisfait lorsque le coˆne C est adapte´ a` la marche ale´atoire (Sn) dans le sens suivant :
– C contient l’axe des ordonne´es Oy ;
– l’ordonne´e Yi de l’accroissement ξi = (Xi, Yi) est centre´e conditionnellement a` l’abscisse Xi
(i. e. E(Yi |Xi ) = 0).
Il utilise essentiellement ces hypothe`ses pour obtenir certaines estimations difficiles en se ramenant
a` un proble`me unidimensionnel pour lequel des re´sultats sont de´ja` connus. Cette hypothe`se est
e´videmment satisfaite lorsque les coordonne´es Xi et Yi des accroissements sont inde´pendantes, mais
elle n’est pas tout a` fait naturelle. Nous avons donc e´tudie´ en de´tail la de´monstration de M. Shimura
et nous en avons de´gage´ un principe assez ge´ne´ral qui sera pre´sente´ un peu plus loin. A` partir de
ce principe, nous avons obtenu le the´ore`me suivant :
The´ore`me 8.19. On suppose que d = 2. Si les accroissements de la marche sont borne´s et si
P(TC > n) de´croˆıt lentement vers 0, alors
W˜n0,1 ⇒ W˜C0,1 .
Bien que l’hypothe`se de de´croissance lente de P(TC > n) paraisse difficile a` ve´rifier en pratique,
sa pre´sence est justifie´e par les faits suivants :
1. sous les hypothe`ses du the´ore`me de Shimura, on peut de´montrer directement (en utilisant des
arguments semblables aux siens) que P(TC > n) de´croˆıt lentement vers 0 ;
2. les travaux [33] de N. Varopoulos montrent que cette hypothe`se est satisfaite dans plusieurs
cas : si la loi des accroissements est a` support borne´, porte´e par un re´seau ou absolument
continue par rapport a` la mesure de Lebesgue, et si le coˆne C est dans une position adapte´e 3
a` la loi des accroissements, alors P(TC > n) de´croˆıt lentement vers 0.
3. historiquement, la premie`re de´monstration qu’a donne´e D. Iglehart du principe d’invariance
pour une marche re´elle conditionne´e a` rester positive utilisait de fac¸on cruciale l’e´quivalent
P(TC > n) ∼ cn−1/2.
4. enfin, l’argument le plus important est que cette condition est tout simplement ne´cessaire.
On a en effet le the´ore`me suivant :
The´ore`me 8.20. On suppose que d ≥ 2 et que C est un coˆne de re´volution.
Si W˜n0,1 ⇒ W˜C0,1, alors on a
P(TC > n) =
1
n
α1
2
− d−2
4
L(n) ,
ou` L est une fonction a` variation lente et α1 est un nombre re´el positif (lie´ au spectre du Laplacien :
voir page 109).
3. Il s’agit essentiellement d’e´viter des cas de´ge´ne´re´s. Par exemple, pour la marche simple aux quatre plus proches
voisins sur Z2, un coˆne C de petite ouverture peut eˆtre place´ de fac¸on a` ne contenir aucun des quatre voisins de 0,
et alors P(TC > n) = 0 quel que soit n. Afin d’e´viter cela, N. Varopoulos impose au coˆne C d’eˆtre en « position
ge´ne´rale », ce qui se traduit pour une marche sur Zd par la condition que pour tout a > 0, il existe n ≥ 1 et  > 0
tels que
∀x, y ∈ C ∩ Zd, ‖x− y‖ ≤ a, Px(Sn = y;TC > n) ≥  .
Une condition analogue est de´finie pour les marches a` densite´.
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De´monstration. Soit t > 1. Observons d’abord que
P(TC > [tn])
P(TC > n)
= W˜n0,1(σtnC) ,
avec tn = [tn]/n. Une adaptation mineure du lemme 7.13 permet de montrer que pour tout w ∈
{X0 = 0; τC = τCo 6= t} et toute suite (wn) ∈ {σ1C} convergeant vers w, on a
lim
n→∞ 11{σtnC}(wn) = 1{τCo>t}(w) .
Comme W˜C0,1(X0 = 0; τC = τCo 6= t) = 1 et que W˜n0,1(σ1C) = 1 pour tout n, les hypothe`ses du TTC
sont satisfaites et l’on en de´duit que
lim
n→∞ W˜
n
0,1(σtnC) = W˜
C
0,1(τCo > t) .
Or, nous avons de´ja montre´ (proposition 7.43) que cette limite vaut t−
α1
2
+
(d−2)
4 . On a donc
lim
n→∞
P(TC > [tn])
P(TC > n)
= t−
α1
2
+
(d−2)
4 ,
et cela prouve que la fonction L(n) = n
α1
2
− (d−2)
4 P(TC > n) est a` variation lente.
8.3.2 La me´thode de Shimura
Dans cette section, on pre´sente en de´tail le principe que l’on a de´gage´ de la de´monstration de
M. Shimura. Ce principe repose sur quatre « faits » que nous utilisons ici comme des hypothe`ses de
travail. Nous donnons d’abord la liste de ces faits en indiquant les cas ou` nous savons qu’ils sont
ve´rifie´s : une discussion plus pousse´e sur leur domaine de validite´ sera de´veloppe´e plus loin, dans
la section 8.3.3. Ensuite, on montrera comment ces faits permettent d’obtenir la tension de la suite
(W˜n0,1), puis le principe d’invariance.
Le jeu de faits
La de´monstration de M. Shimura utilise de manie`re plus ou moins explicite les quatre faits
suivants :
Fait 8.21. Pour tout  > 0, on a
lim
n→∞P( maxi=1...n ‖ξi‖ ≥ 
√
n |TC > n ) = 0 .
Commentaire. Ce fait est e´videmment ve´rifie´ lorsque la marche est a` pas borne´s.
Fait 8.22. Soient x ∈ ∂C \ {0} et t ≥ 0. Il existe une loi W˜Cx,t telle que, pour toute suite (xn) ∈ C
convergeant vers x et pour toute suite (tn) convergeant vers t, la suite (W˜nxn,tn) converge vers W˜
C
x,t.
Commentaire. En dimension d = 2, ce fait est toujours ve´rifie´ d’apre`s le the´ore`me 8.18.
Fait 8.23. Les lois W˜Cx,1 convergent vers une certaine loi W˜
C
0,1 lorsque x ∈ Co tend vers 0.
Commentaire. Nous avons de´montre´ dans le chapitre pre´ce´dent que cela est ve´rifie´ au moins pour
les coˆnes de re´volutions en dimension quelconque (cf. the´ore`me 7.42).
Fait 8.24. Pour toute valeur d’adhe´rence W˜ ′ de la suite W˜n0,1 et tout t ∈]0, 1], on a
W˜ ′(Xt ∈ ∂C) = 0 .
Commentaire. Comme nous le verrons a` la proposition 8.27, ce fait peut eˆtre de´duit de l’hypothe`se
de de´croissance lente.
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Proprie´te´ de tension
Proposition 8.25. Si les faits 8.21 et 8.22 sont ve´rifie´s, alors la suite (W˜n0,1) est tendue.
De´monstration. Pour tout intervalle [a, b] et tout re´el δ > 0, on introduit le module de continuite´
χ(δ, a, b)(w) d’une fonction w ∈ C∞ de´fini par
χ(δ, a, b)(w) = sup{‖w(s)− w(t)‖ : s, t ∈ [a, b], |s− t| ≤ δ} .
Notons que pour c ∈ [a, b] on a χ(δ, a, b) ≤ χ(δ, a, c) + χ(δ, c, b). On rappelle que d’apre`s un crite`re
classique (Billingsley [2], Theorem 8.2), la suite (W˜n0,1) est tendue si et seulement si
∀ > 0, lim
δ→0+
lim sup
n→∞
W˜n0,1(χ(δ, 0, 1) > ) = 0 .
Soit  > 0. Conside´rons un e´le´ment w de Dn (c’est-a`-dire une courbe polygonale dont les sommets
sont les points w(k/n), pour k = 0, 1, . . .), et supposons que son module de continuite´ χ(δ, 0, 1)(w)
soit grand, disons > 4. Il est alors impossible que w(t) reste dans B(0, ) pour tout t ∈ [0, 1], sinon
son module de continuite´ serait infe´rieur a` 2. Soit donc k ∈ [1, n] le plus petit des entiers tels que
w(k/n) soit en dehors de la boule B(0, ). Par de´finition de k, pour tout entier l < k, le sommet
w(l/n) se trouve dans B(0, ), si bien que la ligne polygonale {w(t) : t ∈ [0, (k− 1)/n]} est contenue
dans B(0, ) et, par suite, on a
χ(δ, 0, (k − 1)/n) ≤ 2 .
Si l’on suppose en outre que les accroissements {w(l/n) − w((l − 1)/n) : l = 1 . . . n} sont tous
majore´s en norme par , alors on a
χ(δ, (k − 1)/n, k/n) ≤  et ‖w(k/n)‖ ≤ 2 .
Par sous-line´arite´ de l’oscillation, il vient
χ(δ, k/n, 1) >  .
Conside´rons le temps d’arreˆt ρn(w) = inf{k/n : w(k/n) 6∈ B(0, )}. Nous venons juste de
de´montrer que
W˜n0,1(χ(δ, 0, 1) > 4) ≤W˜n0,1(ρn ≤ 1;  ≤ ‖Xρn‖ ≤ 2;χ(δ, ρn, 1) > )
+ P( max
i=1...n
‖ξi‖ > 
√
n |TC > n ) .
Par hypothe`se, le dernier terme tend vers 0 lorsque n tend vers l’infini et peut donc eˆtre ignore´.
Graˆce a` la proprie´te´ de Markov, le premier terme du membre de droite de l’ine´galite´ pre´ce´dente se
re´crit
W˜n0,1(ρn ≤ 1;Xρn ∈ O 2 ; W˜nXρn ,1−ρn(χ(δ, 0, 1− s) > )|s=ρn) ,
et peut eˆtre majore´ par
pn,δ = sup{W˜nx,t(χ(δ, 0, 1) > ) : x ∈ O 2 ∩ C, t ∈ [0, 1]} .
Pour conclure, il suffit donc de de´montrer que
lim
δ→0+
lim sup
n→+∞
pn,δ = 0 .
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Par l’absurde, supposons que lim supn pn,δ ne tende pas vers 0 quand δ → 0+. Il existe alors des
suites (δk)→ 0+, (nk)→∞, (tk)→ t ≥ 0 et (xk)→ x ∈ C \ {0}, telles que
(8.9) lim inf
n→∞ W˜
nk
xk,tk
(χ(δk, 0, 1) > ) > 0 .
Or, nous savons que la suite (W˜nkxk,tk) est convergente (si x ∈ Co, c’est le the´ore`me 8.6 ; si x ∈ ∂C\{0},
c’est le fait 8.22) donc tendue et (8.9) est absurde.
Un principe d’invariance ge´ne´ral
The´ore`me 8.26. Si la suite (W˜n0,1) est tendue, et si les faits 8.23 et 8.24 sont ve´rifie´s, alors la
suite (W˜n0,1) converge vers W˜
C
0,1.
De´monstration. Il suffit de montrer que toute valeur d’adhe´rence de la suite (W˜n0,1) posse`de les
meˆmes lois fini-dimensionnelles que W˜C0,1. Pour alle´ger l’expose´, nous allons simplement ve´rifier la
co¨ıncidence des lois 1-dimensionnelles ; la ge´ne´ralisation est facile. Soient donc un temps t ∈]0, 1],
une fonction continue et borne´e f : R → R et une valeur d’adhe´rence W˜ ′ de la suite (W˜n0,1). Afin
de ne pas surcharger les notations avec des sous-suites, on peut supposer, sans perdre en ge´ne´ralite´,
que lim W˜n0,1 = W˜
′. Nous allons de´montrer que
W˜ ′(f(Xt)) = W˜C0,1(f(Xt)) .
Pour cela, nous choisissons λ < t et nous posons λn = max{k/n : k/n ≤ λ} et tn = max{k/n : k/n ≤
t}. On supposera toujours que n est suffisamment grand pour que l’on ait 0 < λn ≤ λ < tn ≤ t.
Nous fixons une direction u inte´rieure au coˆne, et posons C = C+u. Pour tout  > 0, nous posons
aussi
Jn = W˜
n
0,1(Xλn ∈ C; f(Xtn)) .
On a
|W˜n0,1(f(Xtn))− Jn | ≤ ‖f‖W˜n0,1(Xλn ∈ C \ C) .
Comme par hypothe`se W˜n0,1 ⇒ W˜ ′, on ve´rifie facilement a` l’aide du the´ore`me de Portemanteau (ou
du TTC) que
lim
→0
lim sup
n→∞
W˜n0,1(Xλn ∈ C \ C) ≤ W˜ ′(Xλ ∈ ∂C) = 0
et
lim
n→∞ W˜
n
0,1(f(Xtn)) = W˜
′(f(Xt)) ;
donc
(8.10) lim
→0
lim sup
n→∞
|W˜ ′(f(Xt))− Jn | = 0 .
On calcule ensuite la limite de Jn par une autre me´thode. Par la proprie´te´ de Markov on a
Jn = W˜
n
0,1
(
Xλn ∈ C; W˜nXλn ,1−λn(f(Xtn−λn))
)
= W˜n0,1(Xλn ∈ C;φn(Xλn)) ,
ou` l’on a pose´, pour tout x ∈ C,
φn(x) = W˜nx,1−λn(f(Xtn−λn)) .
132
Observons que d’apre`s le the´ore`me 8.6, pour toute suite (xn) convergeant vers un point x ∈ Co, la
suite W˜nxn,1−λn converge vers W˜
C
x,1−λ, donc
lim
n→∞φn(xn) = W˜
C
x,1−λ(f(Xt−λ)) =: φλ(x) .
Nous allons appliquer le TTC pour montrer que
(8.11) lim
n→∞ J
n
 = limn→∞ W˜
n
0,1(Xλn ∈ C;φn(Xλn)) = W˜ ′(Xλ ∈ C;φλ(Xλ)) .
Pour cela, il suffit simplement de ve´rifier que pour W˜ ′-presque tout w et toute suite (wn) convergeant
vers w, on a
(8.12) lim
n→∞ 11C(wn(λn))φn(wn(λn)) = 11C(w(λ))φ(w(λ)) .
Si w(λ) /∈ ∂C, alors on a toujours 11C(wn(λn)) → 11C(w(λ)), et dans le cas ou` 11C(w(λ)) = 1,
on vient juste de voir que φn(wn(λn)) → φ(w(λ)). La convergence (8.12) est donc ve´rifie´e, et cela
de´montre que (8.11) est vraie au moins pour les  > 0 tels que W˜ ′(Xλ ∈ ∂C) = 0, c’est-a`-dire
presque tout  > 0. En se restreignant a` de tels , on peut a` nouveau passer a` la limite pour obtenir
lim
→0
lim
n→∞ J
n
 = W˜
′(Xλ ∈ C;φλ(Xλ)) .
Vu la relation (8.10), cela prouve que
W˜ ′(f(Xt)) = W˜ ′(Xλ ∈ C;φλ(Xλ)) .
La dernie`re e´tape de la de´monstration consiste a` faire tendre λ vers 0 dans l’expression pre´ce´dente.
On rappelle que la fonction φλ est donne´e par la formule
φλ(x) = W˜Cx,1−λ(f(Xt−λ)) .
Par changement d’e´chelle, on peut re´crire φλ sous la forme
φλ(x) = W˜C(1−λ)−1/2x,1
(
f((1− λ)1/2X t−λ
1−λ
))
)
.
Choisissons alors une suite (λn) qui tend vers 0. Par hypothe`se (fait 8.23), pour toute suite (xn) ∈ Co
convergeant vers 0, la suite (W˜C
(1−λn)−1/2xn,1) converge vers W˜
C
0,1, donc
lim
n→∞φλn(xn) = W˜
C
0,1(f(Xt)) .
On sait que pour tout n, on a W˜ ′(Xλn ∈ ∂C) = 0. En dehors de la re´union de ces e´ve´nements,
qui a une W˜ ′-mesure nulle, les trajectoires ne touchent jamais ∂C aux instants λn. Pour de telles
trajectoires w, on a donc w(λn) ∈ C et w(λn)→ 0, donc
φλn(w(λn))→ W˜C0,1(f(Xt)) .
Par le the´ore`me de convergence domine´e, on obtient finalement
W˜ ′(f(Xt)) = lim
n→∞ W˜
′(Xλn ∈ C;φλn(Xλn)) = W˜ ′(W˜C0,1(f(Xt))) = W˜C0,1(f(Xt)) .
Ce qui est bien le re´sultat annonce´.
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8.3.3 Dans quels cas peut-on utiliser cette approche ?
Un exemple d’application dans le cas d’un coˆne du plan
Nous allons maintenant appliquer la me´thode de Shimura pour de´montrer le the´ore`me 8.19,
c’est-a`-dire le principe d’invariance en dimension d = 2, pour une marche ale´atoire a` pas borne´s et
telle que P(TC > n) de´croˆıt lentement vers 0. Comme nous l’avons de´ja` note´, les faits 8.22 et 8.23
sont ve´rifie´s (the´ore`me 8.18 et the´ore`me 7.42 respectivement). Et puisque la marche est a` pas borne´s,
le fait 8.21 est trivialement ve´rifie´. Il ne reste donc plus qu’a` e´tablir le fait 8.24.
L’hypothe`se de de´croissance lente de P(TC > n) permet d’obtenir le re´sultat suivant qui contient
en particulier le fait 8.24 :
Proposition 8.27. On suppose que P(TC > n) a une de´croissance lente. Si W˜ ′ est une valeur
d’adhe´rence de la suite (W˜n0,1), alors pour tout ferme´ F , ne´gligeable par rapport a` la mesure de
Lebesgue, et tout t > 0 on a W˜ ′(Xt ∈ F ) = 0.
De´monstration. L’hypothe`se de de´croissance lente montre qu’il existe une constante K > 0 telle
que
P0(TC > n) ≥ KP0(TC > [n/2]) .
Posons tn = [n/2]/n. L’e´quation pre´ce´dente, traduite sur la ligne brise´e de Donsker, s’e´crit aussi
Wn0 (τC > 1) ≥ KWn0 (τC > tn) .
Soit F un ferme´ ne´gligeable. Pour tout  > 0, nous posons F = {x ∈ Rd : d(x, F ) ≤ }. D’apre`s la
proprie´te´ de Markov, on a
Wn0 (‖Xtn‖ ≤ a;X1 ∈ F; τC > 1) = Wn0 (τC > tn; ‖Xtn‖ ≤ a;WnXtn (X1−tn ∈ F; τC > 1− tn))
≤ Wn0 (τC > tn) sup
‖x‖≤a
Wnx (X1−tn ∈ F)
≤ K−1Wn0 (τC > 1) sup
‖x‖≤a
Wnx (X1−tn ∈ F) .
Donc
W˜n0,1(‖Xtn‖ ≤ a;X1 ∈ F) ≤ K−1 sup
‖x‖≤a
Wnx (X1−tn ∈ F) .
Pour toute suite (xn) ∈ Rd convergeant vers un point x, on sait que la suite (Wnxn) converge en loi
vers Wx ; comme tn tend vers 1/2, on en de´duit que la suite de mesures (Wnxn(X1−tn ∈ ∗)) converge
en loi vers Wx(X1/2 ∈ ∗) ; puisque cette loi est absolument continue, on a
lim
→0
lim sup
n→∞
Wnxn(X1−tn ∈ F) ≤ lim→0Wx(X1/2 ∈ F) = Wx(X1/2 ∈ F ) = 0 .
Aussi, par un argument de compacite´, il vient
lim
→0
lim sup
n→∞
sup
‖x‖≤a
Wnx (X1−tn ∈ F) = 0 ;
et par suite
lim
→0
lim sup
n→∞
W˜n0,1(‖Xtn‖ ≤ a;X1 ∈ F) = 0 .
Si W˜ ′ est une valeur d’adhe´rence de la suite (W˜n0,1), alors on a
W˜ ′(‖X1/2‖ ≤ a;X1 ∈ F ) = 0 ,
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et, en faisant tendre a vers l’infini, on obtient
W˜ ′(X1 ∈ F ) = 0 .
C’est bien le re´sultat annonce´ dans le cas t = 1. La de´monstration est similaire pour les autres
temps t ; nous n’en donnons pas les de´tails.
Finalement, le the´ore`me 8.19 est de´montre´.
Discutons les faits !
Nous allons ici discuter plus en de´tails les faits qui sont utilise´s par la me´thode de Shimura.
Le fait 8.24 Nous venons de voir que le fait 8.24 est toujours ve´rifie´ si P(TC > n) de´croˆıt lentement
vers 0. Comme il semble difficile d’obtenir ce fait sans utiliser d’estimations, je pense que l’hypothe`se
de de´croissance lente doit accompagner toute utilisation de cette me´thode.
Le fait 8.21 Si l’on fait l’hypothe`se que les pas de la marche sont borne´s, alors ce fait est
e´videmment ve´rifie´ ; cependant, il me semble que cette hypothe`se est un peu restrictive et j’ai
cherche´ a` m’en de´faire. Pour la marche non conditionne´e, il est assez facile de voir que
lim
n→∞P( maxi=1...n ‖ξi‖ >
√
n) = 0 .
En effet, on a
P( max
i=1...n
‖ξi‖ >
√
n) ≤
n∑
i=1
P(‖ξi‖ >
√
n) = nP(‖ξ1‖ >
√
n) ,
et toute variable ξ1 de carre´ inte´grable ve´rifie nP(‖ξ1‖ >
√
n) → 0. Dans le cas de la marche
conditionne´e par {TC > n}, les accroissements ξi ne sont plus stationnaires, ni inde´pendants, et les
techniques habituelles ne marchent pas bien. Cependant, si on fait l’hypothe`se de de´croissance lente
de P(TC > n), on peut envisager l’approche suivante : on e´crit comme avant que
P( max
i=1...n
‖ξi‖ >
√
n |TC > n ) ≤
n∑
i=1
P(‖ξi‖ >
√
n |TC > n ) ,
et on de´coupe la somme en deux parties
αn∑
i=1
+
n∑
i=αn+1
a` l’aide d’un parame`tre α ∈]0, 1[. Pour les indices i ≥ αn+ 1, on a
P(‖ξi‖ >
√
n;TC > n) ≤ P(TC > αn; ‖ξi‖ >
√
n) = P(TC > αn)P(‖ξ1‖ >
√
n) ,
et, graˆce a` l’hypothe`se de de´croissance lente, on en de´duit que
P(‖ξi‖ >
√
n |TC > n ) ≤ CP(‖ξ1‖ >
√
n) ,
ou` C est une constante qui ne de´pend que de α. Cela permet de de´montrer que
lim sup
n→∞
n∑
i=αn+1
P(‖ξi‖ >
√
n |TC > n ) = 0 .
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Pour controˆler l’autre partie de la somme, on utilise l’ine´galite´ de Markov qui nous donne
αn∑
i=1
P(‖ξi‖ >
√
n |TC > n ) ≤ 1
n
αn∑
i=1
E(‖ξi‖2 |TC > n ) ≤ α max
i=1...n
E(‖ξi‖2 |TC > n ) .
Et puisque le choix de α est arbitraire, il suffirait que maxi=1...n E(‖ξi‖2 |TC > n ) soit borne´ pour
obtenir le fait 8.21.
Le fait 8.23 Ce fait concerne le mouvement brownien conditionne´ a` rester dans un coˆne et a
e´te´ e´tudie´ dans le chapitre pre´ce´dent. On rappelle que l’on a montre´ qu’il e´tait ve´rifie´ en toute
dimension, pour des coˆnes de re´volution.
Le fait 8.22 Rappelons son e´nonce´ : Soient x ∈ ∂C \ {0} et t ≥ 0. Il existe une loi W˜Cx,t telle que,
pour toute suite (xn) ∈ C convergeant vers x et pour toute suite (tn) convergeant vers t, la suite
(W˜nxn,tn) converge vers W˜
C
x,t.
Nous avons de´montre´ que cela est vrai lorsque C est un coˆne du plan R2 ; dans ce cas, la
de´monstration utilisait le fait que le bord de C e´tait localement un demi-espace en dehors du
sommet. Pour de´montrer ce genre de re´sultat en dimension d ≥ 3 (lorsque le bord n’est plus plat),
nous avons envisage´ d’utiliser le meˆme genre de techniques que dans le chapitre sur le mouvement
brownien conditionne´. Comme dans le cas du mouvement brownien, la technique qui consiste a`
conditionner d’abord le processus a` rester dans un demi-espace ne permet pas de traiter le cas ou` la
suite des temps (tn) tend vers 0 car le pre´-conditionnement est alors evanescent : son effet disparaˆıt
a` la limite et il ne sert a` rien. Il faut donc se re´soudre a` se passer de ce cas la`. E´tant donne´ que le
fait 8.22 est utilise´ pour de´montrer la tension de la suite (W˜n0,1), voyons comment on peut modifier
les arguments de la de´monstration de la propositions 8.25 si l’on dispose seulement du
Fait 8.28. Soient x ∈ ∂C \ {0} et t > 0. Il existe une loi W˜Cx,t telle que, pour toute suite (xn) ∈ C
convergeant vers x et pour toute suite (tn) convergeant vers t, la suite (W˜nxn,tn) converge vers W˜
C
x,t.
D’abord, on pose tn = [n/2]/n et on de´montre que la suite de probabilite´ (W˜n0,1(Xtn ∈ dy)) est
tendue : pour tout R > 1, en posant ρn = inf{k/n : X(k/n) /∈ B(0, 1)}, on a
W˜n0,1(‖Xtn‖ > R) = W˜n0,1(ρn ≤ tn; ‖Xtn‖ > R)
= W˜n0,1(ρn ≤ tn; W˜nXρn ,1−ρn(‖Xtn−s‖ > R)s=ρn)
≤ sup
x∈O 21∩C;s∈[0, 12 ]
W˜nx,1−s(‖Xtn−s‖ > R) + P( max
i=1...n
‖ξi‖ >
√
n |TC > n ) .
Par un argument de compacite´, on de´duit du fait 8.28, que
lim
R→∞
lim sup
n→∞
sup
x∈O 21∩C;s∈[0, 12 ]
W˜nx,1−s(‖Xtn−s‖ > R) = 0 .
(Observez que l’on e´vite le proble`me en 0 car 1− s est compris entre 1/2 et 1.) Si l’on suppose, en
outre, que le fait 8.21 est ve´rifie´, alors on en de´duit
lim
R→∞
lim sup
n→∞
W˜n0,1(‖Xtn‖ > R) = 0 ;
ce qui de´montre la tension de la suite (W˜n0,1(Xtn ∈ dy)). Passons maintenant a` la de´monstration de
la tension de la suite (W˜n0,1). Soit  > 0. Le proble`me en t = 0 apparaissait lorsqu’on majorait
W˜n0,1(χ(δ, 0, 1) > 4)
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par
W˜n0,1(ρn ≤ 1; W˜nXρn,1−ρn (χ(δ, 0, 1− s) > )s=ρn) ,
(ou` ρn = inf{k/n : X(k/n) /∈ B(0, )}) parce que 1 − ρn peut eˆtre proche de 0. Pour e´viter cet
e´cueil, on peut (comme on l’a fait avec le mouvement brownien) utiliser la sous-additivite´ de χ et,
en posant tn = [n/2]/n, e´crire que
W˜n0,1(χ(δ, 0, 1) > 8) ≤ W˜n0,1(χ(δ, 0, tn) > 4) + W˜n0,1(χ(δ, tn, 1) > 4) .
Le premier terme du membre de droite de cette ine´galite´ est e´gal a`
W˜n0,1(ρn ≤ tn; W˜nXρn,1−ρn (χ(δ, 0, tn − s) > )s=ρn) ,
et l’on va pouvoir utiliser le meˆme argument que dans la de´monstration de la proposition 8.25, en
e´vitant cette fois le cas t = 0 parce que, lorsque ρn ≤ tn , on a 1− ρn ≥ 12 .
Afin de controˆler l’autre terme, W˜n0,1(χ(δ, tn, 1) > 4), on fixe un nombre re´el η > 0 et l’on choisit
un R > 0 tel que
sup
n
W˜n0,1(‖Xtn‖ ≤ R) ≥ 1− η ,
ce qui est possible puisque la suite (W˜n0,1(Xtn ∈ dy))n est tendue. Pour tout n ≥ 1, on a alors
W˜n0,1(χ(δ, tn, 1) > 4) ≤ W˜n0,1(‖Xtn‖ ≤ R;χ(δ, tn, 1) > 4) + η .
Comme
W˜n0,1(‖Xtn‖ ≤ R;χ(δ, tn, 1) > 4) ≤
Wn(σtnC; ‖Xtn‖ ≤ R;χ(δ, tn, 1) > 4)
Wn(σ1C)
≤ W
n(σtnC)
Wn(σ1C)
sup
‖x‖≤R
Wnx (χ(δ, 0, 1− tn) > 4) ,
si l’on suppose que P(TC > n) de´croˆıt lentement vers 0, alors il vient
W˜n0,1(‖Xtn‖ ≤ R;χ(δ, tn, 1) > 4) ≤ K sup
‖x‖≤R
Wnx (χ(δ, 0, 1− tn) > 4) ,
ou` K est une constante qui ne de´pend pas de n. On en de´duit que
lim sup
n→∞
W˜n0,1(‖Xtn‖ ≤ R;χ(δ, tn, 1) > 4) = 0 ,
donc
lim sup
n→∞
W˜n0,1(χ(δ, tn, 1) > 4) ≤ η ,
ce qui est suffisant.
On peut se passer de l’hypothe`se de de´croissance lente si l’on suppose que le fait 8.24 est ve´rifie´ ;
les arguments sont sensiblement diffe´rents, mais nous ne les de´velopperons pas puisque, de toute
fac¸on, nous ne savons pas de´montrer le fait 8.24 sans supposer la de´croissance lente. Re´sumons le
re´sultat que nous venons de de´montrer :
Proposition 8.29. On suppose que les faits 8.21 et 8.28 sont ve´rifie´s. Si, de plus, P(TC > n)
de´croˆıt lentement vers 0 ou si le fait 8.24 est ve´rifie´, alors la suite (W˜n0,1) est tendue.
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Pour e´tendre le principe d’invariance 8.19 en dimension d ≥ 3 et pour des coˆnes de re´volution,
il suffit donc d’e´tablir le fait 8.28. Comme pour le mouvement brownien, on doit pouvoir de´montrer
que W˜nxn,tn ⇒ W˜Cx,t lorsque x ∈ ∂C \ {0} et que (xn) tend vers x le long du segment joignant x au
centre de la sphe`re inscrite dans C et tangente a` ∂C en x. Dans le cas du mouvement brownien cela
e´tait suffisant parce qu’il posse`de la proprie´te´ d’invariance par rotation et par changement d’e´chelle ;
mais pour le processus de Donsker, qui ne posse`de pas ces bonnes proprie´te´s, on se retrouve un peu
coince´.
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Annexe A
The´ore`me limite central pour
martingales
Cette annexe contient les e´nonce´s des the´ore`mes limite central pour martingales que nous avons
utilise´s au cours de cette the`se. Le premier de ces the´ore`mes est en fait un principe d’invariance.
The´ore`me A.1 ([11], Theorem 7.2). Soit {Sn,Fn, n ≥ 1} une martingale d’accroissements Xn, et
soit
Vn =
n∑
k=1
E(X2k | Fk−1 )
la variance conditionnelle. On suppose que pour tout t ∈ [0, 1],
(A.1) lim
n→∞
V[nt]
n
= t en probabilite´ ,
et, pour tout  > 0,
(A.2) lim
n→∞
1
n
n∑
k=1
E(X2n11{|Xn|≥√n} ) = 0 .
Alors le processus {Sn(t), t ∈ [0, 1]} a` trajectoires continues, valant Sk/
√
n aux instants t = k/n et
interpole´ line´airement ailleurs, converge en loi sur C1 vers le mouvement brownien lorsque n tend
vers l’infini.
Le the´ore`me suivant est un the´ore`me limite central pour martingale borne´e dans L2 dont on
trouvera un e´nonce´ plus ge´ne´ral dans le livre de P. Hall et C. Heyde [17].
The´ore`me A.2. Soit {Sn,Fn, n ≥ 1} une martingale borne´e dans L2 d’accroissements Xn et de
limite S. On suppose qu’il existe une suite deterministe (sn) et une variable ale´atoire γ presque
suˆrement finie telles que
(A.3) lim
n→∞ s
−2
n
∞∑
k=n+1
E(X2k | Fk−1 ) = γ en probabilite´ ,
et, pour tout  > 0,
(A.4) lim
n→∞ s
−2
n
∞∑
k=n+1
E(X2k11{|Xk|≥sn} ) = 0 .
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Alors la suite (s−1n (S − Sn)) converge en loi vers une loi de fonction caracte´ristique
φ(t) = E( e−
1
2
γt2 ) .
Enfin, le troisie`me the´ore`me est une extension du the´ore`me pre´ce´dent a` une martingale prenant
ses valeurs dans l’espace Rd.
The´ore`me A.3. Soit {Sn,Fn, n ≥ 1} une martingale de Rd borne´e dans L2 d’accroissements Xn
et de limite S. On suppose qu’il existe une suite deterministe (sn) et une matrice ale´atoire Γ = [γij ]
presque suˆrement finie telles que, pour tous 1 ≤ i, j ≤ d, on ait
(A.5) lim
n→∞ s
−2
n
∞∑
k=n+1
E(XikX
j
k | Fk−1 ) = γij en probabilite´ ,
et, pour tout  > 0,
(A.6) lim
n→∞ s
−2
n
∞∑
k=n+1
E( ‖Xk‖211{‖Xk‖≥sn} ) = 0 .
Alors la suite (s−1n Sn) converge en loi vers une loi de fonction caracte´ristique
φ(t) = E( e−
1
2
〈 t,Γt 〉 ) .
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Annexe B
Transformations pre´servant la
convergence en loi
Dans cette section, Y et Z sont des espaces me´triques munis de leurs tribus bore´liennes.
The´ore`me B.1 (de la Transformation Continue (TTC)). Soient (µn), µ des mesures de probabilite´s
sur Y et soient (φn), φ : Y → Z des fonctions bore´liennes. On suppose que, pour tout  > 0, il existe
des ensembles mesurables (Ωn),Ω
 ⊂ Y tels que :
1. pour tout n, µn(Ωn) ≥ 1−  et µ(Ω) ≥ 1− ,
2. pour tout y ∈ Ω et toute suite (yn) ∈ (Ωn) convergeant vers y, on a φn(yn)→ φ(y).
Si µn ⇒ µ, alors µn ◦ φ−1n ⇒ µ ◦ φ−1.
De´monstration. Soient F un ferme´ de Z et  > 0. Pour tout m, posons AFm = ∪k≥m(φ−1k (F ) ∩ Ωk)
et observons que l’on a
lim sup
n
µn(φ−1n (F ) ∩ Ωn) ≤ lim sup
n
µn(AFm) ≤ µ(AFm) .
Comme la suite (AFm) est de´croissante, en passant a` la limite quand m→∞, on obtient :
lim sup
n
µn(φ−1n (F ) ∩ Ωn) ≤ µ(∩m≥1AFm) .
Si y ∈ ∩m≥1AFm, il existe une suite (yk) qui tend vers y et une suite d’entiers nk → ∞ telle que
chaque yk est e´le´ment de φ−1nk (F )∩Ωnk . Par hypothe`se, si y ∈ Ω alors φnk(yk)→ φ(y) et comme F
est ferme´, l’e´le´ment φ(y) appartient a` F . On a donc ∩m≥1AFm ⊂ φ−1(F ) ∪ (Ω)c, et il s’ensuit que
lim sup
n
µn(φ−1n (F ) ∩ Ωn) ≤ µ(φ−1(F )) + µ ((Ω)c) .
D’ou` :
lim sup
n
µn(φ−1n (F )) ≤ µ(φ−1(F )) + 2 .
The´ore`me B.2 (Seconde version du TTC). Soient (µn), µ des mesures de probabilite´s sur Y et
soient (φn), φ : Y → R des fonctions bore´liennes borne´es par une meˆme constante. On suppose que,
pour tout  > 0, il existe des ensembles mesurables (Ωn),Ω
 ⊂ Y tels que :
1. pour tout n, µn(Ωn) ≥ 1−  et µ(Ω) ≥ 1− ,
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2. pour tout y ∈ Ω et toute suite (yn) ∈ (Ωn) convergeant vers y, on a φn(yn)→ φ(y).
Si µn ⇒ µ, alors µn(φn)→ µ(φ).
De´monstration. Si C est une borne uniforme pour les fonctions (φn) et φ, la fonction F de´finie par :
F (x) =

−C si x < −C
x si x ∈ [−C,+C]
C si x > C
est continue sur R et ve´rifie F (φn) = φn et F (φ) = φ. D’apre`s le the´ore`me B.1, la suite de mesures
(µn ◦ φ−1n ) converge faiblement vers la mesure µ ◦ φ−1 et l’on a donc :
µn(φn) = µn(F (φn)) = µn ◦ φ−1n (F )→ µ ◦ φ−1(F ) = µ(F (φ)) = µ(φ) .
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Annexe C
Minimum des fonctions convexes
Nous avons rassemble´ dans cette annexe quelques lemmes concernant le lien entre l’existence d’un
minimum et le comportement a` l’infini d’une fonction convexe. Ces re´sultats sont « classiques » mais,
par manque de temps, nous n’avons pas pu trouver des re´fe´rences auxquelles renvoyer le lecteur.
Lemme C.1. Pour qu’une fonction convexe f : Rd → R tende vers l’infini quand ‖x‖ tend vers
l’infini il faut et il suffit que dans chaque direction ~u ∈ Sd−1 la fonction λ 7→ f(λ~u) tende vers
l’infini quand λ tend vers +∞.
De´monstration. La condition est bien suˆr ne´cessaire ; de´montrons qu’elle est suffisante. Soit A >
max{0, f(0)}. Pour chaque direction ~u ∈ Sd−1, on peut choisir un nombre λ~u tel que f(λ~u~u) ≥ 2A.
Par continuite´ de f , il existe alors un voisinage ouvert O~u de ~u dans Sd−1 tel que f(λ~u~v) ≥ A
quel que soit ~v ∈ O~u. Pour chaque ~v ∈ O~u, on a en particulier f(λ~u~v) > f(0), donc par convexite´
f(λ~v) ≥ f(λ~u~v) ≥ A de`s que λ ≥ λ~v. Autrement dit, pour tout couple (~v, λ) ∈ O~u × [λ~u,+∞[, on
a f(λ~v) ≥ A. Par compacite´ de la sphe`re, on peut extraire une famille finie J ⊂ Sd−1 telle que la
famille {O~u, ~u ∈ J} recouvre Sd−1. Pour tout x ∈ Rd tel que ‖x‖ ≥ max~u∈J λ~u on a alors f(x) ≥ A.
Cela de´montre le lemme.
Lemme C.2. Soit (fn)n une suite de fonctions convexes sur Rd qui converge uniforme´ment sur les
compacts vers une fonction convexe f . Si f admet un minimum global strict ρ, alors, pour tout n
assez grand, la fonction fn admet un minimum global ρn qui tend vers ρ quand n tend vers l’infini.
De´monstration. Sans perdre en ge´ne´ralite´, on peut supposer que le minimum ρ de la fonction f est
atteint en 0. Soient r > 0 et α = minx∈S(0,r) f(x) > f(0). Posons δ =
α−f(0)
3 . Puisque la suite (fn)
converge vers f uniforme´ment sur les compacts, pour tout n assez grand on a
fn(0) ≤ f(0) + δ < α− δ ≤ min
x∈S(0,r)
fn(x) ,
et comme fn est convexe cela implique que fn(x) > fn(0) quel que soit x /∈ B(0, r]. Donc le minimum
ρn de fn sur B(0, r] est un minimum global. Cela nous apprend que, pour tout n assez grand, la
fonction fn posse`de un minimum global ρn et qu’en outre, pour tout r > 0, il existe un rang a`
partir duquel toutes les fonctions fn atteignent leur minimum global dans la boule B(0, r]. On peut
donc choisir une suite de points (pn) qui tend vers 0 telle que fn(pn) = ρn, et l’on en de´duit que
lim ρn = lim fn(pn) = f(0) = ρ, car la suite (fn) converge vers f uniforme´ment sur les compacts.
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Re´sume´ Dans la premie`re partie de cette the`se, nous e´tudions un mode`le de marche ale´atoire
centrifuge. Nous de´montrons une loi du logarithme ite´re´ pour sa norme, et nous obtenons la loi
asymptotique des fluctuations de sa direction. Nous donnons ensuite un encadrement du taux de
de´croissance exponentielle de la probabilite´ qu’elle se trouve a` l’instant n dans un compact fixe´ en
montrant que la probabilite´ qu’une marche ale´atoire centre´e classique retourne dans un compact a`
l’instant n sans quitter un coˆne ne de´croˆıt pas a` vitesse exponentielle.
Dans la seconde partie, nous e´tudions le mouvement brownien de dimension quelconque, condi-
tionne´ a` rester dans un coˆne de re´volution pendant une unite´ de temps, et nous en de´duisons un
principe d’invariance pour une marche ale´atoire conditionne´e a` rester dans un coˆne.
Mots cle´s : Marche ale´atoire centrifuge, mouvement brownien conditionne´, the´ore`mes limite.
Abstract In the first part of this thesis, we study a model of centrifugal random walk. We prove
a Law of Iterated Logarithm for its norm, and find the asymptotic law of the fluctuations of its
direction. We then give upper and lower bounds for the exponential decay of the probability that
the centrifugal random walk visits a fixed compact set at time n; this is achieved by proving that
the probability that a centered random walk visits a compact set at time n without having left a
cone does not decrease exponentially.
In the second part, we study the multidimensional Brownian motion conditioned to stay in a
circular cone for a unit of time, and derive an Invariance Principle for a random walk conditioned
to stay in a circular cone.
Key words : Centrifugal random walk, conditioned Brownian motion, limit theorems.
147
