Abstract. Recent analytic progress has increased demand for numerical approaches to the Wigner-Fokker-Planck (WFP) equation. Previous approaches include splitting methods and iterative schemes based on Hermite expansions, but are generally uncommon or restricted. We present a Discontinuous Galerkin scheme for the WFP equation with a general potential. Estimates showing convergence and stability of the scheme are provided.
Introduction
We propose a Discontinuous Galerkin (DG) method in order to numerically approximate the solution to the initial value problem for the time dependent WignerFokker-Planck (WFP) equation given a general potential V (x), posed for (x,k) ∈ R (1.4)
In this paper we proposed a Discontinuous Galerkin approximation for the above problem. The computation apply to a wide range of approximation spaces and do not relay on a basis of polynomials. We present also estimates showing convergence and stability of the scheme. The results of stability and convergence combine estimates for discontinuous Galerkin method for full diusion partial dierential equations with estimates on the pseudo dierential operator Θ [V ] .
where is Planck's constant, m is particle mass, and k B is Boltzmann's constant. The operator is derived from a heat bath of harmonic oscillators, where T is its temperature, λ is the coupling constant, and Ω is the cut-o frequency. The constants satisfy the Lindblad condition:
These conditions guarantee the quantum mechanically correct evolution of the system, and convergence to the classical Fokker-Planck dynamics from stochastic calculus as → 0. The reader is referred to [6, 12, 21, 25] for more details. In the following sections we actually work with the dimensionless version of the problem, although dierent values for some of the constants are used for the numerical simulations (specic values are noted in Section 4).
One may interpret the WFP equation as a quantum Liouville equation equated
to an interaction operator Q ,F P of Fokker-Planck type. When Q ,F P := 0, (1.1) determines the time evolution of an isolated quantum system under the inuence of a potential V (x). This is equivalent to solving Schrödinger's equation, but the solution is a function of the two-dimensional phase space of the original problem. Despite increasing the dimensionality of the problem, the WFP equation oers the advantage of coupling the quantum system to its environment through Q ,F P . Specically, (1.2) models the environmental interaction as a heat bath of harmonic oscillators [6] .
It is known that in the semi-classical limit, → 0, the interaction operator formally converges to Q 0,F P = ∆ k w + div k (kw), while the pseudo-dierential operator simplies to Θ [V ](w) → −∇ x V · ∇ k w. In particular, this limit yields the classical Vlasov- This provides a basis for comparison between the full WFP dynamics and known properties of the classical diusion equation which was analyzed in [25] . This comparison results from balancing the classical transport operator for linear acceleration with the quantum corrected diusion operator Q ,F P dened in (1.2).
Numerous analytical results concerning the existence of local or global in time solutions to (1.1) are available, in the linear and nonlinear cases [2, 3, 4, 6, 8, 10] . In the mean eld approximation, when (1.1) is coupled to the Poisson's equation for the electrostatic potential ∆ x V (x,t) = −ˆR d w(x,k,t)dk, the initial value to the nonlinear problem has a classical solution for all time t > 0, [1, 3, 4] .
Existence of global in time solutions associated to an initial and boundary value problems has been shown in [22] , where the authors prove well-posedness in C((0,∞),H(R 2d )) in all space and in C((0,∞),L 2 (Ω)), where Ω is a bounded domain with homogeneous Dirichlet data (see [22] ).
In addition to the local or global existence of solutions, there is the outstanding question of the existence of stationary states. For a harmonic potential V (x) = 1 2 |x − a| 2 , existence of a smooth stationary solution to (1.1) in one-dimensional x-space is shown in [25] . The authors explicitly computed the unique stationary state µ(x,k) of (1.1) for
V (x) = |x| 2 /2. Moreover it was shown in [25] that the corresponding time dependent solution, w(x,k,t), to (1.1) with V (x) = |x| 2 /2 and general initial data w I , exponentially decays in time toward the steady-state µ.
Existence of stationary solutions to (1.1) for a perturbations of harmonic potentials
is a work in progress ( [5] ). There, the authors show that when V 0 (x) is a smooth regular function with control in its spectral norm, there exists a unique steady-state, and the solution of the corresponding time-dependent problem converges exponentially to this steady-state, with the decay rate depending on the perturbation V 0 (x).
Although there has been recent theoretical progress on the WFP equation as contained in the previous references, few numerical simulations are available in cases where the interaction operator (1.2) is not included. Some of these approaches include splitting methods for the Wigner-Poisson problem [7, 26] and a nite dierence approach to Wigner's equation [20] . Also, [19] developed convergence and spectral accuracy analysis of a semidiscrete version of the Wigner equation by means of a spectral method of a periodic approximation to the solution of the problem.
One recent technique for the complete Wigner-Fokker-Plank model (1.1)-(1.2) has been the use of continued-fraction methods by Garcia-Palacios and Zueco [17, 16] .
The solution is approximated by expanding the Wigner function in a basis of Hermite polynomials of the momentum variable. Then a series of coupled equations for the evolution of the time and space dependent coecients is derived. By design, the system of equations is such that individual equations are only coupled to their neighbors, and the system may be solved by straightforward iteration. A diculty arises in the treatment of arbitrary potentials which may complicate the structure of these equations and increase the number which need to be solved. Sharp potentials, such as a step potential, may be especially dicult to realize.
For comparison to the available analytical results, we work with the dimensionless version of the problem. To this end, set the term γ = 0 in (1.2), and the corresponding dimensionless initial value problem in R 2d × R + becomes,
These include the explicit formulas and associated decay rates analytically calculated in [25] . We briey recall that the unique stationary state of (1.6) for V (x) = |x| 2 /2, reads as
and the exponential decay in time of the corresponding time dependent solution,
w(x,k,t), to (1.6) with V (x) = |x| 2 /2 and general initial data w I in given in the fol-
The value σ is the largest positive constant such that Hess(A)
We propose a Discontinuous Galerkin (DG) approach, which provides several opportunities to optimize the approximation space. In particular, the use of non-polynomial basis functions, as proposed by Yuan and Shu in [28] , allows for improvement over mesh renement or increased polynomial order. The method is suitable to be adjusted to unstructured grids in space and time and easily allows for global or local basis set adjustments (for example adding, removing, or reparameterizing basis functions). The basis set may be a priori or adaptively optimized, depending on the specic circumstances of the calculation. In an extreme form, this allows the method to transition from a traditional DG solver to an essentially spectral solver, i.e., accurate solutions can be produced using a mesh consisting of a single cell populated with a large number of basis functions (ideally the relevant eigenfunctions). Recent analytic results for perturbations of the harmonic (or conning) potential, V (x) = Of particular interest are perturbations of the harmonic potential,
Due to the linearity of Θ[V ], the simple formula for harmonic potentials, Representations for other potentials could be derived in the same way, however, the Taylor expansion of higher order polynomial potentials leads to a series representation of the operator in which each term has an odd power b and is proportional to
. This dierential form is dicult to use in the DG framework due to the high order derivatives on w. 
where we denote the Fourier transform in the variables k and η by, 
Implementation of the DG Method
The analytic results to which we would compare our numerical simulations are derived in all of R 2d , but we must compute on a nite domain. We proceed following the some approach presented in [15] for the analysis of the DG method for the computational approximation to classical kinetic transport given by the linear Boltzmann equation under the action of a force eld related to quadratically conned potentials.
First note that if the problem admits a stationary solution, µ(x,k) (e.g. (1.7) for the harmonic potential), which is integrable in R 2d and re-normalized to unity, then
for any arbitrary set Ω. For arbitrary > 0, let Ω ∈ R 2d be a set such that
Essentially, the set Ω is not very big, because w ∈ L 2 µ means that w 2 decays quickly and is still integrable when multiplied by µ −1 (x,k).
In addition to the harmonic case, the estimate can be carried over for other potentials V (x) under the assumption that there is a stationary state µ ∈ L 1 (R 2d ), and that one can show a controlling inequality which yields stable decay to the stationary
for initial state w I and a positive, bounded g(t) such that lim t→∞ g(t) = 0 . Now we consider the error made by working on the cut-o domain Ω . Suppose that the solution w(x,k,t) is uniformly controlled in time and stable with respect to w I for the initial value problem (1.2), or the corresponding dimensionless problem (1.6) in all of R 2d . We can estimate the L 2 µ (Ω )-norm of the solution as follows,
where the constant K is uniform in time since g(t) is uniformly bounded in t. Similarly,
, and µ
we have a uniform in time control of the L 2 µ -norm of the solution restricted to the set Ω , which contributes up to order 1/2 error for any t ≥ T * such that C|g(t)| = O( 1/2 ).
A value T * exists by the convergence of g(t), and actually T * depends on the distance, in the L 2 µ -norm, between the initial and stationary states, and the decay rate g(t).
Therefore,
uniformly, for any time t ≥ T * . In particular, the amount of mass lost by working in the cut-o domain can be controlled by reducing the distance between the initial state and stationary states, or increasing the size of Ω . Mass conservation in this domain is also improved if decay rate, g(t), is high. Therefore, we x the computational domain, Ω , so that all our approximations will have a xed error O(
It is important to note that this approach is intended to heuristically justify the selection of the computational domain. However, the calculation of error estimates are with respect to the solution of the initial value problem in the bounded domain, for a suciently conned potential with homogeneous Dirichlet boundary conditions, that admits a stationary exponential decaying state. Thus, by choosing a domain that contains almost all of the total mass of the initial and the stationary states, and an initial value problem with exponential decay in space and frequency, then (at least computationally, well beyond machine accuracy) the solution at the boundary of Ω is zero, with zero derivatives, and the associated evolution problem will essentially be conned to the chosen domain. Furthermore, since the problem is conservative in L 1 (Ω ), extending the domain such that the initial data, itself extended with zero values outside Ω , is supported at an O(1) distance from the new boundary, the solution will remain close to the solution of the problem in all space on the basis that
To the best of our knowledge, there is no available analytical result at the present time to rigourously justify this last statement, which is an assumption for the initial boundary value problem under consideration and the corresponding one in all space.
Our aim is to produce a discrete approximation to the solution of the initial value problem (1.6) in Ω × R + , for a bounded domain Ω with homogeneous Dirichlet boundary conditions. The numerical simulations presented in Section 4 use d = 1, but neither the construction of the method nor its analysis depend on this particular choice.
The boundaries of Ω are dened by
and depicted in Figure 2 .1 for d = 1. The homogeneous Dirichlet boundary conditions on ∂Ω x and ∂Ω k for the associated boundary value problem to (1.6) are dened by
The domain Ω is partitioned into mutually disjoint open subsets (or cells) Ω j = Ω . Moreover, let E j = {e (j,ζ) } Fj ζ=1 be the set of faces belonging to ∂Ω j , the boundary of Ω j . If E j ∩ ∂Ω = ∅, then any face e (j,ζ) ∈ E j ∩ ∂Ω is an exterior face, which will be indicated by writing ∂e (j,ζ) . Moreover, let E e = ∪ j E j \ ∂Ω be the
set of all internal faces, thus partitioning the set of all faces,
To each face e (j,ζ) we associate an outward facing unit normal vector ν (j,ζ) such that ν (j,ζ) coincides with ν on ∂Ω. Note that any internal face corresponds to two cells Ω j and Ω j , so for some pairs (j ,ζ ), e (j,ζ) = e (j ,ζ ) . Summation of faces over the double index would count each face twice, so sometimes it is more convenient to use a single index to identify a particular face, e i ∈ E, without reference to a specic cell. The normal vectors are indexed similarly, however, face ζ of cell j has a unique outward pointing normal, ν (j,ζ) , which is antiparallel to the corresponding ν (j ,ζ ) . Thus, e (j,ζ) and e (j ,ζ ) may not be simply interchangeable in expressions which depend on the normal vectors. This is the case (implicitly) in the following denitions for jump and average operators: for any interior face e (1,ζ) ∈ ∂Ω 1 ∩ ∂Ω 2 we dene the jump, [·] , and average, {·}, of a function f across the edge,
The following identity is used frequently,
Another notation used at cell boundaries denotes the upwind value of a function f ,
where χ [·] is the characteristic function and sign (α · ν) determines the upwind direction.
The discrete approximation w h is an element of some approximation space V. The approximation spaces used in this work are produced by basis functions φ(x,k), which are themselves products of primitive basis functions ϕ(x) and ψ(k). Each basis function is compactly supported on a single cell, and all primitive basis functions (and therefore their products) are mutually orthogonal. The orthogonality of the basis functions is a purely practical consideration, and not a requirement of the DG approach. The approximation spaces used in the simulations presented in Section 4 (where d = 1) are,
The double index (j,m) identies the cell which supports the basis function, Ω j , and a particular basis function on that cell. As with cell faces, sometimes it will be more appropriate to identify basis functions with a single index, φ n , that does not specically identify a particular cell. The functions P p Ωj are Legendre polynomials, up to degree p, which have been shifted and scaled so that their typical orthogonality relation holds on each cell, i.e.,´Ω x j ϕ (j,m) (x)ϕ (j,m ) (x)dx = δ m,m , and similarly for ψ(k) over Ω k j . In V T the frequencies ω and σ are chosen so that the width of the cell is an integer multiple of the wavelength of the function. Finally, the functions in H p Ωj are Hermite functions, up to degree p, which have been restricted (not rescaled) to cell Ω j and then locally orthogonalized using the Grahm-Schmidt procedure. With respect to any approximation space, we write w * A to denote the continuous interpolant
Implementation
The function w h approximates w and is a linear combination of the elements of V A . The computational task is to calculate the time evolution of the expansion coecients, c n (t),
We rewrite (1.1) as
The problem of nding the semi-discrete discontinuous Galerkin approximation to (2.6) and, for all t > 0, it holds,
where (·,·) Ω denotes the standard scalar product in L 2 (Ω). The weak formulation becomes,
Choosing ψ h = φ p , a decoupled system of ODEs for the time dependent coecients c p (t) is produced (revealing the practical reason for using mutually orthogonal basis
A standard third-order total variation diminishing Runge-Kutta method is used to solve this system [11, 18, 24] ,
The right hand side,F (c(t)), is discretized as follows:
where L is the linear operator
The alert reader will recognize (1.6), but with a factor of two in front of the divergence term. In the analysis we use the factor of 2 to be consistent with previous works, but in the numerical simulations we change this value to 1. The analytic stationary state reported in Section 1 coinsides with the value 1, and is the stationary state which will be used for comparison in the numerical section. In this and the next section we will use the value 2. The bilinear expression for Lw and the test function is
The notation ·,· ei represents the integration of boundary terms over a cell face following integration by parts in x or k. The Dirichlet boundary conditions (2.6) of the problem are enforced for the boundary terms wψ,α · ν ∂Ω and ψ,∇w · ν ∂Ω through the identities:
The weak formulation of the problem is:
The basic integrals, those actually computed numerically, are determined by selecting the elements of {φ p } as test functions,
The notation n ∈ Ω k indicates that the sum is only over the basis functions φ n which have support on cell Ω k . While mutual orthogonality is no longer expected (α depends on k and we have dierentiated), a pair of basis functions still must share the same supporting cell to produce a nonzero integral. Similarly, in the second expression, the functions φ n and φ p must be supported on cells which share a face, n ∈ ∂Ω k . The face in question, e i must also be one of the faces of ∂Ω k , indicated by the term δ ei∈∂Ω k , which is 1 if this is true and 0 otherwise.
The pseudo-dierential operator
The pseudo-dierential operator is evaluated in one of three ways depending on the specic form of the potential. The simplest is the approach used for the harmonic potential. As noted in the introduction, the form of the pseudo-dierential operator in this case is −(x − a) · ∇ k w. In the DG scheme this term is treated analogously to the transport term, k · ∇ x w.
The second approach is to work directly with the convolution form of the operator,
In bilinear form, using φ p as the test function, all of the required integrals are restricted to nite intervals,
Although the integrals may be oscillatory due to the inverse transform of the potential, these oscillations are independent of the mesh and so could be eliminated by mesh renement.
This approach is practical when the inverse Fourier transform of the potential is available and easily integrated by numerical methods. Gaussian potentials provide one useful and obvious example.
Step potentials (Heaviside functions) are also treated in this manner. For the potential,
the inverse Fourier transform of δV is,
Linear combinations of step potentials are used in Section 4 to produce numerical examples in which w is conned to a bin constructed of square walls with nite height and width.
Finally, the convolution approach can be further streamlined if there is a closed form for the convolution. This is possible for the important case of sinusoidal potentials. The inverse Fourier transform then produces delta functions, and the convolution may be evaluated immediately.
Applying the inverse Fourier transform one arrives at the expression,
where the real valued coecientsṽ a (x) are, v a (x) = 2π ( (v a )cos(2πax/P ) + (v a )sin(2πax/P )).
Applying convolution,
a (x)(w (x,k − aπ/P,t) − w (x,k + aπ/P,t)).
Replacing w with w h , and selecting basis function φ p (x,k) as the test function, the basic integrals to be computed are,
Note that the nonlocal nature of the operator means that the support of φ n does not need to be the same as the support of φ p to produce a nonzero result. No boundary terms arise, but integration is nonlocal, and one must calculate the coecientsṽ a (x).
The accuracy of the representation depends on the nite number of terms that one is able to aord to compute. Fortunately, many useful potentials may be accurately, even exactly represented with just a few terms. Primus inter pares: Between the special method for harmonic potentials, the convolution method, and the sinusoidal method, a wide range of potential functions, and any linear combination thereof, is available.
3. Analysis of the numerical scheme 3.1. Interpolation and approximation results We briey recall some approximation results that will be useful:
) and e be a face of Ω h with normal vector ν. If p h is a nite polynomial on Ω h there exists a constant c, not depending on Ω h , such that
Proof. See [23] .
Furthermore, for each f (x,t) ∈ H 2 (Ω) and its continuous interpolant f * P (x,t) ∈ V P ∩ C 0 (Ω), the following approximation properties hold for all t > 0 for q = 0, 1, 2:
We dene the element space
polynomial of total degree less than or equal to p}, (3.6) and denote with w * P the continuous interpolant of w in V P ∩ C 0 (Ω) (note that V P is distinct from the orthogonalized version V p P mentioned in Section 2).
Stability, consistency and L

2
-error estimates.
. Again, the weak formulation of the problem is:
In this section we will make use of the following identities: for all functions f ∈ V P , it
where e denotes a general face, and the integration by parts formula is,
We briey recall a result proven in [22] ,
and w ∈ C ([0,∞),H) be the unique mild solution to (1.1) with initial data w I ∈ H. There exists a constant c, that depends only on the dimension d, such that,
(3.10)
For the estimates below, we need the following Lemma, that is a direct consequence of Theorem 3.1 for bounded domains Ω ⊂ R 2d :
where c |Ω| := c V 0 W 1 ∞ (Ω) Vol(Ω), and c depends only on the dimension d. Proof. This is a direct consequence of (3.10).
The consistency and stability of the scheme are proved in the following theorem: Theorem 3.2. Let w h (t) be the semi-discrete solution on V P to (3.7). For all T > 0 it holds
where c |Ω| is a positive constant dened as in Lemma 3.2. Proof. Use ψ h = w h as the test function in (3.7). Using (3.9) we get:
Identity (3.8) applied to the boundary terms on the interior edges leads to,
The pseudo dierential operator can be bounded using Lemma 3.2, and the inequalities above imply that
The thesis follows from Gronwall's lemma. Theorem 3.3. Let w h (t) be the semi-discrete solution in V P to (3.7) for t > 0, and assume that
where c |Ω| is a positive constant dened as in Lemma 3.2. Proof. We consider the dierence in the weak formulation for the functions w and w h , after decomposing the error w − w h into w − w h = η − ξ with η := w h − w * P and ξ = w − w * P , where w * P is the interpolant of w in V P . It holds that,
We choose the test function ψ = η, and employ the same calculations as in the previous lemma. Also, due to the continuity of ξ, [ξ] = 0, simplifying several terms,
The combined result is,
Cauchy-Schwarz and the inverse inequality (3.3) produce the following estimates:
,Ω .
Inequality (3.1) leads to:
Finally, using (3.2) gives,
Altogether, we have,
The thesis then follows from Gronwall's lemma.
Numerical Results
The DG method described here has been implemented for d = 1. The domain was partitioned into a regular rectangular mesh. The structure of the domain,
k , makes this the natural choice, though in higher dimensions a more elaborate structure may be appropriate. To verify the numerical implementation, several tests were conducted using various potentials and dierent approximation spaces. In addition to conrming several known properties of the WFP equation, numerical tests were also performed which go beyond the scope of contemporary analysis.
Verication
The rst, and most basic tests showed that a number of subproblems contained within the WFP equation are correctly solved. Two of the tests check for convergence of the numerical solution to the time dependent solutions of the transport and heat equations with respect to mesh and basis set order. These tests were successful, achieving the expected convergence and rates.
Those initial tests were trivial in that they did not involve the pseudo-dierential operator. To test the implementation of Θ[V ], we veried that simulations converge at the proper rate to the known stationary state of the WFP problem using a harmonic potential, V (x) = x 2 /2. The tests in this subsection were carried out under the following conditions: all constants were set equal to unity, as in (1.6); the analytic steady state is The numerical implementation uses one of three dierent approaches to evaluate the pseudo-dierential operator depending on the form of the potential. The rst method examined was the "classical" approach, that replaces the pseudo-dierential with (1.5) because the potential is harmonic. columns indicate the absolute value of the dierence between the data in columns two and four and a best t linear relationship between the functions log(N ) and log(err).
The slope of these linear relationships is listed at the top of each column. The small values in these columns indicate linear behavior, that is, exponential convergence to the analytic steady state as the mesh is rened.
In the case of the harmonic potential, the steady state is unique, so we repeated some of the calculations above with dierent initial data. One example is a combination of three Gaussians centered about the origin,
Convergence is depicted in Figure 4 .1, a plot of charge density, ρ(x,t) =´w(x,k,t)dk, as a function of x and t. Since density is a projection of the solution onto x and t, w I initially appears to have only two centers due to a symmetry, which is immediately broken as the three centers spiral around the origin. That the steady state achieved in this calculation is indeed µ is shown in Figure 4 .2, labelled "72 three num." 
(Ω) are reported in columns two and four. These values decrease linearly with the log of N . The deviation between each datum and a best t linear relationship is reported in columns three and ve under "abs deviation." The slope of the best t trend is reported in the respective column header. The convergence rate, in L 2 µ , of the evolution from w I to µ is known for the harmonic potential. As noted in (1.8), w h − µ L 2 µ (Ω) will decay with rate e −σt , where σ is the largest value such that Hess(A) − σI ≥ 0. A short calculation shows that steady state was used become constant after some time, seemingly violating the bound on the convergence rate. However, this is simply a manifestation of the approximation error, µ h − µ L 2 µ . As detailed in Table 4 .1, the approximation error is reduced as the mesh is rened. When the numeric steady state is used to compute convergence, the exponential behavior is uninterrupted. Dierent initial states, exciting dierent eigenfunctions of the equation, decay with dierent rates. The line marked "72 three num" shows the convergence using the same initial state (4.3) that was used to produce To further test the "classical" implementation of the pseudo-dierential operator, several runs were performed using each of the dierent approximation spaces. The same parameters were used, but the mesh size and approximation space were varied.
The results are listed in Table 4 .2. The variable m is the number of primitive basis functions used to construct the approximation space on each cell in the mesh. Thus, there are m 2 basis functions on each cell. For the polynomial and Hermite bases, m is equal to p + 1. For the trigonometric case, the sets of primitive basis functions for m = 1, 2, and 3 are {1}, {1,cos}, and {1,cos,sin} respectively (no m = 4 trigonometric approximation space was implemented). In addition, the period of each primitive trigonometric basis function was equal to the width of its cell, in the x and k directions respectively. Thus, for m = 1 the polynomial and trigonometric approximation spaces are equivalent piecewise constant approximations. However, the restricted Hermite approximation space has more structure (explained in detail below).
The purpose of these tests was to show the eects of using various approximation spaces, and the meshes used were relatively coarse in order to magnify the dierences.
The polynomial basis is in fact optimal as N becomes large, but sub-grid resolution can be exploited on coarse meshes to boost eciency. On the coarsest meshes, mass conservation was not always achieved. The following process was used to compensate for this. The initial condition used was the analytic steady state: w I = µ. The simulation was allowed to evolve for 1000 time-steps. Then, the resulting numerical solution was re-normalized and evolved again for 1000 time-steps. This re-normalization and evolution iteration was repeated until it converged. The rst column of the table shows the mass of µ h after 1000 time-steps, revealing the extent to which mass conservation, and thus a numerical steady state, was achieved. (see for example [9] ). In our case, the variance for the Gaussian term in the Hermite functions takes into account the eects from background interactions modeled by the quantum Fokker Planck term Q F P (w).
It was also possible to produce a mass conservative result on a 2 × 2 mesh with up to third order Hermite functions. At this extreme, the method is almost a spectral solver in a cut-o domain (while not eigenfunctions, Hermite functions are closely related to the actual eigenfunctions for this particular case). Table 4 .2. A calculation on relatively coarse grids shows the eect of various approximations spaces. The left column reports the mass of the numerical steady state after 1000 timesteps, an indication of just how numerically steady the state actually is. The error values reported are µ h − µ L 1 (Ω) . The value m is the number of primitive basis functions used to construct each approximation space.
Calculations for perturbations of the harmonic potential
The next challenge is to verify the implementation of the convolution based methods for evaluating the pseudo-dierential operator acting on the perturbation potential, where the only (non-trivial) analytic solution is for the harmonic potential. There is already a good approach for harmonic potentials, and because the inverse Fourier transform of the harmonic potential is a distribution, it is not possible to simply insert it into the convolution based numerical calculations used to evaluate Θ[V ](w).
However, the harmonic potential can be approximated locally, i.e., everywhere within the cut-o domain, by a simple combination of sinusoidal functions. In all subsequent calculations the basis used is V 1 P , the piecewise linear polynomial basis. We stress that we have found this is the most ecient one to use for ner meshes.
Small sinusoidal perturbations The method for evaluating Θ[V ](w),
where the potential consists of sinusoidal functions, (2.10), was therefore tested by showing that a sequence of non-harmonic potentials converging locally to V (x) = x 2 /2 produces a sequence of stationary states which converge to the stationary state of the 
The parameters used were the same as those used to produce 
Particle in a box
The nal method for evaluating the pseudodierential operator which needs to be tested is the explicit convolution method, (2.9).
This test was qualitative, and similar to the well known "particle in a box" problem. The potential is pictured in the inset in Figure 4 .4 and has three deep wells, at the origin and near ±2π. In this case, the initial state was a Gaussian concentrated about a The numerical solution to the (quasi) "particle in a box" problem after 50,000 timesteps. The potential consists of low barriers placed at x = ±4 and high barriers at x = ±10. Most, but not all of the solution is contained by the low barriers. When the calculation was stopped, the solution was leaking slowly from the central bin [−4,4] into the adjacent bins [−10,−4.1] and [4.1,10] .
large positive value of x and negative value of k to give it a rapid initial motion toward the origin. A projection of the initial state onto the x axis is also provided in the inset to state, it is clear that it has settled into a persistent asymmetric conguration. By the symmetry in the equation itself, given initial data which is symmetric with respect to this potential, the solution will remain symmetric. This was conrmed by further simulations. Given that a stationary state to this linear problem does indeed exist, the asymmetric result of the calculation is most likely a metastable state, and that the relaxation of this state to a symmetric steady state occurs on a timescale much longer than the interval covered by the calculation.
Conclusion
The utility of the DG method developed here for the WFP equation has been demonstrated through analytic estimates and numerical experiments. The stability and convergence of the scheme were established in Section 3, and numerical simulation was used to conrmed analytic properties of the WFP equation in Section 4. The main challenge was to produce an accurate and practical treatment of the pseudodierential term. The methods described in Section 2 do this in a manner that falls neatly into the DG formalism, and a wide range of potential functions may be treated.
Linear combinations of harmonic, sinusoidal, and step functions were demonstrated, and it is clear how to apply the method to Gaussian and other families of potential functions. Essentially, the method was developed by applying the Fourier transforms, which arise from the Wigner transform, to the potential function. On the other hand, one might have applied the Fourier transforms to basis functions. This would be preferable from the point of view that one is free to choose a particular basis, but the potential is dictated by physics. This approach was considered, but has a number of deleterious eects. Perhaps the most harmful is that the compact support of the basis functions is not preserved.
The estimates and calculations presented here apply to a wide range of approximation spaces, and do not rely on a basis of polynomials. However, following the approach outlined in [28] , the estimates obtained are still in the style of estimates for traditional polynomial approximation spaces. It is therefore possible to make comparisons using familiar concepts which apply to the polynomial case. The numerical simulations presented here demonstrated that the use of non-polynomial approximation spaces is possible, but did not extensively explore the possibilities oered by this 
