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EXISTENCE AND NON-EXISTENCE RESULTS FOR THE HIGHER ORDER
HARDY–HE´NON EQUATION REVISITED
QU ´ˆOC ANH NGOˆ∗ AND DONG YE
ABSTRACT. This paper is devoted to studies of non-negative, non-trivial (classical, punc-
tured, or distributional) solutions to the higher order Hardy–He´non equations
(−∆)mu = |x|σup
in Rn with p > 1. We show that the condition
n− 2m−
2m+ σ
p− 1
> 0
is necessary for the existence of distributional solutions. For n ≥ 2m and σ > −2m,
we prove that any distributional solution satisfies an integral equation and a weak super
polyharmonic property. We establish some sufficient conditions for punctured or classical
solution to be a distributional solution. As application, we show that if n ≥ 2m and
σ > −2m, there is no non-negative, non-trivial, classical solution to the equation if
1 < p <
n+ 2m+ 2σ
n− 2m
.
At last, we prove that for for n > 2m, σ > −2m and
p ≥
n+ 2m+ 2σ
n− 2m
,
there exist positive, radially symmetric, classical solutions to the equation.
1. INTRODUCTION
In this note, we are interested in non-negative, non-trivial solutions to the following
higher order elliptic equation
(−∆)mu = |x|σup. (1.1)σ
in Rn with m ≥ 2, p > 1 and σ ∈ R. Traditionally, the equation (1.1)σ with m = 1 is
called the He´non (resp. Hardy or Lane–Emden) equation if σ > 0 (resp. σ < 0 or σ = 0).
In the same way, form > 1, we call (1.1)σ the higher order He´non, Hardy, or Lane–Emden
equation following the sign of σ. Since we are mostly interested in σ 6= 0 andm ≥ 2, we
shall call (1.1)σ the higher order Hardy–He´non equation.
In the literature, equations of the form (1.1)σ have captured a lot of attention in the last
decades, since they can be seen from various geometric and physics problems. To tackle
(1.1)σ , various type of solutions were introduced and studied such as classical solutions,
weak solutions, distributional solutions, singular solutions etc. For the reader’s conve-
nience, let us precise the notion of solutions that we are interested in here. First, a function
u is called a classical solution to (1.1)σ if it belongs to the class
C2m(Rn) if σ ≥ 0, C(Rn) ∩ C2m(Rn \{0}) if σ < 0;
hence the equation (1.1)σ is verified pointwisely except eventually at x = 0 if σ < 0.
Second, often we can drop the definition of u at the origin, namely we only require that
u ∈ C2m(Rn \{0}).
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In this case, u is called a punctured solution to (1.1)σ . A typical example of punctured
solutions is the standard singular solution to (1.1)σ in the formC0|x|
−θ for suitable p > 1,
σ > −2m and C0 > 0. Here and after, the constant θ is as follows
θ :=
2m+ σ
p− 1
(1.2)
which, as we shall see, play an important role in the work. At last, we call u a distribu-
tional solution to (1.1)σ if
u ∈ L1loc(R
n), |x|σup ∈ L1loc(R
n),
and (1.1)σ is satisfied in the sense of distributions, that is,∫
Rn
u(−∆)mϕ =
∫
Rn
|x|σupϕ, ∀ ϕ ∈ C∞0 (R
n).
In the literature, a distributional solution is sometimes called very weak solution to dis-
tinguish with weak solutions belonging to suitable Sobolev space required by variational
approach. To avoid repetition, let us presume throughout this paper that
by a solution u, we always mean that u is non-negative and non-trivial.
Now let us briefly go through some literature review for classical and punctured so-
lutions to the equation (1.1)σ. There are two important numbers, pS(m,σ) and pC(m,σ)
associated with (1.1)σ , called respectively the critical Sobolev and Serrin exponents, which
are given by
pS(m,σ) =

n+ 2m+ 2σ
n− 2m
if n > 2m,
+∞ if n ≤ 2m,
and
pC(m,σ) =

n+ σ
n− 2m
if n > 2m,
+∞ if n ≤ 2m.
These critical exponents, generalizing the classical ones for the case σ = 0, are important
because the solvability of the equation (1.1)σ often changes when p passes through them.
For the autonomous case, i.e. σ = 0, the existence of classical solutions to the equa-
tion (1.1)0 is well-understood for general m. It is well-known that (1.1)0 has no classical
solution if
1 < p < pS(m, 0),
see [GS81, CLi91] for m = 1, [Lin98, Xu00] for m = 2, and [WX99] for arbitrary
m. On the other hand, if p ≥ pS(m, 0), the equation (1.1)0 always has positive classical
solutions; see for instance [GS81, Lin98, WX99, LGZ06]. For interested readers, we also
refer to [NN†18] for exhaustive existence and non-existence results of classical solutions
to∆mu = ±up inRn, with all n,m ≥ 1 and p ∈ R.
The situation σ 6= 0 is also well-known for the Laplacian. Fix m = 1, Ni proved in
[Ni82, Ni86] the existence of classical solution for p ≥ pS(1, σ) with σ > −2. Hence, we
are left with the subcritical case p < pS(1, σ). As far as we know, the subcritical case was
firstly classified by Reichel and Zou. In [RZ00], they considered a cooperative semilinear
elliptic system with a new development of the moving spheres method. Among others, the
result of Reichel and Zou indicates that (1.1)σ with m = 1 does not admit any classical
solution if 1 < p < pS(1, σ) and σ > −2; see [RZ00, Theorem 2]. The non-existence
result of Reichel and Zou was revisited by Phan and Souplet in [PS12, Theorem 1.1]; and
a new proof of non-existence of bounded solutions in the case n = 3 was provided by
using the technique introduced in [SZ96]. Recently, Guo and Wan study the case of quasi-
linear equations in [GW17]. On the other hand, as indicated by Mitidieri and Pohozaev in
[MP01, Theorem 6.1], Dancer, Du and Guo in [DDG11, Theorem 2.3] (see also Brezis and
Cabre´ [BC98]), the condition σ > −2 is necessary for the existence of punctured solutions
to (1.1)σ in the casem = 1. Thus we have a complete picture for the existence problem of
classical solutions to (1.1)σ withm = 1 and p > 1.
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For general polyharmonic situationm ≥ 2, the existence of solutions to (1.1)σ with σ 6=
0 is less understood. As above, it is natural to expect that−2m serves as a threshold for σ.
Remarkably,Mitidieri and Pohozaev confirmed this fact by showing that if σ = −2m, then
there is no punctured super-solution to (1.1)−2m for any p > 1 and any n,m ≥ 1, even
in the distributional sense; see [MP01, Theorem 9.1]. Therefore, we will always assume
σ 6= −2m throughout the paper.
There are various attempts to generalize Reichel–Zou’s result to polyharmonic operator
m > 1, see for example [CL16, DQ19] and the references there in. In the situation of
(1.1)σ , it is natural to consider the system of (u,−∆u, ..., (−∆)
m−1u). However, notice
that we cannot directly apply the non-existence result of Reichel and Zou since the sign
of intermediate (−∆)iu are unknown yet. Indeed, as remarked already in [Lin98, Xu00,
WX99] for σ = 0 case, the observation
(−∆)iu > 0 for all 1 ≤ i ≤ m− 1,
which is the so-called super polyharmonic property (SPH property for short), is essential in
the study of polyharmonic equations. If the above SHP property actually holds for classical
solutions to (1.1)σ in R
n \{0}, then we can apply the non-existence result in [RZ00] to
get a Liouville result for classical solutions to (1.1)σ for σ > −2.
From now on, we shall refer the above pointwise estimate as the strong SPH property to
distinguish with a weak version to be precised later. Technically, the strong or weak SPH
property serves an important tool as a kind of maximum principle which usually lacks due
to polyharmonic operator. In a series of papers starting from [CLi13], Chen, Li and their
collaborators proposed an interesting approach to study polyharmonic equations. They
showed that one can transfer a differential equation to a suitable integral equation if the
strong SPH property is valid. More precisely, the SPH property, if holds, is crucial in order
to transform (1.1)σ into the integral equation (for n > 2m)
u(x) = C(2m)
∫
Rn
|y|σup(y)
|x− y|n−2m
dy
by using Chen–Li’s trick. Here C(α) denotes
C(α) := Γ
(n− α
2
)[
2απn/2Γ
(α
2
)]−1
, ∀ 0 < α < n, (1.3)
and Γ is the Riemann Gamma function. Therefore, in order to study (1.1)σ, it is tempting
to understand the strong SPH property of solutions, at least for the full range σ > −2m.
To the best of our knowledge, the first work considering the strong SPH property to
classical solutions to (1.1)σ with σ 6= 0 is due to Lei [Lei13, Theorem 2.1] in which the
case −2 < σ ≤ 0 was examined. The case σ ≥ 0 was studied by Fazly, Wei and Xu in
[FWX15] for m = 2; by Cheng and Liu in [CL16] for arbitrary m ≥ 1. Recently, Dai,
Peng and Qin proved in [DPQ18] the strong SPH property for classical solutions with{
either − 2− 2p ≤ σ < 0;
or − 2m < σ < 0 and u(x) = o(|x|2) as |x| → ∞.
(1.4)
Clearly, whenm > 1 + p and without assuming u(x) = o(|x|2) at infinity, there is a gap
−2m < σ < −2− 2p
for σ, which is not covered in [DPQ18]. In other words, fixing any σ ∈ (−2m, 0) and
m ≥ 3, the previous works cannot cover the range 1 < p < 1 − σ/2. This limitation is
one of our motivations to work on (1.1)σ .
Unlike most of existing works in the literature, which were mainly concentrated on the
classical solutions, in this work we pursue a very different route. Roughly speaking, we
would like to understand more about the distributional solutions, including connections
between the three classes of solutions mentioned above.
Following this strategy, we first show a very general non-existence result for distribu-
tional solutions to (1.1)σ .
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Theorem 1.1 (Liouville result for distributional solutions). Let n,m ≥ 1, p > 1 and
σ ∈ R. If
n− 2m− θ ≤ 0, (1.5)
then (1.1)σ has no distributional solution.
Clearly, an immediate consequence of Theorem 1.1 is that under the condition σ >
−2m, if {
either n ≤ 2m
or n > 2m and 1 < p ≤ pC(m,σ),
then no distributional solution exists for (1.1)σ . As an interesting application, we obtain a
Liouville result for classical solutions in the critical case n = 2m.
Proposition 1.2. Let n = 2m ≥ 2, σ > −2m, and p > 1, then there is no classical
solution to (1.1)σ.
Notice that the Liouville result for n = 2m was already obtained in [CDQ18, Theorem
1.1] under the extra condition (1.4) when σ is negative. Our observation is that when
n = 2m and σ > −2m, any classical solution to (1.1)σ is a distributional one, see Lemma
4.4 below. Notice that for polyharmonic equationm ≥ 2, a classical solution is not always
a distributional one, see Remark 4.3 below.
Another interesting point we want to draw is that the condition n− 2m− θ > 0 is suffi-
cient and necessary for a punctured or classical solution to (1.1)σ to be also a distributional
solution; see Proposition 4.1 below.
We hope to understand more about distributional solutions to (1.1)σ. To this purpose,
we use a general approach developed in the work of Caristi, D’Ambrosio and Mitidieri
[CAM08], where the authors proposed an idea to gain the integral representation formula
for any distributional solutions to the general equation
(−∆)mu = µ
with a Radon measure µ. Following the approach developed in [CAM08], we can claim
Proposition 1.3 (integral equation). Let n > 2m, σ > −2m, and p > 1, any distributional
solution u to (1.1)σ solves the integral equation
u(x) = C(2m)
∫
Rn
|y|σup(y)
|x− y|n−2m
dy (1.6)
for almost everywhere x ∈ Rn. Here C(2m) is the constant given by (1.3).
Combining with Theorem 1.1 and Lemma 4.4 below, the above representation formula
(1.6) yields the following Liouville theorem for classical solutions to (1.1)σ, which signif-
icantly improves the existing results on this subject.
Theorem 1.4 (Liouville result for classical solutions). Let n ≥ 2m, σ > −2m, and
1 < p < pS(m,σ).
Then the equation (1.1)σ does not admit any classical solution.
Theorem 1.4 is optimal seeing Theorem 1.6 below. In view of Theorem 1.1, it is obvious
that Theorem 1.4 is not true for distributional solutions or punctured solutions to (1.1)σ ,
because of the example C0|x|
−θ with pC(m,σ) < p < pS(m,σ).
Another consequence of the representation formula (1.6) is the following result for clas-
sical solutions, which also generalizes the previous works.
Proposition 1.5 (strong SPH property). Let n > 2m, σ > −2m, and p ≥ pS(m,σ). Then
any classical solution u to (1.1)σ enjoys the strong SPH property, namely
(−∆)m−iu > 0 in Rn \{0} (1.7)
for any 1 ≤ i ≤ m− 1. Moreover, u is positive in Rn.
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Following the argument leading to the proof of Proposition 1.5, the strong SPH property
(1.7) actually holds for any p > 1. However, in view of Theorem 1.4, it is not necessary to
treat the case 1 < p < pS(m,σ).
In section 6, we will show a result on strong SPH property more general than Proposi-
tion 1.5 above, by using completely different arguments; see Theorem 6.1 below. A quick
consequence of this more general SPH property indicates that (1.7) still holds for some
σ < −2m.
Now we turn our attention to the case p ≥ pS(m,σ) with necessarily n > 2m. In this
regime, we shall establish the following existence result.
Theorem 1.6 (existence for classical solutions). Let n > 2m and σ > −2m. For any
p ≥ pS(m,σ), the equation (1.1)σ always admits radial positive classical solutions.
As can be easily recognized, the existence result in Theorem 1.6 consists of two cases:
p = pS(m,σ) and p > pS(m,σ). For the former situation, the result is well-known since it
is related to the existence of optimal functions for higher order Hardy-Sobolev inequality;
see [Lio85, Section 2.4].
For the later case, as mentioned earlier, it is a natural generalization of a classical result
in [Ni86] form = 1. To obtain such an existence result, Ni first used a fixed point argument
to obtain a local solution, and followed an interesting comparison argument to realize that
such a solution is indeed a global one. Form = 2 and σ = 0, it was obtained in [GG06],
where shooting method was applied with suitable∆u(0). To ensure that such a solution is
actually global, the authors used a comparison principle for polyharmonic operator given
in [MR03]. The existence result with arbitrarym ≥ 1 was proved in [LGZ06] for σ = 0
and p > pS(m, 0). The case σ > −2 and p > pS(m,σ) could be covered by Villavert’s
approach in [Vil14]; see also [LV16]. As far as we know, there is no general proof for
m ≥ 2 and σ > −2m.
Our paper is organized as follows:
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2. PRELIMINARIES
Throughout the paper, by BR we mean the Euclidean ball with radius R > 0, centered
at the origin. For brevity, the following notation for volume and surface integrals shall be
used: ∫
BR
v :=
∫
BR
v(x)dx,
∫
∂BR
w :=
∫
∂BR
w(x)dσx.
Since our approach is based on integral estimates, frequently we make use the following
cut-off function: Let ψ be a smooth radial function satisfying
1B1 ≤ ψ ≤ 1B2 . (2.1)
We use also the following convention: for any function f
∆k/2f =
{
∆k/2f if k is even,
∇∆(k−1)/2f if k is odd.
In this section, we establish several elementary estimates. We start with Lp-estimate for
distributional and punctured solutions. Such estimates can be called Serrin–Zou type esti-
mates; see [SZ96].
Lemma 2.1. Let p > 1 and u be a distributional solution to (1.1)σ , then we have∫
BR
|x|σup . Rn−2m−θ, for any R > 0.
Proof. Let R > 0 and consider the following function
φR(x) =
[
ψ
( x
R
)]q
,
where q := 2mp/(p− 1). Clearly
|∆mφR(x)| . R
−2m
[
ψ
( x
R
)]q−2m
= R−2mφ1/pR .
Testing the equation (1.1)σ with the smooth function φR, we obtain∫
Rn
|x|σupφR =
∫
Rn
u(−∆)mφR
≤
∫
B2R\BR
u
∣∣(−∆)mφR∣∣ . R−2m ∫
B2R\BR
uφ
1/p
R .
Keep in mind that in B2R\BR there holds
|x|−
σ
p−1 ≤
{
(2R)−
σ
p−1 if σ ≤ 0,
R−
σ
p−1 if σ > 0.
Now application of Ho¨lder’s inequality gives∫
B2R\BR
uφ
1/p
R ≤
(∫
B2R\BR
|x|−
σ
p−1
)(p−1)/p( ∫
B2R\BR
|x|σupφR
)1/p
. R
n(p−1)−σ
p
( ∫
B2R\BR
|x|σupφR
)1/p
. R
n(p−1)−σ
p
( ∫
B2R
|x|σupφR
)1/p
.
Hence ∫
B2R
|x|σupφR . R
n− 2mp+σp−1 = Rn−2m−θ
for any R > 0 as claimed. 
With exactly the same idea but a different cut-off function
1B2\B1 ≤ ξ ≤ 1B3\B1/2
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instead of ψ, we get the following estimate for punctured solutions, so we omit the proof.
Lemma 2.2. Let u be a punctured solution to (1.1)σ with p > 1, then∫
B2R\BR
|x|σup . Rn−2m−θ, for any R > 0.
Next we will prove an L1-estimate for any ∆iu on BR with 1 ≤ i ≤ m − 1. To this
aim, we make use of the following interpolation inequality on BR.
Lemma 2.3. Let u be a non-negative function such that u ∈ L1loc(R
n) and ∆mu ∈
L1loc(R
n). Then∆iu ∈ L1loc(R
n) for any 1 ≤ i ≤ m− 1. Furthermore, we have∫
BR/2
|∆iu| . R2m−2i
∫
BR
|∆mu|+R−2i
∫
BR\BR/2
u (2.2)
for any R > 0.
Proof. The fact∆iu ∈ L1loc(R
n) for any 1 ≤ i ≤ m− 1 is standard. For any R > 0,
consider the equation ∆mv = ∆mu in BR with the Navier boundary conditions.
Then v ∈ W 2m+1,q(BR) for suitable q > 1. Moreover, v − u is a polyharmonic
function, hence smooth in BR; see [Mit18]. Therefore, ∆
iu is locally integrable in
BR for any 1 ≤ i ≤ m− 1. More precisely, if R = 1, there exists C > 0 such that
m−1∑
i=1
∫
B3/4
|∆iuk| < C
( ∫
B1
|∆muk|+
∫
B1
|uk|
)
. (2.3)
Nowwemove to (2.2). By a density argument, it suffices to establish the inequality
for u ∈ C2m(BR). By a simple scaling argument, it suffices to consider the case
R = 1, namely, we wish to prove
m−1∑
i=1
∫
B1/2
|∆iu| .
∫
B1
|∆mu|+
∫
B1\B1/2
|u|
for any u ∈ C2m(B1). If the above claim was wrong, there would exist a sequence
(uk) ∈ C
2m(B1) such that
m−1∑
i=1
∫
B1/2
|∆iuk| > k
( ∫
B1
|∆muk|+
∫
B1\B1/2
|uk|
)
, ∀ k ∈ N.
Seeing (2.3), there holds∫
B1
|∆muk|+
∫
B1
|uk| >
k
C
(∫
B1
|∆muk|+
∫
B1\B1/2
|uk|
)
.
Clearly, we can assume that ‖uk‖L1(B1/2) = 1 by scaling. Hence we get, for large k
1 =
∫
B1/2
|uk| ≥
k
C
(∫
B1
|∆muk|+
∫
B1\B1/2
|uk|
)
. (2.4)
Again using (2.3) and standard elliptic estimates, (uk) is bounded in W
2m,1(B5/8).
Therefore, up to a subsequence, uk converges weakly to some u∗ ∈W 2m−1,q(B5/8)
for 1 < q < n/(n−1). Applying Sobolev’s compact embedding and (2.4), u∗ enjoys∫
B1/2
|u∗| = 1,
∫
B5/8\B1/2
|u∗| = 0, ∆mu∗ = 0 in B5/8.
In particular, u∗ is polyharmonic hence real analytic in B5/8. The fact u∗ = 0 in
B5/8\B1/2 yields then u∗ ≡ 0 in B5/8. However, this is impossible since there holds
‖u∗‖L1(B1/2) = 1. So we are done. 
A direct consequence of the interpolation formula (2.3) is the L1-estimate for∆iu with
1 ≤ i ≤ m− 1.
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Lemma 2.4. Let u be a distributional solution to (1.1)σ in R
n with p > 1. Then we have
∆iu ∈ L1loc(R
n) and ∫
BR
|∆iu| . Rn−2i−θ
for any R > 0 and any 1 ≤ i ≤ m.
Proof. Since u is a distributional solution to (1.1)σ , we know that u ∈ L
1
loc(R
n) and
∆mu ∈ L1loc(R
n). The case i = m is given by Lemma 2.1. Let 1 ≤ i ≤ m− 1, we
can apply Lemma 2.3 to see that∆m−iu ∈ L1loc(R
n) and∫
BR
|∆m−iu| . R2i
∫
B2R
|x|σup +R2i−2m
∫
B2R\BR
u.
As in the proof of Lemma 2.1, we can use Ho¨lder’s inequality to claim∫
B2R\BR
u . R
n(p−1)−σ
p
( ∫
B2R
|x|σup
)1/p
.
Finally, Lemma 2.1 permits to conclude the proof. 
Remark 2.5. It is important to note that we do not assume any condition on n, m or the
value of σ in Lemmas 2.1– 2.4 above.
3. LIOUVILLE RESULT FOR DISTRIBUTIONAL SOLUTIONS
We prove here Theorem 1.1, namely, under the condition (1.5), the equation (1.1)σ does
not have any distributional solution.
Proof of Theorem 1.1. Recall the condition (1.5): n−2m−θ ≤ 0. If n−2m−θ < 0,
the desired result simply follows from Lemma 2.1. Therefore, we are left with the case
n− 2m− θ = 0. In this scenario, Lemma 2.1 gives∫
Rn
|x|σup < +∞.
In particular, there holds
lim
R→+∞
∫
B2R\BR
|x|σup = 0.
To derive a contradiction, we take a closer look at the proof of Lemma 2.1. More
precisely, the following estimate∫
BR
|x|σup . R−2m
∫
B2R\BR
uφ
1/p
R . R
−2m+n(p−1)−σp
(∫
B2R\BR
|x|σupφR
)1/p
remains valid. As now
−2m+
n(p− 1)− σ
p
=
p− 1
p
(n− 2m− θ) = 0,
Sending R → +∞, we get u ≡ 0 almost everywhere. The proof of Theorem 1.1 is
now complete. 
Now we examine the condition (1.5) in detail. In the case σ > −2m, (1.5) is fulfilled if
either n ≤ 2m; or n > 2m and a 1 < p ≤ pC(m,σ) holds. Indeed, for n > 2m and p > 1,
p > pC(m,σ) ⇐⇒ n− 2m− θ > 0.
Hence, it remains is to understand if a distributional solution exists when n > 2m and
p > pC(m,σ). The answer is easily positive, which means the sharpness of the threshold
pC(m,σ) under the condition σ > −2m, for the existence of distributional solutions to
(1.1)σ .
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Mote precisely, a simple calculation shows that inRn \{0},
(−∆)m(|x|−θ) =
m−1∏
k=0
(θ + 2k)×
m∏
k=1
(n− 2k − θ)|x|σ|x|−θp. (3.1)
Since θ > 0 if σ > −2m and p > 1, the first product term is positive. As n− 2m− θ > 0,
the second product term is also positive. Thus, there exists C0 > 0 such that C0|x|
−θ is
a punctured solution to (1.1)σ . Using direct verification, or Proposition 4.1 below, we can
check that C0|x|
−θ is also distributional solution to (1.1)σ if σ > −2m and p > pC(m,σ).
4. FROM PUNCTURED OR CLASSICAL SOLUTION TO DISTRIBUTIONAL SOLUTION
We consider here the relationship between the three different types of solutions. Obvi-
ously, a classical solution is always a punctured solution. As we will soon see, for polyhar-
monic casem ≥ 2, a classical solution to (1.1)σ is not always a distributional solution. The
following result provides a simple criterion to guarantee that any punctured (or classical)
solution to (1.1)σ is a distributional one.
Proposition 4.1. Suppose that n,m ≥ 1, p > 1, and σ ∈ R. Then a punctured solution u
to (1.1)σ is also a distributional solution to (1.1)σ if and only if
n− 2m− θ > 0. (4.1)
The same result also holds true for classical solutions.
Proof. Seeing Theorem 1.1, we need only to prove that (4.1) is a sufficient condi-
tion. Let u be a punctured solution to (1.1)σ , to prove u ∈ L
1
loc(R
n) and |x|σup ∈
L1loc(R
n), we need only to show that u and |x|σup belong to L1(B1). First we verify
|x|σup ∈ L1(B1). For any R > 0, thanks to Lemma 2.2, there holds∫
B2R\BR
|x|σup . Rn−
2mp+σ
p−1 = Rn−2m−θ.
If n− 2m− θ > 0, using Rk = 2
−k and summing, we get readily |x|σup ∈ L1(B1).
Now, we prove u ∈ L1(B1). Note that the conditions n− 2m− θ > 0 and p > 1
imply immediately σ < n(p− 1), there are two possible situations:
Case 1. If σ ≤ 0, from |x|σup ∈ L1(B1) we immediately get u
p ∈ L1(B1), and so
is u, as p > 1.
Case 2. If 0 < σ < n(p− 1), then by Ho¨lder’s inequality we have∫
B1
u ≤
( ∫
B1
|x|−
σ
p−1
)(p−1)/p(∫
B1
|x|σup
)1/p
< +∞,
proving u ∈ L1(B1) as claimed.
Now we check that u solves (1.1)σ in the sense of distributions, equivalently∫
Rn
u(−∆)mϕ =
∫
Rn
|x|σupϕ (4.2)
holds for any ϕ ∈ C∞0 (R
n). Indeed, for each 0 < ǫ ≪ 1, consider the following
cut-off function
φǫ(x) =
[
1− ψ
(x
ǫ
)]q
,
where q = 2mp/(p− 1) and ψ is a standard cut-off function satisfying (2.1). Clearly,
φǫ(x) = 0 if |x| ≤ ǫ and φǫ(x) = 1 if |x| ≥ 2ǫ. Moreover, there hold |∇
kφǫ| ≤ Cǫ
−k
for all 1 ≤ k ≤ 2m, thanks to q > 2m. Using the test function φǫϕ ∈ C
∞
0 (R
n \{0})
to (1.1)σ , we have∫
Rn
φǫϕ|x|
σup =
∫
Rn
u(−∆)m(φǫϕ) =
∫
Rn
u
[
φǫ(−∆)
mϕ+Φǫ
]
,
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where the term Φǫ enjoys
|Φǫ| .
2m∑
k=1
|∇kφǫ||∇
2m−kϕ| .
2m∑
k=1
ǫ−k . ǫ−2m.
Note that |∇kφǫ| ≡ 0 outside B2ǫ\Bǫ for any k ≥ 1, so is |Φǫ|. Hence, we easily get∣∣∣ ∫
Rn
uΦǫ
∣∣∣ . ǫ−2m ∫
B2ǫ\Bǫ
u
. ǫ−2mǫ
n(p−1)−σ
p
(∫
B2ǫ\Bǫ
|x|σup
)1/p
. ǫn−2m−θ.
Here Lemma 2.2 is appied for the last inequality. Therefore,∫
Rn
φǫϕ|x|
σup =
∫
Rn
uφǫ(−∆)
mϕ+O
(
ǫn−2m−θ
)
.
Since |x|σup ∈ L1loc(R
n), u ∈ L1loc(R
n), ϕ ∈ C∞0 (R
n), and φǫ → 1 a.e. as
ǫ → 0+, we can apply the dominated convergence theorem to conclude (4.2). This
completes the proof for punctured solutions to (1.1)σ .
As any classical solution to (1.1)σ is also a punctured solution to (1.1)σ , the same
conclusion is valid for classical solutions. 
We should mention that when m = 1, no punctured solution exists if n − 2 − θ ≤ 0.
Indeed, for σ ≤ −2, [MP01, DDG11] proved the non-existence for any p > 1; while for
σ > −2, it is showed in [GHY18, Theorem 4.1] that no solution exists in any exterior
domain if 1 < p ≤ pC(1, σ); see also [AGQ16] for σ = 0. To conclude, we have the
following fact form = 1.
Corollary 4.2. Suppose that n ≥ 1, m = 1, p > 1, and σ ∈ R. Then any punctured
solution to (1.1)σ is also a distributional solution to (1.1)σ.
The situation is however completely different for polyharmonic equationm ≥ 2, which
shows a notable difference. Recall that when σ > −2m, the inequality n − 2m − θ < 0
is equivalent to 1 < p < pC(m,σ). In view of (3.1), the function |x|
−θ yields a punctured
solution to (1.1)σ if and only if
m−1∏
k=0
(θ + 2k)×
m∏
k=1
(n− 2k − θ) > 0. (4.3)
As θ > 0 in this case, and n− 2m− θ < 0, it suffices to select p ∈ (1, pC(m,σ)) such that
m−1∏
k=1
(n− 2k − θ) < 0.
Apparently, this can occur for anym ≥ 2. For example, whenm ≥ 3, a possible choice of
p > 1 is as follows (with n > 2m− 4)
n− 2m+ 2− θ < 0 < n− 2m+ 4− θ, i.e.
n+ 4 + σ
n− 2m+ 4
< p <
n+ 2 + σ
n− 2m+ 2
;
while for n ≥ m = 2, we can choose
n− 2m+ 2− θ < 0, i.e. 1 < p <
n+ 2 + σ
n− 2
.
Another interesting remark is that even for σ < −2m and m ≥ 2, there exist still p > 1
satisfying (4.3) so that C0|x|
−θ remains a punctured solution to (1.1)σ . This makes a big
contrast with the non-existence result in [MP01, DDG11] for m = 1 and σ ≤ −2. For
example, let n ≥ m = 2, (4.3) is satisfied by θ < −2, which means that
4 + σ
p− 1
< −2, p > 1, i.e. 1 < p <
2 + σ
−2
, σ < −4.
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Remark 4.3. Notice that with θ < 0, a punctured solution C0|x|
−θ is in fact a classical
solution to (1.1)σ. If we take for example n = 5, m = 3 and θ ∈ (−1, 0), then the
condition (4.3) holds true. However, the corresponding classical solution C0|x|
−θ does
not satisfy (1.1)σ in the sense of distribution, since n− 2m− θ < 0.
We end this section by showing another sufficient condition of different nature, which
ensures also that a classical solution is a distributional one.
Lemma 4.4. Let u be a classical solution to (1.1)σ with p > 0 and σ > −n. Suppose that
u is of class Ck at the origin and n − 2m + k ≥ 0 for some k ≥ 0, then u is a also a
distribution solution. In particular, if n ≥ 2m, σ > −2m, any classical solution of (1.1)σ
is a distributional one.
Proof. We use notations similar to that in the proof of Proposition 4.1. Clearly, u ∈
L1loc(R
n), and there holds |x|σup ∈ L1loc(R
n) since σ > −n. Hence we are left with
the verification of the integral identity (4.2). Notice that we can assume k ≤ 2m− 1
as n ≥ 1. Using integration by parts,∫
Rn
φǫϕ(−∆)
mu = (−1)m−k
∫
Rn
∆k/2u∆m−k/2(φǫϕ)
= (−1)m−k
∫
Rn
[
∆k/2u− (∆k/2u)(0)
]
∆m−k/2(φǫϕ).
Since∆m−k/2(φǫϕ) = φǫ∆m−k/2ϕ+Φǫ for some Φǫ, we obtain then∫
Rn
φǫϕ|x|
σup = (−1)m−k
∫
Rn
[
∆k/2u− (∆k/2u)(0)
][
φǫ∆
m−k/2ϕ+Φǫ
]
.
Thanks to the continuity of∆k/2u at the origin and the estimate |Φǫ| . ǫ
k−2m
1B2ǫ\Bǫ ,
there holds ∣∣∣∣∫
Rn
[
∆k/2u− (∆k/2u)(0)
]
Φǫ
∣∣∣∣ ≤ oǫ(1)× ǫn−2m+k,
which goes to zero as ǫ→ 0, because n− 2m+ k ≥ 0. Tending ǫ to 0, we conclude∫
Rn
ϕ|x|σup = (−1)m−k
∫
Rn
[
∆k/2u− (∆k/2u)(0)
]
∆m−k/2ϕ
= (−1)m−k
∫
Rn
∆k/2u∆m−k/2ϕ
=
∫
Rn
u(−∆)mϕ.
So we are done. 
In practice, Lemma 4.4 is quite useful since it helps us to obtain Liouville result for
classical solutions via that for distributional solutions established in Theorem 1.1. For
example, combining Lemma 4.4 with Theorem 1.1, we easily get Proposition 1.2. Indeed,
as n− 2m− θ = −θ < 0 if n = 2m, σ > −2m and p > 1, then no distributional solution
to (1.1)σ can exist.
In view of Theorem 1.4, it is natural to ask whether or not a Liouville result for classical
solutions exists if n < 2m. As far as we know, there is no such a result for m ≥ 2.
However, by using Lemma 4.4, we can conditionally obtain such a result.
Corollary 4.5. Let 2 ≤ n < 2m, σ > −2m, and p > 1. Then there is no classical solution
to (1.1)σ , which is of class C
2m−n at the origin, in particular, the equation (1.1)σ has no
solution in C2m−2(Rn) ∩ C2m(Rn \{0}).
5. INTEGRAL EQUATION AND THE WEAK SPH FOR DISTRIBUTIONAL SOLUTIONS
In this section, we establish two important properties of distributional solutions. First,
for n > 2m, σ > −2m, and p > 1, we will show that any distributional solution to the
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differential equation (1.1)σ solves the integral equation (1.6) almost everywhere. Next, we
show that any distributional solution to (1.1)σ satisfies the weak SPH property; see Propo-
sition 5.4 below. As application, we get the strong SPH property for classical solutions to
(1.1)σ , namely Proposition 1.5.
The departure point for us is the following result.
Lemma 5.1 (ring condition). Any distributional solution u to (1.1)σ with σ > −2m and
p > 1 satisfies the ring condition:
lim
R→+∞
1
Rn
∫
R≤|x−y|≤2R
u(y)dy = 0, ∀ x ∈ Rn . (5.1)
Proof. Fix any x ∈ Rn, consider R > 2|x|. Readily {y : R ≤ |x − y| ≤ 2R} ⊂
B3R\BR/2. By Ho¨lder’s inequality and Lemma 2.1, there holds∫
R≤|x−y|≤2R
u(y) ≤
∫
B3R\BR/2
u
≤
(∫
B3R\BR/2
|y|−
σ
p−1 dy
)(p−1)/p( ∫
B3R\BR/2
|y|σup(y)dy
)1/p
. R(n−
σ
p−1 )
p−1
p R
n−2m−θ
p
= Rn−θ.
Hence the distributional solution u enjoys the ring condition, thanks to θ > 0. 
Remark 5.2. Applying Lemma 2.2, the same proof shows that if σ > −2m and p > 1, any
punctured solution of (1.1)σ also satisfies the ring condition (5.1).
From the ring condition (5.1) we can apply a general result of Caristi, D’Ambrosio,
and Mitidieri to conclude that, any distributional solution u to (1.1)σ solves (1.6) almost
everywhere; see [CAM08, Theorem 2.4]. However, only the proof form = 2was provided
in [CAM08], and we are not convinced that (1.6) holds for all Lebesgue points of u, as
claimed in [CAM08]. We show here a detailed proof for allm, for the sake of completeness
and the reader’s convenience.
Let us first introduce some notations. Denote
G
ǫ(x) =
( 1
ǫ2 + |x|2
)n−2m
2
and Uq(x) =
( 1
1 + |x|2
)q
with ǫ, q > 0.
We shall use the test function
ϕ(x) = φR(x)G
ǫ(x) = ψ
( x
R
)
G
ǫ(x), R, ǫ > 0; (5.2)
where ψ is a cut-off function satisfying (2.1). We need also some estimate for (−∆)mGǫ.
Toward a precise computation of this term, we use the following auxiliary result.
Lemma 5.3. There holds
(−∆)mUq = 2
m
m−1∏
k=0
(q + k)
m∏
k=1
(n− 2k − 2q)Uq+m
+
m−1∑
i=1
2m+i
(
m
i
)m+i−1∏
k=0
(q + k)
m∏
k=i+1
(n− 2k − 2q)Uq+m+i
+ 22m
2m−1∏
k=0
(q + k)Uq+2m.
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Proof. A direct calculation gives
−∆Uq(x) = 2q
[
n(1 + |x|2)− 2(q + 1)|x|2
(1 + |x|2)q+2
]
= 2q(n− 2− 2q)Uq+1(x) + 4q(q + 1)Uq+2(x).
Hence, the proof follows by induction on q. We omit its details. 
Having all the notations above, we can proceed now the proof of Proposition 1.3.
Proof of Proposition 1.3. To prove (1.6) for a fixed point x, it suffices to verify that
u(x) = C(2m)
∫
Rn
|x− y|σup(x− y)
|y|n−2m
dy. (5.3)
Here the constant C(2m) is given by (1.3). Testing our equation
(−∆)mu(x− y) = |x− y|σup(x− y)
with φRG
ǫ given by (5.2), integration by parts yields∫
Rn
|x− y|σup(x− y)φR(y)G
ǫ(y)dy =
∫
Rn
u(x− y)(−∆)m
(
φRG
ǫ
)
(y)dy
=: Iǫ1 + I
ǫ
2,
where
Iǫ1 =
∫
Rn
u(x− y)φR(y)(−∆)
m
G
ǫ(y)dy.
Using the notationUq as in Lemma 5.3, we see thatG
ǫ(y) = ǫ2m−nUn−2m
2
(y/ǫ) and
(−∆)mGǫ(y) = ǫ−n22m
2m−1∏
k=0
(n− 2m
2
+ k
)
Un+2m
2
(y
ǫ
)
= ǫ−n22m
Γ
(
n+2m
2
)
Γ
(
n−2m
2
)Un+2m
2
(y
ǫ
)
.
Clearly,∫
Rn
ǫ−nUn+2m
2
(y
ǫ
)
dy =
∫
Rn
Un+2m
2
(y)dy
= |Sn−1|
∫ +∞
0
( 1
1 + r2
)n+2m
2
rn−1dr
=
2πn/2
Γ
(
n
2
) Γ(n+2m2 − n2 )Γ(n2 )
2Γ
(
n+2m
2
) = πn/2Γ(m)
Γ
(
n+2m
2
) .
So we can rewrite Iǫ1 as follows
Iǫ1 =
∫
Rn
u(x− y)φR(y)(−∆)
m
G
ǫ(y)dy
= 22m
Γ
(
n+2m
2
)
Γ
(
n−2m
2
) ∫
Rn
u(x− ǫy)φR(ǫy)Un+2m
2
(y)dy
= 22m
Γ
(
n+2m
2
)
Γ
(
n−2m
2
)(f ∗ gǫ)(x),
with f(z) = u(z)φR(x− z) ∈ L
1(Rn) and gǫ(z) = ǫ
−nUn+2m
2
(z/ǫ). By definition,
it is clear that the least decreasing radial majorant of Un+2m
2
is integrable, i.e.∫
Rn
[
sup
|x|≥|y|
Un+2m
2
(x)
]
dy =
∫
Rn
Un+2m
2
(y)dy < +∞.
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Therefore, we can apply [Ste70, Theorem 2(b)] to claim that
lim
ǫ→0+
Iǫ1 = 2
2mΓ
(
n+2m
2
)
Γ
(
n−2m
2
)u(x)φR(0)∫
Rn
Un+2m
2
(y)dy =
1
C(2m)
u(x) (5.4)
for almost everywhere x. On the other hand, as u ∈ L1loc(R
n), letting ǫ→ 0+ gives
lim
ǫ→0+
Iǫ2 =
∫
B2R\BR
u(x− y)L(φR)(y)dy,
where L is the operator defined by
L : φ 7→ (−∆)m(φG0)− φ(−∆)mG0 = (−∆)m(φG0), in Rn \{0},
withG0(x) = |x|2m−n. Observe that
φRG
0(x) = R2m−n(ψG0)(x/R),
we easily get L(φR) = R
−nL(ψ)(x/R), hence
|L(φR)| ≤ CR
−n
1B2R\BR ,
where C is a constant independent of R > 0. Consequently,∣∣ lim
ǫ→0+
Iǫ2
∣∣ ≤ CR−n ∫
B2R\BR
u(x− y)dy. (5.5)
Finally, for a.e. x and for any R > |x|, tending ǫ to 0+, using (5.4)–(5.5) and the
proof of Lemma 5.1, we conclude that∫
Rn
G
0(y)|x − y|σup(x− y)φR(y)dy =
1
C(2m)
u(x) +O
(
R−θ
)
Rր+∞.
Sending now R→ +∞, we just proved
u(x) = C(2m)
∫
Rn
G
0(y)|x − y|σup(x− y)dy
for a.e. x. This completes the proof of (5.3), equivalently (1.6) holds for a.e. x. 
From the integral equation, it is easy to obtain the weak or strong SPH properties for
solutions to (1.1)σ. These properties play no crucial role here for the existence or non-
existence results, which illustrates a key difference between our approach and other ap-
proaches in the existing literature. It is also worth noting that the weak SPH property is
stated for distributional solutions to the integral equation (1.6), which is also of fundamen-
tal difference to the strong SPH property. The result below is not really new, it is indeed
part of [CAM08, Theorem 2.4].
Proposition 5.4 (weak SPH property). Let n > 2m. Then any distributional solution u to
the integral equation (1.6) enjoys the weak SPH property, namely there hold∫
Rn
u(−∆)m−iφ ≥ 0
for all 1 ≤ i ≤ m− 1 and for any 0 ≤ φ ∈ C∞0 (R
n).
Proof. Let 0 ≤ φ ∈ C∞0 (R
n) and 1 ≤ i ≤ m − 1 be arbitrary. First we recall the
well-known Selberg formula∫
Rn
C(α)
|x− z|n−α
C(β)
|y − z|n−β
dz =
C(α+ β)
|x− y|n−α−β
.
where α, β > 0, α + β < n; and C(α), C(β) and C(α + β) are constants in (1.3);
see [GM99]. Using the above formula and Fubini’s theorem, we can rewrite u from
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(1.6) as follows
u(x) = C(2m)
∫
Rn
|y|σup(y)
|x− y|n−2m
dy
= C(2m− 2i)
∫
Rn
1
|x− z|n−2m+2i
(
C(2i)
∫
Rn
|y|σup(y)
|y − z|n−2i
dy
)
dz
= C(2m− 2i)
∫
Rn
1
|x− z|n−2m+2i
dµi(z)
for some positive measure µi. Now, we multiply both sides of (1.6) by (−∆)
m−iφ
and integrate to get∫
Rn
u(−∆)m−iφ = C(2m− 2i)
∫
Rn
(∫
Rn
1
|x− z|n−2m+2i
dµi(z)
)
(−∆)m−iφ
= C(2m− 2i)
∫
Rn
φ(−∆)m−i
(∫
Rn
1
|x− z|n−2m+2i
dµi(z)
)
=
∫
Rn
φ(x)dµi(x) ≥ 0.
This implies that u satisfies the weak SPH property. 
6. THE STRONG SPH PROPERTY FOR CLASSICAL SOLUTIONS
In the existing literature, the method of proving the strong SPH property (1.7) is often
based on careful analysis on the spherical averages of (−∆)iu, which could be rather
technical and involved, see for example [WX99, CLi13].
Here we can easily obtain the strong SPH property based on its weak form. It is quite
obvious to see that Proposition 5.4 implies Proposition 1.5. Indeed, for n > 2m, σ >
−2m, and p > 1, any classical solution is a distributional one using Lemma 4.4, hence
(−∆)iu ≥ 0 in Rn \{0} for 1 ≤ i ≤ m − 1 using Proposition 5.4. Furthermore, as
(−∆)mu ≥ 0 and not identically zero, the strong maximum principle ensures that all
(−∆)iu are positive inRn \{0}. Using just (1.6), we see that u is positive inRn.
In fact, we can prove a result more general than Proposition 1.5, by integral estimates
for a distributional solution, without using the weak SPH property, nor the usual spherical
average procedure.
Theorem 6.1 (partially SPH property). Let u be both classical and distributional solution
to (1.1)σ with p > 1 and n ≥ 3. Assume that there exists ℓ ∈ N such that m ≥ ℓ + 1 and
2ℓ+ θ > 0, then
(−∆)iu > 0 in Rn \{0} for all ℓ ≤ i ≤ m− 1.
In particular, the strong SPH property (1.7) holds under n ≥ 3,m ≥ 2 and θ > −2 where
we select ℓ = 1.
Our proof is inspired by an idea from [FWX15, Appendix], where Fazly, Wei and Xu
suggested a simple argument to handle classical solutions to ∆2u = |x|σup with σ ≥ 0.
To show −∆u ≥ 0, their idea is to estimate the harmonic function h := ∆u+ w from the
above, where
w(x) = C(2)
∫
Rn
|y|σup(y)
|x− y|n−2
dy ≥ 0,
and C(2) is given by (1.3). For any x0 ∈ R
n, we have
h(x0) =
∫
--
∂BR(x0)
(∆u + w) ≤
∫
--
∂BR(x0)
|∆u|+
∫
--
∂BR(x0)
w, ∀ R > 0.
Therefore, if the right hand sides goes to zero for a suitable sequence Rk → +∞, then
h(x0) ≤ 0, hence −∆u(x0) ≥ 0 as expected. Unfortunately, they met some difficulty in
[FWX15] to control ‖∆u‖L1(∂BR(x0)) from the above.
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Here we generalize the idea in [FWX15]; in particular giving a new, independent proof
of Proposition 1.5. Our proof make uses of the integral estimates. Before proving the
result, recall the following fact from [LL01, Section 9.7]: For any n ≥ 3, x0, y ∈ R
n and
R > 0, there holds ∫
--
∂Br(x0)
dσy
|x− y|n−2
= max
{
|x− x0|, r
}2−n
. (6.1)
Proof of Theorem 6.1. Let u be a classical and distributional solution of (1.1)σ with
p > 1, n ≥ 3,m ≥ ℓ+ 1, ℓ ∈ N and 2ℓ+ θ > 0.
Fix ℓ ≤ i ≤ m− 1. From Lemma 2.4, there holds∫
B2R\BR
|x|−n+2|∆i+1u| . R−2i−θ, ∀ R > 0.
Remark that −2i− θ ≤ −2ℓ− θ < 0 as i ≥ ℓ. Summing up with Rk = 2
kR, we get∫
Rn \BR
|x|−n+2|∆i+1u| . R−2i−θ, ∀ R > 0. (6.2)
We claim that
wi(x) = C(2)
∫
Rn
(−∆)i+1u(y)
|x− y|n−2
dy
is well defined for any x ∈ Rn \{0}. Indeed, let x 6= 0 be arbitrary but fixed point,
there hold:
• on B|x|/2, the integral is bounded as (−∆)i+1u ∈ L1loc(R
n);
• on B2|x|\B|x|/2, the integral exists since (−∆)i+1u is bounded over this set;
• onRn \B2|x|, the integral is easily bounded, thanks to (6.2) and the inequal-
ity |x− y| ≥ |y|/2.
The well-definition of wi for a.e. x ∈ R
n and (−∆)i+1u ∈ L1loc(R
n) allow us to
apply [LL01, Theorem 6.21] to deduce that wi satisfies
−∆wi = (−∆)
i+1u in D′(Rn).
Therefore
hi := wi − (−∆)
i+1u
solves −∆hi = 0 in D
′(Rn). Hence hi is harmonic and smooth in Rn by the clas-
sical Weyl lemma, see [Mit18, Theorem 7.10] or [LL01, page 256], consequently
wi ∈ C(R
n \{0}). Hence we have, for any x0 ∈ R
n \{0} and any R > |x0|,
hi(x0) =
∫
--
∂BR(x0)
hi ≤
∫
--
∂BR(x0)
wi +
∫
--
∂BR(x0)
|∆i+1u|. (6.3)
Following the idea in [FWX15], it is necessary to estimate the two integrals on the
right hand side of (6.3). By Fubini’s theorem, we can write
1
C(2)
∫
--
∂BR(x0)
widσx
≤
∫
Rn
(∫
--
∂BR(x0)
dσx
|x− y|n−2
)
|∆i+1u(y)|dy
=
( ∫
|y−x0|>R
+
∫
|y−x0|<R
)( ∫
--
∂BR(x0)
dσx
|x− y|n−2
)
|∆i+1u(y)|dy
=: I1 + I2.
For any R > 2|x0|, by (6.1) and (6.2), there holds
I1 =
∫
|y−x0|>R
|∆i+1u(y)|
|x0 − y|n−2
dy . (R− |x0|)
−2i−θ.
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For I2, still by (6.1) and using Lemma 2.1, we deduce that
I2 = R
2−n
∫
|y−x0|<R
|∆i+1u(y)|dy ≤ R2−n
∫
BR+|x0|
|∆i+1u(y)|dy
. R2−n(R + |x0|)n−2(i+1)−θ
. (R + |x0|)
−2i−θ .
Putting the estimates for I1 and I2 together, we have
lim
R→+∞
∫
--
∂BR(x0)
wi = 0,
thanks again to−2i−θ < 0. Moreover, in view of Lemma 2.4, there exists a sequence
Rk → +∞ such that
lim inf
k→+∞
∫
--
∂BRk (x0)
|∆iu| = 0.
Using this sequence Rk in (6.3), we see that hi(x0) ≤ 0, so (−∆)
iu(x0) > 0 as
wi(x0) > 0. The proof is completed. 
The following are some comments on Theorem 6.1.
• The condition 2ℓ + θ > 0 is almost necessary for Theorem 6.1. For example, let
m = 2, n ≥ 4, θ < −2 and ℓ = 1, u = C|x|−θ is a classical and distributional
solution to (1.1)σ with suitable C > 0, but∆u > 0 inR
n \{0}.
• By Theorem 1.1, an implicit condition in Theorem 6.1 is n− 2m− θ > 0.
• Clearly, seeing Lemma 4.4, Proposition 1.5 is a special case of Theorem 6.1 with
ℓ = 0 and θ > 0.
We call the property obtained in Theorem 6.1 the partially SPH property, since we
could have the positivity of (−∆)iu only for ℓ ≤ i ≤ m − 1 instead of the whole range
1 ≤ i ≤ m−1. Theorem 6.1 could be useful to understand classical solutions for n ≥ 2m,
σ < −2m; or for n = 2m− 1.
As far as we know, the partially SPH property for (1.1)σ with p > 1 has not been
studied before. However, for p < 0, it was observed in [DN17] that for any positive
smooth solution u to (−∆)3u = up in R3 with −2 < p < −1/2, where ∆2u > 0 in R3,
and it is likely that∆u does not have a fixed sign.
7. EXISTENCE AND NON-EXISTENCE OF CLASSICAL SOLUTIONS
This section is devoted to the proof of Theorems 1.4 and 1.6. First we start with a quick
proof for Theorem 1.4.
Proof of Theorem 1.4. The case n = 2m > −σ and p > 1 is just Proposition 1.2.
Suppose now n > 2m > −σ and 1 < p < pS(m,σ). Using the fact that any classical
solution to (1.1)σ is a distributional solution, it follows from the proof of Proposition
1.3 that u satisfies the integral equation (1.6) everywhere and u > 0 inRn. Now it is
standard to realize that u is radially symmetric with respect to the origin; for example,
see [CL16, Theorem 3] or [DQ19, Theorem 1.6]. A consequence of the symmetry of
u is that it satisfies the following upper bound
u(x) . |x|−θ.
From this estimate, there holds∫
Rn
|x|σup+1 < +∞,
since p < pS(m,σ). From this fact and the positivity of u, we can easily obtain a
contradiction by making use a Pohozaev type identity. 
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In the following, we consider the existence of classical solution for n > 2m > −σ and
p ≥ pS(m,σ). As mentioned in Introduction, the existence result in the case p = pS(m,σ)
is well-known because it is related to the existence of optimal functions for the following
higher order Hardy–Sobolev inequality( ∫
Rn
|x|σ |u|
2(n+σ)
n−2m
)n−2m
n+σ
≤ CHS
∫
Rn
|∆m/2u|2, ∀ u ∈ Dm,2(Rn).
Recall that the space Dm,2(Rn) is the completion of C∞0 (R
n) under the Dirichlet norm,
see [Lio85, Section 2.4]. Recall also that ∆m/2 = ∇∆(m−1)/2 when m is odd. Since
optimal functions for the above inequality can be characterized by
inf
u∈Dm,2(Rn)\{0}
‖∆m/2u‖2L2(Rn)∥∥∥|x|σ |u| 2(n+σ)n−2m ∥∥∥n−2mn+σ
L1(Rn)
, (7.1)
it is easy to verify that any optimal function for the Hardy–Sobolev inequality yields a
distributional solution to (1.1)σ. The fact that any optimal function u to (7.1) belongs to
C2m(Rn \{0})∩C(Rn) is also well-known; for example, see [JL14, Theorem 3]. Hence,
in the rest of this section, we will handle the supercritical case p > pS(m,σ).
To look for a solution to (1.1)σ , it is common to establish a local existence first, which
often relies on either a fixed-point argument, see [Ni86, LGZ06, Vil14], or the shooting
method, see [GG06]. However it is not so clear how to employ a uniform fixed-point argu-
ment for (1.1)σ in the full range of σ > −2m. It seems also difficult to apply the shooting
method, since some (−∆)iu could have no sense at the origin for σ < 0. Consequently, to
obtain the existence result for (1.1)σ, we shall use an indirect argument.
We start with positive solutions to the following auxiliary problem{
(−∆)mu = λ|x|σ(1 + u)p in B1,
∇iu
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1,
. (7.2)λ
with λ > 0. Under the Dirichlet boundary condition, it is well-known that the kernel for
(−∆)m is positive on the balls, so it is not difficult to use standard method to get existence
result for small λ > 0. A key observation is that for supercritical exponent p, the equation
(7.2)λ admits a unique solution if λ > 0 is small enough. Then we study the set of radial
solutions to (7.2)λ with different λ, and show that the suitable scaling of a sequence of
solutions to (7.2)λ converges to a classical solution of (1.1)σ. This approach was recently
used in [ACD†19, Section 2] and in [HS19], respectively for fractional Laplacian and
biharmonic case.
For clarity, we formulate the proof of Theorem 1.6 into several subsections.
7.1. Existence of solutions to (7.2)λ for all 0 < λ ≤ λ
∗. Here we prove the existence
of the minimal solution uλ to (7.2)λ for 0 < λ ≤ λ
∗, where λ∗ is a critical value to be
precised later. The crucial point is that G, the Green function of (−∆)m on B1 under the
Dirichlet boundary conditions, is positive. Indeed, by Boggio’s formula,
G(x, y) = kn,m|x− y|
2m−n
∫ √|x|2|y|2−2x·y+1
|x−y|
1
(t2 − 1)m−1t1−ndt ∀ x, y ∈ B1,
for some constant kn,m > 0; see [GGS10]. From the positivity of G we can apply the
standard monotone iteration method. First, w0 ≡ 0 is obviously a subsolution to (7.2)λ for
any λ > 0. Consider {
(−∆)mw = |x|σ in B1,
∇iw
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1.
As σ > −2m, w ∈ C(B1), hence there exists λ0 > 0 such that 1 ≥ λ0(1 + ‖w‖∞)p.
Let λ ∈ (0, λ0], readily w is a supersolution to (7.2)λ. Consider the following iteration
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process: {
(−∆)mwk+1 = λ|x|
σ(1 + wk)
p in B1,
∇iwk+1
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1.
Clearly, using the positivity of G and monotonicity of t 7→ (1 + t)p inR+, there holds
0 ≤ wk ≤ wk+1 ≤ w, ∀ k ≥ 0.
It is easy to conclude that
uλ = lim
k→+∞
wk
exists and uλ is a weak solution to (7.2)λ. As w can be replaced by any solution of (7.2)λ,
we see that uλ is the minimal solution to (7.2)λ. The uniqueness of the minimal solution
and σ > −2m guarantee that uλ ∈ C0,rad(B1). Here C0,rad(B1) stands for the space of
radial continuous functions in B1 with zero boundary value, equipped with the sup-norm
‖u‖∞.
Denote
Λ =
{
λ > 0 : (7.2)λ admits a positive solution in C0,rad(B1)
}
.
As any solution of (7.2)λ is a supersolution to (7.2)µ for µ ∈ (0, λ), Λ is clearly an interval.
We claim now
λ∗ = supΛ < +∞.
Let Φ1,σ be the first eigenfunction for the following eigenvalue problem{
(−∆)mu = λ1,σ|x|
σu in B1,
∇iu
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1.
It is not hard to see that Φ1,σ can be obtained via standard argument as σ > −2m. Indeed,
0 < λ1,σ = inf
u∈Hm,20 (B1)\{0}
‖∆m/2u‖2L2(B1)
‖u‖2L2(B1,|x|σdx)
is attained. Notice that the positivity of G also implies the strong maximum principle, so
that the corresponding first eigenfunctionΦ1,σ can be chosen to be positive inB1. Now let
λ ∈ Λ and u be a solution to (7.2)λ, there holds
λ1,σ
∫
B1
|x|σuΦ1,σ =
∫
B1
u(−∆)mΦ1,σ
= λ
∫
B1
|x|σ(1 + u)pΦ1,σ ≥ λp
∫
B1
|x|σuΦ1,σ.
Since uΦ1,σ > 0 in B1, we arrive at λ ≤ λ1,σ/p, in other words, λ
∗ ≤ λ1,σ/p < +∞ as
claimed.
Proposition 7.1. There exists 0 < λ∗ < +∞ such that
• we have a minimal solution uλ ∈ C0,rad(B1) to equation (7.2)λ for any 0 < λ <
λ∗, and for any x ∈ B1, the mapping λ 7→ uλ(x) is increasing in (0, λ∗);
• for λ > λ∗, (7.2)λ has no solution.
Furthermore, given µ ∈ (0, λ∗), there exists a universal constant Cµ such that for any
u ∈ C0,rad(B1) solution to equation (7.2)λ with λ ≥ µ, there holds
u(x) ≤ Cµ|x|
−θ
for all x ∈ B1/4\{0}.
Proof. We are only left with the uniform upper bound for any solution to (7.2)λ for
any λ ≥ µ. As n > 2m, the Green function G satisfies the following two-sided
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estimate: for any x, y ∈ B1,
|x− y|2m−nmin
{
1,
((1− |x|)(1 − |y|)
|x− y|2
)m}
. G(x, y) . |x− y|2m−n; (7.3)
see [GGS10, equation (4.24)]. Let u ∈ C0,rad(B1) be a solution to (7.2)λ and x ∈
B1/4\{0}. Take any
y ∈ B|x|/4
(3x
4
)
⊂ B|x|/2(x) ∩B|x|(0),
There holds |x|/2 ≤ |y| ≤ |x|, so that 1 − |y| ≥ |x − y|, 1 − |x| ≥ |x − y| and
|x− y| ≤ |x|/2. By (7.3) we arrive at
G(x, y) & |x− y|2m−n & |x|2m−n.
Moreover, putting the above facts together, the solution u can be estimated as follows
u(x) & µ
∫
B|x|/4(3x/4)
|y|σ
|x− y|n−2m
up(y)dy & µ|x|2m−n+σ ×
|x|n
4n
up(x).
Here we used the fact that u is decreasing with respect to the radius, see [GY02,
Theorem 2]. The above inequality gives us the desired estimate. 
7.2. Uniqueness of radial solutions to (7.2)λ for λ > 0 small. This subsection is devoted
to show the uniqueness of solution to (7.2)λ for small λ > 0. We will use Schaaf’s idea;
see [Sch00], based on the Pohozaev’s identity and supercritical exponent p.
Lemma 7.2. Assume that Σ ⊂ Rn is a bounded, smooth domain and f ∈ C1(Σ × R).
Let u be a C2m-solution to
(−∆)mu = f(x, u) in Σ ⊂ Rn .
Denote by ν the unit outside normal vector on ∂Σ and
F (x, u) :=
∫ u
0
f(x, t)dt.
Then one has the following identities
n
∫
Σ
F (x, u) +
∫
Σ
x · ∇xF (x, u)−
∫
∂Σ
(x · ν)F (x, u)
=
n− 2m
2
∫
Σ
|∆m/2u|2 +
1
2
∫
∂Σ
A(u, u) +
1
2
∫
∂Σ
Tm(x, u)
(7.4)
and ∫
Σ
|∆m/2u|2 =
∫
Σ
uf(x, u) +
1
2
∫
∂Σ
B(u, u). (7.5)
Here the boundary terms have the form
A(u, v) =
2m−1∑
j=1,j 6=m
lj(x,∇
ju,∇2m−jv) +
2m−1∑
j=0
l˜j(∇
ju,∇2m−j−1v)
and
B(u, v) =
2m−1∑
j=0
l̂j(∇
ju,∇2m−1−jv),
where lj is trilinear in (x, u, v), l˜j , and l̂j are bilinear in (u, v), and
Tm(x, u) =

(
x ·∆m/2u
)(
ν ·∆m/2u
)
ifm is odd,
∆m/2u×
∑
1≤i,j≤n
xiνj∂ij
(
∆m/2−1u
)
ifm is even.
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To prove (7.4) and (7.5), it is routine to use x · ∇u and u as test functions over Σ. Such
computations are straightforward but tedious; however, for completeness, we provide a
sketch of proof in Appendix A. It is important to note that the boundary terms A and B in
(7.4) and (7.5) do not depend on f .
Now we are in position to prove the uniqueness result for radial solutions to (7.2)λ for
small λ > 0. It is worth noting that the condition p > pS(m,σ) is a crucial argument.
Lemma 7.3. Let p > pS(m,σ). Then, there exists λ∗ > 0 such that for every λ ∈ (0, λ∗],
the equation (7.2)λ has a unique solution in C0,rad(B1); hence coincides the minimal
solution uλ.
Proof. Let λ ∈ Λ and uλ ∈ C0,rad(B1) be the minimal solution to (7.2)λ, thanks
to Proposition 7.1. Let v ∈ C0,rad(B1) be another solution to (7.2)λ, there hold
w = v − uλ ≥ 0 in B1 and w is a solution to{
(−∆)mw = λ|x|σfλ(x,w) in B1,
∇iw
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1,
(7.6)
with
fλ(x,w) = (1 + w + uλ)
p − (1 + uλ)
p ≥ 0.
Our aim is to show that w ≡ 0 if λ is small, hence concluding the claimed uniqueness
for (7.2)λ. Denote
Fλ(x,w) =
∫ w
0
fλ(x, t)dt.
In the sequel, we apply Lemma 7.2 with the solution w of (7.6) and Σ = B1\Bǫ, ǫ ∈
(0, 1). Thanks to the Dirichlet boundary conditions, there holdF (x,w) = A(w,w) =
B(w,w) = 0 on ∂B1. Moreover, since w is a radial function, we can check readily
that for anym and r > 0, there holds
Tm(x, u) = (x · ν)|∆
m/2w|2 on ∂Br.
In particular, Tm(x, u) ≥ 0 on ∂B1. Hence, from (7.4) we have
λ
∫
B1\Bǫ
[
|x|σFλ(x,w) +
1
n
x · ∇x
(
|x|σFλ(x,w)
)]
+
λǫσ+1
n
∫
∂Bǫ
Fλ(x,w)
≥
n− 2m
2n
∫
B1\Bǫ
|∆m/2w|2 −
ǫ
2n
∫
∂Bǫ
|∆m/2w|2 +
1
2n
∫
∂Bǫ
A(w,w).
From (7.5), we obtain, for any α ∈ R,
α
∫
B1\Bǫ
|∆m/2w|2 = αλ
∫
B1\Bǫ
|x|σwfλ(x,w) +
α
2
∫
∂Bǫ
B(w,w).
Combining these two estimates together, we arrive at(n− 2m
2n
− α
) ∫
B1\Bǫ
|∆m/2w|2 + Jǫ
≤λ
∫
B1\Bǫ
[
|x|σFλ(x,w) +
1
n
x · ∇x
(
|x|σFλ(x,w)
)
− α|x|σufλ(x,w)
]
=λ
∫
B1\Bǫ
|x|σ
[(
1 +
σ
n
)
Fλ(x,w) − αufλ(x,w) +
1
n
x · ∇xFλ(x,w)
]
,
(7.7)
where
Jǫ = −
ǫ
2n
∫
∂Bǫ
|∆m/2w|2 −
λǫσ+1
n
∫
∂Bǫ
Fλ(x,w)
+
1
2n
∫
∂Bǫ
A(w,w) −
α
2
∫
∂Bǫ
B(w,w).
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We will estimate Jǫ and ∇xFλ(x,w) appearing in (7.7). For ∇xFλ(x,w), we note
that
Fλ(x,w) = w
∫ 1
0
fλ(x, sw)ds = w
∫ 1
0
[
(1 + sw + uλ)
p − (1 + uλ)
p
]
ds
= pw2
∫ 1
0
s
∫ 1
0
(1 + uλ + τsw)
p−1dτds.
(7.8)
Therefore
∇xFλ(x,w) =
[
p(p− 1)w2
∫ 1
0
s
∫ 1
0
(1 + uλ + τsw)
p−2dτds
]
∇uλ(x).
Using [GY02, Theorem 2], uλ is decreasing with respect to the radius, namely x ·
∇uλ ≤ 0, so
x · ∇xFλ(x,w) ≤ 0. (7.9)
Now we estimate Jǫ. As v, uλ ∈ C0,rad(B1) and σ > −2m, the regularity theory
ensures that fλ ∈ C
0,γ(B1) for some γ > 0. The scaling argument and the interior
estimate, see [GGS10, Theorem 2.19], applied to (7.6) then imply
|∇jw(x)| ≤ C
(
|x|2m+σ−j + 1
)
, ∀ 1 ≤ j ≤ 2m, |x| ≤
1
2
.
Hence
|A(w,w)| + |B(w,w)| + ǫ|∆m/2w|2 ≤ C
[
ǫ2(2m+σ)+1−2m + 1
]
on ∂Bǫ.
For the term involving Fλ, as Fλ is bounded in a neighborhood of the origin, we get
ǫσ+1Fλ(x,w) ≤ Cǫ
σ+1 on ∂Bǫ.
Finally, as n > 2m > −σ, there holds
lim
ǫ→0+
Jǫ = 0. (7.10)
Keep in mind that Fλ ∈ L
1(B1), wfλ ∈ L
1(B1), and ∆
m/2w ∈ L2(B1). Putting
(7.7), (7.9), and (7.10) together and sending ǫ→ 0+, we conclude that(n− 2m
2n
− α
) ∫
B1
|∆m/2w|2 ≤ λ
∫
B1
|x|σ
[(
1 +
σ
n
)
Fλ(x,w) − αwfλ(x,w)
]
.
From now on, we consider λ ≤ λ∗/2, where λ∗ is given in Proposition 7.1. By direct
computation, we get
Fλ(x, t) =
1
p+ 1
[
(1 + t+ uλ)
p+1 − (1 + uλ)
p+1
]
− t(1 + uλ)
p.
As 0 ≤ uλ ≤ ‖uλ∗/2‖∞, we claim
lim
t→+∞
Fλ(x, t)
tfλ(x, t)
=
1
p+ 1
lim
t→+∞
(1 + t+ uλ)
p+1 − (1 + uλ)
p+1
t
[
(1 + t+ uλ)p − (1 + uλ)p
] = 1
p+ 1
uniformly in B1 and in λ ≤ λ
∗/2. Thus, combining with (7.8), for any δ > 0, there
isMδ > 0 such that
Fλ(x, t) ≤
1 + δ
p+ 1
tfλ(x, t) +Mδt
2
for all (x, t, λ) ∈ B1 ×R+×(0, λ
∗/2]. Then we choose α, δ > 0 satisfying(
1 +
σ
n
)1 + δ
p+ 1
= α <
n− 2m
2n
.
This can be done because(
1 +
σ
n
) 1
p+ 1
<
n− 2m
2n
⇐⇒ p+ 1 >
2(n+ σ)
n− 2m
.
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With these choices, we have just shown that for λ ≤ λ∗/2,(n− 2m
2n
− α
) ∫
B1
|∆m/2w|2 ≤ λ
(
1 +
σ
n
)
Mδ
∫
B1
|x|σw2 (7.11)
Making use of the Ho¨lder and Hardy–Sobolev inequalities, as σ > −n, there holds∫
B1
|x|σw2 ≤
( ∫
B1
|x|σ|w|
2(n+σ)
n−2m dx
) n−2m
n+σ
(∫
B1
|x|σ
)σ+2m
n+σ
.
∫
B1
|∆m/2w|2.
(7.12)
Putting (7.12) into (7.11), we obtain ‖∆m/2w‖L2(B1) = 0 if λ > 0 is small enough.
Coming back to inequality (7.12), together with the continuity ofw, there holdsw ≡ 0
in B1, namely uλ is the unique solution in C0,rad(B1) for λ > 0 small. 
7.3. Existence of classical solutions to (1.1)σ. Here we prove finally the existence of a
classical solution to (1.1)σ using solutions to the auxiliary problem (7.2)λ.
Lemma 7.4. There exists a sequence of (λk, u
λk) in (0, λ∗] × C0,rad(B1) with uλk a
solution to (7.2)λk such that
lim
k→+∞
λk = λ∞ > 0 and lim
k→+∞
‖uλk‖∞ = +∞.
Proof. ConsiderF : C0,rad(B1)→ C0,rad(B1) defined as follows: for u ∈ C0,rad(B1),
let v = F (u) be the unique solution to{
(−∆)mv = |x|σ(1 + |u|)p in B1,
∇iv
∣∣
∂B1
= 0 for 0 ≤ i ≤ m− 1.
As σ > −2m > −n, by regularity theory and Sobolev embedding, we see readily
that F is compact. For each λ ∈ (0, λ∗), any solution uλ to (7.2)λ actually solves
uλ = λF (uλ). (7.13)
It follows from [Rab73, Theorem 6.2] that the set of pairs (λ, uλ) satisfying (7.13)
is unbounded in R+×C0,rad(B1). By Proposition 7.1, we can extract an unbounded
sequence (λk, u
λk) ∈ (0, λ∗) × C0,rad(B1). Up to a subsequence, we can assume
that
lim
k→+∞
λk = λ∞ ∈ [0, λ∗] and lim
k→+∞
‖uλk‖∞ = +∞.
Moreover, Lemma 7.3 combined with the unboundedness of ‖uλk‖∞ means λ∞ >
0. 
We are now ready to prove the existence of a classical solution to (1.1)σ inR
n.
Proof of Theorem 1.6. Let (λk, u
λk) be the sequence provided by Lemma 7.4, as uλk
is radially symmetric and decreasing with respect to the radius, we have
uλk(0) = max
B1
uλk(x)→ +∞.
Set
vk(x) =
uλk(rkx)
uλk(0)
with rk > 0 satisfying
λkr
2m+σ
k
(
uλk(0)
)p−1
= 1.
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Clearly, rk → 0 as k → +∞. It is easy to check that vk satisfies in B1/rk
(−∆)mvk(x) =
r2mk
uλk(0)
λk|rkx|
σ
(
uλk(rkx) + 1
)p
= |x|σ
(
vk(x) +
1
uλk(0)
)p
=: hk(x).
Moreover, there hold 0 ≤ vk ≤ 1, vk(0) = 1, and vk is radially symmetric and
decreasing with respect to the radius.
Now let R > 0 be arbitrary but fixed. As σ > −2m and |hk(x)| ≤ 2
p|x|σ in
B1/rk , then hk ∈ L
q(B2R) for k large enough and some q > n/(2m). Applying the
Lq-theory to equation (−∆)mvk = hk, see [GGS10, Corollary 2.21], we know that
vk are bounded inW
2m,q(BR) →֒ C
0,γ(BR) for some γ ∈ (0, 1). Therefore, up to a
subsequence, there exists a function v such that vk → v locally uniformly in R
n and
v ∈ Crad(R
n). Hence
v is non-increasing with the radius, v(0) = 1, 0 ≤ v(x) ≤ 1.
Readily, v is a continuous, distributional solution to (1.1)σ in R
n. The regularity
theory implies that v is a classical solution. 
Remark 7.5. Using Proposition 1.3, the limiting function v ∈ Crad(R
n) satisfies the in-
tegral equation (1.6), which leads to the decay estimate |v(x)| ≤ C|x|−θ at infinity. Here
we give a direct proof by Proposition 7.1. Indeed, as λ∞ > 0, we have
vk(x) ≤ u
λk(rkx) . r
−θ
k |x|
−θ . λ
1
p−1
k |x|
−θ ≤ C|x|−θ
for any x ∈ B1/(4rk)\{0}. So we get v(x) . |x|
−θ inRn \{0}.
A quick consequence of Theorem 1.6 is the existence of a fast-decay punctured solution
to (1.1)σ in R
n \{0}, which is different from the slow decay punctured solution C0|x|
−θ .
Given n > 2m > −σ and pC(m,σ) < p < pS(m,σ). Consider (1.1)σ˜ with σ˜ = (n −
2m)p − (n + 2m + σ) and p. We check easily that σ˜ > −2m and p > pS(m, σ˜). Using
the proof of Theorem 1.6, there exists a radial classical solution u˜ to (1.1)σ˜. Clearly the
Kelvin transform of u˜, namely
u(x) = |x|2m−nu˜
( x
|x|2
)
,
is a fast-decay punctured solution to (1.1)σ . Thus, we have just shown the following.
Corollary 7.6. Let n > 2m > −σ and pC(m,σ) < p < pS(m,σ). Then the equation
(1.1)σ admits a radial, fast-decay, punctured solution u such that
u(x) ∼
{
|x|−θ as |x| → 0,
|x|2m−n as |x| → +∞.
In the casem = 2, Corollary 7.6 is already known; see [HS19, Theorem 2.2].
8. FURTHER REMARKS AND SOME OPEN QUESTIONS
From the discussion in this paper, we see that the polyharmonic Hardy-He´non equation
(1.1)σ is much more complex than the Laplacian case since many conclusions for m = 1
are no longer valid form ≥ 2.
In the present work, we mainly studied the case: n ≥ 2m, σ > −2m, and p > 1. Under
these conditions, what we obtained are the following:
• a classical solution to (1.1)σ exists if and only if p ≥ pS(m,σ);
• a distributional solution to (1.1)σ exists if and only if p > pC(m,σ);
• a punctured solution to (1.1)σ exists if p > pC(m,σ).
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There is no “and only if” for punctured solutions to (1.1)σ because by the examples
after the proof of Proposition 4.1, we know that for any m ≥ 2, there exist n > 2m
and 1 < p ≤ pC(m,σ) such that punctured solutions exist, and these solutions are not
distributional ones. Moreover, recall that the inequality (4.3) is a sufficient condition for
the existence of punctured solutions. Thus, a natural question is to know if the condition
(4.3) is also necessary.
Question 1: Does a punctured solution to (1.1)σ exist only if (4.3) is satisfied? If the
general answer is negative, is that true at least for n ≥ 2m, σ > −2m, and p > 1?
For the existence of classical solutions to (1.1)σ, the situation seems very open for
n ≤ 2m or σ < −2m. In Remark 4.3, we see some examples of classical solutions, which
are not distributional ones with n < 2m = 6. There are many other examples, here are
some ones for the biharmonic case. Letm = 2 and σ < −4, then
if n = 2, θ < 0, θ 6= −2;
or n = 3, θ ∈ (−∞,−2) ∪ (−1, 0);
or n ≥ 4, θ < −2,
a classical solution of (1.1)σ exists in the formC|x|
−θ , because (4.3) is satisfied. A striking
observation is that any of the above examples of classical solution does not satisfy the SPH
property.
Question 2: Let n < 2m or σ < −2m, for which p > 1 there exist classical solutions?
Moreover, can we have classical solutions satisfying the strong SPH property?
There are very few results for the existence or non-existence of solutions to the poly-
harmonic equation (1.1)σ with 0 < p < 1 andm ≥ 2. If the case σ < 0 could yield more
difficulty in general, we can ask
Question 3: Let σ > 0 and m ≥ 2, for which p ∈ (0, 1) a classical solution to (1.1)σ
exists?
Choosing suitable p < 1 and σ, the examples after Question 1 provide us some classical
solutions to (1.1)σ. Once again, the situation is totally different from the second order
case. In fact, Dai and Qin proved that no classical solution to −∆u = |x|σup exists for
any σ ∈ R and p ∈ (0, 1], see [DQ20, Theorem 1.1]. For the case m ≥ 2, the results in
[NN†18] could mean that the answer to Question 3 will depend on the parity ofm.
At last, by Theorem 1.1, the condition n − 2m − θ > 0 is necessary to have a distri-
butional solution, but except the case σ > −2m, we don’t know if it is always necessary.
Hence we can ask
Question 4: Is there always a distributional solution to (1.1)σ when n− 2m− θ > 0 and
σ ≤ −2m?
To conclude, the existence and non-existence problems to the polyharmonic equation
(1.1)σ keeps a lot of secrets when m ≥ 2 and σ 6= 0. Apparently, we are very far away
from a complete picture for the case m = 1 or for the case σ = 0; see [NN†18] where a
complete picture is known for classical solutions. Possible answers could depend on many
factors including the sign of n−2m, the sign of σ+2m, the sign of p−1, and the required
regularity of solutions.
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APPENDIX A. PROOF OF LEMMA 7.2
For completeness, we provide here a proof of Lemma 7.2. First, we need the following
two identities. Let u, v ∈ C2m(Σ) ∩ C2m−1(Σ),∫
Σ
[
v(−∆)mu+ u(−∆)mv
]
= −
∫
∂Σ
Bm(u, v) + 2
∫
Σ
∆m/2u∆m/2v (A.1)
and ∫
Σ
[
(x · ∇v)(−∆)mu+ (x · ∇u)(−∆)mv
]
= −
∫
∂Σ
Cm(u, v)−
n− 2m
2
∫
Σ
[
v(−∆)mu+ u(−∆)mv
]
,
(A.2)
where the boundary term Bm(u, v) is that in Lemma 7.2, that is
Bm(u, v) =
2m−1∑
j=0
l̂m,j(∇
ju,∇2m−1−jv),
and the boundary term Cm(u, v) is of the form
Cm(u, v) =
2m−1∑
j=1
lm,j(x,∇
ju,∇2m−jv) +
2m−1∑
j=0
l˘m,j(∇
ju,∇2m−j−1v).
Here lm,j is trilinear in (x, u, v), l˘m,j , and l̂m,j are bilinear in (u, v). The identities (A.1),
(A.2) can be proved directly using integration by parts, see for example [GPY17, Proposi-
tion 3.3].
The only thing we need to verify is the precise formula for the term lm,m. In fact, this
term comes from the integration by parts for∫
Σ
∆(m−1)/2(x · ∇v)∆(m+1)/2u.
Letm = 2k + 1, as∆k(x · ∇v) = 2k∆kv + x · ∇(∆kv), we obtain∫
Σ
∆k(x · ∇v)∆k+1u = −
∫
Σ
∆m/2(x · ∇v)∆m/2u
+ 2k
∫
∂Σ
∆kv(ν · ∇∆ku) +
∫
∂Σ
(x · ∇∆kv)(ν · ∇∆ku).
We can notice that the first boundary term belongs to l˘m,m, while the last one yields that
2lm,m(x,∇
mu,∇mv) = (x · ∇∆kv)(ν · ∇∆ku) + (x · ∇∆kv)(ν · ∇∆ku).
As Tm(x, u) = lm,m(x,∇
mu,∇mu), we are done for m odd. The case for m even is
completely similar, so we omit the details.
Now we are ready to prove Lemma 7.2. Using u as testing function to the equation, by
(A.1), we obtain∫
Σ
uf(x, u) =
∫
Σ
u(−∆)mu = −
1
2
∫
∂Σ
Bm(u, u) +
∫
Σ
|∆m/2u|2,
namely (7.5) holds. For (7.4), we use x · ∇u as testing function. There holds then∫
Σ
(x · ∇u)(−∆)mu =
∫
Σ
(x · ∇u)f(x, u)
=
∫
Σ
x · ∇
[
F (x, u)
]
−
n∑
i=1
∫
Σ
xi
∫ u
0
∂f
∂xi
(x, t)dt
= −n
∫
Σ
F (x, u)−
∫
Σ
x · ∇xF (x, u) +
∫
∂Σ
(x · ν)F (x, u),
(A.3)
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where we formally denote
∇xF (x, u) =
(∫ u
0
∂f
∂xi
(x, t)dt
)
1≤i≤n
.
Taking v = u in (A.2) and combining with (A.3), we arrive at
n
∫
Σ
F (x, u) +
∫
Σ
x · ∇xF (x, u) =
n− 2m
2
∫
Σ
u(−∆)mu
+
1
2
∫
∂Σ
Cm(u, u) +
∫
∂Σ
(x · ν)F (x, u).
From this and (7.5) we obtain readily (7.4). This completes the proof. 
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