In the last two decades, the field of geometric numerical integration and structurepreserving algorithms has focused on the design of numerical methods that preserve properties of Hamiltonian systems, evolution problems on manifolds and problems with highly oscillatory solutions. In this paper, we show that a different geometric property, namely the blow-up of solutions in finite time, can also be taken into account in the numerical integrator, giving rise to geometric methods we call B-methods. We give a first systematic approach for deriving such methods for scalar and systems of semi-and quasi-linear parabolic and hyperbolic partial differential equations. We show both analytically and numerically that B-methods have substantially better approximation properties than standard numerical integrators as the solution approaches the blow-up time.
chooses F (u) = δe u with δ > 0, see [6] . Another classical choice is (u + α) p for α ≥ 0 and p > 1 [18, 28, 29] . For these choices, theoretical results such as existence and uniqueness for short time are available, as well as estimates of the blow-up time T and the growth rate near blow-up. For instance, for F (u) = δe u and homogeneous Dirichlet boundary conditions, the following results are known, see [7, 5] :
• Let λ 1 be the smallest eigenvalue of the negative Laplacian operator in Ω. Suppose m > 0 is such that δe u > λ 1 u whenever u ≥ m. Then if the initial data u(x, 0) satisfies m ≤ u(x, 0) ≤ M , the solution u(x, t) becomes infinite as t → T , where
• The solution satisfies
uniformly on |x| ≤ C(T − t) 1/2 , C ≥ 0. If more precise estimates on the blow-up time and rate of growth are required, we must resort to solving the PDEs numerically. This involves choosing appropriate discretization schemes in both space and time. For spatial discretizations, one way of maintaining accuracy is to adapt the spatial mesh in time, so that there are always enough mesh points near the singularity as it develops. If one fixes the number of mesh points so that only their locations change in time, we obtain the so-called r-adaptive moving mesh methods, for which a vast literature exists; we refer to the paper [10] , the textbook [27] and the references therein for more details. The choice of time discretization is also a determining factor in solution accuracy. In principle, any numerical ODE solver can be used (Runge-Kutta, Linear Multistep, General Linear Methods) to obtain an approximate solution of (1.2) in time. For example, we may use Backward Euler with time step h to discretize in time and obtain (1.3) u n+1 − u n = h(∆u n+1 + F (u n+1 )).
However, how fast the numerical solution converges to the continuous one depends on the size of u and its derivatives, both of which are large for blow-up problems. Thus, convergence can be very slow, and the numerical solution for a given time step size h may not exhibit blow-up at the right time (or may not even blow up at all!). It is therefore important to use numerical methods that can reproduce the blow-up behavior and yield the same blow-up time and growth rate as the continuous solution. The goal of this paper is to introduce a systematic way of constructing numerical methods that preserve these important properties. The area of research aimed at developing numerical methods that preserve specific properties of the underlying differential equation is known as geometric numerical integration. Much progress has been made over the last decade in this area, see the research monograph [26] and references therein. There are for example symmetric methods for time reversible problems, symplectic or energy conserving methods for Hamiltonian problems, methods on manifolds and also specialized methods for highly oscillatory problems. Considering blow-up as a geometric property seems however to be new, and existing methods in the literature have been derived in an ad hoc manner. For instance, in [37] , Le Roux proposed a very unusual time stepping scheme for solving (1.1) 1 :
Under some weak hypotheses, she proved that this time discretization leads to numerical solutions with the same blow-up behavior as the exact solution. Her derivation uses two essential ingredients: she noted that the evolution problem without the spatial operator has a closed form solution, and then used an ad hoc change of variables to devise a time stepping scheme based on this closed form solution. The goal of this paper is to present systematic ways of obtaining such specialized numerical time stepping schemes that capture the geometric property of blow-up as soon as the non-linear term dominates. We call these methods B-methods as a reminder of the main application to PDEs with blow-up solutions. Just like Le Roux, our schemes are also based on the exact solution of the underlying ODE, but we present a systematic approach, based on the variation of constants technique in the solution of ODEs, to incorporate these exact solutions to obtain B-methods for the underlying PDE. There is also a second approach for deriving B-methods, based on operator splitting. This will be the subject of a companion paper [8] .
This paper is structured as follows: in Section 2, we show how to use the variationof-constants approach to construct B-methods for solving quasilinear parabolic equations. We also present a simple truncation error analysis to illustrate why we should expect more accurate solutions. In Section 3, we analyze one of our B-methods in detail. In particular, we prove for a class of semilinear PDEs that our B-Method is well-defined at least up to a final time T f that is close to the analytical blow-up time T b . In Section 4, we show that our B-method produces solutions that have the same geometric blow-up properties as the underlying PDE. Since B-methods generally require solving a system of nonlinear algebraic equations, Section 5 is devoted to the discussion of iterative methods that can be used to solve such systems. We then show numerical experiments in Section 6, and present our conclusions in Section 7.
Construction of B-Methods.
We start by assuming that we have access to an exact representation of the solution of the non-linear ODE u t = f (u), which we will use as a basis for constructing B-methods. (For implementation purposes, this exact representation may be replaced by a very accurate numerical approximation.) The goal is to derive a numerical method for the perturbed equation
The function ǫℓ(u) will eventually become the spatial differential term, which becomes small relative to f (u) near blow-up time. The derivation is based on the method of variation of the constant, which can be used to solve inhomogenous ordinary differential equations. We modify this approach to obtain a B-method for the model problem (2.1) as follows. Suppose U = U (t, C) is the general solution of U t = f (U ), with C being the constant of integration. We then seek a solution u of (2.1) of the form u = U (t, C(t)), i.e., we allow the constant to vary with time. Differentiating leads to
1 "We have to construct a scheme whose solution has the same propoerties as the solution of the theoretical problem"
Since U satisfies the equation U t = f (U (t, C)) = f (u), the two terms always cancel in the above equation, so we get for C the differential equation
Now we can apply a standard numerical method to (2.2), e.g. Forward Euler with time step h := t n+1 − t n , and obtain
.
Applying the inverse transform C = U −1 (t, u) yields the time integration method
, which we will call the Variation-of-Constant Forward Euler (VCFE) method. The Backward Euler variant, called the VCBE method, can be derived similarly.
Derivation for a Model Problem.
To be more concrete, let us illustrate the construction of various B-methods on the quasilinear parabolic problem
where δ > 0 is a constant parameter. For our later convenience, we define the functions
so that g ′ (u) = −1/F (u). (We assume for the moment that the integral in g(u) converges; a detailed discussion is deferred to Section 3.) If we let U (t, C) = G(C −δt), then
so U is indeed the solution operator of the ODE U t = δF (U ). We further note the relations
We can now write the different discretizations of (2.2) in terms of the functions F and g. In this paper, the following variation-of-constants variants will be considered: Forward Euler (VCFE), Backward Euler (VCBE), Trapezoidal Rule (VCTR) and
Midpoint Rule (VCMR). Denoting again the step size by h := t n+1 − t n , we get VCFE :
To derive the corresponding scheme for a specific function F (u), it suffices to calculate the respective function g(u): for example, for
After some algebraic manipulations, we see that this is identical to Le Roux's scheme (1.4) . Unlike the ad hoc derivation by Le Roux, the Variation of Constants approach is not limited to quasilinear parabolic equations: in Section 6, we will derive B-methods for the wave equation and for a parabolic PDE system, and show numerical results for them.
Truncation Error Analysis.
Let us see on a concrete example how the non-standard VCFE method performs on the differential equation (2.1):
Using the same notation as in the above, we have F (u) = u 2 , g(u) = 1/u, so the corresponding scheme reads
In Figure 1 , we compare this method with the standard Forward Euler method for the simple case of an ODE with ǫ = 0.1 and ℓ(u) = sin(u). To generate the graphs, we use the initial condition u(0) = 3 and integrate up to T = 0.328. The "exact" solution is computed using an adaptive ODE solver with the Dormand-Prince pair. The left panel shows the solution profile for a time-step size of h = 0.0328, whereas the right panel shows the error as a function of h. We see from Figure 1 that this non-standard method performs much better than the simple Forward Euler method. To understand why VCFE generates a smaller error, we consider what happens when the reaction term dominates or, equivalently, when ǫ is small. We expand both methods in a Taylor series for h fixed and ǫ small:
FE: u n+1 = u n + h(u 2 n + ǫℓ(u n )) =u n (1 + hu n ) + ℓ(u n )hǫ The local truncation error of the two methods for ǫ fixed and h small then becomes
. Thus, the first error term is small in ǫ for VCFE, but not for standard FE because of the term h 2 u 3 n . In other words, as the spatial part becomes O(ǫ) relative to the solution near blow-up time, VCFE has O(ǫ) truncation error for a fixed h, whereas standard FE has O(1) error. This explains why VCFE gives much more accurate solutions than for the classical FE method. A similar analysis can be used to analyze the accuracy of the other VC variants.
Analysis of the VCBE Method for Semilinear Parabolic Problems.
As B-methods are numerous and different for every model, it is not possible to study them as a whole. Thus we choose to concentrate on one selected scheme, the VCBE method, for the semilinear parabolic problem
where Ω is a bounded domain in R d , u 0 is a positive continuous function onΩ and δ is a positive constant. To simplify the analysis below, we continue to use the notation
Using these definitions, we can rewrite the general VCBE method as
To ensure that these functions are well defined, we make the following assumption on F (s): Assumption 1. The function F is assumed to be positive, strictly increasing and strictly convex on (0, ∞), belonging to C 2 ([0, ∞)) and satisfying
Typical examples satisfying Assumption 1 are:
with p > 0. Under this assumption, we see that the function g(s) = Note also that g and G are positive with lim s→∞ g(s) = 0 and lim s→0 G(s) = ∞.
In order to study (3.1), we introduce Au := −∆u and rewrite (3.1) as
For our purposes, we need f to be defined and continuous at u = 0. This is clearly the case if F (0) > 0 since g(s) = ∞ s 1 F (σ) dσ, however if F (0) = 0, then it is possible to have lim b→0 + g(b) = ∞, so we need to make sure that F (u)g(u) remains finite as u → 0 + . Lemma 3.1. Let F (s) satisfy Assumption 1 with F (0) = 0. Then lim u→0 + f (x, u) = 0, so that f can be continuously extended by setting f (x, 0) = 0 for all x in Ω.
Proof. By definition, for each c > 0, we have g(c) = ∞ c ds F (s) , so that
for any fixed a ≥ c. Then, since F is increasing and s ≥ c,
The last integral is finite by condition (3.2), we call it I a . Then we let c tend to zero. We get
since F (0) = 0. So for any fixed a > 0, we get lim c→0
and lim u→0 + f (x, u) = 0 for all x ∈ Ω. By abuse of notation, we shall refer to f as its continuous extension on [0, ∞).
Existence of a Solution.
In this subsection, we give the conditions under which (3.1), or equivalently, Au n+1 = f (x, u n+1 ) with f defined by (3.4) , has at least one solution u n+1 . Amann proved in [2] that in case f (x, 0) ≥ 0, a necessary and sufficient condition for the existence of a non-negative solution is the existence of a non-negative supersolution. Theorem 3.2 (Amann) . Let f ∈ C α (Ω × R + ) be given, with α ∈ (0, 1), and assume that f (x, 0) ≥ 0. Then a necessary and sufficient condition for the existence of a non-negative solution u ∈ C 2+α (Ω) of the BVP
in Ω,
Moreover, if this condition is satisfied, there exist a maximal non-negative solution u ≤ v and a minimal non-negative solutionū ≤ v in the sense that, for every nonnegative solution u ≤ v of (3.5), the inequalitȳ u ≤ u ≤û holds. We use this result to prove the existence of a non-negative solution of the scheme. Theorem 3.3. If the function u n is positive in Ω, continuous inΩ, and satisfies
and a minimal solutionū ≥ 0 and if u is a solution, then u ∈ C 2 (Ω) and satisfies u ≤ u ≤û. Note that by the definition of G we have lim h→0 G(δh) = ∞ (see Assumption 1), so that by choosing h small enough, the bound on the right-hand side of (3.6) can be made as large as desired. All the results in the rest of the paper require this condition to be satisfied, hence even when the solution can be computed further, the numerical result can become incorrect once this bound is exceeded.
Proof. As shown in Lemma 3.1, if F (0) = 0, we have f (x, 0) = 0 for all x ∈ Ω. If F (0) > 0, since g is decreasing, we have g(0) − g(u n ) + δh > g(0) − g(u n ) ≥ 0, so we get f (x, 0) > 0. Thus, to apply Theorem 3.2, we need to show that the constant B n is a supersolution, that is
and since F (B n ) > 0 and G is decreasing, this is equivalent to requiring that
Hence, the constant
which is well-defined if condition (3.6) is satisfied and positive by definition of G, is a supersolution.
If F (0) = 0, the identically zero function is a solution of scheme (3.1). In this case we need to use a stronger result, proved in [9] by Brezis and Oswald, to prove the existence of a non-identically zero solution.
We consider a problem of the form
For a(x) = a 0 (x), a ∞ (x), we denote by λ 1 (−∆ − a(x)) the smallest eigenvalue of −∆ − a(x) with zero Dirichlet boundary condition. Brezis and Oswald proved the following result. Theorem 3.4 (Brezis and Oswald). We suppose that the function f satisfies the following conditions:
, and almost every x ∈ Ω; 5. we have λ 1 (−∆ − a 0 (x)) < 0 and λ 1 (−∆ − a ∞ (x)) > 0. Note that in the special case where a 0 (x) and a ∞ (x) are independent of x, this is equivalent to
Then problem (3.7) has a solution u ∈ H 1 0 (Ω) ∩ L ∞ (Ω). We will use the above theorem to show the existence of a non-identically zero positive solution to (3.7), but first we need the following lemma.
Lemma 3.5. Let F (u) be a function satisfying Assumption 1 with F (0) = 0. Then
since F is strictly convex. So Q is an increasing function of u; to show that lim u→∞ Q(u) = ∞, it suffices to show that Q is unbounded for large u. Indeed, assume on the contrary that Q(u) ≤ K 1 < ∞ for some constant K 1 . Then for any b > 0,
which violates condition (3.2). So Q is unbounded.
To prove the second limit, we first note that
so there exists a constant K 2 > 0 such that 1/Q(u) > K 2 for u small enough, e.g., whenever u ∈ [0, ǫ] for some fixed ǫ > 0. Then for u in that range, we have
We are now ready to prove the existence theorem for the case of F (0) = 0. Theorem 3.6. If the function u n is positive in Ω, continuous inΩ, and satisfies condition (3.6), the following hold:
is positive, then scheme (3.1) has a non-identically zero nonnegative solution if
Proof. We already proved in Lemma 3.1 that the function u → f (x, u) is continuous on [0, ∞), so condition (1) of Theorem 3.4 holds. Moreover, since Ω is bounded, condition (2) is satisfied for all u ≥ 0.
We now check that condition (3) and (4) of Theorem 3.4 hold. We first introduce the notation
To check that (3) holds, it suffices to show that f (x, u) is bounded above by a constant independent of x as u → ∞, since u → f (x, u) is continuous on [0, ∞). Because u n satisfies condition (3.6), we have g( u n ∞ ) > δh, so there exists ε > 0 such that g( u n ∞ ) > δh + ε, i.e., we have
and since lim u→∞ g(u) = 0 and lim u→∞ F (u) = ∞ (see Assumption 1), we have
Thus, condition (3) of Theorem 3.4 is satisfied with
We now verify condition (4) . Since F (0) = 0 by hypothesis, we have f (x, 0) = 0 and the condition is satisfied for u = 0. For u > 0, the condition requires that there exist K µ such that for all u ∈ (0, µ] and all x ∈ Ω,
Since g is positive, it suffices to show that the right-hand side is negative, that is,
Since u n satisfies condition (3.6) and u n ∞ > 0, we have 0 < c(
where the limit exists because F ∈ C 2 ([0, ∞]). Thus, the constant K µ exists for all µ, and condition (4) of Theorem 3.4 is satisfied. Finally, we verify condition (5) . Because of condition (3.2) and the strict convexity of F (u), Lemma 3.5 shows that
Together with lim u→∞ g(u) = 0, we obtain
for all x. Finally if lim u→0
for all x, since lim u→0 + g(u) = ∞ by Lemma 3.5. On the other hand, if F ′ (0) = 0, then we use l'Hôpital's Rule to compute
where we used that g ′ = −1/F . So a 0 and a ∞ are both independent of x, and condition (5) of Theorem 3.4 becomes
where a 0 = ∞ if F ′ (0) > 0, and a 0 = 1 h L if F (0) = 0. Using the theorems above, we prove that the VCBE scheme (3.1) is well-defined for the functions of interest we mentioned at the beginning of this section, as long as condition (3.6) holds.
Corollary 3.7. Let u n satisfy condition (3.6) . Then the equation (3.1) has a non-identically zero nonnegative solution for: Theorem 3.3 ensures that a minimal non-negative solutionū exists. We just need to show thatū ≡ 0 by checking that u ≡ 0 is not a solution to Au = f (x, u). Indeed, we have g(u) = e −u , so that
So part (a) of Theorem 3.6 applies, and a non-identically zero, non-negative solution exists.
(iii) For F (u) = u p+1 , we have F ′ (u) = (p + 1)u p and F ′ (0) = 0, so to obtain the existence of a non-identically zero solution, we need
(iv) Similarly, for F (u) = (u + 1)[ln(u + 1)] p+1 , we have F ′ (u) = [ln(u + 1)] p [(p + 1) + ln(u + 1)] and F ′ (0) = 0, so to obtain the existence of a non-identically zero solution, we need
Uniqueness of the Solution.
A second result of Amann [2] could be used to prove the uniqueness of positive solutions when the function f is decreasing in u.
However as the function f defined in (3.4) is not generally decreasing in u, we need to use a more general result by Brezis and Oswald [9] . is decreasing on (0, ∞); then problem (3.7) has at most one solution and this solution is positive.
We apply this result to problem (3.1). Theorem 3.9. Suppose that the function u n is positive in Ω, continuous inΩ, and satisfies condition (3.6) . If the function F satisfies the following property
then scheme (3.1) has at most one solution and this solution is positive. Proof. We already proved that the first two conditions of Theorem 3.8 are satisfied, so it only remains to show that the function
is satisfied by many functions F of interest; three important examples are given in the following corollary.
Corollary 3.10. We suppose that the function u n is positive in Ω, continuous inΩ, and satisfies condition (3.6) . Then the scheme has a unique positive solution for the following functions F : (i) F (u) = e u , (ii) F (u) = e u − 1, (iii) F (u) = (u + α) p+1 , with α ≥ 0 and p > 0.
Proof. If F (u) = e u , condition (3.8) becomes
Since the function on the left-hand side is decreasing in u and is equal to c if u = 0, this condition is satisfied for all c ∈ (0, 1) and u > 0 and Theorem 3.9 applies. Similarly, if F (u) = (u + α) p+1 , with α ≥ 0 and p > 0, condition (3.8) can be written as
for all u > 0 and c ∈ (0, 1 pα p − δh) (or c > 0 if α = 0), which becomes after simplifications
If α = 0, this condition is clearly satisfied for all u > 0, c > 0. If α > 0, the function on the left-hand side is again decreasing in u and is equal to cα p+1 when u = 0, so that we end up with the condition c < 1/(p α p ). In both cases, Theorem 3.9 applies.
For F (u) = e u − 1, we have
which implies M = lim u→0 + g(u) = ∞. Thus, we need to check that (3.8) holds for all u > 0 and c > 0. To do this, it suffices to show that
for all u > 0. Indeed, we calculate
where we used the fact that 1 − u < e −u for all u > 0. To prove the second inequality in (3.9), we first note that ln(y) ≤ y − 1 for all y > 0. So letting y = 1/(1 − e −u ) with u > 0 yields
Thus, we have for u > 0
where we used the fact that u + 1 ≤ e u for all u. Hence the two inequalities in (3.9) hold, and Theorem 3.9 applies. We remark that the function F (u) = (u + 1)(ln(u + 1)) p+1 for p > 0 does not satisfy the condition (3.8) of Theorem 3.9.
Minimal Time of Existence of the Solution.
If the function F satisfies the hypothesis of Theorem 3.9, and either F (0) = 0 or F satisfies the hypothesis of Theorem 3.6, then it remains to show that the condition (3.6) is satisfied for a positive number of steps.
Theorem 3.11. If the function F satisfies the hypothesis of Theorem 3.9, and either F (0) = 0 or F satisfies the hypothesis of Theorem 3.6, the scheme (3.1) has a positive solution u n for n such that t n = nh < T 1 , where
This theorem gives a lower bound on the numerical blow-up time equal to the one given by Kaplan in [31] for the exact solution.
Proof. We want to prove that if t n < T 1 , that is
we have u n−1 ∞ < G(δh) so that u n is well-defined. To obtain this result, we prove by induction that if u 0 ∞ < G(δt n ), then u n is well-defined and satisfies
For this, we will need in particular the following result which comes from Theorem 3.3:
By choosing n = 0 in (3.11), we obtain the initial step of the induction, in particular (3.10) for n = 1. We suppose now that for some fixed n, if u 0 ∞ < G(δt n ), then u n is well-defined and satisfies (3.10), and we also suppose that
Since G is decreasing, (3.12) implies u 0 ∞ < G(δt n ) and then by induction hypothesis, we get
Moreover from (3.12) we also get
that we write as
Inserting this estimate into (3.13), and using that G is decreasing, we obtain
which implies that u n+1 is well-defined. Moreover using Theorem 3.3, we have
Since from (3.13), we get that
and the induction is proved.
4. Rate of Growth. For specific functions F , the rate of growth of the exact solution close to the blow-up has been determined. In this subsection, we derive similar results for the solution of scheme (3.1).
Since the solution of y t = δF (y) is given by y(t) = G (δ(T − t)), where T is the blow-up time, we expect
close to the blow-up. In [17] , Friedman and McLeod proved that if F (u) = u p (and then G(u) = [(p − 1)u] −1/(p−1) ) and δ = 1, solutions u(x, t) with suitable initialboundary conditions satisfy
provided |x| ≤ C(T − t) 1/2 , for some C > 0. For F (u) = e u (and G(u) = 1/ ln u), δ = 1 and n = 1 or 2, Bebernes et al. [5] proved that the solutions u(x, t) satisfy
Similarly, if F (u) = e u , we expect that the numerical solution satisfies
for some T * and for values of x close to the blow-up point, and then
This motivates the following theorem. Theorem 4.1. Let C 0 be a constant such that
Note that if Au 0 ≥ 0, we can take C 0 = δe u0 ∞ . If t n+1 < T 2 := 1 C0 , the function u n+1 given by
The function u 0 + ln T2 T2−h is a supersolution of (4.2) for n = 0 if
Since 1 T2 = C 0 ≥ δe u0 , the right-hand side is decreasing in h so in order to get a bound valid for all h ∈ (0, T 2 ), we need
which is exactly condition (4.1), hence we get (4.3). We now assume that
. 
Since u n is solution of
and the induction hypothesis gives
≥ 0, which simplifies to
which is exactly (4.4). If F (u) = (u + α) p+1 , we expect the numerical solution to satisfy Note that if Au 0 ≥ 0, we can take C 0 = δp( u 0 ∞ + α) p . If t n+1 < T 2 := 1 C0 , the function u n+1 given by
Proof. First, we need to show that
is a supersolution, so that u 1 satisfies (4.8) for n = 0. The condition for having a supersolution means (4.9)
Since the Laplacian is such that ∆χ = 0 whenever χ is constant with respect to x, the left-hand side of (4.9) can be rewritten as
The right-hand side of (4.9) can be written as
Since we assumed that C 0 ≥ δp(u 0 + α) p , the term inside the square brackets is negative, so the right-hand side is a decreasing function of h. Thus, v 1 is a supersolution for all 0 < h < T 2 if
i.e., if the second condition in (4.6) holds. We now assume the induction hypothesis
, and we prove that v n+1 := (u n + α)
is a supersolution of (4.7), so that u n+1 ≤ v n+1 . We see that
Now by the induction hypothesis, we have
Note that the term between the square brackets is negative, since by induction we have
On the other hand, if we replace u n+1 in the right-hand side of (4.7) with v n+1 , then we get
where the inequality ( * ) is due to the fact that (T 2 − t n )/(T 2 − t n+1 ) > 1 and that the term inside the square bracket is non-positive. Thus, v n+1 is a supersolution, so we have
as required.
Computation of the Numerical Solution.
To implement the VCBE scheme, it remains to solve the nonlinear algebraic system (3.1) for u n+1 when u n is given. This is equivalent to solving Au n+1 = f (x, u n+1 ) with A = −∆ and
as defined in (3.4) . In section 5.1, we propose the following fixed-point iteration method to solve Au n+1 = f (x, u n+1 ): for k = 1, 2, . . . , we solve
where the preconditioning function ϕ ∈ C γ (Ω) is non-positive and satisfies (5.3) . We show how to choose ϕ for given functions F and u n so that the iteration (5.1) is well defined and convergent. In fact, we show that the iteration converges monotonically to the solution u n+1 if we start with a specific constant initial guess. A second possibility for solving Au n+1 = f (x, u n+1 ) is to use Newton's method. We show in Section 5.2 that for our examples of interest, the method converges if we start with a constant supersolution.
5.1.
Fixed-point iteration. The iteration scheme (5.1) was first presented by Courant and Hilbert in [11] ; however we present the results in the form given by Keller in [33] . The proof of the following theorem follows the proofs of Theorems 4.1 and 4.2 in [33] .
Theorem 5.1 (Keller) . Consider the problem 
If v 0 (x) ∈ C γ (Ω) is a supersolution (resp. subsolution) of problem (5.2), with m ≤ v 0 (x) ≤ M , then problem (5.2) has at least one solution u(x) ∈ C 2+γ (Ω), with m ≤ u(x) ≤ M and given by
where the monotone non-increasing (resp. non-decreasing) sequence {v n (x)} is defined by (5.1) .
Proof. The operator L defined by Lu = ∆u + ϕ(x)u is elliptic, with ϕ(x) ≤ 0, and ϕ ∈ C γ (Ω), f ∈ C γ (Ω × [m, M ]), so from Schauder's theory (see Theorem 6.14 in [22] ), problem (5.1) has a unique solution lying in C 2+γ (Ω). Hence the sequence {v k } is well-defined and v k ∈ C 2+γ (Ω) for all k ≥ 1.
We only prove the monotonicity of the sequence for the case where v 0 is a supersolution so that the sequence {v k } satisfies
because the proof is similar if v 0 is a subsolution. First, we show that v 1 ≤ u 0 onΩ. We have from (5.1),
which is negative since v 0 is a supersolution of problem (5.2). Thus we have L(v 1 − v 0 ) ≥ 0 and from the strong maximum principle (see Theorem 2.1 of [33] ) we obtain v 1 − v 0 ≤ 0 onΩ. By hypothesis, we have m ≤ v 0 ≤ M . We then suppose that m ≤ v k (x) ≤ M and we show that v k+1 ≥ m onΩ. Choosing z 1 = v k and z 2 = m in (5.3) , we obtain
Since f (x, m) ≥ 0 and ϕ(x) ≤ 0 by hypothesis, we have ∆v k+1 ≤ 0 on Ω ∩ {x ∈ Ω | v k+1 (x) ≤ m}. Using Theorem 2.2 of [33] , which is a consequence of the maximum principle, we obtain v k+1 ≥ m onΩ.
and using as above Theorem 2.1 of [33] , we obtain v k+1 ≤ v k onΩ.
Hence the monotonicity of the sequence {v k (x)} is established, together with (5.4). As the sequence is monotone and uniformly bounded, it converges to some functionû defined byû
To show thatû belongs to C 2+γ (Ω) and is a solution of (5.2), we will use the Compactness Theorem 12.2 in [1] , however we first need to show that the convergence is uniform onΩ.
From Morrey's inequality (see Section 5.6.2 in [12] ), we have
for some constant K 0 independent of v k , and α = 1 − d p , for any p ≥ d (recall that Ω ⊂ R d ). Moreover, the following estimate, taken from [42] , u s,p ≤ K 1 ( Au s−2,p + u s−2,p ), leads to, using (5.1) and letting s = 2,
for all k ≥ 0.
Hence inequality (5.5) becomes max x,ξ∈Ω
and the v k are uniformly Hölder continuous, from which the equicontinuity and the uniform convergence of {v k (x)} toû(x) follow. Thus we can apply the Compactness Theorem 12.2 of [1] with L i = L for all i and
Hence a subsequence of {v k } converges to a solution of (5.1) that belongs to C 2+γ (Ω) and this solution must beû by monotonicity of the sequence {v k }.
It remains to choose ϕ(x) such that condition (5.3) holds. Theorem 5.2. Let F satisfy Assumption 1. Suppose g( u n ∞ ) > δh, i.e., the hypothesis of Theorem 3.3 holds, so that a solution to (3.1) exists. Let B n = G(g( u n ∞ ) − δh) > 0 be defined as in Theorem 3.3. Then for
we have ϕ(x) ≤ 0, and the fixed-point iteration (5.1) with initial iterate v 0 = B n converges to a solution u n+1 of (3.1). For our specific examples, the choice of ϕ(x) is as follows: (i) F (u) = e u : we have g(u) = e −u , so that f u (x, B n ) = − 1 h e Bn (g(u n (x)) − δh).
(ii) F (u) = e u − 1: we have g(u) = − ln(1 − e −u ), so that
Proof. First, since g is a decreasing function, we have
so that g(B n ) − g(u n (x)) + δh ≤ 0. This, together with the fact that F ′ (B n ) ≥ 0 (since F is an increasing function), proves that ϕ(x) ≤ 0. Next, we show that (5.3) holds. By the mean value theorem for derivatives, we have for z 1 , z 2 ∈ [0, B n ] that
with 0 < z * < B n . Thus, it suffices to show that ∂f ∂u (x, z * ) ≥ ϕ(x) for all z * ∈ (0, B n ). Indeed, letting c(x) = g(u n (x)) − δh, we have
Since we have already proved in Theorem 3.3 that f (x, 0) ≥ 0 and f (x, B n ) ≤ 0, it suffices to apply Theorem 5.1 with m = 0, M = B n and v 0 = B n to conclude that the iteration (5.1) converges to a solution of (3.1).
5.2.
Newton's method. One can also use Newton's method to implement the nonlinear schemes. We prove next the convergence of Newton's method under certain conditions on F . Using another result of Keller [33] , we prove that if f satisfies the hypotheses of Theorem 5.1 and f u is decreasing and if the first iterate w 0 is a supersolution, then Newton's method converges monotonically to the solution of the problem.
Theorem 5.3 (Keller) . Suppose that f satisfies the hypothesis of Theorem 5.1 and
Then the unique solution u(x) ∈ [m, M ] of problem (5.2) is given by
where {w k (x)}, the Newton iterates, form a monotone non-increasing sequence defined by
with an initial iterate w 0 satisfying Aw 0 ≥ f (w 0 ) and f u (x, w 0 ) ≤ 0 in Ω and w 0 ≥ 0 on ∂Ω. We proved in Corollaries 3.7 and 3.10 that two important examples of functions F satisfy the hypotheses of Theorem 3.11. We now show that they also satisfy the hypotheses of Theorem 5.3 with m = 0 and M = B n .
Corollary 5.4. If F (u) = e u or F (u) = (u + α) p+1 , the solution of (5.2) can be obtained by Newton's iteration (5.6), with w 0 = B n .
Proof. If F (u) = e u , we have f u (x, u) = − 1 h (g(u n ) − δh)e u ∈ C γ (Ω × [0, B n ]). Since g(u n )− δh is positive, f u is negative and decreasing in u, so Theorem 5.3 applies
which is decreasing in u and since B n satisfies g(B n ) ≤ g(u n ) − δh, that is
we have f u (x, B n ) ≤ −1/h. Hence we can apply Theorem 5.3 with w 0 = B n . Remark. By comparing the forms of (5.1) and (5.6), we see that the fixed point iteration is in fact a modified Newton iteration where the Jacobian is always evaluated at the initial iterate v 0 = B n , instead of being updated after each iteration.
6. Numerical Results. In this section, we compare the error of the numerical solutions obtained by B-methods with that obtained by classical methods. We first consider methods for the scalar parabolic problem (2.5), for which B-methods have been derived in Section 2.1. We consider the semilinear (m = 1) case in Section 6.1 and the quasilinear (m > 1) case in Section 6.2. We then consider the solution of a semilinear parabolic system in Section 6.3 and that of a wave equation with a superlinear source term in Section 6.4. For these problems, we also show how to derive B-methods using the Variation of Constants principle. Unless otherwise specified, we use a fixed time-step size h for all experiments, and the reference solution is computed using ode45, an adaptive integrator in Matlab that implements the Dormand-Prince pair. All errors reported correspond to the L ∞ distance between this reference solution and the respective approximate solution, taken at a final time T f that will be specified in each case. We also report running times for each method, as observed on a desktop computer with an Intel 3.4GHz dual-core processor and 8Gb of RAM.
Semilinear Parabolic Equation.
We consider the semilinear parabolic equation (2.5) for m = 1 and F (u) = e u on the interval Ω = [−1, 1]. We set δ = 3 and u 0 (x) = cos(πx/2), which is concave on the whole interval. Using adaptive methods, we determine the blow-up time to be T b ≈ 0.1664. We compute the solution up to T f = 0.1660 using the Forward Euler, Backward Euler, Midpoint and Trapezoidal rules, as well as their B-method counterparts. For first-order methods, we used h = 0.00005, 0.000025, 0.0000125, 0.000008 and 0.000005. For second-order methods, we used h = 0.0002, 0.000125, 0.0001, 0.00005 and 0.000025. The error at t = T f is reported in Table 1 and plotted in Figure 2 . As expected, the slopes of the lines corresponding to first-order methods are approximately one, whereas the slopes of the lines corresponding to second-order methods are close to two. We observe that the error of B-methods is approximately 10 times smaller for first-order methods, about 25 times smaller for the midpoint rule and about 50 times smaller for the trapezoidal rule. In Figure 3 , we plot the solution profile up to T f = 0.1663 with a time-step size of h = 0.0001. It is clear from the plot that the B-methods lead to much more accurate solutions than their standard counterparts, even after taking the additional computational cost into account. For this example, the VCFE solution for h = 2.5 × 10 −5 is about 5 times more accurate than the standard FE solution at h = 8 × 10 −6 , even though the running times are similar (99 vs. 90 milliseconds). Similarly, for the same amount of computation, accuracy improved by about a factor of 10 for the VCBE/BE pair, 6 for VCMR/MR and 10 for the VCTR/TR pair. Table 1 Error at T f = 0.1660 for first and second order methods applied to the semilinear equation with F (u) = e u . The numbers inside brackets indicate running times in milliseconds. 
Quasilinear Equation.
We now consider the quasilinear equation
on Ω = [−1, 1] with the same initial condition as above: u 0 (x) = cos(πx/2). The blowup time is approximately T b ≈ 0.1128. We computed the solution up to T f = 0.1000, using the step sizes h = 0.000125, 0.00008, 0.00005, 0.000025 and 0.0000125 for firstorder methods and h = 0.0005, 0.00025, 0.000125, 0.00008 and 0.00005 for secondorder methods. The errors and running times are listed in Table 2 and plotted in Figure 4 . We observe that the B-methods obtained by variation of the constant are much more accurate than standard methods: for the same step size, the errors are 10 times smaller for first-order methods. The difference is even more remarkable among second-order methods, with the trapezoidal rule (VCTR) reducing the error by a factor of about 25, and the midpoint rule (VCMR) by more than a factor of 50, compared with their classical counterparts. If we consider the error achieved for similar running times, we see that the B-methods improve accuracy by 4-5 times for the VCFE/FE and VCBE/BE pairs, nearly 10 times for VCMR/MR and about twice for the VCTR/TR pairs. single-point blow-up. In this section, we derive B-methods for the simple case
We first solve the nonlinear system of ordinary differential equations
to get
where K and D are constants of integration. To derive B-methods using variation of the constants, we set
and compute the derivatives Table 2 Error at T f = 0.1000 for first and second-order methods applied to the quasilinear equation (6.1). Running times in milliseconds are given in brackets. 
So for u and v to satisfy the system (6.2), we need
which leads to the system (6.6)
where u and v are given by (6.5) . We also need to invert the system (6.5) to obtain K and D as functions of u and v:
The various B-methods can now be obtained by discretizing (6.6) and expressing K and D in terms of u and v. For example, the VCBE method is given by
We now present the results of numerical experiments for the system (6.2) with δ = 3 and γ = 5. The initial conditions are u 0 (x) = cos(πx/2) and v 0 (x) = cos(πx/2) on Table 3 and Figure 5 , we computed the solution up to T f = 0.1100, using the step sizes h = 0.0001, 0.00005, 0.000025, 0.0000125 and 0.000008 for first-order methods and h = 0.0004, 0.0002, 0.0001, 0.00005 and 0.000025 for second-order methods. Once again, we observe that the B-methods perform much better than their standard counterparts for the same time step size. It is interesting to note that while the standard midpoint rule produces errors that are about five times smaller than the standard trapezoidal rule, the corresponding B-methods produce errors that are nearly identical to each other. If we compare the accuracy achieved for the same computational effort, we see that VCFE and VCMR are about 2-3 times more accurate than standard FE and MR, whereas VCBE is about 10 times more accurate than BE. Remarkably, VCTR yields a forty-fold improvement in accuracy over standard TR for the same running time! Table 3 Error at T f = 0.1100 for first and second-order methods applied to the system of semilinear equations. We report in brackets the running times in milliseconds. which is equivalent to the PDE system (6.8) u t = v, v t = ∆u + δe u .
To derive B-methods based on Variation of Constants, we consider the ODE y tt = δe y .
If we multiply both sides by 2y t and integrate with respect to t, we get (6.9) (y t ) 2 = 2δe y + C 1 .
This equation has two general solutions depending on the sign of C 1 , namely
Here, we will focus on the case C 1 = −4K 2 < 0, since the other branch has only one singularity at D + Kt → 0 and is less likely to cause blow up. Thus, we consider a solution u(x, t) to (6.7) of the form (6.10) u(x, t) = G(t, K(x, t), D(x, t)) = ln 2K 2 δ sec 2 (D + Kt) ,
where we define, by analogy to (6.9),
with v = u t , which is well defined whenever 2δe u > (u t ) 2 . Then differentiating the above gives
We can now obtain the differential equation for D(x, t) by differentiating (6.10):
This yields (6.12)
where we have substituted v for u t on the left hand side. But from (6.10) and the definition of K, we see that tan(D + Kt) = sec 2 (D + Kt) − 1 = δe u 2K 2 − 1 Substituting this and (6.11) into (6.12) yields (6.13) D t = ∆u 4K (2 + tv).
It now suffices to discretize (6.11) and (6.13) to obtain the various B-methods. For example, the VCBE method becomes
To test our schemes numerically, we solve (6.7) with δ = 5 on Ω = [−1, 1] and homogeneous boundary conditions. The initial conditions are u 0 (x) = cos(πx/2) and u t0 = 0.1. The blow-up time can be approximated by T b = 0.643. To generate Figure  6 , we computed the solution up to T f = 0.6, using step sizes h = 0.00125, 0.0008, 0.0005, 0.00025 and 0.000125 for first-order methods and h = 0.005, 0.0025, 0.00125, 0.0008 and 0.0005 for second-order methods. The errors are shown in Table 4 . Again, our B-methods perform very well: for first-order methods, we reduced the error by about 20 to 30 times, and for second-order methods, the error is between 80 and 125 times smaller. If we consider the accuracy achieved for a fixed amount of running time, we see that VCFE leads to a roughly tenfold improvement over FE, and the VCBE, VCMR and VCTR methods lead to improvements by a factor of 12, 10 and 4 respectively.
7.
Conclusions. We presented in this paper a systematic approach for deriving numerical integrators which are very accurate for semi-and quasi-linear parabolic and hyperbolic partial differential equations exhibiting blow-up in finite time. We call this new class of geometric integration methods B-methods, where B stands for blow-up. Our construction is applicable as long as one can solve the ODE that results after dropping the spatial derivatives; thus, our procedure can be used to derive B-methods Table 4 Error at T f = 0.600 for first and second-order methods applied to the wave equation (6.7). Running times in milliseconds are reported in brackets. for many other nonlinear partial differential equations that were not considered in this paper. Because of their construction, which takes the blow-up behavior into account, all these methods will behave substantially better close to blow-up, while their behavior before blow-up is similar to classical time stepping schemes.
