Given a multiset M = V 1 ∪ V 2 ∪ · · · ∪ V C of n elements and a capacity function ∆ :
Introduction
The problem of enumerating (i.e., listing) all graphs with bounded size is one of the most fundamental and important issues in graph theory. Many algorithms for particular classes of graphs have been studied [3, 7, 8, 13] . Cataloguing graphs, i.e., making the complete list of graphs in a particular class can be used in various ways: search for a possible counterexample to a mathematical conjecture; choosing the best graph among all candidate graphs; and experiment for measuring the average performance of a graph algorithm over all possible input graphs. For example, no mathematical formula of the number α(n) of unrooted trees with exactly n vertices is known, implying that we need to relay on a procedure for counting or generating all unrooted trees with exactly n vertices to determine α(n).
One of the common ideas behind efficient enumeration algorithms (e.g., [9, 10, 12] ) is to define a unique representation for each graph in a graph class as its "parent," which induces a rooted tree that connects all graphs in the class, called the family tree F, where each node in F corresponds to a graph in the class. Then all graphs in the class will be enumerated one by one according to the depth-first traversal of the family tree F.
Our research group has been developing algorithms for enumerating chemical graphs that satisfy given various constraints [4, 5, 6] . The pioneering work for enumerating chemical graphs performed by Caley [1] was dedicated to enumerating structural isomers of alkanes, and a century later several studies based on computational methods followed [2] . We have designed efficient branch-and-bound algorithms for enumerating tree-like chemical graphs [4, 6] , which are based on the tree enumeration algorithm [10] , and implementations of these algorithms are available on our web server * .
Several algorithms to generate all trees with n vertices without repetition have been already known. One of the best algorithms runs in time proportional to the number of trees, i.e., the time delay is O(1) on average [13] . Nakano and Uno [11] gave an O(1)-time delay algorithm to generate all rooted unordered trees with exactly n vertices and a given diameter d without repetition, where they use "left-heavy trees" as canonical forms of trees. In our companion paper, we show that, given a number n of vertices and a capacity function ∆ ≥ 2, all unrooted trees T with exactly n vertices such that the degree of each vertex is at most ∆ can be generated in O(1)-time delay per output in the worst case using O(n) space. The main difficulty for generating unrooted trees under a capacity constraint is to keep the center of the trees as the root of rooted trees, and we have developed a novel technique to maintain the center of unrooted trees to define a parent-child relationship among all the trees.
However, for applications to chemical graph enumerations, tree-like chemical graphs wherein each kind of atoms in a chemical graph may have a different valence are modeled as colored trees such that each vertex receives a color and the degree of the vertex is bounded from above by a capacity that depends on the color. For example, alkane isomers C n H 2n+2 can be regarded as unrooted trees with exactly n carbon atoms (neglecting hydrogen atoms) such that the degree of each vertex is at most four. However, the known algorithm for generating colored trees [12] enumerates rooted trees with at most n vertices, where neither the number of vertices with a specific color nor the degree of vertices can be controlled by the algorithm. One of the difficulties in extending the result in [12] to a problem of generating unrooted trees on a multiset, where the number of vertices with each color is fixed, is that the representation (encoded label sequences) of colored trees in the previous result cannot uniquely determine "center" of such a colored tree. To overcome the difficulty, we restrict construction of colored trees only based on the tree structure ignoring assigned colors before we make use of information of colors to determine "canonical form" of unrooted trees. This new idea enables us to solve the problem just by applying the idea of "left-heavy" representation twice, yielding an O(1)-time delay enumeration algorithm for unrooted colored trees on a given multiset under a prescribed degree constraint. This means that tree-like chemical graphs on a specified set of atoms can be generated in O (1) time per each.
The rest of the paper is organized as follows. Section 2 formulates our problem of generating unordered trees on a multiset with a degree bound, and observes the problem as problem of generating rooted trees and ordered trees under adequate constraints. Section 3 defines a "canonical representation" of trees on a multiset based on "left-heavy trees," a special type of unordered trees, and treats "semi-paths," a path-like canonical trees separately from "non-semipaths." Section 4 shows how to generate all semi-paths on a multiset M in an O(n)-time delay. Section 5 defines the parent of each non-semi-path and gives an O(n)-time delay algorithm. Section 6 describes an entire algorithm. Section 7 makes some concluding remarks.
Preliminaries
For two sequences A and B over a set of elements for which a total order is defined, let A > B mean that A is lexicographically larger then B, and let A ≥ B mean that A > B or A = B. Let A = B mean that B is a prefix of A and A ̸ = B, and let A ≫ B mean that A > B but B is not a prefix of A. Let A ⊒ B mean that A = B or A = B, i.e., B is a prefix of A.
A graph stands for a simple undirected graph, which is denoted by a pair G = (V, E) of a vertex set V and an edge set E. The set of vertices and the set of edges of a given graph G are denoted by V (G) and E(G), respectively. The degree deg(v; G) of a vertex v in a graph G is the number of neighbours of v in G. A path is a sequence of distinct vertices
The length of a path is the number of edges in the path. The distance between a pair of vertices u and v is the minimum length of a path between u and v. The diameter of G is the maximum distance between two vertices in G.
Unrooted Trees A tree (unrooted tree) is a connected graph without cycles. For two vertices u and v in a tree, let P T (u, v) be the unique path that connects u and v in T . In an unrooted tree, there are at most two vertices the maximum distance from which to other vertices is minimized. If such a vertex v is unique (i.e., the diameter of T is even), then we call v the center of T , and define the depth of a vertex u to be the distance from u to the center. On the other hand, if there are two such vertices v and v ′ (i.e., the diameter of T is odd), then we call the (v, v ′ ) the center of T , and define the depth dep(u; T ) of a vertex u to be the distance from u to the endvertices of the center, i.e., the length of the path from u to the center (v, v ′ ) including the edge (v, v ′ ).
A multiset M of n elements is denoted by a disjoint union 
Let T (M, ∆) denote the set of all ∆-bounded unrooted trees on a multiset M .
In this paper, we show the following result.
Theorem 1 For a given multiset
Let T odd (M, ∆) (resp., T even (M, ∆)) denote the set of all unrooted trees in T (M, ∆) with an odd (resp., even) diameter. We treat an unrooted tree T with an odd diameter as a tree T ′ centered at a dummy vertex r * , which is inserted in the center edge of T , where col(r * ) = C + 1 and ∆(C + 1) = 2. In the rest of the paper, we focus on the problem of generating unrooted trees in T even (M, ∆). The argument for generating trees in T even (M, ∆) can be modified easily so that a specified vertex r * is always used as the center, implying that we can also generate trees in T odd (M, ∆) in the same time complexity.
Unrooted Rooted Trees
We represent unrooted trees as "rooted trees." A rooted tree is a tree with one vertex r designated as its root. If P T (r, v) has exactly k edges then we say that the depth dep(v; T ) of v is k. The parent of v ̸ = r is its neighbour on P T (r, v), and the ancestors of v ̸ = r are the vertices on P T (r, v). The parent of the root r and the ancestors of r are not defined. We say that if v is the parent of u then u is a child of v, and if v is an ancestor of u then u is a descendant of v. A leaf is a vertex that has no child. Note that P T (r, v) denotes the set of all ancestors of a vertex v in a rooted tree T , where v ∈ P T (r, v). Now we show how to convert the problem of generating unrooted trees in T even (M, ∆) to a problem of generating rooted trees in some classes. Given a capacity function ∆, let us call a rooted tree T ∆-bounded if it satisfies (1).
We call an rooted tree T centered if T has an even diameter and r is the center of T , i.e., there are two children c 1 and c 2 of the root r such that the subtrees
In what follows, we consider how to generate rooted trees in RT (M, ∆).
Ordered Trees
Rooted trees are then represented as "ordered trees." An ordered tree (o-tree, for short) is a rooted tree with a left-to-right ordering specified for the children of each vertex. For an o-tree T and a vertex in T , let T (v) denote the ordered subtree induced from T by the set of v and descendants of v, preserving the left-to-right ordering for the children of each vertex. Fig. 1 shows three ordered trees T 1 , T 2 and T 3 of the same rooted tree.
For an o-tree T ′ , a leaf v in T ′ is called the leftmost (resp., rightmost) leaf if v is a descendant of the leftmost (resp., rightmost) child of any ancestor of v in T ′ . Let lml(T ′ ) (resp., rml(T ′ )) denote the leftmost (resp., rightmost) leaf in an o-tree T ′ . See Fig. 1(c) .
Let T be an o-tree with n vertices, and ( 
We denote the children of the root r in an o-tree by c 1 , c 2 , . . . , c p from left to right. Let OT (T ) denote the set of all o-trees obtained from a rooted tree T . 
Representation for Trees on a Multiset
This section defines a "canonical representation" of trees on a multiset based on "left-heavy trees," a special type of unordered trees, and treats "semi-paths," a path-like canonical trees separately from "non-semi-paths."
Left-heavy Trees
Since all o-trees in OT (T ) of the same tree T are isomorphic, we choose a particular o-tree as the representative of T . For this, we use "left-heavy trees" [11] . For an o-tree T , we define the depth sequence
It is known that left-heavy trees can be characterized as follows.
Lemma 2 [11] An o-tree T ∈ OT (T ′ ) is the left-heavy tree of a rooted tree T ′ if and only if, for a non-root vertex v and its immediate right sibling
See Fig. 1 , where
) holds in T 1 whereas T 2 and T 3 are left-heavy among the three ordered trees.
For each rooted tree T , a left-heavy tree in OT (T ) is unique up to the isomorphism with respect to the root. In what follows, we assume that unordered rooted trees are represented by left-heavy trees.
By definition of left-heavy trees, we can easily observe that the following inequality on depth also holds.
Lemma 3 For a non-root vertex v and its immediate right sibling
) holds for the children c 1 , c 2 , . . . , c p of the root r in a left-heavy and centered tree T . We call a left-heavy and centered T distinguished if, for each i = 1, 2, the number of leaves with the maximum depth in T (c i ) is 1 (i.e., no other leaf than lml(T (c i )) attains dep(T (c i ))).
For the leftmost and second leftmost children c 1 and c 2 of the root r in a left-heavy tree T , let ℓ i , i = 1, 2 denote the leftmost leaf of the subtree T (c i ) rooted at c i . We call each vertex in P T (r, ℓ 1 ) ∪ P T (r, ℓ 2 ) a core vertex. A left-heavy tree is called a semi-path if it has at most two non-core vertices.
We consider how to add a new leaf along the rightmost path P T (r, rml(T )) of a left-heavy tree T so that the resulting o-tree remains left-heavy. This problem has been solved by Uno and Nakano [10] . We here use another solution "competitors" proposed in our companion paper [14, 15] , since "competitors" are easier to handle the case where some left part of a left-heavy tree may change.
A vertex u in a left-heavy tree T is called valid if the o-tree obtained from T by appending a new vertex v at u as the rightmost child of u remains left-heavy. Let v be a vertex in an o-tree [14, 15] . We define the competitor of a vertex v i to be the vertex v j pre-identical to v i which has the smallest index j 
Let us call such a vertex v h * the lowest valid ancestor of u q in T . By maintaining vertices {v 1 , v 2 , . . . , v n } in an array and the current tree T in a linked data structure, we can compute
We show how to compute competitors efficiently. For each vertex v i , i = 1, 2, . . . , n in this order, we can set the competitor of a vertex v i to be the vertex v j , j < i which satisfies one of the next cases holds, where we also compute lca(v j , v i ) and lca 
Lemma 5 [14, 15] In a left-heavy tree T , the competitor of vertex v i is correctly obtained in cases (a) and (b), if any, if the competitors of all vertices v t , t < i have been obtained.
In case (a), whether lca(
) or not can be tested without knowing the value of lca(v i , v j ). For this, we use lca 
if and only if j < h and dep(v
h ; T ) > dep(v i ; T ) for v h = lca R (v i−1 , v j−1 ).
Canonical Trees
The main new idea for attaining an O(1)-time delay enumeration algorithm for colored unrooted trees is how to represent these trees so that the root retains as the center of an unrooted tree while the "canonical representation" is preserved in a parent-child relationship among all trees.
For a rooted colored tree T , let LH(T ) denote the set of ordered trees T ′ of T such that the tree T ′ ignoring the colors is a left-heavy tree. For an o-tree T , we define the depth-color sequence L c (T ) to be
is lexicographically maximal among all left-heavy trees in LH(T ). We easily observe the next characterization of canonical trees.
Lemma 6 An o-tree T ∈ OT (T ′ ) is the canonical tree of a rooted tree T ′ if and only if, for a non-root vertex v and its immediate right sibling
See Fig. 1 , where the left-heavy tree
whereas T 3 is canonical among the three ordered trees.
Given an o-tree T and colors a, let T +(v, a) denote the o-tree obtained from T by appending a new vertex x with col(x) = a to a vertex v in T as the rightmost child of v. A pair (u, a) of a vertex u in a canonical tree T and a color a is called c-valid if T + (u, a) remains canonical. We also call a vertex u in T c-valid if it admits a c-valid pair (u, a) for some color a.
We consider how to add a new leaf along the rightmost path P T (r, rml(T )) of a canonical tree T so that the resulting o-tree remains canonical. We again use the idea of competitors for characterizing c-valid vertices.
Let v be a vertex in an o-tree T . For a descendant v i of v in T , we define the pre-c-sequence
For a vertex v i and a vertex v j with j < i incomparable 
Proof Since we can prove (i)-(iii) by applying Lemma 4, we here consider (iv). We first show that dep(v
, where lca R (v j , u q ) and lca R (v k , u q ) are given by u a+1 and u b+1 , respectively. Since a vertex c-preidentical to u q is also pre-identical to u q , it holds a ≤ b by definition of competitors and c-competitors.
Since v j is pre-identical to u q , the depth sequence from u a+1 to v j is equal to that from u a+1 to u q . For each vertex w in T (u a+1 ), the corresponding vertex
, which is a contradiction to the canonicality of T .
Since v j is pre-identical to u q and v k is c-pre
. This means that the depth sequence from x to u k+1 is smaller than that from
From this, obviously the largest depthh at which a new vertex can be appended without violating the canonicality is dep(v h ; T ). Only when dep(v h ; T ) = dep(v h ′ ; T ), no color lager than col(v h ′ ) can be used for the color of a new vertex to be appended.
We call the c-valid pair (uh,ã) in the lemma the critical pair of T . Analogously with the case of computation of valid vertices, we can compute the critical pair (uh,ã) from u q in O(1) time.
Given a multiset M and a capacity function ∆, we generate each ∆-bounded centered tree in RT (M, ∆) in the form of a canonical tree. Let RT 1 (M, ∆) (resp., RT 2 (M, ∆)) denote the set of canonical tree T ∈ RT (M, ∆) such that T is a semi-path (resp., a non-semi-path). In the next sections, we show how to generate all canonical trees in RT 1 (M, ∆) and RT 2 (M, ∆), respectively.
Generating Semi-paths
Let T ∈ RT (M, ∆) be a canonical tree, which is a centered left-heavy tree T and has an even diameter D by assumption. Let u 1 , u 2 
Let u D/2+1 denote the root r, and let p(u) denote the parent of a vertex u in T .
Generating permutations on a multiset Before we describe how to generate all semi-paths in RT 1 (M, ∆), we first design an O(1)-time delay algorithm that generates all permutation of a given multiset M so that "symmetry" of each sequence is also delivered.
For two elements a, a ′ ∈ M , we denote a < a ′ (resp., a ≈ a) if and only if col(a) < col(a ′ ) (resp., 
We first show how to generate all sequences t on a multiset M . Let s * be the sorted list of elements in M , i.e., s
For a sequence t (̸ = s * ) on M , we call a pair t
(i) > t(i + 1) reverse, and call a pair t(i) > t(i + 1) the first reverse pair if t(j) > t(j + 1), 1 ≤ j < i. The parent-sequence P(t) of t is defined to be the sequence t/(i, i + 1) for the first reverse pair t(i) and t(i + 1). A sequence
Let q denote the smaller index of the element in the first reverse pair. The children of t are obtained by exchanging t (i) and t(i + 1) for i = 1, 2, . . . , q − 1 with t(i) ̸ ≈ t(i + 1), or exchanging t(q + 1) and t(q + 2) if t(q) < t(q + 2) and q + 2 ≤ n.
Algorithm ChildPermute(t, q) Input: A sequence t on M and the smaller index q of the element in the first reverse pair of t. Output: All descendent sequences t ′ of t.
is the first reverse pair of t ′ */ ChildPermute(t ′ , i) endif endfor; if t(q) < t(q + 2) and q + 2 ≤ n then Let t ′ := t/(q + 1, q + 2) be a child-sequence of t; /* (q + 1, q + 2) is the first reverse pair of t ′ */ ChildPermute(t ′ , q + 1) endif
The data of a sequence t is stored in an array. To avoid consecutive failures of the for-loop, we always keep the nondecreasing order of indices i of t such that t s(n−i+1), i = 1, 2, . . . , 
We call an asymmetric sequence s head-heavy (resp., tail-heavy) if s(⌈(n + 1)/2⌉ − k) > s(⌊(n + 1)/2⌋ + k) (resp., s(⌈(n + 1)/2⌉ − k) < s(⌊(n + 1)/2⌋ + k)) holds for the closest asymmetric pair. Let δ(s) = 0 if s is symmetric, and δ(s) = 1 (resp., δ(s) = −1) if s is head-heavy (resp., tail-heavy). We show the next results.
Theorem 8 All sequences s ∈ S(M ) can be generated in O(1) time per each after an O(n)
time preprocessing in such a way that (i) all sequences s with δ(s) ≥ 0 are generated before any sequences s with δ(s) = −1 is generated; and (ii) each sequences s is generated together with δ(s); and (iii) for each sequence s, the ith entry of s, i ∈ [1, n] can be accessed in O(1) time.
Corollary 9 Assume that |V
C | = 1 for a given multiset M = V 1 ∪ V 2 ∪ · · · ∪ V C . All sequences s ∈ S(M ) such that s(1) ∈ V C can be generated in O(1
) time per each after an O(n) time preprocessing in the same manner of (i)-(iii) in Theorem 8.
We show Theorem 8 (Corollary 9 can be easily obtained from the following method for Theorem 8 by fixing s(1) to be the element in V C ).
We show how to separately generate symmetric, head-heavy and tail-heavy sequences on a multiset M . 
All tail-heavy sequences also can be generated in the same manner of the above procedure just by replacing pairs (i, j) with (j, i) in the first for-loop.
A multiset M can have a symmetric sequence if and only if there is at most one subset V i such that |V i | is odd. All symmetic sequences on such M can be generated as follows. If M has exactly one subset V i such that |V i | is odd, then an element h in the set V i always appears as the (n + 1)/2th entry of any symmetric sequence, and hence we only need to consider sequences of the remaining elements in M − {h}. Without loss of generality assume that |V i | is even for all subsets V i . In this case, we partitin M into M 1 and M 2 so that |M 1 
1 be the sorted sequence of M 1 and call symmetric sequence s * 1 , s * 1 the root sequence. Then starting from the root sequence, all symmetric sequneces on M can be obtained by generating all sequences t on M 1 for the first half of an entire sequence on M , keeping the symmetric copies of t for the second half. We call this algorithm SymPermute.
In this way, the symmetric, head-heavy and tail-heavy sequences are generated separately. Note that for the set of symmetric sequences another O(n)-time preprocessing is required while tail-heavy sequences can be generated without O(n)-time preprocessing after generating headheavy ones. However we want to generate head-heavy and symmetric sequences within constant delay of time. What we do is to pause the generation of head-heavy sequences at some special sequence which is very close to the root sequence s * 1 , s * 1 of symmetric sequences. For the root sequences = (s * 1 , s * 1 ), let k be the smallest index such that s 1 (k) ̸ ≈ s 1 (k + 1). Let s ′ = s/(n − k, n − k + 1), and hence s ′ is head-heavy. After s ′ is obtained during the generation process of asymmetric sequences, we exchange s ′ (n−k) and s ′ (n−k+1) to get s and then invoke SymPermute to generate all the symmetric sequences, where we can update the difference between t and s ′ in O(1) time per generation. After all the symmetric sequences are generated, we go back to the execution of generating the remaining head-heavy sequences from s ′ .
While generating asymmetric sequences, the current sequence is stored in an array. To attain a constant time delay between two sequences, we calculate and remember the differences of indices instead of shifting the entries of the array. This proves Theorem 8.
Generating semi-paths with an even n We now consider the case where n = |M | ≥ 6 is even. In this case, a semi-path T ∈ RT 1 (M, ∆) has exactly one non-core vertex, which we denote by x.
Let T be a semi-path T ∈ RT 1 (M, ∆), and u i be the vertex p(x) adjacent to x, where
We let T correspond to a sequence s(T ) which is obtained from the core sequence of T by appending col(x) as the last entry of s(T ); i.e.,
We derive a necessary condition to be satisfied by s(T ) by distinguishing three cases according to the position of
Case-2. 3 ≤ i ≤ D/2: In this case, there is no constraint on a sequence s(T ). Thus, for each fixed i ∈ [3, D/2], the set of all sequences s(T ) over all semi-paths T in Case-2 is given by S(M ).
Case-
In any of the three cases, the converse is also true; i.e., a tree T obtained from any sequence s satisfying the necessary condition is canonical. This implies that all semi-paths T ∈ RT 1 (M, ∆) can be generated by the next algorithm.
Algorithm SemiPath(M, ∆) Input: A multiset M with an even n = |M | ≥ 6 and a capacity function ∆. (2), . . . , s(n − 1)], and let T 0 be the o-tree such that Generating semi-paths with an odd n We next consider the case where n = |M | ≥ 9 is odd. In this case, a semi-path T ∈ RT 1 (M, ∆) has either no non-core vertex or exactly two non-core vertices, which we denote by y and x, where x has a larger preorder index than that of y. Thus, T has diameter D ′ = n − 1 or D = n − 3.
In the former case, we let T correspond to the core sequence s(T ), which is head-heavy or symmetric. For the latter, we let T correspond to a sequence s(T ) which is obtained We let T correspond to a sequence s(T ) which is obtained from the core sequence of T by appending col(y) and col(x) as the first and last entries of s(T ); i.e.,
We derive a necessary condition to be satisfied by s(T ) by distinguish the following three cases according to the positions of p(x) and p(y).
Since T is canonical and n ≥ 9, it must hold that col(x) ≥ col(y), and additionally col(u 1 ) ≥ col(x) when p(x) = u 2 .
In any of the three cases, the converse is also true; i.e., a tree T obtained from any sequence s satisfying the necessary condition is canonical. This implies that all semi-paths T ∈ RT 2 (M, ∆) can be generated by the next algorithm.
Given s(3) , . . . , s(n − 1)]; for i := 2 such that ∆(col(u 2 )) ≥ 3 and s(2) ≥ s (1) , and i : (1)), where y denotes the newly added vertex;
We generate sequences s = [s (1), s(2) , . . . , s(n)] ∈ S(M ) in the first for-loop so that the conditions (i)-(iii) in Theorem 8 are satisfied. From this, we observe that all semi-paths with odd n can be generated in O(1)-time delay.
Generating Non-semi-paths
Parent-trees of non-semi-paths In this section, we define the "parent-tree" of each nonsemi-path T in the class RT 2 (M, ∆). For ease of applications of the properties on left-heavy trees, we also introduce the class RT ′ (M, ∆) (resp., RT ′′ (M, ∆)) of canonical trees on subsets
and define the "parenttree" of each tree in RT ′ (M, ∆) ∪ RT ′′ (M, ∆) so that the parent-child relationship over these classes forms a family tree F. We will design an algorithm that visits all nodes in family tree F each in O(1)-time. However, we output only trees in RT (M, ∆) during the traversal of F.
We define the parent-tree of a canonical tree T ∈ RT 2 (M, ∆) ∪ RT ′ (M, ∆) ∪ RT ′′ (M, ∆) as follows. Let v last denote the non-core vertex with the largest preorder index in T .
(
The parent-tree P(T ) of T is defined to be the o-tree T − v last obtained from T by removing v last . For example, the parent-tree of T 1 with n vertices (reps., T 2 with n − 1 vertices) is T 2 (resp., T 3 ) in Fig. 3 . The inequalities in Lemma 2 still hold in T − v last , and hence P(T ) = T − v last remains canonical. Clearly P(T ) = T − v last remains ∆-bounded.
(2) T ∈ RT ′′ (M, ∆): T is obtained from a tree T ′ ∈ RT 2 (M, ∆) by removing two vertices v and v ′ by definition. Then the parent-tree P(T ) of T is defined to be the o-tree obtained from T by appending leaves y and x with col(y) = max{col(v), col(v ′ )} and col(x) = min{col(v), col(v ′ )} to ℓ 1 and ℓ 2 . For example, the parent-tree of T 3 with n − 2 vertices is T 4 in Fig. 3 . The inequalities in Lemma 2 still hold in P(T ) = (T + (ℓ 1 , v) ) + (ℓ 2 , v ′ ), since only the leftmost paths in T (c 1 ) and T (c 2 ) extend in the resulting tree. Hence T − v last remains canonical. Also P(T ) = (T + (ℓ 1 , col(y))) + (ℓ 2 , col(x)) remains ∆-bounded since ∆(i) ≥ 2 for any color i. 
Lemma 10 For each canonical tree
, and T 3 , T 6 ∈ RT ′′ (M, ∆), and T i+1 is the parent-tree of
Child-trees of non-semi-paths A canonical tree T ′ is called a child-tree of a canonical tree (v; T ) ). In what follows, we first characterize the set of all child-tree of a canonical tree T ∈ RT
Next we describe an entire algorithm Enumerate for enumerating all canonical
by a recursive procedure Gen of generating all child-trees of a given a canonical tree T ∈ RT 
Appending a Leaf to T ∈ RT
. By definition of parent-trees, any child-tree T ′ of T has n or n − 1 vertices, and T is obtained from T ′ by removing the non-core vertex v last (T ′ ) with the largest index in T ′ . Recall that T ∈ RT ′ (M, ∆) (resp., T ∈ RT ′′ (M, ∆)) uses one vertex (resp., two vertices) less than a tree in RT By definition of S(T ), we observe the next.
Lemma 11 [16] For an o-tree T ∈ RT ′ (M, ∆), let T ′ be the o-tree obtained by appending a new leaf (u, v). Then vertex v is the non-core vertex v last (T ′ ) with the largest index in T ′ if and only if u belongs to S(T ).
We show how to find all valid vertices in S(T ) by identifying the critical pair (h = s i ,ã) by Lemma 7. 
How to find all valid vertices in S(T )
Case
Shortening Depth of T ∈ RT (M, ∆) Let T ∈ RT
2 (M, ∆) be a canonical tree. By definition of parent-trees, T with exactly n vertices has at most one child-tree, which is given by the o-tree T − {ℓ 1 , ℓ 2 } obtained by removing the leaves ℓ 1 and ℓ 2 . Recall that the parent-tree of any tree T ∈ RT ′′ (M, ∆) with respect to n is distinguished. In fact, for a distinguished canonical tree T ∈ RT (M, ∆), T − {ℓ 1 , ℓ 2 } is a child-tree of T if and only if T − {ℓ 1 , ℓ 2 } is canonical. We show how to examine the canonicality of T − {ℓ 1 
We next show how to check whether T can have a non-distinguished child-tree, i.e., whether the o-tree T − {ℓ 1 , ℓ 2 } remains canonical or not. We here give only a sketch of our method due to space limitation. If T − {ℓ 1 , ℓ 2 } is not canonical, then there is a pair of a core vertex u and its immediate right sibling
We can compute such states of all vertices in O(1) time per each if we compute the state of v based on the state of the previous vertex in the preorder. We remark that in general the above subtree T (u) is obtained by removing ℓ 1 repeatedly from the subtree T ′ (u) of the current tree T ′ that is constructed when a vertex v is newly appended, i.e., the above subtree T (u) is obtained from T ′ (u) by deleting the set L * of core verticesin T (c 1 ) which depth is larger than the maximum
we define state c − state 1 (v) (resp., c − state 2 (v)) of a vertex v in a similar manner with state based depth-color sequences L c instead of L d .
We next show how to check whether T can have a non-distinguished child-tree, i.e., whether the o-tree T − {ℓ 1 , ℓ 2 } remains canonical or not. Let X 1 = V (T ) − {r} and X 2 = X 1 − V (T (c 1 )) .
hold for its right sibling u R , we define c−state i (v) for each non-core vertex v ∈ X i .
We first define state 1 (v) and c−state 1 (v), v ∈ X 1 . For the leftmost leaf ℓ 1 = lml(T (c 1 )) of T (c 1 ) and a vertex v ∈ X 1 , let us denote u L = lca L (ℓ 1 , v) and u R = lca R (ℓ 1 , v) (see Fig. 4(b) ). We compare subtree T (u L ) at u L and subtree v] in the following way. Consider the leftmost leaf ℓ v = lml(T R v ) of T R v , which has the largest depth in the subtree. The depth 
Let L * be the sequence of depth of the vertices in {u
, and define
. Let L * * be the alternating sequence of depth and color of the vertices in {u
, and define c−state
We define state 2 (v), v ∈ X 2 analogously with state 1 (see Fig. 4(a) ). For ℓ 2 = lml(T (c 2 )) and at T during an execution of Gen. To attain an O(1)-time delay in the worst case, a generated tree T ∈ RT (M, ∆) is output immediately before or after Gen(T ) is executed if a is even (resp., odd).
Procedure Gen(T, col 1 , col 2 We have shown that each line of Gen for generating a child-tree T ′ can be performed in O(1) time, except for how to find unsaturated vertices in the spine S(T ). Along the spine S(T ), we can find only unsaturated c-valid vertices in O(1) time each by using the data structure proposed in [16] which maintains only unsaturated c-valid vertices in a liked list.
Concluding Remarks
In this paper, we gave an O(1)-time delay algorithm that generates all unrooted trees on a multiset M under a capacity constraint. In our companion paper [16] , we already have obtained a technique to maintain the center of an unrooted tree as the root of an ordered tree during generation of all uncolored trees under a capacity constraint. However, trees on a multiset M are modeled as colored trees, and the previously known representation of colored trees, a colored version of left-heavy trees [12] causes difficulty in keeping the center of unrooted trees as the root of such a left-heavy tree, since the slight difference of color assignments drastically changes the structure of such trees. To overcome this, we first restrict ourself to left-heavy trees no matter how colors are assigned on trees, and then choose a unique representation among left-heavy trees as the canonical form considering assignments of colors.
Our algorithm can be easily modified to generate trees on a multiset M under a capacity constraint such that the capacity on the degree of a vertex v also depends on the depth (or the distance from the center), i.e., ∆ is given as functions ∆(i, k) for a color i ∈ [1, C] and distance k ∈ [0, n/2].
It is our future work to design enumeration algorithms for graphs with a higher vertexconnectivity under degree constraints by extending the new technique.
