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Abstract
In this paper, we investigate the varieties Mn and Kn of regular pseudocomplemented
de Morgan and Kleene algebras of range n, respectively. Priestley duality as it applies to
pseudocomplemented de Morgan algebras is used. We characterise the dual spaces of the
simple (equivalently, subdirectly irreducible) algebras in Mn and explicitly describe the dual
spaces of the simple algebras in M1 and K1. We show that the variety M1 is locally finite,
but this property does not extend to Mn or even Kn for n ≥ 2. We also show that the lattice
of subvarieties of K1 is an ω+1 chain and the cardinality of the lattice of subvarieties of either
K2 or M1 is 2
ω. A description of the lattice of subvarieties of M1 is given.
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1 Introduction
A pseudocomplemented de Morgan algebra (pm-algebra for short) is an algebra (L;∧,∨,∗ ,′ , 0, 1)
of signature (2, 2, 1, 1, 0, 0) such that (L;∧,∨,∗ , 0, 1) is a pseudocomplemented distributive algebra
and (L;∧,∨,′ , 0, 1) is a de Morgan algebra, that is (L;∧,∨, 0, 1) is a bounded distributive lattice,
∗ satisfies, for x, y ∈ L, x ∧ y = 0 if and only if y ≤ x∗, whilst ′ satisfies (x ∨ y)′ = x′ ∧ y′,
(x ∧ y)′ = x′ ∨ y′, 0′ = 1, 1′ = 0, and x′′ = x.
Since, as shown by Ribenboim [19], the class of pseudocomplemented distributive algebras form
a variety, so too does the class of pseudocomplemented de Morgan algebras.
Pseudocomplemented de Morgan algebras were first investigated in Romanowska [20] and have
been considered by several authors since (see, for example, Denecke [7], Gaita´n [8], Guzma´n and
Squier [9], as well as [21], [22], [23], [24], [28]). Romanowska’s characterisation of finite subdirectly
irreducible pm-algebras in [20], was extended to a characterisation of all subdirectly irreducible
pm-algebras in [21] (for those algebras which are non-regular) and in [23] (for those algebras which
are regular). An algebra is regular if any two congruences on it are equal whenever they have a
class in common. It was in [21] that regularity in pm-algebras was first considered. It is better
understood in the context of regular double p-algebras where they have been studied extensively
(see, for example, Beazer [3], Katrinˇa´k [13], Koubek and Sichler [12], Taylor [25], Varlet [27], as
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well as [1]).
As observed by Romanowska, for any element a in a pm-algebra, a+ = a′∗′ is its dual pseu-
docomplement. That is, every pm-algebra L = (L;∧,∨,∗ ,′ , 0, 1) gives rise to a distributive dou-
ble p-algebra Ldp = (L;∧,∨,∗ ,+ , 0, 1). The determination congruence Φ on a double p-algebra
(L;∧,∨,∗ ,+ , 0, 1) is the congruence given by, for x, y ∈ L
x ≡ y (Φ) iff x∗ = y∗ and x+ = y+.
As shown by Varlet [27], a double p-algebra is regular if and only if Φ = △, the equality congruence.
TheMoisil congruence Ψ on a pm-algebra (L;∧,∨,∗ ,′ , 0, 1) is the congruence given by, for x, y ∈ L,
x ≡ y (Ψ) iff x∗ = y∗ and x′∗ = y′∗
As shown in [21], a pm-algebra L is regular if and only if Ψ = △. Noticing that x′∗ = y′∗ is
equivalent to x′∗′ = y′∗′, we have that L is regular if and only if the distributive double p-algebra
Ldp is regular. That the class of regular double p-algebras is a variety, namely the subvariety of
distributive double p-algebras determined by the inequality
x ∧ x+ ≤ y ∨ y∗,
was shown by Katrinˇa´k [13]. It follows immediately that the class of regular pm-algebras is a
variety, namely the subvariety of pm-algebras determined by the inequality
x ∧ x′∗′ ≤ y ∨ y∗.
Let (L;∧,∨,∗ ,′ , 0, 1) be a pm-algebra. For x ∈ L and n < ω, define xn(′∗) recursively as follows:
x0(′∗) = x and x(n+1)(′∗) = (xn(′∗))′∗.
For any element x of a distributive double p-algebra, x ≥ x+∗, that is, for any x ∈ L, x ≥ x′∗′∗.
Further, since for x, y ∈ L, (x ∨ y)∗ = x∗ ∧ y∗, it follows that x ∧ x′∗ ≥ x′∗ ∧ x′∗′∗ = (x′ ∨ x′∗′)∗ =
(x ∧ x′∗)′∗. In other words, it is always the case that
x ∧ x′∗ ≥ (x ∧ x′∗)′∗ ≥ (x ∧ x′∗)2(′∗) ≥ . . .
As such, L is said to have finite range providing, for each x ∈ L, there exists n < ω such that
(x ∧ x′∗)n(′∗) = (x ∧ x′∗)(n+1)(′∗). Further, if, for some n < ω, (x ∧ x′∗)n(′∗) = (x ∧ x′∗)(n+1)(′∗) for
every x ∈ L, then L is said to be of range n. Obviously, if L is of range n, it is also of range m, for
any m ≥ n.
A variety of (regular) pm-algebras is said to be of range n if all its members are of range n.
For a variety V, LV (V) denotes the lattice of all subvarieties of V.
Although it appears to be somewhat ad hoc, the notion of finite range occurs naturally in the
study of pm-algebras. For example, in [21] it is shown that for L to be regular with finite range
is equivalent to the compact elements forming a Boolean sublattice of the congruence lattice of L.
Also from [21], for each n < ω, the variety of regular pm-algebras of range n is a discriminator
variety and so, in particular, it has equationally definable principal congruences, every subdirectly
irreducible algebra is simple, and any subalgebra of a simple algebra is simple. In [22], it is shown
that L has finite range if and only if every principal congruence on L is a join of finitely many
principal lattice congruences on L.
Further, in [22], the variety PM0 (there denoted by V0) of the pm-algebras of range 0 is con-
sidered and its subdirectly irreducible algebras are described in order to determine the lattice
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LV (PM0) of its subvarieties. We remark that LV (PM0) is isomorphic to the 11-element lattice
1⊕ (2× 5) (a correction to the lattice presented in [22, Corollary 6.7], since the subvarieties there
denoted by V (L3) and V (D4) are actually incomparable). Having determined LV (PM0), it was
natural to ask for a description of LV (PM1), LV (PM2), . . . where PMn denotes the variety of
pm-algebras of range n. That question, raised in [22], was the primary motivation behind this
paper.
Let M denote the variety of regular pseudocomplemented de Morgan algebras and, for n < ω,
let Mn ⊆ PMn denote the subvariety of M that satisfies (x∧ x′∗)n(′∗) ≈ (x∧ x′∗)(n+1)(′∗), that is,
Mn = M∩PMn is the variety of regular pseudocomplemented de Morgan algebras of range n. In
this paper, it will be shown that, even for the better behaved subvariety Mn of PMn, LV (Mn) is
already quite complex.
As shown by Kalman [11], the lattice of subvarieties of the variety of de Morgan algebras is a
4-element chain whose members are, from the least to the greatest, the trivial variety, the variety
of Boolean algebras, the variety of Kleene algebras, and the variety of de Morgan algebras. As
determined by Kalman, a Kleene algebra is a de Morgan algebra that satisfies the inequality
x ∧ x′ ≤ y ∨ y′.
In the present context, let K denote the variety of regular pseudocomplemented Kleene algebras
and, for n < ω, let Kn denote the subvariety of K that satisfies (x ∧ x′∗)n(′∗) ≈ (x ∧ x′∗)(n+1)(′∗),
that is, Kn = K ∩ PMn is the variety of regular pseudocomplemented Kleene algebras of range
n. Obviously, Kn ⊆ Mn ⊆ PMn. Typically there is a significant difference between Kleene alge-
bras and de Morgan algebras and, although this is reflected initially in a sharp difference between
LV (K0) and LV (M0), as well as between LV (K1) and LV (M1), thereafter this difference is short
lived.
A simple inspection of the description of the subdirectly irreducible algebras in the variety
PM0 presented in [22, Theorem 6.5] leads to the conclusion that LV (M0) is isomorphic to the
5-element lattice 1 ⊕ (2 × 2) and that LV (K0) is isomorphic to a 3-element chain. In Sections 5
and 6 we will show that LV (K1) is isomorphic to an ω + 1 chain (Theorem 5.4), |LV (M1)| = 2ω
(Corollary 5.7) and |LV (K2)| = 2
ω (Theorem 6.5). Summarising we have the following theorems.
THEOREM 1.1. For the variety K, we have
(1) LV (K0) is isomorphic to a 3-element chain,
(2) LV (K1) is isomorphic to an ω + 1 chain,
(3) |LV (K2)| = 2ω. 
THEOREM 1.2. For the variety M, we have
(1) LV (M0) is isomorphic to the 5-element lattice 1⊕ (2× 2),
(2) |LV (M1)| = 2ω. 
Local finiteness in the varieties Mn and Kn, 1 ≤ n < ω, is also analysed in Theorems 4.10 and
4.13 allowing us to establish the following result.
THEOREM 1.3. For the varieties K and M,
(1) M1 is locally finite (de facto, so too is K1),
(2) K2 is not locally finite, in fact the free algebra on one generator FK2(1) is infinite (de facto,
for n ≥ 2, Kn and Mn are not locally finite and the respective free algebras on one generator are
infinite). 
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Even though LV (M1) is uncountable, local finiteness of M1 allows us to have a genuine un-
derstanding of the structure of LV (M1), the key to which is given in Theorem 5.6. The discussion
following Corollary 5.7 contains the details. At the cost of some transparency, that discussion is
summarised in Theorem 5.8.
To establish the aforementioned results, Priestley duality as it applies to pseudocomplemented
de Morgan algebras is used extensively and a brief outline of this duality is given in Section 2.
In Section 3 we characterise, via their dual spaces, the regular pm-algebras of range n. It will be
seen that the apparently ad hoc nature of finite range is not ad hoc at all and, in fact, is a natural
property of Priestley duality, namely the notion of ζ-distance, as seen in Section 3. A characteri-
sation, via dual spaces, of the simple (equivalently, subdirectly irreducible) algebras in Mn and a
description of the dual spaces of the simple algebras in M1 and K1 are given in Section 4. It is
also in this section that we prove Theorem 1.3. The contents of Sections 5 and 6 have already been
described above. Finally, in Section ?? we present some remarks on connections between regular
pm-algebras and de Morgan Heyting algebras.
2 Preliminaries
We refer to [4] and to [2] for basic concepts and results on universal algebra and on distributive
p-algebras, respectively. We point out that, for us, subdirectly irreducible algebras and simple
algebras are non-trivial.
We will use Priestley duality as it applies to pseudocomplemented de Morgan algebras. Here
we give a brief outline.
Let (P ;≤) be a partially ordered set. We denote by Min(P ) and Max(P ) the sets of minimal
elements of P and of maximal elements of P , respectively. For any X ⊆ P , let (X ] = {y ∈
P : y ≤ x for some x ∈ X}, and [X) = {y ∈ P : y ≥ x for some x ∈ X}. The subset X is said
to be decreasing if (X ] = X , and increasing if [X) = X . Define also Min(X) = Min(P ) ∩ (X ]
and Max(X) = Max(P ) ∩ [X). Should X = {x}, the sets (X ], [X), Min(X) and Max(X) will be
denoted by (x], [x), Min(x) and Max(x), respectively.
An ordered topological space P = (P ; τ,≤) is a Priestley space if it is a compact totally order-
disconnected space, that is (P ; τ) is a compact topological space, (P ;≤) is a partially ordered set,
and, for x, y ∈ P , if y 6≤ x, then there exists a clopen decreasing set X such that x ∈ X and y 6∈ X .
In [16], Priestley showed that the category of all Priestley spaces together with all continuous
order-preserving maps (that is, for a continuous map ϕ : P → Q, if x ≤ y, then ϕ(x) ≤ ϕ(y)) is
dually equivalent to the category of all bounded distributive lattices together with all {0, 1}-lattice
homomorphisms (see also [18]).
Priestley [17] extended her duality to the category of distributive pseudocomplemented lattices
by showing that the category of distributive pseudocomplemented lattices together with all lattice
homomorphisms that preserve ∗ is dually equivalent to the category of all p-spaces together with all
p-morphisms. A p-space is a Priestley space P = (P ; τ,≤) such that, whenever X ⊆ P is a clopen
decreasing set, then [X) is clopen. Given p-spaces P and Q, a map ϕ : P → Q is a p-morphism if
it is continuous order-preserving and, for any x ∈ P , Min(ϕ(x)) ⊆ ϕ(Min(x)), which implies that
Min(ϕ(x)) = ϕ(Min(x)).
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Meanwhile, Cornish and Fowler [5] extended Priestley’s duality to the category of de Morgan
algebras by showing that the category of de Morgan algebras together with all lattice homo-
morphisms that preserve ′ is dually equivalent to the category of all m-spaces together with all
m-morphisms. An m-space is a quadruple P = (P ; τ,≤, ζ) such that (P ; τ,≤) is a Priestley space
and ζ is a continuous order-reversing map from P to P satisfying ζ2(x) = x for every x ∈ P . Given
m-spaces P and Q, a map ϕ : P → Q is an m-morphism if it is continuous order-preserving and
ϕ ◦ ζ = ζ ◦ ϕ.
To summarise: P = (P ; τ,≤, ζ) is a pm-space if (P ; τ,≤) is a Priestley space, [X) is clopen for
every clopen decreasing set X ⊆ P , ζ is a continuous order-reversing involution on P ; for pm-spaces
P andQ, ϕ : P → Q is a pm-morphism if ϕ is continuous, order-preserving, Min(ϕ(x)) ⊆ ϕ(Min(x))
for every x ∈ P , and ϕ ◦ ζ = ζ ◦ ϕ. The category of all pseudocomplemented de Morgan algebras
together with all homomorphisms is dually equivalent to the category of all pm-spaces together
with all pm-morphisms. In particular, for a pm-algebra (L;∧,∨,∗ ,′ , 0, 1), its dual space is the
pm-space D(L) = (P ; τ,≤, ζ) where P is the set of prime ideals of L ordered by inclusion, the
topology τ has sub-basis {Xa : a ∈ L} ∪ {P \ Xa : a ∈ L} where Xa = {I ∈ P : a 6∈ I} and ζ
is defined by ζ(I) = {a ∈ L : a′ 6∈ I} for every I ∈ P . For a pm-space (P ; τ,≤, ζ), its dual pm-
algebra is the algebra E(P ) = (L;∩,∪,∗ ,′ , ∅, P ) where L consists of all clopen decreasing subsets
of P and, for a clopen decreasingX ⊆ P , X∗ = P \[X) andX ′ = P \ζ−1(X) = P \ζ(X) = ζ(P \X).
For bounded distributive lattices L andK whose dual Priestley spaces are P andQ, respectively,
each homomorphism f : L → K is associated with a continuous order-preserving map ϕ : Q → P
which is defined by ϕ(J) = f−1(J), for any prime ideal J of K. Under Priestley duality, f is
one-to-one if and only if ϕ is onto and f is onto if and only if ϕ is an order-embedding. From
the latter, it follows that homomorphic images of L correspond to closed subspaces of P (ordered
by the restriction of the order in P ). For pm-spaces, we know that the pm-morphisms are con-
tinuous order-preserving maps ϕ : Q → P such that, for every x ∈ Q, Min(ϕ(x)) ⊆ ϕ(Min(x))
and ϕ ◦ ζ = ζ ◦ ϕ. Hence, it follows that the closed subspaces of P , for which Min(x) is a subset
whenever x is a member and are also closed under ζ, correspond to the homomorphic images of L.
We refer to all such subspaces as pm-subspaces of P .
As observed by Cornish and Fowler [6], an m-space (P ; τ,≤, ζ) corresponds to a Kleene algebra
precisely when either x ≤ ζ(x) or ζ(x) ≤ x for every x ∈ P . In particular, the category of all
pseudocomplemented Kleene algebras together with all homomorphisms is dually equivalent to
the category of all pm-spaces (P ; τ,≤, ζ) such that either x ≤ ζ(x) or ζ(x) ≤ x for every x ∈ P ,
together with all pm-morphisms.
If a pm-morphism is a homeomorphism and an order-isomorphism, we say that it is a pm-
isomorphism and that the pm-spaces involved are pm-isomorphic.
Notice that if (P ; τ,≤, ζ) is a pm-space then ζ is a homeomorphism and a dual order-isomorphism
from P onto P .
It is well known that finite subsets of a Hausdorff space are closed and, consequently, an el-
ement x is an isolated point if and only if {x} is clopen. Recall also that a compact Hausdorff
space is finite if and only if the topology is the discrete one. Stone spaces (that is, compact totally
disconnected topological spaces) and Priestley spaces are, in particular, compact and Hausdorff.
Given a closed subset X of a Priestley space, [X) and (X ] are closed and if X is decreasing
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and y /∈ X there exists a clopen increasing set Y such that y ∈ Y and Y ∩X = ∅.
If (P ; τ,≤, ζ) is the pm-space of a pseudocomplemented de Morgan algebra L, then (P ; τ,≤) is
the Priestley space of the distributive double p-algebra Ldp. Consequently, Min(P ) and Max(P )
are closed, since the set of minimal elements in the Priestley space of any distributive pseudocom-
plemented lattice is closed [17] and dually the set of maximal elements in the Priestley space of
any double p-algebra is also closed.
Combining an observation of Cornish and Fowler [6] with a result due to Adams (cf. [17]), we
know that given a pseudocomplemented de Morgan algebra L whose pm-space is P = (P ; τ,≤, ζ),
there is a lattice-isomorphism from the lattice of congruences of L onto the lattice of open sets X
of P that satisfy [Min(P )∩X) ⊆ X and ζ(X) ⊆ X (thus ζ(X) = X). These open sets also satisfy
(Max(P )∩X ] ⊆ X , since (Max(P )∩X ] = ζ([Min(P )∩X)) ⊆ ζ(X) = X (that (Max(P )∩X ] ⊆ X
also follows from the fact that any congruence on L is also a congruence on Ldp).
3 Regularity and finite range
In this section, we characterise, via their dual spaces, the regular pseudocomplemented de Morgan
algebras and which amongst these algebras have finite range n. Although at first flush the notion
of finite range may have seemed a little artificial, as Corollary 3.7 shows, in the context of pseudo-
complemented de Morgan algebras, it really does arise naturally.
THEOREM 3.1. Let L = (L;∧,∨,∗ ,′ , 0, 1) be a pm-algebra and (P ; τ,≤, ζ) its dual pm-space.
We have that L is regular if and only if (P ;≤) has height at most 1, that is, all chains in (P ;≤)
have at most 2 elements.
Proof. Recall that L is regular if and only if its associated distributive double p-algebra Ldp is
regular, which, by [26, Theorem 3], is equivalent to every chain of prime ideals of L having at most
two elements, that is (P ;≤) having height at most 1.
In the context of the previous result, we have that L is regular if and only if P = Min(P ) ∪
Max(P ).
In what follows, we consider that n <∞, for all n < ω.
Let (P ;≤) be a poset. The comparability graph of P is the undirected graph with P as the
set of vertices and in which there is an edge between x and y if and only if x 6= y and x and y
are comparable in the poset. For x, y ∈ P , the distance between x and y, denoted ℓ(x, y), is 0 if
x = y and otherwise is the length of a shortest (finite) path between x and y in the comparability
graph of P , if such a path exists. In this case we say that the distance between x and y is finite,
otherwise the distance is said to be infinite and we write ℓ(x, y) =∞.
An order component Q ⊆ P is a non-empty set such that, for any x, y ∈ Q, ℓ(x, y) is finite and,
for any x ∈ Q and any y 6∈ Q, ℓ(x, y) is infinite. The order components of (P ;≤) form a partition
of P and we denote by Qx the order component to which x ∈ P belongs.
For X ⊆ P and x ∈ P , the distance of x from X , denoted ℓ(x,X), is the least ℓ(x, y) with y ∈ X
if X 6= ∅, and ℓ(x, ∅) =∞.
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Let P be a pm-space. Since ζ is an involutive dual order-isomorpism on P , it is obvious
that, for any x, y ∈ P and X ⊆ P , we have ℓ(x, y) = ℓ(ζ(x), ζ(y)), ℓ(x, ζ(y)) = ℓ(ζ(x), y) and
ℓ(x,X) = ℓ(ζ(x), ζ(X)). Moreover, if Q is an order component of P , then ζ(Q) is also an order
component and, consequently, either Q ∩ ζ(Q) = ∅ or Q = ζ(Q).
LEMMA 3.2. Let P be a pm-space of height at most 1 and X ⊆ P be a clopen decreasing set.
Then we have:
For n < ω,
Xn(′∗) = {x : ℓ(x, (P \X)) > n}, if n is even,
and,
Xn(′∗) = {x : ℓ(x, ζ(P \X)) > n}, if n is odd.
Moreover, ℓ(x, (P \X)) is infinite precisely when Qx ⊆ X and ℓ(x, ζ(P \X)) is infinite precisely
when ζ(Qx) ⊆ X and
Proof. Let X ⊆ P be a clopen decreasing set.
We begin by proving the last statement. Let x ∈ P . It is obvious that ℓ(x, (P \X)) is infinite if
and only if Qx ∩ (P \X) = ∅ or, equivalently, Qx ⊆ X , and that ℓ(x, ζ(P \X)) is infinite precisely
when Qx ∩ ζ(P \X) = ∅, that is, since ζ is an involution, ζ(Qx) ∩ (P \X) = ∅ or, equivalently,
ζ(Qx) ⊆ X .
Now we prove, inductively, the first part. As X0(′∗) = X , it is obvious that X0(′∗) =
{x : ℓ(x, (P \X)) > 0}.
Proceed inductively. For n even, suppose that Xn(′∗) = {x : ℓ(x, (P \ X)) > n}. Hence, we
have P \Xn(′∗) = {x : ℓ(x, (P \X)) ≤ n}. Since ζ is a dual order-isomorphism, we get Xn(′∗)′ =
ζ(P\Xn(′∗)) = {ζ(x) : ℓ(x, (P\X)) ≤ n} = {ζ(x) : ℓ(ζ(x), ζ(P\X)) ≤ n} = {x : ℓ(x, ζ(P\X)) ≤ n}.
Thus,
(1) Xn(′∗)′ = {x : ℓ(x, ζ(P \X)) ≤ n}.
By definition, X(n+1)(′∗) = P \ [Xn(′∗)′). Obviously, {x : ℓ(x, ζ(P \X)) > n+ 1} ⊆ X(n+1)(′∗),
in view of (1). Let x ∈ X(n+1)(′∗). So, we have, by (1), that ℓ(x, ζ(P \X)) 6≤ n. We also claim
that ℓ(x, ζ(P \ X)) > n + 1. For, suppose ℓ(x, ζ(P \ X)) = n + 1. Then ℓ(x, z) = n + 1, for
some z ∈ ζ(P \X). As n + 1 is odd, we have that x ∈ Max(P ) and z ∈ Min(P ), or x ∈ Min(P )
and z ∈ Max(P ). The latter yields a contradiction, since, as ζ(P \X) is decreasing, there would
exist z1 ∈ ζ(P \ X) such that ℓ(x, z1) = n and so ℓ(x, ζ(P \ X)) ≤ n. Thus x ∈ Max(P ) and
z ∈ Min(P ) and then x > y, for some y such that ℓ(y, ζ(P \X)) = n. So x ∈ [Xn(′∗)′), a contra-
diction, proving the claim. Thus X(n+1)(′∗) ⊆ {x : ℓ(x, ζ(P \X)) > n + 1} and we conclude that
X(n+1)(′∗) = {x : ℓ(x, ζ(P \X)) > n+ 1}.
Now, as X(n+1)(′∗) = {x : ℓ(x, ζ(P \X)) > n+1} and ζ is an involutive dual order-isomorphism,
we haveX(n+1)(′∗)′ = ζ(P \X(n+1)(′∗)) = {ζ(x) : ℓ(x, ζ(P \X)) ≤ n+1} = {ζ(x) : ℓ(ζ(x), (P \X)) ≤
n + 1} = {x : ℓ(x, (P \ X)) ≤ n + 1}. By definition, X(n+2)(′∗) = P \ [X(n+1)(′∗)′). It is obvious
that {x : ℓ(x, (P \ X)) > n + 2} ⊆ X(n+2)(′∗). Let x ∈ X(n+2)(′∗). Then ℓ(x, (P \ X)) > n + 1.
Suppose ℓ(x, (P \X)) = n + 2. Then ℓ(x, z) = n + 2, for some z ∈ P \X . As n + 2 is even, we
have that x, z ∈ Max(P ) or x, z ∈ Min(P ). The latter yields a contradiction, since, as P \ X is
increasing, there would exist z1 ∈ P \X such that ℓ(x, z1) = n+ 1 and so ℓ(x, (P \X)) ≤ n+ 1.
Thus x, z ∈ Max(P ) and x > y, for some y such that ℓ(y, (P \X)) = n+ 1. So x ∈ [X(n+1)(′∗)′),
which is a contradiction. Thus X(n+2)(′∗) ⊆ {x : ℓ(x, (P \ X)) > n + 2} and we conclude that
X(n+2)(′∗) = {x : ℓ(x, (P \X)) > n+ 2}.
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Let P be a pm-space and x, y ∈ P . The ζ-distance from x to y, denoted ℓζ(x, y), is the
least element of the set {ℓ(x, y), ℓ(x, ζ(y))}, that is, ℓζ(x, y) = min{ℓ(x, y), ℓ(x, ζ(y))}. Since
ℓ(x, ζ(y)) = ℓ(ζ(x), y), we have that ℓζ(x, y) = ℓζ(y, x) and we just call ℓζ(x, y) the ζ-distance
between x and y. If ℓζ(x, y) =∞, we say that the ζ-distance between x and y is infinite, otherwise
it is said to be finite.
From the definition of ζ-distance and from the fact that ζ is an involutive dual order-isomorphism,
it is clear that ℓζ(x, y) = ℓζ(ζ(x), ζ(y)) = ℓζ(x, ζ(y)) = ℓζ(ζ(x), y).
Let n < ω. We say that P is of ζ-width n if, for all x, y ∈ P , whenever it is the case that
ℓζ(x, y) is finite, then ℓζ(x, y) ≤ n. It is clear that P is of ζ-width n if and only if, for any order
component Q ⊆ P and any x, y ∈ Q, ℓζ(x, y) ≤ n.
The immediate objective is to establish Theorem 3.4, the next lemma is in preparation for this.
LEMMA 3.3. Let P be a pm-space of height at most 1, X ⊆ P a clopen decreasing set and let Q
be an order component of P . We have
(1) If Q ∪ ζ(Q) ⊆ X, then Q ∪ ζ(Q) ⊆ (X ∩X ′∗)m(′∗), for every m < ω.
(2) If (Q ∪ ζ(Q)) ∩X = ∅, then (Q ∪ ζ(Q)) ∩ (X ∩X ′∗)m(′∗) = ∅, for every m < ω.
(3) If (Q ∪ ζ(Q)) ∩ X 6= ∅, (Q ∪ ζ(Q)) ∩ (P \X) 6= ∅ and there exists n < ω, such that, for any
x, y ∈ Q, ℓζ(x, y) ≤ n, then (Q ∪ ζ(Q)) ∩ (X ∩X ′∗)m(′∗) = ∅, for n ≤ m < ω.
Proof. Recall that ζ is an involutive dual order-isomorpism. Let Q ⊆ P be an order component.
Then ζ(Q) is also an order component.
(1) It is sufficient to show that for any clopen decreasing set Y ⊆ P such that Q ∪ ζ(Q) ⊆ Y ,
we have Q ∪ ζ(Q) ⊆ Y ′∗. Let x ∈ Q ∪ ζ(Q). We have that Qx = Q or Qx = ζ(Q), so
Qx ⊆ Q ∪ ζ(Q) ⊆ Y and, consequently, ζ(Qx) ⊆ Q ∪ ζ(Q) ⊆ Y . Applying Lemma 3.2, we
conclude first that ℓ(x, ζ(P \ Y )) is infinite and then that x ∈ Y ′∗. Thus Q ∪ ζ(Q) ⊆ Y ′∗.
(2) Suppose that (Q ∪ ζ(Q)) ∩X = ∅. Then (Q ∪ ζ(Q)) ∩ (X ∩X ′∗) = ∅. As, for any m < ω,
(X ∩X ′∗)m(′∗) ⊆ X ∩X ′∗, we conclude that (Q ∪ ζ(Q)) ∩ (X ∩X ′∗)m(′∗) = ∅, for every m < ω.
(3) Suppose that (Q∪ζ(Q))∩X 6= ∅, (Q∪ζ(Q))∩(P \X) 6= ∅ and that there exists n < ω, such
that, for any x, y ∈ Q, ℓζ(x, y) ≤ n. As ℓζ(x, y) = ℓζ(ζ(x), ζ(y)) = ℓζ(x, ζ(y)) = ℓζ(ζ(x), y), we
have that ℓζ(x, y) ≤ n, for any x, y ∈ Q∪ζ(Q). Take y ∈ (Q∪ζ(Q))∩(P \X). As y ∈ P \X , we have
ζ(y) ∈ ζ(P \X). Applying Lemma 3.2, we know that ζ(y) 6∈ X ′∗, since ℓ(ζ(y), ζ(P \X)) = 0. In
particular y, ζ(y) 6∈ X∩X ′∗. That is y, ζ(y) ∈ P \(X∩X ′∗) and, likewise, y, ζ(y) ∈ ζ(P \(X∩X ′∗)).
Let x ∈ Q∪ ζ(Q). As y ∈ Q∪ ζ(Q), we have ℓζ(x, y) ≤ n, that is, ℓ(x, y) ≤ n or ℓ(x, ζ(y)) ≤ n. As
y, ζ(y) ∈ P \(X∩X ′∗), we conclude that ℓ(x, (P \(X∩X ′∗))) ≤ n and, as y, ζ(y) ∈ ζ(P \(X∩X ′∗)),
we have that ℓ(x, ζ(P \ (X ∩ X ′∗))) ≤ n. Applying Lemma 3.2, x 6∈ (X ∩ X ′∗)n(′∗). That
is, (Q ∪ ζ(Q)) ∩ (X ∩ X ′∗)n(′∗) = ∅ and the result follows from the fact that, for any m ≥ n,
(X ∩X ′∗)m(′∗) ⊆ (X ∩X ′∗)n(′∗).
THEOREM 3.4. Let L be a regular pm-algebra and P be its dual pm-space. If P has ζ-width
n < ω, then L is of range n.
Proof. As L is a regular pm-algebra, P has height at most 1, by Theorem 3.1. Suppose the ζ-
width of P is n < ω. If P = ∅, then L is trivial and is, obviously, of range n. Let P 6= ∅.
We must show that, for any x ∈ L, (x ∧ x′∗)n(′∗) = (x ∧ x′∗)(n+1)(′∗), or, equivalently, for any
clopen decreasing set X ⊆ P , (X ∩ X ′∗)n(′∗) = (X ∩ X ′∗)(n+1)(′∗). As the ζ-width of P is n,
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then, for any order component Q ⊆ P and any x, y ∈ Q, ℓζ(x, y) ≤ n. Let X ⊆ P be a clopen
decreasing set. For any order component Q we have that Q∪ ζ(Q) ⊆ X , or (Q∪ ζ(Q))∩X = ∅, or
(Q∪ ζ(Q))∩X 6= ∅ and (Q∪ ζ(Q))∩ (P \X) 6= ∅, so, applying, respectively, (1), (2) and (3) of the
previous lemma 3.3, we conclude that (Q∪ζ(Q))∩ (X ∩X ′∗)n(′∗) = (Q∪ζ(Q))∩ (X ∩X ′∗)(n+1)(′∗).
Thus (X ∩ X ′∗)n(′∗) = (X ∩ X ′∗)(n+1)(′∗), since the order components of P form a partition of
P .
The next objective is the converse of Theorem 3.4, for which (3) of the next lemma isolates the
technical step needed.
Let P be pm-space. For each n < ω, and each x ∈ P , let Dn(x) := {z ∈ P : ℓ(z, x) ≤ n}.
LEMMA 3.5. Let P be a pm-space of height at most 1, x, y ∈ P and n < ω. We have
(1) If x ∈ Min(P ), then Dn(x) is closed and decreasing whenever n is even, and Dn(x) is closed
and increasing whenever n is odd.
(2) If x ∈ Max(P ), then Dn(x) is closed and increasing whenever n is even, and Dn(x) is closed
and decreasing whenever n is odd.
(3) If n ≥ 1, ℓ(x, y) = n, ℓ(x, ζ(y)) 6≤ n and Dn−1(x) ∪Dn(ζ(x)) is decreasing, then there exists a
clopen decreasing set X such that ℓ(x, (P \ (X ∩X ′∗))) = n.
Proof. (1) Suppose x ∈ Min(P ). We have thatD0(x) = {z : ℓ(z, x) = 0} = {x}, which is closed and,
since x ∈ Min(P ), it is decreasing. We proceed inductively. Suppose that n is even and that Dn(x)
is closed and decreasing. We have Dn+1(x) = {z : ℓ(z, x) ≤ n+1}. Obviously, [Dn(x)) ⊆ Dn+1(x).
Let z ∈ Dn+1(x). Then, either z ∈ Dn(x) or ℓ(z, x) = n+1. In the latter case, as n+1 is odd and
x ∈ Min(P ), we have that z ∈ Max(P ) and so z > z1, for some z1 ∈ Dn(x). Thus, z ∈ [Dn(x)).
Consequently, Dn+1(x) = [Dn(x)), which is increasing and closed, since Dn(x) is closed. Now, it is
obvious that (Dn+1(x)] ⊆ Dn+2(x). Let z ∈ Dn+2(x). Then, either z ∈ Dn+1(x) or ℓ(z, x) = n+2.
In the latter case, as n + 2 is even and x ∈ Min(P ), we have that z ∈ Min(P ) and so z < z1,
for some z1 ∈ Dn+1(x). Thus, z ∈ (Dn+1(x)]. Consequently, Dn+2(x) = (Dn+1(x)], which is
decreasing and closed, since Dn+1(x) is closed.
(2) Suppose x ∈ Max(P ). Then ζ(x) ∈ Min(P ). As ζ is an involutive continuous dual order-
isomorphism ζ(Dn(ζ(x))) = Dn(x), for any n < ω, and ζ(Dn(ζ(x))) is closed and decreasing
(respectively, increasing) if and only if Dn(ζ(x)) is closed and increasing (respectively, decreasing).
Now we just apply (1).
(3) Suppose n ≥ 1, ℓ(x, y) = n, ℓ(x, ζ(y)) 6≤ n and Dn−1(x) ∪ Dn(ζ(x)) is decreasing. By (1)
and (2), we know that Dn−1(x)∪Dn(ζ(x)) is closed. As ℓ(x, y) = n and ℓ(y, ζ(x)) = ℓ(x, ζ(y)) 6≤ n,
we have that y /∈ Dn−1(x) ∪ Dn(ζ(x)). So, the set Dn−1(x) ∪ Dn(ζ(x)) is closed and decreasing
and y /∈ Dn−1(x)∪Dn(ζ(x)). It follows that there exists a clopen increasing set Y such that y ∈ Y
and (Dn−1(x) ∪ Dn(ζ(x))) ∩ Y = ∅. Let X = P \ Y , which is a clopen decreasing set such that
Dn−1(x) ∪ Dn(ζ(x)) ⊆ X and y /∈ X . From Dn(ζ(x)) ∩ Y = ∅, we get ζ(Dn(ζ(x))) ∩ ζ(Y ) = ∅.
Therefore, as ζ(Dn(ζ(x))) = Dn(x), it follows that Dn(x) ∩ ζ(Y ) = ∅. Suppose Dn−1(x) 6⊆ X ′∗,
that is, there exists z ∈ Dn−1(x) such that z /∈ X
′∗. For such a z we have ℓ(z, x) ≤ n − 1 since
z ∈ Dn−1(x) and, applying Lemma 3.2, ℓ(z, ζ(Y )) ≤ 1 since z /∈ X ′∗. Consequently, ℓ(x, ζ(Y )) ≤ n
and Dn(x) ∩ ζ(Y ) 6= ∅, a contradiction. Thus Dn−1(x) ⊆ X ′∗ and so Dn−1(x) ⊆ X ∩ X ′∗. As
y /∈ X ∩ X ′∗ and ℓ(x, y) = n, we have ℓ(x, (P \ (X ∩ X ′∗))) ≤ n. But Dn−1(x) ⊆ X ∩ X ′∗ and,
consequently, ℓ(x, (P \ (X ∩X ′∗))) > n− 1. So ℓ(x, (P \ (X ∩X ′∗))) = n, as required.
THEOREM 3.6. Let L be a regular pm-algebra and P be its dual pm-space. If there exist x, y ∈ P
such that ℓζ(x, y) = n for some 1 ≤ n < ω, then L does not satisfy the identity (x∧ x′∗)(n−1)(′∗) ≈
(x ∧ x′∗)n(′∗).
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Proof. As L is a regular pm-algebra, by Theorem 3.1, P has height at most 1. Suppose ℓζ(x, y) = n
for some x, y ∈ P and n ≥ 1. We begin with two small observations that will simplify the
subsequent argument. First, we recall that ℓζ(x, y) = ℓζ(ζ(x), ζ(y)). Second, suppose that
ℓζ(x, y) = ℓ(x, ζ(y)). Since ℓζ(ζ(x), y) = ℓζ(x, y), we have ℓζ(ζ(x), y) = ℓ(x, ζ(y)) = ℓ(ζ(x), y).
Thus, with no loss of generality, we will assume, by the first observation, that y ∈ Max(P ) and,
by the second, that ℓζ(x, y) = ℓ(x, y).
Suppose n is odd. Since y ∈Max(P ) and n = ℓζ(x, y) = ℓ(x, y), we have that x ∈Min(P ) and
so ζ(x) ∈ Max(P ). We know, by (1) and (2) of Lemma 3.5, that both Dn−1(x) and Dn(ζ(x)) are
closed and decreasing and so Dn−1(x) ∪Dn(ζ(x)) is closed and decreasing. Since ℓζ(x, y) = n, we
have that ℓ(x, ζ(y)) 6≤ n − 1. As x, ζ(y) ∈ Min(P ) and n is odd we cannot have ℓ(x, ζ(y)) = n.
So ℓ(x, ζ(y)) 6≤ n. Applying (3) of Lemma 3.5, there exists a clopen decreasing set X such that
ℓ(x, (P \(X∩X ′∗))) = n. For such an X , applying Lemma 3.2, we have that x ∈ (X∩X ′∗)(n−1)(′∗),
whilst x 6∈ (X ∩ X ′∗)(n+1)(′∗). In particular, (X ∩ X ′∗)(n−1)(′∗) 6= (X ∩ X ′∗)(n+1)(′∗). It follows
that (X ∩X ′∗)(n−1)(′∗) 6= (X ∩X ′∗)n(′∗), that is L does not satisfy the identity (x∧ x′∗)(n−1)(′∗) ≈
(x ∧ x′∗)n(′∗).
Now suppose n is even. Since n = ℓζ(x, y) = ℓ(x, y) and y ∈Max(P ), we have that x ∈Max(P )
and so ζ(x) ∈ Min(P ). We know, by (1) and (2) of Lemma 3.5, that both Dn−1(x) and Dn(ζ(x))
are closed and decreasing and so Dn−1(x) ∪Dn(ζ(x)) is closed and decreasing. Since ℓζ(x, y) = n,
we have that ℓ(x, ζ(y)) 6≤ n− 1. As x ∈Max(P ) and ζ(y) ∈ Min(P ) and n is even we cannot have
ℓ(x, ζ(y)) = n. So ℓ(x, ζ(y)) 6≤ n. Applying (3) of Lemma 3.5, there exists a clopen decreasing set
X such that ℓ(x, (P \ (X ∩ X ′∗))) = n. For such an X , we have ℓ(ζ(x), ζ(P \ (X ∩ X ′∗))) = n.
Therefore, by Lemma 3.2, ζ(x) ∈ (X∩X ′∗)(n−1)(′∗), whilst ζ(x) 6∈ (X∩X ′∗)(n+1)(′∗). In particular,
(X ∩X ′∗)(n−1)(′∗) 6= (X ∩X ′∗)(n+1)(′∗). It follows that (X ∩X ′∗)(n−1)(′∗) 6= (X ∩X ′∗)n(′∗), that is
L does not satisfy the identity (x ∧ x′∗)(n−1)(′∗) ≈ (x ∧ x′∗)n(′∗).
COROLLARY 3.7. Let L be a regular pm-algebra and P be its dual pm-space. Then L is of
range n < ω if and only if P is of ζ-width n.
Proof. Suppose L is of range n. Suppose x, y ∈ P such that ℓζ(x, y) is finite. If ℓζ(x, y) = k > n,
then, by Theorem 3.6, L does not satisfy the identity (x ∧ x′∗)(k−1)(′∗) ≈ (x ∧ x′∗)k(′∗) and, as
k − 1 ≥ n, L is not of range n, a contradiction. So, ℓζ(x, y) ≤ n. Thus, P is of ζ-width n. For the
converse just apply Theorem 3.4.
4 Subdirectly irreducible algebras and local finiteness
As we have already mentioned, for each n < ω, the variety Mn of regular pm-algebras of range
n is a discriminator variety and, consequently, its sudirectly irreducible algebras are the simple
ones. We begin by characterising the simple algebras of Mn, n < ω, via their dual spaces. For this
purpose, the following theorem will be useful.
THEOREM 4.1. Let L ∈Mn and P be its dual pm-space. Then all order components of P are
closed.
Proof. Suppose that L ∈Mn. Then, by Corollary 3.7, P is of ζ-width n. So, for all x, y ∈ P such
that ℓζ(x, y) is finite, we have ℓζ(x, y) ≤ n.
Let Q be an order component of P and x ∈ Q. Obviously, Dn(x) ⊆ Q. We know that
Q∩ ζ(Q) = ∅ or Q = ζ(Q). So, we have two cases to consider. Firstly, suppose that Q∩ ζ(Q) = ∅.
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Let y ∈ Q. We have that ℓ(x, y) is finite and ℓ(x, ζ(y)) is infinite, so ℓ(x, y) = ℓζ(x, y) ≤ n and,
consequently, y ∈ Dn(x). Thus, Q = Dn(x), which is closed in P , by (1) and (2) of Lemma 3.5.
Secondly, suppose that Q = ζ(Q). Consider Dn(x) and Dn(ζ(x)). Obviously, Dn(x) ⊆ Q and,
since ζ(x) ∈ Q, we also have Dn(ζ(x)) ⊆ Q. Thus, Dn(x) ∪ Dn(ζ(x)) ⊆ Q. Let y ∈ Q. As
Q = ζ(Q), we have that both ℓ(y, x) and ℓ(y, ζ(x)) are finite and, since ℓζ(y, x) ≤ n, at least, one
of them does not exceed n. Thus, y ∈ Dn(x) ∪Dn(ζ(x)) and we have Q = Dn(x) ∪Dn(ζ(x)). By
(1) and (2) of Lemma 3.5, Q is closed in P .
THEOREM 4.2. Let L ∈Mn and P be its dual pm-space. Then the following are equivalent:
(1) L is simple,
(2) P = Q ∪ ζ(Q) where Q is an order component of P .
Proof. As we have already observed in Section 2 there is a lattice-isomorphism from the lattice of
congruences on L to the lattice of open sets X of P such that ζ(X) = X and [Min(P ) ∩X) ⊆ X .
Moreover any such open set also satisfies (Max(P ) ∩X ] ⊆ X .
Suppose that L is simple. Consider Q ∪ ζ(Q), where Q is an order component of P . Suppose
P 6= Q ∪ ζ(Q). Let X = P \ (Q ∪ ζ(Q)). We wish to show that X represents a congruence on P .
Observe that X is an open set, since both Q and ζ(Q) are order components and hence closed,
by the previous theorem. Obviously, ζ(X) = X . Let y ∈ [Min(P ) ∩ X). Then y ≥ x, for some
x ∈ Min(P ) ∩ X . If y ∈ Q ∪ ζ(Q), so would x, since Q and ζ(Q) are order components. So
y ∈ P \ (Q ∪ ζ(Q)) = X . Thus [Min(P ) ∩ X) ⊆ X and X represents a congruence on L. Since
X 6= ∅ and X 6= P , we have a contradiction to the fact that L is simple.
Conversely, suppose that P = Q ∪ ζ(Q) for an order component Q. Let θ be a congruence
on L different from the equality congruence and let X be the open set that represents θ. Then
X 6= ∅, ζ(X) = X , [Min(P ) ∩ X) ⊆ X and (Max(P ) ∩ X ] ⊆ X . Since P = Min(P ) ∪Max(P ),
we conclude that X is increasing and decreasing. From ζ(X) = X 6= ∅ and P = Q ∪ ζ(Q), we
have that ∅ 6= X = (Q ∩X) ∪ (ζ(Q) ∩X) = (Q ∩X) ∪ (ζ(Q) ∩ ζ(X)) = (Q ∩X) ∪ ζ(Q ∩X) and
hence Q ∩X 6= ∅. Thus Q ⊆ X , since X is both increasing and decreasing, and we conclude that
P = Q ∪ ζ(Q) ⊆ X ∪ ζ(X) = X . So θ is the universal congruence.
COROLLARY 4.3. Let L be a non-trivial regular pm-algebra and P be its dual pm-space. Then
L is a simple algebra of Mn if and only if ℓ(x, y) ≤ n or ℓ(x, ζ(y)) ≤ n, for all x, y ∈ P .
Proof. Suppose L is a simple algebra of Mn. Then, by Corollary 3.7 and Theorem 4.2, P is of
ζ-width n and P = Q ∪ ζ(Q) with Q order component. The set ζ(Q) is also an order component.
Let x, y ∈ P . If x, y ∈ Q or x, y ∈ ζ(Q), then ℓ(x, y) is finite. Otherwise ℓ(x, ζ(y)) is finite, since
both elements will belong to the same order component. Either way ℓζ(x, y) is finite and then, as
P is of ζ-width n, ℓζ(x, y) ≤ n, that is ℓ(x, y) ≤ n or ℓ(x, ζ(y)) ≤ n.
Conversely, suppose that, for all x, y ∈ P , ℓ(x, y) ≤ n or ℓ(x, ζ(y)) ≤ n. It is obvious that P is
of ζ-width n and then L ∈ Mn, by Corollary 3.7. Let x ∈ P and let Qx be the order component
such that x ∈ Qx. For any y ∈ P , we have ℓ(x, y) ≤ n or ℓ(x, ζ(y)) ≤ n and, consequently, y ∈ Qx
or y ∈ ζ(Qx). Thus P = Qx ∪ ζ(Qx) and L is simple, by the previous theorem.
In Figure 1, clouds denote order components.
The next theorem gives a description, via their dual spaces, of the non-trivial algebras in M0,
leading to the description of its simple algebras presented in Corollary 4.5.
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Figure 1
THEOREM 4.4. Let L be a non-trivial pm-algebra and P be its dual pm-space. Then L ∈ M0
if and only if, for every order component Q ⊆ P , Q ∪ ζ(Q) is a copy of one of Q0, Q1, or Q2 (as
diagrammed in Figure 1).
Proof. Applying Theorem 3.1 and Corollary 3.7, we know that L ∈ M0 if and only P has height
at most 1 and, for any order component Q of P and any x, y ∈ Q, we have ℓζ(x, y) = 0. Suppose
L ∈M0. Let Q be an order component of P and x ∈ Q. If y ∈ Q and y 6= x, then, as ℓζ(y, x) = 0,
we have that ℓ(y, ζ(x)) = 0, that is y = ζ(x). So |Q| ≤ 2, since ζ is a bijection. Now it is clear
that Q∪ ζ(Q) is a copy of of Q0 or Q1, if |Q| = 1, whilst Q∪ ζ(Q) is a copy of Q2, if |Q| = 2. The
converse is straightforward.
In [22, Theorem 6.5], Sankappanavar described, up to isomorphism, the 6 subdirectly irreducible
pseudocomplemented de Morgan algebras of range 0. Exactly 3 of them are regular. SoM0 has, up
to isomorphism, 3 simple algebras. Their dual spaces are copies of Q0, Q1, or Q2 as diagrammed
in Figure 1. This fact is also an immediate consequence of Theorems 4.2 and 4.4.
COROLLARY 4.5. The simple algebras in M0 are the ones whose dual pm-space is a copy of
Q0, Q1, or Q2 (as diagrammed in Figure 1). 
Notice that the simple algebras in M0 are just the simple de Morgan algebras with the inherent
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pseudocomplementation.
For a Stone space (S; τ) and a subset I of the set of its isolated points, let Q6(I, S) be the
quadruple (S∪ζ(S); τ,≤, ζ) where 3 ≤ |S|, ζ(S) denotes a homeomorphic copy of S, τ is the union
topology, ζ(ζ(x)) = x for x ∈ S, and ≤ is the partial order on S ∪ ζ(S) induced by, for x, y ∈ S,
x < ζ(y) iff x 6= y or x /∈ I.
THEOREM 4.6. The quadruple Q6(I, S) = (S ∪ ζ(S); τ,≤, ζ) is a pm-space of height 1.
Proof. It is immediate that (S∪ζ(S);≤) has height 1 and that (S∪ζ(S); τ) is a compact Hausdorff
space. Moreover, whenever z is an isolated point of the Stone space S or of the Stone space ζ(S), z
is also an isolated point of Q6(I, S) and, consequently, {z} is clopen in Q6(I, S) and so are S \ {z}
and ζ(S) \ {z}.
Let x, y ∈ S ∪ ζ(S) be such that x 6≤ y. First, suppose x ∈ S. Then either y ∈ S and there is
a set X ⊆ S clopen in S, and so clopen in Q6(I, S) and necessarily decreasing, such that y ∈ X
and x 6∈ X , or else y = ζ(x) with x ∈ I. In this latter case, namely y = ζ(x), S \ {x} and {ζ(x)}
are clopen in Q6(I, S), since x and ζ(x) are isolated points. Thus {ζ(x)} ∪ (S \ {x}) is clopen
decreasing in Q6(I, S) and x /∈ {ζ(x)} ∪ (S \ {x}). Next, suppose x ∈ ζ(S). Then, since S is
clopen decreasing in Q6(I, S) and x /∈ S, the case y ∈ S is obvious, and if y ∈ ζ(S), there is a set
X ⊆ ζ(S) clopen in ζ(S), and so in Q6(I, S), such that y ∈ X and x 6∈ X from which y ∈ X ∪ S,
x 6∈ X ∪ S and X ∪ S is a clopen decreasing set of Q6(I, S).
Thus, (S ∪ ζ(S); τ,≤) is a Priestley space and it is clear that ζ is a continuous order-reversing
involution.
Suppose X ⊆ S ∪ ζ(S) is a clopen decreasing set. Obviously, if X = ∅, then [X) = ∅. If
X = {x} for some x ∈ I, then [X) = {x} ∪ (ζ(S) \ {ζ(x)}) which is clopen in Q6(I, S), since x
and ζ(x) are isolated points. In the remaining cases for X , if |X ∩ S| ≥ 2, or X = {x} for some
x ∈ S \ I, it is obvious that [X) = X ∪ ζ(S). Observe that whenever X ∩ ζ(S) 6= ∅, then, as X is
decreasing, |X ∩S| ≥ 2, and, as already argued, [X) = X ∪ ζ(S). So whatever the case, we always
have [X) = X ∪ ζ(S), which is clearly clopen in Q6(I, S).
Therefore (S ∪ ζ(S); τ,≤, ζ) is a pm-space.
Our next goal is to present a description, via their dual spaces, of the non-trivial pm-algebras
in M1, which will lead to the description of its simple algebras in Corollary 4.9.
LEMMA 4.7. Let P be a pm-space of height at most 1 and Q ⊆ P be an order component. Then
(1) Min(Q) = Min(P ) ∩Q and it is the set of the minimal elements of Q.
(2) Max(Q) = Max(P ) ∩Q and it is the set of the maximal elements of Q.
(3) Q = Min(Q) ∪Max(Q), and Min(Q) ∩Max(Q) 6= ∅ if and only if |Q| = 1.
(4) If |Q| > 1, then x 6= ζ(x), for any x ∈ Q.
(5) If P is of ζ-width 1, then |Min(Q)| = |Max(Q)| and, if |Min(Q)| = |Max(Q)| > 1, then
Q = ζ(Q).
(6) If P is of ζ-width 1 and |Q| > 2, then Q = ζ(Q), |Min(Q)| ≥ 2 and, for distinct x, y in Min(Q),
x < ζ(y).
Proof. (1)-(2) By definition Min(Q) = Min(P ) ∩ (Q] and Max(Q) = Max(P ) ∩ [Q) and the result
follows immediately from the fact that Q is an order component.
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(3) Immediate from (1) and (2) and the facts that P is of height at most 1 and Q is an order
component.
(4) If x ∈ Q is such that x = ζ(x), then x ∈Min(Q) ∩Max(Q) and, by (3), |Q| = 1.
(5) Suppose P is of ζ-width 1. We know that |Min(Q)| ≥ 1 and |Max(Q)| ≥ 1. Suppose
|Min(Q)| > 1 or |Max(Q)| > 1. Then there exist x, y ∈ Q such that ℓ(x, y) ≥ 2. Since ℓζ(x, y) ≤ 1,
it follows that ℓ(x, ζ(y)) ≤ 1 and then ζ(y) ∈ Q ∩ ζ(Q). So Q = ζ(Q) and, consequently, for every
z ∈ P , z ∈Min(Q) if and only if ζ(z) ∈ Max(Q). Thus |Min(Q)| = |Max(Q)|.
(6) Suppose P is of ζ-width 1 and |Q| > 2. As, by (3), Q = Min(Q) ∪Max(Q) and by (5),
|Min(Q)| = |Max(Q)|, we have that |Min(Q)| ≥ 2. That Q = ζ(Q) follows from (5). Let x, y be
distinct elements in Min(Q). Then ℓ(x, y) ≥ 2 and, consequently ℓ(x, ζ(y)) ≤ 1. Since |Q| > 2
and x ∈ Min(Q) and ζ(y) ∈Max(Q), we have that x 6= ζ(y) and, consequently, ℓ(x, ζ(y)) = 1 and
hence x < ζ(y).
THEOREM 4.8. Let L be a non-trivial pm-algebra and P be its dual pm-space. Then L ∈M1 if
and only if, for every order component Q ⊆ P , Q ∪ ζ(Q) is a copy of one of Q0, Q1, Q2, Q3, Q4,
Q5, or is of type Q6(I, S) for some Stone space (S; τ) and I ⊆ S a subset of the isolated points of
S with 3 ≤ |S| (as diagrammed in Figure 1).
Proof. Applying Theorem 3.1 and Corollary 3.7, we know that L ∈M1 if and only if P has height
at most 1 and, for any order component Q of P and any x, y ∈ Q, we have ℓζ(x, y) ≤ 1.
Suppose that for every order component Q ⊆ P , Q ∪ ζ(Q) is a copy of one of Q0, Q1, Q2,
Q3, Q4, Q5, or is of type Q6(I, S) with 3 ≤ |S|. It is obvious that P has height at most
1. It is also clear that if x, y ∈ Qi, 0 ≤ i ≤ 5, then ℓζ(x, y) ≤ 1. Consider Q6(I, S) with
3 ≤ |S|. Suppose x, y ∈ S such that x 6= y. Then x < ζ(y) and so ℓζ(x, y) = 1. As
ℓζ(x, y) = ℓζ(ζ(x), ζ(y)) = ℓζ(x, ζ(y)) = ℓζ(ζ(x), y), we have that, for any x, y ∈ Q6(I, S),
ℓζ(x, y) ≤ 1. So L ∈M1.
Conversely, suppose L ∈M1 and let Q be an order component of P . If |Q| = 1, then Q∪ ζ(Q)
is a copy of Q0 or Q1.
Suppose |Q| = 2. By (4) of the previous lemma, we know that x 6= ζ(x), for any x ∈ Q. So
Q ∪ ζ(Q) is a copy of Q2 if Q = ζ(Q), whilst Q ∪ ζ(Q) is a copy of Q3 if Q ∩ ζ(Q) = ∅.
Let |Q| > 2. Observe that, by the previous lemma, Q is the disjoint union of Min(Q) and
Max(Q), Q = ζ(Q), |Max(Q)| = |Min(Q)| ≥ 2 and, for distinct x, y in Min(Q), x < ζ(y), each of
which will hold for the remainder of the proof.
Suppose initially that |Min(Q)| = 2 and, say, Min(Q) = {x, y}. Then Max(Q) = {ζ(x), ζ(y)}.
Were it the case that both x 6≤ ζ(x) and y 6≤ ζ(y), then Q would fail to be an order component.
Thus, either x ≤ ζ(x) and y ≤ ζ(y), and Q ∪ ζ(Q) = Q is a copy of Q5, or else, say, x 6≤ ζ(x) and
y ≤ ζ(y) and Q ∪ ζ(Q) = Q is a copy of Q4.
Suppose next that |Min(Q)| ≥ 3. We have that Max(Q) = ζ(Min(Q)). As L ∈ M1, applying
Theorem 4.1, we know that Q is a closed set. Since ζ(Q) = Q and it is obvious that Min(x) ⊆ Q,
whenever x ∈ Q, we have that (Q; τ|`Q,≤|`Q, ζ|`Q) is a pm-subspace of P for which Min(Q) and
Max(Q) are both closed and then clopen in Q, as Q is the disjoint union of these sets. We have that
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Min(Q) endowed with the induced topology is a Stone space. As ζ is a homeomorphism, Max(Q) =
ζ(Min(Q)) is a homeomorphic copy of Min(Q). Consider the pm-subspace (Q; τ|`Q,≤|`Q, ζ|`Q). Let
x ∈ Min(Q). As observed above x < ζ(z) for any z ∈Min(Q) \ {x}. Suppose x is an accumulation
point of Min(Q). If x 6≤ ζ(x), then there exists a clopen decreasing set X containing ζ(x) but
not x. Since x is an accumulation point of Min(Q), ζ(x) is an accumulation point of Max(Q) and
there exists y ∈ Max(Q) ∩ (X \ {ζ(x)}). As observed above x < ζ(ζ(y)) = y and so x ∈ X , since
y ∈ X and X is decreasing, a contradiction. Now consider the set I = {x ∈ Min(Q) : x 6< ζ(x)}.
The elements of this set are isolated points of Min(Q). Thus Q is a pm-subspace of type Q6(I, S)
where S denotes the Stone space Min(Q) and I = {x ∈ Min(Q) : x 6< ζ(x)} ⊆ Min(Q) is a set of
isolated points of Min(Q).
The next corrollary is an immediate consequence of Theorems 4.2 and 4.8.
COROLLARY 4.9. The simple algebras in M1 are the ones whose dual space is a copy of Q0,
Q1, Q2, Q3, Q4, Q5, or is of type Q6(I, S) for some Stone space (S; τ) and I ⊆ S a subset of the
isolated points of S with 3 ≤ |S| (as diagrammed in Figure 1). 
Note that Q0, Q2, Q5, and Q6(∅, S) represent Kleene algebras, but no others do.
As every subdirectly irreducible algebra in Mn, n < ω, is simple, applying Corollaries 4.5 and
4.9, we have that M0 is generated by the pseudocomplemented de Morgan algebras E(Q0), E(Q1),
and E(Q2), whilstM1 is generated by the pseudocomplemented de Morgan algebrasE(Q0), E(Q1),
E(Q2), E(Q3), E(Q4), E(Q5), and E(Q6(I, S)) where (S; τ) is a Stone space, 3 ≤ |S|, and I ⊆ S
is a subset of the set of isolated points of S.
Recall that a Stone space is finite if and only if it is discrete. Consequently, all the elements of a
finite Stone space are isolated points. It is clear that, up to pm-isomorphism, for any n, 3 ≤ n < ω,
and any m, 0 ≤ m ≤ n, there is exactly one Q6(I, S) such that |S| = n and |I| = m. Consider
such an S and such an I, we denote by Q6(m,n) the pm-space Q6(I, S).
In fact, as the following theorem shows,M1 is generated by the pseudocomplemented de Morgan
algebras represented by Q0, Q1, Q2, Q3, Q4, Q5, and Q6(m,n) where 3 ≤ n < ω and 0 ≤ m ≤ n.
THEOREM 4.10. The variety M1 is locally finite.
Proof. Since the pseudocomplemented de Morgan algebras E(Q0), E(Q1), E(Q2), E(Q3), E(Q4),
E(Q5), and E(Q6(I, S)) where (S; τ) is a Stone space, 3 ≤ |S|, and I ⊆ S is a subset of the set of
its isolated points generate M1, it is sufficient to show that for each N < ω, there exists N
′ < ω,
depending on N , such that, for any set of N elements in any one of the pseudocomplemented de
Morgan algebras E(Q0), E(Q1), E(Q2), E(Q3), E(Q4), E(Q5), and E(Q6(I, S)) where (S; τ) is a
Stone space, |S| ≥ 3, and I is a subset of the set of its isolated points, generates a subalgebra whose
cardinality does not exceed N ′ (see Mal’cev [14, VI.14 Theorem 3]). Since {E(Qi) : 0 ≤ i ≤ 5} is
a finite set of finite algebras, it is only required to show that, for each N < ω, there exists N ′ < ω
such that, for any set of N elements in any one of the pseudocomplemented de Morgan algebras
E(Q6(I, S)) generates a subalgebra with at most N
′ elements.
Consider E(Q6(I, S)). Recall that whenever z is an isolated point of the Stone space S or of
the Stone space ζ(S), z is also an isolated point of Q6(I, S) and, consequently, {z} is clopen in
Q6(I, S). Let x ∈ I. Then x is an isolated point of S, ζ(x) is an isolated point of ζ(S) and we
have that
(ζ(x)] = {ζ(x)} ∪ (S \ {x}),
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is a clopen decreasing set of Q6(I, S).
Claim. Let F be a Boolean subalgebra of the Boolean algebra of clopen sets of S, let FI = {{x} ∈
F : x ∈ I} and
K(F) := F ∪ {ζ(X) ∪ S : X ∈ F} ∪ {(ζ(x)] : {x} ∈ FI}.
Then K(F) is a subalgebra of E(Q6(I, S)).
First notice that all the elements of K(F) are clopen decreasing sets of Q6(I, S) and, since
∅, S ∈ F , we have that ∅ ∈ K(F) and S ∪ ζ(S) ∈ K(F).
We begin by showing that K(F) is closed under unions and intersections. Consider the various
cases, starting with those that involve the first two types of clopen decreasing sets for which there
are six cases.
Let X,Y ∈ F . Obviously X ∪ Y,X ∩ Y ∈ F . Further, we have that X ∪ (ζ(Y ) ∪ S) =
ζ(Y ) ∪ S and X ∩ (ζ(Y ) ∪ S) = X , whilst (ζ(X) ∪ S) ∪ (ζ(Y ) ∪ S) = ζ(X ∪ Y ) ∪ S and
(ζ(X) ∪ S) ∩ (ζ(Y ) ∪ S) = ζ(X ∩ Y ) ∪ S. It remains to consider the cases involving the third
type of clopen decreasing set for which there are another six cases. Let {x} ∈ FI . Then {x} ∈ F ,
x ∈ I and S \ {x} ∈ F . We have X ∩ (ζ(x)] = X ∩ ({ζ(x)} ∪ (S \ {x})) = X ∩ (S \ {x})
and (ζ(X) ∪ S) ∪ (ζ(x)] = ζ(X ∪ {x}) ∪ S. Four cases remain. First consider X ∪ (ζ(x)] and
(ζ(X)∪S)∩(ζ(x)]. If x /∈ X , then X∪(ζ(x)] = X∪{ζ(x)}∪(S \{x}) = {ζ(x)}∪(S \{x}) = (ζ(x)]
and (ζ(X) ∪ S) ∩ (ζ(x)] = S \ {x}, whilst, if x ∈ X , X ∪ (ζ(x)] = {ζ(x)} ∪ S = ζ({x}) ∪ S and
(ζ(X) ∪ S) ∩ (ζ(x)] = (ζ(x)]. Finally, two cases remain, each involving the third type of clopen
decreasing sets. Let {y} ∈ FI . Then {y} ∈ F and y ∈ I. Suppose x 6= y. Notice that {x, y} ∈ F .
We have (ζ(x)] ∪ (ζ(y)] = ζ({x, y}) ∪ S and (ζ(x)] ∩ (ζ(y)] = S \ {x, y}.
Now we show that K(F) is closed under pseudocomplementation. Let X ∈ F . If X = ∅,
then X∗ = S ∪ ζ(S). If X = {x} with x ∈ I, then {x} ∈ FI and X∗ = (S ∪ ζ(S)) \ [x) =
{ζ(x)}∪(S\{x}) = (ζ(x)]. For the remaining cases,X∗ = (S∪ζ(S))\[X) = (S∪ζ(S))\(X∪ζ(S)) =
S \ X . Further, we have (ζ(X) ∪ S)∗ = ∅. It remains to show that K(F) is closed for the
third type of clopen decreasing set. Let {x} ∈ FI . Then {x} ∈ F and x ∈ I and we have
(ζ(x)]∗ = (S ∪ ζ(S)) \ [{ζ(x)} ∪ (S \ {x})) = {x}.
Finally we show that K(F) is closed for the de Morgan operation. Let X ∈ F . We have
X ′ = (S ∪ ζ(S)) \ ζ(X) = ζ(S \X) ∪ S and (ζ(X) ∪ S)′ = (S ∪ ζ(S)) \ (X ∪ ζ(S)) = S \ X . If
{x} ∈ FI , we have (ζ(x)]′ = (S ∪ ζ(S)) \ ({x} ∪ (ζ(S) \ {ζ(x)})) = {ζ(x)} ∪ (S \ {x}) = (ζ(x)],
thereby completing the justification of the claim.
Let N be a positive integer. Let {Xi : 0 ≤ i < N} be a set of clopen decreasing sets of Q6(I, S).
For each i, 0 ≤ i < N , Xi = (Xi∩S)∪(Xi∩ζ(S)) = (Xi∩S)∪ζ(ζ(Xi)∩S) and Xi∩S and ζ(Xi)∩S
are clopen sets of S. Consider T = {Xi ∩ S : 0 ≤ i < N} ∪ {ζ(Xi) ∩ S : 0 ≤ i < N}. This set has,
at most, N1 = 2N elements. Let B be the Boolean algebra of clopen sets of S and F its Boolean
subalgebra generated by T . Since a free Boolean algebra with N1 generators has 2
(2N1) elements,
F has at most N2 = 2(2
N1) elements. By the above claim, K(F) is a subalgebra of E(Q6(I, S)). It
is obvious that K(F) has, at most, 3N2 elements. It remains to show that, for every i, 0 ≤ i < N ,
Xi ∈ K(F). We know that Xi = (Xi ∩ S) ∪ ζ(ζ(Xi) ∩ S). For each i, Xi ∩ S ∈ T ⊆ F and
ζ(Xi) ∩ S ∈ T ⊆ F . If ζ(Xi) ∩ S = ∅, then Xi = Xi ∩ S ∈ F ⊆ K(F). Suppose |ζ(Xi) ∩ S| ≥ 2
or ζ(Xi) ∩ S = {x} with x /∈ I. Then |ζ(ζ(Xi) ∩ S)| ≥ 2 or ζ(ζ(Xi) ∩ S) = {ζ(x)} with x /∈ I. As
ζ(ζ(Xi)∩S) ⊆ Xi and Xi is decreasing, S ⊆ Xi and, consequently, Xi = S∪ζ(ζ(Xi)∩S) ∈ K(F).
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Finally, suppose ζ(Xi)∩S = {x} with x ∈ I. Then ζ(ζ(Xi)∩S) = {ζ(x)} andXi = (Xi∩S)∪{ζ(x)}
and, as Xi is decreasing, Xi = (Xi ∩ S) ∪ (ζ(x)] with {x} ∈ F and x ∈ I. So, Xi ∈ K(F).
Thus, the subalgebra of E(Q6(I, S)) generated by {Xi : 0 ≤ i < N} has at most N
′ = 3N2 =
3× 2(2
N1) = 3× 2(2
2N ) elements.
For any i, 0 ≤ i ≤ 5, and for any pair (m,n) with 3 ≤ n < ω and 0 ≤ m ≤ n, let
Li = E(Qi) and L6(m,n) = E(Q6(m,n)).
In view of Theorem 4.10, the following corollary is immediate.
COROLLARY 4.11. The variety M1 is generated by its finite simple algebras, which are, up to
isomorphism, Li, 0 ≤ i ≤ 5, and L6(m,n), 3 ≤ n < ω, 0 ≤ m ≤ n. 
To show that the free algebra inK2 on one generator, FK2 (1), is infinite we are going to consider
the sequence of algebras of K2 presented in the following example.
EXAMPLE 4.12. For 5 ≤ n < ω, let Sn = {xi : 0 ≤ i < n} and Tn = {yi : 0 ≤ i < n} be disjoint
n-element sets. Define on Sn ∪ Tn the partial order ≤ induced by, for 0 ≤ i, j < n,
xi < yj iff i /∈ {j − 1, j + 1}.
Let ζ : Sn ∪ Tn → Sn ∪ Tn be defined by ζ(xi) = yi and ζ(yi) = xi, for any 0 ≤ i < n. Consider
Pn = (Sn ∪ Tn;≤, ζ) which is a pm-space and its dual pm-algebra Kn = E(Pn).
As Min(Pn) = Sn and Max(Pn) = Tn, we have that Pn = Min(Pn)∪Max(Pn) and then Kn is a
regular pm-algebra, by Theorem 3.1. Moreover, since ζ(yi) = xi < yi = ζ(xi) for every 0 ≤ i < n,
Kn is a regular pseudocomplemented Kleene algebra.
The algebra Kn is of range 2, that is Kn ∈ K2. In fact, since ℓζ(x, y) = ℓζ(ζ(x), ζ(y)) =
ℓζ(x, ζ(y)) = ℓζ(ζ(x), y), for any x, y ∈ Pn, it suffices to show that, for 0 ≤ i, j < n, ℓζ(yi, yj) ≤ 2.
Let 0 ≤ i, j < n, choose 0 ≤ k < n such k /∈ {i − 1, i + 1, j − 1, j + 1}. Then xk < yi, yj and
ℓ(yi, yj) ≤ 2. So ℓζ(yi, yj) ≤ 2. Thus Pn is of ζ-width 2 and then Kn is of range 2, by Corollary 3.7.
Notice that Kn /∈ K1, since ℓ(y0, y1) = 2 and ℓ(y0, ζ(y1)) = ℓ(y0, x1) = 3, so ℓζ(y0, y1) = 2.
THEOREM 4.13. The variety K2 is not locally finite, in fact the free algebra on one generator
FK2(1) is infinite.
Proof. We show that, for each 5 ≤ n < ω, there exists a subalgebra An of Kn that is generated by
one element and has cardinality, at least, n.
Let 5 ≤ n < ω. First notice that all the sets {xi} are decreasing. We have [x0) = {x0} ∪ (Tn \
{y1}), {x0}∗ = Pn \ [x0) = {y1} ∪ (Sn \ {x0}) and {x0}∗′ = ζ(Pn \ {x0}∗) = ζ(Pn \ (Pn \ [x0))) =
ζ([x0)) = {y0}∪ (Sn \ {x1}). Moreover, for 1 ≤ i < n− 1, we have [xi) = {xi}∪ (Tn \ {yi−1, yi+1}),
{xi}
∗ = {yi−1, yi+1} ∪ (Sn \ {xi}) and {xi}
∗′ = ζ([xi)) = {yi} ∪ (Sn \ {xi−1, xi+1}).
Consider X = {x0} and let 〈X〉 denote the subalgebra of Kn generated by X . We will show
that, for every 0 ≤ i < n, {xi} ∈ 〈X〉. Since X∗′ = {x0}∗′ = {y0} ∪ (Sn \ {x1}), we have
that X∗′∗ = Pn \ [X∗′) = {x1} ∈ 〈X〉. Proceeding inductively, let 1 ≤ i < n − 1 and sup-
pose that {xk} ∈ 〈X〉, for any 0 ≤ k ≤ i. Since {xi}∗′ = {yi} ∪ (Sn \ {xi−1, xi+1}), we have
that {xi}∗′∗ = Pn \ [{xi}∗′) = {xi−1, xi+1}. As xi−1 /∈ {xi−1}∗ but xi+1 ∈ {xi−1}∗, we have
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{xi}∗′∗ ∩ {xi−1}∗ = {xi+1} and, consequently, {xi+1} ∈ 〈X〉, since both {xi}∗′∗, {xi−1}∗ ∈ 〈X〉.
As all the regular pseudocomplemented Kleene algebras An are homomorphic images of FK2(1),
this algebra must be infinite.
COROLLARY 4.14. For 2 ≤ n < ω, the varieties Kn and Mn are not locally finite.
Proof. It is immediate from Theorem 4.13 that FV(1) is infinite, where V is any of the mentioned
varieties.
5 Lattices of subvarieties of K1 and M1
As observed in Section 1 the following theorem follows from [22].
THEOREM 5.1. ([22])
(1) LV (K0) is isomorphic to a 3-element chain,
(2) LV (M0) is isomorphic to the 5-element lattice 1⊕ (2× 2).
Now we focus on LV (K1) and on LV (M1).
As the variety of pseudocomplemented de Morgan algebras is congruence-distributive, it is well
known (cf. [10]) that its lattice of subvarieties is distributive.
Let K be a class of algebras of the same similarity type. As usual, we denote by H(K), S(K),
I(K), and V(K) respectively, the class of all homomorphic images of members of K, the class of all
subalgebras of members of K, the class of all isomorphic images of members of K, and the variety
generated by K. If K has finitely many members, say K = {K0, . . . ,Kn} with n < ω, the mentioned
classes will be denoted by H(K0, . . . ,Kn), S(K0, . . . ,Kn), I(K0, . . . ,Kn) and V(K0, . . . ,Kn), re-
spectively.
THEOREM 5.2. Let n < ω and let K be a class of simple algebras of Mn such that V(K) is
locally finite. Then every finite simple algebra in V(K) belongs to IS(K).
Proof. We have already observed that any subalgebra of a simple algebra in Mn is also simple. So
HS(K) = IS(K). Now the conclusion follows immediately from [15, Theorem 4.104].
The set SiF = {Li : 0 ≤ i ≤ 5} ∪ {L6(m,n) : 3 ≤ n < ω and 0 ≤ m ≤ n} consists of precisely
one algebra from each of the isomorphism classes of the finite simple algebras in M1. Since, by
Theorem 4.10, M1 is locally finite, any of its subvarieties is generated by its finite simple members.
So any subvariety of M1 is generated by some subset K of SiF . Moreover, in view of the last
theorem, every finite simple member of V(K) lies in IS(K).
As observed in Section 2, if P and Q are the dual spaces of the pm-algebras L and K, re-
spectively, then L is isomorphic to a subalgebra of K if and only if there exists a surjective
pm-morphism from Q onto P . If L and K are finite, the topology in P and Q is the discrete one
and plays no role. Notice that for any pm-morphism ϕ : Q → P , we have ϕ(Min(Q)) ⊆ Min(P )
and ϕ(Max(Q)) ⊆ Max(P ) and, since ϕ is order-preserving, if each Q and P is the disjoint union
of the set of its minimal elements and the set of its maximal ones, we have ϕ(x) < ϕ(y) whenever
x < y. Moreover, for any surjective pm-morphism ϕ : Q→ P , we have ϕ(Min(Q)) = Min(P ) and
ϕ(Max(Q)) = Max(P ).
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Ultimately to describe LV (M1) it will be necessary to determine precisely when L6(p, q) is a
subalgebra of L6(m,n) for all m,n, p, q with 3 ≤ n < ω, 0 ≤ m ≤ n, 3 ≤ q < ω and 0 ≤ p ≤ q.
The next two lemmas 5.3 and 5.5 pave the way for this, namely Theorem 5.6.
LEMMA 5.3. Let Q6(I, S) and Q6(J, T ) be finite. A map ϕ : Q6(I, S)→ Q6(J, T ) is a surjective
pm-morphism if and only if the following conditions are satisfied
(1) ϕ(S) = T and ϕ(ζ(x)) = ζ(ϕ(x)), for any x ∈ S.
(2) ϕ−1(J) ⊆ I.
(3) ϕ(x) 6= ϕ(y), for distinct x, y ∈ ϕ−1(J).
(4) If x ∈ I \ ϕ−1(J), then there exists u ∈ S \ ϕ−1(J) such that u 6= x and ϕ(u) = ϕ(x).
Proof. We have that Min(Q6(I, S)) = S, Max(Q6(I, S)) = ζ(S), whilst Min(Q6(J, T )) = T and
Max(Q6(J, T )) = ζ(T ). Moreover, S and ζ(S) are disjoint and so are T and ζ(T ).
Suppose ϕ : Q6(I, S)→ Q6(J, T ) is a surjective pm-morphism.
(1) It is obvious since ϕ(S) = ϕ(Min(Q6(I, S))) = Min(Q6(J, T )) = T and ϕ ◦ ζ = ζ ◦ ϕ.
(2) Let x ∈ ϕ−1(J). Then ϕ(x) ∈ J and, consequently, x ∈ S and ϕ(x) 6< ζ(ϕ(x)) = ϕ(ζ(x)).
If x /∈ I, then x < ζ(x) and, consequently, ϕ(x) < ϕ(ζ(x)), a contradiction. Thus, x ∈ I.
(3) Let x, y ∈ ϕ−1(J) be such that x 6= y. Then x < ζ(y) and, consequently, ϕ(x) < ϕ(ζ(y)) =
ζ(ϕ(y)). If ϕ(x) = ϕ(y), we would have ϕ(x) < ζ(ϕ(x)), a contradiction, since ϕ(x) ∈ J . Thus,
ϕ(x) 6= ϕ(y).
(4) Suppose that x ∈ I \ ϕ−1(J). That is, x ∈ I and ϕ(x) /∈ J . Then x 6< ζ(x) and
ϕ(x) < ζ(ϕ(x)) = ϕ(ζ(x)). So, ϕ(x) ∈ Min(ϕ(ζ(x))) = ϕ(Min(ζ(x))) and, consequently, there
exists u ∈Min(ζ(x)) such that ϕ(x) = ϕ(u). It is obvious that u ∈ S and, as ϕ(u) = ϕ(x) /∈ J , we
have that u ∈ S \ ϕ−1(J). From u < ζ(x) and x 6< ζ(x), it follows that u 6= x.
Conversely, suppose that ϕ satisfies (1) - (4). By (1), ϕ is onto and ϕ ◦ ζ = ζ ◦ ϕ. To prove
that ϕ is order-preserving, consider x, y ∈ S such that x < ζ(y). If ϕ(x) 6< ϕ(ζ(y)) = ζ(ϕ(y)),
then ϕ(x) = ϕ(y) ∈ J and, applying (2) and (3), x = y ∈ ϕ−1(J) ⊆ I, a contradiction, since
x < ζ(y). Finally, let x ∈ S. As S = Min(Q6(I, S)), T = Min(Q6(J, T )) and, by (1), ϕ(S) = T ,
we have that Min(ϕ(x)) ⊆ ϕ(Min(x)) trivially. To prove that Min(ϕ(ζ(x))) ⊆ ϕ(Min(ζ(x))), take
z ∈ Min(ϕ(ζ(x))). Then z ∈ T = ϕ(S) and z < ϕ(ζ(x)) = ζ(ϕ(x)). Let y ∈ S be such that
z = ϕ(y) and suppose that y 6< ζ(x). Then y = x ∈ I and ϕ(x) = z < ζ(ϕ(x)). So x /∈ ϕ−1(J).
Applying (4), there exists u ∈ S \ ϕ−1(J) such that u 6= x and ϕ(u) = ϕ(x) = z. Since u 6= x,
we have u < ζ(x) and then z ∈ ϕ(Min(ζ(x))). So, Min(ϕ(ζ(x))) ⊆ ϕ(Min(ζ(x))). Thus, ϕ is a
surjective pm-morphism.
It is straightforward to conclude that for 3 ≤ k ≤ n < ω and 0 ≤ m ≤ k, there is a sur-
jective pm-morphism from Q6(m,n) onto Q6(m, k). Simply apply the previous lemma to any
ϕ : Q6(I, S) → Q6(J, T ) where |I| = |J | and |S \ I| ≥ |T \ J | and ϕ|`I : I → J is a bijection and
ϕ|`(S\I) : S \ I → T \ J is an onto mapping.
Now we introduce some notation. For each i, 0 ≤ i ≤ 5, and each pair (m,n) such that
3 ≤ n < ω and 0 ≤ m ≤ n, let
Vi = V(Li) and Vm,n = V(L6(m,n)).
Also let
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Vω,ω = V({L6(m,n) : 3 ≤ n < ω and 0 ≤ m < n}),
and, for each m < ω,
Vm,ω = V({L6(m,n) : 3 ≤ n < ω and m < n}).
THEOREM 5.4. LV (K1) is isomorphic to an ω + 1 chain.
Proof. Analysing the algebras of SiF , we conclude that only L0, L2, L5 and L6(0, n), for any
3 ≤ n < ω, are in K1. As we have just observed, for 3 ≤ n < m, there is a surjective pm-morphism
fromQ6(0,m) ontoQ6(0, n), but, obviously, there is no surjective map fromQ6(0, n) ontoQ6(0,m).
So, L6(0, n) ∈ IS(L6(0,m)), but L6(0,m) /∈ IS(L6(0, n)) and, consequently, V0,n < V0,m. It is
also clear that there are surjective pm-morphisms from Q6(0, 3) onto Q5, from Q5 onto Q2, and
from Q2 onto Q0, but not the other way around. That is, LV (K1) is isomorphic to the ω+1 chain
T−< V0−< V2−< V5−< V0,3−< . . .−< V0,n−< . . . < K1,
where T is the trivial subvariety.
Observe that, in terms of the preceding notation, K1 = V0,ω.
The lattice LV (M1) is a little more complex. Our first goal is to analyse when L6(p, q) ∈ Vm,n,
that is, when L6(p, q) ∈ IS(L6(m,n)).
LEMMA 5.5. Let Q6(I, S) and Q6(J, T ) be finite and ϕ : Q6(I, S) → Q6(J, T ) be a surjective
pm-morphism. Let x, y, u, v be distinct elements of S such that x, y ∈ I \ϕ−1(J), u, v ∈ S \ϕ−1(J)
and ϕ(u) = ϕ(x) 6= ϕ(y) = ϕ(v). If, for any finite set T1 that properly contains T , there is no
surjective pm-morphism from Q6(I, S) onto Q6(J, T1), then u ∈ I \ ϕ−1(J) or v ∈ I \ ϕ−1(J).
Proof. Suppose that for any finite set T1 that properly contains T , there is no surjective pm-
morphism from Q6(I, S) onto Q6(J, T1). As ϕ is a surjective pm-morphism, it satisfies conditions
(1)-(4) of Lemma 5.3. Notice that ϕ(x), ϕ(y) /∈ J , since x, y ∈ I \ ϕ−1(J). As ϕ(u) = ϕ(x) and
ϕ(v) = ϕ(y), we have that u, v /∈ ϕ−1(J). Thus it only remains to prove that u ∈ I or v ∈ I.
Suppose that u /∈ I and v /∈ I. Choose some completely new element w /∈ T ∪ ζ(T ). Consider
Q6(J, T1) where T1 = T ∪ {w}. Define ψ : Q6(I, S)→ Q6(J, T1) by, for z ∈ S,
ψ(z) =


ϕ(z) if ϕ(z) /∈ {ϕ(x), ϕ(y)}
ϕ(x) if ϕ(z) ∈ {ϕ(x), ϕ(y)} and z /∈ {u, v}
ϕ(y) if z = u
w if z = v,
and
ψ(ζ(z)) = ζ(ψ(z)).
We will prove that ψ satisfies (1)-(4) of Lemma 5.3, obtaining a contradiction.
(1) We have that ψ(v) = w, ψ(u) = ϕ(y) and ψ(x) = ϕ(x). Let b ∈ T1 \ {w,ϕ(y), ϕ(x)}. Then
b ∈ T \ {ϕ(y), ϕ(x)} and, since ϕ(S) = T , there exists z ∈ S such that ϕ(z) = b /∈ {ϕ(y), ϕ(x)}
and we have ψ(z) = ϕ(z) = b. So ψ(S) = T1. By definition, ψ(ζ(z)) = ζ(ψ(z)) for any z ∈ S.
(2) Although ψ−1(J) ⊆ ϕ−1(J) is sufficient to conclude (2), we will show that ψ−1(J) = ϕ−1(J)
and that ψ(z) = ϕ(z), for z ∈ ψ−1(J), which will be used to prove (3) and (4). If z ∈ ϕ−1(J),
then ϕ(z) ∈ J and so ϕ(z) /∈ {ϕ(x), ϕ(y)}. Thus, ψ(z) = ϕ(z) ∈ J and z ∈ ψ−1(J). Conversely,
let z ∈ ψ−1(J). Then ψ(z) ∈ J . If ϕ(z) ∈ {ϕ(x), ϕ(y)}, we would have ψ(z) ∈ {w,ϕ(y), ϕ(x)},
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a contradiction, since none of the elements of this set belongs to J . So ϕ(z) /∈ {ϕ(x), ϕ(y)} and,
consequently, ϕ(z) = ψ(z) ∈ J . Thus ψ−1(J) = ϕ−1(J). Consequently, ψ−1(J) = ϕ−1(J) ⊆ I.
(3) Let z1, z2 ∈ ψ
−1(J) be distinct. We just proved in (2) that ψ−1(J) = ϕ−1(J). Also, from
the proof of (2), we know that ψ(z1) = ϕ(z1) and ψ(z2) = ϕ(z2). As, by (3) of Lemma 5.3,
ϕ(z1) 6= ϕ(z2), we have ψ(z1) 6= ψ(z2).
(4) Suppose that z ∈ I \ ψ−1(J). As u /∈ I and v /∈ I by hypothesis, we have z /∈ {u, v}.
We consider two cases. First, suppose ϕ(z) ∈ {ϕ(x), ϕ(y)}, then ψ(z) = ϕ(x) = ψ(x) = ψ(y) by
definition of ψ, and, since x 6= y, we have z 6= x or z 6= y. Both x, y ∈ I \ ϕ−1(J) = I \ ψ−1(J).
Now suppose ϕ(z) /∈ {ϕ(x), ϕ(y)}. Then ψ(z) = ϕ(z) by definition of ψ. By the proof of (2), we
know that ψ−1(J) = ϕ−1(J) and, since z ∈ I \ψ−1(J), we have z ∈ I \ϕ−1(J). As ϕ is a surjective
pm-morphism, applying (4) of Lemma 5.3, there exists z0 ∈ S \ ϕ−1(J) = S \ ψ−1(J) such that
z0 6= z and ϕ(z0) = ϕ(z). So ϕ(z0) /∈ {ϕ(x), ϕ(y)} and we have ψ(z0) = ϕ(z0) = ϕ(z) = ψ(z).
Recall that, for a real number r, the largest integer that does not exceed r is called the floor of
r and denoted ⌊r⌋.
We are now ready to determine when L6(p, q) ∈ Vm,n and, as can be seen, the answer is rather
curious.
THEOREM 5.6. Let 3 ≤ n, q < ω, 0 ≤ m ≤ n and 0 ≤ p ≤ q. Then the following are equivalent:
(1) L6(p, q) ∈ Vm,n,
(2) p ≤ m, and
either
(a) p = q = m = n,
or
(b) p < q and q ≤ p+ ⌊(m− p)/2⌋+ n−m.
Proof. Say Q6(m,n) = Q6(I, S) where I ⊆ S, |I| = m and |S| = n, and Q6(p, q) = Q6(J, T ) where
J ⊆ T , |J | = p and |T | = q. We know that L6(p, q) ∈ Vm,n if and only if there is a surjective
pm-morphism from Q6(I, S) onto Q6(J, T ). Suppose that (1) holds and let ϕ be such a surjective
pm-morphism. Then, by (1) of Lemma 5.3, ϕ(S) = T and ϕ(ζ(S)) = ζ(T ). It is obvious that
q ≤ n. Moreover, ϕ(ϕ−1(J)) = J and, applying (3) of Lemma 5.3, we have p = |J | = |ϕ−1(J)|.
But ϕ−1(J) ⊆ I, by (2) of the same lemma, and then p = |ϕ−1(J)| ≤ |I| = m. So it is always the
case that p ≤ m. Now we have 2 cases to consider.
Case 1: p = q. Then J = T and so, ϕ−1(J) = ϕ−1(T ) = S. Thus p = n and, since p ≤ m ≤ n,
we conclude that p = m = n. So p = q = m = n, as required.
Case 2: p < q. To show that q ≤ p+⌊(m− p)/2⌋+n−m, we may consider that q is the greatest
integer for which there exists a surjective pm-morphism from Q6(m,n) onto Q6(p, q). As ϕ(S) = T ,
we have ϕ(S \ϕ−1(J)) = T \J . Since p = |ϕ−1(J)| and ϕ−1(J) ⊆ I, we have |I \ϕ−1(J)| = m−p.
If m− p = 0, then ⌊(m− p)/2⌋ = 0 and p+ ⌊(m− p)/2⌋+ n−m = p+ 0 + n− p = n and we
have already observed that q ≤ n.
Supposem−p = 1, that is |I\ϕ−1(J)| = 1. Then I\ϕ−1(J) is a singleton, say I\ϕ−1(J) = {x}.
By (4) of Lemma 5.3, there exists u ∈ S \ ϕ−1(J) such that u 6= x and ϕ(u) = ϕ(x). Thus,
q = |J | + |T \ J | = p + |ϕ(S \ ϕ−1(J))| ≤ p + (|S \ ϕ−1(J)| − 1) = p + n − p − 1 = n − 1 =
21
p+ ⌊(m− p)/2⌋+ n−m.
Finally, suppose that m − p ≥ 2, that is |I \ ϕ−1(J)| ≥ 2. As ϕ−1(J) ⊆ I, we have
T \ J = ϕ(S \ ϕ−1(J)) = ϕ((I \ ϕ−1(J)) ∪ (S \ I)). Notice that |S \ I| = n − m. Consider
θ the equivalence relation on I \ ϕ−1(J) defined by (x, y) ∈ θ iff ϕ(x) = ϕ(y). Suppose that
there are k equivalence classes. Then |T \ J | ≤ k + n − m. If each class has at least 2 ele-
ments then m − p = |I \ ϕ−1(J)| ≥ 2k, implying (m − p)/2 ≥ k. So ⌊(m− p)/2⌋ ≥ k. Thus,
q = |J | + |T \ J | ≤ p + k + n − m ≤ p + ⌊(m− p)/2⌋ + n − m, as required. Now suppose
that there exists a class with cardinality 1. Then, as |I \ ϕ−1(J)| = m − p ≥ 2, we have
that k ≥ 2. Let a1/θ, a2/θ, . . . , ak/θ be the equivalence classes with a1/θ = {a1}. For each
i, 2 ≤ i ≤ k, we have a1, ai ∈ I \ ϕ−1(J) and ϕ(a1) 6= ϕ(ai). By (4) of Lemma 5.3, there
exists u ∈ S \ ϕ−1(J) such that u 6= a1 and ϕ(u) = ϕ(a1) and there exists vi ∈ S \ ϕ
−1(J)
such that vi 6= ai and ϕ(vi) = ϕ(ai). It is obvious that the elements u, a1, ai, vi are distinct
and that u /∈ I, as a1/θ = {a1}. By the maximality of q and applying Lemma 5.5 we conclude
that vi ∈ I \ ϕ−1(J) and consequently, vi ∈ ai/θ. So, all the classes except a1/θ have at least
2 elements and m − p = |I \ ϕ−1(J)| ≥ 2(k − 1) + 1 = 2k − 1 and (m − p)/2 ≥ k − 1/2,
so ⌊(m− p)/2⌋ ≥ k − 1. Taking into account that u ∈ S \ I and ϕ(u) = ϕ(a1), we have
q−p = |T \J | = |ϕ((I\ϕ−1(J))∪(S\I))| ≤ k+(n−m−1) = (k−1)+(n−m) ≤ ⌊(m− p)/2⌋+n−m
and hence (2) follows.
Now, suppose (2) is true. We wish to prove that there is a surjective pm-morphism from
Q6(I, S) onto Q6(J, T ). If p = q = m = n, it is immediate. Now suppose that p ≤ m and
p < q ≤ p + ⌊(m− p)/2⌋ + n − m. As for any t ≥ q, there is a surjective pm-morphism from
Q6(p, t) onto Q6(p, q), it is sufficient to prove the statement for q = p+ ⌊(m− p)/2⌋+ n−m.
As p ≤ m = |I| consider M ⊆ I such that |M | = p = |J | and let α be a bijection from M onto
J . Then |I \M | = m− p = 2k or |I \M | = m − p = 2k + 1, for some k ≥ 0, and, in both cases,
⌊(m− p)/2⌋ = k.
Suppose k ≥ 1. Let I \M = {a1, . . . , ak} ∪ {b1, . . . , bk} ∪B, where B = ∅ if |I \M | = 2k, and
B = {b} if |I \M | = 2k + 1. As |T | = q = p+ k + n−m and |J | = p, |T \ J | = k + n −m ≥ k.
Choose k (distinct) elements in T \ J , say c1, . . . , ck, and let C = {c1, . . . , ck}. Let β : I \M → C
be defined by β(ai) = β(bi) = ci, for any 1 ≤ i ≤ k, and β(b) = ck if B 6= ∅. As the sets T \ (J ∪C)
and S \ I both have cardinality n−m, consider a bijection γ from S \ I onto T \ (J ∪C). Now let
ϕ : Q6(I, S)→ Q6(J, T ) be defined by, for x ∈ S,
ϕ(x) =


α(x) if x ∈M
β(x) if x ∈ I \M
γ(x) if x ∈ S \ I,
and
ϕ(ζ(x)) = ζ(ϕ(x)).
By Lemma 5.3, ϕ is a surjective pm-morphism.
Now suppose k = 0, that is m − p = 0 or m − p = 1 and, consequently, I = M or I \M is
a singleton, say I \M = {b}. As ⌊(m− p)/2⌋ = 0, we have that p + 1 ≤ q = p + n −m. Then
n−m ≥ 1 and |T \ J | = q − p = n−m = |S \ I|. Choose c ∈ T \ J and let β be a bijection from
S \ I onto T \ J . Consider the map ϕ : Q6(I, S)→ Q6(J, T ) defined by, for x ∈ S,
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ϕ(x) =


α(x) if x ∈M
c if x ∈ I \M
β(x) if x ∈ S \ I,
and
ϕ(ζ(x)) = ζ(ϕ(x)).
By Lemma 5.3, ϕ is a surjective pm-morphism.
COROLLARY 5.7. We have the following
(1) For 3 ≤ p < ω, 3 ≤ n < ω and 0 ≤ m ≤ n, L6(p, p) ∈ IS(L6(m,n)) if and only if p = m = n.
(2) |LV (M1)| = 2ω.
Proof. (1) Immediate from the previous theorem.
(2) Suppose K1 and K2 are distinct non-empty subsets of {L6(n, n) : 3 ≤ n < ω}. Without
loss of generality, we may assume that there exists, say, L6(n, n) ∈ K1 \ K2 for some 3 ≤ n < ω.
If L6(n, n) ∈ V(K2), then, by Theorem 5.2, L6(n, n) ∈ IS(K2), that is L6(n, n) ∈ IS(L6(m,m))
for some L6(m,m) ∈ K2, which is a contradiction, since n 6= m. So L6(n, n) /∈ V(K2) and
V(K1) 6= V(K2).
Although LV (M1) is uncountable, with the aid of Theorem 5.6, its structure may still be un-
derstood.
Observe that V0 ⊆ V for any non-trivial V ∈ LV (M1).
Further, since both Q1 and Q3 have an order component Q for which Q ∩ ζ(Q) = ∅, we have
that L1, L3 6∈ V(L) for L ⊆ SiF \ {L1, L3}.
First we consider the lattice of subvarieties of L = V(L0, L1, L2, L3, L4, L5) which is a finite
distributive lattice, whose non-zero join-irreducible elements are Vi, 0 ≤ i ≤ 5. Inspection shows
that the poset of these elements is
✈ ✈ ✈
✈
✈
✈
V0
V2V1
V3 V4 V5
Figure 2
The lattice of subvarieties of L is isomorphic to the lattice of its decreasing sets. We conclude,
in particular, that the variety L = V(L0, L1, L2, L3, L4, L5) has 14 non-trivial subvarieties, namely:
Vi, 0 ≤ i ≤ 5,V1∨V2,V1∨V4,V1∨V5,V3∨V4,V3∨V5,V4∨V5,V1∨V4∨V5,V3∨V4∨V5 = L.
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For the sake of conciseness in the analysis that follows including Theorem 5.8, and unless oth-
erwise stated, whenever we consider L6(m,n) orVm,n it is implicit that 3 ≤ n < ω and 0 ≤ m ≤ n.
Now observe that
(1) V4 ⊆ Vm,n if and only if m ≥ 1,
(2) V5 ⊆ Vm,n if and only if (m,n) 6= (3, 3).
Let V be a subvariety ofM1 such that L1 /∈ V and L6(m,n) ∈ V, for somem,n. Then L3 /∈ V.
Consider
S = {n : L6(n, n) ∈ V} and
T = {m : L6(m,n) ∈ V, for some n > m}.
We have that S 6= ∅ or T 6= ∅. We analyse the various possibilities for S and T .
(1) S = ∅. Then T 6= ∅.
(1.1) T is infinite. Consider L6(p, q) with p < q. As T is infinite, there exists m ∈ T
such that m ≥ 2q − p > p. Since m ∈ T , we have that L6(m,n) ∈ V for some n > m and
L6(p, q) ∈ Vm,n ⊆ V, by Theorem 5.6. So Vω,ω ⊆ V. Since L0, L2, L4, L5 ∈ Vω,ω and S = ∅, we
conclude that V = Vω,ω.
(1.2) T is finite. Let T = {p0, . . . , ps} with s < ω and p0 > p1 > · · · > ps. For each
i ∈ {0, . . . , s}, let Ai = {n : n > pi and L6(pi, n) ∈ V} which is a non-empty set.
(1.2.1) Ai is finite, for all i ∈ {0, . . . , s}. Let qi = maxAi. By Theorem 5.6, for any i ∈
{0, . . . , s} and any n ≥ 3 such that pi < n ≤ qi, we have L6(pi, n) ∈ Vpi,qi ⊆ V. If p0 = 0, then
T = {0} and, V = V0,q0 or V = V0,q0 ∨V4, since L0, L2, L5 ∈ V0,q0 but L4 /∈ V0,q0 . Let p0 ≥ 1.
As 1 ≤ p0 < q0, we have that L0, L2, L4, L5 ∈ Vp0,q0 and then V = Vp0,q0 ∨ · · · ∨Vps,qs .
(1.2.2) There exists i, 0 ≤ i ≤ s, such that Ai is infinite. Let M be the least such i. For any
q > pM , 3 ≤ q < ω, there exists n ∈ AM such that n ≥ q. So L6(pM , n) ∈ V and, by Theorem
5.6, L6(pM , q) ∈ VpM ,n ⊆ V. Thus, VpM ,ω ⊆ V. Moreover, for 0 ≤ p ≤ pM and q > p, 3 ≤ q < ω,
taking n such that n > max {2, pM , q + pM − p}, we have that L6(p, q) ∈ VpM ,n ⊆ VpM ,ω ⊆ V. If
p0 = 0, then T = {0} and V = V0,ω or V = V0,ω ∨V4, since L0, L2, L5 ∈ V0,ω and L4 /∈ V0,ω.
Suppose p0 ≥ 1. If M = 0, then V = Vp0,ω, since L0, L2, L4, L5 ∈ Vp0,ω. If M ≥ 1, as
A0, . . . , AM−1 are finite, arguing as in (1.2.1), we get V = Vp0,q0 ∨ · · · ∨VpM−1,qM−1 ∨VpM ,ω.
(2) S 6= ∅.
(2.1) S is infinite. Consider L6(p, q) with p < q. As S is infinite, there exists n ∈ S such that
n ≥ 2q−p. Then p < n. As n ∈ S, L6(n, n) ∈ V. Since p < n, p < q and p+ ⌊(n− p)/2⌋+n−n ≥
p + (q − p) = q, we have that L6(p, q) ∈ Vn,n, by Theorem 5.6. So Vω,ω ⊆
∨
n∈S Vn,n. As
L0, L2, L4, L5 ∈ Vω,ω, we conclude that V =
∨
n∈S Vn,n.
(2.2) S is finite. Let S = {n0, . . . , nk} with k < ω and n0 > n1 > · · · > nk.
(2.2.1) T = ∅. Then, for any m,n such that L6(m,n) ∈ V, we have m = n. If n0 ≥ 4,
then L6(2, 3) ∈ Vn0,n0 ⊆ V, a contradiction. So n0 = 3 and S = {3}. As L0, L2, L4 ∈ V3,3 but
L5 /∈ V3,3, we conclude that V = V3,3 or V = V3,3 ∨V5.
(2.2.2) T 6= ∅. We are going to apply what was done in (1). Notice that L4 ∈ Vn,n, for any
3 ≤ n < ω. If T is infinite, then V = Vω,ω ∨ Vn0,n0 ∨ · · · ∨ Vnk,nk . If T = {p0, . . . , ps} with
s < ω and p0 > p1 > · · · > ps, then V = Vp0,q0 ∨ · · · ∨ Vps,qs ∨ Vn0,n0 ∨ · · · ∨ Vnk,nk , or V =
Vp,ω∨Vn0,n0∨· · ·∨Vnk,nk for some p < ω, orV = Vp0,q0∨· · ·∨Vpt,qt∨Vp,ω∨Vn0,n0∨· · ·∨Vnk,nk
for some t < ω and p0 > · · · > pt > p.
Losing some of the detail from above, the structure of LV (M1) may be summarised as follows.
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Let (Ki : i < 2ω) be the family of infinite subsets of {L6(n, n) : 3 ≤ n < ω}.
THEOREM 5.8. Every non-trivial subvariety V of M1 may be expressed as follows
(1) Vi, 0 ≤ i ≤ 5, V1 ∨ V2, V1 ∨ V4, V1 ∨ V5, V3 ∨ V4, V3 ∨ V5, V4 ∨ V5, V1 ∨ V4 ∨ V5,
V3 ∨V4 ∨V5.
(2) V3,3 ∨V5, V0,ω ∨V4 and V0,q ∨V4 for some 3 ≤ q < ω.
(3) Vp0,q0 ∨ · · · ∨ Vps−1,qs−1 ∨ Vn0,n0 ∨ · · · ∨ Vnk−1,nk−1 , for some s, k < ω such that s + k > 0
where pi < qi for any 0 ≤ i < s, p0 > · · · > ps−1 and n0 > · · · > nk−1.
(4) Vp0,q0 ∨ · · · ∨Vps−1,qs−1 ∨Vp,ω ∨Vn0,n0 ∨ · · · ∨Vnk−1,nk−1 , for some s, k < ω, p < ω where
p < pi < qi, for any 0 ≤ i < s, p0 > · · · > ps−1 > p and n0 > · · · > nk−1.
(5) Vω,ω ∨Vn0,n0 ∨ · · · ∨Vnk−1,nk−1 for some k < ω and n0 > · · · > nk−1.
(6) V(Ki) for i < 2ω.
(7) V ∨V1 and V ∨V3 where V is one of the ones described in (2)-(6).
Observe that M1 = V3 ∨V({L6(n, n) : 3 ≤ n < ω}).
Also notice that the representation of the subvarieties described in (3), (4) and, consequently,
(7) might be redundant. For example, V7,8 ∨V3,6 = V7,8 and, although V7,8 ∨V2,6 is an irredun-
dant representation, we have that V7,8 ∨V2,6 ∨V9,9 = V2,6 ∨V9,9.
It is possible to obtain irredundant representations for all of the aforementioned subvarieties,
but that requires some technical arguments and it does not add much to the understanding
of the lattice LV (M1). For example, in (3) we obtain Vp0,q0 ∨ · · ·Vps−1,qs−1 ∨ Vps,qs ∨ · · · ∨
Vps+t−1,qs+t−1 ∨ Vn0,n0 ∨ · · · ∨ Vnk−1,nk−1 , for some s, t, k < ω such that s + t + k > 0 where
p0 > · · · > ps−1 > n0 ≥ ps > · · · > ps+t−1, n0 > · · · > nk−1, and, for any 0 ≤ i < s + t, pi < qi,
qi > pi + ⌊(pi−1 − pi)/2⌋+ qi−1 − pi−1 and qs > ps + ⌊(n0 − ps)/2⌋.
6 The lattice of subvarieties of K2
In this section we show that LV (K2) is uncountable. Recall that we already know that K2 is not
locally finite, as seen in Theorem 4.13, and that LV (K1) is an ω + 1 chain, as seen in Theorem
5.4. Toward this end, the following sequence of regular pm-algebras plays a crucial role.
EXAMPLE 6.1. For 2 ≤ n < ω, let An = {ai : 0 ≤ i < n} and Bn = {bi : 0 ≤ i < n} be
disjoint n-element sets. Consider Sn = An ∪ Bn and a disjoint copy ζ(Sn). Extend ζ by defining
ζ(ζ(x)) = x, for every x ∈ Sn. Let ≤ be the partial order induced by, for 0 ≤ i, j < n,
ai < ζ(aj), bi < ζ(bj),
ai < ζ(bj) iff i 6= j, and bi < ζ(aj) iff i 6= j.
It is straightforward to prove that Pn = (Sn ∪ ζ(Sn);≤, ζ) is a pm-space. Let Kn = E(Pn).
Observe that, since ai < ζ(ai) and bi < ζ(bi) for every 0 ≤ i < n, Kn is a pseudocomplemented
Kleene algebra and, as Pn has height 1, Kn is a regular pseudocomplemented Kleene algebra.
LEMMA 6.2. (1) For 2 ≤ n < ω, the regular pseudocomplemented Kleene algebra Kn is a simple
algebra of K2.
(2) For 2 ≤ n,m < ω, if Kn ∈ IS(Km), then n = m.
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Proof. (1) Applying Corollary 4.3, it is sufficient to prove that, for any x, y ∈ Pn, we have
ℓ(x, y) ≤ 2 or ℓ(x, ζ(y)) ≤ 2. Suppose that, for distinct i and j, 0 ≤ i, j < n, x ∈ {ai, bi}
and y ∈ {aj, bj}. Then x < ζ(x) and ζ(x) > y. So ℓ(x, y) = 2. For 0 ≤ i < n, we have ℓ(ai, bi) = 2,
since, choosing j 6= i, ai < ζ(bj) and ζ(bj) > bi. So, for any x, y ∈ Sn, ℓ(x, y) ≤ 2 and, conse-
quently, ℓ(ζ(x), ζ(y)) ≤ 2. From this fact we also conclude that if either x ∈ Sn and y ∈ ζ(Sn), or
x ∈ ζ(Sn) and y ∈ Sn, then ℓ(x, ζ(y)) ≤ 2.
(2) Suppose Kn ∈ IS(Km). Then there exists a surjective pm-morphism ϕ : Pm → Pn. It is
obvious that m ≥ n. Suppose m > n. For such a ϕ, we know that ϕ(Sm) = ϕ(Min(Pm)) =
Min(Pn) = Sn and ϕ(ζ(Sm)) = ζ(ϕ(Sm)) = ζ(Sn). As |Sm| = 2m, |Sn| = 2n and 2m > 2n,
there exist x, y ∈ Sm such that x 6= y and ϕ(x) = ϕ(y). Since x, y are distinct elements of Sm,
we have that, for any z ∈ Sm, z < ζ(x) or z < ζ(y), and then ϕ(z) < ϕ(ζ(x)) = ζ(ϕ(x)) or
ϕ(z) < ϕ(ζ(y)) = ζ(ϕ(y)). But ϕ(x) = ϕ(y), so, for any z ∈ Sm, ϕ(z) < ζ(ϕ(x)). If ϕ(x) = ai,
for some 0 ≤ i < n, then bi /∈ ϕ(Sm), since bi 6< ζ(ai). If ϕ(x) = bi, for some 0 ≤ i < n, then
ai /∈ ϕ(Sm), since ai 6< ζ(bi). Either way, we have reached a contradiction. Thus, m = n.
Notice that, for any 2 ≤ n < ω, Kn /∈ K1, since ℓζ(a0, b0) = 2, as ℓ(a0, b0) = 2 and
ℓ(a0, ζ(b0)) = 3.
Consider V({Kn : 2 ≤ n < ω}) which is a subvariety of K2. Although, as shown in Theorem
4.13, K2 is not locally finite, as we will now prove, V({Kn : 2 ≤ n < ω}) is, our aim being to
establish Theorem 6.5.
LEMMA 6.3. The variety V({Kn : 2 ≤ n < ω}) is locally finite.
Proof. As in Theorem 4.10, it is sufficient to show that for each N < ω, there exists N ′ < ω,
depending on N , such that any set of N elements in any one of the pseudocomplemented Kleene
algebras Kn, 2 ≤ n < ω, generates a subalgebra that has at most N ′ elements.
Let 2 ≤ n < ω and consider the pm-space Pn. Observe that, for each i, 0 ≤ i < n, we have
(ζ(ai)] = {ζ(ai)} ∪ (Sn \ {bi}) and (ζ(bi)] = {ζ(bi)} ∪ (Sn \ {ai}).
A claim analogous to the one in Theorem 4.10 holds in this context too.
For any set C, let P(C) denote the Boolean algebra of all subsets of C.
Claim. Let F be a Boolean subalgebra of the Boolean algebra P(Sn) such that, for 0 ≤ i < n,
{ai} ∈ F if and only if {bi} ∈ F , let FI be the set of singletons of F and
K(F) := F ∪ {ζ(X) ∪ Sn : X ∈ F} ∪ {(ζ(x)] : {x} ∈ FI}.
Then K(F) is a subalgebra of Kn.
The elements of K(F) are decreasing sets of Pn.
As in the proof of the claim in Theorem 4.10, ∅ ∈ K(F), Sn∪ζ(Sn) ∈ K(F) and finite unions and
intersections of elements in F∪{ζ(X)∪Sn : X ∈ F} belong toK(F). Now, letX ∈ F and {x} ∈ FI .
Suppose x = ai, for some 0 ≤ i < n (for x = bi it is analogous). Then {ai} ∈ F and, consequently,
{bi} ∈ F . If bi ∈ X , then X ∪ (ζ(ai)] = X ∪ {ζ(ai)}∪ (Sn \ {bi}) = ζ({ai})∪Sn ∈ K(F), whilst, if
bi /∈ X , X ∪ (ζ(ai)] = (ζ(ai)]. Moreover, X ∩ (ζ(ai)] = X ∩ (Sn \ {bi}) ∈ F ⊆ K(F). Further, we
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have (ζ(X)∪Sn)∪(ζ(ai)] = ζ(X∪{ai})∪Sn ∈ K(F) and, if ai ∈ X , (ζ(X)∪Sn)∩(ζ(ai)] = (ζ(ai)],
otherwise (ζ(X) ∪ Sn) ∩ (ζ(ai)] = Sn \ {bi} ∈ F ⊆ K(F). Finally, let {y} ∈ FI such that y 6= ai.
Then {y} ∈ F and {ai, y} ∈ F and we have (ζ(ai)] ∪ (ζ(y)] = ζ({ai, y}) ∪ Sn ∈ K(F). If y = aj
with j 6= i, then {bj} ∈ F and (ζ(ai)] ∩ (ζ(y)] = (ζ(ai)] ∩ (ζ(aj)] = Sn \ {bi, bj} ∈ F ⊆ K(F). If
y = bj , 0 ≤ j < n, then {aj} ∈ F and (ζ(ai)]∩(ζ(y)] = (ζ(ai)]∩(ζ(bj)] = Sn\{bi, aj} ∈ F ⊆ K(F).
Thus K(F) is closed under unions and intersections.
Now we show that K(F) is closed under pseudocomplementation. Let X ∈ F . We have
X∗ = (Sn ∪ ζ(Sn)) \ [X) = Sn \X , unless X = ∅ or |X | = 1. In the first case, X∗ = Sn ∪ ζ(Sn).
In the latter, we have X = {ai} or X = {bi}, for some 0 ≤ i < n, and then both {ai} and {bi}
belong to FI and {ai}∗ = (ζ(bi)] ∈ K(F), {bi}∗ = (ζ(ai)] ∈ K(F). For ζ(X) ∪ Sn, we have
(ζ(X) ∪ Sn)
∗ = ∅. Finally, if {ai} ∈ FI , for some 0 ≤ i < n, then {ai} ∈ F and {bi} ∈ F , and we
have (ζ(ai)]
∗ = {bi} ∈ F ⊆ K(F). Analogously, (ζ(bi)]∗ = {ai} ∈ F ⊆ K(F), if {bi} ∈ FI , for
some 0 ≤ i < n.
It remains to show thatK(F) is closed for the de Morgan unary operation. LetX ∈ F . We have
X ′ = (Sn∪ζ(Sn))\ζ(X) = ζ(Sn\X)∪Sn ∈ K(F) and (ζ(X)∪Sn)′ = (Sn∪ζ(Sn))\ζ(ζ(X)∪Sn) =
Sn \X ∈ F ⊆ K(F). For the third type of elements in K(F), we have {ai} ∈ FI if and only if
{bi} ∈ FI , and (ζ(ai)]′ = (ζ(bi)] ∈ K(F) and (ζ(bi)]′ = (ζ(ai)] ∈ K(F).
The proof of the claim is now complete.
Let N be a positive integer. Let {Xi : 0 ≤ i < N} be a set of decreasing sets of Pn. For
each i, 0 ≤ i < N , we have that Xi = (Xi ∩ Sn) ∪ (Xi ∩ ζ(Sn)) = (Xi ∩ Sn) ∪ ζ(ζ(Xi) ∩ Sn)
and Xi ∩ Sn = (Xi ∩ An) ∪ (Xi ∩ Bn) and ζ(Xi) ∩ Sn = (ζ(Xi) ∩ An) ∪ (ζ(Xi) ∩ Bn). Consider
T = {Xi : 0 ≤ i < N} ∪ {ζ(Xi) : 0 ≤ i < N}. This set has, at most, N1 = 2N elements.
For each Y ⊆ An and each Z ⊆ Bn, let B(Y ) = {bi : ai ∈ Y } and A(Z) = {ai : bi ∈ Z}. Clearly,
for any Y ⊆ An and Z ⊆ Bn we have A(B(Y )) = Y , B(A(Z)) = Z, B(An \ Y ) = Bn \ B(Y ) and
A(Bn\Z) = An\A(Z). It is also clear that B(Y1∩Y2) = B(Y1)∩B(Y2), A(Z1∩Z2) = A(Z1)∩A(Z2),
for any Y1, Y2 ⊆ An and Z1, Z2 ⊆ Bn. Consider
A = {X ∩An : X ∈ T }∪{A(X ∩Bn) : X ∈ T } and B = {X ∩Bn : X ∈ T }∪{B(X ∩An) : X ∈ T }.
Obviously, each of the sets A and B has, at most, N2 = 2N1 elements. Let FA be the Boolean
subalgebra of the Boolean algebra P(An) generated by A and FB be the Boolean subalgebra of
the Boolean algebra P(Bn) generated by B and let F = {Y ∪ Z : Y ∈ FA and Z ∈ FB} which is
a Boolean subalgebra of P(Sn), since Sn is the disjoint union of An and Bn. Since a free Boolean
algebra on N2 generators has 2
(2N2) elements, each one of FA and FB has, at most, N3 = 2(2
N2)
elements, and so, the cardinality of F is less than or equal to N4 = (N3)2. Now, suppose that
{ai} ∈ F , 0 ≤ i < n. Then {ai} ∈ FA and, since FA is generated by A and {ai} is an atom,
we have {ai} = W1 ∩ · · · ∩ Wk, where 1 ≤ k < ω, and, for each j, 1 ≤ j ≤ k, Wj ∈ A or
An \Wj ∈ A. So {bi} = B({ai}) = B(W1) ∩ · · · ∩ B(Wk) and, for each j, 1 ≤ j ≤ k, B(Wj) ∈ B
or Bn \B(Wj) = B(An \Wj) ∈ B. Thus {bi} ∈ FB ⊆ F . Analogously, we prove that if {bi} ∈ F ,
0 ≤ i < n, then {ai} ∈ F .
By the above claim,K(F) is a subalgebra ofKn. This subalgebra has, at most, 3N4 elements. It
remains to show that, for any i, 0 ≤ i < N , Xi ∈ K(F). We have thatXi = (Xi∩Sn)∪ζ(ζ(Xi)∩Sn)
and Xi∩Sn = (Xi∩An)∪(Xi∩Bn) and ζ(Xi)∩Sn = (ζ(Xi)∩An)∪(ζ(Xi)∩Bn). If ζ(Xi)∩Sn = ∅,
then Xi = (Xi ∩ An) ∪ (Xi ∩ Bn) ∈ F ⊆ K(F) since, as Xi ∈ T , Xi ∩ An ∈ A ⊆ FA and
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Xi∩Bn ∈ B ⊆ FB. Now, suppose ζ(Xi)∩Sn = {aj} for some 0 ≤ j < n. Then ζ(Xi)∩An = {aj}.
As ζ(Xi) ∈ T , we have {aj} ∈ A ⊆ FA ⊆ F . As {aj} is a singleton, it belongs to FI . Since
ζ(Xi) ∩ Sn = {aj}, we have ζ(ζ(Xi) ∩ Sn) = {ζ(aj)} and Xi = (Xi ∩ Sn) ∪ {ζ(aj)}. But Xi
is decreasing, so either Xi = {ζ(aj)} ∪ (Sn \ {bj}) = (ζ(aj)] or Xi = ζ({aj}) ∪ Sn. Either way,
Xi ∈ K(F). We prove similarly that if ζ(Xi) ∩ Sn = {bj} for some 0 ≤ j < n, then Xi ∈ K(F).
Finally, suppose |ζ(Xi)∩Sn| ≥ 2. AsXi∩ζ(Sn) = ζ(ζ(Xi)∩Sn), we have |Xi∩ζ(Sn)| ≥ 2 and, since
Xi is decreasing, Sn ⊆ Xi. SoXi = ζ(ζ(Xi)∩Sn)∪Sn. But ζ(Xi)∩Sn = (ζ(Xi)∩An)∪(ζ(Xi)∩Bn)
and, as ζ(Xi) ∈ T , we have ζ(Xi) ∩ An ∈ A ⊆ FA and ζ(Xi) ∩ Bn ∈ B ⊆ FB. Consequently,
ζ(Xi) ∩ Sn ∈ F and Xi ∈ K(F).
LEMMA 6.4. |LV (V({Kn : 2 ≤ n < ω}))| = 2ω.
Proof. Let K and K′ be non-empty subsets of {Kn : 2 ≤ n < ω} such that K 6= K′. Without loss of
generality, we may assume that there exists Kn ∈ K \K′. Obviously, Kn ∈ V(K). If Kn ∈ V(K′),
then, applying Theorem 5.2, Kn ∈ IS(Km) for some Km ∈ K′ and, by (2) of Lemma 6.2, n = m
which is a contradiction. Thus, Kn /∈ V(K′) and V(K) 6= V(K′).
Since V({Kn : 2 ≤ n < ω}) is a subvariety of K2, the following is immediate.
THEOREM 6.5. |LV (K2)| = 2
ω. 
The ad hoc nature of Example 6.1 strongly suggests that, unlike LV (M1) which is also un-
countable, the structure of LV (K2) (and so too LV (M2)) defies a meaningful description.
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