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For functional differential equations of retarded type with a finite delay Y, 
the solution operator at time t > Y is completely continuous. By exploiting 
this property, one can develop a general theory for such equations (see [7]). 
If the retardation is infinite, the solution operator never becomes completely 
continuous. In this paper, it will be shown that the solution operator is an 
ol-contraction of some order K for a large class of Banach spaces of initial data. 
Once this fact is established, we use the general theory of ar-contractions to 
obtain exponential estimates on the solutions of linear autonomous equations. 
1. PRELIMINARIES 
Intervals in R will always be denoted by [a, b] with the understanding that 
a=-~,bisfinite,[a,b]=(-~,b].Let~~~>,Obegivenrealnumbers 
(p may be +a), En be an n-dimensional linear vector space with norm 
1 . 1 , p: [-/3,0] + (0, cc) be Lebesque integrable on [-,k?, 01, positive and 
nondecreasing on [-8, 0] . Let 9 = g([--/I, 01, En) be the Banach space 
of functions which are continuous on [-Y, 0] and such that 
is <co. If Y = 0, the space g is a space with fading memory considered 
by Coleman and Mizel [3]. For ,f3 = r, this is the space of continuous func- 
tions on [-Y, 0] with the topology of uniform convergence. The results 
obtained below are independent of the norm in ?8 so that they apply equally 
as well to the case where the norm is defined by 
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Therefore, for Y = 0, one obtains the space considered by Delfour and Mitter 
[5]. More general spaces were considered in [8]. 
For any t E R and any x: [t - p, t] + En, let xt: [-/3,0] + En be defined 
by x,(B) = x(t + e), 0 E [-8, 01. Iff: R x 9 -+ En is given, then a retarded 
functional differential equation (FDE) on 39 is 
Z?(t) = f(t, Xf). (1) 
Throughout the remaining discussion, it will be assumed that f is continuous 
and maps R x (bounded sets) into bounded sets. However, the theory 
will be valid in a more general context. In fact, if we suppose that 
F: R x Enq x a -+ En, with F(t, y1 ,..., yp , 4) continuous in R x Enq x i%f, 
mapping R x (bounded sets) into bounded sets and Y, ,..., yq are given real 
numbers in [-/?, -Y], then the differential equation 
k(t) = F(t, x(t - rl) ,..., x(t - YJ, xt) (2) 
may be considered as an FDE on 99. Due to the extra complications in nota- 
tion, this more general situation will not be discussed. The modifications 
required can be easily supplied using the same ideas as in [5]. 
The FDE (1) is said to be autonomous iff(t, $) does not depend upon t and 
is said to be linear if it is linear in I#L 
For any Banach space x and any bounded set B C X, the Kuratowski 
meuswe a(B) of noncompactness of B [l l] ( see also Darbo [4], Sadovskii [12]) 
is defined as 
a(B) = inf{d > 0: B has a finite cover of diameter < d}. 
The number a(B) satisfies the following properties. 
(i) a(B) = 0 if and only if B, the closure of B, is compact. 
(ii) al(B) = a(B). 
(iii) c@i B) = a(B) where Co B is the closed convex hull of B. 
(iv) a(A u B) = max(ol(d), or(B)). 
(4 @ + B) < 4-A) + 0). 
(vi) If A, is a decreasing sequence of nonempty closed sets with 
cy(A,) - 0 as rz + co, then fin A, is nonempty and compact. 
(vu) ar(unit ball) = 2 if X is infinite dimensional. 
For any map T: X-t X which is continuous, we let 
or(T) = inf{k: ol(TB) < h(B) for all bounded B in X). 
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The map T is said to be an a-contraction of order K if a(T) < k. The impor- 
tance of this concept was emphasized by Darbo [4] who showed that an 
a-contraction of order k E [0, 1) has the fixed point property. Actually the 
fixed point property is enjoyed by a more general class of maps, called 
a-condensing maps (see Sakovskii [12] for more general results and references). 
We need the following important result of Ambrosetti [I]. 
LEMMA 1. Suppose X is a Banach space, T: X + X is continuous and 
linear. For any E > 0, there exists two continuous linear operators S, and U, 
and an equivalent Norm on X such that the range of U, is finite dimensional and 
11 S, // < a(T) + E. In particular, if Datr) is the closed disk in the complex plane 
@ of radius or(T) and center zero, then any p in @\D,(,) must either be in the 
resolvent set of T OY in the point spectrum of T with a $nite generalized e&en- 
space. 
The latter part of Lemma 1 is closely related to the following result of 
Gokberg and Krein [6]. A complex number X is called a normal eigenvalue of 
a linear map T: X + X if its generalized eigenspace X,, is finite dimensional 
and X = X, @ Yn where YA is also invariant under T. A point X is a normal 
point of T if h is either in the resolvent set of T or h is a normal eigenvalue 
of T. The set of normal points of T is denoted by p”( T). 
LEMMA 2. If S is a bounded linear operator on X and U is a completely 
continuous linear operator on X and C is any unbounded connected component of 
p”(T), then C is a connected component of p”(S + U)). 
2. REPRESENTATION OF THE SOLUTION OPERATOR 
For any (a, I$) E R x B, assume there is a solution ~(a, 4) of (1) with 
x,(u, 4) = 4, this solution exists for t > u and depends continuously on 
(t, a, 4). Conditions implying these hypotheses are satisfied have been given 
by Hino [lo]. Let T(t, a): 9I + S9, t 3 u, be defined by T(t, U) 4 = xt(u, 4). 
Define operators S(t): 9? + 9?‘, t > 0, U(t, a): 9 -+ GZ’, t > u, by the rela- 
tions 
s(t)+(e) = joy Mt + 0) - w% 
t+e>o, 
t+e<o, (3) 
d(O) 
u(t, 4 4(e) 
+ j-$+‘f 0, W, 4 4) ds, t+e>o, 
0 = (4) 
N% t+e<o, 
. for all e E [+I, 01. 
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LEMMA 3. t&‘ith s(t), u(t, a), T(t, u) us above, we have 
w, 0) 4 = S(t - u) # + up, u) 4, t’ 9 07 (5) 
a(S(u)) < y(u) “2 SUP p(s - 4/p(s) < 1, u 2 r, (6) -B+U<S<+ 
and U(t, u) is weak complete131 continuous; that is, for any bounded set B C 93’ 
for which UoSsGt T(s, u) B is bounded, it follows that U(t, u) B is relatively 
compact. Furthermore, if /3 = r, the-n the spectral radius of S(u) is zero for all 
u > 0. 
Proof. The decomposition of T(t, u) and the weak complete continuity 
of U(t, u) are obvious. Let ~33~ = {+ E Z?: 4(O) = a}. Then, for any 4 E s0 , 
t >, r, 
I W 4 I = j-y, ~(s - t) I #(s)l ds 
Also,forany+,#~B,, IS(t)+--S(t)#I<y(t)\+--#\.Thespaceg 
is the same as the cross product a0 x En and S(t) is lipschitzian on each of 
the sets ggra with lipschitz constant < y(t). Consider the set V, = Ba n B(0, 1) 
where B(0, 1) is the ball of radius 1 with center 0. For any E > 0 choose a 
finite cover {U,,} of V, such that d( V, , U,,) < E for all i, where d is distance. 
Then there exists a finite set {a,} in En such that {U,,,) covers B(0, 1) and 
(S(t) U,,} covers SB(0, 1). Furthermore, the diameter 
diam[S(t) UZi,,,] < 2~ + y(t) diam Uta . 1 
One can use the same argument for any bounded set to obtain a(S(t)) < y(t) 
for t 3 0. The remaining assertions of the lemma are obvious. 
4. LINEAR AUTONOMOUS SYSTEMS 
Consider the system 
n(t) = L(q) (7) 
where L: g --f g is linear and continuous. If x(#J) is the solution of (7) with 
x0 = $, then the family of maps T(t): B + ~3, t > 0, defined by 
T(t)+ = a$+) can be shown to be a strongly continuous semigroup. 
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Furthermore, it has been shown by Naito [13] that the infinitesimal 
generator A of T(t) is given by@(B) = &(0)/&?, 0 E (-/3,0] with the domain 
.9(A) given by 
Q(A) = (4 E a’: d#/d0 E a and d+(O)/de = L(4)). 
Also, A has only point spectrum given by 
(A E C: det[hl - L(e” . I)] = O}. (8) 
From Hille and Phillips [9], we know that p(t) # 0, t > 0, is in the point 
spectrum of T(t) only if p(t) = eAt for some h in the point spectrum of A. 
THEOREM 1. Suppose y(t) is the function defined in Lemma 3 and t > 0. 
Then for any E > 0 there are only a finite number of points p(t) in the spectrum 
of T(t) with modulus >y(t) + 4, each such p(t) is in the point spectrum of T(t) 
and must be of the form p(t) = eAt for some /\ satisfying (8). Also, the generalized 
eigenspace of h is finite dimensional and there is an integer k such that 
92 = %(A - AI)” @ W(A - hI)n 
where !Jl, BJ denote null space and range, respectively. 
Proof. Lemma 3 implies ar(S(t)) < y(t) for all t > 0. Thus Lemma 1 and 
Lemma 3 imply for any E > 0, there is a norm in .c% and linear operators 
SJt), V,(t) such that T(t) = S<(t) + V,(t), V,(t) is completely continuous 
and I S,(t)1 < c@(t)) + E. Thus, Lemma 2 implies any p(t) with 
p(t) > a(S(t)) + E must be a normal point of T(t). Since the number p(t) 
of the lemma satisfies p(t) > y(t) and y(t) > a(S(t)) by Lemma 4, we can 
find E > 0 so that p(t) > a(S(t)) + E. The statements in the theorem now 
follow immediately. 
COROLLARY 1. Suppose there is a 6 E R such that y(t) = exp(6t) for 
t > 0. If 
{A E C: R,X > 6, det[M - L($ * I)] = 0) = 0, (9) 
then for any E > 0, there is a constant M, such that 
for all t > 0, 4 E 9’. 
Proof. The hypothesis (9) together with Theorem 1 implies the spectrum 
of T(t) is contained in the disk of radius y(t) and center zero. A standard 
argument is semigroup theory completes the proof of the corollary. 
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COROLLARY 2. If there is a p > 0 such that y(t) = exp( -kt) for t > 0 and 
{A E @: Re h >, 0, det[hl - L(e^.l)] = 0) = g (11) 
then there are v > 0, M > 0, such that 
(12) 
Proof. Smce TV > 0, we know from Theorem 1 all points p(t) in the 
spectrum of T(t) with / p(t)1 > 1 are in the point spectrum of T(t) and there 
is a positive distance 7 from these points to the remaining part of the spectrum 
of T(t). Therefore (11) implies the spectral radius of T(t) is <l. The remain- 
der of the argument is the same as above. 
4. APPLICATION 
As an illustration of the previous theory, let us consider a special class of 
equations with infinite delays; namely, the vector system of equations 
f(t) = 5 &.x(t - rk) + so B(6) x(t + 6) de dzfL~, 
A=0 --a 
(13) 
where each B, is a constant n x n matrix, 0 < rk < r and B 1s an n x n 
matrix function whose elements are Lebesque integrable on (- co, 01. 
Suppose 1 B(e)/ < k(8) for 0 E (--co, 01, K EL~[O, 00). Let /3 = --co and a 
be the Banach space given by a functionp as in Section 2. Assume K(8) <p(0). 
Then L: 9? + En is continuous and the previous theory may be applied to 
obtain exponential estimates of the solutions. More specifically, if one assumes 
1 X~@:Reh>O,det AI-xBBke-Ars- [ so eAeB(6)] = 01 = D, -m 
then Corollary 1 implies, for any E > 0, there is a constant M, such that 
for all t 3 0, 4 E 9. 
If, in addition, one supposes there is a v > 0 such that e-tik(0) is Lebesque 
integrable on (-co, 0] and e+ k(0) < p(e), then we can find a constant M 
such that the function F(0) = Mtie satisfies k(0) < j?(6), 6’ E (-co, 01. Thus, 
if we define a space g using 3 rahter than p, we have y(t) of Lemma 4 satisfies 
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y(t) = e-Vt. Thus, Corollary 2 implies the solutions of (13) approach zero 
exponentially and uniformly if 
X E @: Re /\ > 0, det hl - F B,emArk - 1” B(B) e”‘d9 = 0 = 0. 
A=1 --m II 
5. OTHER SPACES 
In the previous application to Eq. (13), we were forced to assume k(0) <p(e) 
in order to apply the above theory. It may be desirable to consider Eq. (13) on 
some Banach space X of initial values different than S?!. The ideas in the 
above theory are not restricted to the space g. The only thing required is to 
obtain a strongly continuous semigroup T(t) on X and for T(t) to have 
infinitesimal generator A given by A+(B) = d+(8)/& with 
B(A) = (4 E x: q/de E x, &o) = ~$1. 
The spectrum of A should also be point spectrum given by (8). There are 
many spaces X for which one can easily obtain these characteristics. To prove 
the corresponding Theorem 1, one needs to have an estimate on a(5’(t)) with 
S defined in (3). 
For example, suppose X is the space of bounded continuous functions 
4: (-co, 0] -+ En with 4(e) converging to a limit as 0 + - so. For any # E X, 
let 14~ lx = su~-,<~<~ 1 +(e)l . The above properties of the semigroup, etc., 
are easily verified. If X, = (4 E X: 4(O) = u} and S(t) is defined as in (3), then 
1 S(t) 4 - S(t) II, I < I+ - 4 Ix for all +, # E X, . Thus, as in the proof of 
Lemma 3, one obtains a(S(t)) < 1. The result corresponding to Corollary 1 
can then easily be proved to show that the semigroup T(t): X -+ X generated 
by solutions of a linear autonomous FDE on X satisfies the following prop- 
erty: for any E > 0, there is an Al, > 0 such that 
for t > 0, 4 E X provided that condition (9) is satisfied for 6 = 0. 
This includes Theorem 3.5 of Barbu and Grossman [2]. 
Another case considered by Barbu and Grossman was the space 
X = X n Lr( - co, 0] where X is the space just defined with 
The same remarks apply. This gives a generalization of Theorem 3.1 of [2]. 
Corollary 3.3 of [2] is also an easy consequence of the above ideas. However, 
the methods of this paper give no information about more specific results 
in [2] as, for example, Theorem 3.8. 
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