



















are  extrapolated  by  local polynomials  that  are  constructed  using  a  constrained  inversion.  This 
inversion  is  such  that  the  traction continuity  (TC)  conditions are  satisfied at  the  interface while 
simultaneously matching the displacements produced by the DIC solution at the pixels closest to 
the  center  of  the  subset, where  the DIC  fields  are more  accurate. We  apply  the  algorithm  to 
displacement fields of experimental shear ruptures obtained using a local DIC approach and show 
that  the  algorithm  produces  the  desired  continuous  traction  field  across  the  interface.  The 
experimental  data  are  also  used  to  examine  the  sensitivity  of  the  algorithm  against  different 
geometrical parameters related to construction of the polynomials in order to avoid artifacts in the 
stress field. 
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DIC have been used in a wide range of applications [4,6]. However, standard DIC techniques cannot 
capture displacement discontinuities associated with cracks or ruptures, as they assume a continuous 
displacement  field  [4].  Various  approaches  have  been  proposed  to  analyze  discontinuous 
displacement fields [15–22], but they generally entail the application of constraints with a theoretical 





(i.e.,  4 megapixels) was  employed  [23].  In  that  study,  the discontinuous displacement  field was 
accurately mapped by simply having subsets over the interface as the high resolution and low noise 
of the images allowed for the subset size to be relatively small compared to the image size, so that 





(i.e.,  when  using  low‐resolution  cameras),  such  as  our  ultra‐high‐speed  camera  (which  has  a 
resolution of 250 × 400 pixels2) or high‐resolution cameras, but with comparatively large subset sizes, 
situations  typically  arising  in  the  study  of  dynamic  problems  [3].  To  resolve  the  displacement 




employed  in  [1–3] uses affine  transformation  functions  to extrapolate  the displacements  from  the 
center of  the  subset up  to  the  interface. This  enables  the use of  large  subsets  in each  side of  the 
interface, which are essential to overcoming the noise associated with ultra‐high‐speed photography 
and  the analyzed  rapid  ruptures. An  important  limitation of  this approach, however,  is  that  the 
extrapolated displacements are less accurate than those obtained directly by the actual correlation, 
especially at pixels near the interface, which have the largest distance from the subset center. This 
leads  to errors  in  the  strains and  stresses near  the  interface, which are obtained  from  the  spatial 
derivatives of the displacement fields. In addition, the non‐coupled correlation of the domains above 
and below the interface results in non‐physical discontinuities in the tractions across the interface. 










Implications  for  the  analysis  of  friction  using  the  stress  fields  produced  by  this  approach  and 
conclusions are given in Sections 4 and 5, respectively. 
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can  be  used  for  a wider  range  of  frictional  experiments  that  involve  image  analysis.  The  same 
methodology can also be used for  the analysis of opening, shear, and mixed‐mode cracks at both 
coherent and  incoherent  (frictional)  interfaces  separating both  similar and dissimilar  solids. Such 
interfaces are common  in nature  (e.g.,  faults), and are also  important  to a variety of engineering 
problems involving composites and bi‐materials. 
2.1. The Laboratory Setup 
The  laboratory setup  is designed  to study the dynamics of shear ruptures propagating along 
preexisting  inclined  frictional  interfaces  via  full‐field measurements  of displacements,  velocities, 
strains, and stresses associated with the rupture (Figure 1). Two Homalite‐100 quadrilateral plates 
with a frictional interface inclined at an angle α are loaded under uniaxial compression P (Figure 1), 
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study performed  in  [3]  showed  that  a  subset  size  of  41 pixels  and  step  size  of  1  are  needed  to 






















𝜀ଵଵሺ𝑖, 𝑗, 𝑘ሻ ൌ 𝑢ଵ
ሺ𝑖, 𝑗 ൅ 1, 𝑘ሻ െ 𝑢ଵሺ𝑖, 𝑗 െ 1, 𝑘ሻ
2 𝑠   (1)
𝜀ଶଶሺ𝑖, 𝑗, 𝑘ሻ ൌ 𝑢ଶሺ𝑖 ൅ 1, 𝑗, 𝑘ሻ െ 𝑢ଶሺ𝑖 െ 1, 𝑗, 𝑘ሻ2 𝑠  (2)
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𝜀ଵଶሺ𝑖, 𝑗, 𝑘ሻ ൌ 12 ቆ
𝑢ଵሺ𝑖 ൅ 1, 𝑗, 𝑘ሻ െ 𝑢ଵሺ𝑖 െ 1, 𝑗, 𝑘ሻ
2 𝑠 ൅
𝑢ଶሺ𝑖, 𝑗 ൅ 1, 𝑘ሻ െ 𝑢ଶሺ𝑖, 𝑗 െ 1, 𝑘ሻ
2 𝑠 ቇ , (3)
where  𝑢ଵሺ𝑖, 𝑗, 𝑘ሻ   and  𝑢ଶሺ𝑖, 𝑗, 𝑘ሻ   are  the  interface‐parallel  and  interface‐normal  displacement 
components,  respectively,  for  pixel  ሺ𝑖, 𝑗ሻ   and  frame  k,  and  s  is  the  step  size.  Note  that  the 
displacements  in  Equations  (1–3)  are  expressed  in  pixels.  Second‐order  backward  and  forward 








቏ ൌ 𝐸1 െ 𝜈ଶ ൥
1 𝜈 0
𝜈 1 0







𝜎ଵଵሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ ൌ 𝜎ଵଵሺ଴ሻሺ𝑥ଵ, 𝑥ଶሻ ൅ ∆𝜎ଵଵሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ 
𝜎ଶଶሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ ൌ 𝜎ଶଶሺ଴ሻሺ𝑥ଵ, 𝑥ଶሻ ൅ ∆𝜎ଶଶሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ 
𝜎ଵଶሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ ൌ 𝜎ଵଶሺ଴ሻሺ𝑥ଵ, 𝑥ଶሻ ൅ ∆𝜎ଵଶሺ𝑥ଵ, 𝑥ଶ, 𝑡ሻ, 
(5)





show  that  the  experimental  technique enables  capturing  the  spatial and  temporal  features of  the 
ruptures. In particular, the more compressional and dilatational regions surrounding the crack are 
clearly  imaged, as expected for shear ruptures (see  [1,3]  for more examples and physical  insight). 
However, a significant limitation is that in the “fill boundary” algorithm of Vic‐2D the domains above 
and below the interface are correlated and extrapolated towards the interface independently, without 
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Figure 2. Full‐field maps of normal (left) and shear (right) stresses measured for a super‐shear crack‐








the displacements are modified  in  the proximity of  the  interface, such  that  the normal and shear 
tractions are continuous across  the  interface. The main  idea  is  (i)  to keep  the displacement  fields 
obtained with the local DIC up (or close) to the center of the subset touching the interface, and (ii) to 








𝜎ଶଶሺ଴ሻ଴ା ൅ Δ𝜎ଶଶ଴ା ൌ 𝜎ଶଶሺ଴ሻ଴ି ൅ Δ𝜎ଶଶ଴ି, (6)
Vic‐2D 
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where  the superscripts  (0+) and  (0‐) denote  the values  immediately above and below  the  interface, 
respectively, and  𝜎ଶଶሺ଴ሻ଴ା ൌ 𝜎ଶଶሺ଴ሻ଴ି  are the initial stresses. Assuming a linear elastic response for the 
materials above and below  the  interface,  the condition  in Equation  (6) can be written  in  terms of 
strains as 
𝐸ା
1 െ 𝜈ାଶ ሺ𝜀ଶଶ
଴ା ൅ 𝜈ାଵ𝜀ଵଵ଴ାሻ ൌ 𝐸
ି
1 െ 𝜈ିଶ ሺ𝜀ଶଶ
଴ି ൅ 𝜈ି𝜀ଵଵ଴ିሻ, (7)
where  the  superscripts  (+)  and  (‐) denote  the material properties  above  and below  the  interface, 
respectively. For small strains the condition can be expressed in terms of displacement gradients as 
𝐸ା





























In  order  to  modify  the  displacements  near  the  interface  for  the  jth  column  of  pixels,  we 
approximate  the displacement  fields  𝑢ଶା,  𝑢ଵା,  𝑢ଶି , and  𝑢ଵି  with  local polynomials  in  terms of both 
spatial  coordinates.  The  polynomials  are  defined  over  rectangles  of  𝑛௫ଵ ൈ 𝑛௫ଶ   pixels  above  and 
below the interface, which are centered at the jth column of pixels (Figure 3). The pixels within each 
rectangle are divided into a group of  𝑛௫ଵ ൈ 𝑛௫ଶ,௜௡௧௘௥   pixels that are closer to the interface, and a group 
of  𝑛௫ଵ ൈ 𝑛௫ଶ,௖௘௡௧  pixels that are closer to the center of the subset. To represent the spatial variations 
in stresses, we approximate the displacement fields with cubic polynomials with n = 10 coefficients 
as 
𝑢ଶ௣ାሺ𝑥ଵ, 𝑥ଶሻ ൌ 𝑎ଶଵ଴ା𝑥ଵଷ ൅ 𝑎ଶଽା𝑥ଵଶ𝑥ଶ ൅ 𝑎ଶ଼ା𝑥ଵଶ ൅ 𝑎ଶ଻ା𝑥ଵ𝑥ଶଶ ൅ 𝑎ଶ଺ା𝑥ଵ𝑥ଶ ൅ 𝑎ଶହା𝑥ଵ ൅ 𝑎ଶସା𝑥ଶଷ ൅ 𝑎ଶଷା𝑥ଶଶ
൅ 𝑎ଶଶା𝑥ଶ ൅ 𝑎ଶଵା 
𝑢ଵ௣ାሺ𝑥ଵ, 𝑥ଶሻ ൌ 𝑎ଵଵ଴ା𝑥ଵଷ ൅ ⋯ ൅ 𝑎ଵଵା 
𝑢ଶ௣ିሺ𝑥ଵ, 𝑥ଶሻ ൌ 𝑎ଶଵ଴ି𝑥ଵଷ ൅ ⋯ ൅ 𝑎ଶଵି 
𝑢ଵ௣ିሺ𝑥ଵ, 𝑥ଶሻ ൌ 𝑎ଵଵ଴ି𝑥ଵଷ ൅ ⋯ ൅ 𝑎ଵଵି. 
(11)
Note  that  𝑛௫ଵ   and  𝑛௫ଶ   should be  chosen  small  enough  to avoid  smoothing  local patterns  in  the 
displacement fields. 





displacement  fields  are defined. The polynomials  approximating  𝑢ଶା , 𝑢ଵା  extend over  a  rectangle 
above the interface, while those approximating  𝑢ଶି , 𝑢ଵି  extend over a rectangle below the interface; 
both rectangles include  𝑛௫ଵ ൈ 𝑛௫ଶ  pixels. The pixels within each rectangle are divided into a group of 
𝑛௫ଵ ൈ 𝑛௫ଶ,௜௡௧௘௥  pixels that are closer to the interface, and a group of  𝑛௫ଵ ൈ 𝑛௫ଶ,௖௘௡௧  pixels that are closer 
to  the center of  the subset. The observed displacements  in  the  latter group are used  together with 
continuity of stresses constraints on the interface to construct the polynomials. (c, d) Two different 
combinations of  𝑛௫ଶ,௜௡௧௘௥  and  𝑛௫ଶ,௖௘௡௧  and their relationship with Vic‐2D extrapolation. In the first 
combination, the group of pixels  𝑛௫ଵ ൈ 𝑛௫ଶ,௖௘௡௧, which are used as data in the inversion, include pixels 
where the displacement values were obtained by the “fill boundary” algorithm of Vic‐2D. 
3.3. Inverting for the Polynomial Coefficients 
To obtain  the polynomial  coefficients, we  aim  to minimize  the misfit between  the observed 
displacements  uଶ௢௕ା , uଶ௢௕ି , uଵ௢௕ା , and  uଵ௢௕ି , produced by  the DIC  analysis,  and  the displacements 
predicted by the polynomials  uଶ௣ା, uଶ௣ି, uଵ௣ା, and  uଵ௣ି  at the pixels closer to the center of the subset. 
Recall that the DIC solution is computed up to half a subset away from the interface and extrapolated 
to the interface by the “fill Boundary” algorithm of Vic‐2D. Since we expect such extrapolation to be 
reliable  close  to  the  center  of  the  subset,  but not  close  to  the  interface, we  can use  some  of  the 
extrapolated  values  by  taking  𝑛୶ଶ,୧୬୲ୣ୰ ൏ 20   (Figure  3c). We  can  also  exclude  the  displacement 
extrapolated by Vic‐2D and consider only the computed values (up to the subset center) by taking 







ା ⋯ ⋯ 0
⋮ Xሾ୫ൈ୬ሿି ⋱ ⋮
⋮ ⋱ Xሾ୫ൈ୬ሿା ⋮


























𝑥ଵଵଷ 𝑥ଵଵଶ𝑥ଵଶ ⋯ 1⋮ ⋮ ⋱ ⋮
𝑥௠ଵଷ 𝑥௠ଵଶ𝑥௠ଶ ⋯ 1
൩ , 𝑥ଶ ൐ 0 
and 
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Xሾ୫ൈ୬ሿି ൌ ൥
𝑥ଵଵଷ 𝑥ଵଵଶ𝑥ଵଶ ⋯ 1⋮ ⋮ ⋱ ⋮
𝑥௠ଵଷ 𝑥௠ଵଶ𝑥௠ଶ ⋯ 1
൩ , 𝑥ଶ ൏ 0 
are the sensitivity sub‐matrices above and below the interface, respectively, 
Aଶሾ௡ሿା ൌ ሾ𝑎ଶଵ଴ା ⋯ 𝑎ଶଵାሿ் 
Aଶሾ௡ሿି ൌ ሾ𝑎ଶଵ଴ି ⋯ 𝑎ଶଵିሿ் 
Aଵሾ௡ሿା ൌ ሾ𝑎ଵଵ଴ା ⋯ 𝑎ଵଵାሿ் 
Aଵሾ௡ሿି ൌ ሾ𝑎ଵଵ଴ି ⋯ 𝑎ଵଵିሿ் 





















































0 𝑥ଵଵଶ ⋯ 0⋮ ⋮ ⋱ ⋮
0 𝑥୬ೣభଵଶ ⋯ 0
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Figure 4. Interface parallel  (a) and normal  (b) displacements at  the central columns of  the subsets 
shown in Figure 3a. The black lines represent the displacements obtained with Vic‐2D, while the blue 
lines  are  the  displacements  modified  with  the  traction  continuity  algorithm,  using  𝑛௫ଵ ൌ 5 , 
𝑛௫ଶ,௜௡௧௘௥ ൌ 12, and  𝑛௫ଶ,௖௘௡௧ ൌ 11. The red circles represent the observed displacements that are used 






requires  displacement  gradients  with  respect  to  x1  (Equations  1–4).  When  enforcing  TC,  these 





derivatives of  the modified displacement  field with  respect  to x1 would be slightly different  than 
those obtained during the enforcement of TC, using the polynomial centered at column j. Although 
the differences between polynomials centered at two neighboring columns are small, they may be 
enough  to  cause  some  discontinuities  in  tractions  at  the  interface.  To  ensure  the  continuity  of 
tractions, we  computed  strains  and  stresses within  the  2 ൈ  𝑛୶ଶ   band, where  displacements  are 
















in  ranges of 8  ≤ nx2,inter  ≤ 14  (1/5  to 1/3 of  the subset size) and 7  ≤ nx2,cent  ≤ 15 gave similar  results, 
independent of the value of nx1. 






























nx1 = 3 nx2,inter = 10 nx2,cent = 11   
MPa |12| 






nx1 = 9 nx2,inter = 10 nx2,cent = 11   
x1 (pixels) 
nx1 = 9 nx2,inter = 10 nx2,cent = 11   
4.7  9.3  14  x1 (mm) 
(a) (b) 
(c) (d) 

























to  nx2. The  stresses  calculated with  the  “fill  boundary”  algorithm  of Vic‐2D without  the  traction 
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to  nx2. The  stresses  calculated with  the  “fill  boundary”  algorithm  of Vic‐2D without  the  traction 







evolution of friction, defined by the ratio  𝑓 ൌ 𝜎ଵଶ଴/𝜎ଶଶ଴, at any point along the interface, as well as 
its dependence on variables such as slip (relative displacement across the interface) and slip rate [1]. 
As a first approach to enforce traction continuity on the interface, the tractions  𝜎ଵଶ଴  and  𝜎ଶଶ଴ were 
calculated in [1] by averaging the stresses at the pixels immediately above and below the interface. 
Because  of  the  anti‐symmetric  and  symmetric  patterns  in  the  stress  changes  ∆𝜎ଶଶ   and  ∆𝜎ଵଶ , 
respectively, the normal stress on the interface  𝜎ଶଶ଴ was inferred to be nearly constant, as expected 
during the propagation of a dynamic shear rupture along a planar interface, and the shear stress  𝜎ଵଶ଴ 
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x1 (pixels) 
4.7  9.3  14  x1 (mm) 
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nx1 = 7 nx2,inter = 10 nx2,cent = 7 
nx1 = 7 nx2,inter = 10 nx2,cent = 19 
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stresses immediately above and below the interface [1], but it is important to examine whether those 
average values actually correspond  to  the  tractions at  the  interface computed with  the continuity 
condition. 
In general,  the  averaged normal  stresses  (without TC  enforcement)  agreed with  the normal 
stresses computed with TC enforcement for the pixels immediately above and below the interface 
(Figure  8a),  with  some  small  deviations. Note  that,  because we  enforced  the  continuity  at  the 
interface, the stresses obtained with TC enforcement for the pixels located 0.5 pixels above and below 




obtained with TC enforcement, again, with  some minor differences.  Interestingly,  the differences 




there  were  only  minor  differences  between  the  interface‐parallel  displacements  and  velocities 
obtained with TC enforcement and those obtained without TC enforcement (Figures 8 c,d). The small 
differences in stresses resulted in some differences in the evolution of local friction with slip and slip 
rate  (Figures 8 e,f). However,  the  important characteristics of  the  local  friction, such as  the peak, 
residual levels, and weakening distance, were similar.   
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