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For a wide class of stochastic athermal systems, we derive Langevin-like equations driven by non-
Gaussian noise, starting from master equations and developing a new asymptotic expansion. We
found an explicit condition whereby the non-Gaussian properties of the athermal noise become dom-
inant for tracer particles associated with both thermal and athermal environments. Furthermore,
we derive an inverse formula to infer microscopic properties of the athermal bath from the statistics
of the tracer particle. We apply our formulation to a granular motor under viscous friction, and
analytically obtain the angular velocity distribution function. Our theory demonstrates that the
non-Gaussian Langevin equation is the minimal model of athermal systems.
PACS numbers: 05.70.Ln, 05.10.Gg, 05.40.Fb
Introduction. Recent developments in experimental
technique has triggered both experimental and theoreti-
cal researches on fluctuations in various nonequilibrium
systems [1–12]. The minimal model for thermally fluc-
tuating systems is the Gaussian Langevin model, which
serves as a foundation of recent studies on stochastic
thermodynamics [13–26]. Furthermore, athermal fluctu-
ations are also extensively studied in various systems re-
cently [27–41], whose characteristic distinction from ther-
mal fluctuations is a topic of wide interest. In fact, non-
Gaussian properties are experimentally observed in vari-
ous athermal systems [27–41], and thermodynamic prop-
erties of such systems have been theoretically studied on
the basis of non-Gaussian stochastic models [42–47].
A fundamental question then arises: When and how
does non-Gaussianity emerge from microscopic dynam-
ics? While this problem has been well studied in
the presence of anomalous fluctuations with asymptot-
ically heavy-tailed distributions of waiting time or jump
size [48–50], the origin of non-Gaussianity has not been
fully understood with normal fluctuations as is the case
for the conventional Langevin systems. Indeed, the con-
ventional coarse-graining theories with normal fluctua-
tions fail to explain non-Gaussian behaviors at leading
order, as they always produce the Gaussian noise from
the central limit theorem (CLT) [51–54]. To clarify this
point, let us review the theory of van Kampen [51, 52]. In
general nonequilibrium dynamics described by the mas-
ter equation, the environmental noise is strongly corre-
lated with the state of the system, which implies that
the noise is not white (or equivalently, state-dependent).
In the large system size limit, however, their correlation
asymptotically disappears, and the noise distribution be-
comes Gaussian. This is the origin of the universality
of the white Gaussian noise, and is true even for the
case of genuine nonequilibrium systems without the time-
reversal symmetry. Therefore, it is highly nontrivial to
explain the origin of the non-Gaussian noise at leading
order. We can then rephrase the aforementioned question
as follows: When and how can non-Gaussianity emerge
FIG. 1: (Color online) Schematic of a system driven by ther-
mal FˆT (t; vˆ) and athermal FˆA(t; vˆ) forces. There is net energy
current J from the athermal to the thermal environment.
against the apparent universality of the CLT?
In this Letter, we answer the above question by devel-
oping a new asymptotic expansion of the master equa-
tion. To leading order of the system size expansion,
we derive a linear non-Gaussian Langevin equation for
a wide class of athermal systems under three assump-
tions: (i) large system size, (ii) strong thermal friction,
(iii) coexistence of the thermal and athermal noise. Re-
markably, non-Gaussianity still remains because of the
violation of the CLT, though the athermal fluctuation is
reduced to the white noise as the system size increases.
We also derive an inverse formula to infer the statistics of
athermal bath from the probability distribution function
(PDF) of the velocity of the system. As a demonstra-
tion, we study a granular motor under viscous friction,
and analytically derive its steady PDF. Furthermore, we
obtain a formula to estimate the velocity distribution of
the surrounding granular gas from the rotor’s PDF that
is experimentally observed. This implies that the non-
Gaussianity of the PDF plays key roles to infer micro-
scopic properties of the athermal bath.
Setup. We consider a particle in one-dimensional
space attached to thermal and athermal baths (see Fig. 1
as a schematic). For simplicity, we assume that the mass
is unity (M = 1) and the system obeys Markovian dy-
namics without mechanical potentials. Then, the dynam-
ical equation for the velocity of the particle vˆ is written
2FIG. 2: (Color online) Typical trajectories depending on γ: (a) For γ = 0, the athermal force is relevant to both fluctuation
and dissipation (Diss.), where the non-Gaussianity is irrelevant. (b) For γ ≫ γA, the athermal fluctuation is irrelevant to
dissipation because of the dominance of the thermal friction. The athermal non-Gaussianity then becomes relevant.
as
dvˆ
dt
= FˆT (t; vˆ) + FˆA(t; vˆ), (1)
where FˆT (t; vˆ) and FˆA(t; vˆ) are stochastic forces from
the thermal and athermal environments. We denote
the ensemble average of stochastic variable Aˆ by 〈Aˆ〉.
The thermal force FˆT (t; vˆ) is described by the sum of
a linear friction and a white Gaussian noise, FˆT (t; vˆ) =
−γvˆ + √2γT ξˆG with viscous coefficient γ, temperature
T , and white Gaussian noise ξˆG(t) satisfying 〈ξˆG(t1)〉 = 0
and 〈ξˆG(t1)ξˆG(t2)〉 = δ(t1− t2). Here, we make a critical
assumption that FˆA(t; vˆ) is a stochastic force character-
ized by a small positive parameter ǫ and an ǫ-independent
Markovian jump force ηˆA(t; vˆ) such that
FˆA(t; vˆ) = ǫηˆA(t; vˆ), (2)
where ǫ corresponds to the inverse of the system size
in Refs. [51, 52] (see Appendix. A). The corresponding
master equation for the velocity PDF P (v, t) ≡ P (vˆ(t) =
v) is given by
∂P (v, t)
∂t
= γ
[
∂
∂v
v + T
∂2
∂v2
]
P (v, t)
+
∫ ∞
−∞
dy[P (v − y, t)Wǫ(v − y; y)− P (v, t)Wǫ(v; y)], (3)
whereWǫ(v; y) is the athermal transition rate from v with
velocity jump y. The scaling assumption (2) implies that
y should be scaled: Y ≡ y/ǫ. Then, the scaled transition
rate W (v;Y) for the scaled velocity jump Y satisfies
W (v;Y)dY=Wǫ(v; y)dy⇐⇒Wǫ(v; y)= 1
ǫ
W
(
v;
y
ǫ
)
, (4)
where W (v;Y) is ǫ-independent, corresponding to the
ǫ-independence of ηˆA. Note that the scaling (4) is
equivalent to that introduced in Refs. [51, 52], and the
only difference in the master equation (3) from those in
Refs. [51, 52] is the presence of the thermal diffusion term
L0 ≡ γ[(∂/∂v)v + T (∂2/∂v2)]. In fact, when the ther-
mal bath is absent (γ = 0) and ηˆA is stable [51] around
vˆ = 0, the conventional Langevin equation is reproduced
(see Fig. 2(a)):
dvˆ
dt
= −γAvˆ +
√
2γATAξˆG, (5)
where we have introduced the athermal friction γA ≡
−ǫα′1(0) and temperature 2γATA ≡ ǫ2α2(0) with the
Kramers-Moyal coefficient αn(v) ≡
∫∞
−∞
dYW (v;Y)Yn.
We stress that the above theory is applicable to systems
without microscopic reversibility, which implies that mi-
croscopic irreversibility is not a sufficient condition to
derive non-Gaussian models.
Main results. We next discuss an asymptotic expan-
sion of Eq. (3) in terms of the system size. We make the
following three assumptions, which were roughly stated
in the introduction: (i) Large system size: ǫ is small.
(ii) Strong thermal friction: γ ≫ γA (i.e., γ is a posi-
tive constant independent of ǫ). (iii) Coexistence of both
thermal and athermal noise: the variance in the thermal
noise is of the same order as for athermal noise (i.e.,
T = T ǫ2 with an ǫ-independent parameter T ). The
condition (i) implies the weak coupling for the athermal
bath, which is crucial to truncate the environmental cor-
relation. The condition (ii) implies that the thermal fric-
tion is dominant for dissipation, and the athermal force
becomes irrelevant to relaxation (see Fig. 2(b)). We here
introduce an appropriate scaled variable to remove the
singularity of the small noise expansion: V ≡ v/ǫ. In the
limit ǫ→ 0, Eq. (3) is reduced to
∂P(V , t)
∂t
= γ
[
∂
∂V V + T
∂2
∂V2
]
P(V , t)
+
∫ ∞
−∞
dYW (0;Y)[P(V − Y, t)− P(V , t)] (6)
with P(V , t) ≡ ǫP (v, t). Remarkably, W (0;Y) is inde-
pendent of the system’s velocity Vˆ , which implies that
the environmental correlation disappears and the ather-
mal fluctuation is reduced to the white noise. Further-
more, the non-Gaussianity still remains after this reduc-
tion, as seen from the system’s steady distribution (see
Fig. 2(b)). This is the violation of the CLT. Then, Eq. (6)
is equivalent to the Langevin-like equation with a white
3non-Gaussian noise term [52]:
dVˆ
dt
= −γVˆ +
√
2γT ξˆG + ξˆNG, (7)
where ξˆNG is the white non-Gaussian noise with tran-
sition rate W (0;Y). This is the first main result of
this Letter. We stress that Eq. (7) is exactly solv-
able [55]. Indeed, Eq. (6) is reduced to (d/ds)P˜SS(s) =
(Φ(s)/γs)P˜SS(s) in the steady state, where the con-
volution in Eq. (6) is simplified by introducing the
steady PDF PSS(V) ≡ limt→∞ P(V , t), its Fourier rep-
resentation P˜SS(s) ≡
∫∞
−∞ dVeisVPSS(V), and the cu-
mulant function Φ(s) ≡ ∫∞−∞ dYW (0;Y)(eisY − 1) −
γT s2. This equation is easily solved as P˜SS(s) =
exp[
∫ s
0
ds′Φ(s′)/γs′]. The stationary PDF is then given
by PSS(V) =
∫∞
−∞
ds exp
[−isV + ∫ s
0
ds′Φ(s′)/γs′
]
/2π.
We further obtain the inverse formula of the transition
rate W (v;Y) from the stationary PDF as
W (0;Y)=γ
∫ ∞
−∞
ds
2π
e−isY
[
λ∗+T s2+s d
ds
log P˜SS(s)
]
, (8)
where we have introduced λ∗ ≡ ∫∞−∞ dYW (0;Y)/γ. Note
that λ∗ = − lims→∞[s(d/ds) log P˜SS(s) + T s2] accord-
ing to the Riemann-Lebesgue lemma [56]. This is the
second main result of this Letter, which connects the
microscopic transition rate W (v;Y) and the observable
PSS(V). Equation (8) is derived from the inverse Fourier
transformation of the definition of the cumulant function
as W (0;Y) = γ ∫∞−∞ dse−isY(λ∗+T s2+Φ(s)/γ)/2π and
the relation Φ(s)/γ = s(d/ds) log P˜SS(s). The effective-
ness of Eq. (8) will be demonstrated later by an example
of a granular motor. We note that our formulation is
applicable to the small noise expansion for a single mul-
tiplicative Le´vy noise [57]. We also note that our formu-
lation reduces to the independent kick model [32–35] in
the limit γ →∞ (see Appendix. B).
Equation (7) does not satisfy the detailed balance con-
dition, because there is net energy current from the ather-
mal to the thermal environment as J = 〈dQˆ/dt〉SS =
K2 > 0, where we have introduced the second cumu-
lant K2 ≡ (d2/d(is)2)Φ(s)|s=0 and the heat current [22–
24, 45] dQˆ/dt = (γVˆ − √2γT ξˆG) ◦ Vˆ with the product
defined in the Stratonovich sense [58]. Remarkably, the
direction of heat current is independent of the thermal
temperature T , which implies that the athermal envi-
ronment has high effective temperature under the as-
sumptions (i-iii). This result is consistent with various
experiments [27, 33–37], where effective temperatures of
athermal noise are reported to be much higher than the
room temperature.
We now discuss the physical criteria behind assump-
tion (iii). Let us first expand Wǫ(v; y) as Wǫ(v; y
∗) =
Wǫ(0; y
∗) + W
(1)
ǫ (0; y∗)v + O(v2) with W
(n)
ǫ (v; y∗) ≡
∂nWǫ(v; y
∗)/∂vn with the typical velocity jump y∗. The
essence of our expansion is that the non-linear part of
FIG. 3: (Color online) (a) Schematic of a rotor driven by the
thermal force FˆT (t; ωˆ) from the viscous fluid and the athermal
force FˆA(t; ωˆ) caused by collisions of the granular particles.
The heat current J flows from the granular gas to the viscous
fluid. We fix parameters as M = I = h = e = ρ = v0 = 1,
T = l = 0, m = 0.01, and w =
√
12 for numerical simulations.
(b) Collisional rules are illustrated. (c) Numerical demonstra-
tion of the emergence of κ ≡ 〈ωˆ4〉/〈ωˆ2〉2− 3 corresponding to
the increases of the viscosity γ.
Wǫ(v; y) is asymptotically irrelevant in the small ǫ limit
as shown in Eq. (6), i.e. |Wǫ(0; y)| ≫ v|W (1)ǫ (0; y)|.
We then introduce the non-linear temperature TNL ≡
|Wǫ(0; y∗)/W (1)ǫ (0; y∗)|2/2, which characterizes the rele-
vance of the non-linear part of Wǫ(v; y). Then, the as-
sumption (iii) is equivalent to T/TNL = O(ǫ
2)≪ 1.
Violation of the CLT. We here discuss the mecha-
nism of the violation of the CLT. According to the
CLT, the summation of the independent and identically-
distributed (i.i.d.) variables converges to a Gaussian ran-
dom variable. Since the white noise ξˆ is regarded as
i.i.d., the summation
∫ t
0
dsξˆ(s)/
√
t converges to a Gaus-
sian variable for t ≫ τP , where τP is the character-
istic time interval between athermal collisions. When
the thermal friction is absent, the relaxation time τR di-
verges because the athermal friction is proportional to ǫ
as γA = −ǫα′1(0), which ensures that the system moves
slowly in the time scale of τP and the CLT is applica-
ble. In contrast, when the thermal friction is sufficiently
strong, τR is the same order of τP (τR ≃ τP ). The CLT
is not applicable anymore in this situation. The above
picture clarifies the mechanisms of the violation of the
CLT and the emergence of non-Gaussianity.
Example: granular motor under viscous friction. Let
us consider a granular motor under viscous friction (see
Fig. 3(a)). We prepare a rotor of cuboid shape with mass
M , inertial moment I, height h, width w, and depth l.
The rotor is immersed in two environments: a viscous
fluid and a granular gas. The viscous fluid is a thermal
bath characterized by viscous coefficient γ and temper-
ature T . The granular gas under vertical vibration is
an steady athermal bath characterized by velocity dis-
tribution function (VDF) f(~v), particle’s mass m, and
4restitution coefficient e. For simplicity, we assume an ex-
ponential granular VDF [59] as f(~v) = e−|~v|/v0/8πv30 and
T = l = 0. Note that similar setups under dry friction are
experimentally realized in Refs. [31, 33–35]. The angular
velocity ωˆ is driven by the thermal and athermal forces
in the viscous fluid and the granular gas, respectively.
We assume that the granular gas is so dilute that the
athermal force FˆA can be described by the Boltzmann-
Lorentz model [31–35, 60–64]. By introducing the mass
ratio ǫ ≡ m/M , we obtain the master equation for ωˆ as
∂
∂t
P (ω, t) = γ
[
∂
∂ω
ω +
T
I
∂2
∂ω2
]
P (ω, t)
+
∫
dy[P (ω−y, t)Wǫ(ω−y; y)−P (ω, t)Wǫ(ω; y)] , (9)
where we have introduced the angular velocity PDF
P (ω, t) ≡ P (ωˆ(t) = ω), the athermal transition rate
Wǫ(ω; y) = ρh
∫
ds
∫
d~vf(~v)Θ(∆~V · ~n)|∆~V · ~n|δ[y −∆ω],
the coordinate along the cuboid s, the normal unit vec-
tor to the surface ~n(s), the number density ρ, the inertia
radius RI ≡
√
I/M , ~ez ≡ (0, 0, 1), ~V (s) ≡ ω~ez × ~r(s),
∆~V (s) ≡ ~V (s)−~v, ~t(s) ≡ ~ez×~n(s), g(s) ≡ ~r(s) ·~t(s)/RI ,
and ∆ω ≡ ǫg(s)(1 + e)(∆~V (s) · ~n)/RI(1 + ǫg2(s)) (see
Fig. 3(b)). We stress that the granular force is not white
noise in general because of the presence of the environ-
mental correlation. Indeed, the athermal transition rate
Wǫ(ω; y) depends on ω. We also stress that the non-
Gaussianity κ ≡ 〈ωˆ4〉/〈ωˆ2〉2 − 3 is irrelevant for ǫ → 0
when the thermal friction is absent (γ = 0) as shown in
Fig. 3(c), though Eq. (9) has no time-reversal symme-
try [63, 64].
Here we assume that the mass ratio ǫ is small and the
thermal friction is much larger than the athermal fric-
tion (i.e., ǫ-independence of γ). By introducing a scaled
variable Ωˆ ≡ ωˆ/ǫ, we obtain the non-Gaussian Langevin
equation in the limit ǫ→ +0:
dΩˆ
dt
= −γΩˆ + ηˆg, (10)
where ηˆg is the granular collisional torque character-
ized by the cumulant function Φ(s) ≡ −ρhwv0Ω2gs2(5 +
3Ω2gs
2)/2(1 + Ω2gs
2)2 with Ωg ≡ wv0(1 + e)/2R2I . We
then obtain the exact steady PDF for the scaled angular
velocity Ω˜ ≡ Ω/Ωg (see Appendix. C):
PSS(Ω˜) =
∫ ∞
−∞
ds
2π
e[−isΩ˜−v0s
2/v˜(1+s2)]
(1 + s2)3v0/2v˜
, (11)
where v˜ ≡ 2γ/ρhw. The validity of Eq. (11) is numer-
ically checked by the Monte Carlo simulation (MCS) of
Eq. (9) shown in Fig. 4(a), where the theoretical line
perfectly agrees with the numerical data, while the con-
ventional Gaussian model (5) does not. Note that the
granular impulses are reduced to the white noise as the
environmental correlation disappears (i.e., the athermal
FIG. 4: (Color online) (a) Steady PDF of the angular ve-
locity ωˆ obtained from MCS of the Boltzmann-Lorentz equa-
tion (9) for γ = 2 (the cross points), our theoretical line (11)
(the solid line), and the conventional Gaussian theory (5) (the
dashed line). (b) The granular VDF estimated from PSS(Ω)
using Eq. (12). Note that the accuracy of the point at v ≃ 0.5
is not good because of the singularity in Eq. (12) around
v = 0.
force ηˆg becomes ωˆ-independent). Furthermore, the non-
Gaussianity becomes relevant as the thermal friction in-
creases as illustrated in Fig. 3(c). We also note that the
steady heat current J = Iγ〈Ωˆ2〉 > 0 flows from the gran-
ular gas to the viscous fluid, which implies that the rotor
is far from thermal equilibrium.
We demonstrate the usefulness of the inverse for-
mula (8) to infer the properties of non-equilibrium baths.
We assume that the VDF of the granular gas is isotropic:
f(~v) = φ(|~v|). From Eq. (8), we obtain the following
formula for an arbitrary φ(v):
φ(v) =
∫ ∞
0
ds
π|v|
[
a− bs
2
2
− cs3 d
ds
log P˜SS(s/Fg)
]
cos (sv),
(12)
where a ≡ ∫∞
−∞
dv|v|φ(v), b ≡ ∫∞
−∞
dv|v|3φ(v),
c ≡ γ/2πρhw, Fg ≡ w(1 + e)/2R2I , and P˜SS(s) ≡∫∞
−∞ dΩe
isΩPSS(Ω). Equation (12) is applicable to in-
fer the granular VDF from the observation of the ro-
tor’s PDF. This implies that the non-Gaussianity in
PSS(Ω) is useful to infer the microscopic properties of
the athermal bath. Note that the coefficients a and b
are determined by the Riemann-Lebesgue lemma [56]
lims→∞[a − bs2/2 − cs3(d/ds) log P˜SS(s/Fg)] = 0. We
demonstrate the validity of Eq. (12) for φ(v) = e−|v|/8π
in Fig. 4(b), where φ(v) is estimated from Eq. (12). This
is a clear demonstration of the effectiveness of the inverse
formula (12).
The meaning of the inverse formula (12) can be un-
derstood from the viewpoint of “cooling” of the rotor.
In the absence of a thermal environment, the rotor’s ef-
fective temperature approaches that of the granular gas.
Conversely, in the presence of a thermal environment,
the effective temperature is less than that of the granu-
lar gas, because the thermal environment plays the role
of a “cooler.” It absorbs redundant information from the
rotor’s motion, and therefore, the precise information of
athermal noise (i.e., high-order cumulants) is accessible
from the rotor’s dynamics.
Conclusion. In this Letter, we have considered a tracer
5particle attached to both thermal and athermal envi-
ronments, and derived a non-Gaussian Langevin equa-
tion (7) subject to the condition that the athermal
stochastic force is irrelevant during relaxation. We also
derived an inverse formula (8) to infer the environmental
information from the observation of the tracer particle.
We applied our formulation to a granular motor under
viscous friction, and analytically obtained the stationary
PDF (11) and an inverse formula (12) on the granular
velocity distribution.
We revealed the emergence of the non-Gaussianity and
its microscopic origins. Extensions of this formulation to
multidimensional non-linear systems are planned for the
future. Our theory serves as a foundation of athermal
statistical mechanics and would be important for vari-
ous fields of science, such as biophysics, chemistry, and
econophysics.
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Fellows (Grant Nos. 24·3751 and 26·2906), and JSPS
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Appendix A: Review of van Kampen’s microscopic
theory
We here review the microscopic derivation of the Gaus-
sian Langevin equation. Let us consider a system driven
by a single stochastic environment as
dvˆ
dt
= FˆA, (A1)
where FˆA is a stochastic force from the single environ-
ment. We here make a critical assumption that FˆA is
scaled by a positive small number ǫ as
FˆA = ǫηˆA(t; vˆ), (A2)
where ηˆA is a Markovian jump force independent of ǫ.
Let us write the jump rate of ηˆA(t; vˆ) as W (v;Y), where
W (v;Y) is the ǫ-independent transition probability per
unit time on the condition vˆ(t) = v with the amplitude of
the Poisson noise Y. We assume that the master equation
for the velocity vˆ is given by
∂P (v, t)
∂t
=
∫ ∞
−∞
dy[P (v−y, t)Wǫ(v−y; y)−P (v, t)Wǫ(v, y)],
(A3)
where P (v, t) ≡ P (vˆ(t) = v) is the probability dis-
tribution function (PDF) for the system’s velocity and
Wǫ(v; y) is the transition rate for vˆ on the condition
vˆ(t) = v with velocity jump y. Considering the rela-
tion (A2), y and Y are connected by y = ǫY. Then, the
Jacobian relation holds as
Wǫ(v; y)dy = W (v;Y)dY ⇐⇒ Wǫ(v; y) = 1
ǫ
W
(
v;
y
ǫ
)
.
(A4)
The Kramers-Moyal expansion for the master equation
is given by
∂P (v, t)
∂t
=
∞∑
n=1
(−ǫ)n
n!
∂n
∂vn
[αn(v)P (v, t)], (A5)
where we have introduced the Kramers-Moyal coefficient
αn(v) ≡
∫ ∞
−∞
dYW (v;Y)Yn. (A6)
We here assume the stability condition for the noise
around vˆ = 0:
α
(0)
1 = 0, α
(1)
1 = −γ¯A < 0, α(0)2 = 2γ¯AT¯A > 0, (A7)
where α1(v) has a single zero point and we introduce the
expansion αn(v) =
∑∞
k=0 v
kα
(k)
n /k!. By introducing the
following scaled variables as τ = ǫt, V = v/
√
ǫ, Eq. (A5)
is reduced to
∂P (V, τ)
∂τ
=
[
∂
∂V
γ¯AV −
∞∑
k=2
ǫ(k−1)/2
k!
∂
∂V
α
(k)
1 V
k
+
∞∑
n=2
∞∑
k=0
(−1)nǫ(n+k)/2−1
n!k!
∂n
∂V n
V kα(k)n
]
P (V, τ)
= γ¯A
[
∂
∂V
V + T¯A
∂2
∂V 2
]
P (V, τ) +O(ǫ1/2), (A8)
which is equivalent to the Gaussian Langevin equa-
tion (5) in the main text.
We here note that the scaling (A4) is essentially equiva-
lent to that introduced by van Kampen [51, 52, 58], where
ǫ corresponds to the inverse of the system size Ωsys as
Ωsys ≡ 1/ǫ. To see this point, let us transform velocity
variables
a′ ≡ v
ǫ
= Ωsysv, ∆a ≡ y
ǫ
= Ωsysy. (A9)
Then, the scaling assumption (A4) is equivalent to
W (a′; ∆a) = ΩsysW
(
a′
Ωsys
,∆a
)
, (A10)
where we have introduced the transition rate for the
transformed variable a′ as W (a′; ∆a) ≡ Wǫ(v; y). The
scaling (A10) is exactly equal to that introduced in
Ref. [58] on page 277.
Note on the invalidity of the Langevin description
for rare trajectories
We here note that the Langevin equation is an effective
description only for typical trajectories, where one does
not observe rare trajectories. In the above discussion, we
have implicitly assumed that the scaled velocity V is not
much larger than the typical velocity V ∗ ≡
√
TA (i.e.,
6|V | . V ∗). In fact, when V is much larger than V ∗ as
V/V ∗ = O(1/ǫ), all of the terms on the right hand side of
Eq. (A8) are relevant, which implies the invalidity of the
system size expansion for |V | ≫ V ∗ (i.e., the distribu-
tion of the tail cannot be well described by the Langevin
description in general). This is because the system size
expansion is not a uniform asymptotic expansion in terms
of the velocity. Fortunately, however, the probability of
such rare trajectories is estimated to be extremely small
and is irrelevant to averages of ordinary physical quanti-
ties. The Langevin description is proved to be effectively
valid in this sense.
Note on the validity of the van Kampen’s theory for
systems without microscopic reversibility
We note that the system size expansion is valid for
genuine nonequilibrium systems without time-reversal
symmetry because it is based on the central limit the-
orem. Indeed, the effectiveness of the Gaussian Langevin
description is discussed for some granular systems in
Refs. [63, 64], where the starting points of the models are
given by master equations without time-reversal symme-
try. We also note that these results do not contradict the
time-reversal symmetry of the Langevin model, because
the Langevin model is just an effective description for
typical trajectories. Even if the system is well-described
by the Langevin equation for typical trajectories, the
time-irreversal symmetry can be observed in general for
rare trajectories.
Note on the state-dependence of noise
We here note that the fluctuation described by the
master equation (A3) is state-dependent noise, which
is not simple white noise. In fact, the transition rate
Wǫ(v; y) for the velocity jump y depends on v, which
implies the strong correlation between the system and
the environment. We also note that the state-dependent
noise cannot be generally written as a single multiplica-
tive noise, because the time-series of the Poisson flights
is independent of the state of the system for the single
multiplicative noise.
Appendix B: Relation to the independent kick model
The non-Gaussian Langevin equation reproduces the
independent kick model in the strong friction limit. The
independent kick was originally introduced to explain the
behavior of the granular motor in the presence of the dry
friction [32–35]. According to the main text, the steady
distribution of the non-Gaussian Langevin equation is
represented in the Fourier space as
P˜SS(s) = exp
[∫ s
0
ds′Φ(s′)
γs′
]
, (B1)
where the cumulant function is given by
Φ(s) = −γT s2 +
∫ ∞
−∞
dYW (0;Y)(eiYs − 1) (B2)
with the Poisson transition rateW (0;Y). Let us consider
the case without the Gaussian part (T = 0). In the
strong friction limit γ →∞, Eq. (B1) is reduced to
P˜SS(s) = 1 +
∫ s
0
ds′Φ(s′)
γs′
+O(γ−2)
= 1 +
∫ ∞
−∞
dY
∫ s
0
ds′
W(Y)
γs′
(eis
′Y − 1) +O(γ−2).
(B3)
On the other hand, the system is kicked by rare col-
lisions and instantly relaxes to the rest state in the in-
dependent kick model [32–35]. This implies the follow-
ing scenario. The system is typically in the rest state
V = 0. However, an occasional collision at time t = 0
with a Poisson flight distance Y changes the state from
V(−0) = 0 to V(+0) = Y, and the system freely relaxes
as V(t) = Ye−γt. This scenario leads to
〈h(Vˆ)〉 ≃
∫ ∞
−∞
dYW (0;Y)
∫ ∞
0
dth(V(t)), (B4)
where h(v) is an arbitrary function. Substituting h(V) =
eisV − 1 into Eq. (B4), we obtain
P˜SS(s)− 1 ≃
∫ ∞
−∞
dYW (0;Y)
∫ ∞
0
dt
{
exp
[
isYe−γt]− 1}
=
∫ ∞
−∞
dYW (0;Y)
∫ ∞
0
dt
∞∑
n=1
1
n!
(isY)ne−γnt
=
∫ ∞
−∞
dYW (0;Y)
∞∑
n=1
(isY)n
nγn!
=
∫ ∞
−∞
dY
∫ s
0
ds′
W (0;Y)
γs′
(eis
′Y − 1), (B5)
which is equivalent to Eq. (B3). Thus, our theory is
equivalent to the independent kick model in the strong
friction limit.
Appendix C: Granular motor under the viscous and
dry frictions
1. Setup
We consider a granular motor under the viscous fric-
tion. The motor is a cuboid of height h, width w, and
length l in the granular gas as in Fig 3(a). The cuboid ro-
tates around the z-axis, and the rotational angle θˆ fluctu-
ates because of collisional impacts by surrounding granu-
lar particles. We assume that there exists the Coulombic
friction during the rotation around the axis. Let us first
7consider its collision rules (see Fig. 3(b)). We assume
that the motor and a particle collide at the position ~r.
We denote the motor’s angular velocity and particle’s ve-
locity by ω and ~v, respectively. The moment of inertia
along the z-axis and the radius of inertia are respectively
given by I and RI ≡
√
I/M . The conservation of the
angular momentum and the definition of the restitution
coefficient e are respectively given by
Iω~ez +m~r × ~v = Iω′~ez +m~r × ~v′, − (
~V ′ − ~v′) · ~n
(~V − ~v) · ~n
= e,
(C1)
where ω′, ~V ′ and ~v′ are the angular velocity of the motor,
the velocity of the motor and the velocity of the particle
after the collision, respectively, and ~n is the normal unit
vector on the surface, and ~ez ≡ (0, 0, 1). We assume the
non-slip condition for the collision: the velocity change
of the particle is perpendicular to the surface as
~v′ = ~v + β~n (C2)
with an appropriate coefficient β. We note the following
relations:
~V = ω~ez × ~r, ~V ′ = ω′~ez × ~r. (C3)
Solving Eqs. (C1), (C2), and (C3), we obtain
∆ω ≡ (1+e)∆
~V · ~n
RI
ǫ(~r · ~t/RI)
1 + ǫ(~r · ~t/RI)2
, β =
(1 + e)∆~V · ~n
1 + ǫ(~r · ~t/RI)2
,
(C4)
where we introduced ~t ≡ ~ez × ~e, ∆~V ≡ ~V − ~v, and ǫ ≡
m/M . Based on the collision rule (C4), we model this
setup as the Boltzmann-Lorentz equation [32–35, 64]:
∂
∂t
P (ω, t) = γ
[
∂
∂ω
ω +
T
I
∂2
∂ω2
]
P (ω, t)
+
∫
dy [P (ω−y, t)Wǫ(ω−y; y)−P (ω, t)Wǫ(ω; y)] , (C5)
Wǫ(ω; y)=ρh
∫
ds
∫
d~vf(~v)Θ(∆~V · ~n)|∆~V · ~n|δ(y −∆ω),
(C6)
where s is the coordinate along the cuboid, f(~v) is the
granular distribution function, γ is the coefficient of the
viscous friction, ~n(s) is the normal unit vector to the
surface at s, and we have introduced
~V (s) ≡ ω~ez × ~r(s), g(s) ≡ ~r(s) ·
~t(s)
RI
, ~t(s) ≡ ~ez × ~n(s),
∆~V (s) ≡ ~V (s)− ~v, ∆ω ≡ ∆
~V · ~n
RI
(1 + e)ǫg(s)
1 + ǫg2(s)
. (C7)
According to the Kramers-Moyal expansion, we obtain
the differential form of the master equation as
∂P (ω, t)
∂t
= γ
[
∂
∂ω
ω +
T
I
∂2
∂ω2
]
P (ω, t)
+
∞∑
n=1
(−1)n
n!
∂n
∂ωn
Kn(ω)P (ω, t), (C8)
where we have introduced the Kramers-Moyal coefficients
Kn(ω) =
∫
ds
∫
d~v(∆ω)nρhf(~v)Θ(∆~V · ~n)|∆~V · ~n|
= ρh
∫
ds
[
ǫ(1 + e)g(s)
RI(1 + ǫg2(s))
]n∫
d~vf(~v)Θ(∆~V · ~n)(∆~V · ~n)n+1.
(C9)
2. Small noise expansion
We consider the following four assumptions: (i) ǫ is a
small positive parameter, (ii) γ is a small positive number
independent of ǫ, (iii) T is scaled as T = ǫ2T , where T
is independent of ǫ, and (iv) f(~v) is isotropic as f(~v) =
φ(|~v|). Introducing a scaled variable ωˆ = ǫΩˆ, we obtain
the scaled master equation as
∂P(Ω, t)
∂t
= γ
[
∂
∂Ω
Ω+
T
I
∂2
∂Ω2
]
P(Ω, t)
+
∞∑
n=1
(−1)n
n!
∂n
∂Ωn
Kn(Ω)P(Ω, t), (C10)
with the scaled Kramers-Moyal coefficients
Kn(Ω) = ρh
∫
ds
(1 + e)ngn(s)
RnI (1 + ǫg
2(s))n
×∫
d~vφ(|~v|)Θ((ǫ~V(s)− ~v) · ~n)[(ǫ~V(s)− ~v) · ~n]n+1, (C11)
where V = Ω~ez × ~r(s). In the limit ǫ→ +0, Eq. (C10) is
reduced to
∂P(Ω, t)
∂t
= γ
[
∂
∂Ω
Ω +
T
I
∂2
∂Ω2
]
P(Ω, t)
+
∞∑
n=1
(−1)n
n!
∂n
∂Ωn
KnP(Ω, t), (C12)
Kn = ρh(1 + e)
n
RnI
∫
dsgn(s)
∫
d~vφ(|~v|)Θ(−~v·~n)(−~v·~n)n+1.
(C13)
Here we can calculate the integral with the aid of∫
d~vφ(|~v|)Θ(−~v · ~n)(−~v · ~n)n+1
=
∫ ∞
0
dvdθdψv2 sinψφ(v)Θ(−v cosψ)(−v cosψ)n+1
=2π
∫ ∞
0
dvvn+3φ(v)
∫ π
π/2
(− cosψ)n+1 sinψdψ
=
2π
n+ 2
∫ ∞
0
dvvn+3φ(v), (C14)
and∫
dsgn(s) =
2
RnI
∫ l/2
−l/2
ds′s′n +
2
RnI
∫ w/2
−w/2
ds′s′n
=
{
4
Rn
I
(n+1)
[(
l
2
)n+1
+
(
w
2
)n+1]
(for even n)
0 (for odd n)
. (C15)
8where we have used the isotropic distribution φ(~v) =
φ(v), and decomposed the position vector ~r as ~r =
x~e + s′~t + z~ez with x = ±l/2 or x = ±w/2. We thus
have the relation g = s′/RI . Then, the cumulant Kn is
simplified as
Kn=
{
4πρh(1+e)n(ln+1+wn+1)
2nR2n
I
(n+1)(n+2)
∫∞
0
dvvn+3φ(v) (for even n)
0 (for odd n)
,
(C16)
which implies that the cumulant function is given as
Φ(s) + Ts2 =
∞∑
n=1
(is)n
n!
Kn
= − 16πρhR
4
I
ls2(1+e)2
∫ ∞
0
dvvφ(v)
∞∑
n=2
(−1)n
(2n)!
[
s(1 + e)lv
2R2I
]2n
− 16πρhR
4
I
ws2(1+e)2
∫ ∞
0
dvvφ(v)
∞∑
n=2
(−1)n
(2n)!
[
s(1 + e)wv
2R2I
]2n
= − 8πρhR
4
I
ls2(1+e)2
∫ ∞
−∞
dv|v|φ(v)
[
e
is(1+e)lv
2R2
I − 1 + s
2(1+e)2l2v2
8R4I
]
− 8πρhR
4
I
ws2(1+e)2
∫ ∞
−∞
dv|v|φ(v)
[
e
is(1+e)wv
2R2
I − 1 + s
2(1+e)2w2v2
8R4I
]
.
(C17)
3. In the case with the exponential velocity
distribution
Let us consider the case of T = l = 0, and assume that
the velocity distribution of the granular gas is given by
the exponential form as
f(~v) =
1
8πv30
e−|v|/v0 , (C18)
with the characteristic velocity v0. The non-Gaussian
Langevin equation for the scaled angular velocity Ωˆ ≡
ω/ǫ is
dΩˆ
dt
= −γΩˆ + ηˆg. (C19)
Here, the cumulants function is given by
Φ(s) = −ρhwv0Ω
2
gs
2(5 + 3Ω2gs
2)
2(1 + Ω2gs
2)2
, (C20)
where we have introduced Ωg ≡ wv0(1 + e)/2R2I . Then,
we obtain the velocity distribution (11) in the main text
for the scaled angular velocity Ω˜ ≡ Ω/Ωg as
PSS(Ω˜) =
∫ ∞
−∞
ds
2π
1
(1 + s2)3v0/2v˜
exp
[
−isΩ˜− v0s
2
v˜(1 + s2)
]
,
(C21)
where PSS(Ω˜) ≡ PSS(Ω)Ωg, and v˜ ≡ 2γ/ρhw
4. Inverse estimation formula for the spherical
distribution
We derive the inverse formula of the granular velocity
distribution for the case of T = l = 0 and an arbitrary
φ(v). The non-Gaussian Langevin equation is given by
dΩˆ
dt
= −γΩˆ + ηˆg, (C22)
where the cumulant function of ηˆg is given by
Φ(s) = −2πρhw
s2F 2g
∫ ∞
−∞
dv|v|φ(v)
[
eiFgsv − 1 + F
2
g s
2v2
2
]
,
(C23)
with the typical collisional impact Fg ≡ w(1 + e)/2R2I .
From Eq. (B1), we obtain the following relation between
the granular velocity distribution and the Fourier repre-
sentation of rotor’s angular velocity distribution as
− 2πρhw
s2F 2g
∫ ∞
−∞
dv|v|φ(v)
[
eiFgsv − 1 + F
2
g s
2v2
2
]
= γs
d
ds
log P˜SS(s). (C24)
This formula can be transformed into the following form:
φ(v)=
1
π|v|
∫ ∞
0
ds
[
a− bs
2
2
−cs3 d
ds
log P˜SS(s/Fg)
]
cos (sv),
(C25)
where we introduced a ≡ ∫∞−∞ dv|v|φ(v), b ≡∫∞
−∞ dv|v|3φ(v), and c ≡ γ/2πρhw.
Let us explain how to determine the coefficients a and
b. According to the Riemann-Lebesgue lemma [56], the
following relation holds if |v|φ(v) is an L1-function:
lim
s→+∞
∫ ∞
−∞
ds|v|φ(v)eisv = 0, (C26)
or equivalently,
lim
s→∞
[
a− bs
2
2
− cs3 d
ds
log P˜SS(s/Fg)
]
= 0. (C27)
Equation (C27) is practically useful to determine the co-
efficients a and b from the experimental data of P˜SS(s).
5. The numerical technique for the inverse
estimation formula
Here we explain our numerical procedure for the in-
verse formula (C25). We obtain the steady distribution
function of rotor’s angular velocity using the Monte Carlo
simulation of Eq. (C5) on the following setup: φ(v) =
e−|v|/8π, l = T = 0, w =
√
12, M = ρ = h = e = I = 1,
m = 0.01, and γ = 2. The numerical data is plotted in
Fig. 5(a).
9FIG. 5: Numerical data of the Monte Carlo simulation of Eq. (C5). (a) The steady distribution function of rotor’s angular
velocity. (b) The numerical Fourier transform of PSS(Ω). (c) The numerical data of g(s). If we ignore the numerical fluctuation,
g(s) tends to converge to zero in the limit of s → +∞. (d) The estimated data of the granular velocity distribution using
Eq. (C29). Because of the singularity at v = 0 in Eq. (C29), the accuracy of the data near v = 0.5 is not good.
To obtain the Fourier transformation P˜SS(s), we have
used the numerical distribution PSS(Ω) for 0 ≤ Ω ≤ 30.
P˜SS(s) is numerically plotted in Fig. 5(b). We numeri-
cally estimate the coefficients a and b as a = 0.080121 and
b = 0.464, respectively, and obtain the following function
as shown in Fig. 5(c):
g(s) = a− bs
2
2
− cs3 d
ds
log P˜SS(s/Fg). (C28)
Figure 5(c) implies the asymptotic form g(s) ≃ 0 for
s → ∞. On the basis of the numerical data of g(s), we
estimate the granular velocity distribution function φ(v)
as
φ(v) =
1
π|v|
∫ ∞
0
dsg(s) cos sv. (C29)
We plot the granular velocity distribution estimated from
Eq. (C29) in Fig. 5(d). We note that Eq. (C29) has a
singularity at v = 0, which explains that the numerical
accuracy is not good around v = 0.
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