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1. INTRODUCTION 
We consider two-point boundary value problems of the form 
Lyry’+A(t)y=f(t), a<t<b 
MY(U) + NY(b) = a, 
(1.1) 
(1.2) 
where the (n x n) matrix A and the n-vector f are continuous functions of 
t on [a, b], A4 and N are (m x n) constant matrices with rank [M N-j = 
P < min(m, n), tx is an m-vector, and all scalars are assumed to be real. 
Problem (1. l), (1.2) is invertible if m = n and the homogeneous boundary 
value problem corresponding to (1.1 ), (1.2) withf= 0 and a = 0 has only the 
trivial solution solution y = 0. Otherwise (1.1 ), (1.2) is called noninvertible. 
It is well known that in the invertible case, problem (l.l), (1.2) has a 
unique solution for every choice of g and a, while in the alternative non- 
invertible case problem (l.l), (1.2) can have either no solution or many 
solutions depending on the choice of g and a. In this paper, we establish 
existence and uniqueness of solutions to (l.l), (1.2) in the noninvertible 
case. However, standard methods are not directly applicable in the non- 
invertible case. 
2. PRELIMINARIES 
The matrix equation 
y’+A(t)y=O (2.1) 
has n-linearly independent solutions. The matrix with these particular solu- 
tions as columns is called a fundamental matrix for the given equation. 
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Let yl, Y,, . . . . y, be a fundamental set of solutions of Eq. (2.1) and let 
y= (Yl, Y2, ...? Yn) 
be the corresponding fundamental matrix. Clearly, for any constant 
n-vector C, YC is a solution of (2.1), and every solution of that equation 
can be expressed in this form. 
DEFINITION 2.1. The dimension of the solution space of the boundary 
value problem is called the index of compatibility of the problem. If 
the index of compatibility is zero, then we say that the boundary value 
problem is incompatible. 
DEFINITION 2.2. If Y is a fundamental matrix of Eq. (2.1), then the 
matrix D defined by 
D = MY(a) + NY(b), 
is called a characteristic matrix of the boundary value problem. 
LEMMA 2.1. Any solution of the differential equation (2.1) is of the form 
y(t)= Y(t)!-’ Y-‘(s)f(s)ds+ Y(t) C, 
a (2.2) 
where C is a constant n-vector. 
3. MAIN RESULT 
We use the following lemma, when the columns of D are linearly 
independent. 
LEMMA 3.1. Given a system of linear algebraic equations 
Ax=b, (3.1) 
where A is an (m x n) matrix whose columns are linearly independent and 
consistent, x and b are n-dimensional and m-dimensional vectors respectively; 
then there exists a unique solution of (3.1) which is given by 
x= (ATA)-’ ATb. 
Proof: By hypothesis there exists a solution y such that 
Ay=b 
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or 
ATAy = ATb. 
Since ATA is an (n x n) matrix of rank n, it follows that 
y= (ATA)-’ ATb. 
Now to prove uniqueness, suppose y, and y, are two distinct solutions of 
(3.1). Then, we have 
Ay,=b 
and 






This implies y, - y, = 0 or y, = y,. Thus uniqueness is established. 
THEOREM 3.1. Suppose the columns of the characteristic matrix D are 
linearly independent. Then there exists a unique solution to the boundary 
value problem ( 1.1) satisfying ( 1.2) and is given by 
y(t)=j’ G(t,s)f(s)ds+ Y(t)(D%-’ DTol, 
a 
where G(t, s) is the Green’s matrix for the corresponding homogeneous 
boundary value problem. 
Proof: From Lemma (2.1) any solution y(t) of (2.1) is given by 
y(t)= Y(t) C+ Y(t) j’ Y-‘(s)f(s) ds, 
* 
where Y(t) is a fundamental matrix of (2.1) and C is a constant n-vector 
and is determined (uniquely) from the fact that the solution y(t) must 
satisfy the boundary conditions (1.2). 
220 MURTY AND LAKSHMI 
Substituting the general form of u(t) in the boundary condition matrix, 
we get 
[MY(a) + NY(b)] C + NY(b) jb Y-‘(s)f(s) ds = a 
0 
or 
DTDC= DTa - DTNY(b) 1” Y-‘(s)f(s) ds 
0 
C= (DTD)-’ DTa- (DTD)-’ DTNY(b) 1” YP’(s)f(s) ds. 
u 
Therefore 
y(t) = - Y(t)(D=D)-’ D=NY(b) j-” Y-‘(s)f(s) ds 
a 








-Y(t)(DTD)PIDTIVY(b) Y-‘(s)+ Y(t) Y-‘(s), a,<s<t< = 
- Y(t)(D’D)-’ D=NY(b) Y-‘(s), a<t<s<b. 
Since MY(a) +NY(b)= D, we have NY(b) = D-MY(a). Using this fact 
G(t, s) can conveniently be put in the form 
G( t, s) = 
{ 
Y(t)(DTD)P’DTMY(a) Y-‘(s), a<s<t<b 
- Y(t)(D’D)-’ D%Y(b) Y-l(s), a<tds<b. 
THEOREM 3.2. The Green’s matrix has the following properties: 
(1) G when considered as a function of t for a fixed s, is continuous 
and possesses continuous first derivatives everywhere except at t = s. At the 
point t = s, G has an upward jump discontinuity of unit magnitude, i.e., 
G(s+,s)-G(s-,s)=Z,,. 
(2) G when considered a function of t is a formal solution of the 
homogeneous boundary value problem. G fails to be a true solution because 
of the discontunity at t = s. 
(3) G is unique having properties (1) and (2). 
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THEOREM 3.3. Suppose the rows of the characteristic matrix D are 
linearly independent. Then there exists a unique solution to the boundary 
value problem ( 1.1) satisfying ( 1.2) and is given by 
y(t)=IbG(t,s)f(s)ds+ Y(t)DT(DDT))‘M, 
ll 
where G(t, s) is the Green’s matrix for the corresponding homogeneous 
boundary value problem and is given by 
G( t, s) = 
{ 
Y(t) Y-‘(S)- Y(t) DT(DDT)-’ NY(b) Y-‘(s), a<s< t<b 
-Y(t) D*(DD=)-’ NY(b) Y-‘(s), adt<s<b. 
Proof The proof of this theorem is similar to the proof of the 
Theorem 3.1 and hence omitted. 
We need the following lemma, when the characteristic matrix D is of 
deficient rank. 
LEMMA 3.2 [4]. Given a system of linear algebraic equations 
Ax=b, (3.1) 
where A is an (n x n) matrix and x and b are both n-dimensional vectors, 
suppose that the rank of A is n -m (1 6 m <n). Then the linear algebraic 
system (3.1) possesses a solution if and only if 
Ab=O, (3.2) 
where A is an (m x n) matrix whose row vectors are linearly independent 
vectors d,A, 1 6 LX < m satisfying 
d,A=O. (3.3) 
If case (3.2) holds, any solution of (3.1) is given by 
(3.4) 
where K,, 1 < a < m are arbitrary constants, C,, 1 < a 6 m, are linearly 
independent column vectors satisfying 
AC,=O, (3.5) 
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for any column vector p satisfying 
AP=O. (3.7) 
We assume in the next theorem that M and N are constant square 
matrices of order n. 
THEOREM 3.3. Let the rank of the characteristic matrix D be n-m 
(1 <m 6 n). Then (l.l), (1.2) possesses a solution if and only zf 
a - NY(b) j-” Y-‘(s) f (s) = 0, 
u 
(3.8) 
where D is an (m x n) matrix whose row vectors are linearly independent 
vectors d,, 1 < a < m satisfying 
d,D=Q. (3.9) 
In case (3.8) holds for any given a and f (t) any solution of (1.1 ), (1.2) can 
be given by 
y(t) = f K&t) + Y(t) sa + s” G(t, s)f (s) ds, 
a=1 0 
where K,, 1 d a < m are arbitrary constants, pm(t), 1~ a <m are linearly 
independent solutions of (2.1) satisfying the boundary condition 
Mda) + Ndb) = 0. (3.10) 
S is a matrix-independent off(t) and a such that 
DS,=p (3.11) 
for any n-dimensional vector p satisfying 
Ap=O, (3.12) 
and G(t, s) is the Green’s matrix for the homogeneous boundary value 
problem. 
Proof Any solution of (2.1) can be expressed as (2.2) and it satisfies 





Since D has rank n - m, from Lemma 2.2 there exists a solution of (1.1 ), 
(1.2) if and only if (3.8) is true. When (3.8) holds, by Lemma 2.2 the 
constant n-vector C, satisfying (3.13), is given by 
c= f K,C.+S[a-NY(b)[h r’(S)j-(S)dS], (3.14) 
PC=1 (I 
where K,, 1~ a < m are arbitary constants; C,, 1 < u < m are m-linearly 
independent column vectors satisfying 
DC,=O, (3.15) 
and S is an (n x n) matrix-independent of the right members of (3.13) such 
that (3.11) holds for any vector P satisfying (3.12). Let 
Y(t) c, = PL,(t) (3.16) 
then pa(t), 1 < a < m are linearly independent and satisfy 
y’(t)+A(t)y=O. 
Moreover, from (3.15) we find that 
[MY(a)+NY(b)] C,=DC,=O 
and hence pa(t) satisfy the homogeneous boundary condition (1.2). Now 
substituting (3.14) into (2.2) and making use of (3.15), we obtain 
At) f K&t) + Y(t) S, + j” ‘36 s)f(s) A 
a=1 ll 
4. GENERALIZATIONS 
This section generalizes the results obtained in Section 3, to n-point 
boundary value problems. The proofs of the lemmas and theorems in this 
section are generalizations of proofs of analogous lemmas and theorems in 
the previous section and hence are not given. The boundary value problem 
is of interest if 
Ly=y’+A(r)y=f(t) 
i M,y(a,) = ct. 
i=l 
(4.1) 
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THEOREM 4.1. Suppose the columns of the characteristic matrix 
D= i Mi Y(a) 
i=l 
are linearly independent. Then there exists a unique solution to the boundary 
value problem (4.1) and is given by 
y(t) = I” G(t, s)f (s) ds. a 
where G(t, s) is the Green’s matrix for the homogeneous boundary value 
problem. 
THEOREM 4.2. Suppose the rows of the characteristic matrix D are 
linearly independent. Then there exists a unique solution to the boundary 
value problem (4.1) and is given by 
y(t)=Y(t)D’(DDT)-‘u+j’G(t,s)f(s)ds, 
a 
where G(t, s) is the Green’s function for the homogeneous boundary value 
problem (4.1) with f = d = 0. 
THEOREM 4.3. Let the rank of the characteristic matrix D be n-m 
(1 < m < n). Then (4.1) possesses a solution if and only if 
a- f: MiY(ui) [” Y-‘(s)f(s)ds=O, (4.2) 
i=l -,a 
where is an (m x n) matrix whose row vectors are linearly independent vectors 
d,, 1 < a 6 m satisfying 
d,D=O. 
Zf case (4.2) holds for any given a and f (t), any solution of the boundary 
value problem (4.1) can be expressed as 
y(t) = f Kz,u,(t) + Y(t) Sa + j” G(t, s)f (s) & 
a=1 0 
where K,, 1 < a < m are arbitrary constants, p,(t), 1 < a < m are linearly 
independent solutions of (2.1) satisfying the boundary conditions 
1 M,P,(%) = 0. 
i=l 
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S is a matrix-independent off(t) and c1 such that 
DS,=p 
for any n-dimensional vector p satisfying 
Ap=O 
and G(t, s) is the Green’s function for the homogeneous boundary value 
problem. 
Note that if R(A) and N(A) are respectively the range and the null space 
of A, then (3.1) has a solution if b E R(A). Otherwise if b $ R(A), the 
problem (3.1) will not have solutions. 
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