Bio-signal or bio-medical pattern recognition includes uncertainty. Intuitionistic fuzzy sets (IFSs) are effective representation of the uncertainty factor. We present a pattern recognition method based on the weighted distance of intuitionistic fuzzy sets (IFSs) in dealing with the fuzzy recognition problem. The proposed method has a particular focus on handling the problem of choosing feature weights and feature selection in the framework of IFSs. Depending on the idea of information-theoretic entropy and relative entropy, a method is presented in dealing with the said two key problems, i.e., choosing feature weights and feature selection. The proposed pattern recognition method in the framework of IFSs can not only represent the dissimilarity between pair of features based on choosing feature weights but also reduce the computational complexity depending on feature selection. Finally, a numerical example is utilized to validate the proposed pattern recognition method.
INTRODUCTION
and Yager (2000) emphasized the importance of fuzzy set and its extended fuzzy sets in the field of recognition technology. In many domains such as finance, medicine, bio-medical, defence, politics and marketing, a central problem is object recognition under uncertainty (Larsen and Yager, 2000) . In the bio-medical diagnosis, many problems include imprecise and imperfect facts. How to model these problems with uncertainty and hesitancy is still a challenge (Shinoj,2013) (Chung-ming, 2009 ). Presently, fuzzy set and its extended fuzzy sets (such as interval-valued fuzzy sets, intuitionistic fuzzy set,L*-fuzzy set, intuitionistic[0,1] − fuzzy set, vague set, grey set) have been tobe effective techniques in dealing with above-mentioned classification problems with uncertainty (Deschrijver and Kerre, 2007) . Among them, intuitionistic fuzzy sets (IFSs), proposed by Atanassov (1986; 1993) , provide a flexible mathematical way to cope with the hesitancy originating from imperfect or imprecise information. In an IFS, the membership degree and non-membership degree are more or less independent, and the only constraint is that the sum of the two degrees must not exceed 1.
Various aspects of IFSs have been utilized for decision making, pattern classification, and fuzzy reasoning, where imperfect facts coexist with uncertain knowledge (Li, 2010) (Hung and Yang, 2008) (Ciftcibasi and Altunay, 1998) (Cornelis, Deschrijver and Kerre, 2004) . In the context of pattern recognition and classification, distance measures, similarity measures, and correlation measures of IFSs have been utilized aiming at the pattern recognition problems under fuzzy environment successfully (Hung and Yang, 2008) (Liang and Shi, 2003) (Xu, 2007) (Wang and Xin, 2005) (Park et al., 2009 ). In the category of IFSs, the weighted distance measure, proposed by Xu (2007) , takes into account the every element ' s weight. However, it is difficult to choose appropriate weight of each element aiming at certain pattern recognition problem under fuzzy environment. In this paper, we shall present a framework for recognition technology based on the weighted distance in the category of IFSs, especially emphasized on the choosing the feature weights and feature selection depending on information entropy and its relative theory (Hung and Yang, 2008) .
The remainder of this paper is organized as follows: In Section 2 we introduce some preliminary concepts. A distance measure of IFSs is introduced for pattern recognition problem using intuitionistic fuzzy information particularly emphasized on the choosing the weight of each feature and feature selection in Section 3. In Section 4, we utilize some pattern classification examples to validate the pattern recognition model. Finally the article concludes with a brief summary in Section 5.
PRELIMINARY

Review of IFSs
Since fuzzy set only gives a membership degree to each element of the universe (Zadeh,1965) , Atanassov introduces the concept of IFS characterized by a membership function and a nonmembership function, where non-membership is less thanor equals to one minus the membership degree (Atanassov, 1986) . The concept of IFS is as follows:
Let Xbe a set. An IFS A in X is defined with the form , , | ∈ (1) where μ : X → 0,1 , υ : X → 0,1 (2) are two maps satisfying 0 μ x υ x 1,for all x ∈ X.
The numbers and denote the membership degree and nonmembershipdegree of x to A, respectively. For each IFS A in X, we call π x 1 μ x υ x (4) The intuitionistic index of x in A. If = 0, the IFS A reduces to a fuzzy set (Atanassov, 1986) .
Relative Entropy
Relative entropy represents the amount of discrimination between two probability distributions (Shannon and Weaver, 1949) .Let X be a discrete random variable, and p(x) and q(x) be two probability distributions for X. Kullback defined the relative entropy between p(x) and q(x) as
where 0log 0 and log ∞ 0 . Lin(1991) , Hung and Yang(2008) pointed out that p must be absolutely continuous with respect to q, that is q(x)= 0 whenever p(x) =0. To overcome this restriction, a modified cross-entropy measure was introduces as (Hung and Yang, 2008) (Lin, 1991) (Vlachos and Sergiadis, 2007) :
Since , is not a symmetric measure, Hung et al. introduced a symmetricmeasure H as follows:
According to the above-mentioned analysis, , is a symmetrical functionand provides a measure to represent the divergence between p and q.
PATTERN RECOGNITION UNDER INTUITIONISTIC FUZZY ENVIRONMENT
Distance measure is a term that represents the difference between pair of IFSs. As an important concept in the category of fuzzy sets, distance measures of IFSs have also gained much attention due to their extensive applications, such as decision making, pattern recognition, clustering and market prediction. So far, various calculation methods of distance measures between IFSs have been proposed in the latest decades. In the following part, we introduce several classical distance measures. Let , , | ∈ and , , | ∈ be two IFSs in , , … , . Bustince and Burillo(1995) proposed the following two distance measures between A and B. The Hamming distance and the EuclideanBurillo, the improved Hamming distance and Euclidean distance are formulated by Eq. (10) and (11), respectively. Basing on the above-mentioned work, Xu (2007) introduced the distance measure by Eq. (12) where 1, and (i=1, 2,…,n) denotes the weight of (i=1, 2,…,n),which satisfies 0 and∑ 1. According to the distance proposedby Xu, (9) and (10) can be obtained from (11). More distance measures ofIFSs were proposed in recent years from different angles (see (Hung and Yang, 2008) (Xu, 2007) (Wang and Xin, 2005) (Szmidt and Kacprzyk, 2000 ) (Guha and Chakraborty, 2010) (Zeng and Guo, 2008) .
In general, the different features have different importance in pattern recognition problem. Actually a feature having great dissimilarity compared with other features should be endowed with great weight value (Seoung and Panaya, 2011) . Therefore, it is necessary to have a feature selection or choose appropriate weights of features. Since the weighted distance measures takes into account the weights' divergence, it is helpful to describe the importance of each feature. However, how to choose the weights of features under intuitionistic fuzzy environment belongs to a difficult problem which is the research focus of this paper.
In the following part, we establish a pattern recognition method based on the weighted distance measure of IFSs, and particularly have an emphasis on choosing the weight vector. Assume , , … , and B be m+1 IFSs in the set X= , , … , , where ( 1,2, … , ), B, and X denote the prototype, the unknown type and the feature set (or attribute set), respectively.
According to the analysis in 2.2, , is symmetrical function andcan be utilized to specify the dissimilarity between the probability distributionsp and q. For an IFS A in X, for all ∈ , we have 1, 0 , , 1 .This implies that , , may be regarded as a probability distribution. Therefore, we can utilize the function H to consider the dissimilarity between IFSs. Meanwhile, to represent the importance degree of different attributes for the pattern recognition, the weight vector is introduced and defined.
The weight ( 1,2, … , )is defined as follows:
where 0and Now we set to be 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0, respectively and compute the corresponding . Basing on (13), the weights of X with different values of are listed in Table 1 and shown in Figure 1 . It implies that on the one hand we can adjust the weights of features by choosing different , on the other hand it is an effective way to have a feature selection. In the following, we construct the feature selection model and pattern recognition model under intuitionistic fuzzy environment.
Algorithm 1: Feature Selection Let δ (0 ≤ δ <1) be a constant as the accepted threshold of weights. The feature selection rule is defined as follows: a) Accept the feature ( Remark: since δis the threshold of feature selection, if , it means attribute is considered to be useless for classification and will be ignored. Thus δ should be a positive real number near zero, in this paper we let δ=0.03. Also, there are some other methods to decide the value of δ , for example, δ mean /n , where n is the number of attributes.
Basing on the rule of feature selection rule, we construct the pattern recognition method under intuitionistic fuzzy environment as below:
Algorithm 2: Pattern Recognition Based on IFS with Shannon Relative Entropy
Step 1. Initialize and δ. is usually set to be 1 or 2.
Step 2. Compute ( 1,2, … , ) according to (13) and (14), and havea feature selection.
Step 3. Compute the weights of the selective features based on (13) and (14).
Step 4. Compute min{d(A, )} ( ∈{1,2,…,m}) according to equation (12).
Step 5. 
NUMERICAL EXAMPLE AND ANALYSIS
In this Section, we utilize two numerical examples in the scenarios of the classification of building material recognition and medical diagnosis to validate the said pattern recognition method in the framework of IFSs. Meanwhile we compare the results obtained by the Hamming distance and the Euclidean distance defined by . Example 4.1.There are four material prototypes and an unknown type denoted by IFSs in X= , , … , in this pattern recognition problem (Wang and Xing, 2005) . The four prototypes and the unknown type are represented as Table 2 , where ( 1,2,3,4) and B denote the prototype and the unknown type respectively. Aiming at this pattern recognition problem, we adopt two cases as follows:
Case 1
Assume that 1,2 , and be with following values: 0, 0.2, 0.4, 0.6, 0.8, 1.0,1.2, 1.4, 1.6, 1.8 and 2.0.
Step 1. According to the different values of , the weights of X are shownin Table 3 .
Step 2.Let 1,2 , compute the distance d( , ) (i=1, 2, 3, 4) as Table 4 .
Step 3.
.2,…, 1.8, 2.0; =1, 2) for every , B belongs to the prototype . Table 4 shows that d( , ) is a strictly monotone decreasing function with the strictly monotone increasing value of . The result of distance measureswith different shows that the proposed pattern recognition method can represent the dissimilarity between pair of features. Especially, when =0 and =1, 2, the weighted distance measures reduce to the improved Hamming distance measure and the improved Euclidean distance, respectively ).
Case 2
Assume that = 0.03, =1, 2, and be with following values: 0, 0.2, 0.4,0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0. The pattern recognition process is asfollows:
Step 1. The weights of X= , , … , based on the said values of are shown in Table 3 .
Step 2. Let 0.03 , the weights of X= , , … , are shown in Table 5 after a feature selection process.
Step 3. Compute the distance d( , ) (i=1, 2, 3, 4) based on the obtain weights in Step 2 with = 1, 2, and the results are shown in Table 6 .
Step 4. The pattern recognition results of both Case 1 and Case 2 are the same as the results of (Hung and Yang, 2008) (Xu, 2007) (Wang and Xin, 2005) (Vlachos and Sergiadis, 2007) (Szmidt and Kacprzyk, 2000) (Guha and Chakraborty, 2010) .
Example 4.2. In this example we utilize the data set from literature (Szmidt and Kacprzyk, 2004) (i=1, 2, 3, 4) and B with different parameters. Table 6 : Distances between (i=1, 2, 3, 4) and B with different parameters. Here we assume that λ 2, and η be 1.0.
Step 1. According to the different values of η, the weights of X are shownin Table 9 .
Step 2. Let λ 2, compute the distance d(P , D ) (i=1, 2, 3, 4,5 and j =1,2,3,4,5) as Table 10 .
Step 3 The diagnosis results are same with the method proposed in (Szmidt and Kacprzyk, 2004) , which illustrates the effectiveness of our method. Remark. The pattern recognition method based the weighted distance measure of IFSs under intuitionistic fuzzy environment not only provides a calculation method for choosing weights of features but also gives a method for feature selection.
CONCLUSIONS
In this paper, we construct the pattern recognition method based on the weighted distance measures of IFSs under fuzzy environment, especially emphasize on feature selection and choosing feature weights. This pattern recognition method provides a way to choose the feature weights and to have a feature selection depending on the information entropy theory. The proposed pattern recognition method not only provides a tool to represent the dissimilarity of different features but also can reduce the computational complexity through feature selection. To illustrate that the pattern recognition method is well suited in dealing with the fuzzy recognition problems, we borrowed the data set from (Wang and Xin, 2005) . The results indicate that the proposed pattern recognition method is good in representing the feature weights and feature selection, and can give the accurate pattern recognition results.
