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Abstract
We explain how recent developments in the fields of Realisability models for
linear logic [1] – or geometry of interaction – and implicit computational com-
plexity [2, 3] can lead to a new approach of implicit computational complexity.
This semantic-based approach should apply uniformly to various computational
paradigms, and enable the use of new mathematical methods and tools to attack
problem in computational complexity. This paper provides the background, mo-
tivations and perspectives of this complexity-through-Realisability theory to be
developed, and illustrates it with recent results [4].
1. Introduction
Complexity theory lies at the intersection between mathematics and com-
puter science, and studies the amount of resources needed to run a specific pro-
gram (complexity of an algorithm) or solve a particular problem (complexity of
a problem). wewill explain how it is possible to build on recent work in Real-
isability models for linear logic – a mathematical model of programs and their
execution – to provide new characterisations of existing complexity classes. It
is hoped that these characterisations will enable new mathematical techniques,
tools and invariants from the fields of operators algebras and dynamical systems,
providing researchers with new tools and methods to attack long-standing open
problems in complexity theory.
The complexity-through-Realisability theory we propose to develop will pro-
vide a unified framework for studying many computational paradigms and their
associated computational complexity theory grounded on well-studied mathe-
matical concepts. This should provide a good candidate for a theory of complexity
for computational paradigms currently lacking an established theory (e.g. con-
current processes), as well as contribute to establish a unified and well-grounded
account of complexity for higher-order functionals.
Even though it has been an established discipline for more than 50 years [5],
many questions in complexity theory, even basic ones, remain open. During the
last twenty years, researchers have developed new approaches based on logic:
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they offer solid, machine-independent, foundations and provide new tools and
methods. Amongst these approaches, the fields of Descriptive Complexity (DC)
and Implicit Computational Complexity (ICC) lead to a number of new charac-
terisations of complexity classes. These works laid grounds for both theoretical
results [6] and applications such as typing systems for complexity constrained
programs and type inference algorithms for statically determining complexity
bounds.
The complexity-through-Realisability theory we propose to develop is related
to those established logic-based approaches. As such, it inherits their strengths:
it is machine-independent, provides tools andmethods from logic and gives grounds
for the above mentioned applications. Furthermore, it builds on state-of-the-art
theoretical results on Realisability models for linear logic [1] using well-studied
mathematical concepts from operators algebras and dynamical systems. As a
consequence, it opens the way to use against complexity theory’s open problems
the many techniques, tools and invariants that were developed in these disci-
plines.
We illustrate the approach by explaining how first results were recently ob-
tained by capturing a large family of complexity classes corresponding to various
notions of automata. Indeed, we provided [4] Realisability models in which types
of binary predicates correspond to the classes of languages accepted by one-way
(resp. two-way) deterministic (resp. non-deterministic, resp. probabilistic) multi-
head automata. This large family of languages contains in particular the classes
REGULAR (regular languages), STOCHASTIC (stochastic languages), LOGSPACE
(logarithmic space), NLOGSPACE (non-deterministic logarithmic space), CON-
LOGSPACE (complementaries of languages in NLOGSPACE), and PLOGSPACE
(probabilistic logarithmic space).
Finally, we discuss the possible extensions and further characterisations that
could be obtained by the same methods. We in particular discuss the relationship
between the classification of complexity classes and the problem of classifying a
certain kind of algebras, namely graphing algebras.
1.1. Complexity Theory
Complexity theory is concerned with the study of how many resources are
needed to perform a specific computation or to solve a given problem. The study
of complexity classes – sets of problems which need a comparable amount of re-
sources to be solved, lies at the intersection of mathematics and computer science.
Although a very active and established field for more than fifty years [7, 8, 9, 10],
a number of basic problems remain open, for instance the famous “millennium
problem” of whether PTIME equals NPTIME or the less publicized but equally im-
portant question of whether PTIME equals LOGSPACE. In recent years, several
results have greatly modified the landscape of complexity theory by showing that
proofs of separation (i.e. inequality) of complexity classes are hard to come by,
pointing out the need to develop new theoretical methods. The most celebrated
result in this direction [11] defines a notion of natural proof comprising all pre-
viously developed proof methods and shows that no “natural proof” can succeed
in proving separation.
Mathematicians have then tried to give characterisations of complexity classes
that differ from the original machine-bound definitions, hoping to enable meth-
ods from radically different areas of mathematics. Efforts in this direction lead to
the development of Descriptive Complexity (DC), a field which studies the types
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of logics whose individual sentences characterise exactly particular complexity
classes. Early developments were the 1974 Fagin-Jones-Selman results [12, 13]
characterising the classes NEXPTIME and NPTIME. Many such characterisa-
tions have then been given [14, 15, 16] and the method led Immerman to a proof
of the celebrated Immerman-Szelepcsényi theorem [6, 17] stating the two com-
plexity classes CONLOGSPACE and NLOGSPACE are equal (though Szelepcsényi’s
proof does not use logic-based methods).
Implicit Computational Complexity (ICC) develops a related approach whose
aim is to study algorithmic complexity only in terms of restrictions of languages
and computational principles. It has been established since Bellantoni and Cook’
landmark paper [18], and following work by Leivant andMarion [19, 20]. Amongst
the different approaches to ICC, several results were obtained by considering
syntactic restrictions of linear logic [21], a refinement of intuitionnistic logic
which accounts for the notion of resources. Linear logic introduces a modality
! marking the “possibility of duplicating” a formula A: the formula A shall be
used exactly once, while the formula !A can be used any number of times. Modi-
fying the rules governing this modality then yields variants of linear logic having
computational interest: this is how constrained linear logic systems, for instance
BLL [22] and ELL [23], are obtained. However, only a limited number of com-
plexity classes were characterised in this way, and the method seems to be limited
by its syntactic aspect: while it is easy to modify existing rules, it is much harder
to find new, alternative, rules from scratch. The approach we propose to follow in
this paper does not suffer from these limitations, allowing for subtle distinctions
unavailable to the syntactic techniques of ICC.
1.2. Realisability Models for Linear Logic
Concurrently to these developments in computational complexity, and moti-
vated by disjoint questions and interests, Girard initiated the Geometry of Inter-
action (GoI) program [24]. This research program aims at obtaining particular
kinds of Realisability models (called GoI models) for linear logic. Realisability
was first introduced [25] as a way of making the Brouwer-Heyting-Kolmogorov
interpretation of constructivism and intuitionistic mathematics precise; the tech-
niques were then extended to classical logic, for instance by Krivine [26], and
linear logic. The GoI program quickly arose as a natural and well-suited tool for
the study of computational complexity. Using the first GoI model [27], Abadi,
Gonthier and Lévy [28] showed the optimality of Lamping’s reduction in lambda-
calculus [29]. It was also applied in implicit computational complexity [30], and
was the main inspiration behind dal Lago’s context semantics [31].
More recently the geometry of interaction program inspired new techniques
in implicit computational complexity. These new methods were initiated by Gi-
rard [32] and have known a rapid development. They lead to a series of re-
sults in the form of new characterisations of the classes CONLOGSPACE [32, 2],
LOGSPACE [3, 33] and PTIME [34]. Unfortunately, although the construction of
Realisability models and the characterisations of classes are founded on similar
techniques, they are two distinct, unrelated, constructions. The approach we pro-
pose to develop here will in particular bridge this gap and provide similar char-
acterisations which will moreover allow the use of both logical and Realisability-
specific methods.
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2. A Complexity-through-Realisability Theory
2.1. Technical Background and Motivations
About ten years ago, Girard showed [35] that the restriction to the unit ball
of a von Neumann algebra of the so-called “feedback equation”, which represents
the execution of programs in GoI models, always has a solution. Moreover, previ-
ous and subsequent work showed the obtained GoI model interprets, depending
on the choice of the von Neumann algebra, either full linear logic [36] or the
constrained system ELL which characterises elementary time computable func-
tions [37]. This naturally leads to the informal conjecture that there should be a
correspondence between von Neumann algebras and complexity constraints.
This deep and promising idea turned out to be slightly inexact and seem-
ingly difficult to exploit. Indeed, the author showed [37, 38] that the expressivity
of the logic interpreted in a GoI model depends not only on the enveloping von
Neumann algebra N but also on a maximal abelian sub-algebra (masa) A of N,
hinting at a refined conjecture stating that complexity constraints correspond to
such couples (A,N). This approach is however difficult to extend to exploit and
adapt to model other constrained logical systems for two reasons. The first rea-
son is that the theory of maximal abelian sub-algebras in von Neumann algebras
is an involved subject matter still containing large numbers of basic but difficult
open problems [39]. The second is that even though some results were obtained,
no intuitions were gained about what makes the correspondence between couples
(A,N) and complexity constraints work.
Some very recent work of the author provides the foundational grounds for
a new, tractable way of exploring the latter refined conjecture. This series of
work [40, 41, 1, 42] describes a systematic construction of realisability models
for linear logic which unifies and extends all GoI models introduced by Girard.
The construction is built upon a generalization of graphs, named graphings [43,
44, 45], which can be understood either as geometric realisations of graphs on
a measure space (X ,B,µ), as measurable families of graphs, or as generalized
measured dynamical system. It is parametrized by two monoids describing the
model of computation and a map describing the realisability structure:
• a monoid Ω used to associate weights to edges of the graphs;
• a map m :Ω→ R¯Ê0 defining orthogonality – accounting for linear negation;
• a monoid m – the microcosm – of measurable maps from (X ,B,µ) to itself.
A Ω-weighted graphing in m is then defined as a directed graph F whose edges
are weighted by elements in Ω, whose vertices are measurable subsets of the
measurable space (X ,B), and whose edges are realised by elements of m, i.e. for
each edge e there exists an element φe in m such that φe(s(e)) = t(e), where s, t
denote the source and target maps. Based on this notion, and an orthogonality
relation defined from the map m, we obtained a systematic method for construct-
ing realisability models for linear logic.
Theorem 1 (Seiller [1]). For all choices of Ω, m and m :Ω→ R¯Ê0, the set of Ω-
weighted graphings in m defines a model of Multiplicative-Additive Linear Logic
(MALL).
Let us notice that a microcosm m which contains only measure-preserving
maps generates a measurable equivalence relation which, by the Feldman-Moore
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construction [46], induces a couple (A,N) where A is a maximal abelian subalge-
bra of the von Neumann algebra N. The previous theorem thus greatly general-
izes Girard’s general solution to the feedback equation [35], and in several ways.
First, we define several models (deterministic, probabilistic, non-deterministic),
among which some are unavailable to Girard’s approach: for instance the non-
deterministic model violates Girard’s norm condition, and more generally Gi-
rard’s techniques only apply when Ω is chosen as a subset of the complex plane
unit disc. It shows in fact much more as it exhibits an infinite family of struc-
tures of realisability models (parametrized by the map m :Ω→RÊ0∪{∞}) on any
model obtained from a microcosm. This extends drastically Girard’s approach
for which only two such structures were defined until now: an “orthogonality-as-
nilpotency” structure in the algebra L (H) [27] and another one defined using the
Fuglede-Kadison determinant [47] in the type II1 hyperfinite factor [48].
2.2. Methodology
We can now explain the proposed methodology for defining a Complexity-
through-realisability theory.
The notion of Ω-weighted m-graphings for given monoid Ω and microcosm m
yields a very general yet tractable mathematical notion of algorithm, as the mi-
crocosm m can naturally be understood as a set of computational principles [49].
It therefore provides an interesting middle-ground between usual computational
models, for instance automata, and mathematical techniques from operator alge-
bras and dynamical systems. It comprises Danos’ interpretation of pure lambda-
calculus (a Turing complete model of computation) in terms of operators [50],
but it is not restricted to sequential algorithms as it will be shown to provide an
interpretation of probabilistic and quantum programs. It also provides charac-
terisations of usual complexity classes as types of predicates over binary words
Words(2)
Σ
⇒ Bool, which will lead to a partial proof of the above conjecture by
showing a correspondence between families of microcosms and complexity con-
straints.
Work in this direction will establish these definitions of algorithms and com-
plexity constraints as a uniform, homogeneous, machine-independent approach
to complexity theory. The methods developed in this setting, either adapted from
DC/ICC or specific to the realisability techniques employed, will apply to proba-
bilistic/quantum complexity classes as much as sequential classes. In particular,
it will offer a framework where comparison between non-classical and classical
classes can be performed. It will also expand to computational paradigms where
no established theory of complexity exists, providing a strong and coherent propo-
sition for such.
It will extend the approach of ICC and DC as it will go beyond the syntactical
restrictions they are suffering from. In particular, it will provide a new method
for defining logical systems corresponding to complexity classes: the realisability
model construction gives a systematic way to define a logic corresponding to the
underlying computational model. It will also extend the GoI model approach to
complexity by reconciling the logical and complexity aspects, allowing the use of
both logical and realisability-specific methods.
Lastly, the approach we propose to develop does not naturally fall into the
usual pitfalls for the obtention of separation results. Therefore, it provides a
framework which will potentially offer separation methods, e.g. using invariants
for the well-established mathematical notions it is founded upon.
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3. Interaction Graphs Models of Linear Logic
3.1. Graphings
Definition 2. Let (X ,B,λ) be a measure space. We denote by M (X ) the set of
non-singular transformations2 X → X . A microcosm of the measure space X is a
subset m of M (X ) which is closed under composition and contains the identity.
In the following, we will consider a notion of graphing depending on a weight-
monoid Ω, i.e. a monoid (Ω, ·,1) which contains the possible weights of the edges.
Definition 3 (Graphings). Let m be a microcosm of a measure space (X ,B,λ)
and VF a measurable subset of X . A Ω-weighted graphing in m of carrier VF is
a countable family F = {(ωFe ,φ
F
e : S
F
e → T
F
e )}e∈EF , where, for all e ∈ E
F (the set of
edges):
• ωFe is an element of Ω, the weight of the edge e;
• SFe ⊂V
F is a measurable set, the source of the edge e;
• TFe =φ
F
e (S
F
e )⊂V
F is a measurable set, the target of the edge e;
• φFe is the restriction of an element of m to S
F
e , the realisation of the edge e.
It was shown in earlier work [41] how one can construct models of MALL
where proofs are interpreted as graphs. This construction relied on a single prop-
erty, called the trefoil property, which relates two simple notions:
• the execution F ::G of two graphs, a graph defined as a set of paths;
• the measurement F,Gm, a real number computed from a set of cycles.
These constructions can be extended to the more general framework where proofs
are interpreted as graphings. Indeed, the notions of paths and cycles in a graph-
ings are quite natural, and from two graphings F,G in a microcosm m one can
define its execution F ::G which is again a graphing in m3. A more involved ar-
gument then shows that the trefoil property holds for a family of measurements
·, ·m, where m : Ω→ RÊ0∪ {∞} is any measurable map. These results are ob-
tained as a generalization of constructions considered in the author’s PhD thesis4
[37].
Theorem 4 (Enveloping model). Let Ω be a monoid and m a microcosm. The set
of Ω-weighted graphings in m yields a model, denoted by M[Ω,m], of MALL.
In most of the models, one can define some exponential connectives. In partic-
ular, all models considered later on have the necessary structure to define an ex-
ponential modality. Let us notice however that the notion of exponential modal-
ity we are considering here is extremely weak, as most models won’t validate the
functorial promotion rule. The only rule that is assured to be satisfied by the
exponential connectives we will consider is the contraction rule, i.e. for any type
A, one has !A⊸ !A⊗ !A. These very weak exponential connectives will turn out
to be of great interest: we obtain in this way models of linear logic where the
exponentials are weaker than what is obtained through syntactic consideration
in systems like BLL, SLL, etc. and characterise low complexity classes.
2A non-singular transformation f : X → X is a measurable map which preserves the sets of null
measure, i.e. λ( f (A))= 0 if and only if λ(A)= 0.
3As a consequence, a microcosm characterises a “closed world” for the execution of programs.
4In the cited work, the results were stated in the particular case of the microcosm of measure-
preserving maps on the real line.
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3.2. Models of Computation
Before explaining how one can characterise complexity classes in this way, we
need to state refinements of the previous theorem. We first define the notion of
deterministic graphing.
Definition 5 (Deterministic graphings). A Ω-weighted graphing G is determin-
istic when:
• for all e ∈EG , ωGe ∈ {0,1};
• the following set is of null measure: {x ∈X | ∃e 6= e′ ∈EG ,x ∈ SGe ∩S
G
e′
}
Non-deterministic graphings are defined as those graphings satisfying the first
condition.
We then prove that the notions of deterministic and non-deterministic graph-
ings are closed under composition, i.e. if F,G are deterministic graphings, then
their execution F ::G is again a deterministic graphing. This shows that the sets
of deterministic and non-deterministic graphings define submodels ofM[Ω,m].
Theorem 6 (Deterministic model). Let Ω be a monoid and m a microcosm. The
set ofΩ-weighted deterministic graphings inm yields amodel, denoted byMdetm [Ω,m],
of multiplicative-additive linear logic.
Theorem 7 (Non-deterministic model). The set of Ω-weighted non-deterministic
graphings in m yields a model, denoted by Mndetm [Ω,m], of multiplicative-additive
linear logic.
One can also consider several other classes of graphings. We explain here
the simplest non-classical model one could consider, namely that of probabilistic
graphings. In order for this notion to be of real interest, one should suppose that
the unit interval [0,1] endowed with multiplication is a submonoid of Ω.
Definition 8 (Probabilistic graphings). AΩ-weighted graphingG is probabilistic
when:
• for all e ∈EG , ωGe ∈ [0,1];
• the following set is of null measure: {x ∈X |
∑
e∈EG , x∈SGe
ωGe > 1}
It turns out that this notion of graphing also behaves well under composi-
tion, i.e. there exists a probabilistic submodel of M[Ω,m], namely the model of
probabilistic graphings.
Theorem 9 (Probabilistic model). LetΩ be a monoid andm a microcosm. The set
ofΩ-weighted probabilistic graphings inm yields a model, denoted byMprobm [Ω,m],
of multiplicative-additive linear logic.
These models are all submodels of the single model M[Ω,m]. Moreover, other
inclusions of models can be obtained by modifying the other parameters, namely
the weight monoid Ω and the microcosm m. For instance, given two microcosms
m⊂ n, it is clear that a graphing in m is in particular a graphing in n. This inclu-
sion actually extends to an embedding of the model M[Ω,m] into M[Ω,n] which
preserves most logical operations5. Moreover, given two microcosms m and n,
one can define the smallest common extension m+n as the compositional closure
5It preserves all connectives except for negation.
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M[Ω,m]
M
det
m [Ω,m]
M
ndet
m [Ω,m] M
prob
m [Ω,m]
(a) Different types of graphings
M[Ω,m+n]
M[Ω,m∩n]
M[Ω,m] M[Ω,n]
(b) Different microcosms
M[Θ+ΩΞ,m]
M[Ω,m]
M[Θ,m] M[Ξ,m]
(c) Different weight monoids
Figure 1: Inclusions of models
of the set m∪n. The model M[Ω,m+n] then contains both models M[Ω,m] and
M[Ω,n] through the embedding just mentioned. In the same way, an inclusion of
monoids Ω ⊂ Γ yields an embedding of the the model M[Ω,m] into M[Γ,m]. For
instance, the modelM[{1},m] is a submodel ofM[Ω,m] for any monoidΩ. One can
also define, given weight monoids Ω, Θ and Ξ with monomorphisms Ω→Θ and
Ω→ Ξ, the model M[Θ+ΩΞ,m] where Θ+ΩΞ denotes the amalgamated sum of
the monoids. Figure 1 illustrates some of these inclusions of models.
4. characterisations of sub-logarithmic classes
We now expose some recent results obtained by applying the methodology de-
scribed above [4]. We describe in this way a number of new characterisations of
sublogarithmic complexity classes. Before going into details about these charac-
terisations, let us define a number of complexity classes – all of them definable
by classes of automata.
Definition 10. For each integer i, we define:
• the class 2DFA(i) (resp. 1DFA(i)) as the set of languages accepted by de-
terministic two-way (resp. one-way) multihead automata with at most i
heads;
• the class 2NFA(i) (resp. 1NFA(i)) as the set of languages accepted by two-
way (resp. one-way) multihead automata with at most i heads;
• the class CO2NFA(i) (resp. CO1NFA(i)) as the set of languages whose com-
plementary language is accepted by two-way (resp. one-way) multihead
automata with at most i heads;
• the class 2PFA(i) (resp. 1PFA(i)) as the set of languages accepted by two-
way (resp. one-way) probabilistic multihead automata with at most i heads;
We also denote by LOGSPACE (resp. PTIME) the class of predicates over binary
words that are recognized by a Turing machine using logarithmic space (resp.
polynomial time), by NLOGSPACE (resp. NPTIME) its non-deterministic ana-
logue, by CONLOGSPACE (resp. CONPTIME) the set of languages whose comple-
mentary language lies in LOGSPACE (resp. PTIME). We also denote by PLOGSPACE
the class of predicates over binary words that are recognized by a probabilistic
Turing machine with unbounded error using logarithmic space.
We don’t recall the usual definitions of these variants of multihead automata,
which can be easily found in the literature. We only recall the classical results:
∪i∈N2DFA(i)= LOGSPACE ∪i∈N2NFA(i)=NLOGSPACE
∪i∈NCO2NFA(i)= CONLOGSPACE ∪i∈N2PFA(i)= PLOGSPACE
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Figure 2: Representation of the word w= 00101
In the following, we will denote by 2DFA(∞) (resp. 2NFA(∞), resp. 2PFA(∞))
the set ∪i∈N2DFA(i) (resp. ∪i∈N2NFA(i), resp. ∪i∈N2PFA(i)).
4.1. Deterministic Computation: From Regular Languages to Logarithmic Space
In the models of linear logic we described, one can easily define the type
Words(2)
Σ
of words over an arbitrary finite alphabet Σ. The definition of the
representation of these binary words comes from the encoding of binary lists
in lambda-calculus and is explained thoroughly in previous works [37, 2, 3]. We
won’t give the formal definition of what is a representation of a word w here, but
let us sketch the main ideas. Given a word, say the binary word w = 00101, we
introduce a symbol ⋆ that can be understood as a left-hand end-of-tape marker
and consider the list of symbols ⋆00101. Then, the graphing that will repre-
sent w is obtained as a realisation of the directed graph whose set of vertices is
{⋆,0,1}× {in,out} and whose edges link the symbols of the list together, i.e. the
graph pictured in Figure 2.
We are now interested in the elements of the type !Words(2){0,1}. For each word
w, there exists an element !Lw in the type !Words
(2)
{0,1} which represents it. We
say that a graphing – or program – P of type !Words(2){0,1}⊸ Bool accepts the
word w when the execution P ::Ww is equal to the distinguished element true ∈
Bool. The language accepted by such a program P is then defined as [P]= {w ∈
Words(2){0,1} | φ ::Ww = true}.
Definition 11 (characterisation - deterministic models). Let Ω be a monoid, m a
microcosm and L a set of languages. We say the model Mdet[m,Ω] characterises
the set L if the set {[P] | P ∈ !Words(2){0,1}⊸Bool} is equal to L .
We now consider the measure space Z× [0,1]N endowed with the product of
the counting measure on Z and the Lebesgue measure on the Hilbert cube [0,1]N.
To define microcosms, we use the constructor +: if m and n are two microcosms,
m+n is the smallest microcosm containing both m and n. We can now define the
following microcosms:
• m1 is the monoid of translations τk : (n,x) 7→ (n+k,x);
• mi+1 is the monoid mi + si+1 where si+1 is the monoid generated by the
single map:
si+1 : (n,(x1,x2, . . . )) 7→ (n,(xi+1,x2, . . . ,xi ,x1,xi+2, . . . ))
• m∞ =∪i∈Nmi.
The intuition is that a microcosm m represents the set of computational princi-
ples available to write programs in the model. The operation + thus extends the
set of principles at disposal, increasing expressivity. As a consequence, the set
of languages characterised by the type !Words(2){0,1}⊸ Bool becomes larger and
larger as we consider extensions of the microcosms. As an example, the micro-
cosm m1 corresponds to allowing oneself to compute with automata. Expanding
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this microcosm by adding a map s2 yields m2 = m1+ s2 and corresponds to the
addition of a new computational principle: using a second head.
Theorem 12. The modelMdetm [{1},mi] (i ∈N∪{∞}) characterises the class 2DFA(i).
In particular, the modelMdetm [{1},m1] characterises the class REGULAR of Reg-
ular languages and the modelMdetm [{1},m∞] characterises the class LOGSPACE.
4.2. Examples
Examples of words. We here work two examples to illustrate how the represen-
tation of computation by graphings works out. First, we give the representation
as graphings of the lists ⋆0 (Figure 3a), ⋆11 (Figure 3b) and ⋆01 (Figure 3c). In
the illustrations, the vertices, e.g. ’0i’, ’0o’, represent disjoint segments of unit
length, e.g. [0,1], [1,2]. As mentioned in the caption, the plain edges are realised
as translations. Notice that those edges are cut into pieces (2 pieces each for the
list ⋆0, and three pieces each for the others). This is due to the fact that these
graphings represent exponentials of the word representation: the exponential
splits the unit segment into as many pieces as the length of the list; intuitively
each piece of the unit segments correspond to the “address” of each bit. The edges
then explicit the ordering: each symbol comes with has pointers to its preceding
and succeeding symbols. E.g. in the case of the first ’1’ in the list ⋆11, there is an
edge from ’1i’ to ’⋆o’ representing the fact that the preceding symbol was ’⋆’, and
there is an edge from ’1o’ to ’1i’ representing the fact that the next symbol is a ’1’;
notice moreover that these edges move between the corresponding addresses.
A first machine. As a first example, let us represent an automata that accepts a
word w if and only if w contains at least one symbol ’1’. This example was chosen
because of the simplicity of the representation. Indeed, one can represent it by a
graphing with a single state and which uses a single head (hence it is a graphing
in the microcosm m1). Its transition relation is then defined as follows: if the
symbol read is a ’1’ then stop, if it is a ’0’, move the head to read the next symbol,
if it is a ’⋆’ then reject. The representation as a graphing is shown in Figure 3d.
Notice that the symbol ’⋆’ plays both the role of left and right end-markers.
We then represent the computation of this graphing with the representations
of the words ⋆0 (Figure 3a), ⋆11 (Figure 3b) and ⋆01 (Figure 3c) in Figure 4. The
computation is illustrated by showing the two graphings (the machine and the
integer), one on each side of the set of vertices. Notice that in those figures the
graphing representing the machine has been replaced by one of its refinements
to reflect the splitting of the unit intervals appearing in the representation of
the words. The result of the computation is the set of alternating paths from the
set of vertices {accept,reject} to itself: in each case there is at most one, which is
stressed by drawing the edges it is composed in boldface. The machine accepts
the input if and only if there is a single path from "accept" to "accept". One can
see in the figure that this machine accepts the words ⋆11 and ⋆01 but not the
word ⋆0.
Notice how the computation can be understood as a game between two play-
ers. We illustrate this on the computation on the word ⋆01. First the machine,
through its edge from "accept" to ’⋆o’, asks the input “What’s your first symbol?”.
The integer, through its edge from ’⋆o’ to ’0i’, answers “It’s a ’0’.”. Then the ma-
chine asks “What’s your next symbol?” (the edge from ’0i’ to ’0o’), to which the
integer replies “It’s a ’1’.” (the edge from ’0o’ to ’1i’). At this point, the machine
accepts (the edge from ’1i’ to "accept").
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A second machine. We chose as a second example a more complex machine. The
language it accepts is actually a regular language (the words that contain at
least one symbol ’1’ and one symbol ’0’), i.e. can be computed by a single-head
automata. However, we chose to compute this language by first looking for a
symbol ’1’ in the word and, if this part is successful, activate a second head look-
ing for a symbol ’0’, i.e. we compute it with a graphing in the microcosm m2 even
if as a regular language it can be computed by graphings in m1. This automata
has two states corresponding to the two parts in the algorithmic procedure: a
state “looking for a ’1”’ and a state “looking for a ’0”’; we write these states "L1"
and "L0" respectively. The graphing representing this automata is represented
in Figure 3e, where there are two sets of vertices one above the other: the row
below shows the vertices in state L1 while the row on top shows the vertices in
state L2. Notice the two dashed lines which are realised using a permutation and
correspond to the change of principal head6.
We represented the computation of this machine with the same inputs ⋆0,
⋆11, and ⋆01 in Figure 5. Notice that to deal with states, the inputs are dupli-
cated. Once again, acceptance corresponds with the existence of a path from the
"accept" vertex to itself (without changing states). The first computation does not
go far: the first head moves along the word and then stops as it did not encounter
a symbol ’1’ (this path is shown by thick edges).
The second computation is more interesting. First, it follows the computation
of the previous machine on the same input: it asks for the first symbol, acknowl-
edge that it is a ’1’, then activates the second head and changes state. At this
point the path continues as the second head moves along the input: this seems
to contradict the picture since we our path seems to arrive on the middle split-
ting of the vertex ’⋆o’ which would not allow us to continue through the input
edge whose source is the left-hand splitting of this same vertex. However, this
is forgetting that we changed the active head. Indeed, what happens in fact is
that the permutation moves the splitting along a new direction: while the same
transition realised as a simple translation would forbid us to continue the compu-
tation, realising it by the permutation s2 allows the computation to continue. We
illustrate in Figure 6 how the permutation actually interact with the splitting,
in the case the interval is split into two pieces. The representation of vertices
as unit intervals is no longer sound as we are actually using the two first copies
of [0,1] in the Hilbert cube [0,1]N to represent this computation, hence working
with unit squares. In this case, however, the second head moves along the input
without encountering a symbol ’0’ and then stops. This path is shown by thick
edges in the figure.
The last computation accepts the input. As in the previous case, the first head
moves along the input, encounters a symbol ’1’, changes its state and activates
the second head. As in the previous case, the computation can continue at this
point, and the second head encounters a ’0’ as the first symbol of the input. Then
the machine accepts. This path is shown in the figure by thick edges.
6The machine represented by graphings have a single active head at a given time. The permuta-
tions si (i É2) swap the i-th head with the first one, making the i-th active. Reusing the permutation
si then activates the former active head and “deactivates” the i-th head.
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’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
(a) The graphing representing the word ⋆0.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
(b) The graphing representing the word ⋆11.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
(c) The graphing representing the word ⋆01.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
(d) The graphing representing the ’1’-machine.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
(e) The graphing representing the ’1’-machine.
Figure 3: Examples: the plain lines are realised by simple translations, while the
dashed lines are realised by a composition of a translation and the map s2.
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’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
(a) Computing with input ⋆0.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
(b) Computing with input ⋆11.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’ "accept" "reject"
(c) Computing with input ⋆01.
Figure 4: Example: computing with the first machine.
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’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
"accept" "reject"
"accept" "reject"
(a) Computing with input ⋆0.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
"accept" "reject"
"accept" "reject"
(b) Computing with input ⋆11.
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
’⋆i’ ’⋆o’ ’0i’ ’0o’ ’1i’ ’1o’
"accept" "reject"
"accept" "reject"
(c) Computing with input ⋆01.
Figure 5: Example: computing with the second machine.
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(a) A simple translation
(b) A translation combined with a permutation
Figure 6: How permutations interact with splittings.
4.3. Non-deterministic and Probabilistic Computation
All the preceding results have non-deterministic and probabilistic analogues;
we consider in this section the model of non-deterministic graphings. To obtain
the same types of results in that case, two issues should be dealt with. First
one needs to consider programs of a different type since the result of a non-
deterministic computation yield sets of booleans and not a single boolean. Thus,
programs will be considered as elements of a more general type than in the deter-
ministic case. We consider here elements of the type !Words(2){0,1}⊸NBool, where
NBool is a specific type definable in the models, somehow a non-deterministic
version of the booleans.
The second issue concerns acceptance. While it is natural in the deterministic
case to ask whether the computation yielded the element true ∈Bool, this is no
longer the case. Should one define acceptance as producing at least one element
true or as producing no element false? Both conditions should be considered.
In order to obtain a quite general notion of acceptance that can not only capture
both notions explained above but extend to other computational paradigms such
as probabilistic computation, we use the structure of the realisability models we
are working with to define a notion of test. Indeed, the models are constructed
around an orthogonality relation ‹: a test will be an element (or more generally
a family of elements) T of the model and a program P accepts the word w if the
execution P :: !Lw is orthogonal to T .
Given P an element of !Words(2){0,1}⊸NBool and a test T , one can define the
language [P]T as the set of all words w that are accepted by P w.r.t. the test T :
[P]T = {w | P :: !Lw ‹ T }
Remark 13. Acceptance for the specific case of the deterministic model can be
defined in this way by considering the right notion of test.
Definition 14. Let Ω be a monoid, m a microcosm, T a test and L a set of
languages. We say the modelM∗[m,Ω] characterises the set L w.r.t. the test T if
the set {[P]T | P ∈ !Words
(2)
{0,1}⊸NBool} is equal to L .
In particular, one can show the existence of two tests T n and T co that cor-
respond to the two notions of acceptance mentioned above and which allows for
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the characterisation of usual non-deterministic classes. Those are stated in the
following theorem.
Theorem 15. The modelMndetm [{1},mi] (i ∈N∪{∞}) characterises the class 2NFA(i)
w.r.t. the test T n and characterises the class CO2NFA(i) w.r.t. the test T co.
In the case of probabilistic graphings, one can show the existence of a test
T
p which allows for the characterisation of probabilistic computation with un-
bounded error. This leads to the following theorems.
Theorem 16. The model M
prob
m [[0,1],mi] (i ∈ N∪ {∞}) characterises the class
2PFA(i) w.r.t. the test T p.
As corollaries of these results, we obtain new characterisations of:
• the class REGULAR of Regular languages (the modelMndetm [{1},m1]);
• the classes NLOGSPACE and CONLOGSPACE (the modelMndetm [{1},m∞]);
• the class STOCHASTIC of Stochastic languages (the modelMprobm [[0,1],m1]);
• the class PLOGSPACE (the modelMprobm [[0,1],m∞]).
4.4. Variations
All of these results are based upon a correspondence between elements of
the type !Words(2){0,1}⊸NBool and some kinds of two-way multihead automata,
either deterministic, non-deterministic or probabilistic. Several other results can
be obtained by modifying the notion of automata considered. We discuss here
three possible modifications.
The first modification is actually a restriction, that is: can we represent com-
putation by one-way automata? One can already answer positively to this ques-
tion, as the two-way capability of the automata does not really find its source
in the programs P in !Words(2){0,1}⊸NBool but in the representation of words.
One can define an alternative representation of words over an alphabet Σ and a
corresponding typeWords(1)
Σ
. We then obtain one-way analogues of Theorem 12,
Theorem 15, and Theorem 16.
Theorem 17. The modelMdetm [[0,1],mi] (i ∈N∪{∞}) characterises the class 1DFA(i).
Theorem 18. The model Mndetm [[0,1],mi] (i ∈ N∪ {∞}) characterises the class
1NFA(i) w.r.t. the test T n and characterises the class CO1NFA(i) w.r.t. the test
T
co.
Theorem 19. The model M
prob
m [[0,1],mi] (i ∈ N∪ {∞}) characterises the class
1PFA(i) w.r.t. the test T p.
The second modification is the extension of automata with a pushdown stack.
Work in this direction has recently lead to a characterisation of PTIME in a
more syntactical setting [34]. Even though the syntactical approach just men-
tioned could very well be transported to our setting (it was shown [1] that ele-
ments of the resolution algebra can be represented as graphings), this would lead
to a characterisation based on a microcosm containing non-measure-preserving
maps. Even though non-measure-preserving maps are allowed in the general
setting of graphings [1], the use of measure-preserving microcosm is more inter-
esting in view of the possible use of mathematical invariants such as ℓ2-Betti
numbers discussed in the next section. One can find such a measure-preserving
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microcosm p which leads to a characterisation of PTIME in both the model of
deterministic graphings and the model of non-deterministic graphings because
non-determinism do not add any expressivity to the model of deterministic two-
way multihead automata with a pushdown stack.
The last modification is the consideration of quantum graphings, i.e. graph-
ings computing with complex numbers. This is still a work in progress, but
we believe that one can define variants of quantum graphings corresponding
to measure-once or measure-many quantum automata, leading to several other
characterisations.
5. Complexity Constraints and Graphing Algebras
It is our belief also that important contributions can be made by using well-
established mathematical techniques, tools and invariants from operator alge-
bras and dynamical systems for addressing open problems in complexity. We
now show our approach relates to well-known mathematical notions and how
this enables new techniques through the computation of invariants such as ℓ2-
Betti numbers.
5.1. Compilations
The results exposed in the previous section lead us to conjecture a correspon-
dence between complexity classes and microcosms, a conjecture that we are now
able to state precisely.
It may appear that the microcosms correspond to complexity constraints: for
instance m∞ captures the constraint of “logarithmic space computation” uni-
formly, i.e. the same microcosm corresponds to the same constraint for several
computational paradigms (sequential, probabilistic). This correspondence, if it
holds, can only be partial since, as we already explained, an extension of the mi-
crocosmm∞ which characterise the class PTIME of polynomial time predicates do
not characterise NPTIME in the non-deterministic model. As a consequence, we
know that all microcosms do not characterise uniformly a complexity constraint.
We will not discuss this complex question of whether complexity constraints
can be described uniformly by a microcosm. The mere question of deciding what
is a complexity constraint seems as difficult to answer as the question of deciding
what is the right notion of algorithm. We therefore consider the already difficult
question of a possible (partial) correspondence between microcosms and hierar-
chies of complexity classes. To formalise this, let us fix once and for all a monoid
Ω, a type of graphings – e.g. probabilistic – and a test T . In the following, we will
denote by C[m] the set of languages characterised by the typeWords(2)
Σ
⇒NBool
in the chosen modelM•m[Ω,m] w.r.t. the test T .
We now consider the following natural notion of compilation.
Definition 20. A measurable map m : X→ X is compilable in a set of measur-
able maps N when there exists a finite partition X1, . . . ,Xk of X and elements
n1, . . . ,nk ∈N such that m↾Xi =a.e. (ni)↾Xi .
Notations 21. We denoted by m ≺c N the fact that m is compilable in N. This
naturally extends to a preorder on sets of measurable maps that we abusively
denote by ≺c and defined as M ≺c N if and only if m≺c N for all m ∈M.
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Definition 22. We define the equivalence relation on microcosms:
m∼c n⇔ (m≺c n∧n≺cm)
One can then easily show the following result, stating that – everything else
being equal – two equivalent microcosms give rise to the same complexity classes.
Theorem 23. If m≺c n, then C[m]⊂ C[n].
Proof (sketch). Given a graphing G in m, we show how one can define a graphing
G¯ in n such that for all representation of a word W ∈Words(2){0,1}, G ::W ‹ T if
and only if G¯ ::W ‹ T . The new graphing G¯ is defined by inductively replacing
edges in G by a finite family of edges. The reason why the resulting graphing G¯
satisfy the wanted property is comes from the fact paths between G and W are
compilable in the set of paths between G¯ and W . Consequently, cycles between
G¯ ::W (the paths) and T used to define the orthogonality turn out to be refine-
ments of cycles between G ::W and T , which implies that G ::W ‹ T if and only
if G¯ ::W ‹ T .
We conjecture that the converse of Theorem 23 holds, i.e. if m 6∼c n are not
equivalent, then C[m] 6= C[n] are distinct.
Conjecture 24. If m 6∼c n, then C[m] 6= C[n].
This would provide a partial equivalence between the problem of classifying
complexity classes and that of classifying microcosms. As we will see, the first
results we obtained are coherent with this conjecture. We explain below how
the notion of equivalence ∼c relates (in specific cases) to well-studied notions in
ergodic theory and von Neumann algebras. This fact could allow, in case the
conjecture is proven, for the use of mathematical invariants as a proof method
for obtaining separation results.
5.2. Measurable Equivalence Relations
Let us now explain how the microcosms, used to characterise complexity
classes in the work described above, can (in some cases) generate a measured
equivalence relation. We first recall the basics about this notion.
The notion of graphing considered in our work is in fact a generalisation of the
notion considered in ergodic theory and operator algebras. The usual definition of
graphings do not comprise weights. Moreover, those are usually considered built
from measure-preserving maps only. We will refer to these weightless graphings
as simple graphings.
Definition 25. A weightless graphing φ is a {1}-weighted graphing in the macro-
cosm M over X.
A simple graphing φ is a {1}-weighted graphing in the microcosmmp of measure-
preserving Borel isomorphisms over X.
Remark 26. This definition of simple graphings is equivalent to the usual defini-
tion [45] as a family of partial measure-preserving Borel isomorphisms φ f : S
φ
f
→
T
φ
f
where Sφ
f
,Tφ
f
are Borel subsets of X.
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Given a simple graphing, one can define an equivalence relation R(φ) by con-
sidering the transitive closure of the relation
{(x,φ f (x)) | f ∈E
φ,x ∈ Sφ
f
}
This relation can be described directly in terms of paths. We define for this the
set of φ-words as the set:
words(φ)= {f ǫ11 f
ǫ2
2 . . . f
ǫk
k
| kÊ 0,∀1É i É k, f i ∈E
φ,ǫi ∈ {−1,1}}
Each φ-word π= f ǫ11 f
ǫ2
2 . . . f
ǫk
k
defines a partial measure-preserving Borel isomor-
phism φπ defined as the composite φ
ǫk
fk
◦φ
ǫk−1
fk−1
◦ · · · ◦φ
ǫ1
f1
from its domain Sφπ to its
codomain Tφπ .
Definition 27. Let φ be a simple graphing. We define the equivalence relation
R(φ) as
R(φ)= {(x, y) | ∃π ∈words(φ),x ∈ Sφπ , y=φpi(x)
One can then show that this is a measurable equivalence relation, or Borel
equivalence relation, i.e. an equivalence relation on X such that:
1. R(φ) is a Borel subset of X×X;
2. the set of equivalence classes of R(φ) is countable;
3. every partial isomorphism f : A → B whose graph {(a, f (a)) | a ∈ A} is a
subset of R(φ) is measure-preserving.
Remark 28. A microcosm m is a weightless graphing. Thus every microcosm m
included in the microcosm mp of measure-preserving Borel automorphisms gives
rise to a Borel equivalence relation R(m).
Proposition 29. Let m and n be equivalent microcosms. Then R(m)=R(n).
Borel equivalence relations were extensively studied in several domains of
mathematics, as such equivalence relations are induced by measurable group
actions. Indeed, if α is a measure-preserving action of a (discrete countable)
group G on a (atom-free) standard Borel space X, then one can define the Borel
equivalence relation:
R(α)= {(x, y) | ∃g ∈G, y=α(g)(x)}
Conversely, it was shown by Feldman and Moore [46] that, given a measur-
able equivalence relation R on a standard Borel space X, there exists a group G
of measure-preserving Borel automorphisms of X such that7 R =R(G).
Trying to classify group actions, mathematicians have developed fine invari-
ants to classify Borel equivalence relations. In particular, Gaboriau extended the
notion of ℓ2-Betti numbers8 [55] to this setting, and also introduced the notion
of cost [45] which can be understood as an approximation of the first ℓ2-Betti
number. We here recall the definition of the latter.
7In that specific case, we write G the action defined as the inclusion G ⊂Aut(X).
8A definition which is coherent with ℓ2-Betti number defined by Atiyah [51], the later generaliza-
tion to groups by Cheeger and Gromov [52] reformulated by Lück [53], and the generalization to von
Neumann algebras by Connes and Shlyakhtenko [54].
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Definition 30. The cost of a graphing φ is defined as the (possibly infinite) real
number:
C (φ)=
∑
f ∈Eφ
λ(Sφ
f
)
The cost of a measurable equivalence relation R is then the infimum of the cost
of simple graphings generating R:
C (R)= inf{C (φ) | φ simple graphing s.t. R =Rφ}
The cost of a group Γ is the infimum of the cost of the Borel equivalence relations
R(α) defined by free actions of Γ on a standard probability space:
C (Γ)= inf{C (R(α)) | α free action of Γ onto X with µ(X )= 1}
Let us refer to Gaboriau’s work for a complete overview [45], and state the
result that will be of use here. A result due to Levitt [44] allows to compute the
cost of finite groups, which are shown to be of fixed cost – i.e. all free actions
of finite groups have the same cost. Gaboriau also computed the (fixed) cost
of infinite amenable groups. The following proposition states these two results
simultaneously.
Proposition 31 (Gaboriau [45]). If Γ is an amenable group, then Γ is has fixed
cost 1− 1
Card(Γ) , where by convention
1
∞
= 0.
5.3. Measurable Preorders, Homotopy Equivalence
First, let us have a look at the measurable equivalence relations R(mi) formi
the microcosms defined in the previous section. Notice that R(mi) = Z2×R(si)
where R(si) is the Borel equivalence relation on [0,1]N generated by the natural
group action of Gi – the group of permutations over i elements – on the Hilbert
cube [0,1]N (permutations act on the first i copies of [0,1]). This action being
free, the Hilbert cube being a standard probability space, and the group Gi being
of finite order, we have that C (R(si)) =R(Gi)= 1− 1i! . This shows the following
separation theorem for the microcosms mi.
Theorem 32. For all 1É i < j É∞, mi 6∼c m j .
These results are coherent with Conjecture 24. Indeed, a number of well-
known separation results such as 2DFA(k) 6=2DFA(k+1) [56] hold for the various
notion of automata considered in the previous section.
This result illustrates how one could use invariants to show that two com-
plexity classes are distinct, under the hypothesis that Conjecture 24 is true. This
uses the fact that invariants such as ℓ2-Betti numbers can be used to show that
two microcosms are not equivalent. This raises two natural questions that we
answer now.
Borel equivalence relations are not enough. First the use of Borel equivalence
relations is too restrictive for our purpose. Indeed, although the microcosms mi
were simple graphings, we do not want to restrict the framework to those. Indeed,
when one wants to represent computational principles, one sometimes want some
non-invertible principles to be available. As a consequence, we are interested in
microcosms that are not subsets of the microcosm mp, and which are not groups.
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In other words, we are not interested in group actions on a space, but rather on
monoid actions. The problem of classifying monoid actions is however much more
complex, and much less studied.
In order to have a finer analysis of the equivalence, we want to distinguish
between monoids of measurable maps and groups of measurable maps. Given a
weightless graphing φ, we consider the set of positive φ-words as the following
subset of φ-words.
words+(φ)= {f1 f2 . . . fk | kÊ 1,∀1É i É k, f i ∈E
φ}
Definition 33. Given a weightless graphing, we define the P (φ) as
P (φ)= {(x, y) | ∃π ∈words+(φ), y=φπ(x)}
We obtain the following refinement of Proposition 29.
Proposition 34. If two microcosms m and n are equivalent, the preorders P (m)
and P (n) are equal.
Can one define invariants such as ℓ2-Betti numbers in this more general case?
The notion of cost can be obviously defined for measurable preorders, but is this
still an interesting invariant? In case of ℓ2-Betti numbers, this question is quite
complex as it involves the definition of a von Neumann algebra generated by a
measurable preorder. Although some work defining von Neumann algebras from
left-cancellable monoids could lead to a partial answer, this is a difficult open
question.
Justifying the use of homotopy invariants.. The second issue is that the invariant
mentioned above, namely ℓ2-Betti numbers, are homotopy invariants, i.e. they
are used to show that two measurable equivalence relations are not homotopy
equivalent, which is stronger than showing that they are not equal. So, are those
invariants too complex? Couldn’t we use easier invariants? The answer to this
question lies in a more involved study of the equivalence of microcosms. The
notion of compilation we discussed above is not the finest equivalence one could
consider. We chose to work with this simplified notion since the most general set-
ting needs to go into detailed discussions about the definitions of the exponential
connectives in the model. However, one should actually consider a more involved
notion, namely that of compilation up to Borel automorphisms. This notion is not
complicated to define.
Definition 35. Let Θ be a set of Borel automorphisms of X. A measurable map
m is compilable in a set N of measurable maps up to Θ if and only if there exists
θ ∈ Θ, a finite partition X1, . . . ,Xk of X and elements n1, . . . ,nk ∈ N such that
θ ◦m↾Xi
=a.e. (ni)↾Xi .
Then the corresponding equivalence of two microcosms m and n up to a set of
Borel automorphisms do not induce the equality of the measurable equivalence
relations R(m) and R(n), but only that those are homotopy equivalent. In this
case, one can understand the interest of invariants such as ℓ2-Betti numbers,
or the cost which can be understood as an approximation of the first ℓ2-Betti
number.
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6. Perspectives
We believe the above conjecture provides a very good working hypothesis,
even if no proof of it is to be found, as the approach we propose provides an
homogeneous approach to computational complexity.
This complexity-through-realisability theory we sketched is founded on alter-
native definitions of the notions of algorithms and complexity classes. The tech-
niques were illustrated by first results showing how a large family of (predicate)
complexity classes can be characterised by these techniques. Those are a first
step towards a demonstration that these definitions capture and generalise stan-
dard ones, offering a unified homogeneous framework for the study of complexity
classes.
Future work in this direction should therefore aim at fulfilling two main ob-
jectives. The first objective is to establish that this new approach to complexity
captures, generalises and extends the techniques developed by previous logic-
based approaches to computational complexity. The second objective is to estab-
lish that invariants and tools available for the mathematical theories underlying
our approach can be used to address open problems in complexity, as already
explained in the previous section.
6.1. A Uniform Approach to Computational Complexity
We propose the following three goals to deal with the first objective: show the
complexity-through-realisability techniques (i) are coherent with classical theory,
(ii) generalise and improve state-of-the-art techniques, and finally (iii) provide
the first homogeneous theory of complexity for several computational paradigms.
Automata, Turing machines, etc.. The results presented in this paper are a first
step toward showing that our technique are coherent with the classical complex-
ity theory. However, all our results lean on previously known characterisations
of complexity classes (predicates) by means of different kinds of automata. As
explained above, extensions of these notions of automata can be considered to
obtain further results. However, it is important to realise that our approach can
also deal with other models of computation.
An adaptation of work by Asperti and Roversi [57] and Baillot [58] should al-
low for encoding Turing machines in some of the realisability models we consider.
This should lead to characterisations of several other complexity classes (pred-
icates), such as the exponential hierarchy. In particular this should allow for a
characterisation of NPTIME, a class that – as explained above – is not charac-
terised naturally by pushdown automata. Moreover, previous characterisations
of NC1 and PSPACE by means, respectively, of branching programs (Barrington’s
theorem [59]) and bottleneck Turing machines [60] should lead to characterisa-
tions of those classes.
It would also be interesting to understand if the definition of algorithms as
Abstract State Machines (ASMs) proposed by Gurevich [61] corresponds to a spe-
cific case of our definition of algorithms as graphings. Although no previous work
attempted to relate ASMs and GoI, an ASM is intuitively a kind of automata
on first-order structures and such objects can be seen as graphings [1]. This ex-
pected result will show that the notion of graphing provides an adequate mathe-
matical definition of the notion of computation.
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Predicates, functions, etc.. All results presented above are characterisations of
predicate complexity classes. It is natural to wonder if the approach is limited to
those or if it applies similarly to the study of functions complexity classes.
Since one is considering models of linear logic, the approach does naturally ex-
tend to functions complexity classes. A natural lead for studying function classes
is to understand the types Words(2)
Σ
⇒Words(2)
Σ
– functions from (binary) natu-
ral numbers to (binary) natural numbers – in the models considered. A first step
was obtained by the definition of a model of Elementary Linear Logic (ELL) [42],
a system which is known to characterise elementary time functions as the set of
algorithms/proofs of type !Words(2)
Σ
⇒Words(2)
Σ
. Although the mentioned model
is not shown complete for ELL, it provides a first step in this direction as the type
of functions in this model is naturally sound for elementary time functions. We
believe that complexity-through-realisability techniques extend ICC techniques
in that usual complexity classes of functions can be characterised as types of
functions !Words(2)
Σ
⇒Words(2)
Σ
in different models. A first natural question is
that of the functions computed by elements of this type in the models described
in the previous section.
Furthermore, we expect characterisations and/or definitions of complexity
classes of higher-order functionals. Indeed, the models considered contain types
of higher-order functionals, e.g. (Words(2)
Σ
⇒Words(2)
Σ
)⇒ (Words(2)
Σ
⇒Words(2)
Σ
)
for type 2 functionals. These models therefore naturally characterise subclasses
of higher-order functionals. As no established theory of complexity for higher-
order functional exists at the time, this line of research is of particular interest.
Deterministic, Probabilistic, etc.. As exposed in the previous section, the tech-
niques apply in an homogeneous way to deterministic, non-deterministic and
probabilistic automata. Moreover a generalisation towards quantum computa-
tion seems natural, as already discussed. The framework offered by graphings is
indeed particularly fit for both the quantum and the probabilistic computational
paradigm as it is related to operator algebras techniques, hence to both measure
theory and linear algebra. In this particular case of probabilistic and quantum
computation, we believe that it will allow for characterisations of other stan-
dard probabilistic and quantum complexity classes such as PPTIME, BPPTIME,
or BQPTIME.
Furthermore, the generality of the approach and the flexibility of the notion
of graphing let us hope for application to other computational paradigms. Among
those, we can cite concurrent computation and cellular automata. On one hand,
this would provide a viable and well-grounded foundation for a theory of com-
putational complexity for concurrent computation, something currently lacking.
On the other hand, applying the techniques to cellular automata will raise the
question of the relationship between “classical” complexity theory and the notion
of communication complexity.
6.2. Using Mathematical Invariants
As we already discussed in the previous section, the proposed framework has
close ties with some well-studied notions from other fields of mathematics. Of
course, the possibility of using invariants from these fields in order to obtain
new separation results would be a major step for complexity theory. However,
let us notice that even though nothing forbids such results, the proposed method
do not provide a miraculous solution to long-standing open problems. Indeed, in
23
order to obtain separation results using the techniques mentioned in the previous
sections, one would have to
• first prove Conjecture 24, which is not the simplest thing to do;
• then characterise the two classes to be separated by models M•m[Ω,m] and
M
•
m[Ω,m] which differ only by the chosen microcosm (either m or n);
• then compute invariants showing that these microcosms are not homotopy
equivalent (if the microcosms are groups of measure-preserving Borel iso-
morphisms), or – in the general case – define and then compute homotopy
invariants separating the two microcosms.
As an illustration, let us consider what could be done if someone were to find
a proof of Conjecture 24 today. Based on the results exposed above, one could
only hope for already known separation results, namely the fact that the inclu-
sions 2DFA(k) (2DFA(k+1), 2NFA(k) (2NFA(k+1), CO2NFA(k) (CO2NFA(k+1)
and 2PFA(k) (2PFA(k+1). Those, as explained above, would be obtained by com-
puting the cost of the associated Borel equivalence relations.
If one were to consider the characterisation of PTIME obtained syntactically
[34] as well, one could hope for separating the classes LOGSPACE and PTIME.
However, the microcosm used to characterise PTIME is neither a group nor con-
sists in measure-preserving maps, two distinct but major handicaps for defining
and computing invariants. As explained, future work will show that one can ac-
tually consider a microcosm of measure-preserving maps to characterise PTIME.
But once again, this microcosm would not be a group, hence one would need to
extends the theory of invariants for Borel equivalence relations in order to hope
for a separation result. Last, but not least, these invariants should be expressive
enough! For instance, the cost of the relation induced by the microcosm m∞ is
equal to 1, as is the cost of every amenable infinite group. Amenable extensions
of this microcosm will henceforth not be shown to be strictly greater than m∞
unless some other, finer, invariants are considered and successfully computed!
However, the proposed proof method does not naturally appear as a natural
proof in the sense of Razborov and Rudich [11]. It is the author’s opinion that
this simple fact on its own makes the approach worth studying further.
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