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THE GERSTENHABER PRODUCT HH2(A) ×HH2(A)→ HH3(A) OF
AFFINE TORIC VARIETIES
MATEJ FILIP
Abstract. For an affine toric variety Spec(A), we give a convex geometric
interpretation of the Gerstenhaber product HH2(A) × HH2(A) → HH3(A)
between the Hochschild cohomology groups. In the case of Gorenstein toric
surfaces we prove that the Gerstenhaber product is the zero map. As an appli-
cation in commutative deformation theory we find the equations of the versal
base space (in special lattice degrees) up to second order for not necessarily iso-
lated toric Gorenstein singularities. Our construction reproves and generalizes
results obtained in [1] and [13].
1. Introduction
It is well known that non-commutative deformations of an affine variety X =
Spec(A) are controlled by the Hochschild differential graded Lie algebra (dgla for
short). There are two important A-modules: the second Hochschild cohomology
group HH2(A) that describes the first order deformations and the third Hochschild
cohomology group HH3(A) that contains the obstructions for extending deforma-
tions of X to larger base spaces.
HH2(A) can be decomposed as H2(1)(A)⊕H
2
(2)(A), where H
2
(1)(A) describes the
first order commutative deformations. Moreover, there exists the Harrison dgla,
that is a sub-dgla of the Hochschild dgla, controlling the commutative deformations
of X .
Focusing on commutative deformations, computing the versal deformation of
affine varieties with isolated singularities is a challenging problem. For toric sur-
faces Kollár and Shepherd-Barron [9] showed that there is a correspondence between
certain partial resolutions (P-resolutions) and the reduced versal base space com-
ponents. Furthermore, in [5] and [15] Christophersen and Stevens gave a set of
equations for each reduced component of the versal base space. For higher dimen-
sional toric varieties the versal base space was computed by Altmann [2] in the case
of isolated toric Gorenstein singularities.
In order to better understand the deformation theory of X = Spec(A), we need
to understand the cup product T 1(A) × T 1(A) → T 2(A) between Andre-Quillen
cohomology groups. The associated quadratic form describes the equations of the
versal base space (if exists) up to second order. A formula for computing the cup
product for toric varieties that are smooth in codimension 2 was obtained in [1].
Since this formula is especially simple in the case of three-dimensional isolated
toric Gorenstein singularities, it helped Altmann to construct the versal base space
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in [2]. The cup product of toric varieties was also analysed by Sletsjøe [13] but
unfortunately there is a mistake in the paper (see Section 3).
The cup product is coming from the differential graded Lie algebra (dgla for
short) arising from the cotangent complex. This dgla is isomorphic to the Harrison
dgla. The Lie bracket induces the product H2(1)(A) ×H
2
(1)(A) → H
3
(1)(A) between
the Harrison cohomology groups, which is isomorphic to the cup product T 1(A)×
T 1(A) → T 2(A).
In this paper we give a convex geometric description of the Harrison product
for an affine toric variety Spec(A). This gives us a general cup product formula
T 1(A) × T 1(A) → T 2(A) (without the assumption of smoothness in codimension
2) that agrees in the case of Gorenstein isolated singularities with Altmann’s cup
product formula. We obtain a nice expression of the cup product especially for
Gorenstein not necessarily isolated singularities. This gives us an idea how the
versal base space in special lattice degrees could look like. Note that since we are
dealing with the non-isolated case, the T 1(A) is non-zero in infinitely many lattice
degrees.
We also generalize the above description to the product HH2(A) × HH2(A) →
HH3(A), induced by the Lie bracket (also called the Gerstenhaber bracket) of the
Hochschild dgla. This product is also known as the Gerstenhaber product. As an
application we obtain that this product is zero for Gorenstein toric surfaces. This
is interesting since it might lead to the formality theorem for (singular) Gorenstein
toric surfaces. The formality theorem has been proved for smooth affine varieties
(see [10], [7]).
The paper is organized as follows: in Section 2 we recall deformation theory of
toric varieties. In Section 3 we give a convex geometric description of the product
H2(1)(A) × H
2
(1)(A) → H
3
(1)(A) for toric varieties. The cup product in the special
case of toric Gorenstein singularities is computed in Section 4 (see Theorem 4.4
and Subsection 4.2), where we also show that our product agrees with Altmann’s
cup product formula for isolated toric Gorenstein singularities (see Corollary 4.5).
We describe the quadratic equations of the versal base space in the Gorenstein
degree −R∗ in Corollary 4.6. In Section 5 we analyse the Gerstenhaber product
HH2(A) × HH2(A) → HH3(A) for toric varieties. The proof that this product is
the zero map for Gorenstein toric surfaces is done in Proposition 5.3.
2. Preliminaries
2.1. Toric geometry. Let k be a field of characteristic 0. Let M,N be mutually
dual, finitely generated, free Abelian groups. We denote by MR, NR the associated
real vector spaces obtained via base change with R. Let σ = 〈a1, ..., aN 〉 ⊂ NR be a
rational, polyhedral cone with apex in 0 and let a1, ..., aN ∈ N denote its primitive
fundamental generators (i.e. none of the ai is a proper multiple of an element of
N). We define the dual cone σ∨ := {r ∈ MR | 〈σ, r〉 ≥ 0} ⊂ MR and denote by
Λ := σ∨ ∩M the resulting semi-group of lattice points. Its spectrum Spec(k[Λ]) is
called an affine toric variety.
2.2. The Hochschild dgla. For any finitely generated k-algebra, we can define
the cotangent complex LA|k and its derived exterior powers ∧
i
LA|k (see e.g. [11]).
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The n-th cohomology group of HomA(∧iLA|k, A) is called the n-th (higher) André-
Quillen cohomology group and denoted by T n(i)(A). We will also use the following
notation T n(A) := T n(1)(A) for n ≥ 1.
Using the notation from [8] we denote by C•(A) the Hochschild cochain complex
and by Cn(A) = Cn(1)(A)⊕· · ·⊕C
n
(n)(A) the Hodge decomposition which induces the
decomposition in cohomology HHn(A) ∼= Hn(1)(A) ⊕ · · · ⊕H
n
(n)(A), where HH
n(A)
is the n-th Hochschild cohomology group and Hn(i)(A) is the n-th cohomology of
C•(i)(A). It is well known (see [11, Proposition 4.5.13]) that T
n−i
(i) (A)
∼= Hn(i)(A) for
all i ≥ 1.
In order to get a dgla structure on the Hochschild cochain complex we need to
shift it by 1. The Lie bracket [·, ·] : Cn(A) × Cm(A) → Cm+n−1(A), which is also
called the Gerstenhaber bracket, is well known so we skip the definition of it (see
e.g. [8, Section 2]). In particular, the Gerstenhaber bracket induces the product
(1) [·, ·] : HH2(A)×HH2(A) → HH3(A),
between the important A-modules mentioned in Introduction. The product in (1)
is called the Gerstenhaber product.
We denote the projectors of HHn(A) to Hn(i)(A) by en(i).
Lemma 2.1. For an element p ∈ H2(2)(A) and an element q ∈ H
2
(1)(A) we have
the following:
• the equation e3(3)[p, p] = 0 is the Jacobi identity, e3(2)[p, p] = 0
• [p, q] = e3(2)[p, q] and [q, q] = e3(1)[q, q].
Proof. An easy computation, see also [12]. 
Using Lemma 2.1, we see that the Gerstenhaber product consists of the products
H2(i)(A)×H
2
(1)(A) → H
3
(i)(A), for i = 1, 2 and H
2
(2)(A)×H
2
(2)(A) → HH
3(A).
In [8] we showed that every Poisson structure p ∈ H2(2)(A) on an affine toric
variety Xσ = Spec(A) can be quantized, which implies that [p, p] = 0 ∈ HH
3(A).
Note also that for an element p ∈ H2(2)(A) that is not a Poisson structure, Lemma 2.1
implies that [p, p] 6= 0. In this paper we will focus in understanding the remaining
two products H2(i)(A)×H
2
(1)(A) → H
3
(i)(A), for i = 1, 2 and A an affine toric variety.
2.3. The Hochschild dgla of toric varieties. From [8] we recall the following.
In the group ring of the permutation group Sn one defines the shuffle si,n−i to
be
∑
(sgnπ)π, where the sum is taken over those permutations π ∈ Sn such that
π(1) < π(2) < · · · < π(i) and π(i + 1) < π(i + 2) < · · · < π(n). Let sn =∑n−1
i=1 si,n−i.
Definition 1. L ⊂ Λ is said to be monoid-like if for all elements λ1, λ2 ∈ L the
relation λ1−λ2 ∈ Λ implies λ1−λ2 ∈ L. Moreover, a subset L0 ⊂ L of a monoid-like
set is called full if (L0 + Λ) ∩ L = L0.
For any subset P ⊂ Λ and n ≥ 1 we introduce Sn(P ) := {(λ1, ..., λn) ∈
Pn |
∑n
v=1 λv ∈ P}. If L0 ⊂ L are as in the previous definition, then this gives
rise to the following vector spaces (1 ≤ i ≤ n):
Cn(i)(L,L\L0; k) := {ϕ : Sn(L)→ k | ϕ◦sn = (2
i−2)ϕ, ϕ vanishes on Sn(L\L0)},
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which turn into a complex with the differentials
(2) d : Cn−1(i) (L,L \ L0; k)→ C
n
(i)(L,L \ L0; k),
(dϕ)(λ1, ..., λn) :=
ϕ(λ2, ..., λn) +
n−1∑
i=1
(−1)iϕ(λ1, ..., λi + λi+1, ..., λn) + (−1)
nϕ(λ1, ..., λn−1).
Definition 2. By Hn(i)(L,L \L0; k) we denote the cohomology groups of the above
complex C•(i)(L,L \ L0; k). We denote H
n
(i)(L, ∅; k) shortly by H
n
(i)(L; k).
It is a trivial check that for A = k[Λ] the Hochschild differentials respect the
grading given by the degrees R ∈M . Thus we get the Hochschild subcomplex C•,R(i)
and we denote the corresponding cohomology groups by Hn,R(i) (A)
∼= T
n−i,R
(i) (A).
When an algebra A will be clear from the context, we will also write Hn(i)(R). It
holds that HHn(A) =
⊕
R∈M HH
n,R(A) and HHn,R(A) ∼= ⊕iH
n,R
(i) (A). Thus we
can analyse the Hochschild cohomology groups by analysing them in every degree
R ∈M .
For an element R ∈M we denote Λ(R) := Λ +R.
Proposition 2.2. Let A = k[Λ] and R ∈M . It holds that
(3) Hn,−R(i) (A)
∼= T
n−i,−R
(i) (A)
∼= Hn(i)(Λ,Λ \ Λ(R); k).
Proof. See [8, Proposition 4.2]. 
Proposition 2.2 tells us how to compute the Hochschild comology groups in
degree −R.
The next lemma describes the Gerstenhaber product in the toric setting.
Lemma 2.3. For each i ∈ {1, 2} the Gerstenhaber bracket induces the product
[·, ·] : C2(i)(Λ,Λ \ Λ(R); k)× C
2
(1)(Λ,Λ \ Λ(S); k)→ C
3
(i)(Λ,Λ \ Λ(R+ S); k),
[f, g] =
f(−S + λ1 + λ2, λ3)g(λ1, λ2)− f(λ1,−S + λ2 + λ3)g(λ2, λ3)+
g(−R+ λ1 + λ2, λ3)f(λ1, λ2)− g(λ1,−R+ λ2 + λ3)f(λ2, λ3).
This product induces the Gerstenhaber product in cohomology
(4) H2(i)(Λ,Λ \ Λ(R); k)×H
2
(1)(Λ,Λ \ Λ(S); k)→ H
3
(i)(Λ,Λ \ Λ(R+ S); k).
Proof. See [8, Lemma 5.4]. 
Remark 1. Note that in [8, Lemma 5.4] we obtained a complete description of
the Gerstenhaber product (also for other parts of the Hodge decomposition). In
general the Gerstenhaber product does not respect the Hodge decomposition like in
Lemma 2.3. For us only the two products in Lemma 2.3 will be important. In (4) we
describe the Gerstenhaber product H2,−R(i) (k[Λ])×H
2,−S
(1) (k[Λ]) → H
3,−R−S
(i) (k[Λ]).
The Gerstenhaber product always respects the toric grading (i.e. two elements of
degree R and S are mapped to an element of degree R+ S). Thus we can analyse
the Gerstenhaber product by analysing it in toric degrees.
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In the following we will recall from [8] how the groups appearing in (4) can be
nicely interpreted. This will later lead to a nice interpretation of the Gerstenhaber
product.
For a face τ in σ (denoted τ ≤ σ) we define the convex sets introduced in [4]:
(5) KRτ := Λ ∩ (R− intτ
∨).
The above convex sets admit the following properties (σ = 〈a1, ..., aN 〉):
• KR0 = Λ and K
R
j := K
R
aj
= {r ∈ Λ | 〈aj , r〉 < 〈aj , R〉} for j = 1, ..., N .
• For τ 6= 0 the equality KRτ = ∩aj∈τK
R
aj
holds.
• Λ \ (R + Λ) = ∪Nj=1K
R
aj
.
Example 1. Let a1 = (−1, 2) and a2 = (1, 2). Let σ = 〈a1, a2〉 and thus the
Hilbert basis of Λ = σ∨ ∩M is
H = {(−2, 1), (−1, 1), (0, 1), (1, 1), (2, 1)}.
Let R = (0, 1). We have Λ \ Λ(R) = KRa1 ∪K
R
a2
, where
KRa1 = {(r1, r2) ∈ Λ | − r1 + 2r2 < 2} = {(0, 0), (2, 1), (1, 1), (4, 2), (3, 2), ...},
KRa2 = {(r1, r2) ∈ Λ | r1 + 2r2 < 2} = {(0, 0), (−2, 1), (−1, 1), (−4, 2), (−3, 2), ...}.
For each i ≥ 1 we have the following important double complexes (see [8, Section
4.2]). We define Cq(i)(K
R
τ ; k) := C
q
(i)(K
R
τ , ∅; k) and
Cq(i)(K
R
p ; k) := ⊕τ≤σ,dim τ=pC
q
(i)(K
R
τ ; k) (0 ≤ p ≤ dim σ, q ≥ i).
The differentials
(6) δ : Cq(i)(K
R
p ; k)→ C
q
(i)(K
R
p+1; k)
are defined in the following way: we are summing (up to a sign) the images of the
restriction map Cq(i)(K
R
τ ; k) → C
q
(i)(K
R
τ ′ ; k), for any pair τ ≤ τ
′ of p and (p + 1)-
dimensional faces, respectively. The sign arises from the comparison of the (pre-
fixed) orientations of τ and τ ′ (see also [6, pg. 580] for more details). For each
i ≥ 1 this construction gives us the double complexes that we shortly denote by
(7) C•(i)(K
R
•
; k).
Proposition 2.4. T n−i,−R(i) (A) = H
n
(
tot•(C•(i)(K
R
•
; k))
)
for 1 ≤ i ≤ n.
Proof. See [8, Proposition 4.4]. 
Proposition 2.5. If τ ≤ σ is a smooth face, then Hq(i)(K
R
τ ; k) = 0 for q ≥ i+ 1.
Proof. See [8, Proposition 4.6]. 
Theorem 2.6. The k-th cohomology group of the complex
0→ Hi(i)(Λ; k)→
⊕
j
Hi(i)(K
R
j ; k)→
⊕
τ≤σ,dim τ=2
Hi(i)(K
R
τ ; k)→
⊕
τ≤σ,dim τ=3
Hi(i)(K
R
τ ; k)
is isomorphic to T k,−R(i) (A), for k = 0, 1, 2 (H
i
(i)(Λ; k) is the degree 0 term).
Proof. Follows from the proof of [8, Theorem 4.6]. 
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3. The product H2(1)(k[Λ])×H
2
(1)(k[Λ]) → H
3
(1)(k[Λ])
In this section we give a general formula for the productH2(1)(k[Λ])×H
2
(1)(k[Λ])→
H3(1)(k[Λ]), extending Altmann’s cup product formula on toric varieties that are
smooth in codimension 2. Note that Altmann obtained the cup product formula
with different methods (using Laudal’s description, coming from the cotangent com-
plex). For R,S ∈ M and A = k[Λ] we give a convex geometric description of the
product H2,−R(1) (A) × H
2,−S
(1) (A) → H
3,−R−S
(1) (A), which we call the Harrison cup
product.
As mentioned in Introduction, the Harrison cup product was also analysed by
Sletsjøe [13] but unfortunately with a mistake that we point out now. We start by
recalling basic constructions from [13].
For R ∈M recall that Λ(R) := Λ+R. We have an exact sequence of complexes:
0 → C•(1)(Λ,Λ \ Λ(R); k)→ C
•
(1)(Λ; k)→ C
•
(1)(Λ \ Λ(R); k)→ 0.
Note that Hq(1)(Λ; k) = 0 for q ≥ 2 by Proposition 2.5. Thus we can write the
corresponding long exact sequence in cohomology and we get the following.
Corollary 3.1. The sequence
0→ H1(1)(Λ,Λ\Λ(R); k)→ H
1
(1)(Λ; k)→ H
1
(1)(Λ\Λ(R); k)
d
−→ H2(1)(Λ,Λ\Λ(R); k)→ 0
is exact and
Hn(1)(Λ \ Λ(R); k)
∼= Hn+1(1) (Λ,Λ \ Λ(R); k),
for n ≥ 2. This isomorphism is induced by the map d.
Remark 2. Here with the map d we mean that we first extend a function from
Λ \ Λ(R) to the whole of Λ by 0 and then we apply our differential d. Both maps
we will denote by d and the meaning will be clear from the context.
Remark 3. Let L0 ⊂ L be as in Definition 1. Elements in C1(1)(L; k) = {f : L→ k}
are functions on L. If we additionally have f ∈ C1(1)(L,L \ L0; k), then a function
f vanishes on L \ L0. Restricting a function f ∈ C1(1)(L; k) to some monoid-like
subset K ⊂ L means that we look on f as an element in C1(1)(K; k). Immediately
from definition we obtain that H1(1)(L; k) is the space of functions f ∈ C
1
(1)(L; k)
such that f(a+ b) = f(a)+f(b) if a+ b ∈ L. Thus we call elements from H1(1)(L; k)
additive functions on L.
Let ξ be an element from H1(1)(Λ \Λ(R); k). We extend (not additively) ξ to the
whole of Λ by 0 (i.e. ξ(λ) = 0 for λ ∈ Λ(R)). This extended function we denote by
ξ0 ∈ C1(1)(Λ; k). We have T
1,−R(A) ∼= H2(1)(Λ,Λ \ Λ(R); k) by Proposition 2.2 and
the surjective map
H1(1)(Λ \ Λ(R); k)
d
−→ H2(1)(Λ,Λ \ Λ(R); k)
by Corollary 3.1. Thus we see that every element of T 1(−R) ∼= H2(1)(−R) can be
written as dξ0 for some ξ ∈ H1(1)(Λ \ Λ(R); k). Here dξ
0 denotes the cohomology
class of dξ0 ∈ C2(1)(Λ,Λ \ Λ(R); k).
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Example 2. Continuing with Example 1, let ξ ∈ H1(1)(Λ \ Λ(R); k), with
ξ(r1, r2) =
{
r2 if (r1, r2) ∈ K
R
a2
0 if (r1, r2) ∈ KRa1 .
Since KRa1 ∩K
R
a2
= ∅, ξ is well defined. Note that R 6∈ Λ\Λ(R). For ξ0 ∈ C1(1)(Λ; k)
we have ξ0(R) = 0.
From Lemma 2.3 recall the Gerstenhaber product for i = 1, called the (Harrison)
cup product.
Construction 1. Let R,S ∈M and let ξ and µ be elements from H1(1)(Λ\Λ(R); k)
and H1(1)(Λ \ Λ(S); k), respectively. The Harrison cup product
[dξ0, dµ0] ∈ H3(1)(Λ,Λ \ Λ(R+ S); k)
∼= T 2,−R−S(A)
can be seen as the cohomology class of [dξ0, dµ0] ∈ C3(1)(Λ; k) in tot
•[C•(1)(K
R+S
•
; k)]
by Proposition 2.4 (recall that KR+S0 = Λ).
We can find an element C ∈ C2(1)(Λ; k) such that dC = [dξ
0, dµ0] ∈ C3(1)(Λ; k)
since H3(1)(Λ; k) = 0 by Proposition 2.5.
We inject C into (C1, ..., CN ) ∈ ⊕jC2(1)(K
R+S
aj
; k). There exist functions Gj ∈
C1(1)(K
R+S
aj
; k) for j = 1, ..., N , such that dGj = Cj . Indeed, H
2
(1)(K
R+S
aj
; k) = 0
for all j = 1, ..., N by Proposition 2.5.
Let us denote G := (G1, ..., GN ) ∈ ⊕jC1(1)(K
R+S
aj
; k). Recall the definition of the
map δ from (6). By the above construction δG = [dξ0, dµ0] ∈ tot•[C•(1)(K
R+S
•
; k)].
In the following we try to find the function G explicitly. Then
δG ∈
⊕
τ≤σ,dim τ=2
H1(1)(K
R+S
τ ; k).
The latter space is easier to work with, which will give us a nice description of the
cup product and thus bring us closer to understanding the versal base space.
Proposition 3.2. We define C ∈ C2(1)(Λ; k) as
C(λ1, λ2) :=
ξ0(λ1)µ
0(λ2)+ξ
0(λ2)µ
0(λ1)−dξ
0(λ1, λ2)µ
0(−R+λ1+λ2)−dµ
0(λ1, λ2)ξ
0(−S+λ1+λ2),
where µ0(−R+ λ1 + λ2) := 0 (resp. ξ
0(−S + λ1 + λ2) := 0) if −R + λ1 + λ2 6∈ Λ
(resp. −S + λ1 + λ2 6∈ Λ). It holds that [dξ0, dµ0] = dC.
Proof. See [13, Theorem 4.8]. 
Sletsjøe [13] claimed that Proposition 3.2 gives us a nice cup product formula,
but unfortunately there is a mistake in his paper: in [13] it was written that only
the first two terms of C(λ1, λ2) matter for the computations of the cup product
formula and that the other two vanish with d. This is not correct since dξ0 6∈
C2(1)(Λ,Λ \ Λ(R + S); k), which was wrongly assumed in the paper. We only have
dξ0 ∈ C2(1)(Λ,Λ \ Λ(R); k).
Thus we need to consider C(λ1, λ2) with all 4 terms and we will try to simplify
this using the double complex C•(1)(K
R
•
; k) (see the equation (7)).
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Following Construction 1 we now inject C into (C1, ..., CN ) ∈ ⊕jC2(1)(K
R+S
aj
; k).
In the following we will define the functions hj which will serve as a first approx-
imation of the functions Gj from Construction 1, i.e. dhj(λ1, λ2) = Cj(λ1, λ2)
"almost" holds (we will be more precise later).
For each j = 1, ..., N we choose ξ˜j ∈ (M ⊗Z k)∗ such that ξ˜j restricted to KRaj
equals ξ, i.e. ξ˜j = ξ as elements in H
1
(1)(K
R
aj
; k). Note that this is always possible
since H1(1)(K
R
aj
; k) is isomorphic to (spank(K
R
aj
))∗, which is the space of k-linear
functions on spank(K
R
aj
) (see [4, Proposition 4.2]; for the description of spank(K
R
aj
)
see the discussion after Theorem 4.2). Note also that KRaj ⊂ Λ \ Λ(R) so it makes
sense to consider ξ restricted to KRaj . If 〈aj , R〉 = 0 holds, then a choice of ξ˜j is not
unique. In the same way we define µ˜j .
We define ξj , µj ∈ C1(1)(M ; k) as follows:
ξj(λ) :=
{
ξ˜j(λ) if λ ∈ KR+Saj
0 otherwise
µj(λ) :=
{
µ˜j(λ) if λ ∈ K
R+S
aj
0 otherwise.
Note that by construction ξj and µj are additive functions on K
R+S
aj
(i.e. for
λ1, λ2 ∈ KR+Saj we have ξj(λ1) + ξj(λ2) = ξj(λ1 + λ2) if λ1 + λ2 ∈ K
R+S
aj
and
similarly for µj). Moreover, for each j = 1, ..., N we define ξ
0
j , µ
0
j ∈ C
1
(1)(M ; k) as
ξ0j (λ) :=
{
ξj(λ) if λ ∈ KR+Saj ∩
(
Λ \ Λ(R))
0 otherwise,
µ0j(λ) :=
{
µj(λ) if λ ∈ KR+Saj ∩
(
Λ \ Λ(S))
0 otherwise.
Note that for λ ∈ Λ we have
ξ0j (λ) =
{
ξj(λ) if λ ∈
(
KR+Saj \K
R
aj
)
∩
(
∪k;k 6=j KRak
)
ξ0(λ) otherwise
and similarly for µ0j . This description explains the notation. It will be used in
Example 3 and Remark 4.
Example 3. Continuing with Example 2 we see that ξ˜1 and ξ˜2 are unique in this
case and we have ξ˜2(λ1, λ2) = λ2 and ξ˜1(λ1, λ2) = 0. Moreover, let us choose
S = R = (0, 1). We see that K2Ra2 ∩K
R
a1
=
(
K2Ra2 \K
R
a2
)
∩KRa1 = {(1, 1)} and thus
we have ξ02(λ) = ξ
0(λ) for all λ ∈ Λ except (1, 1), for which ξ02(1, 1) = ξ2(1, 1) = 1
and ξ0(1, 1) = ξ(1, 1) = 0.
For each j = 1, ..., N we define the function hj ∈ C1(1)(K
R+S
aj
; k) as
(8) hj(λ) := −ξj(λ) · µj(λ) + ξj(−S + λ)µj(λ) + µj(−R+ λ)ξj(λ)
and C0j ∈ C
2
(1)(K
R+S
aj
; k) as
C0j (λ1, λ2) :=
ξ0j (λ1)µ
0
j (λ2)+ξ
0
j (λ2)µ
0
j(λ1)−dξ
0
j (λ1, λ2)µ
0
j (−R+λ1+λ2)−dµ
0
j(λ1, λ2)ξ
0
j (−S+λ1+λ2).
The following proposition is very surprising and it is crucial for later construction
of the cup product.
We consider the lattice M as a partially ordered set where positive elements
lie in Λ. Thus if for λ ∈ Λ we write λ ≥ R, it means that λ ∈ Λ(R) = Λ + R.
Equivalently, if for λ ∈ Λ we write λ 6≥ R, it means that λ ∈ Λ \ Λ(R).
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Proposition 3.3. It holds that
(9) d(hj) = C
0
j ∈ C
2
(1)(K
R+S
aj
; k).
Proof. From the definition of the differential d in (2) we have
d(hj)(λ1, λ2) =
− ξj(λ2)µj(λ2) + ξj(−S + λ2)µj(λ2) + µj(−R+ λ2)ξj(λ2)−(
− ξj(λ1 + λ2)µj(λ1 + λ2) + ξj(−S + λ1 + λ2)µj(λ1 + λ2) + µj(−R+ λ1 + λ2)ξj(λ1 + λ2)
)
− ξj(λ1)µj(λ1) + ξj(−S + λ1)µj(λ1) + µj(−R+ λ1)ξj(λ1).
Recall that by the definition of C2(1)(K
R+S
aj
; k) we need to verify that d(hj)(λ1, λ2) =
C0j (λ1, λ2) holds for those (λ1, λ2) ∈ K
R+S
aj
×KR+Saj such that λ1 + λ2 ∈ K
R+S
aj
.
(1) λ1 6≥ R,S and λ2 6≥ R,S:
Note that in this case λ1, λ2 ∈ Λ \ Λ(R),Λ \ Λ(S). Thus by definition
ξ0j (λk) = ξj(λk) and µ
0
j(λk) = µj(λk) hold for k = 1, 2. We consider now
the following subcases.
• λ1 + λ2 ≥ R,S:
In this subcase we have dhj(λ1, λ2) = ξj(λ1)µj(λ2) + ξj(λ2)µj(λ1) −
ξj(−S+λ1+λ2)
(
µj(λ1)+µj(λ2)
)
−µj(−R+λ1+λ2)
(
ξj(λ1)+ξj(λ2)
)
.
Moreover, dξ0j (λ1, λ2) = ξj(λ1) + ξj(λ2) since ξ
0
j (λ1 + λ2) = 0. Simi-
larly, dµ0j(λ1, λ2) = µj(λ1) + µj(λ2) and thus the equality dhj = C
0
j
follows.
• λ1 + λ2 ≥ R, λ1 + λ2 6≥ S:
dhj(λ1, λ2) = ξj(λ1)µj(λ2)+ξj(λ2)µj(λ1)−µj(−R+λ1+λ2)
(
ξj(λ1)+
ξj(λ2)
)
.
Moreover, dξ0j (λ1, λ2) = ξj(λ1) + ξj(λ2) and dµ
0
j (λ1, λ2) = 0 from
which the equality dhj = C
0
j follows.
• λ1 + λ2 6≥ R, λ1 + λ2 ≥ S:
dhj(λ1, λ2) = ξj(λ1)µj(λ2)+ξj(λ2)µj(λ1)−ξj(−S+λ1+λ2)
(
µj(λ1)+
µj(λ2)
)
.
• λ1 + λ2 6≥ R,S :
dhj(λ1, λ2) = ξj(λ1)µj(λ2) + ξj(λ2)µj(λ1).
In the last two cases we conclude that dhj = C
0
j holds in a similar way.
(2) λ1 6≥ R,S and λ2 ≥ R,S :
We have ξj(λ1) = ξ
0
j (λ1) and µj(λ1) = µ
0
j(λ1). Note that these equalities
does not necessarily hold for λ2. We also know that λ1+λ2 ≥ R,S and thus
we can easily check that dhj(λ1, λ2) = −µj(λ1)
(
ξj(λ1) + ξj(−S + λ2)
)
−
ξj(λ1)
(
µj(−R + λ2) + µj(λ1)
)
. On the other hand we have C0j (λ1, λ2) =
−ξ0j (λ1)
(
µ0j(−R + λ2) + µ
0
j(λ1)
)
− µ0j(λ1)
(
ξ0j (−S + λ2) + ξ
0
j (λ1)
)
. Since
λ2 ∈ K
R+S
aj
we have −R+λ2 6≥ S and −S+λ2 6≥ R and thus µ
0
j(−R+λ2) =
µj(−R + λ2) and ξ0j (−S + λ2) = ξj(−S + λ2). It follows that the equality
dhj = C
0
j is also satisfied in this case.
(3) Similarly as above we can check that the equality (9) is satisfied also in the
remaining cases.

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Remark 4. By definition ξ0j (λ) and ξ
0(λ) can be for λ ∈ KR+Saj different only for
λ ∈
(
KR+Saj \K
R
aj
)
∩ (∪k;k 6=jKRak). The latter space is "not large" (see Example 3
where it is just a point for j = 2; later we will also see examples when it is empty).
Similarly, µ0j(λ) and µ
0(λ) can be on KR+Saj different only for λ ∈
(
KR+Saj \K
S
aj
)
∩
(∪k;k 6=jKSak). Using the notation Cj from Construction 1 we see by the definition
that Cj(λ1, λ2) = C
0
j (λ1, λ2) if ξ
0
j (λ) = ξ
0(λ) and µ0j(λ) = µ
0(λ) for λ ∈ KR+Saj . In
Proposition 3.3 we verified that dhj = C
0
j holds, which gives us that Cj − dhj has
many zeros (since
(
KR+Saj \K
R
aj
)
∩(∪k;k 6=jKRak) and
(
KR+Saj \K
S
aj
)
∩(∪k;k 6=jKSak) are
"not large"). Thus it is easier to find Fj ∈ C1(1)(K
R+S
aj
; k) such that dFj = Cj−dhj
(note that such Fj exists since H
2
(1)(K
R+S
aj
; k) = 0 by Proposition 2.5). We then
define Gj := Fj + hj and proceed with Construction 1 to obtain a nice description
of the cup product.
In the next section we will explicitly find the functions Fj (and thus also the
functions Gj from Construction 1) in the special case of Gorenstein toric varieties.
4. The cup product of affine Gorenstein toric varieties
Recall that toric Gorenstein varieties are obtained by putting a lattice polytope
P ⊂ A into the affine hyperplane A×{1} ⊂ A×R =: NR and defining σ := Cone(P ),
the cone over P . Then the canonical degree R∗ ∈M equals (0, 1).
Definition 3. We define the vector space V ⊂ RN by
(10) V := V (P ) := {(t1, ..., tN) |
∑
j
tjǫjdj = 0 | for every 2-face ǫ ≤ P},
where ǫ = (ǫ1, ..., ǫN ) ∈ {0,±1}N is the sign vector of ǫ (see [2, Definition 2.1]).
Proposition 4.1. For Gorenstein toric varieties it holds that T 1(−R∗) ∼= V/k · 1.
Proof. See [3]. 
For simplicity we will assume that Xσ = Spec(A) is a three-dimensional Goren-
stein singularity given by a cone σ = 〈a1, ..., aN〉, where a1, ..., aN are arranged in a
cycle (n-dimensional case for n > 3 can be then treated with collecting information
about all 2-faces of P ).
We define aN+1 := a1. Let us denote dj := aj+1 − aj and let
(11) V = {t = (t1, ..., tN ) ∈ k
N |
N∑
j=1
tjdj = 0},
which is the special case of (10) in the 3-dimensional case. With ℓ(dj) we will
denote the lattice length of dj .
Remark 5. Note that if Xσ is isolated, we have T
1(−R∗) = T 1. In general T 1 is
non-zero also in other degrees (see [3, Theorem 4.4]).
In the following we recall some results from [4], which even simplify the sequence
appearing in Theorem 2.6.
The complex H1(1)(K
R
• ; k) in Theorem 2.6 (for i = 1) has (spankK
R
•
)∗ as a
subcomplex. Here for n ∈ N0 we define (spankK
R
n )
∗ :=
⊕
τ≤σ,dim τ=n(spankK
R
τ )
∗
and (spankK
R
τ )
∗ denotes the space of linear functions on spankK
R
τ .
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Theorem 4.2. Assume that Xσ = Spec(A) is Gorenstein. Then
T k,−R(A) = Hk
(
(spankK
R
•
)∗
)
for k = 0, 1, 2.
Proof. See [4, Proposition 5.4]. 
Note that for every j = 1, ..., N it holds that
SpankK
R
aj
=


0 if 〈aj , R〉 ≤ 0
(aj)
⊥ if 〈aj , R〉 = 1
M ⊗Z k if 〈aj , R〉 ≥ 2.
In the following we compute T 2(−Rm) for Rm = mR∗ withm ≥ 2 using Theorem
4.2. For all j = 1, ..., N it holds that spankK
Rm
aj
= M ⊗Z k and
spank(K
Rm
aj
∩KRmaj+1) = (δjdj)
⊥,
where
δj :=
{
0 if ℓ(dj) < m
1 if ℓ(dj) ≥ m.
Thus the complex (spankK
Rm
•
)∗ for Rm = mR
∗ with m ≥ 2 becomes
0 → Nk
ψ
−→ NNk
δ
−→ ⊕j(Nk/δjdj)
η
−→ (Spank(∩jK
Rm
aj
))∗,
where ψ(x) = (x, ..., x), δ(b1, ..., bN ) = (b1−b2, b2−b3, ..., bN−b1), η(q1, ..., qN ) =∑N
j=1 qj .
Proposition 4.3. It holds that T 2(−Rm) ∼= ker η/im δ. Moreover, if m = 2 and
Xσ is isolated, then ker η/im δ ∼= (Mk/R∗)∗ holds.
Proof. The first statement follows from the above calculation and Theorem 4.2.
The second statement follows from the exactness of the complex
NNk
δ
−→ NNk
η
−→ Nk.

4.1. The cup product T 1(−R∗)×T 1(−R∗)→ T 2(−2R∗). In the case of isolated
three-dimensional toric Gorenstein singularities Altmann [1] obtained the following
cup product
(12) V/(k · 1)× V/(k · 1) 7→ (Mk/R
∗)∗
(t, s) 7→
N∑
j=1
sjtjdj .
Recall that it holds T 1(−R∗) ∼= H2(1)(−R
∗) and T 2(−2R∗) ∼= H3(1)(−2R
∗). We
will now generalize Altmann’s cup product formula to the case of not necessar-
ily isolated toric Gorenstein singularities. Note that Altmann was using different
methods (Laudal’s cup product) in his proof.
We will first recall the isomorphism map V/(k · 1)
f
−→ H1
(
(spankK
R∗
•
)∗
)
from
[3, Section 2.7]. Note that both spaces are isomorphic to T 1,−R
∗
(k[Λ]) by Theorem
4.2 and Proposition 4.1. By the definition it holds that (spankK
R∗
1 )
∗ = ⊕j(a
⊥
j )
∗.
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We will define uj ∈ (a⊥j )
∗ such that f(t) = (u1, ..., uN ) . There exist bj ∈ R⊥ for
j = 1, ..., N such that ∀j it holds that
(13) bj+1 − bj = tj(aj+1 − aj).
Since
∑N
j=1 tjdj = 0 we have a one-parameter solution of this system of equations,
namely b2 = b1 + t1d1, b3 = b1 + t1d1 + t2d2,..., bN = b1 +
∑N−1
i=1 tidi. Our function
uj ∈ (a⊥j )
∗ is defined by uj(x) = 〈bj , x〉. Note that for different choices of b1 we
still obtain the same element in H1
(
(spankK
R∗
•
)∗
)
and thus f is well defined. Note
also that we indeed have uj − uj+1 = 0 on a⊥j ∩ a
⊥
j+1.
Theorem 4.4. The cup product T 1(−R∗) × T 1(−R∗) → T 2(−2R∗) equals the
bilinear map
V/(k · 1)× V/(k · 1) 7→ ker η/ im δ
(t, s) 7→ (s1t1d1, ..., sN tNdN ).
Proof. Wewrite for shortR = R∗. Let ξ = (0, t1d1, ...,
∑n−1
j=1 tjdj) ∈ ⊕jH
1
(1)(K
R
aj
; k)
and µ = (0, s1d1, ...,
∑n−1
j=1 sjdj) ∈ ⊕jH
1
(1)(K
R
aj
; k). By the above description of the
isomorphism map f (using b1 = 0) and by Construction 1 it is enough to prove
δG = (t1s1d1, ..., tNsNdN ) ∈
⊕
τ≤σ,dim τ=2
H1(1)(K
R+S
τ ; k).
Here G is constructed with ξ and µ as in Construction 1.
By the description of ξ and µ we define ξj , µj ∈ C1(1)(M ; k) as ξ1 = µ1 = 0 and
ξj(λ) :=
{
〈
∑j−1
k=1 tkdk, λ〉 if λ ∈ K
2R
aj
0 otherwise
, µj(λ) :=
{
〈
∑j−1
k=1 skdk, λ〉 if λ ∈ K
2R
aj
0 otherwise
for 2 ≤ j ≤ N . Recall from the equation (8) that the functions hj ∈ C1(1)(K
2R
aj
; k)
are
hj(λ) = −ξj(λ)µj(λ) + ξj(−R+ λ)µj(λ) + µj(−R+ λ)ξj(λ).
Recall that dhj = C
0
j by Proposition 3.3. From Remark 4 we know that in order
to determine when (dhj − Cj)(λ1, λ2) ∈ C2(1)(K
2R
aj
; k) is zero, we need to consider
the space P j := (K2Raj \K
R
aj
) ∩ (∪k;k 6=jK
R
ak
). Denoting
P j1 := (K
2R
aj
\KRaj ) ∩K
R
aj+1
,
P j2 := (K
2R
aj
\KRaj ) ∩K
R
aj−1
,
we see that P j = P j1 ∪ P
j
2 for each j.
If ℓ(dj) > 1 (or equivalently 〈aj , aj+1〉 is not smooth), then P
j
1 = P
j
2 = ∅ and
thus dhj = Cj ∈ C2(1)(K
2R
aj
; k) for all j = 1, ..., N by Proposition 3.3 and Remark 4.
If ℓ(dj) = 1 (or equivalently if 〈aj , aj+1〉 is smooth), then P
j
1 ⊂ Λ and P
j
2 ⊂ Λ are
infinite sets contained in the lines parallel to a⊥j ∩a
⊥
j+1 and a
⊥
j−1 ∩a
⊥
j , respectively.
If λ ∈ P j1 ∪ P
j
2 , then 〈λ, aj〉 = 1. We want to find the functions Fj ∈ C
1
(1)(K
2R
aj
; k)
for which dhj + dFj = Cj ∈ C2(1)(K
2R
aj
; k) holds. Let
Fj(c) :=


−ξ(c)sjdj(c)− µ(c)tjdj(c) = ξ(c)sj + µ(c)tj if c ∈ P
j
1
ξ(c)sj−1dj−1(c) + µ(c)tj−1dj−1(c) = −ξ(c)sj−1 − µ(c)tj−1 if c ∈ P
j
2
0 otherwise.
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Using that dhj = C
0
j (see Proposition 3.3) it is straightforward to verify that
dhj+dFj = Cj indeed holds. Let us just verify it for (λ
j , λj1) ∈ (Λ∩a
⊥
j ∩a
⊥
j+1, P
j
1 ).
In this case we have
dFj(λ
j , λj1) = −ξ(λ
j)sj − µ(λ
j)tj ,
(Cj − dhj)(λ
1, λj1) = ξ
0(λj)µ0(λj1) + µ
0(λj)ξ0(λj1)− ξ
0
j (λ
j)µ0j (λ
j
1)− µ
0
j(λ
j)ξ0j (λ
j
1).
Since ξ0(λj) = ξ0j (λ
j), µ0(λj) = µ0j (λ
j) and (ξ0 − ξ0j )(λ
j
1) = tjdj(λ
j
1) = −tj , (µ
0 −
µ0j)(λ
j
1) = sjdj(λ
j
1) = −sj , we conclude the claim.
To conclude the proof of Theorem 4.4, we need to show that
(14)
δG = δ(F1, ..., FN ) + δ(h1, ..., hN ) = (t1s1d1, ..., tNsNdN ) ∈ H
1
(1)(K
2R
j ∩K
2R
j+1; k).
Since K2Rj ∩K
2R
j+1 = P
j
1 ∪ P
j+1
2 ∪
(
kR+ Λ ∩ a⊥j ∩ a
⊥
j+1
)
for k ∈ {0, 1}, we need
to distinguish the following cases.
(1) c ∈ P j1 : it holds that 〈aj , c〉 = 1, 〈aj+1, c〉 = 0 and thus we have Fj+1(c) =
0, Fj(c) = ξ(c)sj + µ(c)tj . In this case we have ξj+1(c) = ξ(c). Using
ξj+1(c) = ξj(c) + tjdj(c), (hj − hj+1)(c) = −ξj(c)µj(c) + ξj+1(c)µj+1(c)
and the fact that dj(c) = −1 we obtain that
(Fj − Fj+1)(c) + (hj − hj+1)(c) = −sjtj .
(2) c ∈ P j+12 : it holds that 〈aj , c〉 = 0, 〈aj+1, c〉 = 1 and thus we have Fj(c) = 0,
Fj+1(c) = −ξ(c)sj − µ(c)tj . In this case we have ξj(c) = ξ(c) and similarly
as in the case (1) we obtain that
(Fj − Fj+1)(c) + (hj − hj+1)(c) = tjsj .
(3) c ∈ kR+Λ ∩ a⊥j ∩ a
⊥
j+1: it holds that (Fj − Fj+1)(c) + (hj − hj+1)(c) = 0.
Since dj(c) = −1 for c ∈ P
j
1 and dj(c) = 1 for c ∈ P
j+1
2 we see that the equation (14)
indeed holds. Note that if ℓ(dj) > 1, then we already mentioned that P
j
1 = P
j
2 = ∅
for all j, which implies Fj = Fj+1 = 0 and as in the case (3) above we have δh = 0
which agrees with our cup product formula since tjsjdj = 0 on Nk/dj . Thus we
conclude the proof. 
Corollary 4.5. If Xσ is an isolated Gorenstein singularity, then Theorem 4.4 gives
us Altmann’s cup product (12).
Proof. Follows from Proposition 4.3 since the isomorphism kerµ/ im δ ∼= (Mk/R∗)
is explicitly given by the summation of components in kerµ ∈ NNk . 
We will denote the cup product from Theorem 4.4 by t ∪ s ∈ kerµ/ im δ.
Corollary 4.6. (1) If all edges of P have lattice length 1 (i.e. Xσ is an isolated
singularity), then we have t∪s = 0 if and only if d1t1s1+ · · ·+dN tNsN = 0.
(2) P has one edge dj with ℓ(dj) > 1 and for all other edges dk holds either
ℓ(dk) = 1 for all k 6= j or there exists di parallel to dj with ℓ(di) > 1. In
this case we have t ∪ s = 0 if and only if d1t1s1 + · · · + dN tNsN = 0 on
a⊥j ∩ a
⊥
j+1 = a
⊥
i ∩ a
⊥
i+1.
(3) P has at least two non parallel edges that have lattice length ≥ 2. In this
case t ∪ s = 0 always holds.
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Proof. From the definition of the map δ we see that t ∪ s = 0 if and only if for all
j such that ℓ(dj) > 1 there exist functions fj(t, s) such that
( ∑
j;ℓ(dj)=1
tjsjdj
)
+
( ∑
j;ℓ(dj)>1
fj(t, s)dj
)
= 0.
From this the proof easily follows. 
Remark 6. By standard deformation theory arguments (see e.g. [14, pp. 64]) we
know that the quadratic equations corresponding to t∪ t = 0 give us the quadratic
equations of the versal base space in degree −R∗.
4.2. The cup product between nonnegative degrees. Let Xσ be a non iso-
lated three-dimensional toric Gorenstein singularity. In this section we compute the
cup product T 1(−R)× T 1(−S) → T 2(−R − S) for R,S 6≥ 0, i.e. for R,S 6∈ Λ. If
R and S have the last component equal to 0, then the computations in this section
have implications in deformation theory of projective toric varieties.
Let s1, ..., sN be the fundamental generators of the dual cone σ
∨, labelled so that
σ ∩ (sj)⊥ equals the face spanned by aj , aj+1 ∈ σ.
Let Rp,qj := qR
∗ − psj with 2 ≤ q ≤ ℓ(dj) and p ∈ Z sufficiently large such that
Rp,qj 6∈ int(σ
∨). In this case we already know that T 1(−Rp,qj ) is one dimensional by
[3, Theorem 4.4].
Lemma 4.7. If #{aj | 〈aj , R〉 > 0} ≤ 2 it holds that T 2(−R) = 0.
Proof. If #{aj | 〈aj , R〉 > 0} ≤ 1, the statement is trivial. Without loss of general-
ity we assume 〈ai, R〉 > 0 for i = 1, 2 and 〈aj , R〉 ≤ 0 for other j. Now the statement
follows from the fact that T 2 = 0 for a Gorenstein surface 〈a1, a2〉 ⊂ NR ∼= R2. 
Proposition 4.8. Let R1 := R
p1,q1
j and R2 := R
p2,q2
k , where j and k are chosen
such that either j = k or it does not exist a 2-face F of σ∨ with sj , sk ∈ F . The
cup product T 1(−R1)× T 1(−R2)→ T 2(−R1 −R2) is the zero map.
Proof. We will use computations obtained in Section 3 (see Construction 1 and Re-
mark 4). Let ξ ∈ H1(1)(Λ \Λ(R1); k) and µ ∈ H
1
(1)(Λ \Λ(R2); k) represent basis ele-
ments for T 1(−R1) and T 1(−R2), respectively. Note that 〈aj , R1〉, 〈aj+1, R1〉 > 0
and 〈ai, R1〉 ≤ 0 for i 6= j, j+1. Similarly, 〈ak, R2〉, 〈ak+1, R2〉 > 0 and 〈ai, R2〉 ≤ 0
for i 6= k, k + 1. If j = k, then the statement follows from Lemma 4.7. Other-
wise, we know by the assumption that it holds 〈aj , R1 + R2〉 ≤ 〈aj , R1〉 and thus
KR1+R2aj ⊂ K
R1
aj
holds. By the assumptions we also have
KR1+R2aj+1 ⊂ K
R1
aj+1
, KR1+R2ak ⊂ K
R2
ak
, KR1+R2ak+1 ⊂ K
R2
ak+1
.
This implies that ξ0j (λ) = ξ
0(λ) for λ ∈ KR1+R2aj , ξ
0
j+1(λ) = ξ
0(λ) for λ ∈ KR1+R2aj+1 ,
µ0k(λ) = µ
0(λ) for λ ∈ KR1+R2ak and µ
0
k+1(λ) = µ
0(λ) for λ ∈ KR1+R2ak+1 . By Construc-
tion 1 and Remark 4 then follows that the cup product is equal to δ(h1, ..., hN ) ∈
⊕Nj=1H
1
(1)(K
R1+R2
j,j+1 ; k), which is clearly equal to zero (since hj = 0 for all j). 
The following example shows that we can also compute the cup product between
the elements of degrees R1 := R
p1,q1
j and R2 := R
p2,q2
j+1 .
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Example 4. A typical example of a non-isolated, three dimensional toric Goren-
stein singularity is the affine cone Xσ over the weighted projective space P(1, 2, 3).
The cone σ is given by σ = 〈a1, a2, a3〉, where
a1 = (−1,−1, 1), a2 = (2,−1, 1), a3 = (−1, 1, 1).
We obtain σ∨ = 〈s1, s2, s3〉 with
s1 = (0, 1, 1), s2 = (−2,−3, 1), s3 = (1, 0, 1).
H2(1) is nonzero in degrees R
1
α := 2R
∗−αs3, R2β := 2R
∗−βs1 and R3γ := 2R
∗− γs1
with α ≥ 1, β ≥ 1 and γ ≥ 2. Let us denote the corresponding basis element of
R1α, R
2
β and R
3
γ by z
1
α, z
2
β and z
3
γ , respectively.
We have
〈a1, R
1
α〉 = 〈a3, R
1
α〉 = 2, 〈a2, R
1
α〉 = 2− 3α,
〈a1, R
2
β〉 = 〈a2, R
2
β〉 = 2, 〈a3, R
2
β〉 = 2− 2β,
〈a1, R
3
γ〉 = 〈a2, R
3
γ〉 = 3, 〈a3, R
3
γ〉 = 3− 2γ.
From Lemma 4.7 we know that the only possible nonzero cup products can be z11∪z
2
1
and z11 ∪ z
3
2 , since in other cases we have T
2(Rij + R
k
l ) = 0. Using computations
in Section 3 (more precisely using Construction 1 and Remark 4) we can easily
verify that it indeed holds z11 ∪ z
2
1 6= 0 and z
1
1 ∪ z
3
2 6= 0. In this case the equations
z11 · z
2
1 = z
1
1 · z
3
2 = 0 are already the generalized (infinite dimensional) versal base
space. J. Stevens checked this using the computer algebra system Macaulay, see [3,
Section 5.2].
5. The Gerstenhaber product HH2(k[Λ])×HH2(k[Λ])→ HH3(k[Λ])
Recall from the discussion after Lemma 2.3 that the only remaining missing part
for understanding the Gerstenhaber product HH2(k[Λ])×HH2(k[Λ])→ HH3(k[Λ])
is the product H2(1)(k[Λ]) × H
2
(2)(k[Λ]) → H
3
(2)(k[Λ]). We will analyse it in this
section.
As before let R,S ∈ M . Every element from H2(1)(Λ,Λ \ Λ(S)) can be written
as dµ0 for some
µ ∈ H1(1)(Λ \ Λ(S); k).
By [8, Proposition 4.7] we know that H2(2)(Λ,Λ \ Λ(R)) is isomorphic to the space
of multi-additive, skew-symmetric functions f : Λ×Λ→ Λ, such that f(λ1, λ2) = 0
if λ1 + λ2 ∈ Λ \ Λ(R).
Remark 7. Multi-additivity means that f(a+ b, c) = f(a, c)+ f(b, c) and f(a, b+
c) = f(a, b) + f(a, c) hold for all a, b, c ∈ Λ.
From Lemma 2.3 recall the description of the Gerstenhaber product.
Proposition 5.1. Let µ ∈ H1(1)(Λ \ Λ(S); k) and ξ ∈ H
2
(2)(Λ,Λ \ Λ(R); k). Let
B(λ1, λ2) := B1(λ1, λ2)−B2(λ1, λ2) ∈ C
2
(2)(Λ; k),
where
B1(λ1, λ2) := ξ(−S + λ1 + λ2, λ2)µ
0(λ1) + ξ(λ1,−S + λ1 + λ2)µ
0(λ2),
B2(λ1, λ2) := ξ(λ1, λ2)µ
0(λ1 + λ2 −R).
Let λ123 := λ1 + λ2 + λ3.
(1) If λ1 + λ2 ≥ S, λ2 + λ3 ≥ S we have dB(λ1, λ2, λ3) = [ξ, dµ
0](λ1, λ2, λ3).
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(2) If λ1 + λ2 6≥ S, λ2 + λ3 ≥ S we have
(
dB − [ξ, dµ0]
)
(λ1, λ2, λ3) =
µ0(λ1)
(
ξ(−S + λ123, λ2) + ξ(λ2, λ3)
)
+ µ0(λ2)
(
ξ(λ1,−S + λ123)− ξ(λ1, λ3)
)
.
(3) If λ1 + λ2 ≥ S, λ2 + λ3 6≥ S we have
(
dB − [ξ, dµ0]
)
(λ1, λ2, λ3) =
µ0(λ2)
(
ξ(λ1, λ3)− ξ(−S + λ123, λ3)
)
+ µ0(λ3)
(
ξ(−S + λ123, λ2)− ξ(λ1, λ2)
)
.
(4) If λ1 + λ2 6≥ S, λ2 + λ3 6≥ S we have
(
dB − [ξ, dµ0]
)
(λ1, λ2, λ3) = µ
0(λ1)
(
ξ(−S + λ123, λ2) + ξ(λ2, λ3)
)
+
+ µ0(λ2)
(
ξ(λ1,−S + λ123)− ξ(−S + λ123, λ3)
)
+
+ µ0(λ3)
(
ξ(−S + λ123, λ2)− ξ(λ1, λ2)
)
.
Proof. It holds that
[ξ, dµ0](λ1, λ2, λ3) =
= µ0(λ1)
(
ξ(−S + λ1 + λ2, λ3)− ξ(λ2, λ3)
)
+ µ(λ2)
(
ξ(−S + λ1 + λ2, λ3)− ξ(λ1,−S + λ2 + λ3)
)
+ µ0(λ3)
(
− ξ(λ1,−S + λ2 + λ3) + ξ(λ1, λ2)
)
− µ0(λ1 + λ2)ξ(−S + λ1 + λ2, λ3)
+ µ0(λ2 + λ3)ξ(λ1,−S + λ2 + λ3)− dB2(λ1, λ2, λ3),
where we used the fact that ξ is multi-additive. We will conclude the proof case by
case.
(1) λ1 + λ2 ≥ S, λ2 + λ3 ≥ S
We have µ0(λ1 + λ2) = µ
0(λ2 + λ3) = 0. Thus we compute
dB1(λ1, λ2, λ3) =
= µ0(λ1)
(
ξ(−S + λ1 + λ2, λ3) + ξ(λ3, λ2)
)
+
+ µ0(λ2)
(
ξ(−S + λ2 + λ3, λ3)− ξ(λ1,−S + λ1 + λ2)
)
+
+ µ0(λ3)
(
− ξ(λ1,−S + λ2 + λ3)− ξ(λ2, λ1)
)
.
It holds that
ξ(−S + λ2 + λ3, λ3)− ξ(λ1,−S + λ1 + λ2) =
= ξ(−S + λ1 + λ2 + λ3, λ3)− ξ(λ1, λ3)
− ξ(λ1,−S + λ1 + λ2 + λ3) + ξ(λ1, λ3) =
= ξ(−S + λ1 + λ2, λ3)− ξ(λ1,−S + λ2 + λ3)
and thus we see that in this case dB(λ1, λ2, λ3) = [ξ, dµ
0](λ1, λ2, λ3) holds.
(2) λ1 + λ2 6≥ S, λ2 + λ3 ≥ S:
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We have µ0(λ2 + λ3) = 0 and µ
0(λ1 + λ2) = µ
0(λ1) + µ
0(λ2). It holds
that
dB1(λ1, λ2, λ3) =
= µ0(λ1)ξ(−S + λ1 + λ2 + λ3, λ2) + µ
0(λ2)
(
ξ(−S + λ2 + λ3, λ3)− ξ(−S + λ1 + λ2 + λ3, λ3)
)
+
+ µ0(λ3)
(
ξ(λ2,−S + λ2 + λ3)− ξ(λ1 + λ2,−S + λ1 + λ2 + λ3)
)
,
[ξ, dµ](λ1, λ2, λ3) =
= µ0(λ1)(−ξ(λ2, λ3)) + µ
0(λ2)(−ξ(λ1,−S + λ2 + λ3))+
+ µ0(λ3)
(
− ξ(λ1,−S + λ2 + λ3) + ξ(λ1, λ2)
)
.
If we compute
(
dB1−[ξ, dµ0]
)
(λ1, λ2, λ3) we see that the term before µ
0(λ3)
vanishes because
ξ(λ2,−S + λ2 + λ3)− ξ(λ1 + λ2,−S + λ1 + λ2 + λ3) =
= ξ(λ2,−S + λ1 + λ2 + λ3)− ξ(λ2, λ1)− ξ(λ1 + λ2,−S + λ1 + λ2 + λ3) =
= −ξ(λ1,−S + λ2 + λ3) + ξ(λ1, λ2).
This gives us the desired result.
Similarly we can consider the remaining cases. 
Corollary 5.2. The product [dµ0, ξ] ∈ H3(2)(−R− S) is equal to the cohomological
class of the element
(δ(B), d(B) − [dµ0, ξ]) ∈ C2(2)(K
R+S
1 ; k)⊕ C
3
(2)(Λ; k)
in the total complex of the complex C•(2)(K
R
•
; k) (see the equation (7)). Note that
the map d(B) − [dµ0, ξ] has many zeros by Proposition 5.1 and thus it is easier to
compute it.
In the following we will compute it in a special case of toric surfaces and found
out that the Gerstenhaber product is the zero map.
Let Xσn = Spec(An) be the Gorenstein toric surface given by g(x, y, z) = xy −
zn+1. Λn := σ
∨
n ∩M is generated by S1 := (0, 1), S2 := (1, 1) and S3 := (n+ 1, n),
with the relation S1 + S3 = (n+ 1)S2. We recall now from [8, Example 3] that we
have
(15) dimkH
2
(1)(−R) = dimkH
3
(2)(−R) =
{
1 if R = kS2 for 2 ≤ k ≤ n+ 1
0 otherwise,
H3(3)(An) = H
3
(1)(An) = 0.
Let {dµ0k ∈ H
2,−kS2
(1) (An) | 2 ≤ k ≤ n + 1} be a basis of T
1
(1)(An)
∼= H2(1)(An),
such that µk ∈ C1(1)(Λ \ Λ(kS2); k) is defined by
µk(λ) =
{
a if λ = aS3, for a ∈ N
0 otherwise
for all 2 ≤ k ≤ n+ 1.
Proposition 5.3. For all toric Gorenstein surfaces Spec(An) it holds that the
Gerstenhaber product HH2(An)×HH
2(An)→ HH
3(An) is equal to the zero map.
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Proof. We choose some ξ ∈ H2(2)(Λ,Λ \ Λ(R)) for arbitrary R ∈ M . Using Propo-
sition 5.1 we will show that dB = [dµ0k, ξ] holds for all k. Indeed, considering the
cases (2), (3) and (4) of Proposition 5.1 we see that in the case (2) we need to prove
that for λ1 + λ2 6≥ S, λ2 + λ3 ≥ S it holds that
(16) µ0(λ1)
(
ξ(−S+λ123, λ2)+ξ(λ2, λ3)
)
+µ0(λ2)
(
ξ(λ1,−S+λ123)−ξ(λ1, λ3)
)
= 0.
Let a1, a2 be arbitrary natural numbers. We choose λ1 = a1S3, λ2 = a2S3 and
λ3 arbitrary such that λ2 + λ3 ≥ S (note that in all other cases the equation (16)
holds trivially). Now that the equation (16) holds follows from multi-additivity and
skew-symmetry of ξ:
µ0(λ1)
(
ξ(−S + λ123, λ2) + ξ(λ2, λ3)
)
+ µ0(λ2)
(
ξ(λ1,−S + λ123)− ξ(λ1, λ3)
)
=
a1(ξ(−S+λ2+λ3, λ2)+ξ(λ1, λ2)+ξ(λ2, λ3))+a2(ξ(λ1,−S+λ2+λ3)−ξ(λ1, λ3)) =
a1(a2ξ(−S+λ2+λ3, S3)+a2ξ(S3, λ3))+a2(a1ξ(S3,−S+λ2+λ3)−a1ξ(S3, λ3)) = 0,
where in the second equality we used that ξ(λ1, λ2) = a1a2ξ(S3, S3) = 0 and in the
last equality we used that ξ(−S + λ2 + λ3, S3) = −ξ(S3,−S + λ2 + λ3).
Similarly we can check the cases (3) and (4) and we obtain the claim that dB =
[dµ0k, ξ] for all k.
From the description of H3(2)(An) from the equation (15), we see that we only
need to consider the cases, where R is chosen such that R + S ∈ {kS2 | for 1 ≤
k ≤ n + 1}, since in all other cases HH3,−R−S(An) = H
3,−R−S
(2) (An) = 0 so the
Gerstenahber bracket is automatically zero. If R+ S ∈ {kS2 | for 1 ≤ k ≤ n+ 1},
then we easily see that B1(λ1, λ2) = B2(λ1, λ2) = B(λ1, λ2) = 0 for all (λ1, λ2) ∈
Λ× Λ such that λ1 + λ2 6≥ R+ S. By Corollary 5.2 we conclude the proof. 
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