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Resumo 
O principal objeto de estudos nesta dissertação é uma k-álgebra comutativa e 
finitamente gerada A , com k sendo um corpo de característica zero. Utilizando conceitos 
básicos e fundamentais de álgebra comutativa apresentamos, no capítulo 2, um estudo de 
A através de seu módulo de k-derivações. Na verdade tal estudo trata da regularidade de A 
em termos do fato de A ser V-simples, para algum subconjunto, V, do módulo de 
k-derívações de A. 
Para completar tal estudo, no capítulo 3, apresentamos exemplos clássicos de 
k-derivações d que tomam simples o anel de polinômios em um número finito de variáveis 
sobrek. 
Abstract 
The focus of this dissertation is a commutative k-algebra finitely generated A, with k 
being a field of zero characteristic. Using basic and fundamental concepts of commutative 
algebra we show, in chapter 2, a study of A through its k-derivation module. Actually, this 
study is about the A regularity within limits of the fact of A to be D-simple for some subset, 
D, of the k-derivation module of A. 
To complete this study, in the chapter 3, we present classic examples of k-derivations d 
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Em 1965 A Seindenbeg mostrou , em [13] , que se k é um corpo de característica zero, 
A = k(x1, ... ,x.] é uma k-álgebra finitamente gerada e V é sua família de k-derivações 
então : A é regular se, e somente se, A é V-simples, ou seja, os únicos ideais I de A que 
satisfazem d(l) ç; I para qualquer derivação dE 1J são os triviais. Anos mais tarde, em 
1974, R. Hart mostrou em [4) que quando k[x1, ... ,x.] é V-simples, não necessariamente 
existe uma derivação dE 1Jtalquek(x1, ... ,x.] seja d-simples, ou seja pode não existir uma 
derivação d tal que d(P) g;; P , para todo ideal primo P de k[x1, ... ,x.] . Agora seM é um 
ideal maximal de k[x1, ... ,x.] , para o anel local k(x1, ... ,x.]u temos uma melhor situação, 
pois Hart também, no mesmo artigo, mostrou que se k[x~. . .. ,x.]u é regular, então sempre 
existirá uma k-derivação d de k[x1, ... ,x.Ju tal que k[x~, ... ,x.Ju será d-simples. A partir 
destes resultados vemos que o fato de existir uma k-derivação d de k[x~. ... ,x.]M que toma 
k[x1, ... ,x.JM d-simples é uma caracterização da propriedade geométrica do anel 
k[x~, ... ,x.]M ser reg)..llar. 
No capítulo 2 vamos apresentar uma descrição completa das provas !los importantes 
rBSUltados de A Seindenberg e R. Hart. Nesta descrição aparecerão os conceitos de 
derivações, d-ideal e resultados ligados a eles, tais como o fundamental lema de Zariski. 
Encontrar derivações d que tomam tais k-álgebras A d-simples não é, geralmente, muito 
simples mesmo quando A é o anel de polinômios. Os primeiros exemplos gerais de .tais 
derivações foram dados em 1977 por A Shamsuddin , sendo estas derivações de grau 
um. Mais recentemente , em 2001 , A Maciejewski , J. Moulin-OIIagnier e A Nowicki, em 
[12], apresentaram exemplos de k-derivações d de uma anel de polinômios A tais que d 
tem grau 2 e A é d-simples. Aqui vale a pena citarmos, para ressaltar a atualidade do tema, 
que os exemplos citados acima têm tido fundamental importância para se exibir exemplos 
de ideais maximais à esquerda da álgebra de Weyl A.(k) e tais ideais geram importantes 
exemplos na teoria dos módulos irredutíveis da álgebra de Weyl A.(k) , veja por exemplo 
[2] , [7] , [8] e [14}. O capítulo 3 será dedicado para apresentar os exemplos de 
Shamsuddin e os resultados e derivações obtidos por A Maciejewski , J. Moulin-OIIagnier e 
A Nowicki. 
Encerramos a introdução dizendo que, para familiarizar o leitor com a linguagem que 
será utilizada na dissertação, no capítulo 1 faremos uma breve apresentação de definições 
e resultados gerais, na maioria da vezes sem prova, da álgebra comutativa. 
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Capítulo 1 
Notações e Preliminares 
Neste capítulo introduziremos conceitos e resultados de álgebra comutativa que 
serão utilizados nos capítulos seguintes e que serão supostos conhecidos nestes. 
Observamos que as demonstrações destes resultados clássicos não serão feitas aqui mas 
poderão ser encontradas nas referências [3], [5], [6] e [13]. 
Devemos ressaltar que este primeiro capítulo tem a intenção de familiarizar o leitor com 
as notações e definições que aparecerão nos capítulos seguintes. 
Observamos que trabalharemos aqui e no restante desta dissertação sempre com anel 
comutativo noetheriano com identidade diferente do zero , e com corpos de característica 
zero. 
1. 1 Teoria de Corpos 
Iniciaremos enunciando alguns resultados e definições de teoria de corpos que nos 
servirão de base para os primeiros resultados de derivação que serão apresentados neste 
mesmo capítulo. 
Começaremos com a seguinte definição. 
Definição 1.1.1 : Dado um corpo k , dizemos que um corpo L é uma extensão de k, 
se k r;;; L e k é subcorpo de L . 
Notação : Denotaremos por Llk quando L for uma extensão de k. 
Levando-se em conta que para uma extensão de corpos Lfk , tem-se que L é um 
k-espaço vetorial definimos : 
Definição 1.1.2 : Seja L!k uma extensão de corpos. Definiremos o grau de Lfk como 
sendo a dimensão de L como k-espaço vetorial. O grau de uma extensSo será denotado 
por [L : k] , isto é , [L : k] = dimkL . Quando L nSo tem base finita escrevemos apenas 
[L : k] = oo. 
Como em todo este texto vamos nos referir a corpos de característica zero , vale apena 
lembrar a definição deste conceito . 
Definição 1.1.3 : Dizemos que um corpo k é de caracterfstica zero se k contém uma 
cópia de Q como subcorpo. 
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No capitulo 2, mais precisamente nos teoremas 2.1.12 e 2.1.13, vamos nos deparar 
com o conceito de extensão algébrica, para sabermos o que de fato é uma extensão deste 
tipo precisaremos antes da seguinte definição. 
Definição 1.1.4 : Sejam L!k uma extensão de corpos e a E L. Dizemos que a é 
algébrico sobre k se existe f E k[.X]\{0} tal que f( a) = o. Caso contrário dizemos que a é 
transcendente sobre k. 
Agora sim podemos enunciar o conceito que desejávamos. 
Definição 1.1.5 : Uma extensão de corpos L fk é dita algébrica se todo a E L é 
algébrico sobre k. 
O resultado a seguir é um teorema clássico com respeito a extensão algébrica . 
Teorema 1.1.6: Seja L!k uma extensão de corpos tal que [L: k] = m < oo. Então 
Lfk é uma extensão álgébrica. 
Demostração : Ver S. Lang ([6] , cap. VIl , proposição 1.1) 
Também no capitulo 2 encontraremos na proposição 2.1.5 os conceitos de conjunto 
algebricamente independente e extensão puramente transcendental. Vejamos então estas 
definições : 
Definição 1.1.7 : Sejam L!k uma extensão de corpos e B = k[X,, ... ,x.] o anel de 
polinômios a n variáveis sobre k. Dados yr, ... ,y. E L , dizemos que y 1, ••• ,y. são 
algebricamente independentes sobre k se dado f E B temos que: 
ft.y,, ... ,y.) = o se, e somente se,.f(Xr, ... ,X.) = o , ou seja, se v c N' é um conjunto 
finito então .E a •. yi1 ••• y? = o , a. E k se, e somente se, a. = o , para todo v E v 
v=(v1, . .,v,)eV 
Definição 1.1.8 : Se L= k(y1, ••• ,y.), com {yr, ... ,y.} algebricamente independentes 
sobre k, então dizemos que a extensão Lfk é puramente transcendental. 
Para encerrarmos esta seção vamos descrever alguns conceitos que utilizaremos no 
capítulo 3 na demonstração de um resultado apresentado por A. Maciejewski , J. 
Moulin-OIIagnier e A Nowicki em [12] . As demonstrações destes resultados podem ser 
vistas em [6]. 
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Definição 1.1.9 : Sejam Llk , Flk extensões de corpos e tp : L ... F uma aplicação. 
Dizemos que tp é um k-isomorfismo de corpos se tp é homomorfismo sobrejetor de corpos e 
tp 1 k = Idk , onde Idk é a função identidade de k em k. 
Definição 1.1.10: Seja k um corpo. Dizemos que uma extensão k de k é um fêcho 
algébrico de k se k!k é algébrica e k é algebricamente fechado, isto é, todo polinômio não 
constante g(x) E k[x] tem raiz em k. 
O principal resultado sobre o fêcho algébrico de um corpo é o seguinte : 
Teorema 1.1.11 :Seja k um corpo, então existe, a menos de um k-isomorfismo, um 
único fêcho algébrico de k 
A partir deste teorema nos parece natural apresentar a seguinte definição: 
Definição 1.1.12: Sejam k um corpo, k fêcho algébrico de k ej(x) E k[x] um polinômio 
não constante. Dizemos que K c k é um corpo de raízes de j(x) sobre k se f decompõe-se 
em fatores lineares em K , isto é, f(X) = c(X- ai) ... (X- a.) , com a; E K para todo 
i= l, ... ,n, etalqueK= k(a~, ... ,a.). 
Como consequência imediata do teorema 1.1.11 tem-se que: 
Corolário 1.1.13 : Quaisquer dois corpos de raízes de um polinômio não constante 
j(x) E k[x] são k-isomorfos. 
Ainda a respeito de corpo de raízes, em característica zero, é importante citar o 
seguinte resultado. 
Proposição 1.1.14: Sejam k um corpo, k um fêcho algébrico de k, j(X) E k[X) um 
polinômio não constante e irredutível e K ç; k o corpo de raízes de f(X) sobre k. Então: 
1) cr : K .... k é um k-homomorfismo de corpos se, e somente se, é cr um 
k-automorfismo de K; 
2) Se G(Klk) é o grupo de k-automorfismos de K, conhecido como grupo de Galois de 
K sobre k, então jGI = [K: k] . Mais ainda , a E k se, e somente se, cr(a) =a para todo 
cr E G(Klk); 
3) Sey E K é raiz dej(x) e cr E G(K/k) então cr(y) também é raiz dej(x). 
4) Se y,z E K são raízes dej(x) então existe cr E G(Klk) tal que cr(y) = z. 
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Definição 1.1.15 : Sejam k um corpo , k um fêcho algébrico de k e f{X) E k(X] \ k. Se 
f{X) = a.(X- tJ) ... (X- t.) , com a. E k e t; E k para todo i. Definimos o discriminante de f 
como sendo: 
n{n-1) 
D(f) = (-1)-,-a?;>-2 f1(t1 - tj). 
i# 
A partir da proposição 1.1.14 e desta definição obtem-se o seguinte resultado. 
Proposição 1.1.16 : Dados um corpo k e um polin6mio i"edutível não constante 
f{x) E k[x] então D(f) E k. 
1 .2 Anéis Regulares e Decomposição Primária 
Nesta seção , assumido conhecido a definição de anel noetheriano , vamos definir e 
enunciar alguns conceitos que dizem respeito a localização em ideais primos e sobre a 
decomposição primária de um ideal. 
Primeiramente vejamos algumas definições e conceitos de teoria dos ideais, 
observando que assumiremos sempre que quando mencionamos anéis • significa que 
estes são comutativos com identidade e noetherianos. 
Assim seja R um anel, denotaremos por Spec(R) o conjunto de todos os ideais primos 
de R • e por Max(R) o conjunto de todos os ideais maximais de R. Sendo R um anel local 
com m seu ideal maximal , denotaremos este por (R,m) • e por (R,m1, ... ,m,) o anel 
semi-local com Max(R) = {m1. ... ,mr}. 
Feitas estas menções vejamos agora o que é a dimensão de Krull de um anel R e 
altura de um ideal P E Spec(R). 
Definição 1.2.1 :Seja R um anel,a dimensão de Kru/1 de R,denotada por dim(R) , é 
definida por: 
dim(R) = Sup{n E N ;3 Po!; Pt !; ... !; P.; P1 E Spec(R), i= 0,1, ... ,n} 
Observemos que tal dimensão pode ser infinita. Por exemplo se R = k[X~.X2 , ••• ] é o 
anel de polinômios a infinitas variáveis sobre k tem-se que (XI) !; (Xt.X2 ) !; .... 
De forma análoga definimos a altura de um ideal primo P E Spec(R) por: 
Definição 1.2.2 : Seja R um anel e P E Spec(R) , a altura de P, que é denotada por ht(P) 
é definida por: 
ht(P) = Sup{n E N ;3Po !; ... !; P. = P; P1 E Spec(R), i= 0,1, ... ,n} 
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Lembrando que a localização de um anel R num ideal primo p é denotada por: 
Rp = s-1 R= {f ; r E R e s E S =R \p}. 
Vale apena observar que ht(P) = dim(Rp). 
Definição 1.2.3 : Seja J um ideal do anel R. O número mínimo de geradores de J é 
definido como sendo min{s E N ; existem a1, ... ,a, E J que geram J} , e será denotado por 
J.I.(J). 
Agora estamos prontos para definir o que é um anel regular , definição esta que será 
frequentemente usada no decorrer deste trabalho. Então vejamos. 
Definição 1.2.4: Seja (R,m) um anel noetheríano local, dizemos que (R,m) é regular 
se dim(R) = ht(m) = J.l.(m). 
O teorema e a proposição a seguir são resultados clássicos que valem a pena serem 
citados. 
Teorema 1.2.5 : Sejam R um anel noetheriano local de dimensão d, em seu ideal 
maximal. Seja k = ~ , então são equivalentes : 
í) dimk( :2 ) = d ; 
ií) m é gerado por d elementos. 
Demonstração : Ver em [9] (teorema 11.22) 
Proposição 1.2.6 : Todo anel regular é um domínio. 
Demonstração : Ver em [4] (cap.V , corolário 5.15a) 
A proposição que citaremos a seguir nos será útil em resultados apresentados no 
capítulo 2. 
Proposição 1.2.7 : Se (R,m) é regular, então R[.J.']p é regular para todo 
p E Spec(R[.J.']) , com p n R = m. 
Demonstração: Verem [4] (cap.VI, proposição 1.7) 
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No capítulo 2 vamos utilizar o conceito de decomposição primária de um ideal num 
resultado importante de A. Seidenberg. 
Para podermos definir e enunciar resultados relacionados a decomposição primária de 
ideais precisamos saber o que é um ideal primário, portanto iniciamos com a definição: 
Definição 1.2.8: Dizemos que um ideal Q do anel R é primário se Q *R e se x.y E Q 
então x E Q ou y" E Q para algum número natural n 2: 1. 
Em outras palavras, Q é primário se, e somente se, ~ * O e todo divisor de zero em 
~ é nilpotente. 
Observamos que uma consequência imediata da definição de um ideal primário Q é 
que seu ideal radical P é ideal primo e por isto dizemos que Q é F-primário quando 
P = JQ. Agora estamos prontos para dar a definição de ideal decomponível. 
Definição 1.2.9 : Dado um ideal J de um anel R dizemos que J admite uma 
decomposição primária ou que é decomponível se existem ideais primários Q~. · · ·, Q. tal 
que J = Q1 n · · · n Q •. 
Na verdade todo ideal decomponível admite uma decomposição primária minimal, a 
saber: 
Definição 1.2.10 : Uma decomposição primária mínima/ de um ideal J é definida 
por: J = Q1 n ... nQm , onde os Q; são primários e : 
i) .[0 = P; * Pj = JQJ , se i* j; 
ii)nQj r;; Q;, '~i= I, ... ,m. 
j# 
Para anéis noetherianos tem-se o seguinte resultado: 
Teorema 1.2.11 : Todo ideal próprio de um anel noetheriano é decomponível. 
Demonstração: Ver em [1] (cap.IV) 
O teorema a seguir nos garante uma certa unicidade de uma decomposição primária 
minimal de um ideal qualquer. Este teorema é chamado de "1° da unicidade", e será de 
extrema importância no capítulo 2, pois o utilizaremos na demonstração do teorema 2.2.8. 
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Teorema 1.2.12 (1° da unicidade) : Seja um anel R. Se J c R é um ideal 
decomponível e J = Q1 n ... nQm é uma decomposição primária mínima/ com Q, sendo 
P ,-primário , para todo i = 1, ... , m. Então: 
1) {PI, ... ,Pm} = Spec(R) n {JJ: X ; X E R}; 
2) Se J = (!I n ... nQ, é decomposição pritnária mínima/, então r = m e, depois de 
rearranjar se necessário, [0 = P, para todo i. 
Demonstração: Ver em [1] (cap.IV, teorema 4.5) 
O teorema da unicidade citado acima nos leva para a seguinte definição: 
Definição 1.2.13: Seja J ~;;R um ideal com J = Q1 n ... nQm decomposição primária 
mínima/ tal que Q, é P; -primário para todo i. Dizemos que cada P, é um primo associado 
de J . Mais ainda , se P, for mínima/ entre os ideais primos Pj, dizemos que ele é primo 
associado mínima/ (ou primo isolado) de J ,caso contrário dizemos que P, é primo imerso 
de J. 
1.3 Completamento 
Nesta seção faremos uma exposição suscinta de alguns conceitos e resultados que 
utilizaremos a respeito do completamento de um anel R em relação à topologia I-ádica, 
onde I é um ideal de R. Todos enunciados e resultados podem ser encontrados no livro de 
M. Nagata, referência [11]. 
Iniciamos com a descrição de tal topologia. 
Seja I um ideal do anel R e considere a família :F de subconjuntos de R dada por 
:F= {b + 1" ; b E R , n E N}. Verifica-se que a partir de :F pode-se definir uma topologia 
sobre R que tem :F como base de abertos e que toma R um anel topológico, isto é, suas 
operações são contínuas em relação a tal topologia. Esta topologia é chamada de I-ádica. 
Agora quando nl" = (O) pode-se provar que o anel R com a topologia I-ádica é um 
espaço métrico, em particular isto acontece quando (R,m) é um anel noetheriano local e 
m = I ou, mais geralmente, quando (R,m~, ... ,m,) é um anel semi-focal e :J(R) = I , com 
:J(R) = m1 n ... nm, sendo o radical de jacobson de R. Vamos nos referir à topologia natural 
de R sempre que consideramos a J(R) -ádica topologia de R. 
Resumimos os comentários que acabamos de fazer no seguinte resultado : 
Proposição 1.3.1 : Sejam R um anel noetheriano e I um ideal de R tal que I c J(R). 
Então nt = o e a função d: R X R -+ R definida por d(r,r) = o e se r * s,: d(r,s) = 2-n se' 
ieN 
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e somente se , r- s E !" e r- s ~ f"+1 define uma métrica para o espaço topológico R 
com a topologia I-ádica 
No que segue , vamos assumir que R é um anel noetheriano semi-local munido da 
topologia natural, e portanto munido de uma métrica d. Com esta métrica, podemos 
introduzir o conceito de completamento da maneira usual : 
Definição 1.3.2 : Um completamento de R é um anel R que satisfaz as seguintes 
propriedades : 
1) R é um espaço métrico com uma função distância d : R x R .... R tal que: 
d(x,y) = d(x,y)para todo par x,y E R; 
2) R é completo : 
3) R é um subespaço denso de R; 
A existência e unicidade do completamento é citada no seguinte resultado : 
Teorema 1.3.3 : O anel local (R,m) possui, a menos de isomorfismo, um único 
completamento R. E mais ainda o anel R satisfaz: 
1) (R,m) é local com m = mk 
2) dim(R) = dim(R) 
3) R é regular se, e somente se, R é regular 
Na teoria do completamento de anéis um dos principais exemplos é o anel de séries de 
potências sobre um anel, a saber: 
Definição 1.3.4 : Sejam R um anel, X1, ... ,X, variáveis sobre R e d E N. O polinômio 
Fd = E a;.X\' . ..\1' ... Xi! é denominado forma homogênea de grau d. O conjunto de 
somas infinitas (de tais formas) é chamado de anel de séries de potências com coeficientes 
"' em R, e será denotado por R[[X]] = R[[XJ, ... ,X,]] = {EFd;: Fd é uma forma de grau 
d-lJ 
á}. 
Feita esta definição podemos enunciar o seguinte resultado, que será de extrema 
importância para a demonstração de um resultado obtido por R. Hart em [4], mais 
precisamente no teorema 2.3.2. Observamos que a demonstração deste resultado está em 
[10]. 
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Teorema 1.3.5: Seja(R,m) um anel/oca/ com m = (a], ···,a,). Então o completamento R 
d • I R[[XI, ···,X,]] d X X - . d t . d b e R e o ane ~ _ ·)R[[X ]] , on e J. z, ... ,X, sao m e ermma as so re R . ..::..(X, a, 1, ••• ,X, 
O último resultado desta seção é de extremo valor na demonstração do teorema de 
Seidenberg , que apresentaremos no capítulo 2. 
Proposição 1.3.6 : Suponha R um anel regular local completo de dimensão n e com 
corpo de resíduos k . Se R contém um corpo , então R é isomorfo ao anel de séries formais 
k[[X1, ... ,Xn]]. 
Demonstração: Ver em D. Eisenbud [3] ( cap. 10, proposição 10.16) 
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Capítulo 2 
Regularidade e Simplicidade em k-álgebras 
finitamente geradas 
O estudo dos resuitados obtidos por A. Seindenbeg, em [13], e por R. Hart, em [4], é o 
principal objetivo deste capítulo. Mas para fazer tal estudo necessitamos de alguns 
conceitos e resuHados fundamentais sobre derivação. Para isso vamos desenvolver uma 
seção preliminar que nos dará as ferramentas para nosso objetivo final. 
2.1 Derivações de Anéis 
Esta seção é a principal base para os resultados que serão vistos daqui para frente. 
Nesta vamos introduzir o conceito de derivação, estudá-las em anéis polinômiais, séries de 
potências, corpos algebricamente fechados, sistemas de equações diferenciais e em 
extensões algébricas e transcendentais . Os resuitados que serão descritos nesta seção 
foram estudados em "Polynomial Derivations and their rings of constants" , de A. Nowicki 
[12]. 
Adiantamos que algumas das demonstrações dos resuHados não estarão aqui descritas 
mas será indicado onde se possa encontrá-las. 
Para começarmos a estudar derivações precisamos saber o que de fato é uma 
derivação , então começaremos com a definição . 
Definição 2.1.1 : Seja R um anel . Uma aplicação aditiva d : R ... R é dita ser uma 
derivação de R se, para todo x,y E R tem-se: 
d(xy) = x.d(y) + y.d(x). 
Se R é uma k-álgebra, com k anel então a derivação d de R é chamada de k-derivação se 
d(ax) = a.d(x), para todo a E k. 
Notação : Denotaremos por Der(R) o conjunto de todas as derivações de R, e por 
Derk(R) o conjunto de todas as k-derivações de R. 
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A primeira propriedade fundamental sobre derivações é dada na seguinte proposição: 
Proposição 2.1.2: Sejam R um anel e s c R um sistema multiplicativo. Se d é uma 
derivação de R então existe uma única derivação d do anel de frações s-1 R satisfazendo 
d( f) = dr) . para todo r E R. Em particular, se R é domínio e K é seu corpo de frações 
então existe uma única derivação d de K tal que diR = d. 
Demonstração Vamos supor que exista tal d. Logo ao tomarmos a= f E s-1R 
teremos: 
d( p = d( ~. p = d(a). f + ad( p 
portanto d(a) = d(rJs-;'<sJ. Agora é bastante simples mostrar que a igualdade acima define a 
s 
única derivação que satisfaz a propriedade requerida . 
• 
Observamos que se R[X] = R[x, ; i E lj é o anel de polinômios,nas variáveis {x1,i E I}, 
sobre R a derivada parcial Jx
1 
é uma R-derivação de R[X], para todo i E I. E mais ainda, é 
a única R-derivação d de R[X] tal que d(x;) = I e d(xj) =O para todoj *i. 
Na verdade gostaríamos de apresentar um resultado bem mais geral que afirma que: 
Proposição 2.1.3: Dada uma derivação d do anel R existe uma única derivação d do 
anel de polinômios R[X] = R[x; ; i E lj tal que diR = de d(x;) = O para todo i E I. Mais ainda 
se f : I .... R[X] é uma função , então existe uma única derivação D de R[X] tal que 
D 1 R = de D(x;) =f( i) , para todo i E I. 
Demonstração : Dado F= L:l=().,,.;..) a)..:di, ·· ·XÍI. E R[Xj, definimos: 
d(F) = pl = .E d( a ü.:di, .. ·XÍI. · 
Â=(ÀJ,•)..) 
Do fato de d ser derivação é muito simples provar que d também é. 
Agora a derivação D é definida da seguinte maneira : se G E R[X] , então 
D(G) = d(G)+/(ii) ~ + ... +f(i.) ~? , onde {i~, ... ,i.} é um subconjunto finito de I tal 
U.A;tt u..t 111 
que G E R[x;"' .. ,x;.] . 
A unicidade das derivações d e D segue imediatamente dos fatos de que elas estão 
definidas num conjunto de geradores do anel R[X] . 
• 
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Uma primeira consequência fundamental do teorema que acabamos de provar é o 
seguinte resultado: 
Teorema 2.1.4 : Seja k[X] = k[x1, ... ,x.] um anel de polin6míos sobre k. Então temos: 
1) Se fJ. ... J. E k[XJ , entlio existe uma única k-derivaçf!io D de k[X] tal que 
D(x1) = f1 , ... , D(x.) =f •. Essa deriva~o é da fonna D =h ,0 + ... +f. ,0 . 
UX1 UXn 
2) Dert(k[X]) é um k[X]-módulo livre com base {,0 , ... , ,a }. 
UXt cJXn 
3) ~a f = ,0 ~a , para todo iJ E {I, ... ,n}. 
OXi U~.f UXj OXt 
" àf 4) Se D E Derk(k[X]) e f E k[XJ, então D(j) = ~ àx, d(j) . 
Demonstração: 1) Basta usar a proposição anterior tomando d =o, X= {xt, ···,x.} e 
fii) = x, para todo i E X. 
2} Por 1) basta verificarmos que "à , ... , ,0 são linearmente independentes, ou seja 
UXt UXn 
basta mostrar que se D = 'i:J, !._. = o então para todo i tem-se que fi = o . Mas observe 
i=l U..tr 
que 1) nos~iz que D(x,) =fi= o para todo i. 
3) A igualdade é clara se i = j . Logo vamos tomar iJ com í * j. 
Como se trata de k-derivações basta verificar que a igualdade 
c a P >CM) = c-ª--ª-}{M) 
ÔX; OXJ Oxj Ox; 
é vãlida para todo monõmio M = x( . .... x~· , onde r1, ••• , r. E N. Então vejamos: 
1°} se r, > O e r1 > O . 
a ( à(M) ) - à ( . " rrl '•) - . " r;-1 r,-1 r. ÔX; ÔXJ - õx, r,xl .... x1 ••• . x. - r1r,x 1 •••• x1 ••• x1 ••• • x. 
e 
:XJ ( ô~~ ) = :X i (r,x~• . ... x;-•-1 •••• r,;•) = r,r1x( . ... xT1 ••• x;-'-1 •••. x~· e vemos 
claramente que nossa igualdade é válida. 
~) Se r, = O ou r1 = o . 
Sem perda de generalidade suponhamos r, = o , assim temos que: 
-ª-( ô(x~• . ... x; .... r,;•)) =L( . r, r;-I , '") = 0 e a Ô "'- r1 x1 . ••• x1. • •• x, .... x. I.X't 'Xj UA:j 
Ô v X1 · ... Xj··· .Xnn _ Ô 1 ;-1 "' ) - . ld d é 
(





(r, x; .... x;- ... x1 •.. . r,;• -o e vemos que a 1gua a e 
satisfeita.Onde o símbolo .X, significa a ausência dex, na expressãox~'· ... x, .... x~·· 
4) Consequência imediata de 1) . 
• 
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Como consequências imediatas da proposição 2.1.2 e do teorema 2.1.4 seguem os 
seguintes resultados. 
Proposição 2.1.5 : Seja S um conjunto algebricamente independente sobre o corpo k e 
seja k(S) uma extensão puramente transcendental de k. Se d é uma derivação de k e 
f : s .... k(S) é uma função. Então existe uma única derivação D de k(S) tal que D 1 k = d e 
D(x) = f{x), '"</ x E S. 
Teorema 2.1.6 : Seja k(X) = k(x1, ... ,x.) . Então temos: 
1) Se /1, ... ,J. E k(X) , então existe uma única k-derivação d de k(X) tal que 
d(xi) = /1 , •.• , d(x.) = j • . Essa derivação é da forma d =fi ~1 + ... +f.~ • . 
2) As derivações ;;
1 
, •.• , ;;. formam uma base do k(X)-espaço Dert(k(X)) . 
3•1 a a _ a a tod · · {I } ~ fJx; êJxj - êJxj êJx; , para O l,J E , ... ,n . 
n aj 
4) SedE Derk(k(X)) e f E k(X), então d(/) = ~ êJx; .d(x;). 
Dados um anel R e um conjunto finito de variáveis T = {t~, ···,tm} sobre R. Sabemos que 
o anel de séries formais R[[Tj] = R[[t~, ... ,tmll é o completamento do anel de polinômios 
R[Tj com a topologia m-ádica com m = (ti, ···,tm). Assim a partir do lema que 
apresentamos abaixo podemos, de modo natural, obter as versôes da proposição 2.1.3 e 
do teorema 2.1.4 para séries formais. 
Lema 2.1.7: Sejam d uma derivação de um anel R, I ç; R um ideal e n E N , então 
d(I") c J"-1• 
Demonstração : Sabemos que todo elemento de I" é uma soma finita de elementos do 
n 
tipo a= a1···a. coma; E !para todo i, agora d(a) = d(a1 ••••• a.) = :EaJ ... af-I.d(a;).ai+I···an 
i= I 
e portanto d(a) E J"-1, como queríamos . 
• 
Proposição 2.1.8: Sejam R um anel e R[[Tj] = R[[t~> ···,tm]] o anel de séries formais a 
m variáveis sobre R. Se d é uma derivação de R e se f~> ... ,j. E R[[Tj], então existe uma 
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única derivação D de R[[1J] tal que D 1 R = d e D(tt) =fi, ... ,D(t.) = j •. 
Demonstraçao : Usando o lema anterior para o ideal m = Cti, ···,tn) podemos conduir 
que, para todo i, a derivada parcial 1,, de R[1J é continua em relação à topologia m-ádica e 
assim ela pode ser estendida de modo único para uma derivação, que também 
chamaremos :,, , de R[[1J]. Agora , pela proposição 2.1.3, sabemos que existe uma única d 
derivação de R[1J tal que d IR =de d(t,) =o para todo i. Tome u E R[[1J] e para todo 
r E N chame de ur a componente homogênea de grau r de u. 
Usando novamente o lema anterior temos que d é continua em relação à topologia 
m-ádica e assim ela pode ser estendida de modo único para uma aplicação que também 
chamaremos d de R[[1JJ dada por d(u) = l:d(ur). Que d é derivação segue imediatamente 
r~ 
do fato de d 1 R ser derivação e de sua continuidade em relação à topologia m-ádica. 
Agora, de modo análogo ao feito na prova da proposição 2.1.3, definimos: 
- - ô D=d+Ji..!L+··f,-ôt1 m Ô!m 
• 
Teorema 2.1.9 : 
1) Seji, ... ,f. E R[[1J] , entfio existe uma única R-derivação d de R[[1J] tal que 
d(xi) =/I, ... , d(x.) = j •. Essa derivação é da forma d = Ji ~ô + ... +fn ,a . 
OXt .u'Xn 
2) DerR(R[[1JJ) é um R[[1J]-m6dulo livre com base aa , ... , !._ . 
X1 -UAn 
3.\ ô ô - ô ô tod . . {1 } ~ ÔXt ÔXj - ÔXj ÔXt ' para O IJ E ' ••• ,n . 
" ôj 
4} SedE DerR(R[[1JJ) e f E R[[1JJ, então d(f) = ~ ax, .d(x,). 
Acabamos de ver, nos resultados precedentes, que se R = k[X] = 
k[x~, ···,x.] ou R = k[[1J] = k[[ti, ···,t.J], com k corpo então Derk(R) é R-módulo livre de 
posto n assim gostaríamos apenas de citar mais dois resultados que caracterizam o fato de 
um conjunto de n k-derivações ser uma base livre de Derk(R). 
Nos próximos dois resultados o anel R é k[X] = k[xi, ... ,x.] ou k[[XJ] = 
k[[x~, ... ,xn]]. com k corpo . 
Proposiçao 2.1.10 : Sejam d~, ... ,d. k-derivaç6es de R. O conjunto {di, ... ,d.} é uma 
base de Der"'(R) se, e somente se, a matriz [d,(xj)] é invertível. 
Demonstração : Ver em A. Nowicki ( [7] , proposição 2.5.1 ) 
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Teorema 2.1.11 : Sejam d,, ... ,dn k-derivações de R. As seguintes condições são 
equivalentes: 
1) O conjunto {d,, ... ,dn} é uma base livre de Derk(R); 
2) Existem elementos F 1, ••• ,Fn E R ,tais que d,(F1) = iSy, V i,j = l, ... n, onde iSy é o 
delta de KroneO/<er. 
Demonstração : Ver em A. Nowicki ( (7] , teorema 2.5.2 ) 
Até aqui ternos falado a respeito de extensões de derivações quando acrescentamos 
variáveis a um determinado anel. Agora vamos trabalhar com a situação em que temos 
extensões algébricas de corpos. O primeiro lema fundamental é o seguinte: 
Lema 2.1.12 : Sejam L!k .uma extensão de corpos e d uma derivação de k. Tome um 
elemento algébrico a em L. Então temos: 
1) Existe uma única derivação d de k[a] tal que d 1 k = d. 
2) Se D é áerivação de L com D I k = d então D(k[a]) ç k[a], isto .é, d = D I kfaJ é a 
única derivação de k[ a) que estende d. 
Demonstração: 1) Sejaj(x) = x" +a,...1x"-1 +···+ao E k[x] o polinômio mínimo de a 
sobre k. Suponha por ora que. existe. taL d, assim teremos.. que: 
o= d(/(a)) = ! (a).d(a) + jl(a) (lembre que jl(x) é definido por 
jl(x) = d(l)x" + d(an-J)xn-! + ··· + d(ao)). 
Sendofix}o polinômio mfnimo de a, tem-se que ! (a) *O e pol"\anto 
(*) d(a) = .f(a) 
!C a) 
Agora é muito simples mostrar que dado f3 = g(a) E k[a] com g(x) E k[x] a expressão 
- cg -
d(f3) = ex (a).d(a) + gd(a) 
com d(a) dado pela igualdade(*) define de maneira única a derivação que queremos. 
2) Seja f3Ek[a}, logo. existe g(x) &k[x] taf que {J=g(a) e ~im 
D(/3) = '!!. (a).D(a) + gd(a), onde D(a) = -~(a) , onde fix) E k[x] é o polinômio mínimo de a 
ox &(a) 
sobre k. Portanto temos que D(/3) E k[a] como queríamos . 
• 
Agora estamos em condições de enunciar e provar o resultado fundamental gue 
caracteriza o fato de uma extensão de corpos ser algébrica em termos de suas derivações. 
Teorema 2.1.13: Seja Llk extensão de corpos. Então as seguintes condições são 
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equivalentes : 
1) L!k é uma ~xtensão algébrica ; 
2) Para toda derivação d de k existe umÇJ única derivação D de L tal que D 1 k = d 
3) Se o é pma k-derivação de L , então o = o. 
Demonstração: 1)=:,2) Seja duma derivação de k e considere a família X definida por: 
X= {(F,dp); LIF!k são extensões de corpos e dF é derivação de F que estende d} 
Observe que (k,d) E X e assim X é não vazia. Agora defina em X a seguinte ordem parcial: 
(FhdF,) :S (F2,dF,) ""' F2/FL e dF,iFI = dF, 
É muito simples mostrar que toda cadeia de X tem elemento maximal em X. Deste fato 
podemo& concluir, pelo lema !le Zom, q~ X tem um elefl.'leflt0 maximal. (F,d:F). V~s 
provar que F= L Suponha que não e tome a E L "F. Considere K = F(a) e assim pelo 
lema anterior sabemos que existe uma derivação dK de K que estende d.r e portanto 
(K,dK) E A:', mas isto nos dá uma contradição já que (F,dF) é elemento maximal de X e 
(F,dp) < (K,dK). Assim F= L e dF = D é uma derivação de L que €stende d. A unicjdade 
de D é con~equência imediata do lema anterior. 
2)=:,3) Basta tomar d = o em 2). 
3)=:,1) Tome s c L uma base de transcendência de L!k, isto é, s é um conjunto 
algebricamente independente sobre k e Llk(S) é algébrica Na verdade queremos mostrar 
que s = 0. Vamos supor que não seja e tome x E S, agora considere a k-derivação o = ! 
de k(S). Gomo Llk(S) é algébrica pode1110S, usando que 1)=>2), estender o a ).Jma 
k-derivacão não nula de L, o que contradiz a hipótese . 
• 
Um outro resultado fundamental nesta direção é o seguinte: 
Teorema 2.1.14.: Seja L= k(p1, ... ,pn) uma extensão finitamente gerada do corpo k. 
Sejamp = (p,, ... ,pn) e MP= {/E k(xJ, ... ,xn] ;j(p) =O}. Entãoasseguintescondir;ões 
são equivalentes: 
1) L é algébrica sobre k; 
2) Existem n polinômios f,, ... , fn E Mp tais que det[ ilf~J J *O. 
Demonstração : 1)=:,2) Para cada i, 1 ::::i:::: n, defina f; da seguinte forma: 
j; = j;(x,, ... ,xn) = g,(x,) E k(x;], onde g,(x,) é o polinômio mínimo de p 1 sobre k. Logo 
f; E M p e, mais ainda, tem-se que: 
pt (p) *o e pt (p) = o se i* J 
OXi OXj 
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Portanto det [ i!f}_(pl J =TI" cy, (p) * o. 
OXj r=l àxi 
2)=>1) Seja o uma k-derivação de L. Sabemos quej;(p) = o para todo i. logo,pela regra 
da cadeia, obtemos, para todo i, a igualdade: 
t Of. (p).O(pj) =o 
pl OX; 
agora como det[ lf;):/ J *o tem-se que o(p1) = o para todo J e sendo o uma k-derivação 
segue que o = o. Assim o teorema anterior nos garante que Llk é algébrica . 
• 
2.2 Sobre a simplicidade de k-álgebras finitatJJente geradas 
Neste parágrafo vamos fazer um estudo sobre os d-ideais de uma k-álgebra finitamente 
gerada A sendo k um corpo de característica zero e d uma k-derivação de A.O principal 
objetivo aqui é o de apresentar a caracterização, dada por Seidenberg €m [13], da 
regularidade de A em termos do fato de A ser V-simples, onde V = Derk(A). 
Iniciamos com as definições dos conceitos àe d-ideais e V-simpficidade que aparecem 
no comentário feito acima. 
Definição 2.2.1 : Sejam R um anel, I c R um ideal e .duma derivação de R . O ideal I é 
dito ser um d-ídeal (ou d-invariante ou ainda um ideal d-cfiferencial) se d(I) c I. Sendo V 
uma famí/ja de derivações de R, dizemos que I é um V-ideal separa toda d e v t.em-se qpe 
I é um d-ídeal. Mais ainda dizemos que R é V-simples (ou simples, se for para a família de 
todas as derivações de R) se os únicos V-ideais de R são os triviais. 
Um primeiro resultado sobre simplicidade em extensões de anéis é o seguinte. 
Proposição 2.2.2 : Sejam S!R uma extensão integral de domínios, d uma derivação de 
R e D uma derivação de s tal que D 1 R = d. Então R é d-simples se e somente se s é 
d-si"lples. 
Demonstração : Basta .observar que sendo S!R extensão íntegr.al de domínios, um 
ideal J de sé não nulo se e somente se J n R é ideal não nulo de R . 
• 
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No trabalho de Seidenberg sobre as propriedades de d-ideais dois conceitos são 
fundamentais. Um deles é o anel de séries formais em uma variável sobr.e o anel R, isto é, 
R[[t]]. O outro é um automorfismo exponencial de R[[t]] que é determinado a partir de uma 
derivação qe R. Mas antes de apresentar tal automorfismo vamos n.ecessitar de um 
resultado geral que apresenta uma igualdade muito útil no manuseio com derivações. 
Lema ~.2.3 : Sejam B um anel e duma derivação de B. Se n E N .e a,1J E B então 
n 
d""(abj =L( 7 )d'(a}d"'-'(b). 
Í""Ú 
Demonstraçao : Vamos fazer tal a prova por indução .em n. Como d" é por definição a 
identidade 9e B o caso n =o segue. imediatamente.. Suponha verdadeiro para...n::: o. 
Vamos calcular d~1 (ab): 
n 
d-1 (ab) = d(d"(ab)) =d(Í: { ~ )d'(a)d"-'(b)) 
i=O 
n 
=L ( 7 J(d'r1(a)dn-i(b)+d'(a)dn+l-i(b)) 
i=O 
= ad,..J.(b)+ tcC~ 
1
) +{j ))d'(a)d-~-icb)+d""'"'(a)b 
n+l 
=L (n+l )df(a)c/""1-i(b). 
j4J J 
E assim temÇ>S provado o que queríamos. 
• j 
Agora .estamos em condições de enunciar e provar o resultado que introduz o 
automorfrmo de que falamos anteriormente. 
Proposiçtto 2.2.4 : Sejam R um anel que contem o corpo dos números racionais Q, d 
uma derivação de R e R[[t]] o anel de séries formais em uma variável sobre R. Então 
temos: 
1) A aplicação D : R[[t]] --. R[[t]] definida por 
00 00 
oQ: r,t') = .L: d(r,)t' 
i=O i=O 
é uma derivpção de R[[t]]. Por abuso .de linguagem também denotaremos D por d, isto é, 
para nós D = d. 
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2} A aplicação e'a : R[[t]J _, R[[t]] dada por e'a(a) = L a·,~a) t' com a E R[[t]] ~ um 
i=<) 
endomorfismo ãe R[[t]]. 
3) Se d é outra derivação de R tal quedo d = do d então: 
et(d ... d) = etd o eid = eid o erd. 
4) O endomorfismo etd é automorfismo de R[[t]l cuja inversa é r'd 
Demonstração : 1) Consequência imediata da proposição 2.1.8 tomando D(t) = o. 
n . 
2) Dado a E R[[t]], observe que a sequência tle 50IIIa5 -parciais a" =L d'~al t' é de 
i=O 
Cauchy no anel completoR[[t]] com a topologiat-ádíca e portanto.e'a(a) está bem definido. 
Agora dado f3 E RUt]] é muito simples ver que e'a(a + f3) = e'd(a) + e'a(/3) e assim v.amos 
00 
provar apenas que e'd(af3) = etd(a)etd(/3). Escrevendo: e'a(a)e'a(/3) = LCnt" temos que para 
i=<) 
n - ; "n, n r n' 
todo n, c. = L d'~al an-c,_;i,l. Mas \~'; = (,...:)Li! e assim c" = L \:/ d'{.a)d,...'(/3). Logo, .pelo 
i=<) i=<) 
lema 2.2.3, c" = d"~~Pl. Portanto podemos concluir que e'a(af3) = e'a(a)era(/3)- O que nos .dá 
que e'a é um endomorfismo do aner,R[[t]]. 
3) Dos fatos de que do d = do d, d(t) = o e d(t) = o podemos facilmente concluir que 
tanto e'a quanto eid comuta com d e com d, mais ainda, eles comutam entre si e usando o 
n 
binômio de-Newtootem-se-que-paFa-tOOO.n- E-N (d+-(i:;" =EC )d'd,...'. 
i=<) 
Tome a E R[[t]] então temos: 
e'd oeid(a) =e,/ t dr{;} tf) 
~j=O } 
= ~ dr(etd(q)) ti 
.:,.,.._ ., 
j=O . ]. 
= ~ ..ç, (df o d')(a) t'~f 
~ .,:,_, +il . 
j=O i=<) J . . 
- ~ . ..ç, Çtn-i o d'(a)) n 
- .:..._(i:..J. 1( - )I )f 
n=O f=<l 1. n 1 . 
Mas denovousandca igualdade <z,l = c,...:l'·" tem-seque: 
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«> n ( n) 
etd o etd(a) = L(L --;if-((Í"-i o Ji)(a))t" 
n=O ~ 
"' . 
= "' (d + d)"(a) t• 
,t...; n' n=O • 
= el(d+dJ(a) 
Como queríamos. 
4) Consequência imediata de 3) quando tomamos d = -d . 
• 
Logo a seguir apresentamos algumas propriedades a respeito de extensão e contração 
de ideais considerando a extensão de anéis R[[t]]/R. 
Lema 2.2.5 : Sejam R um anel e U um ideal de R . Então tem-se : 
1) UR[[t]] = {bo +bit+ ... ;:: b; E U}. 
2) Se u = UI n U2, com UI e U2 ideais então UR[[t]] = VIR[[t]] n U2R[[t]] , e mais 
UR[[t]] n R = U. 
3) O anel :;~ll é isomorfo a t [[t]]. Em particular Ué ideal primo de R se e somente 
se UR[[t]] é ideal primo de R[[t]]. 
Demonstração: 1) Vejamos que UR[[t]] c {bo +bit+ ... ; b; E U}. Sabemos que todo 
elemento de UR[[t]] é soma finita de elementos do tipo a= (ro+rit+ ... ).u, com r; E R, 
para todo i, eu E U. Logo a= ro.u +rt.u.t+ ... mas Ué ideal, logo r;.u E U, para todo i e 
então a E {bo + b,t+ ... ; b; E U}. É óbvio que {bo +bit+ ... ; b; E U} c UR[[t]]. 
2) Consequência imediata de 1). 
3) Basta tomar o epimorfismo lfJ de R[[t]] em f. [[t]] definido por 
qJ(ao+a1t+a2t2+ ... ) = ao+atl+a2t2+ ... e concluir, por 1), queKer(qJ) = UR[[t]] . 
• 
Agora vamos ver como se comportam os ideais primários com respeito a extensão 
R[[!]]! R. 
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Lema 2.2.6 : Sejam R um anel noetheriano e q um ideal p-primário. Então qR[[t]] é um 
ideal pR[[t]]-primário. 
Demonstração Seja n um número natural tal que p" c q. Assim 
(pR[[t]])" = pnR[[t]] c qR[[t]] ç pR[[t]] e portanto pR[[t]J é o radical de qR[[t]]. 
Nos resta mostrar que se a{J E qR[[t]] e a li! pR[[t]] , então {3 E qR[[1]] . Tome 
I=: (q: p) ={r E R;: rp ç q} e suponha que {3 E IR[[tJ]. Agora, como a= ao +a1t+ ... 
com a0 , ••• ,a,_1 E p e a, "' p , teremos que a1{3 E ~[[t]] para i = O, 1, .. ·, s- 1 e portanto 
(a,t' + a,+1 t'+1 + ... ). {3 E qR[[t]]. Assim podemos concluir que a,[J E qR[[tl], com a, "' p e 
como q é p -primário segue, pelo lema 2.2.5 parte 1), que {3 E qR{[t]]. 
Para concluir a demonstração basta mostrar que: 
( *) {3 E qR[[t]J sempre que q é p-primál'io, ~{3 E qR{[tJ] e a "' pR[[t]]. 
Vamos fazer a prova deste fato por indução sobre o menor número natural n tal que 
p" ç q. Observe que se n = 1 então q = p e assim {3 E pR[(tJ] já que a "' pR[[t]]. 
Tome n >--L e suponha que nossa afirmação ( *) é verdadeira para n- 1. Sejam qc R 
satisfazendo todas as hipóteses de (*) e n o menor il"lteiro tal que p" ç q. Consid~re 
q1 = (q : 'J)), sabemos que q1 é p-primárío e que q c q1. Assim a{J E q1R[[t]], pois 
a{J E qR[(t]). Mais ainda, como p" = pp"-1 ç q tem-se que pn-1 ç q1 e pn-2 !t q 1 (~o 
contrário pn-1 ç pq1 c q). Logo, por hipótese de indução, {3 E q1R[[t)J = (q : p)R[[t)] , 
mas então, como já tínhamos feito no início~ prova do lema, tem-se que p .E -qR[{t]] 
• 
Usando automorfismos, de R[[t]], do tipo dado na Proposição 2.2.4 pode,-se 
caracterizar quando um ideal de R é V-ideal em termos de sua extensão a R[[t)]. Mais 
precisamente tem-se o seguinte resultadq. 
Lema 2..2.7 ~Sejã R noetlle1iano contenda os números racionais e seja v uma famma 
de derivações de R. Então o ideal u-é um D-ídeal se, e somente se, para toda d E D, e'd 
deíxaUR[ft]} invarif;lnte. 
Prova: =) Suponha que para toda dE V URI[t]] é invariante por e'• . Tome a E U e 
dE D, então: etd(a) = a+ att+ ... E UR[[t]], ondaat = d(a), logo, pelo.lema22..5,. ai E U, e 
portanto temos que U é um d-ideal. Portanto, como pegamos d arbitrariamente em V 
concluímos que Ué um V -içleal: 
~> Suponha que u seja um V-ideal . Logo d(U) cu para toda dt V. Assim dado 
a E u tem-se que d(a) E U, dl(a) E U , ... , ou seja, dado a E U, 
e'd(a) = a+ d(a)t + d22~a) t2 + ... E UR[[t)], isto é, e'd(UR[[t]J) ç UR[[t)] para toda dE V . 
• 
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O teorema a seguir nos mostra que se um ideal fíJ é primo associado de um V-ideal u, 
então fíJ tqmbém será um V-ideal, para ser mais preciso. 
Teorema 2.2.8 : Sejam R um anel noetheriano que contem o corpo dos números 
racionais e v uma famflia de derivações de R. Se u é um V-ideal e fíJ ~, fíJ z, ... , fíJ ,. são 
seus ideais primos associados, então fíJ 1, go 2, ••• , go, são V-ideais. 
Demonstração : Seja u = Q, n Qz n ... nQ, uma decomposição primária de u tal que, 
para todo i, Q, é go ,-pnmano. Agora, pelo lema 2.2.6, temos que 
UR([t]] = Q1R[[t]] n ... nQ,R[[t]] , onde Q,R[(t]J é go ,R[[t]]-primário para todo i. Portanto o 
conjunto dc,>s primos associados de UR[[t]] é {go 1R[{t]],···, go,R[(t]]}. Mas dada dE v 
sabemos, pelo lema anterior, que e'd(UR[[t]]) = UR[[t]] e assim 
{fíJ 1R([t]], ···, go ,R[[t]]} = {e'd(fíJ 1R[[tJl), ···,e"'(go ,R[[t)])}, 
isto é, para todo i -existe J tal que e'd ( go ,R[[ t]) = fíJ 1RI[t ]]. Agora dado a E g.; , , 
e'd(a-} =a+ d(a-)t + ... E go 1R[[t]], donde temos a E fíJ 1 e portanto go 1 ç;; ~o 1. Mas (e'd)-
1 = e-rd 
e usando o mesmo argumento temos que go1 ç;; go,. Portanto go, = eui(go,) para toda 
dE V. E, pelo lema 2.2.7, podemos concluir que fíJ, é V-ideal para todo i . 
• 
Como consequências imediatas deste último teorema obtem-se os seguintes 
resultados 
Corolãrio 2.2.9 : Sejam R um anel noetheriano que contem o corpo dos númerps 
racionais e 'D uma família de derivações de R. Se R não tem ideais primos próprios que são 
V-ideais , então R é V-simples. 
Corolãrio 2.2.10 : Sejam R um anel noetheriano que contem o corpo dos números 
racionais e v uma famílía de derivações de R. Se R é V-simples enttío R é domínio. 
Demonstração : Basta observar que (O) é V -ideaL • 
A relação entre a diferenciabilidade de um ideal primo go de uma k -álgebra finitamente 
gerada R = k[x1, ... ,xn] e seu anel local R., é o que veremos no resultado a seguir. 
23 
Teorema 2.2.11 : Seja R = k[x1, ... ,x.] uma k-álgebra finitamente gerada. Seja ~ c R 
um ideal primo e Rp o seu anel/oca/. Então ~ é diferencial se, e somente se, ~Rp é 
diferencial. 
Demonstração : Na verdade vamos demonstrar que ~ não é diferencial se e somente 
se ~RP não é diferencial. 
Para iniciar a prova considere o seguinte ideal de R: 
J= {x E R; rx =O para algum r !Õ ~}. 
O ideal J satisfaz três propriedades que desempenham papel fundamental na prova do 
teorema. A primeira delas é que J ç; ~, o que pode-se verificar diretamente da definição 
de J. A segunda é que se d é uma derivação de R então J é um d-ideal. De fato tomando 
x E J temos que existe r !Õ ~ tal que rx = O, calculando rd(rx) tem-se 
o = rd(rx) = rd(x) + rxd(r) = r2d(x) com r !Õ ~ e assim d(x) E J. A terceira propriedade 
diz respeito ao seguinte isomorfismo de anéis tp : R P ..... ( ~ ) .e. definido por 
J 
tp( f) = tp( ;~) = tp( ~ ). Claramente tp está bem definida e é epimorfismo. Vamos ver que é 
injetora, de fato, se tp( f) = ~ = ~ então existe r1 !Õ ~ tal que r1 x = O, isto é, r1x E J e 
assim existe r2 !Õ ~ tal que nr2x =O, logo f = ;:;; = ~,isto é, Ker(tp) =O e tp é injetora. 
Esta terceira propriedade nos diz que podemos identificar R P com ( ~ ) .e.. 
J 
Agora provadas as três propriedades a respeito de J iniciamos a prova propriamente 
dita do teorema assumindo primeiro que ~ não é diferencial, logo existe uma derivação d 
de R tal que d( ~) ft ~. Como d(J) c J, de modo natural, d induz uma derivação d de ~ 
definida por d(r + J) = d(r) + J. Desde que d( ~) rJ; ~ tem-se que d( ~ ) ft ~ . Mas, pela 
proposição 2.1.2, podemos estender de uma única maneira d para ( ~ ) .e. = R P (também 
J 
denotada por à) e mais ainda ~Rp não é d-ideal e assim temos provado uma das 
implicações do teorema. 
Para mostrar a recíproca seja r1 uma derivação de Rp tal que rl(~Rp) rJ; ~Rp. 
Chame ~ = k[x1, ... ,x.] e como ( ~) ~ = Rp tem-se que rl(x;) = ~; com u;, v; E R e 
V; !Õ ~·Tome v= rr V; e trocando r1 por vrl podemos supor que, para todo i, rl(x;) E ~' 
isto é, podemos supor que r1 é derivação de ~ . Seja (O) = q1 n ... ílqs uma decomposição 
primária minimal de (O) em R. Tome t E N, 1 :::; t:::; s, tal que q; c ~ se i:::; te q; g;, ~ se 
i> t. Afirmamos que J = q! n ... n q, de fato, se X E J tome r !Õ ~ tal que o= rx E q; 
observe que q; é primário, r !Õ ~ e para i :::; t ji[i ç; ~, portanto x E q; para todo i :::; t, isto 
é, Jç;qin· .. nq,. Agora como q,+In .. ·nqsg;,~, tome aEq,+In .. ·nqs e a!Õ ~e 
observe que a.q1 n ... n q, = (O) e portanto q1 n ... n q, c J. 
Considere B = kfX~o ... ,x.] o anel de polinômios a n variáveis sobre k e tome os 
seguintes epimorfismos de anéis, a de B em R tal que a(X1) = x; e ifJ de B em ~ tal que 
1/J(X;) = x1 (na verdade 1/J = 1t o a onde 1t é a projeção canônica de R em ~ ). Agora para 
cada i,:: 1 :::; i:::; s, seja q; ideal de B tal que t/J(q;) = q;. É bastante simples verificar que 
Ker(a) = U = q~ n ... n q~ e que Ker(t/J) = N = q~ n ... n q;. Por outro lado sabemos que r1 é 
derivação de ~ e portanto para cada i,: 1 :::; i:::; n podemos escrever d1(x;) =h; +J onde 
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n 
h, = h,Ç(,, ···,Xn) E B. Defina a derivação í5 de B dada por í5 =L; h, aJ,,. Afirmamos que ,., 
&(!v} c N, de fato, tome g = g(X,, · · · ,Xn) E N, logo: 
O= 1/J(g) = g(I/J(Xd, ···1/J)(Xn)) = g(x1, ···,Xn. Portanto O= d'(g(x1, ···,xn) e então: 
n ~ 
= 1/JQ.:h, ~t (X,,···,Xn)} = 1/J(q(g)). 
0-'>., 
i=l 
Portanto &(g) E N e assim 5 induz a derivação d1, isto é, d1 (x + J) = 5(x) + J. Agora tom<;~ndo 
~~ oide&primO.deBtal.queifJ(&;> 1) = &;>. temosqueo(&;> 1) g;,_&<>' jáqued'(&<>) g; &J. 
Seja a E q;+, n · · · n q; e a .o &;> 1 e considere 5 = a. 5. Afirmamos que o[U) c u, onde 
u = Ker(o), de fato, se x E U tem-se que x E N e 5(x) t N também, mas 
5(x) = aí5(x) E aN ~ U. Finatme~temos que 5 induz uma derivação,D, em t =R, de tal 
forma que D( &<>) g; p, já que 5 ( p 1)) g; &<> 1• E portanto temos o que queríamos . 
• 
O lema que veranos a seguir~ um resultado clássico da teoria das derivações. E I~ "é 
devido a O. Zariski e é usado de maneira fundamental na prova do teorema de 
Seindenberg. 
Lema (Zariski) 2.2.12 : Seja R um anel noetheriano que é completo semi-foca} e 
contem os números racionais.. Seja m o radical de Jacobson de R. Assuma que exista uma 
derivação D de R tal que D(x) é uma ~nidade em R para algum x E m. Então R contém um 
subanel R1 satisfazendo as seguintes propriedades : 
a) D é uma R ,-derivação 
b) Sendo (x) o ideal principal gerado porx, tem-se que R1 "' C~) 
c) a eremento x é anallticamente independente sobre R, ; 
d) R= R1[[x]]. 
Demonstração : Em primeiro lugar desde que a= D(x) E R*, trocando D por a-1D 
podemos assumir que D(x) = 1. 
2 
Agora defina rxD :R_, R por e-xD(r) = r-xD(r) + ~! D2(r) - .... Por R ser-completo em 
relação a topologia m-ádica e x E m temos que e-xD é uma aplicação bem definida já que a 
n . 
sequência de somas parciais Sn(r) = I;H)' D'~t é de Cauchy. A prova de que e-xD é um 
i=O 
endomorfismo do anel R é completamente análoga à feita, de fato parecido, na proposição 
2.2.4. 
25 
Tome R1 como sendo a imagem de e-w, isto é, R 1 = Im{e-XD). Como e-XD é um 
endomorfismo de R já temos que R 1 é um subanel de R. Agora vamos mostrar que D é 
uma R 1-derivação. Dado r1 E R1 = Im(e-iD), então n = e-x0 (r) para algum r E R, ou seja 
o 
r 1 = r-xD(rl + ~~ D 2 (r) - ... e assim temos que: 
x2 r-2 x 2 o D(r1 )=D(r-xD(r)+2!v-(r)-... ) =D(r)-D(xD(r)] +D(2!1Y(r)) - .... 
Mas D(x) = 1 , por hipótese, logo D(r1) = D(r) -D(r) -xD2(r) + xD2(r) + ~~ D 3(r) - ... =-o e 
portanto D é uma Rr-denvação. 
Afirmamos que ker(e-XD) = (x) = ideal principal gerado por x. De fato, dado 
2 
a E ker(e-w), tem-se que e-XD(a) =a -xD(a) + ~! D 2(a) - ... = O, logo temos que 
a= xD(a'}- ~~&{a)+ ... = x.tJ comtJ E R, isto é, ker(e-iD),;;; (r). Por outro lado D(x) = 1 e 
assim e-iD(x) = O e portanto (x) ,;;; ker(e-XD). 
Como R 1 = Im(e-XD) e ker(e-XD) = (x) já temos que R 1 "' <~l. Portanto acabamos de 
mosfrar os ifens a) e c). 
Iniciamos a prova dos outros itens com a seguinte afirmação: se r 1 E R 1 então 
e-XD(r1) = r 1. De fato, pois neste caso r 1 = e-iD(r) = r+xf3 e então e-XD(r1) = e-iD(r), já que 
(x) c ker(e-iD). 
Antes de mostrarmos o item c) vamos provar que x não é um divisor de zero de .R. Seja 
bER tal que x.b=O, logo temos D(x.b)=D(x).b+x.D(b)=b+xD(b)=O, ou seja 
b = -x.D(b). Aplicando D nesta igualdade temos: 
D(b) = D(-x).D(b) -x.D2 (b) = -D(b) -x.D2 (b), OU Sela 2.D(b) = -x.D2 (b), mas Q c R, 
logo D(b) = I .D2(b), aplicando novamente D nesta igualdade temos: 
&(b) = D( I ).D2(b)- ~ .D3 (b) = i D 2(b)- ~ D 3 (b), assim ~ IY(b) =- ~ JY(-b), e 
como Q,;;; R, então D 2(b) =- ~ .D3 (b). Repetindo este processo indutivo muito simples 
concluirmos que D"(b) =- _!_
1 
.D-1(b), para n E N. Agora como b = -x.D(b) e 
n+ 
D"(b) = _ _!_.
1 
.D"~1 (b), então: 
n+ 
b = ~ .D2 (b) = ~. ( -~ .D3 (b)) =-t 3 .D3 (b) = ... = (-1)" ~~ .D"(b), ou seja b -E x".R, 
para todo n, mas nx".R = (O) já que X E me R é noetheliano e portanto b = O. 
Agora sabendo que x não é um divisor de z-ero de R mostraremos qu-e x é 
analiticamente independente sobre R 1 . 
'" Seja L;a,x' =O, onde a, E R1, para todo i. Vamos mostrar que a,= O para todo i, e 
!={) 
assim temos que x é analiticamente independente sobre R1. Aplicando o operador e-XD na 
00 
igualdade L;a,x' = O temos o seguinte: e-XD(a0 ) + e-iD(xf3) = o, onde {3 = L;a,x', agora a 
i=! 
restrição de e-XD em R 1 é a aplicação identidade e ker(e-xD) = (x), logo de nossa última 
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igualdade temos que a0 = o. Portanto temos que x(a1 + a 2.x + ... ) = o, mas sabemos que x 
não é um divisor de zero em R, logo a1 + a2. x + ... = O, e aplicando e-xD nesta igualdade 
vemos, de modo análogo, que a 1 = o, e assim temos que x2(a2 + a3. x + ... ) = O. Repetindo 
este proces.so vemos que a, = o para todo i, e temos o que queríamos. 
Prova do item d); Claro que R1[[x]] c R, pois R é completo (x Em é analiticamente 
independente sobreR1 e 14 c R). 
Agora mostraremos que R ç; Rt [[x]]. Vejamos: 
Como R1 = Im(e-xD) , a restrição de e-xD em R1 é a aplicação identidade, e 
ker(e-xD) = xR , temos que: R = R1 $ xR 
Primeiramente vejamos que dados a E RenE N existem ao,a1, ... ,an, ... E R1 tais que 
" a- L:xiai E xr~:+-1R. 
i=O 
De fato, para n =O, a =ao +xfh ; ao E R1 e {31 E R, implica que a- ao E xR1. Logo já 
escolhemos a 0. 
Agora suponhamos n::: 1 e que já tenhamos escolhido {ao, ai, ... ,a,_I} c R1 tais que 
n--1 
y=a-:Ex'a,Ex"R. Mas x"R=x"(R1$xR)=x"RI$xn+1R, ou seja temos que 
i=O 
n--1 
r E x"R1 $ x"+1R, logo existem a. E R1 e f3n E R tais que r =a- :Ex'a, = x"an + x,.1 f3n, e 
i=O 
n 
assim encontramos an E R1 tal que a-Lx'a, =xn+1 {3. E x""'1R. 
i=O 
00 
Usando o fato de que R é completo temos que a= :Ex' a, , e portanto a E Rt[[x]], e 
i=O 
assim vimos que R ç; R 1 [[x]]. 
E com isso mostramos o lema de Zariski. 
• 
Nosso próximo resultado trata de soluções de um sistema linear em um anel local R, o 
qual é importante para a prova de resultados subsequentes. 
Lema 2.2.13 : Seja R um anel local com ideal maximal m e R seu completamento. Seja 
:EAyZ1 + B, = o um número finito de m equações em um número finito, n de indeterminadas 
z1 com coeficientes em R. Então se o sistema tem uma solução em R , terá também uma 
solução em R. 
Demonstração: Para o caso em que m = I temos a seguinte expressão: 
AnZ1 +A 12Zz + ... +AtnZn +B1 =O, onde Au, ... ,AJn,BI E R, que por hipótese tem solução 
em R, ou seja existem ZJ, ... ,znER, tais que Auzi+A12z2+ ... +A,nzn=-BI ER, e o 
resultado segue do fato de que para todo ideal J de R ternos RJ n R = J. Pois tomando o 
ideal J de R que é gerado por A 11 , ••• ,A 1n , então A 11z1 +A 12z2 + ... +A 1nzn E. RJ e 
A11z1 +A 12z2 + ... +AinZn = -B1 E R, e portanto existem Z1,···,zn E A tais que 
A11z1 +Anzz + ... +A1nZn = -B1 E J. E assim temos o que queríamos. 
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Vejamos agora o caso em que m > 1. Neste caso introduzir-emos uma indeterminada u, 
para cada equação (onde i = 1, ... ,m), e consideraremos a seguinte equação: 
n ( m ) m (*) tt ttA".U' Z1 + ~B,.U, =O. Consideremos agora no anetR[U1, ••• ,Um] o ideal primo 
p = (m,U1, ••• ,Um). Tomando o anel local B = R[U" ... .Um]p tem-se que k c ÊJ. Logo a 
equação ( *) tem soh 1ção em ÊJ, pois por hipótese a equação ( *) tem solução em k, e assim 
tem uma ~o"1ção em B. SeOOo g~, .•. ,g" .uma soJuç..ão de (*), ~ escrever 
g1 = ':; +.... , onde h;0 + ... ,do+ ... E R[U1, ••• ,Um], h;0,d0 E R, do ~ m, isto é, do E R* e os o+ ... 
termos omitidos estão em R[U1, ••. ,Um]. (U1, ••• ,Um). Então teremos que: 
I:(EAif.U,)(hfo + ... ) + EB,.Ut(do + ... ) =o. Tomando os termos lineares apenas temos 
que: (* *) 'EC'EAij.U,).h1o + 'ECB,.Ut).do =o, e assim se para cada) fiZermos u, = i5if em 
( * *) ( i5 if é o i5 de Kronecl<er) vamos ter que ;:: , onde j = 1, ... , n , é uma solução do 
sistema original equações com queríamos . 
• 
Com este resultado podemos obter o seguinte teorema que diz respeito a 
diferenciabilidadede mRm, onde R= k(xh··· ,xn] em é um ideal primo em R. 
Teorema 2.2.14 : Sejam R = k[x1, ... ,xn] uma k -álgebra finitamente gerada sobre o 
corpo k, m um ideal primo em R e Rm o completamento de Rm. Se mRm é diferencial (para 
qualquer família de derivações de Rm), enttío Rm.m também é diferencial (para a extenstío 
da família de derivações de Rm). 
Demonstração : Suponha que exista uma derivação D de Rm tal que D(m) ~ m.Rm . 
Seja n = {s 1 sE R e sx =o para algum x E R\ m}. Então, como já vimos na prova do 
teorema 2.2.11, Rm = ( k~]) .m.. , e assim podemos assumir n =o. Se a Em, com 
n 
d(a) ~ m.Rm, podemos supor a= x1 e, mudando D se necessário, que D(x1) = 1. Seja 
k(r] = ki{l, onde k(X] = k[X" ... ,Xn], e sejam A ... ,f, uma base para o ideal I. Sendo 
n ~ 
D = ~?'· ôt uma derivação de k[X1, ... ,Xn], temos que D induz uma derivação D de 
k[X'1 • I· ,Xn] , onde D(g) = D(g +I) = D(g) +I ; quando D(J) r;;; I. Então temos que toda 
solução em L do sistema I: g~ . Z1 = o nos dará uma k-derivação de L. Agora este 
J 
sistema I: g~ .x/ =o tem uma solução em Rm com D(x1) = 1, o lema 2.2.13 nos diz que 
J 
este sistema tem uma solução em Rm com D(x1 ) = 1, e está provado o teorema . 
• 
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Como consequência <leste teorema obtemos um resultado que requer a seguinte 
definição: 
Definiçao 2.2.15 : Seja R o anel de coordenadas de uma variedade afim v sobre um 
corpo de k de caracterfsüca zero , e seja rP um ideal primo não diferenciável de R. Pelo 
lema de Zariski Rp é da forma R.,[[tJ]. Dizemos que v é analiticamente um produto em 
U = V(p) qw&crsubvariedade de v determinada por fp, se Rp é da forma R.,[[t], onde 
.R, é um anetlocatcompleto rom-dímR1 · = dimk- I. 
Agora sim podemos enunciar o corolário que é muito importante para demonstrarmos o 
desejado teorema 2.2.17. 
Corolário 2.2.16 : Seja R um anel de coordenadas de uma variedade afim irredutível v 
sobre um corpo k de característica zero. Seja u uma subvariedade irredutível de v sobre k. 
Então v é analiücamente um produto sobre u se, e somente se, o ideal de u em R não é 
diferencial. 
Demonstraçao :Tome rP o ideal primo de R que determina U. 
=::}) Sabemos· que v é analiticamente um produto sobre u , ou seja, R r.> é da forma 
R1 [[u]J . A derivação D = ~ é tal que D(a) =O , a E R.,, e D(u) = 1. O fato de u ser ou 
analiticamente independente sobre R1 nos garante que u não é urna unidade em Rp, logo 
u E fp.Rp e, como D(u) =I, temos que m.Rm não é diferencial. Assim o teorema anterior 
nos garante que rP. R r.> também não é diferencial. Portanto pelo teorema 2.2.11 temos que 
rP não é diferencial. 
<=) Sabemos que o ideal rP de não é diferencial. Assim fpRp não é. Agora o lema de 
Zariski nos diz que R., =.R, [[u]] com u analiticamente independente sobre o anel .R,, e 
temos o que queríamos . 
• 
Feitas todas estas preparações encerramos esta seção enunciando e demonstrando o 
resultado de Seidenberg que falamos no início deste capítulo. 
Teorema 2.2.17: Sejam R = k[x1, ••• ,xn] uma k-álgebra finitamente gerada sobre o 
corpo k e rP um ideal primo não mínima/ em R tal que R r.> é regular. Então rP não é 
diferencial. 
Demonstraçao : Suponha primeiro que R= k[x1, •.• ,xn] é o anel de uma variedade 
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irredutível V sobre k , então temos que U = V( p) é uma subvariedade de v. Como p é um 
ideal primo não minimal, temos que o ht( p) ?. l. Mas ,evidentemente, R P contém um 
corpo, e assim a proposição 1.3.6 no garante que Rp "'K{[x1, ... ,x.]] , onde K é o corpo de 
resíduos Rp e n?. I. Portanto temos que V é analiticamente um produto sobre U = V( p) e, 
pelo corolário anterior p não é diferencial, e temos o que queríamos. 
No caso em que V não é irredutível fazemos o seguinte: tomamos um primo associado 
minimal, f.]1, de (O) em R, de tal forma que p 1 c p e trocamos R por R = .~ e reduzimos 
ao caso anterior, já que, pelo teorema 2.2.8, p 1 é D-ideal qualquer que seja a derivação de 
R . 
• 
Concluímos o parágrafo apresentando o resultado que caracteriza o fato de uma 
k-álgebra finita R ser regular em termos de suas derivações. 
Corolário 2.2.18: Seja R um domínio que é uma k-álgebra finitamente gerada sobre o 
corpo k. Então: R é regular se e somente se R é simples. 
Demonstração : ~) Seja p um ideal primo não nulo de R. Por hipótese tem-se que 
Rp é regular e assim o teorema anterior nos garante que pRp não é diferencial. Agora 
usando o teorema 2.2.11 tem-se que p não é diferencial, logo, pelo teorema 2.2.8, R é 
simples. 
=) Seja p um ideal primo não nulo de R. Por hipótese tem-se que pRp não é 
diferencial e assim, pelo corolário 2.2.16, Rp é regular e então Rp também é (teorema 
1.3.3) . 
• 
2.3 Derivações em Anéis Regulares Locais de Tipo 
Finitamente Gerados 
Nesta seção apresentaremos um resultado demostrado por R. Hart, em [4]. Este 
resultado é para o caso em que R = k[x1, ... ,x.] é o anel de coordenadas de uma variedade 
irredutível V e m é o ideal maximal de um ponto regular de V é mais geral que o resultado 
de Seidenberg (teorema 2.2.17), pois ele diz que Rm é d-simples para alguma derivação, d, 
deRm 
Antes de vermos este resultado vejamos o seguinte. 
Seja K um corpo de característica zero , e K{[t]] o anel série de potência. Dado um 
elemento z em K{[t]] diferente da unidade definimos Iog(! +z) pela seguinte série de 
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potências : log(l + z) = z - ~ z2 + ~ z3 -. . • . Sejam {31, fh... elementos não nulos de K, e 
coloquemos, indutivamente, C1 = t , ~H = log(l + f3,C,). Dessa forma temos o seguinte 
lema: 
Lema 2.3.1 As séries de potência C1,fz,C3, ... são algebricamente independentes 
sobreK. 
Demonstração : Sejam Lo = K, e L, = K(f1, fz, ... ,C,) para i 2: I. 
Assim para provarmos o que queremos basta mostrarmos que, para todo i, e,+1 não é 
algébrico sobre L,= K(C1,fz, ... ,C,), pois sabemos que c,+1 é algébrico sobre 
L,= K(í 1,Cz, ... ,f,) se, e somente se, {C1,h, ... ,!,,C,+l} não é algebricamente independente 
sobre K. 
Então vejamos que c,+1 não é algébrico sobre L,= K(r1,fz, ... ,11), para todo i. 
Para)::; i, supomos, por indução, que c1 não seja algébrico sobre Lf-1· Isso claramente 
é válido para i = 1, pois r1 = t não é algébrico sobre Lo = K. 
Se r,+l E L, , temos quej(v1,fz, ... ,f,Ht+l = g(CJ,fz, ... ,f,), onde f e g são polinômios. 
Derivando esta igualdade com respeito a t temos : 
' ôf I 
Lg. ôy . YI·Y2·. ·YJ-l 
j-1 1 
YJ.t. ... y, = D::. Yl·Y/.·YJ-1 
j=l J 
(eq.1) 
onde . _ I +fJA YJ- f3J. 
Por nossa hipótese de indução sabemos que f1,C 2, ... ,f1 são algebricamente 
independentes, logo Y1 ,yz, ... ,y, também são algebricamente independentes. 
Podemos escrever a ( eq.1) da seguinte maneira : 
.f i ô i ôf 
Yt = LYJ·Yj+l· . .YH.f f. - LYJ·YJ+l·. ·Yt-1·g. ~ 
j-1 V.Y; _F! Y; 
Assim vemos que y, divide f no anel de polinômios K[yi.yz, ... ,y,]. 
Podemos supor que y, não divide g, ou, caso contrário, que f= g =o. 
i 
Agoray, divide.f, logoy, divide LYJ·YJ+l···Yt-1·g. ~f . 
. 1 GYJ 
.F 
Para)* i , temos que y, divide ~f, pois y, divide f, e portanto y, divide o termo g. ::, 
GY; • ; 
e comoy, não divide g, temos quey, divide ~f, e assimy7 divide f 
OYJ 
Repetindo o processo temos que yf divide f , yj divide f, e assim por diante. Isso 
significa que f= o, ou seja, vimos que não existe f não nula tal que 
.fí.C1,fz, ... ,C,) .ft+1 = g(l!1,fz, ... ,f,). 
E portanto e,+! não pertence a L,. 
Se c,+1 é algébrico sobre L, , seja n minimal tal que : 
C7+1 +an-1CJ::i + ... +aJÍt+l +ao= O, onde a, EL,, r= O,l, ... ,n-1. 
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Derivando esta equação temos : 
,~1 ( nf3,c; , ) , _ 0 't+l 1 + f3,C, +a,_l + ... +ao -
Como os coeficientes dessa equação estão em L; e n foi tomado minimal temos que: 
nf3;f; , ! _ O · · I' . 1 _ n{3;f; _ d 
1 + f3,v, -r an-1 - , e 1sso 1mp 1ca que . --an-1 - 1 + f3,C, - n .• ,.1 
Logo --a;,_1 difere de n. v,.l por mais de um elemento de K, pois eles têm derivaóas 
iguais. Assim c,~1 E L,, que é um absurdo pelo que vimos anteriormente. 
Portanto f,.I não é algébrico sobre L,, e assim temos que f,,02,f3,... são 
algebricamente independentes sobre K. 
• 
Agora, para finalizarmos esta seção, vejamos o resultado obtido por Hart, em [4], que é 
o seguinte. 
Teorema 2.3.2 : Seja R um anel local em um ponto simples de uma variedade 
irredutível sobre um corpo k de característica zero. Então existe uma k-derivação d : R .... R 
tal que nenhum ideal próprio em R é um d-ideal. 
Demonstração: Sabemos que R é do tipo R = Sm , onde s = k(x~, ... ,xn] é o anel de 
coordenadas da variedade irredutível V e m é o ideal maximal de s correspondente ao 
ponto tomado. 
Seja r = dim(R) = dim(S) , assim podemos supor que x 1, ... ,xr são algebricamente 
independentes, ou seja, R é algébrico sobre k(x1, ... ,xrJ. Sejam K o corpo isomorfo a 1iR_ 
e y, = x, -a,, com a 1, ... ,ar E K. Assim pelo teorema 1.3.5 temos que o completamente R 
deR temaformaK[[yt,---,Yr]]. 
Se a, E k , para todo i ,então podemos substituir x, por x,- a, e assumir a, = O. Em 
particular podemos assumir a, * -1 , para todo i . 
Sejam 01 = t , o,+l = log(l + f3,C,) se i :::: 1 ,onde f3, = 1 
1 , e definamos o 
+a, 
homomorfismo contínuo f: R .... K[[t]] dado por fiy,) =o,. 
Como , pelo lema anterior , dim j(R) ?: r, então temos que dim j(R) = r. Por R ser um 
domínio então temos que R n keif =o ou dim R nRkeif <r. Masf(R) é isomorfo a R nRkeif 
logo devemos ter R n keif = o. 
Agora vamos definir uma K-derivação da seguinte maneira: 
d:R--R, onded(yJ)=1 ed(yi+J)= (1 }/;-)· .. êf~/3n = (1 ) 1 (1 ) + 1 t ... · t t +Xt ... +Xr 
Assim d leva k[x1, ... ,xr] em R. Seja Zum elemento de R , como R é algébrico sobre 
k(x1, ... ,xr] então z é algébrico sobre k[x1, ... ,xr] , e assim dZ pertence ao corpo quociente 
de R, e portanto dZ também pertence a R . E assim dZ E R , ou seja , temos que dR c R. 
Como vimos anteriormente R é isomorfo a uma subalgebra fR de K[[t]], e nesse 
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isomorfismo elementos diferentes da unidade são levados em elementos diferentes da 
unidade. Agora do fato que : 
a~,+l = CfJI··· ... fJ,) e ac1 = 1 
ôt (1 + fJICt) ... (1 + [J,t,) OI 
a derivação induzida por d em fR é a própria ~ . Mas temos que dado um elemento 
ot 
não nulo de KI[t]] ele é levado por alguma potência de ~ em uma unidade, e portanto 
ot 
temos que algumas potências de d levam elementos não nulos de R em uma unidade, ou 




Derivações Simples em Anéis Polinomiais 
Este é o último capítulo deste trabalho, nele vamos apresentar exemplos de derivações 
d de um anel de polinômios que o tomam d-simples. Iniciamos com o exemplo que A. 
Shamsuddin apresentou em 1977 (veja [12]). Exemplos de derivações d que tomam um 
anel local obtido a partir do anel de polinômios eram conhecidos, mas os exemplos de 
Shamsuddin foram os primeiros de caráter global que aparecem na literatura. A partir 
destes exemplos e da relação entre eles e os ideais maximais á esquerda da álgebra de 
Weyl (veja [1}) passou-se a procurar outros exemplos de grau maior, já que as derivações 
apresentadas por Shamsuddin são de grau 1. 
Seguindo esta linha apresentaremos no parágrafo 2 deste capítulo outros exemplos 
devido a A. Maciejewski, J. Moulin-OIIagnier e A. Nowicki que foram obtidos em 2001 (veja 
[9]). 
Na verdade este capítulo será dividido em duas seções, na primeira vamos introduzir 
conceitos a dar alguns resultados a respeito de simplicidade. O principal resultado que 
aparece na seção será o de Shamsuddin e a partir dele apresentaremos exemplos 
explícitos da deffilações qua tornam o anel de polinômios d-simples. Na segunda seção 
estudaremos os polinômios de Darboux e a partir deles as derivações de A. Maciejewski , 
J. Moulin--OIIagnier e A Nowickf, D.r, e-concluiremos com outros exemplos de derivações 
que tomam o anel de polinômios d-simples. 
3.1 Derivações de Shamsuddin 
Nesta seção introduziremos os primeiros resultados com respeito a simplicidade de 
derivações.. a iniciamos com a seguinte definição que é mais específica que a definição 
2.2.1: 
Definição 3.1.1 : Seja d uma k-derivação de um anel R , dizemos que d é simples ou 
que R é d-simples, se R não possui d-ideais além do o e do próprio R. 
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Agora estamos prontos para falar sobre o teorema de Shamsuddin. Tal teorema será 
importante no desenvolvimento deste capítulo, pois será utilizado na prova de vários outros 
resultados e também na apresentação de exemplos concretos. 
Teorema 3.1.2 (Shamsuddin) : Seja R um anel contendo o corpo dos números 
racionais e seja d uma derivação simples de R. Estendendo d a uma derivação 15 do anel 
polinomial R[t] tal que 15(t) = at + b , onde a, b E R. Então as seguintes condições são 
equivalentes.. 
(i) 15 é simples; 
(ii) Não existe r em R tal que d(r) = ar+ b. 
Demonstração : (i) = (ii) Suponhamos que existe um r E R tal que d(r) = ar+ b. 
Portanto sa provarmos que (t- r) é um 15-ideal teremos um absurdo, pois (t- r) * R , 
(t- r) * o e 15 é simples. Assim provemos que (t- r) é de fato um 15-ideal. 
Dado x = y(t- r) , com y e R. Temos que: 
15(x) = 15(y(t- r)) = y(l5(t)- 15(r)) + d(y)(t- r) 
= y(at + b- (ar+ b)) +d(y)(t- r) 
= (y. a+ d(y))(t- r), 
e portanto temos que 15(x) E (t- r), ou seja, J((t- r)) c (t- r) , e portanto (t- r) é um 
15-ideal. 
(ii) = (i) Suponhamos por absurdo que existe um 15-ideal I não nulo de R[t] tal que 
I* R[t]. Então I nR é um d-ideal de R e assim, como d é simples, In R = o , pois 1 ;; I. 
Agora seja n = min{deg(f);O *f E I}, e seja a(J) ={O} U {r E R ;existe JE I ,deg(f) = n 
, c1 = r} Ol'ldac1 denota o coeficientalíder do polinôrninj, como In R = o é claro que n ::: 1. 
Agora vejamos·que a(l) é um-ideat de R. 
De fatq tome r E a(l) e considere f E I tal que deg(f) = n e c1 = r. Suponhamos que 
d(r) * O e seja g = 15(/)- naf Então g E I , deg(g) = n e c8 = d(r), pois 15(t) = at + b. Logo 
d(r) E a(J) a. assim temos que a(l) é um d-ideal de R. 
Como d é simples e a(l) * o, então a(l) =R. Assim existe um polinômio mônico f E I tal 
que deg(f)-=n, Seja-j=t."+-r,_1t"-1 +. .. +r1t+r&, onde r 0 , ... ,r,...1 ER. Considerando 
g = 15(/)- naf , então g E I e g = stn-1 + s,_2t"-2 + ... +s1t + s0 , onde s0 , ... ,s,...2 E R e 
s = nb + d(r ,...1 ) -ar ,...1. Agora da minimalidade de n temos que s = O, ou seja, d(r) = ar+ b, 
onde r= -n-1r,_1 , que contradiz nossa hipótese que diz não existir r em R tal que 
d(r) =ar+ b. Logo devemos ter I= R[t], e assim mostramos que 5 é simples . 
• 
A partir do teorema de Shamsuddin vamos fazer um breve estudo de uma família de 
k-derivação do anel de polinômios k[x,y]. Começamos com a seguinte definição: 
Definição 3.1.3: Dados o anel de polinômios k[x] com k sendo um corpo e a,b em k[x]. 
Denotaremos ROr Da,1o a k-d.erivação do anel de polinômios k[x,y] definida por: Da,b(x) = 1 e 
Da.b(y) = ay+b. 
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O primeiro resultado com respeito a tal família de derivações é o seguinte: 
Proposição 3.1.4: Sejam a,b E k(x]. Então Da,b não é simples se, e somente se, existe 
f E k[ x] tal que jl = af + b , onde j denota a derivada usual de f 
Demonstração : Primeiro note que a restrição de Da,b a k[x] é ~ . Agora basta 
ex 
observar que a proposição acima é a negação do teorema de Shamsuddin tomando 
R= k[x], t = y e d = ~ . 
ex 
• 
A seguir damos algumas propriedades das derivações do tipo Da,b· 
Proposição 3.1.5 : Sejam a,b E k[x]. Então: 
1) Da,o não é simples; 
2) Do,b não é simples; 
3) Se a* O, b *O e deg(b) < deg(a), então Da,b é simples; 
4) Se a* o, b *O, deg(b) = deg(a) e Da,b é não simples então b = ya, onde r E k\{0}; 
5) Se D a,b e D a,c não são simples, então D a,lhac não é simples, onde a está em k. 
Demonstração : Os itens 1) e 2) são consequências imediatas da proposição anterior 
tomando f= o em 1) e f= bx em 2). 
Para 3) suponha que Da,b não é simples, assim, pela proposição 3.1.4, sabemos que 
existe f em k[x] tal que j = af+ b. Como b *o tem-se que f* O e assim temos a 
contradição, deg(l)- 1 = deg(tl) = deg(a) + deg(l) 2: deg(l). 
Para 4) sabemos que deg(a) = deg(b) e que Da,b não é simples. Pela proposição 3.1 .4 
temos que existe o *f em k(x] tal que jl = af + b. Agora O * jl não pode acontecer pois 
neste caso deg(l) > deg(tl) e a * o. Portanto f= -'i E k\{0} , então jl = O e temos 
o = -'la+ b , ou seja, b = ya. 
Na verdade 4) é consequência imediata da proposição 3.1.4 e do fato de que ~ é 
ex 
k-linear. 
A prova de 5) segue do fato de que (ji + af2 )1 = j,r + aN ,onde j,, f2 são polinômios de 
k(x], e da proposição 3. 1.4 . 
• 
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A proposição anterior nos dá condições de apresentar alguns exemplos de derivações 
simples, a saber. 
Exemplo 3.1.6 : A k-derívação d do anel de polinômios k[x,y] dada por d(x) = 1 e 
d(y) = xy + 1 é uma k-derívação simples de k[x,y]. 
De fato, basta observar que deg(x) = 1 > deg(l) = o e usar a proposição 3.1.5 (item 3) 
Exemplo 3.1.7 : A k-derívação d do anel de polinômios k[x,y] dada por d(x) = 1 e 
d(y) = (x2 + x)y + x2 é uma k-derívação simples de k[x,y]. 
De fato , aqui temos que a = x2 + x e b = x2 , ou seja é uma derivação do tipo D cx'+xJ.x' e 
deg(a) = deg(b). Assim pela proposição 3.1.5 (item 4} se tal derivação não fosse simples 
então teríamos que b = ra, para algum r E k\{0}, o que evidentemente não acontece. 
A proposição abaixo fornece mais um critério para decidir quando uma derivação do 
tipo Da,b é simples. 
Proposição 3.1.8: Sejam a,b E k[x] com a* o. Assuma que b = ca +r, onde c, r E k[x] 
e deg(r) < deg(a). EntãoDa,b não é simples se, e somente se, Da,(d+rl não é simples. 
Demonstração : Para fazermos a prova utilizaremos o seguinte argumento: 
(*) Dado u E k[x] podemos escrever ui da seguinte forma: 
ui =ui +au -au = au +(ui -au) , e assim pela proposição 3.1.4, f= u e b =ui -au temos 
que D a.cur-au) não é simples. 
Sabendo. disso vejamos a prova da proposição. 
=>)Sabemos que Da,b não é simples , como, por hipótese, b = ca +r então temos que 
Da.(ca+r) não é simples e pelo que vimos em (*) também temos que Da.Cd-cal não é 
simples.Logo pela proposição 3.1.5 (item 5) temos que Da,(ca+r+&-ca) não é simples, ou seja 
D a.Cc'+r) não é simples. 
=) Sabemos que D a.(d+r) não é simples e que b = ca +r. Por ( *) temos que D a.Cc'-cal não 
é simples, logo pela proposição 3.1.5 (item 5} temos que Da.cca-d) não é simples, e pelo 
item1 da mesma proposição temos que Da,(cl+r+ca-cl) não é simples , ou seja, Da.cca+r) = Da,b 
não é simples . 
• 
A partir do critério dado na proposição exibimos mais um exemplo de derivação 
simples. 
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Exempkl 3..1.9 : A derivação Da,& com a = x3 + 1 e b = x 8 + 3x5 + 1 é uma derivação 
simples de kfx,y], 
De fato , suponhamos que a derivação Da,b não seja simples. Sabemos que 
b = x8 + 3x5 + 1 = (x5 + 2x2 )(x3 + 1) + (-2x2 + 1) = ca +r , onde é claro c= x5 +2x2 , 
a = x 3 + 1 e r ~ -2x2 + L Peia proposição 3, tB temos que D a,(cf~r) nãCl é simples , onde 
c'+ r= 5x4 - 2x2 +4x+ 1 . Agora escrevendo b1 = ct +r= c 1a+r1 , onde c 1 = 5x e 
r 1 = -2x2 - x + 1, tem-se pela mesma proposição 3.1 .8 que D a,Cct'+r,J não é simples. Agora 
considerando lrz = c 1' +-r1 = -2x2 -x + 6, obtem-se que Dah não- é simples. E portanto 
Da.b: não é simples com deg(a) > deg(bz) e b2 *o o que contradiz o item 3 da proposição 
3.1 ,5, Logo Da,b com a = x 3 + 1 e b = x8 + 3x5 +I é simples. 
O algoritmo de Euclides para o anel de polinômios kfx], k corpo, nos dá o seguinte 
resultado. 
Proposição 3.1.10: Seja a E k[x], a* o. Então para todo b E k[x] existe único c E kfx] 
com c= o ou deg(c) < deg(a) e tal que Da,(~>-cJ não é deriV,ação simples do anel de 
polinômios k[x], 
Demonstração: Dado b E k[x] temos a seguinte sequência (*)de igualdades: 
b = u 1a +r, 
u,'=uza+rz 
Un-11 = Una+rn 
Uni = O.a + rn...,..J, 
onde r 1, ... ,r,..1,u1, .. ,un E kfx] e, para cada i, r,= O ou deg(r,) < deg(a). 
Tomando c= r1 +._.+r.+L tem-se deg(c) < deg(a).O que vamos provar agora é que 
D aJ~>-c) não é simples. 
Sabemos q__ue b- c= u 1a + r 1 - (r1 + . . +rn+t) = u 1a- r2 - ... - r,.1 . Mas da sequência 
(*)temos que para todo i, 2:; i::; n, r,= u1_11- u,a e rn+I = u.t. 
Logo b-c = u,a-u,l+u2a-uzi+u3a+ ... -un-1'+una-un' 
= (u 1 +. .. +un).a-(u11+. .. +unl) 
ou sejab-c = qa+r, ondeq = (u1 + ... +un) e r= -(u1t+ ... +un1). 
Assim pela proposição 3. 1.8 temos que Da.c~>-cJ não é simples se, e somente se, Da,(ql+r) 
não é simples. Mas q' +r= u11 +. .. +uni- (u11 + ... +uni) =o , e como vimos na proposição 
3.1.5 (item 1) Da,o não é simples, ou seja, Da.(ql+rJ não é simples e assim Da.c&-cJ não é 
simples. 
Agora vejamos a unicidade de tal c. 
Suponha que c,,cz E k[x] tais que ambos satisfazem as condições da proposição. 
Então pela proposição 3.1.5 (item1) Da.c~>-c,-b+c,) = Da.cc,-c,) não é simples, mas se 




O teorema que vem a seguir apresenta uma k-derivação que generaliza, para o anel de 
polinômios k[x1, ... ,xn], derivações do tipo Da,b e dá condições para que tal derivação seja 
simples. 
n 
Teorema 3.1.11 : Se k é um corpo, d = 
0
° + L:,ca,x, + b,) ~. é a k-derivação do anel 
XI _ UX1 
r-2 
de polinômios k[x1, ... ,xn] e para todo i = 2, ... ,nas condições abaixo são satisfeitas 
1) a,,b, E k(x1, ... ,x,_I]; 
2)b1 *0; 
3) degx,~, (a,) 2: 1; 
4) degxH (b,) < degx;_, (a,). 
Então d é simples. 
Demonstração : A prova será feita por indução sobre n. 
Se n = 1 , então d = 
8
8 , e portanto simples. 
X! 
Para n > 1 assumimos que d' = d [R, onde R= k[x1, ... ,xn-d, seja uma k-derivação 
simples. 
Suponhamos que exista f E k(x1, ... ,xa-d tal que dt(j) = aJ+bn , ou seja neste caso 
temos: 
af (O!) (af) -8 +(a2x2+b2) -a +. .. +(aa-!Xn-t+bn-1) -~- =aJ+bn. X! X2 OXn-1 
Agora como dl é simples e, por hipótese, bn * O tem-se f* o. Consideres = degx~, (j). 
8f.J_ (O!) (8f) O grau em xn-, de -a . (a2xz + b2) ..,--- +. .. + (an-!Xn-1 + bn-d -,- claramente 
X1 UX2 UXn-1 
não é maior que s, mas o de a,f+bn é maior que s, pois, por hipótese, degx~,(aa) 2: 1, e 
tem-se uma contradição. Portanto não existe tal f e desde que dt é simples, segue pelo 
teorema de Shamsuddin que d é simples . 
• 
Para encerrarmos esta seção utilizaremos o teorema acima para conseguirmos as 
primeiras derivações simples em anéis a n variáveis. 
Exemplo 3.1.12: As k-derivações de k[x1, ... ,xa] d1 e dz definidas por: 
d!(XJ) = 1 
dz(xJ) = 1 
d1 (x2) = x 1x 2 + 1 
d2(X2) = XtX2 +] 
d1 (X3) = X2X3 + 1 
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d1 (Xn) = Xn-1Xn + 1 
dz(Xn) = X~-1Xn + 1 
são simples. 
Se constata facilmente que as duas derivações satisfazem todas as condições do 
teorema 3.1.11. 
3.2 Derivações simples e quadráticas 
do anel de polinômios k[x,y] 
Neste paragráfo vamos trabalhar com derivações quadráticas do anel de polinômios 
k[x,y] com d(x) = 1 e d(y) = y 2 +a(x).y +b(x) ; a(x),b(x) E k[x]. A idéia aqui, como no caso 
de Shamsuddin, é dar condições sobre a(x),b(x) para que d seja simples. Isto foi feito por 
A. Maciejewski, J. Moulín-OIIagnier e A. Nowicki em [9] e é precisamente a parte central 
deste artigo que apresentaremos no presente paragráfo. 
Começamos com a definição de polinômios de Darboux que estão relacionados com 
soluções algébricas de certas equações diferenciais. 
Definição 3.2.1 : Sejam k um corpo e K= {x1. ... ,xn} um conjunto de variáveis sobre k,f 
em k[KJ e d uma k-derivação de k[KJ, dizemos que f é um polinômio de Darboux de d se 
f " k e d(j) = h .f, para algum h em k[KJ. Neste caso dizemos que h é autovalor associado 
a f 
Proposição 3.2.2 : Se f E k[KJ é um polinômio de Darboux de d , então todos os 
fatores irredutíveis de f também são polinômios de Darboux de d. 
Demonstração: Escreva f= .trh'- .... }';;' , onde para i= 1, ... ,n temos que r, E 'N e fi é 
irredutível em k[KJ. Sendo f um polinômio de Darboux de d, então d(j) = h.f para algum 
n 
h E k[KJ, mas d(j) = 'f:.r,.d(j,).fi.'- .... .t;'-1 ... . .fn" = h.j, e mais/;' divide h.j, ou seja.t;' divide 
i=l 
n 
'f:.r,.d(j;).fi.' . .... .t;'-1 ... . .fn", como .t;' divide cada termo, então temos que .t;' divide 
1=1 
r1.d(j;).fi.' ..... .t;'-1 .... f,•. Mas fi é irredutível para todo i= l, ... ,n, então/;' divide 
r,.d(j;)f'-1 , logo fi divide d(j;), O'..J seja d(j;) = h,.fi, e temos o que queríamos . 
• 
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Para o caso de duas variáveis a não existência de polinômios de Darboux caracteriza o 
fato de certas derivações serem simples, para ser mais preciso: 
Proposi:ção 3.2.3 :_Se k é corpo e d: k[x,y] .... k[x,y] é uma derivação do anel de 
polínOmios tal que d(x) = 1 , então d é simples se , e somente se, d não tem polinOmiQ de 
Darboux. 
Demonstração : Iniciamos supondo que d é simples , ou seja que não existe um ideal 
próprio Jtal que d(l) cl, logo d não tem polinômio de Darboux, pois se existe f E k[x,y] , 
f liô k, tal que d(j) = h.f, para algum h E k[x,y] então o ideal gerado por f, isto é, o ideal (j) 
que é próprio , poisf liô k , seria um d-ídeal , pois d(j) c (j) , que é uma contradição pois d é 
sirT)ples. 
Agora supomos que d não tem polinômio de Darboux. Pela proposição 222 podemos, 
se necessário, estender a derivação d para k[x,y], onde k é o fêcho algébrico de k, e 
assim podemos supor de início de que k é algebricamente fechado. 
Vamos supor que d não seja simples e vamos chegar a uma contradição. Como 4 não 
simples pelo teorema 2.2.8 existe um d-ídeal próprio primo P de k[x,y]. 
Se P é maximal , então pelo teorema dos zeros de Hilbert, já ""ue k é .algebricamente 
fechado, temos que. P = (x-a , y- b) , para certos a,b E k. Mas 1 = d(x- a) E d(P) c P , 
que é uma contradição pois Pé um ideal próprio. Logo temos que a altura de Pé iguaLa 1 
e portanto P é um d-ideal próprio principal , ou seja P = (F), e assim F é um polinômio de 
Darboux de d , que contradiz nossa tese. E então concluímos que d tem que ser Simples . 
• 
Dados o corpo k e o corpo de funções racionais k(x) de k[x], denotaremos o fecho 
algébrico de k(x) por k(x). A única extensão da derivação J:. : k(x) _. k(x) será denotada 
por r : k(x) -+ k(x). 
Agora vamos apresentar duas proposições que servirão de base para obtermos um 
resultado (teorema 3.2.6) que relaciona polinômios de Darboux de derivações de k[x,y] 
com soluções algébricas de equações diferenciais de primeira ordem com coeficientes em 
k(x). 
Proposição 3.2.4 : Seja duma derivação de k[x,y], com d(x) = P(x,y) e d(y) = Q(x,y). 
Se F E k[x,y] = k[x][y] é um polinOmio de Darboux. irredutfvel de d com degyF 2: 1 , entt.lo 
existe um r E k(x) tal que P(x,r).rl = Q(x,r) e F(x,r) =O. 
Demonstração : Como degyF 2: 1 , F tem raiz r no corpo algebricamente fechado kfx), 
isto é, F(x,r) = O com r E k(x). 
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Derivando F(x, r) = o com respeiro a x temos : ~~ (x, r). l + ~ (x, r). ri = o . 
Agora usando que P(x,y) = d(x), Q(x,y) = d(y) e que d(F) =H. F, obtemos: 
iJ{ (x,y).P(x,y) + ~ (x,y).Q(x,y) = H(x,y).F(x,y) 
Calculando a expressão acima emy =r, e usando que F(x,r) =o, segue a igualdade: 
~F (x,r).P(x,r) + ô
8
F (x,r).O(x,r) =O. 
ax !Y -
é · ti BF ô! (x,r) Mas degyF?::. 1 e F 1rredu vel, logo -;;-(x,r) *o, e portanto Q(x,r) = a;. .P(x,r), 
oy ~~M 
mas como vimos no início, BaiF (x,r).l + ~F (x,r).rl =o, ou seja 
ô! (x,r) 
r1 = "" e assim 
: (x,r) X oy 
temos queQ(x,r) = ri.P(x,r) . 
• 
Na próxima proposição usamos um lema devido a Gauss e em tal lema aparece o 
conceito de conteúdo de um polinômio, assim a seguir apresentamos um breve relato 
sobre tal conceito. 
Seja R um anel fatorial e K seu corpo de frações. Tome a E K , a * o e escreva a = ~ , 
com x,y E R coprimos. Se p é um irredutível em R , então podemos escrever a = p'b , onde 
b E K, r E 1. e p não divide o numerador e o denominador de b. Usando a fatorização 
única de R vemos que r é único, chamaremos tal r de ordem de a em p e denotaremos por 
r= ordpa. Se a =O sua ordem em p será -<XO. 
Sendo f E K[X] um polinômio em uma variállàl então temos .que : 
}{X) = a,.%!'+ ... +a1X +ao 
Se f= o, definimos ordp/como sendo -oo. Se f* o, definimos ordp/ = min ordpa,, onde 
esse mínimo é tomado sobre todos os i: tais que a, * o. 
Definimos o conteúdo de f por : cont(j) = fip=~.r , onde esse produto é tomado sobre 
todo p tal que ordp/ * o. Mais ainda, dizemos que f é primitivo se cont(j) = 1. 
Agora podemos enunciar o lema de Gauss, cuja demonstração pode ser vista em [15] 
(capítulo 1 , lem13 1 ) . 
Lema de Gauss : Sejam R um anel fatorial, e K seu corpo de fraç6es. $fljam 
f,g E K[X], entao cont(fg) = cont(j). cont(g). 
Feitas estas observações vamos a seguinte proposição. 
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Proposição 3.2.5: Sejam duma derivação de k[x,y], d(x) = P(x,y) e d(y) = Q(x,y) . Se 
r é solução em k(x) da equação diferencial P(x,r).rl = Q(x,r) e F E k[x][y] é tal que 
F(x, r) = o e é primitivo mínima/ com esta propriedade, então F é um polin6mio de Darboux 
de d com degyF ~ L 
Demonstração: Claramente degyF ~ 1 , pois F(x,r) =o. 
Definamos H E k[x,y] por: 
H= H(x,y) = d(F(x,y)) = P(x,y). ~F (x,y) + Q(x, y). ~F (x,y) 
ex · ey 
Temos queH(x,r) =o, pois: 
H(x,r) = P(x,r). o/ (x,r) +O(x,r). ~F (x,r) = P(x,r). ~F (x,r) +P(x,r).rl. ~F (x,r) 
ox - ey ox c;y 
= P(x,r). (~F (x,r) +ri. ô[ (x,r)) = P(x,r) ~ (F(x,r)) = P(x,r) ~(O)= O. 
ox uy _ ex ex 
Como F(x,y) é o polinômio minimal de r , então H é múltiplo de F em k(x)[y] , que 
significa que existe A= A(x,y) E k(x)[y] tal que d(F) =H= AF 
Agora sabendo que F(x,y) é primitivo podemos usar o lema de Gauss (com R= k[X] , 
K = k(x) e A, F E k(x)[y] ) para concluir que cont(H) = cont(A) , ou seja o conteúdo de A 
pertence a k[x], pois H E k[x,y]. Portanto A E k[x,y] e assim temos que d(F) = AF, com 
A E k[x,y] , ou seja F é um polinômio de Darboux de d. 
• 
Como consequência imediata destas duas últimas proposições tem-se o seguinte 
teorema. 
Teorema 3.2.6 : Sejam duma detivação de k[x,y] , d(x) = P(x,y) e d(y) = Q(x,y) . Então 
as seguintes condições são equivalentes : 
1) Existe um polín6mio de Darboux F E k[ x,y] de d tal que deg,F ~ 1 ; 
2) Existe um r E k(x), tal que P(x,r) r! = Q(x,r) 
Agora veremos um caso especial do teorema anterior . 
Corolário 3.2.7 : Seja d : k[x,y] -. k[x,y] a detivação definida por : d(x) = 1 e 
d(y) = a(x).y2 + b(x).y + c(x) , onde a(x),b(x),c(x) E k[x] e a(x) *O . Então d tem um 
polín6mio de Darboux F E k[x,y] com deg,F ~ 1 se, e somente se, existe uma função 
algébtica r E k(x) tal que r' = a(x).r2 + b(x).r + c(x). 
Demonstração : Basta observarmos que estamos nas condições do teorema anterior 
com P(x,y) = 1 e Q(x,y) = a(x).y2 + b(x).y + c{x) . 
• 
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Mais adiante vamos ver que o estudo de derivações d, de k(x,y], com d(x) = 1 e 
d(y) = y 2 +a(x).y+b(x) se reduz ao estudo de derivações, de k[x,y], do tipo que definimos 
abaixo. 
Definição 3.2.8 : Para p = p(x) E k[x] , a derivaçt.io !>p de k[x,y] é definida por: 
Ap(x) = 1 e Ap(y) = ),2 - p(x) 
Nossos próximos três resultados serão dedicados a estudar polinômios de Darboux de 
ilp. Observamos que , como ilp(x) = 1, claro que não existem polinômios de Darboux de ilp 
no SUbanel k{x], assim se F é um poünõmio de Darboux de Ap em k[x,y] então deg;Y 2: 1 . 
Assim temos o seguinte caso especial do corolário 3.2.7: 
Corolário 3.2.9 : A derivaçt.io ilp tem um polinômio de Darboux F E k[x,y] com 
deg;Y 2: 1 se, e somente se, existe uma funçfio algébrica r E k(x) tal que r' = r 2 - p. 
Demo~ : Basta observar que estamos nas condições do corolário 3.2.7 com 
a(x) = 1 , b(x) = O e c(x) = -p . 
• 
Os dois resultados que mostraremos a seguir dizem respeito a polinômios de Darbo.ux 
F de flp que são irredutíveis e tais que deg;Y = L Observe que, pela proposição 3.2.2, o 
fato de ser irredutível não é restritível. 
Proposição 3.2.10 : Seja F um polinômio irredut/vel e de Darboux de ilp com 
deg;Y = 1. Tome A E k(x,y] tal que ó.p(F) =A. F. Escrevendo F= u.y+ v, onde u, v E k(x], 
com u * O e mdc(u, v) = 1. Entao: 
1) A = y + s, para algum s E .k[x]; 
2) su +v = ur e sv = vi -pu ; 
3)u11-slu-2sul+s2u-pu =o; 
4} degp = 2 degs (onde ambos podem ser-«>). 
Demonstração : Sabemos que D.p(F) =A. F e que F= uy +v, onde u, v E k[x], logo 
desenvolvendo a igualdade Ap(F) = A F temos que : 
A. (u.y+ v)= ó.p(u.y+v) = ilp(u.y) +ilp(v) = u(y2 -p) +ul.y+vl , assim temos: 
A.(u.y+v) = u.y + ul.y+ vi-p.u (*) 
Da equação (*) conclui-se facilmente que A= y+ s , par~ ~lgum sE k(x] e o ite!)1 (1) 
está provado. Agora tem-se: 
44 
A.(u.y+v) = (y+s).(u.y+v) = u.y2 +(s.u+v).y+s.v (>~< >~<) 
Das equações(>~<) e(*>~<) obtemos a igualdade: 
u.y + (s.u + v).y+ s. v= u.y +ul.y+vl-p.u , identificando os coefiCientes em y desta 
igualdade temos que : s. u +v = ui e s. v = v1- p. u , logo acabamos de provar o item (2). 
Da igualdade s. u +v = ur podemos ver que v = u1 - s. u e substituindo tal v na igualdade 
s.v=vl-p.u teremos que s.(ul-s.u)=(ul-s.u)!-p.u. Daí segue que 
s. u'- s2 u = ull- slu- sul- pu e temos a igualdade do item (3). 
Agora vamos provar o item (4), para isso usaremos novamente as igulactades 
s. u +v = ui e s. v = vi- p. u . 
Em prtmeiro lugar afirmamos que p = o se, e somente se, s = o, isto é, degp = -oo se, e 
somente se, degs = -oo . 
De fato, prtmeiro suponha que p =o. Como, por hipótese, u *o, as igualdades 
s. u + v = ui e s. v = v1 , nos diz que s = o , pois se s * o , então s. v = vr nos diz que v = o , 
e assim teríamos s. u = u' , com s * o e u * o , que é um absurdo já que estamos 
trabalhando com polinômios. 
Agora suponha que s = o, assim as igualdades v = u' e v' = p. u , nos garante que 
p = o , pois se p * o , então substituindo v = u' em vi = p. u , teríamos ull = p. u , com p * o 
e u * o , o que, novamente, nos leva a um absurdo. 
Depois de- analisarmos o caso em que p = o, vejamos agora quando p * o, e portanto 
s * o. Das igualdades s. u + v = ui e s. v = v1 - p. u, temos que: 
degv = degs + degu e degs + degv = degp + degu 
Como u * o , degu pode ser cancelado e portanto temos degp = 2. degs . 
• 
Proposição 3.2.11 :Sejam u e v pertencentes a k[x], com u *o e mdc(u, v)= L Sejam 
F= u.y +v E k[x][y] e r = - ~ E k(x). EntSo as seguintes condições são equivalentes: 
1) F é um polinômio de Darboux de llp ; 
2) ri= r 2 -p. 
Demonstração: (I) => (2) :Sabemos que F é um polinômio de Darboux de llp , assim 
usando a propoSição anterior temos que flp(F) = (y+s).F, para certos e k[x], e mais 
ainda s. u +v = ui e s. v = vr- p. u . Assim multiplicando a primeira igualdade por v , e a 
segunda por u teremos : v.ul-v2 = s.u. v= u. vl-p.u2 , agora usando estas igualdades e 
os fatos , dados por hipótese, que u * o e r = ~ , teremos : 
ri= v.ul-u.vl = v2 -p=rz-p 
uz uz 
(2) => {I) : Sabemos que ri = r2 - p , e como r = - ~ , temos que : 
v. ur;;;. u. vi = ~ - p, agora multiplicando essa igualdade por u2 oonseguimos : 
v. ui- u. vi = v2 - u2p, logo, u. (vi-p. u) = v. (ui- v). Mas, por hipótese, mdc(u, v) = I, assim 
existes E k[x] tal que vl-p.u = s. v e u'- v= s.u. 
Agora vamos calcular llp(F) , vejamos : 
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fip(F) = fip(u.y +v) = ul.y + u. (y2 - p) +vi = u.y2 +(ui- v).y + v.y +(vi-p. u) 
= u.y2 + s. u.y + v.y + s. v= (y + s)(u.y +v) = (y+ s).F 
Assim vimos que F é um polinômio de Darboux de fip, com autovalor (y + s) . 
• 
No nosso estudo sobre a simplicidade da derivação !ir , estaremos interessados nas 
soluções algébricas de equações diferenciais da forma yl = y2 - p(x) , onde p = p(x) é um 
polinômio em k[x], isto é, nas soluções y E k(x) de tal equação diferencial. Equações 
diferenciais dessa forma são denominadas equações diferenciais de Riccati. 
O teorema a seguir nos dirá que as soluções algébricas destes tipos de equações são 
racionais. 
Teorema 3.2.12 : Para p E k[x], com k algebricamente fechadO, a equação yl = y2-p, 
nao tem solução y e k(x)\k(x) . Em outras palavras , as soluções algébricas de yl = y2 - p 
são todas racionais. 
Demonstração: Suponhamos que existay E k(x)\k(x) que seja solução deyl = y2 -p. 
Seja F= y" -at.y,...1 + ... +(-I)"a. o polinômio mônico minimal para y sobre k(x). Este 
polinômio pertence a k(x)[y] , e seu grau n é no mínimo 2. 
Agora seja K o corpo de raízes de F sobre k(x) e sejam y1, ••• ,y. , as n raízes distintas 
de F em K . Por hipótese , uma delas é raiz da equação y1 = y2 - p . 
Observamos que para todo i = I, ... ,n , y, é raiz de y1 = y2 - p . Vejamos a veracidade 
de tal afirmação. 
Como a extensão K \ k(x) é algébrica, pelo teorema 2.1.12 temos que gx de k(x) pode 
ser estendida de maneira única a uma derivação d : K .... K. Se a é um k(x)-automorfismo 
de K então a aplicação ada-1 é uma derivação de K, pois 
adu-1(a.b) = ad(u-1(a).u-1(b)) = u(d(u-1(a)).u-1(b) +u-1(.a).d(u-1(b))) 
= a(d(a-1(a)).b +a.a(d(u-1(b)) 
Logo pela unicidade de tal extensão temos que udu-1 = d . Assim temos que os 
automorfismos do grupo de Galois de K sobre k(x) comutam com a única extensão da 
derivação gx de k(x) . E portanto todos os y, serão soluções de yl = y2 - p . 
Agora cosideremosD = (-1) "'7'
1 TI(y1 -yi) o discriminante de F. 
#j 
Logo computando a derivada logarítmica I]; e substituindo y,t = y,-p e Yl = Yi-p, 
temos: 
I]; = :E ~: -~1 = I:;(y, + yj) = 2(n - 1 )at , onde esta última igualdade se deve ao fato 
"'1 "'1 
dequeF=y"-Gt.y1 + ... +(-l)"u. = (y-yJ) ..... (y-yn). 
Da igualdade fJ; = 2(n- l)u 1 , temos que a 1 é , a menos de um fator Z(n ~ 1) , a 
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derivada logarítmica de DE k(x). Portanto a decomposição de u 1 em frações parciais tem 
a forma da seguinte soma finita : 
<11 = L x ~a , onde cada a E k e cada Ãa é um número racional. 
a 
Do fato de que as raízes de F são soluções de yl = y2 - p tem-se, pela proposição 
3.2.5, que F é um polinômio de Darboux da derivação d dada por d(x) = 1 e d(y) = y 2 - p, e 
isto pode ser expressado pela seguinte igualdade: 
~F +(J?-p). ~F= (n.y+a)F ,jáqueF=y"-u1.yn-1 + ... +(-l)"a •. 
<JX O)' 
O autovalor (n.y+a) , é um polinômio de grau 1 em y. O coeficiente líder n neste 
autovalor vem do fato de que ~ = n.y,_1 + .... Agora o "termo constante" a será estudado 
em maiores detalhes. 
Na igualdade ~~ + ()? -p). g = (n.y+a)Fconsideremos todos os graus emyden a 1 
e então o de gr~u o. 
No sistema ~) de n + I equações, todos os coeficientes de F são indutivamente 
definidos a partir de a e, depois de substituições, a última equação toma uma equação 
diferencial para a. 
(~): <11 = aao- ao1 
2u2 = aa1 -u1t 
=a (pois , ao = 1) 
-n.p.ao, 
-(n -l).y.u1 , 
ju1 = aa;-1- a;-1' -(n + 2-j).p . .<Y;-2, 
nun = aa,_,-<1,_11 -2.p.q,_z, 
0= aa.-ai -p.u,..1 , 
O sistema ~) acima também pode ser visto como uma definição indutiva de uma 
sequência de frações racionais (a1) , j E N , pelos dois valores iniciais ao = I e <11 =a e 
pela regra de indução j.a1 = a.u;-1 -a1_,,_ (n +2-;).p.u;-z E tomando-se 
an+1 = a~>+2 = ... =O. 
Para todo pólo a de <11 = a , p não está envolvido nessa parte polar de decomposição 
em frações parciais de cada equação de~); assim temos que a é um pólo de a1 com 
ordem no máximo). Seja CfJ o candidato para a parte polar de a1 de ordemj no pólo a; a1 
pode ser computado pela indução : 
j!.Uj = Âa()•a +~) ... (~a+ j -1) 
x-a 
A equação O = aa" -a·' - p. a ,_1 , de ~) , nos dá a seguinte equação par~ Ãa : 
Ãa()·a + 1) ... (),a + n) = O 
Assim Ãa são inteiros negativos no intervalo [--n, -I), para todo a. 
Assumiremos agora que p * o . Podemos fazer análises do sistema (:E) em tomo de 
cada pólo, que signifiCa que consideraremos os graus e os coeficientes lídere~ de 
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a 1, ••• ,a". Nessa projeção p está fortemente envolvido. Como deg(p) 2:: o, do sistema (!:) 
temos que deg(a<i) = j.deg(p) e deg(a:<i+J) :<;j.deg(p) -1, assim vemos que a igualdade é 
válida para índices pares, por exemplo deg(ao) =o, pois ao = 1, e para índices ímpares 
podemos ter a desigualdade, especialmente se a= a, =o , pois nesse caso temos 
deg(o- 1) = -ro < -1 . 
Denotaremos por p o coeficiente líder de p e por ãJ o coeficiente de o-1 correspondendo 
ao grau de maior grau em x: õ7j o coeficiente de o-21 de grauj.deg(p), enquanto a:q+I o 
coeficiente de a <i+, de grauj.deg(p)- L Sejam A=-:E.Ãa e i5 = deg(p), que são inteíros 
não negativos. O sistema {E) nos fornece as seguintes relações entre os coeficientes 
líderes: 
õí =a =-A 
2õí = -n.p' 
3a3 = ao-2- õí'- (n- l).p._a, , 
(2.j)a<i = -(n+2-2.j).p.u2f-2 , 
(2.) + l)a:q+1 = ad"J,J -u:ql- (n + 2.) + l).p. u21-2 
Podemos escrever as igualdades acima da seguinte forma : a2s = (-l)'p'Mz.. para 
índices pares, e d2s+1 = -(-1)'p'M2s+1 para índices ímpares , onde M, são racionais não 
negativos que satisfazem a seguinte regra : 
Mo= 1 , 
M, =A, 
M _ n+2-2s M 2s - 2s · 2s-J 
M2s+1 = (A+ so)M2s + (n + 1 - 2s).M2s-1. 
Assim se n = 2s +I é ímpar , M,., = Mz..+2 tem que ser nulo , que é impossível. L090 
temos que n é par, n = 2s, e Mn+1 = Mz..+t = o, que implica A = i5 = O, pois 
M23 >o=> A+si5 =o=> A= O e, cornos> o, i5 =O. 
Agora podemos concluir que se existe uma solução estritamente algébrica para a 
equação y' = y 2 - p, entãp p seria uma constante e o coeficiente a = u 1 seria zero. Nesse 
caso F teria grau par n = 2s e pelo sistema em u1, temos (substituindo os coeficientes em 
-2(s-I) s(s-1) 




o-:q = (-1Y(; ). Então F teria a forma (y2 -p)' e como F é irredutível, então F seria igual a 
y2 - p, com p uma constante, mas o corpo k é algebricamente fechado, logo temos uma 
contradição. 
Portanto provamos que a equação yr = y2 - p , onde p é um polinômio não nulo, não 
tem solução estritamente algébJica. 
No caso p =o , a análise local também nos dará A= o , significando a, =a= o, e 
então todos os o-1 serão nulos, que é uma contradição, e nossa prova está concluída . 
• 
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Como consequência do teorema anterior vamos apresentar uma série de resultados 
que permitirão dar exemplos de famílias de derivações simples e quadráticas. Portanto em 
alguns resultados vamos necessitar da hipótese de que k é algebricamente fechado. 
O primeiro resultado geral e fundamental que apresentaremos é sobre a simplicidade 
da derivação t:J.p de k(x,y], com p = p(x) E k(x], lembramos que tal k-<ierivação é definida da 
seguinte forma: .ó.p(x) = I e .ó.p(v) =r-p(x). 
Teorema 3.2.13 : Se a derivação t:J.p não é simples e k é um corpo algebricamente 
fechado, entao existe um polinômio de Darooux F, em k[x,y], de t:J.p tal que deg7 = L 
Demonstração : Sabemos que t:J.p não é simples. Se p = o , então F = y é um 
polinômio de Darboux de .ó.p, pois .ó.p(F) = y2 = y.y. Assim podemos supor p * o. 
Como t:J.p não é simples, e t:J.p(x) = 1, então a proposição 3.2.3 nos garante a existência 
de um polinômio de Darboux F de flp. Evidentemente F ~ k(x], pois flp(x) = l, e assim se 
F E k[x] teríamos .ó.p(F) = C: =H. F, que é um absurdo, pois F é não constante. 
Assim deg7 ~ l e o corolário 3.2.9 nos garante a existência de uma função algébrica 
r E k(x) tal que ri = r 2 - p. Isso siginifica que a equação yt = y2 - p tem uma solução 
algébrica. Mas, pelo teorema 3.2.12, tal equação não possui solução em k(x) \ k(x), 
portanto a equação y' = y2 - p tem uma solução y E k(x). Agora, como p *o, então y * o, e 
assim, pela proposição 3.2.11, temos que a derivação t:J.p tem um polinômio de Darpoux 
F E k[x,y] tal que deg/ = L 
• 
Claro que a recíproca deste resultado acima é válida, pois se existe um polinômio J:ie 
Darboux F, em k[x,y], de t:J.p tal que deg7 = 1, então flp(F) c (F), e portanto t:J.p não é 
simples. 
O resultado a seguir nos dará uma família de derivações do tipo t:J.p que são simples. 
Teorema 3.2.14 : Se p = p(x) é um polinômio nao nulo de grau lmpar, entlio t:J.p é 
simples. 
Demonstração: Iniciamos observando que a proposição 2.2.2 nos garante que k[x,y] 
é .ó.p simples se, e somente se, k[x,y] é t:J.p simples, onde k é o fecho algébrico de k. Assim 
podemos supor que k é algébricamente fechado. Agora suponhamos que l:ip não é 
simples, então o teorema 3.2.11 nos diz que existe um polinômio de Darboux F E k[x,yJ de 
t:J.p, com deg/ = L Seja A E k[x,y] o autovalor correspondente, isto é, A é tal que 
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Ap(F) =A. F . Com isso a proposição 3.2.10 (itens 1 e 4) nos diz que A = y + s, com 
s E k[x], e que degp = 2. degs, e assim o grau de p serta par, que contradiz nossa hipótese 
que diz que o grau de p é ímpar. 
Portanto temos que Ap tem que ser simples, se o grau de p for ímpar . 
• 
A proposição que veremos agora nos garante a simplicidade de Ap para uma família 
específicade-p = p(x). 
Proposição 3.2.15: Se d é uma derivação de k[x,y] tal que d(x) = 1 e d(y) = y 2 ±x", 
o * n E N, então d é simples. 
Demonstração : Fazendo a mesma observação feita na prova do teorema ante-rtor 
podemos supor que k é algebricamente fechado. 
O caso n ímpar é teorema anterior. 
Portanto podemos assumir que n =2m, onde O* mE N. Suponhamos que d não seja 
simples. Logo, pelo teorema 3.2.13, temos que existe um polinômio de Darboux F, em 
k[x,y], de d tal que deg)' = 1, ou seja, F= u.y +v, onde u, v E k[x], u *o. Assim pela 
proposição 3.2.1 O (item 3) temos que-: ( *) ui! - slu - 2sul + s2u -pu = o para p = ±xZm , e 
algum o* sE k[xJ com degs = m (pelo item 4 da mesma prop.3.2.10). 
Sejas=Sm.x"'+ ... +SJ.X+So,ondeso,SJ, ... ,Sm Ek e s., oFO. 
Agora compa1a!ldo os coeficientes das potências de x em (*), vemos que si,= +I e 
que s.,_1 = s.,_2 = ... = so =O . Portanto temos que s = s.,.x"' , e substituindo este em (*) 
temos a seguinte igualdade:(**) ull -m.s.,x""'1u-2s.,.xmuJ =O 
Fazendo uma comparação com os coeficientes das potências de x em ( * *) obtemos a 
seguinte igualdade: m + 2degu =o, que é um absurdo, pois m > o. Logo temos que d tem 
que ser simples . 
• 
Veremos agora um exemplo onde a delivação Llp não é simples. 
Exemplo 3.2.16 : Toda derivaçiio Llp onde p tem a forma p = p(x) = x2m -m.x""'1, onde 
o * m E N. não é simples. 
Demonstração: De fato, sabemos que neste exemplo a derivação Llp tem a forma: 
Ap(x) = 1 e Ap(y) = y2-p = y2 -rZm +m.xm-1, onde o* mE N. 
Vejamos que o polinômio F= y- rm é um polinômio de Darboux de Ap. 
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t..p(F) = t..p(y- xm) = Ap(y) - t..p(xm) 
= y2 -~ +m.xm-l -m.xm--1 
= y 2 -x2m = (y+xm).(y-xm) = (y+xm).F 
Assim temos que F = y- x"' é um polinômio de Oarboux de âp, e portanto ela não é 
sirnples . 
• 
Muitas vezes pode-se deduzir a simplicidade de uma derivação através de uma outra 
derivação que sabemos ser simples. Vamos iniciar tal estudo com a seguinte definição: 
Definição 3.2..17 : Duas derivações de ô de k[x,y] sllo ditas equivalentes se existe um 
k-automorfismo de k-álgebras u de k[x,y] tal que ô = udu-1• 
Claramente, se d e ;; sllo equivalentes temos que d é simples se, e somente se, ;; é 
simples. 
Os dois resultados a seguir giram em torno deste conceito. 
Proposição 3.2.18: Sejam a,b,rp e k[x] e sejam de ô derivações de k[x,y] definidas 
por: d(x)=l, d(y)=y2 -ay+b e 
ô(x) = 1 ' ()(y) =r+(~ +a)y+b +rp2 +arp- rpl 
Então de;; sllo equivalentes. 
Demonstração : Consideremos o automorfismo u : k[x,yJ -+ k[x,y] tal que a(x) = x e 
u(y) = y + tp. Vejamos que ô = adu-1. 
De fato, adu-1(y) = ud(y- rp) = u(d(y) -tpl) = u(yZ +ay+b -lpl) 
= a(y2) + u(ay) + u(b)- q(tpl) 
= (y+rp) 2 +a(y+rp) +b -rpl 
= y 2 + 2rpy + rp2 + ay + arp + b + rpl 
= y 2 + (2rp + a)y + b + rp2 + arp- rpl = ô(y) 
E udu-1(x) = ud(x) = a(l) = I = o(x) 
Logo S = udu-1 , e portanto de ;; são equivalentes . 
• 
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Proposição 3.2.19 : Seja d: k[x,y] .... k[x,y] uma derivação tal que ; d(x) = 1 e 
d(y) = y 2 +ay + b, onde a,b E k[x]. Essa derivação é equivalente a derivação ôp , onde 
P - l(a2- 4b) -lar - 4 2 . 
Demonstração : Tomando a,b do enunciado e mais fP = - ~, podemos verificar que, 
neste caso, 8 = ôp, onde 8 é dado pela proposição anterior e p é o dado na presente 
proposição. Logo temos o que queríamos . 
• 
O teorema a seguir diz respeito a simplicidade da k-derivação d de k[x,y], dada por: 
d(x) = 1 e d(y) = y 2 +ay +b, onde a,b e k[x]. 
Teorema 3.2.20 : Seja d: k[x,y] .... k[x,y] uma derivação tal que: d(x) = 1 e 
d(y) = yz +ay + b, onde a,b E k[x]. A derivação d não é simples se, e somente se, existe um 
potin6mio de Darboux F de d tal que deg,.F" = I. 
Demonstração: Seja F E k[x,y]\k, e tome p = ! (a2 - 4b)- i ar (como na proposição 
3.2.19), assim temos que d e ôp são equivalentes. Logo d não é simples se, e somente se, 
ôp não é simple&. Mais ainda ôp = ada-1 , onde a(x) = x e a(y) = y- ~ . Isso implica que F 
é um polinômio de Darboux de d se, e somente se, a(F) é um polinômio de Darboux de ôp . 
E deg,F = 1 se, e somente se, degp(F) = 1 (pois a preserva o grau de y). Agora o teorema 
3.2.13 nos diz que a derivação IJ.p não é simples se, e só se, existe um polinômio de 
Darboux G, em k[x,y], de 11p tal que degp = 1. Sendo G = a(F), temos o que queríamos . 
• 
O próximo resultado dá condições sobre a,b E k[x,y] para que uma k-derívação do tipo 
dado na proposição anterior seja simples. 
Teorema 3.2.21 : Seja d : k[x,y] .... k[x,yJ uma derivação tal que: d(x) = I e 
d(y) = y 2 +ay + b, onde a,b e k[x] e b * o. Se degb é fmpar e a = o ou degb > 2dega, enttio d 
é simples. 
Demonstração: Sabemos, pela proposição 3.2.19, quede ôp são equivalentes, onde 
p = ! (al - 4b) - i a'. Assim d é simples se, e somente se, IJ.p é simples. Agora como 
degb > 2dega, então p tem o mesmo grau que b, logo o grau de p é ímpar , pois degb é 
ímpar. Portano o teorema 3.2.14 nos garante que ôp é simples , e então d é simples . 
• 
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O que estudaremos agora são casos da derivação Ap. onde degp = 2, ou seja 
p = Ax2 + Bx +C, onde A,B, C E k. Mostraremos que nestes casos o problema da 
simpücidade da derivação Ap se reduz ao mesmo problema para derivações o,, para r E k, 
onde o,= A,._,_" isto é, o, é a derivação de k[x,y] definida por: ê,(x) = 1 e 
o,(y) = y 2 -x2 +r. 
Iniciamos nossos estudos com os seguintes lemas. 
Lema 3.2.22 : Sejam p = p(x) E k[x], a E k e seja q(x) = p(x+ a). Então as derivações 
Ap e Aq são equivalentes. 
Demonstração : Considere CJ o k-automorfismo de k[x,y] dado por u(x) = x +a e 
CJ(y) = y. Logo temos que: 
CJApCJ-1 (y) = CJAp(y) = CJ(y2 - p) = y 2 - u(p) = y2 - p(x +a) = Aq(y) e; 
uApa-1(x) = uAp(x- a) = a(Ap(x)- Ap(a)) 
= u(l -O) = u(l) = 1 = Aq(x) 
Portanto temos que Aq = CJApa-1 , ou seja, Ap e Aq são equivalentes . 
• 
Lema 3.2.23 : Sejam p = p(x) E k[x], O '* fJ E k e r(x) = fJ2p(fJx). Então Ap é simples se, 
e somente se, A, é simples. 
Demonstração : Cosidere o k-automorfismo a de k[x,y] definido por: u(x) = fJx e 
u(y) = p-1y. Pode-se verificar facilmente que uApa-1 = p-1 11,, assim temos o que 
queríamos . 
• 
Para os próximos quatro lemas vamos assumir que k é corpo algebricamente fechac:lp e 
que p = Ax2 + Bx + C, onde A,B, c E k e A '* o, e consideraremos a derivação d = Ap. 
Sendo k algebricamente fechado podemos tomar r E k \{O} tal ~ Ar4 =I . Seja 
r = r(x) = y 2p(yx). logo temos que : r(x) = y2(A 2y2x2 + Brx +C) = x2 + y3 Bx + y2C. 
Dessa maneira vemos que podemos assumir A = 1, na derivação d, definida como 
acima, para estudarmos o problema da simplicidade de d. E mais, o lema 3.2.23 nos 
garante que podemos assumir que d é da forma 8, para r E k. 
Os três lemas que veremos a seguir serão utilizados na prova do segundo resultado 
mais importante desta seção que é o teorema 3.2.27 que será visto após os lemas. 
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Lema 3.2.24 : Se F e A são polinômios em k[x,y] tais que o,(F) =A. F , F* o e 
deg;Y = 1, então A= y ±x. 
Demonstração : Como deg;Y = 1 , então podemos escrever F= u.y +v, onde 
u, v E k[xJ eu* o. De acordo com o proposição 3.2.10 (itens 1 e 4) A= y+s para algum 
sE k[.:c] de grau 1 (pois aqui degp = 2). Logo podemos escrever s = a.:c+b, onde a,b E k e 
a * o. Agora pelo item 3 da mesma proposição 3.2.10 (com s = ax + b ) temos as seguintes 
igualdades, que denotaremos por ( * ): ui = v+ (a.:c + b )u e vi + ( -x2 + r)u = (a.:c + b )v 
Sejam u* e v* os coeficientes líderes dos polinômios u e v, respectivamente. Assim 
u* * o e v* * o, e pelas igualdades ( *) acima temos que: v* = -a.:cu* e axv* = -.:c2u*, 
logo, como a * O, v* = - ~· = -a.:cu* => a 2 = 1 => a = ±1 
Portanto já temos que A = y ±:c+ b . Agora vejamos que b = o . 
Denotando g = axu +v , escrevemos ( *) como: u' = ub + g e (r- a)u + g' = (2a.:c + b )g. 
Assim se b * o, então pela igualdade ui = ub + g , temos deg(g) = deg(u) , pois 
degul < degu. Mas se deg(g) = deg(u) temos uma contradição com a igualdade 
(r-a)u+g' = (2a.:c+b)g, pois como r,a,b E k, temos dessa igualdade que degu =I +degg. 
Portanto concluímos que b = o, e assim A = y ±:c . 
• 
Lema 3.2.25 : Se r E k . A derivação o, tem um polinômio de Darboux F tal qpe 
deg;Y = 1 se, e somente se, existe um polinômio não nulo u E k[.:c] tal que: 
ull-2xuT +(r- I)u =O ou ull +2xu' +(r+ !)u =O. 
Demonstração : =>) Sabemos que a derivação o, tem um polinômio de Darboux F Jal 
que deg;Y = L Assim seja F= u.y +v, onde u, v E k[.:c] e u * o, o polinômio de Darboux de 
o, e A tal que o,(F) = A.F. O lema 3.2.24 nos diz que A= y±.:c, e assim pela proposição 
3.2.10 (item 3) temos que v = ui- axu e v' = axv + (x2 - r)u, onde a = ±L Portanto temos: 
Se a = 1 substituindo v = ui- xu em v' = xv + (x2 - r)u, temos que: 
ull-2xul + (r-l)u =O . 
Se a= -1 , substituindo v= u' + xu em v1 = -xv + (x2 - r)u, temos que: 
ull +2xu' +(r+ l)u =O . 
<==) Sabemos que existe um polinômio não nulo u E k[x] tal que: 
u11-2xul+(r-!)u=O ou u11+2xul+(r+1)u=O. 
Se ull- 2xu1 +(r- I)u = O , tomando F= u.y +(ui- xu), então : 
o,(F) = o,(u.y+ (ul-xu)) = o,(u.y) +Õ,(ul -xu) 
= uly+u(y2 -x2 +r)+ ull -u-xul 
= ufl + (y-x)ul +uy2 -ux2 +u(r-1) , 
Agora usando o fato de que ull - 2xu1 + (r- 1 )u = O , temos que ull + (r- 1 )u = 2xu1 e 
assim teremos que õ,(F) = (y + x)u' + uy2 - ux2 = (x + y).F . Portanto temos que a derivação 
o, tem um polinômio de Darboux F tal que deg;Y = 1. 
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Se u" + 2xu1 + (r + I )u = O, tomando F = u.y + (u' + xu) teremos de maneira análoga ao 
casoanteriorqueôr(F) = (y-x)u'+ur-ux2 = (y-x).F. 
• 
Lema 3.2.26 : Seja r E k . A deriva~o õr tem um polinômio de Darboux F tal que 
deg?' = I se, e somente se, r é um inteiro ímpar. 
Demonstração : =>) Sabemos que a derivação iS r tem um polinômio de Darboux F jal 
que deg? =I, logo, pelo lema 3.2.25, temos que existe um polinômio não nulo u E k(x] que 
satisfaz uma das seguintes igualdades: ull- 2xu1 + (r- I )u = o ou 
ufl +2xul +(r+ l)u =O 
Sem perda de generalidade, pois k é corpo, podemos assumir que u é um polinômio 
mônico, ou seja, u =r +a,_tr1 + ··· +a,x+a0 , onde s:::: 1 e a0 , ••• ,a,_1 E k. 
Se u" - 2xul + (r- I )u = o, então comparando os coeficientes de r nessa igualdade, 
temos que -2s + (r- 1) = o, e portanto r = 2s + I, ou seja, r é um inteiro ímpar. 
Se u" + 2xu1 +(r+ I)u = o, fazendo a comparação dos coeficientes de r nessa 
igualdade teremos 2s +(r+ 1) = o, assim r = -2s- 1, logo r é um inteiro ímpar. 
=) Sabemos, por hipótese, que r é um ímpar. Vamos supor primeiro que r= 2s + 1, 
com sE N. Seja u, um polinômio mônico de grau s definido, indutivamente, em k(x] da 
seguinte maneira: uo = 1, u1 = x e para s:::: 2, u, = a,r +a,_1x'-1 + ··· +a1x+a0 , onde 
(í + 1)(i + 2) . 
a,= I, a,_1 =O e a,= 2(i -s) .a,+2 , para 1 =O, l, ... ,s-2. 
Vejamos que, para todos , u, satisfaz a igualdade : u/'- 2xu,r +(r -l)tt, = o 
De fato , se s = o , então r = I e u0 = I, e assim a igualdade é satisfeita. 
Paras = 1 , então r= 3 e u, = x, logo temos: 
u111- 2xu,r +(r- I)ut = O- 2x + (3 -1)x = o , e portanto a igualdade é satisfeita . 
Paras :::: 2 , temos r = 2s + 1 e u, = a,r + a,_,.r-1 + ··· + a,x +ao , onde a, = I , a,_, = O 
(i+ l)(i + 2) . . 
e a, = 
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_ s) .a,+2 , para 1 =O, 1, ... ,s- 2. Olhando para a forma dos coeffClentes de 
, . . . (s-l)s (s-3)(s-2)(s-1)s 
x , temos que . para 1 1mpar, a .... ,= o e a ... 2 = -4 , as-4 = (-4)(-S) , .... 
Assim temos que : 
u,ll = s(s -l)r-2 + (s- 3)(s- 2)a,_2xs-4 + ... +3. 4. a4X2 + Zaz 
2xu/ = Zx[sr-1 + (s- 2)a,_zr-3 + ... +4a4:x-3 + Za2x] 
= 2sx' + 2(s- 2)a,_zr-2 + ... +8a4X4 + 4a2x2 
(r -1)u, = (Zs + 1 - 1)u, = 2su, 
= 2sx' + 2sa,_zr-2 + ... +2sa2x2 - Zaz (pois ao = ~~ ) 
Substituindo estes valores em u/' - 2xu,1 +(r -1 )u,, teremos : 
u,fl- 2xu,' +(r- 1)u, = [s(s -l)r-2 + (s- 3)(s- 2)a,_2r-4 + ... +3.4.a~ + 2a2] + 
+ [-2sr- 2(s- 2)a,_zr-2 - ••• -8a<~X4 - 4a2x2] 
+ [2sx' + Zsas-zr-2 + ... +2sazx2 - Zaz] 
E vemos que u,l1-2xu,f + (r-1)u, =O. Logo o lema 3.2.25 nos garante a existência de 
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um polinômio de Darboux F de ô, tal que deg/' = 1. 
Agora para o caso r= -2s- 1, com s E N. De maneira similar ao que fizemos 
anteriormente tomamos v, um polinômio mônico de grau s definido em k[x] da seguinte 
maneira: v0 = 1 , v1 = x e para s ~ 2, v,= a,x' +a_,_1x'-1 + ··· +a1x +ao, onde a, = 1, 
(i+ 1)(i+2) . 
a,_1 =O e a,= Z(i-s) .at+2 ,paraz = O,l, ... ,s-2. 
Repetindo o que foi feito anteriormente verificamos que para todo s, v, satisfaz a 
igualdade: v,"+ 2xv,1 +(r+ I )v, = o e portanto o lema 32.25 nos garante a existência de 
um polinômio de Darboux F de ô, tal que deg/' = 1 . 
• 
O resultado abaixo nos dá mais uma grande família de k-derivações simples e 
quadráticas de k[x,y], a saber as do tipo L!.x'-r com r e k e r não sendo inteiro ímpar. 
Teorema 3.2.27 : Seja r E k . A derivação o, nlio é simples se, e somente se, r é um 
inteiro ímpar. 
Demonstração : Iniciamos observando que passando o fecho algébrico de k e usaodo 
a proposição 2.2.2 podemos supor k algebricamente fechado e portanto podemos usar 
todos os lemas provados anteriormente. 
=*) Sabemos que a derivação o,= Llx>-r não é simples. Assim o teorema 3.2.13 nos 
garante a existência de um polinômio de Darboux F de o, tal que deg/' = 1. Com isso pelo 
lema 3.2.26 temos que r é um inteiro ímpar. 
<=) Sabemos que r é um inteiro ímpar. Logo o lema 3.2.26 nos diz que eJáste um 
polinômio de Darboux F de o, tal que deg;Y = 1. 
• 
Usando os lemas 3.2.24 , 3.2.25 e 3.2.26 podemos dar o seguinte exemplo : 
Exemplo 3.2.28: Se r= 1,3,5,7 então ô,(F) = (y+X)F, onde F é dada da seguinte 
forma: 
Para r= 1, temos F= y-x; 
De fato, o1(F) = ô1(y-x) = õ1(y) -81 (x) = y2 -x2 + 1-1 
=r-x2 = (y+x)F 
Para r = 3 , podemos verificar de maneira análoga que F = xy -r + 1 ; 
Para r = 5, podemos verificar de maneira análoga que F = (Zx2 - 1 )y- z.r3 + 5x; 
Do mesmo modo para r = 7, tem-se que F= (2x3 - 3x)y- 2x4 + 9x2 -3. 
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Para encerrar este capítulo vamos apresentar alguns resultados que nos garante que 
k-derivações simples de k[x,y] podem gerar interessantes k-derivações simples de anéis de 
polinômios em muitas variáveis. 
O que será visto a seguir são duas consequências do teorema de Shamsuddin 
(teorema 3.1.2), tais resultados dizem respeito a derivações de k[x,y,z]. 
Proposição 3.2.29 : Seja d: k[x,y,z] .... k[x,y,z] uma derivaç§o tal que: d(x) = I; 
d(y) = j(x,y) e d(z) = y, onde j(x,y) E k[x,y], deg_.fix,y) 2: 2. Seja o : k[x,y] .... k[x,y] a 
restriç§o de d em k[x,y]. Se o é simples, enttro d é simples. 
Demonstração : Aqui vamos usar o teorema de Shamsuddin (teorema 3.1.2) tomando 
R = k[x,y] e t = z. assim como o é a restrição de da R e d(t) = d(z) = y dizer o é simples é 
equivalente a dizer que não existe r E R= k[x,y] tal que o(r) = y. Vamos supor por absurdo 
que exista um r E k[x,y] tal que o(r) = y, logo degyr:::: L Assim, seja r= r,y" + ... +r1y+r0 , 
onden 2: 1, r0 , ••• ,r. E k[x] e r.* O. 
Mas podemos escrever j(x,y) da seguinte forma: f(x,y) = fmY"' + ... +f1Y + fo, onde m 2: 2, 
fo, ... J., E k[x] e f., * o. Então temos : 
y = õ(r) = d(r) = r.'y" + ... +r11y+r01 + (nr,yn-1 + ... +r1) . .f{x,y) 
= r.ly" + ... +r1ly +rol+ (nr,y,_1 + ... +rJ). (f.,ym + ... +f1Y+ fo) 
Agora comparando os coeficientes de y"'+,_, temos a seguinte contradição 
O=nrJm *O,poisn:;:: l,r. *Oefm *0. 
Portanto vimos que não existe r E k[x] tal que o(r) = y, e assim o teorema de 
Shamsuddin (teorema 3.1.2) nos garante que d é simples . 
• 
Proposição 3.2.30 : Seja d: k[x,y,z] .... k[x,y,z] uma derivaç§o tal que: d(x) = l, 
d(y) = g(x,y) e d(z) = a(x)z + b(x)y + c(x), onde g(x,y) E k[x,y], deg_,g(x,y) = 2 , 
a(x),b(x),c(x) E k[x] e b(x) * O. Seja o : k[x,y] .... k[x,y] a restriç§D de d em k[x,y] . Se o é 
simples , então d é simples. 
Demonstração : Usando a mesma argumentação do início da proposição anterjor 
vemos que dizer que d é simples é equivalente a dizer que não existe r E k[x,y] tal que 
o(r) = a(x)r + b(x)y + c(x). Vamos supor que exista um r E k[x,y] tal que 
o(r) = a(x)r+b(x)y+c(x). Como b(x) *O, então temos que degrr 2: 1. Seja 
r= r.y" + ... +r1y + r0 , onde n 2: l r0 , ••• ,r. E k[x] e r. *O. E seja 
g(x,y) = g.,ym + ... +g1y + go , onde m 2: 2 , g0, ••• ,gm E k[xJ e gm * O. Então temos : 
a(x)r +b(x)y+ c(x) = o(r) = d(r) = r.ly" + ... +r11y + r01 + (nr,y""1 + ... +r1).g(x,y) 
= r.ly" + ... +r1IY +rol+ (nr,yn-1 + ... +r1)(g.,ym + ... +g1y+ go) 
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Agora comparando os coeficientes de ym+n-l temos a seguinte contradição 
O= nrngm *O, poisn 2: 1, r"* Oegm *O. 
Logo vimos que não existe r E k(x] tal que õ(r) = y, e assim o teorema de Shamsuddin 
(teorema 3.1.2) nos garante que d é simples . 
• 
Para encerrar este capítulo podemos apresentar, com os mesmos argumentos 
utilizados nas demonstrações das duas proposições anteriores, dois exemplos de 
k+derivações simples do anel de polinômios com n + 3 variáveis sobre o corpo k (n é um 
número natural qualquer). 
Exemplo 3.2.31 : Seja d uma derivação de k[x,y,z, tr, ... , t.] definida da seguinte 
maneira: 
d(x) = 1 , 
d(y) = y 2 +X, 
d(z) = y 
d(h) = zt, + 1 
d(tz) = trt2 + 1 
d(t3) = tzt3 + 1 
d(tn) = t,_rtn + 1 
Então d é simp)es . 
De fato , seja r a restrição de d em k[x,y] , ou seja r(x) = I e r(y) = y 2 + x, pelo teorema 
3.2.21 temos que r é simples. Seja õo a reStrição de d em k[x,y,z] assim, como r é simples, 
a proposição 3.2.29 nos garante que õo também é simples. 
Sabendo que a derivação õo : k[x,y,z] __,. k[x,y,z] é simples, vejamos que a reStrição de 
d em k[x,y,z,td, que denotaremos por õ1, também será simples. Para isso usaremos os 
mesmos argumentos utilizados na demonstração da proposição 3.2.29, então vejamos: 
Suponhamos que exista um r E k[x,y,z] tal que õ0 (r) = zr+ 1 , assim vemos que 
deg,r 2: I , logo podemos escrever r= r.,zm + ... +r1z+ro, onde m 2: 1 , r0 , ••• ,rm E k[x,y] e 
r m * o . Daí temos a seguinte igualdade: 
zr+ 1 = ó0 (r) = d(r) = d(r.,zm + ... +r1z+r0 ) 
= r.,Jzm + ... +rrlz+rol + (mrmzm-1 + ... +r1).d(z) 
= r.,lzm + ... +r11z + r01 + (mr.,zm-1 + ... +r1).y 
Assim analizando o coeficiente de zm+l, temos a seguinte contradição: o = r,. * o. 
Portanto temos que não é possível existir um r E k[x,y,z] tal que õ0 (r) = zr+ 1, e então o 
teorema de Shamsuddin (teorema 3.1.2) nos garante que õ1, que é a restrição de d em 
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k[x,y,z,tt], é simples. 
De maneira completamente análoga se vê que a restrição de d em k[x,y,z, t~, ... , t;], o, é 
simples para todo i= 2,3, ... ,n- L Aqui vamos mostrar que o" = d é simples, sabendo que 
o,_,, que é a a restrição de o"= demk[x,y,z,t~, ... ,t,_J], é simples. 
Suponhamos que exista um r E k[x,y,z,t~, ... ,t,_J] tal que o,_1(r) = t,_1r+ I, assim 
vemos que deg,~,r 2: I, logo podemos escrever r= rmt':-1 + ... +r1t,..1 +ro, onde m 2: 1 , 
ro, ... ,rm E k[x,y,z,t,, ... ,t,_z] e r m * O. Daí temos a seguinte igualdade: 
t,..,r+ 1 = o,_,(r) = d(r) = d(rmf'!J + ... +rJin--1 +ro) 
= rmltJ:_1 + ... +r,lt,_1 +rol+ (mrmt':::l + ... +r1 ).d(t,_,) 
= rm't';;_, + ... +r,lt,_, +ro'+(mrmt':::l + ... +r,).(t,_ztn-1 +1) 
Agora analizando o coeficiente de t';:!:l , temos a seguinte contradição: o= rm *o. Logo 
não existe r E k[x,y,z,tJ, ... ,t,_J] tal que o,_1(r) = t,...,r+ 1, portanto o teorema de 
Shamsuddin (teorema 3.1.2) nos garante que d é simples . 
• 
Exemplo 3.2.32 Seja d uma derivação de k[x,y,z,t~, ... ,t.] definida da seguinte 
maneira: 
d(x) = t, 
d(y) = y2 +xs +2x, 
d(z) = x2z + xy 
d(t1 ) = z2t1 +z 
d(tz) = tftz + t, 
d(t3 ) = t§t3 + tz 
d(tn) = t;;_, In + t,_, 
Então d é simples . 
A prova de que neste caso d é simples é absolutamente análoga a dada no exemplo 
anterior e portanto vamos omiti-la. 
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