Abstract. One kind of aggregation of nonparametric data sets involves combining two (or more) sets with the same structure, but with no interweaving of values. For instance, one could have prices of the same product at different stores on different days, but before and after a significant sales tax hike. In this paper, looking at the case of three 'candidates', we give a precise computation of how decomposition of the underlying voting data of these sets is related to the decomposition of the original set. Among other things, this proves it is possible to obtain data sets with arbitrarily large Basic components relative to their size. A second result gives congruence and other criteria for possible values of the sizes of the various components, and we exhibit pure Basic data sets (discovered using the computer program Sage) which exemplify those criteria.
Introduction
Aggregation of data is a profound source of paradox in statistics; this is particularly true in nonparametric samples. Perhaps one of the most famous real-life examples of these is [6] , which involved the Yule-Simpson paradox; indeed, "Simpson's paradox" is often referred to in statistical literacy, popular, and a wide variety of other contexts (e.g., [27] , [14] , [13] , even the unusual connection in [25] !). Attempts are also often made to unravel this in various ways (e.g., [9] , [24] , [15] ). However, Arrow's seminal theorem ( [1] ) naturally implies any procedure concerned with ranking should manifest similar paradoxes, and one might want to explain or study these as well.
In particular, in the last two decades, tools from the mathematics of voting have been used to begin to unravel some of them, as well as to the discover their depth. In [18] , [10] , and [12] , Haunsperger and Saari investigated the universality of paradoxes in nonparametric methods. More recently, aggregation paradoxes have been investigated using the same tools. In fact, Haunsperger ([11] ) shows that nearly all data sets are inconsistent under aggregation for Kruskal-Wallis ( [16] ), even if the matrices of ranks for the sets are identical; Bargagliotti ([4] ) extends this to several other tests.
In fact, it turns out that only in the highly unrealistic case that the data is equivalent to a data set with all observations yielding the same ranking can one avoid replication paradoxes (not to mention more general aggregation problems)! On the positive side, more recent work of Bargagliotti and Greenwell ( [2] ) indicate that the statistical significance of Haunsperger-style paradoxes is negligible, though nothing is known about less strict (and perhaps more realistic) aggregations.
In any case, one can approach the problem from the other direction. Many nonparametric procedures 1 are equivalent to ones which recover their results by first creating a voting profile, to which a standard points or pairwise procedure is applied. Thus, it is reasonable to look at the underlying profiles instead of the data sets per se, to see for which of them paradoxes might be minimized, since they cannot be avoided. In the context of voting theory, Saari (for instance, see [19, 20, 21, 22, 23] ) has used symmetry-respecting decompositions of the profile vector space to determine what components of a voting profile may be viewed as 'causing' various types of paradoxes (see also Orrison et al. in [8] for a representation-theoretic view of this).
This philosophy is applied in Bargagliotti and Saari ([3] ) to provide new proofs of several of Haunsperger's results, as well as to give explicit criteria for recognizing when a given data set will avoid various paradoxes for different types of procedures (in terms of the decompositions of the underlying voting profiles of the data sets). For instance, there is a criterion given for recognizing when Kruskal-Wallis appears to indicate that the null hypothesis is confirmed, but most other tests yield various mutually incompatible results (again, naively doing this before looking at the actual test statistic).
The component of any decomposition which yields the fewest paradoxes is called the Basic component 2 of the underlying profile. Even though real-life data sets will have all sorts of decompositions, it is still useful to understand as much as we can about the situation with the greatest consistency, so we raise the following natural questions:
Questions. Regarding the Basic component:
• How does it behave under aggregation, or at least under replication?
• How close can we come to a data set with no other components?
• How might one recognize such a data set?
In this paper, to begin answering these questions, we look at a special form of replication where k data sets are aggregated, all of which have the same matrix of ranks and which have no overlap of their underlying data. For a picture, one may think of this as stacking matrices of ranks.
For the first question, as it turns out, one can completely calculate how all components change under such a replication, and we do so below for the case of m = 3 choices. We then answer the second question completely; starting with an appropriate data set with a large Basic component, by stacking it we can approach an arbitrary relative size of Basic components. In fact, we can also exhibit pure Basic data sets, discovered by computer search. Finally, we give several necessary -but by no means sufficient! -criteria for the third question, as corollaries of more general facts about the sizes of the components of the decomposition of the profile of any data set.
Definitions
For convenience, we treat the items being compared by the test in the same way as in the voting literature, i.e. A, B, C . . . Except where we explicitly say otherwise, the number of items is given by m = 3.
A data set is the raw data itself, usually organized in the form of a matrix, so:
A B C 14.5 15.6 16.7 14.3 11.2 13.4
However, for nonparametric statistics, the point is to ignore the actual data, and focus only on the relative information involved. We will only look at data sets with equal numbers of entries in each column, so having n rows; we call the matrix of ranks the matrix obtained by substituting the numbers 1, 2, · · · , 3n for the actual data points. In this example, we get A B C 4 5 6 3 1 2 or, for convenience, 4 5 6 3 1 2
To connect this to voting, we create a profile, with accompanying profile vector, to encapsulate voting data. Namely, we look at all possible triplets of ranks (one rank for each item) and, for each of these triplets, return the ranking of the items corresponding to that. In this example, we can see that (4 1 2) would correspond to A C B, while (4 1 6) gives C A B, and so on. The collection of all such rankings is the profile, and the profile vector is the vector obtained by placing these in the now-canonical order A B C, A C B, C A B, C B A, B C A, B A C , yielding (0, 2, 2, 2, 0, 2) for our example.
As with any situation involving vectors, one looks for meaningful decompositions of the vector space 3 involved. In Saari and Bargagliotti, the standard decomposition from [20] is used; we refer the interested reader there for proofs of the assertions.
• Note that all but the Kernel component are actually profile differentials which sum to zero total voters (and hence are orthogonal to the Kernel); this does not affect our results, but rather is a direct result of the symmetry involved. Likewise, each sub-vector space is orthogonal to the others, so this is a true decomposition, and one can check they are simple Σ 3 -modules (see, for instance, [8] ), so this is an irreducible decomposition with respect to switching the names of the candidates. We easily obtain the decomposition of a profile vector by (left-)multiplying it by the inverse of the matrix whose rows are the vectors above (excepting B C and R C , as otherwise they are not linearly independent). In this case, we obtain coefficients as follows:
Using the basis above, we can write
, which corresponds to a Kruskal-Wallis outcome of C A B, since the B C component would be the only positive one (using the formula above, for instance). Other procedures could be influenced by the other components; for example, the voting procedure corresponding to Bhapkar's V test ( [5] ) (plurality) would yield C A, B but would not distinguish between A and B.
Finally, we recall Haunsperger's aggregation definitions (see [11] ). For a given statistical procedure whose outcome is ranking (possibly with ties) of the candidates, and for all matrices of ranks:
• The procedure is consistent under aggregation if any aggregate of k sets of data, all of which yield a given ordering of the candidates, also yields the same ordering.
• The procedure is consistent under replication if any aggregate of k sets of data, all of which have the same matrix of ranks, yields the same ordering as any individual data set. Our concern is with a specific form of replication, which we call stacking, which is the aggregate of k data sets, all of which have the same matrix of ranks, and which in addition do not have any overlap between the numerical ranges of their data. Data like this may arise in situations where one expects no change in observations relative to one another, but significant change as a whole. Examples might include prices before and after some large external event (like a tax increase or wholesale price change), timings of several algorithms before and after a hardware upgrade, or animal populations before and after a conservation effort.
In terms of the matrices of ranks, this means the aggregate matrix looks literally like a stack of k matrices with values
Stacking our original example with k = 3 yields the following matrix of ranks: 
Each part of the matrix corresponding to the original matrix of ranks we will call a stanza, and we will typically delineate the stanzas, as we have done here.
Decomposing Stacks of Ranks
Our first result answers the first question from the introduction -how do the components behave under stacking? We have a complete characterization. Theorem 1. If we stack an n × 3 matrix of ranks k times, each Basic component is multiplied by k 2 , each Reversal component is multiplied by k, the Condorcet component is multiplied by k 2 , and the Kernel component is multiplied by k 3 .
Since the Kernel component is ignored by all our nonparametric procedures (because it yields a complete tie for all the underlying voting procedures), the implication of the theorem is that as long as you start with a Condorcet component smaller than the Basic components, stacking is a good way to find data sets with very large Basic components (and hence great regularity in outcome with respect to a variety of procedures).
Recall that we call each part of the kn-row matrix of ranks that corresponds to the original matrix of ranks a stanza of the new matrix of ranks. For a general p × 3 matrix of ranks, each of the p 3 contributions to the corresponding voting profile may be called a triplet. This observation makes the statement about the kernel trivial to prove. Namely, if we have n rows, there are n 3 triplets, and so the Kernel (by definition) is n 3 /6; but do the same thing for nk rows and we get a kernel of size k 3 (n 3 /6). The proof of the rest of the theorem will proceed by separating out two different types of triplets, then combining their results.
Lemma 2. All triplets that are formed from elements taken from three different stanzas add only kernel components to the resulting profile decomposition. Proof of Theorem 1. By stacking the data set k times, we have k stanzas in this new data set. If we were to just consider the decomposition of each individual stanza, we have k times the original components. For instance, for k = 2, we would have twice each of the original components. So the actual content of Lemma 3 is that there is no additional Reversal obtained from stacking with k = 2, but that we obtain additional Basic and Condorcet to that expected -twice as much, in fact. Now, to the k expected, we must add the number of each component that is formed from interactions between stanzas. By Lemma 2, we know that any triplets that are formed by taking rankings from three different stanzas add only kernel components to the resulting profile decomposition, so we only need to be concerned with rankings that come from two different stanzas.
From Lemma 3, we know that any set of two stanzas in this data set will produce twice the original Basic and Condorcet components from their interactions. In this k-stanza data set, there are k 2 ways to choose a subset of two of the stanzas. Therefore, interactions between stanzas give us
additional components (Basic or Condorcet, respectively). Adding these to the components obtained from the decomposition of individual stanzas, this gives k 2 − k + k = k 2 , as desired. On the other hand, Lemmas 2 and 3 both argue that we obtain no additional Reversal components beyond those from k separate stanzas; but this is exactly the statement of the theorem.
Seeking Pure Basic Data Sets
In some sense it is a misnomer to talk about pure Basic data sets, since any voting profile associated to a data set has a Kernel component as delineated above. Nonetheless, we call any voting profile with only Kernel and Basic non-vanishing components pure Basic (and likewise for pure Reversal, pure Condorcet). Indeed, in the theory of voting, it turns out that pure Basic profiles may be viewed as providing the least amount of paradox (see for instance [8, 22, 23] ), a particularly nice subspace. Hence it is reasonable to search for profiles with as large a (relative) Basic portion as possible, or even pure Basic, in the related context of nonparametric data sets. This is particularly interesting since the space of profiles arising from such sets is much smaller than the space of all possible profiles.
Our first result in this regard is the simple statement that stacking can yield matrices of ranks with as large a Basic component as one desires. First, recall that the B A and B B basis vectors (as well as the corresponding Reversal basis vectors) are not orthogonal, so one cannot simply use the coefficients in the decomposition by themselves. However, we can calculate the length of the total vector in 2-space as
, where we consider B A to have unit length. For numerical results, one might object at this point that the Reversal and Condorcet basis vectors are not the same length, but we will only be making qualitative statements.
To be precise, let's apply the theorem to the Basic component. Stacking any matrix of ranks k times will cause these components to grow as k 2 , making the size of this component grow as
similar reasoning shows that the Reversal component only grows as k, and the Condorcet component obviously grows as k 2 . Hence the Basic and Condorcet pieces will drown out the Reversal as k gets large, and if there is no Condorcet component, the Basic will be an arbitrarily large part of the total (since lim k→∞ kR k 2 B = 0 for any R, B).
However, one might want more. Our second result is purely computational -that, contrary to the suggestion in [3] , it turns out there do exist pure Basic matrices.
Let |XY Z| be the number of voters in a voting profile which prefer X Y Z 5 . Implicit in [3] are the second halves of the following two propositions, the first halves of which appear there.
Proposition 4. A profile contains no reversal terms if and only if |ABC|
Hence if such a profile comes from a data set, we must have n 3 divisible by 3, and so 3 | n.
Proposition 5.
A data set has no Condorcet components if and only if |ABC| + |CAB| + |BCA| = |ACB| + |CBA| + |BAC|. Hence if such a profile comes from a data set, we must have n 3 divisible by 2, and so 2 | n.
In particular, note that combining the two conditions (which is equivalent to being pure Basic) means that the number of observations (rows in the matrix of ranks) must be divisible by six, so we have a first criterion for pure Basic sets.
One can do a direct computation of how many there are for n = 6. We implemented this using the Permutation class in the open source mathematics software system Sage (see [26] ). See [7] for some more details, especially why we chose to use Sage to implement this computation. Of the total of 2,858,856 total data sets for n = 6 with the top row of the matrix of ranks giving A B C and with all columns of the same in decreasing order (which is sort of a normal form for nonparametric data sets), only 1,334 were Basic, or about 4.666% of one percent! Since the number of computations involved for for the next possible case, n = 12, is about one and a half billion times as great as for n = 6, we are skeptical of the computational feasibility of more brute-force searches. However, see the next section for preliminary results for recognizing and characterizing pure Basic data sets.
Characterization of Pure Basics
We are nowhere near a full characterization of pure Basic data sets, not even at the level of the characterizations of pure Condorcet, Reversal, and Kernel voting profiles arising from nonparametric data sets found in [3] . Nonetheless, we present here several interesting and non-trivial necessary conditions for such sets. Along the way, we are able to make some general statements about the possible sizes of all the components in a profile coming from the matrix of ranks of a nonparametric data set.
In order to begin characterizing pure basic data sets, we return to Propositions 4 and 5. Let Let |ABC| = a, |ACB| = b, |CAB| = c, |CBA| = d, |BCA| = e, and |BAC| = f . The linear system we obtain from the propositions, which is a + d = b + e = c + f and a + c + e = b + d + f , reduces to
By symmetry of the propositions, we immediately know that if we know any three in a row of the cycle abcdef a . . ., we can obtain the entire profile (given that it is a pure Basic profile). This is surprising enough -we have a very easy computation to perform to exclude potential Basic profiles! However, more is true.
Theorem 6. If any three entries in a pure Basic profile vector are known, or if we know two entries which do not correspond to opposite rankings, 6 it is possible to find the remaining entries. This is plausible, because of the symmetry. However, the next result is quite surprising, and characterizes Basics in a very different way.
Theorem 7.
If n = 6 is the size of the data set and the data set is pure Basic, then all entries in the underlying profile vector are divisible by 3 .
For instance, all profile entries from a pure Basic data set with six observations are divisible by three. This is the first result we know of along these lines which relies in a fundamental way upon the profile arising from a nonparametric data set.
The new concept we need to prove this is that of a transposition or swap of two elements (i, j) of a matrix of ranks. This is simply a switch of these ranks between two matrices of ranks. The following shows a (5, 2) transposition: Note that in the default column ordering, some elements may rise or fall in such a swap. We will concern ourselves in this proof only with neighbor transpositions (i, i − 1), which are special because they cannot cause such reordering. It is well-known that the set of all neighbor transpositions generates the symmetric group, viewed as a permutation group, and likewise the set of all neighbor swaps from a given matrix of ranks will generate all possible matrices of ranks for a given shape n × 3. In particular, we can begin with the canonical matrix of ranks 
and move from there to any other matrix of ranks using neighbor transpositions.
(It is okay that some nontrivial neighbor transpositions will have trivial effect on the matrix of ranks. Note also that this matrix of ranks is a counterexample to this theorem being sufficient as well as necessary.) This is important because we know the voting profile and decomposition of this data set! They are (n 3 , 0, 0, 0, 0, 0) and
In fact, since we know from Proposition 5 that n is even, we can let n = 2k and get decomposition (In future work, we aim to use this lemma as a theorem to characterize decompositions directly from the combinatorics of nonparametric data sets.) Lemma 9. A sequence of neighbor transpositions which brings the Condorcet component to zero must make the Basic component an integer multiple of k.
Proof of Theorem 7. Recall that if n = 6 , then k = 3 , so that the Basic components are a multiple of 3 . The Kernel also is, as n 3 /6 = (6 )(6 )(2k)/6 = 3 (4k ), and clearly the Condorcet and Reversal components are, since they are zero! Then using the (integer!) column matrix obtained from the basis to get the voting profile, all entries are still divisible by 3 , and we are done.
We omit the proof of the following more general theorem, which is similar. Our hope is that thinking of the space of data sets in this way will prove fruitful for future characterization of the data sets themselves, not just their profiles! After all, once one has calculated the voting profile, the difficult task has already been done. Theorem 10. If one decomposes a profile coming from a nonparametric data set with n rows:
• The Basic components are all multiples of n/6.
• The Reversal components are either multiples of 1/3 or 1/6, depending on whether n is even or odd.
• The Condorcet component is either an even or odd multiple of n/6, depending on whether n is even or odd.
• The Kernel component is n 3 /6.
Complements
This paper began with the work of Haunsperger and Bargagliotti about consistency under aggregation. It should now be clear that there is in fact a great deal of consistency, so that at least for this sort of aggregation the paradoxes fail to some extent. Some examples which follow immediately from the theorems above include:
Corollary 11. The Kruskal-Wallis test is consistent under stacking, as are all tests derived from procedures relying only on pairwise data (such as Mann-Whitney, [17] ).
Corollary 12. All tests derived from points-based voting procedures (such as the V test) are consistent under stacking of data sets with no Reversal component.
Corollary 13. Paradoxes due solely to Reversal components (for instance, including most differences between Kruskal-Wallis and the V test) lessen under stacking k times (and disappear in the limit as k → ∞).
More important is whether the concept of stacking will help us with other aggregation questions. As noted above, it is somewhat frustrating that nearly all results about decompositions at this point rely upon first calculating the profile associated to a nonparametric matrix of ranks. Ideally, one would be able to say something directly about the statistical data, and not need to go through the proxy of voting profiles, for the statements of results (even if the proofs need the profiles).
Further work in this direction is needed, and, as mentioned earlier, we believe Lemma 8 will be a very useful tool for this. On a related note, any characterization of the subset of general voting profile space that these generate would be immensely helpful.
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Proofs
Proof of Lemma 2. Given an n × 3 matrix, if we were to replicate this matrix k times and stack the k matrices on top of one another, we have a kn × 3 matrix with k stanzas. If we were to take all elements for each candidate from three separate stanzas, there would be k 3 ways to choose the three stanzas. For any of these groupings, we can choose triplets so that the data point for one candidate comes from the top stanza, the data points for another candidate comes from the middle stanza, and the data point for the last candidate comes from the bottom stanza. There are six possible arrangements of the candidates in this way, corresponding to the six possible rankings of candidates in a standard profile vector. Further, each such arrangement produces n 3 triplets, so for every arrangement, there are n 3 of each possible ranking of the candidates. Since each ranking of the candidates receives . We obtain the decomposition of the profile by multiplying (see [3, 21] ) by the inverse matrix to the row space matrix of the components:
Therefore, we have each of the components in terms of the entries of the original profile:
Now we look at the stacked matrix of ranks, which in this case is a new matrix with two stanzas. When we consider just the profiles of each individual stanza, we end up with twice our original profile, or (2a, 2b, 2c, 2d, 2e, 2f ). The rest of the associated voting profile must come from interactions between the two stanzas, then. In order to catalog these interactions, we count the number of triplets coming from each of the six possible situations in which one 'candidate"s rank comes from a different stanza than that of the other two candidates.
In the original profile, there are a + b + c triplets in the original profile where B C, and so with n choices for the rank of A, that yields a+b+c n duplets with B C. Now looking at the situation of triplets coming from
where there are n choices for the rank of A, we see that there are a+b+c n n = a + b + c ways for A B C. We slightly abuse notation here and abbreviate this as |ABC| = a + b + c (from this way of getting a triplet). By symmetry or direct calculation, that means |ACB| = n(d + e + f ) from this way of getting triplets. Doing similar calculations yields the following summary:
Recall that this is in the order: A B C, A C B, C A B, C B A, B C A, B A C. 8 That is, where A comes from the higher-stacked matrix of ranks, and hence always is ranked above the B and C ranks. So the vanishing of reversal is precisely equivalent to the conditions obtained by setting these expressions simultaneously to zero, which is b + e = c + f and b + e = a + d which is precisely the statement of the proposition.
Proof of Proposition 5. The proof here is identical except for using the fifth row of M to get the Condorcet component, and is left to the reader.
Proof of Theorem 6. Suppose we know two in a row of the cycle, with a third not adjacent (without loss of generality, a, d, and e). Then a = d − 2e + 2f will give us f , and by the first case we have all of them. Now suppose we know three of a Condorcet cycle, such as a, c, and e. We could appeal to general linear algebra, but it is possible to actually row-reduce directly from the given equations to obtain that b = . Up to this point we have not used that our profile comes from a data set, but now we need that there are n 3 total 'voters', so that a + b + c + d + e + f = n 3 .
9 The Kernel was multiplied by eight, which can lead to an alternate, but less insightful, proof of that part of Theorem 1.
which is indeed a multiple of k.
