This paper addresses the problem of predicting duration of unplanned power outages, using historical outage records to train a series of neural network predictors. The initial duration prediction is made based on environmental factors, and it is updated based on incoming field reports using natural language processing to automatically analyze the text. Experiments using 15 years of outage records show good initial results and improved performance leveraging text. Case studies show that the language processing identifies phrases that point to outage causes and repair steps.
I. INTRODUCTION
O UTAGES are fairly common in power distribution networks [1] , [2] , and this number is increasing in some countries because of aging infrastructure and changing weather patterns [3] , [4] . While good design and maintenance reduce the number of outages, they cannot be eliminated completely. When an outage is required to perform maintenance or upgrade the equipment, the utility can minimize the disruption of service to customers by carefully planning the deployment of the crews and the sequence of operations. On the other hand, a fault in the system usually causes an unplanned outages, which can lead to long service interruptions and significant inconvenience to the customers. Therefore, reducing the number of unplanned outages and better managing their duration is a priority for most utilities [5] .
The first step towards mitigating the negative consequences of unplanned outages is to gain a better understanding of their number and duration, as well as the number of customers affected. However, by definition, unplanned outages are irregular and difficult to predict [6] . Most existing studies focus on predicting the number of outages and use the weather as the only explanatory variable. Of these, [7] - [10] attempt to predict the number of outages during extreme weather events (e.g., hurricanes and ice storms). Other authors [11] , [12] try to predict the average Manuscript number of outages over a given period of time under normal weather conditions. Another line of work aims to rank various components of the power system in terms of their "susceptibility to failure" using different machine learning techniques and data sources [13] - [15] . Compared with predicting the number of outages, relatively little work has been done to predict the duration or the total customer-hours lost for a given outage. However, this is arguably the most relevant information from the customers' perspective. When an outage occurs and customers ask when the power will be back on, utilities typically provide an estimate of the restoration time, over the phone, on a website, or using social media. For example, Seattle City Light maintains a realtime outage map with estimated time until restoration. 1 Since these estimates usually stem from the "best educated guess" that operators can produce based on their experience and other factors, the difference between the estimated and the actual outage duration can be quite large [16] .
To improve the prediction of outage duration, a number of studies used statistical methods to quantify the relation between various features of outages and their duration. In [16] , the authors tested the statistical significance of a number of features on the outage duration, but did not provide a specific forecasting algorithm. Adibi and Milanicz [17] developed an estimation method based on the restoration procedure that required a detailed knowledge of the nature of the outage and of the steps that would need to be taken to restore power. This is not practical approach when the goal is to provide customers with an early estimate of how long the outage is like to last because a detailed repair plan is rarely available. Rodriguez and Vargas [18] designed a fuzzy logic technique that requires a less detailed knowledge of the repair process but relies on human experts to determine the relative importance of the possible features. This approach combines statistical prediction with some human engineering knowledge, but is somewhat difficult to calibrate and is used as a subroutine in larger restoration optimization problems rather than directly as a reporting tool to the customers.
In this paper, to predict the duration of outages, a principled framework that takes into account exogenous environmental factors (e.g., wind speed and other weather conditions, time of the day), physical features (e.g., overhead or underground distribution) and engineering knowledge as intrinsically captured in historical outage reports and associated repair logs is proposed. Information about the ongoing repair process is incorporated incrementally, as it becomes available in the form of entries in the repair log based on reports from the field. To this end, a prediction algorithm is trained using a collection of outage reports and repair logs that most utilities keep, which contain a wealth of information about historical outages. These records typically include the time and location of the outage, the number of customers affected, its cause, the steps taken to restore service and the outage duration. While some data is available in a table, the repair logs are often written in a "free writing" style using a combination of colloquial language and very specialized terms. Table I provides an example of such a repair log. 2 This example shows that these records can be difficult to read even for engineers with domain knowledge.
To systematically process these logs, recent advances in the fields of machine learning and natural language processing are leveraged to develop an algorithm for real-time outage prediction. An initial outage duration (or, repair time) prediction is made based on the environmental factors and physical features available at the start of the outage. As each repair log entry is received, it is summarized using a recurrent neural network (RNN) to provide a vector-space representation that can be easily integrated with physical features for predicting outage duration. Another RNN is used to incrementally update the predicted outage time, incorporating the repair log summary and updating a state vector characterizing the outage. Experiments on a large collection of outage reports demonstrate good performance with the initial predictions and improved results with incremental updates.
This paper is organized as follows. Section II defines the problem. Section III describes in detail the machine learning methods. Section IV reports on a case study based on Seattle City Light outage data. Section V provides examples to illustrate what the model learns from the language of the repair logs. Finally, Section VI draws conclusions. 
II. PROBLEM DEFINITION
Utilities measure the impact of an outage in terms of the total customer-hours lost. Using a distribution management system, the number of customers affected by a given outage can be determined fairly easily and accurately [2] , [5] , [17] . While this metric is useful for regulatory reporting, from an individual customer's perspective, what matters is the expected duration of the outage. To maintain good customer relations, many utilities try to provide such estimates. Simply providing an average duration calculated over all outages is inaccurate and unhelpful [19] . Accurately predicting the duration of an outage is difficult because the repair and restoration process is complex, dynamic and affected by many variables. To illustrate this point, Fig. 1 shows the distribution of outage durations associated with three different causes, based on a collection of 15 years of records of unplanned outages provided by Seattle City Light (SCL) and used in this study. As Fig. 1 shows, even faults with the same cause can lead to very different outage duration.
The actual cause of an outage is typically not known when it is first reported, but time of day, season, weather and other factors can provide information that is predictive of the cause. For example, the SCL outage records show that most damage from crows occurs during the summer in the early morning or late afternoon (See Fig. 2 ), so knowing that information can lead to good early predictions for bird-related outages.
In addition to giving their customers an expected repair time, utilities may also wish to provide them more detailed probabilistic information, such as the 80% confidence interval of the outage duration. Therefore in this paper a probabilistic forecast of the duration of an outage is provided. Specifically, at a particular time, the proposed method provides a Gamma distribution describing the duration using the information collected up to that time. The Gamma distribution is the probability density function of a non-negative valued random variable, and can be written as where Γ(·) is the Gamma function, k is the shape parameter and θ is the scale parameter. By setting k and θ to different values, the Gamma distribution includes the exponential and Chi-squared distributions, and is commonly used to describe waiting times in many applications [20] , [21] . The initial prediction should ideally be refined to take into account new information about an outage as it becomes available from field reports. This paper develops and tests such a forecasting approach using the SCL records, which include both repair logs and outage reports, and hourly historical weather information for downtown Seattle. The logs contain 15 years of records with over 8,000 unplanned outage events and over 40,000 repair logs. 3 Since the repair logs are written in "free-form" technical English, a natural language processing tool is needed to combine these inputs with weather information to predict the duration of the outage.
III. OUTAGE DURATION PREDICTORS
At a high-level, the approach is based on the assumption that the conditional distribution of outage duration d (or repair times) given a set of variables f (e.g., weather, time of day) is reasonably well modeled by a Gamma distribution:
A neural network is used to provide a non-linear mapping from the feature vector f to the parameters {k(f ), θ(f )}. The estimated parameters can be used with the Gamma distribution assumption to provide an estimate of outage durationd = E[D|f ] = k(f )θ(f ), or they can be used to estimate the 90-th percentile outage duration, for example.
The real-time prediction model provides a sequence of estimates, leveraging multiple neural networks. The initial estimate uses a feedforward neural network to predict the Gamma distribution parameters (Section III-A) using only features available at the onset of the outage (Section III-B). The real-time prediction update model is a Recurrent Neural Network (RNN) that integrates the onset features with a continuous, vector space representation of the incoming repair logs (referred to as an 'embedding') and iteratively updates an outage state vector (Section III-C). The embedding of a repair log is generated using a bi-directional (forward and backward) RNN leveraging an attention mechanism (Section III-D).
A. Initial Outage Duration Predictor
A feedforward neural network is used to predict a distribution of repair times parameterized by the gamma distribution. The input to the neural network is f i , the feature vector for the i-th outage. The neural network uses two layers with ReLU activations to compute a hidden state vector g i,2 :
The ReLU function, ReLU(x) = max(0, x), has been shown to be effective in multi-layer neural networks [22] . The two parameters of the gamma distribution are directly predicted using g i, 2 .
The softplus(x) = log(1 + exp x) activation function is used on the output layer to ensure that k, θ > 0, as required by the Gamma distribution. The log likelihood of outage duration d, given the features f ,
The objective is to minimize the total negative log-likelihood:
and the model parameters W 1 , W 2 , b 1 , b 2 , w k , w θ , b k , and b θ are all learned via backpropagation towards that objective.
B. Onset Features
A total of 19 features is available at the onset of the outage. They are grouped into related categories to help explain their motivation.
Five features relate to the date and time of the outage: month, day of the week, day of the year, hour of the day and a binary feature indicating if it is a weekend or not. Certain outage types tend to be correlated with the season. Wind and trees are more of a problem in the winter, and bird-related outages are much more frequent during the summer in the early morning or late afternoon. The time of day features and day of week features can also help the model identify the cause of other outages, e.g., a car colliding with a pole happens mainly late at night on weekends.
There are nine weather features: temperature, apparent temperature, cloud cover, dew point, humidity, precipitation intensity, precipitation probability, atmospheric pressure, and wind speed. It is likely that not all of these are useful but there is no harm in including them, since regularization techniques are used to avoid overfitting (see Section IV-B). Fig. 3 . Flowchart of the real-time prediction system. When the outage is first reported, an initial prediction is given using onset features such as weather, underground/overhead lines, etc. Then as the repair logs arrive, the state of the machine learning algorithm is updated, leading to an update in the predicted outage times.
Two features are used to indicate the difficulty of repairing outages at each location. The first is a binary feature indicating if the distribution is overhead or underground. The second is a smoothed average of historical repair times for outages from that feeder, where smoothing is a weighted combination of the average for that feeder and the average for all feeders depending on the number of outages observed for that feeder. The last three features provide information about the size of the outage and the busyness of the repair crews. They are the logarithm of the number of customers affected by the outage, the total number of outages in the last three hours, and the total number in the last eight hours.
These features are selected because they are all immediately available at the start of the outage, and have been used in prior work as discussed earlier. An oracle feature is also experimented with in this paper, i.e., a feature that is generally not known until the repair is underway, in this case the cause of the outage. Optionally including this feature allows us to test how well our other features implicitly capture the cause.
C. Real-Time Predictions with Repair Logs
Our real-time prediction model makes use of the repair logs to update its predictions during the outage. As described above, an initial prediction is made at the start of the outage. Thereafter, each time a repair log is received, the system extracts relevant information about the progress of the repair and issues a new prediction. This procedure is depicted in the flowchart in Fig. 3 .
The updated predictions are driven by a recurrent neural network. At each time step, the RNN takes two vector inputs and produces a vector output o t The first input is the output from the RNN at the previous time step, o t−1 , which functions as a summary of the state of the outage up to that point. The second is a vector that concatenates the onset features f (Section III-B) with a vector summary of the latest repair log s t , plus an additional log-transformed feature indicating the amount of time elapsed since the beginning of the outage, T . The method of creating the repair log embedding vector is described in Section III-D.
To compute o 1 for the first repair log, the input o 0 = Pf , a projection of the onset features, is used. The matrix P is learned jointly with the other RNN U parameters.
The output from RNN U is used in (7) to predict the Gamma distribution parameters
much like in (3). Fig. 4 shows a diagram of the neural network architecture. Again, the model parameters are trained using the negative loglikelihood objective (see (5) ).
D. Repair Log Embedding Vector
To create the s t vector that summarizes the t-th repair log, we leverage techniques from natural language processing for creating embeddings of short text-like sentences or paragraphs, namely bi-directional RNN's with attention. The bi-directional RNN builds representations that capture the meaning of each word in its local context. Attention is a method of collapsing the per-word representations from the bi-RNN into a single summary vector by taking a weighted combination.
A vocabulary V is defined by selecting all words 4 with counts greater than some threshold and adding an out-of-vocabulary token for other words. Having defined the vocabulary, each word is mapped to a |V |-dimensional indicator vector with a single 1 and all remaining elements equal to zero (referred to as a one-hot vector). Thus, the input sequence of words in the repair log is represented as a sequence of one-hot encoded vectors w i :
These vectors are projected to a low-dimensional embedding space using a matrix E ∈ R k ×|V | , resulting in the sequence S = (Ew 1 , Ew 2 , . . . , Ew n ).
The sequence S is input to two RNNs: one that processes the input from left to right and another that processes the input from right to left. The combination of these two RNNs is referred to as a bi-directional RNN. The outputs at each position from each direction of the RNN are concatenated together to create a representation h i for each word in the log:
The sequence of all the h i vectors across the repair log forms a matrix H = (h 1 , h 2 , . . . , h n ) ∈ R n ×2c . Neural attention is a widely used technique that allows the model to summarize a sequence using a weighted average, where the weights are predicted by the model to focus on (or attend to) pieces of information that it judges to be relevant [23] , [24] . We apply attention to the recurrent state vectors h i in H to summarize the repair log in a vector s. The weights in the average are computed using parameter matrices M 1 ∈ R d×2c and M 2 ∈ R 2c×2c and the softmax function to create a normalized distribution.
The above process can be duplicated with parallel computation of different sets of attention weights using the same H t but different sets of parameters {M 1 , M 2 , b 1 , b 2 }. The resulting vectors are then concatenated to form a high dimension S t . This is referred to as multi-head attention. Our best performing models use two-headed attention [25] . The motivation for multi-head attention is that it allows each attention head to have a specialized purpose. For instance, one might focus on the cause of the outage and the other might focus on which team will be responding.
IV. EXPERIMENTS

A. Data
Three sources of data are available: outage reports, repair logs, and weather information. The outage reports were provided by Seattle City Light and span 15 years of data. The repair logs cover the same period and contain more than 30,000 textual records. (Refer to Table I for examples.) The outages are divided into training, validation, and test sets based on the date of the outage. Outages occurring before March 15, 2014 are assigned to training, those between March 15, 2014 and March 15, 2015 are used for validation, and those after March 15, 2015 are for testing. Outages lasting more than 24 hours (which tend to be associated with major storms), planned outages and outages lasting less than 5 minutes (for which predictions are not needed) are not included in our data. There are 6,172 outages in the training set, 740 in the validation set, and 851 in the test set.
The outage data is supplemented with hourly historical weather information. 5 The weather information is provided for a single location: downtown Seattle. We align the weather data with the outages by selecting the information from the weather report which is closest in time to the start of the outage.
Since the outage reports and repair logs were collected over a period of several years, without anticipating the use of language processing, some work is required to format and clean the data. The repair logs are aligned with the outages by selecting the log entries that were made between the start and end times of the outage on the same feeder. The alignment is not exact as there may be more than one outage at the same feeder at the same time, but such cases are rare. Approximately 20% of the outage events do not align with any repair logs for a variety of reasons, e.g., transmission-level outages which are handled through a separate process. These outages are not included in the experiments that make use of repair logs. In some cases, a repair log will be made to note the conclusion of the outage. Logs that occur in the last 2.5% of an outage duration are removed because it is not useful to make further predictions at that point and these logs interfere with the fit of the model. For the real-time predictions there are 19,182 repair logs in the training data, 2,403 in the validation set and 3,155 in the test data.
B. Implementation Details
The model is implemented using the Tensorflow library [26] . Fitting is done using the Adam optimizer with a learning rate of 0.001 and a batch size of one [27] . All of our recurrent neural networks are of the Gated Recurrent Unit [28] variety with layer normalization [29] . There are two regularization strategies: early stopping [30] and variational dropout on the GRUs [31] . Model code is available on GitHub. 6 Punctuation is removed using a simple regular expression. The repair log text is preprocessed by lower-casing and by replacing ID numbers with their types such as for transformers, feeders, or poles. (An example is found in Fig. 8 where the telephone pole identifier is replaced with <tp>.) The vocabulary is set by taking all words that appear in the training data more than a certain number of times where the cutoff is selected during tuning. The vocabulary size of the best models ranges from two thousand to four thousand words. Hyperparameter tuning is done using a random search strategy, selecting the model that assigns the highest likelihood to the validation data. The hyperparameters are the vocabulary cutoff, the word embedding size, the RNN U GRU cell size, the bi-directional GRU cell size, the dropout rate, the number of epochs to train, number of attention heads (one or two), and whether or not to use layer normalization. We find that early stopping is a better regularizer than variational dropout, layer normalization is helpful, and two attention heads is better than one.
C. Initial Outage Duration Prediction Results
The metrics are negative log likelihood (the training objective), root mean squared error (RMSE), and Pearson's correlation. The negative log likelihood is a measure of both how well the model is able to predict the true duration and also how well it is able to reduce the uncertainty of its predictions. Since the model is trained based on a negative log likelihood objective, improvements to the model are best observed with this measure, but it is less interpretable from an applications perspective. For comparison, a linear regression model was trained to optimize for mean squared error. The linear regression gives no uncertainty information and is slightly worse in terms of RMSE (4.3 hours) and correlation (28.7) for the all onset features condition. Results for other feature sets with this model are similar. Table II presents the experimental results. The case with no features corresponds to using a single gamma distribution for all outages. As more features are added, the model achieves a better negative log likelihood, i.e., provides a better fit of the observed test data, lower RMSE, and higher correlation. The last two lines serve as oracle experiments, since they include the true cause of the outage as a feature, which is not usually known at the onset. As expected, knowing the true cause improves performance for all metrics. We hypothesized that the onset features would give us some information about the true cause, which seems to be the case. A classifier trained to predict the outage cause from the onset features has an accuracy of 70%. (Always predicting the majority class 'Equipment Failure' gives an accuracy of 44%.)
Using a gradient boosted regression tree to assess feature importance, the top five features are the average outage duration for that feeder, the customers affected, the hour of the day, the day of the year, and the air pressure. The day of year feature is helpful because of the seasonality of different outage types. When binary indicator oracle features are added for each outage cause category then the feature importances are similar except that the Bird/Animal cause indicator is ranked as the sixth most important feature. Figure 5 demonstrates the performance of the real-time prediction system by showing the root mean squared error and the negative log likelihood for the initial prediction and after receiving one to three repair logs. These metrics are computed on the subset of the test data where there were at least three repair logs for each outage. Because of this, the results for the real-time prediction are not comparable with our previous experiments. Both metrics show a trend of increased prediction accuracy as more information from the repair logs becomes available.
D. Real-Time Prediction Results
V. ANALYSIS AND CASE STUDIES Figures 6 and 7 illustrate an example where successive repair log progressively improves the prediction. In Fig. 6 , a heat map visualization shows where in the the repair logs the model is placing its attention. Since the vector associated with a word in the text is a concatenation of the forward and backward stages of the bi-RNN, it encodes information from the surrounding phrase. To make this more clear in the heat maps, the word at- Fig. 6 . Heat map of attention for a selected outage. Darker colors received greater weight. In the first report the attention is given towards stating that fact that power is out. In the second report the attention focuses on words identifying the cause (wire down) and possible actions (requests clearance). Fig. 6 . The dotted line marks the true outage duration and the most likely durations predicted by each distribution are 2.1, 3.5, and 5.7 hours respectively. As more reports come in, the predictions successively improve. tention weights are smoothed over the sequence. Observe that the model identifies the cause "1-26 kv wire down" and the phrase "requests clearance" which tends to be associated with a speedy repair from that time point. Figure 7 shows the predicted distributions of outage duration evolve as field reports are received, as well as the actual outage duration. The distributions correspond to time remaining, so their start time is the arrival time of the corresponding report. The "no report" condition uses only the onset features. Figures 8 and 9 illustrate a case where the first and second reports do not improve the prediction. They indicate uncertainty on the cause of the outage, which increases the expected duration. Because the cause (i.e., dead crow) is identified in the 3rd report, a speedy repair can then be predicted. The probability distribution for the final prediction extends beyond the top of the figure and is truncated to improve readability.
The distributions predicted could be used in a variety of ways to update customers on the status of repairs. For example, the time could be adjusted to be more or less conservative; e.g., Table III shows mode, mean (min MSE), and 80% confidence estimates of time remaining until power is restored for the 3report example above. In addition, the attention weights could be used to report a cause when it is reliably identified, such as the bird-related fault identified in report 3. The specific strategy used should be assessed with customer studies. Fig. 8 . Heat map of attention for an outage where some of the reports do not help with prediction (see Fig. 9 ). In each of the log entries, darker colors received greater weight. As we can see, in the top entry, there is no useful information to put the weights on except the fact that a line is out. By the next entry in the log, the algorithm is able to pick out the cause of the outage (dead crow) and the action (refuse and relimiter). Fig. 8) where the 1st and 2nd report did not help increase prediction accuracy. After these reports, the distribution actually shifted away from the true report time because the cause was not clearly identified. After the 3rd report correctly identifies the cause as a dead crow, the outage duration prediction improves dramatically. (The final distribution is an exponential that starts at T = 2.0; the full height is not illustrated.) The most likely durations predicted by each distribution are 3.5, 5.7, 6.7, and 2.0 hours respectively. Fig. 9 It is informative to analyze the most common phrases attended to by the two attention heads. Table IV summarizes the most frequent bigrams (adjacent word pairs) for each head. To create this table, we find the word w i in each report that is given the highest weight and count the two bigrams associated with that word: (w i−1 , w i ) and (w e , w i+1 ). The two heads specialize in different concepts but there is some overlap. The first head frequently identifies the mention of 26 kV cables. The second head frequently identifies the inclusion of the term <CL>, a marker for an ID number of a report that is typically created in the log towards the end of an outage.
VI. CONCLUSIONS
This paper introduces an approach for predicting outage duration by learning from historical outage records. It also shows how natural language processing can be used to provide additional features allowing real-time updates of duration estimates. Experiments with a large collection of outages show that good results can be obtained from environmental features alone, since there is good correlation between these features and some causes. In addition, improvements are possible by using text analysis of incoming repair logs that provide information related to the outage cause and repair steps.
The model proposed here was developed to predict a distribution of duration times, from which one could predict either the expected time until service is restored or a time within which there is a certain level of confidence that service will be restored. The framework could just as easily be used to predict the estimated time to repair directly by replacing the final neural network layer (k, θ estimators) with an expected duration prediction layer, and changing the training objective to mean squared error. Experiments found that the RMSE results are only slightly better when optimizing directly for that objective than when using the gamma distribution.
The model proposed here advances on prior work but is also complementary. For example, in [6] , it is shown that an ensemble of neural networks is an effective strategy for predicting the number of outages specifically looking at weather related (wind and lightning) factors. In contrast, the work here addressed prediction of outage duration and considered all types of outages (excluding major storms), but the benefits of ensembling may extend to outage prediction. Work on outage duration prediction that relies on environmental factors (vs. post-hoc knowledge of the cause) has investigated the importance of different factors [16] , which motivated many factors explored here. However, prior work did not integrate these in a unified model. Because different factors interact (e.g., time of day and season for birdrelated outages), it is useful to explore integrated models.
A constraint of the approach described here is that it requires historical distribution data associated with the region covered. As learned in this study, weather patterns impact the prediction, as does the type of infrastructure. If such historical data was available from a several cities, it would be possible for the initial prediction model to learn to generalize to a new urban area. The text-based updates will be more sensitive to the idiosyncrasies of reporting in a particular region.
There are a number of opportunities that the use of historical records and natural language processing could enable in future studies. For example, the data could be used to predict the likelihood of failure for particular types of equipment in the next few years. Further analysis of the attended words could provide guidance as to what sort of information should be included in field reports and provide automated suggestions about outage causes and repairs to engineers in the field.
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