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Abstract
Evolution equations with infinite hierarchies of symmetries have been shown to nat-
urally arise within the context of geometric, arc-length preserving flows of curves in the
plane and in R3. In the following work, a systematic investigation into this phenomenon
is conducted for the case of group actions on planar curves. The techniques of moving
frames as developed by Fels and Olver, [16, 17], and the invariant variational bicomplex
as developed by Kogan and Olver, [28], are used. A catalog of results is produced, con-
necting many invariant curve flows with integrable equations such as Burgers’, KdV,
mKdV, and Sawada-Kotera. In the last chapter, the techniques are extended to an
investigation of the evolution of curvature of 2-dimensional surfaces in 4-dimensional
Euclidean space under the Skew-Mean-Curvature flow.
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Chapter 1
Introduction
Let G be a transformation group that acts smoothly on a manifold M . An invariant
submanifold flow is a G-invariant evolutionary partial differential equation
∂S
∂t
= Φ[S]
governing the motion of submanifolds S ⊂M . Invariance requires that G is a symmetry
group of the equation; if S(t) is any solution, then g ·S(t) is also a solution for any fixed
element g ∈ G. Invariant curve and surface flows arise in a number of applications,
including geometric optics, computer vision, vortex dynamics, and elsewhere.
As a submanifold evolves according to an invariant submanifold flow, its differential
invariants also evolve. We focus on the case of curves and their invariants. Plane curves
have a lowest order differential invariant by which all other invariants can be written
as functional combinations of this invariant and its invariant derivatives. Under cer-
tain invariant curve flows, the corresponding evolution of this lowest order invariant is
often found to be given by a well-known integrable equation such as the Korteweg-de
Vries equation, the modified Korteweg-de Vries equation, or Burgers’ equation. This
phenomenon was first noticed in [23], where Hasimoto demonstrated a one-to-one corre-
spondence between the integrable cubic nonlinear Schro¨dinger equation and the vortex
filament flow, an (Euclidean) invariant curve flow governing the evolution of a thin vor-
tex filament in an inviscid, incompressible fluid. Later in [29], Lamb brought attention
to the seemingly quite common relationship between invariant flows and integrable equa-
tions. It should be noted that though many people agree on which equations should be
1
2deemed integrable, there is no universally accepted definition for this term. The sense
that we will use it in this paper is that of possessing an infinite hierarchy of symmetries
and a recursion operator. A recursion operator is an operator associated to the equation
by which new symmetries are produced from old.
The classification of Lie algebras of two dimensional vector fields was done first
by Sophus Lie in [33] for real complex vector fields and supplemented by Gonza´lez-
Lo´pez, Kamran, and Olver in [20] for real vector fields. In [11, 10], Chou and Qu
performed a systematic investigation of planar curve flows and integrable equations
using these classifications, discovering many new relationships between planar Klein
geometries and integrable hierarchies. In the following work, I performed a similar
investigation into the relationship between integrable equations and invariant planar
curve flows. The approach is different, however, as I use the recent, powerful tools of
the equivariant method of moving frames and the invariant version of the variational
bicomplex. Many of the results of Chou and Qu were replicated, but in the current
setting certain relationships became more evident. In particular, associated to any
invariant is an invariant differential operator dubbed the characteristic operator. It
is seen that in most instances, the characteristic operator is either the corresponding
recursion operator, or appears as part of a factorization of the recursion operator.
In Chapter 2, we build the machinery necessary to investigate and describe the
problems at hand. In Section 2.1.1, we introduce equivariant moving frames, as first
formulated by Fels and Olver in [16, 17]. We then show how group actions on a man-
ifold can be prolonged to act on the jets of submanifolds, which produce higher order
moving frames. With these in hand, we demonstrate how a moving frame leads to an
algorithmic construction of differential invariants of the action. In Section 2.2, we lay
the foundations of the variational bicomplex, introducing jet space and contact forms.
With the addition of a prolonged group action on jet space, we use a moving frame
to “invariantize” the differential forms producing the invariant variational bicomplex
and an invariant coframe by with which to take the exterior derivative with. The ex-
terior derivative has an invariant tri-grading, which in the case of projectable group
actions, reduces to a bigrading. It this invariant bigrading which will play a key role in
all subsequent computations. We next introduce the recurrence formula, which allows
us to implement a fully symbolic calculus of differential invariants and their invariant
3derivatives with respect to our invariant coframe. In Section 2.3, we take the invariant
bicomplex constructions and apply them to invariant submanifold flows. Here, we re-
strict our presentation to curves in the plane, and thus develop the ideas of an invariant
curve flow. We pay particular attention to the development of formulas that determine
the evolution of the differential invariants of the curve according to the invariant flow.
In the event that the invariant flow preserves the parametrization, the evolution of the
differential invariants is given by an often non-local partial differential equation. Under
certain invariant curve flows, this PDE is frequently given by a well-known local, inte-
grable, and often nonlinear, equation. It is this phenomenon that is investigated in the
next chapter.
In Chapter 3, we investigate the phenomenon mentioned above in detail. First we
define symmetries of a differential equation. The existence of an infinite hierarchy of
(generalized) symmetries is what we take to be the defining property of an integrable
equation. Differential equations with this property often come equipped with a recur-
sion operator, a integral-differential operator which effectively takes a symmetry and
produces a new one, thus producing the infinite hierarchy. Once these ideas are estab-
lished, we turn to the problem at hand. In [33], Sophus Lie gave a complete classification
of independent group actions on the complex 2-plane. Using the techniques developed
in Chapter 2, we systematically go through Lie’s catalog and find integrable equations
in nearly each case. Furthermore, associated to any differential invariant is an integral-
differential operator termed the characteristic operator. It is used to determine the
equation governing the evolution of the differential invariant. The surprising occur-
rence is that in many instances, the characteristic operator agrees with the recursion
operator for our integrable equation. The body of this chapter presents these results
with a discussion at the end. Unfortunately, no definitive pattern between the different
group actions and the appearance of integrable equations and recursion operators is
determined.
In Chapter 4, the focus is shifted to investigate the evolution of invariants of surfaces
in four dimensions under a generalization of the vortex filament flow in three dimensions.
Some background is given on the differential geometric approach to fluids, with the goal
of describing the vortex filament flow. The appropriate generalization of the vortex
filament flow requires viewing the vorticity as a differential two-form supported on a
4co-dimension two submanifold. Next, we establish the mean-curvature vector on the
submanifold, and then we define the skew-mean-curvature flow on the submanifold.
The skew-mean-curvature flow is a generalization of the vortex filament flow which
can be defined for codimension two submanifolds in Rn. At this point, we supply the
necessary extensions of the moving frame and invariant variational bicomplex techniques
developed in Chapter 2 applied to surfaces in R4. Note that the group action is that
of the four-dimensional Euclidean group. We also frame some of the classical results
of surfaces in R3 in our language of moving coframes. This is done in order to find
parallels in these constructions when applied to our surfaces in R4. Lastly, we end with
computations determining the evolution of the mean curvatures of the surface under
the skew-mean-curvature flow.
Chapter 2
Background
2.1 Equivariant Moving Frames
2.1.1 Moving Frames
Let G be an r-dimensional Lie group acting on an m-dimensional manifold M .
Definition 2.1.1. A moving frame a smooth G equivariant map ρ : M → G.
Left and right moving frames are determined by the corresponding action of G on
itself. For g, h ∈ G, the left and right actions are Lg(h) = gh and Rg(h) = hg−1,
respectively. Thus a right moving frame is defined by the equivariant relation ρ(g · z) =
Rg(ρ(z)) = ρ(z)g
−1, and similarly for a left moving frame. The two are related by the
following:
Proposition 2.1.2. If ρ˜(z) is a left moving frame, then ρ(z) = ρ˜(z)−1 is a right moving
frame.
In order to give the conditions for the existence of a moving frame, we need the
following definitions.
Definition 2.1.3. The action of G on M is free if the isotropy subgroup for all z ∈M
is trivial:
Gz = {g ∈ G | g · z = z} = {e} for all z ∈M
5
6Definition 2.1.4. The action is semi-regular if all its orbits have the same dimension.
The action is regular if it is semi-regular, and if there is a regular foliation of M by the
orbits of G.
Theorem 2.1.5. Let G act on M . Then a moving frame ρ : M → G exists if and only
if the action is free and regular on M .
Proof. First, let ρ˜ : M → G be a left moving frame on M . Let z ∈ M and let g ∈ Gz,
the isotropy subgroup of z. Since g · z = z and by left equivariance,
ρ˜(z) = ρ˜(g · z) = gρ˜(z)
which implies g = e. Hence, the action is free. To show regularity, let z ∈ M and let
zk = gk · z be a sequence of points in the orbit of z such that zk → z as k →∞. Then
ρ˜(zk) = ρ˜(gk · z) = gkρ˜(z)→ ρ˜(z), as k →∞
by equivariance and continuity of the moving frame map (ρ˜(zk)→ ρ˜(z)). Hence, gk → e,
which implies regularity of the action (as the zk = gk · z’s near z, the gk’s must near the
identity).
Now suppose the action is free and regular. Then choose local flat coordinates
z = (x, y) ∈ G ×X, where if dim M = m, and dim G = r, then X ' Rm−r. Locally,
M ' G × X, where the first r coordinates represent elements in G. Hence, a local
cross-section K to the group orbits is given as the graph of a smooth map a : X →
G, x = a(y). Note now that the map ρ˜(x, y) = x · a(y) is a smooth, G-equivariant map
from M to G, and thus defines a left moving frame on M .
From the above proof, we see that the choice of cross-section is intimately connected
to the construction of the moving frame. In practice, coordinate cross-sections are used,
though by no means is this required. Once a cross-section is chosen, one solves the
resulting normalization equations to find the moving frame.
Geometrically, a right moving frame assigns to a point z ∈M the unique group ele-
ment g = ρ(z) ∈ G that maps it to the cross-section. We will illustrate the construction
of a moving frame with the following example.
7Example 2.1.6. Consider the following action of the Euclidean group SE(2) = SO(2)n
R2 on R4, with local coordinates on R4 given by x, u, p, q, and group parameters φ, a, b:
x 7→ x cosφ− u sinφ+ a, u 7→ x sinφ+ u cosφ+ b,
p 7→ sinφ+ p cosφ
cosφ− p sinφ, q 7→
q
(cosφ− p sinφ)3 .
Incidentally, this action is only locally free. Indeed, the points (x, u, p, q) = (0, 0, p, 0)
are fixed by the group element (φ, a, b) = (pi, 0, 0). The general practice is to ignore this
discrete ambiguity, which we will also follow here.
We choose the cross-section x = u = p = 0 resulting in the following normalization
equations:
x : 0 = x cosφ− u sinφ+ a
u : 0 = x sinφ+ u cosφ+ b
p : 0 =
sinφ+ p cosφ
cosφ− p sinφ.
Solving this system for the three group parameters yields
φ = − tan−1 p, a = − x+ up√
1 + p2
, b =
xp− u√
1 + p2
which defines the right moving frame ρ : R4 → SE(2). Here, we take the branch of
φ = − tan−1 p containing 0. Inverting this group element gives the left (classical) moving
frame
φ˜ = tan−1 p, a˜ = x, b˜ = u
2.1.2 Prolonged Transformation Groups
We now consider the induced action of G on p-dimensional submanifolds S ⊂ M . As
G transforms the space M , there is an induced transformation of submanifolds of M .
To simplify the following presentation, we assume M = R2 to be the real plane with
“independent” variable x and “dependent” variable u. Submanifolds of M can be locally
realized as functions of the form u = f(x). As G acts on x and u, it correspondingly
acts on the derivatives, or jet coordinates, ux, uxx, etc. The induced action of G on the
jet coordinates is found simply by the chain rule. We write
y = Ξg(x, u), v = Φg(x, u)
8for the group transformation, where the subscript g indicates the transformation de-
pends on the element g ∈ G. Differentiation with respect to x˜ is given by
Dy =
1
DxΞ
Dx (2.1)
where
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ . . . (2.2)
is the total derivative with respect to x. Hence,
vy = Dyv =
1
DxΞ
DxΦ, vyy = Dyvy, etc.. (2.3)
In the case of planar curves, we will denote the space of jets by Jn, where n refers
to the order of the jets. Higher order moving frames are constructed using prolonged
transformation groups:
ρ : Jn → G, ρ(g · z) = ρ(z)g−1
where z = (x, u, ux, . . . , un), un := (Dx)
n u.
Example 2.1.7. Consider the action of SE(2) on the plane:
y = x cosφ− u sinφ+ a, v = x sinφ+ u cosφ+ b.
Using equation (2.1), we find
Dy =
1
Dx(x cosφ− u sinφ+ a)Dx(x sinφ+ u cosφ+ b) =
1
cosφ− ux sinφ.
Application of equation (2.3) produces the prolonged transformation of the first and
second order jet coordinates:
vy =
sinφ+ ux cosφ
cosφ− ux sinφ, vyy =
uxx
(cosφ− ux sinφ)3
The action of SE(2) on J2 is the same as the action presented in Example 2.1.6, where
p = ux, q = uxx.
As before, we found the first order moving frame by setting x˜ = u˜ = u˜x˜ = 0 and
solving for the group parameters φ, a and b resulting in the first order moving frame
φ = − tan−1 ux, a = − x+ uux√
1 + u2x
, b =
xux − u√
1 + u2x
. (2.4)
9Higher order moving frames are constructed on jet bundles using the prolonged
group transformations. For theoretical details, see [17]. The moving frame algorithm
for prolonged group transformations is effectively the same as the algorithm described
for a free and regular action of G on M . For computational ease, we continue the use of
coordinate cross-sections to compute the moving frame, where we now incorporate the
jet coordinates.
2.1.3 Differential Invariants
Moving frames provide an algorithm with which to generate invariants to the group
action. A function F : M → R is an invariant with respect to a group G if
F (g · z) = F (z) for all z ∈M, g ∈ G.
Global invariants are generally not easy to find, so we work with local invariants instead.
Local invariants are defined on some open subset U ⊂ M with the property that F (g ·
z) = F (z) for all z ∈ U and all g ∈ Vz ⊂ G, where Vz is a neighborhood of the identity
in G, possibly depending on z.
In most cases of interest, the group action is transitive and there are no non-constant
invariant functions. By prolonging the group action to jet space, we introduce the idea
of differential invariants. A function F : Jn(M)→ R is a differential invariant if
F (g · z) = F (z) for all z ∈ Jn(M), g ∈ G.
The point here is that F = F (x, u, ux, . . . un) = F [u] depends on the the jet coordinates.
Invariants are easily constructed using our moving frame algorithm via a process
called invariantization. Using the moving frame, arbitrary differential functions are
projected to a unique invariant.
Definition 2.1.8. Let ρ : Jn → G be a right moving frame. The invariantization of a
differential function F : Jn → R is the function ι(F )(z) defined by
ι(F )(z) = F (ρ(z) · z).
The invariant function ι(F )(z) is the unique invariant that agrees with F on the cross-
section, thus invariantization preserves all algebraic operations.
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Proposition 2.1.9. The invariantization of a differential function is a differential in-
variant.
Proof. Let ρ : Jn → G be a moving frame and let g ∈ G. Then by right equivariance of
the moving frame and by the definition of ι,
ι(F )(g · z) = F (ρ(g · z) · (g · z)) = F (ρ(z)g−1g · z) = F (ρ(z) · z) = ι(F )(z).
Example 2.1.10. Returning to Example 2.1.6 again, we see that
ι(x) = 0, ι(u) = 0, and ι(ux) = 0.
Indeed, these invariants reflect the values of the cross-section used to construct the
moving frame. The invariant functions coming from the normalization process are
known as the phantom invariants. However, looking at the second derivative coordinate
we see
ι(uxx) =
uxx
(cosφ− ux sinφ)3
∣∣∣∣
φ=− tan−1 ux
=
uxx
(1 + u2x)
3/2
= κ
which is the Euclidean curvature of a planar curve.
2.2 Variational Bicomplex
The variational bicomplex has its modern origins in the works of Vinogradov [52, 53] and
Tulczyjew [51]. Later contributions by Tsujishita [50] and Anderson [2, 3] demonstrated
its power and efficacy in geometric approaches to studying local and global problems in
partial differential equations and the calculus of variations. The following presentation
will use a local coordinate approach, however an intrinsic, coordinate-free approach is
possible using filtrations. See [7] for details on this approach.
We work on the infinite jet bundle, J∞, which is defined as the inverse limit under
the jet projections pink : J
n → Jk. We identify F : Jk → R with F ◦ pink : Jn → R for
n ≥ k. Thus any F : J∞ → R is given by F ◦pi∞k for some finite k. Intuitively, we allow
arbitrarily high derivative coordinates with the knowledge that functions and differential
forms on J∞ only depends on derivatives (jet coordinates) up to some finite order.
Again, for ease of presentation, we tailor the following constructions to the jets of planar
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curves. In local coordinates, where all computations occur, the “independent” variable
is x and the “dependent” variable is u. The coordinates on J∞ are (x, u, ux, uxx, . . .).
The bicomplex construction relies on a natural splitting of the space of differential
forms on the infinite jet bundle into horizontal and contact components, thus endowing
the usual de Rham complex with the structure of a bicomplex.
A smooth function u = f(x) has a natural prolongation to J∞:
f (∞) : X −→ J∞
x 7−→ (x, f(x), f ′(x), . . .).
A differential form on J∞ is defined to be a contact form θ if and only if f (∞)∗θ = 0
for any prolonged smooth function u = f(x). It can be easily proved that any contact
one-form is a linear combination of the basic contact one-forms,
θj = duj − uj+1dx, j = 0, 1, 2, . . . .
On T ∗J∞, these forms span the contact or vertical subbundle C. With the coordinate
one form dx which spans the horizontal subbundle denoted by H, the cotangent bundle
can be split into horizontal and contact components, T ∗J∞ =H ⊕ C. The exterior
derivative naturally splits into horizontal and contact or vertical components, d = dH +
dV , where dH increases horizontal degree (wedges on dx) and dV increases contact degree
(wedges on θj ’s). Closure, d ◦ d = 0 implies the following relations:
dH ◦ dH = 0 = dV ◦ dV , and dH ◦ dV + dV ◦ dH = 0.
Local coordinate expressions for the exterior derivative of a differential function F :
J∞ → R demonstrate the splitting. We use the notation F = F (x, u, ux, . . . , un) := F [u]
to imply F depends upon x, u and the derivatives of u with respect to x up to a finite
order n. By a strategic rearranging of terms, we see
dF [u] =
∂F
∂x
dx+
n∑
j=0
∂F
∂uj
duj
= DxF dx+
n∑
j=0
∂F
∂uj
θj = dHF + dV F
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where we recall equation (2.2) for the total derivative with respect to x. Extension
of the horizontal and vertical differentials to differential k-forms come from the usual
properties of the exterior derivative. In particular, for any basic contact 1-form θj , the
following identity holds,
dθj = dHθj = dx ∧Dxθj = dx ∧ θj+1, (2.5)
where Dxθj is the Lie derivative of θj with respect to the total derivative Dx.
The one-forms dx and θj , j ≥ 0, form a coframe, or basis for the cotangent space
T ∗J∞ at each point of J∞, and thus any differential 1-form on J∞ can be written
uniquely as a linear combination of the coframe elements.
Lastly, it is worth mentioning that the variational aspect of the variational bicomplex
comes from its role in the geometric formulation of problems in the calculus of variations.
A variational problem has the form
L[u] =
∫
L(x, u, ux, . . .) dx.
where traditionally, the integrand is known as the Lagrangian. In the geometric formu-
lation, we take the Lagrangian form ω = L dx. Computing dV ω is akin to taking the
variational derivative. The result is a 2-form (or more generally, a p + 1-form where p
is the number of independent variables) consisting of the wedge product of a contact
1-form and dx. Working modulo contact forms and using equation (2.5), we perform
an integration by parts by taking derivatives off of the θj ’s. The result is an expression
of the form E(L)θ∧ dx, where E(L) is the Euler-Lagrange expression from the calculus
of variations. For a much more detailed treatment, see [2].
2.2.1 Invariant Variational Bicomplex
With the addition of a group action on our base manifoldM , we would like to build group
invariance into the bicomplex structure. The primary motivation for this construction is
the formulation of the group invariant form of the Euler-Lagrange equations associated
to a variational problem with a symmetry group. Indeed, any variational problem with
an associated symmetry group can be written in terms of the differential invariants of the
group action. The Euler-Lagrange equations inherit the symmetries of the variational
problem (but not conversely), and they can be written in terms of the invariants of
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the symmetry group with an extra non-invariant multiplier. Until [28], the explicit
formulae for the group invariant Euler-Lagrange equations were only found through ad-
hoc methods. In [27], Kogan and Olver introduce group invariance into the variational
bicomplex, and in [28], they solve the aforementioned problem. For our purposes, we do
not need the form of the invariant Euler-Lagrange equations associated to an invariant
variational problem, however the group invariance built into the complex will be used
extensively as will certain invariant differential operators arising from this construction.
Most importantly, we will use the powerful recurrence formula to determine an invariant
bigrading of the exterior derivative. The following presentation will again be restricted
to the case of curves in the plane, and only relevant details will be presented. For
construction in full generality, one should consult [28].
Once again, let G be a transformation group acting on the (complex or real) plane.
Prolong the group action to 1-dimensional submanifolds (curves) so that G acts on
J∞. To construct our invariant bicomplex, we use a moving frame to invariantize
differential forms. The precise definition of the invariantization of a differential form
requires consideration of a corresponded lifted action on the right principle bundle
pi : B = G× J∞ → J∞, g · (h, z) = (hg−1, g · z).
This action is always free and regular on any open subset of J∞. Freeness is easily seen
since g · (h, z) = (h, z) immediately implies that g = e. Similarly, any sequence of points
gk · (h, z) converging to (h, z) implies that gk converges to the identity element e, thus
demonstrating regularity.
We define the evaluation map w : B → J∞ by
w(g, z) = g · z,
which incidentally can be viewed as the target map for a groupoid structure on B.
A moving frame ρ : J∞ → G defines a G-equivariant section of the lifted bundle,
namely
σ : J∞ → B, σ(z) = (ρ(z), z)
which will be called the moving frame section. In this context, the invariantization of a
differential function F as defined in Definition 2.1.8 is reformulated as
ι(F )(z) = σ∗w∗F (z) = F ◦ w ◦ σ(z) = F (ρ(z) · z).
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The invariantization of a differential form requires a bit more care. First, we recall
that a differential form ω is invariant if g∗ω = ω for all g ∈ G. Alternatively, ω is
invariant if g∗ω|g·z = ω|z.
Because of the Cartesian product structure on the lifted bundle, a coframe is pro-
vided by the horizontal, dx, and contact forms, θj , on J
∞, as well as the Maurer-Cartan
forms
µi, i = 1, . . . , r on G. The exterior derivative on B differentiates with respect to the
jet coordinates and the group parameters, and thus splits d = dJ + dG, where dJ is the
exterior derivative on the jet coordinates and dG is likewise on the group parameters.
Denote by piJ and piG the projections onto jet and Maurer-Cartan forms, respectively,
e.g. if Ω is a differential form on B, then piJΩ formally sets all Maurer-Cartan forms
to 0 (however the resulting expression may still contain group parameters). Note the
following identities:
piJ ◦ d = dJ = dJ ◦ piJ , piJ ◦ dG = 0, but dG ◦ piG 6= 0. (2.6)
Definition 2.2.1. The invariantization of a differential form Ω on J∞ is the G-invariant
differential form
ι(Ω) = σ∗piJw∗(Ω). (2.7)
Note the process: the form is lifted to B via the evaluation map, the Maurer-
Cartan forms are then set to zero, and then we pull back via the moving frame section.
This choice of invariantization operator agrees with Definition 2.1.8 when restricted to
functions. Though the introduction of the jet projection creates complications that
will be addressed shortly, this definition of invariantization allows one to invariantize a
coframe, producing an invariant coframe. The following simple example demonstrates
the process, as well as the necessity of the jet projection.
Example 2.2.2. Consider the scaling action of R+ = {λ > 0} on R2 given by
(x, u) 7−→ (λ−1x, λu) = w(λ;x, u)
We construct a moving frame using the cross-section x = 1, u > 0. The normalization
equation is
1 = λ−1x
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which produces the moving frame λ = ρ(x, u) = x and moving frame section
σ(x, u) = (ρ(x, u);x, u) = (x;x, u). Invariantizing the coordinate function u gives the
basic invariant
ι(u) = σ∗w∗(u) = w∗(x;u) = xu.
The prolonged group action on jets of curves in the plane is
ux 7−→ λ2ux, uxx 7−→ λ3uxx, . . . .
Invariantizing the jet coordinates produces differential invariants:
ι(ux) = x
2ux, ι(uxx) = x
3uxx, . . .
The basic coframe on J∞ for curves in the plane is given by dx and θ = du−uxdx,
θ1 = dux − uxxdx, . . .. Invariantizing this coframe produces an invariant coframe. We
apply equation (2.7).
ι(dx) = σ∗piJw∗(dx) = σ∗piJd(λ−1x)
= σ∗piJ(λ−1dx− λ−2xdλ) = σ∗(λ−1dx) = 1
x
dx (2.8)
and
ι(θ) = ρ∗piJw∗(du− uxdx) = ρ∗
(
dJ(λu)− λ2uxdJ(λ−1x)
)
= xdu− xuxdx = xθ.
Hence ι(dx) =
1
x
dx, ι(θ) = xθ, ι(θ1) = x
2θ1, . . . produces an invariant coframe on J
∞
for curves in the plane. Note that the jet projection is needed in order to produce an
invariant coframe. Indeed in (2.8), without piJ ,
ρ∗(λ−1dx− λ−2xdλ) = 1
x
dx− 1
x
dx = 0
which fails to produce a coframe (however the resulting differential form is nonetheless
still invariant).
By invariantizing the basic coframe elements on J∞, we produce an invariant coframe
and the resulting invariant complex. If the action is projectable, the invariantized
variational bicomplex produces an invariant bicomplex, however if the action is non-
projectable, the bicomplex structure is lost due to an anomalous splitting of the differ-
ential. This will be discussed in further detail shortly.
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Example 2.2.3. Let’s return to our running example of SE(2) acting on the plane,
Example 2.1.6. To construct an SE(2) invariant coframe on planar curves, we use our
moving frame from equations (2.4) and apply equation (2.7):
$ = ι(dx) = σ∗piJw∗dx = w∗piJd(x cosφ− u sinφ+ a)
= w∗((cosφ− ux sinφ)dx− (sinφ)θ)
=
√
1 + u2xdx+
ux√
1 + u2x
θ
Note that the resulting fully invariant form is not purely horizontal, but instead contains
a contact correction. The horizontal component is the usually Euclidean arc-length
element.
In a similar manner, we compute
ϑ = ι(θ) =
θ√
1 + u2x
,
ϑ1 = ι(θ1) =
1
1 + u2x
θ1 − uxuxx
(1 + u2x)
2
θ,
etc. Note that these are contact forms, with no horizontal components.
2.2.2 Recurrence Formula
The invariantization operator respects all basic algebraic operations as well as func-
tion composition, however all complications arising in studies of differential invariants
derive from the fact that in general, invariantization does not commute with exterior
differentiation:
dι(Ω) 6= ι(dΩ).
The obstruction lies in the intervening jet projection piJ in equation (2.7); indeed, ι is
not a genuine pull-back. Fortunately, the correction terms dι−ιd can be algorithmically
constructed using only linear algebra and the (prolonged) infinitesimal generators of the
group action.
Let v1, . . . ,vr ∈ g be a basis for the Lie algebra to our group G. By local effective-
ness, we can identify the Lie algebra elements and their corresponding vector fields on
M , ([43] Theorem 2.62). The vector fields are then prolonged to J∞, and we denote by
vk(Ω) the Lie derivative of the differential form Ω on J
∞ with respect to the prolonged
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infinitesimal generator vk. In local coordinates, a vector field on the plane has the form
v = ξ(x, u)
∂
∂x
+ ϕ(x, u)
∂
∂u
. (2.9)
Prolonged vector fields can be identified with their non-prolonged counterparts, and
thus we use the same notation:
v = ξ(x, u)
∂
∂x
+
∑
j≥0
ϕj+1[u]
∂
∂uj
. (2.10)
where ϕ0 = ϕ and the higher order coefficients ϕj are constructed using the prolongation
formula
ϕj = Dxϕj − uj+1Dxξ, j = 0, 1, 2, . . . . (2.11)
See [43, 42] for a proof as well as the non-recursive version of the formula.
The Maurer-Cartan forms µ1, . . . , µr are dual to the infinitesimal generators v1, . . . ,vr.
The following lemma exploits this duality.
Lemma 2.2.4. If Ω̂ = piJw
∗Ω is a lifted jet form on B, then
dGΩ̂ =
r∑
k=1
µk ∧ piJw∗[vk(Ω)].
Proof.
dGΩ̂ =
∑
k
µk ∧ vk(Ω̂) =
∑
k
µk ∧ vk(g∗Ω)
=
∑
k
µk ∧ g∗[vk(Ω)] =
∑
k
µk ∧ piJw∗[vk(Ω)]
where we used the duality of the µk’s and vk’s, and the identification of piJw
∗ with the
pull-back by a group element g.
With this lemma, we are now able to state the recurrence formula.
Lemma 2.2.5 (Recurrence Formula). If Ω is any differential form on J∞, then
dι(Ω) = ι(dΩ) +
r∑
k=1
νk ∧ ι[vk(Ω)] (2.12)
where the νk’s are the pull-backs of the Maurer-Cartan forms µk via the moving frame
section σ.
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Proof. We compute.
dι(Ω) = dσ∗piJw∗Ω = σ∗dpiJw∗Ω = σ∗(dJ + dG)piJw∗Ω
= σ∗(piJdw∗Ω + dGpiJw∗Ω) = σ∗piJw∗dΩ + σ∗
(
r∑
k=1
µk ∧ piJw∗[vk(Ω)]
)
= ι(dΩ) +
r∑
k=1
νk ∧ ι[vk(Ω)]
where we used equations (2.6) and (2.7) and Lemma 2.2.4.
Invariantization takes a form of bigrade (r, s), (wedge products of r horizontal forms
and s contact forms) to a form of invariant bigrade (r, s) (wedge products of r invariant
horizontal forms and s invariant contact forms). However, the Lie derivative operation
does not in general preserve the bigrading of the complex. Whereas vk does map contact
forms to contact forms, we see that
v(dx) = dξ = dHξ + dV ξ
gives a combination of horizontal and zeroth order contact forms (in the non-projectable
case when ξ depends on u. In the case of a projectable action, ξ = ξ(x), dV ξ = 0, and
the bigrading of the complex is preserved.
In the general setting, the exterior derivative has invariant decomposition
d = dH + dV + dW (2.13)
where dH increases invariant horizontal degree by 1, dV increases invariant contact
degree by 1, and dW decreases invariant horizontal degree by 1 and increases invariant
contact degree by 2.
Remark 2.2.6. The anamolous dW component plays no significant role in this paper,
nor in any applications that the author is aware of. Furthermore, dW returns zero when
applied to differential functions, and is identically zero in the event that the group action
is projectable. In this latter event, the term invariant variational bicomplex is accurate.
However, in the general case, the dW term prevents us from properly applying this label.
Closure, d2 = 0 results in the relations,
d2H = 0, d
2
W = 0, d
2
V + dHdW + dWdH = 0
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dHdV + dVdH = 0, dVdW + dWdV = 0
which fails to retain the a genuine bicomplex structure. In [28], the authors refer to this
structure as a quasi-tricomplex.
The invariant decomposition in equation (2.13) is determined by the recurrence
formula, but to use it one needs the expressions for the pulled-back Maurer-Cartan
forms. Fortunately, these are easily solved using the cross-section which produces our
moving frame. Though the methods extend to more general cross-sections, coordinate
cross-sections greatly simplify the computations. Indeed, by setting certain coordinate
functions to be constant, the left hand sides of equation (2.12) are equal to 0, and the
right hand sides result in a linear system of equations for the νk, k = 1, . . . , r, by which
we recover expressions of the pulled-back Maurer-Cartan forms. With these in hand,
we can now unleash the power of the recurrence formula. First, a quick example.
Example 2.2.7. Let us apply the recurrence formula to our running example of the
standard action of SE(2) on the plane. The (prolonged) infinitesimal generators of the
action are
v1 = ∂x, v2 = ∂u, v3 = −u∂x + x∂u + (1 + u2x)∂ux + 3uxuxx∂uxx + . . . .
The cross-section used in Example 2.1.6 was x = u = ux = 0, and hence our phantom
invariants are
ι(x) = ι(u) = ι(ux) = 0.
We use these values in the recurrence formula, (2.12), to compute the pulled-back
Maurer-Cartan forms:
Ω = x : 0 = dι(x) = ι(dx) + ν1ι[v1(x)] + ν
2ι[v2(x)] + ν
3ι[v3(x)] = $ + ν
1
Ω = u : 0 = dι(u) = ι(du) + ν1ι[v1(u)] + ν
2ι[v2(u)] + ν
3ι[v3(u)] = ϑ+ ν
2
Ω = ux : 0 = dι(ux) = ι(dux) + ν
1[v1(ux)] + ν
2ι[v2(ux)] + ν
3[v3(ux)] = κ$ + ϑ1 + ν
3
where we recall that ι(du) = ι(uxdx+ θ), ι(dux) = ι(uxxdx+ θ1), and κ = ι(uxx) is the
Euclidean curvature.
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The resulting linear system is easily solved for ν1, ν2 and ν3:
ν1 = −$, ν2 = −ϑ, ν3 = −κ$ − ϑ1.
The coefficients of the invariant horizontal components of the Maurer-Cartan forms are
called the Maurer-Cartan invariants. These are the entries of the Frenet-Serret matrix
from the classical moving frame approach, see [22]. In this example, they are
R1 = −1, R2 = 0, R3 = −κ.
With the Maurer-Cartan forms computed, the power of the recurrence formula is at our
fingertips. The quantities that we will be most interested in will be dHθj , dVκ, and dV$.
We compute the latter two quantities first. To find dVκ, we first note that κ = ι(uxx),
so we let Ω = uxx in the recurrence formula:
dκ = dι(uxx) = ι(duxx) +
3∑
j=1
νjι[vj(uxx)]
= ι(uxxxdx+ θ2) + ν
3ι[uxuxx]
= I3$ + ϑ2
where I3 = ι(uxxx). Hence,
dVκ = ϑ2. (2.14)
Next we let Ω = dx in the recurrence formula:
d$ = dι(dx) = ι(ddx) +
3∑
j=1
νj ∧ ι[vj(dx)]
= ν1 ∧ ι[d(1)] + ν3 ∧ ι[d(−u)]
= −ν3 ∧ ι[uxdx+ θ] = (κ$ + ϑ1) ∧ ϑ
= −κϑ ∧$ + ϑ1 ∧ ϑ. (2.15)
The second term in (2.15) is dW$, c.f. equation (2.13). The first term then is
dV$ = −κϑ ∧$. (2.16)
Lastly, we compute the invariant horizontal differentials of the basic invariant contact
forms. We will let Ω = θ, θ1 in the recurrence formula, however we will do the prelimi-
nary computation of the corresponding Lie derivatives of the basic contact forms with
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respect the the vi. Note that vi(θj) = 0 for i = 1, 2 and all j ≥ 0. Using the properties
of derivation and commutation with the differential, we see
v3(θ) = v3(du− uxdx) = d(v3(u))− v3(ux)dx− uxd(v3(x))
= dx− (1 + u2x)dx− uxd(−u) = −ux(du− uxdx) = −uxθ
v3(θ1) = v3(dux − uxxdx) = d(v3(ux))− v3(uxx)dx− uxxd(v3(x))
= 2uxθ1 + uxxθ
etc. Hence,
dϑ = dι(θ) = ι(dθ) + ν3 ∧ ι[−uxθ]
= −ϑ1 ∧$ = $ ∧ ϑ1
dϑ1 = dι(θ1) = ι(dθ1) + ν
3 ∧ ι[2uxθ1 + uxxθ]
= −ϑ2 ∧$ − (κ$ + ϑ1) ∧ κϑ = $ ∧ (ϑ2 − κ2ϑ)− κϑ1 ∧ ϑ.
Thus,
dHϑ = $ ∧ ϑ1, dHϑ1 = $ ∧ (ϑ2 − κ2ϑ) (2.17)
and incidentally, dVϑ = 0, dVϑ1 = −κϑ1 ∧ ϑ.
At this point we note that there is an invariant analog of equation (2.5). For any
invariant contact form η, its invariant horizontal differential is written
dHη = $ ∧ Dη. (2.18)
We can recursively construct the invariant derivatives of the invariant contact forms
using the recurrence formula, thus writing any higher order invariant contact form as
an invariant differential operator applied to the zeroth order invariant contact form.
In particular, we can apply this to dVκ and dV$. Since dVκ is an invariant contact
form, we write dVκ = Aκ(ϑ) = A(ϑ), where we will often drop the subscript when the
context is clear. The operator A is called the invariant linearization of κ. Similarly,
dV$ = B(ϑ) ∧$, where B is called the invariant Hamiltonian operator, [28].
Example 2.2.8. In the previous example, we see from equation (2.17) that
Dϑ = ϑ1 ϑ1 = Dϑ (2.19)
Dϑ1 = ϑ2 − κ2ϑ ϑ2 = Dϑ1 + κ2ϑ = (D2 + κ2)ϑ (2.20)
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From the above relations and equations (2.14) and (2.16),
dVκ = ϑ2 = (D2 + κ2)ϑ, i.e., A = D2 + κ2. (2.21)
is the invariant linearization of κ and
dV$ = −κϑ ∧$, i.e. B = −κ (2.22)
is the invariant Hamiltonian operator.
2.3 Invariant Submanifold Flows
We continue with our modus operandi and consider the simple case of curves in the
plane. Let S ⊂M be a 1-dimensional submanifold. The invariant horizontal and zeroth
order invariant contact forms $,ϑ form a G-equivariant coframe for T ∗M along S, i.e.
a section of the vector bundle T ∗M → S. We denote by t,n the corresponding duall
tangent vectors which form a G-equivariant frame for the bundle TM → S. Contact
forms annihilate the tangent space to S, and thus t forms a basis of the tangent bundle
TS → S, whereas n forms a basis for the G-equivariant normal bundle NS → S.
Let
V = VS = VT + VN = It + Jn
be a section of the bundle TM → S where VT and VN denote the tangential and
normal components, respectively. We will refer to V as a vector field, however the term
is technically imprecise. Any such vector field generates a submanifold flow:
∂S
∂t
= VS(t). (2.23)
This is an nth order system of partial differential equations, where n is the maximum
order of our moving frame and of the coefficients I, J .
Lemma 2.3.1. Equation (2.23) represents an invariant submanifold flow if and only
if the coefficients I = 〈V;$〉, J = 〈V;ϑ〉 are differential invariants. Here, 〈·, ·〉 is the
pairing between tangent vectors and forms.
The tangential component VT serves only to reparameterize S, and thus if we are
only interested in the image of S under the flow we can set VT = 0. Thus V and
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VN effectively define the same submanifold flow, modulo reparameterization. The flow
generated by VN is called a normal flow.
Example 2.3.2. Euclidean invariant planar curve flows are among the most well-
studied flows. Examples include
V = n : This is the grassfire flow, describing the evolution of the boundary of a grassfire
in a homogeneous medium, [46]. This flow is also used in geometric optics.
V = κn : This is the curve shortening flow, [46, 41] , which can also be characterized as the gradient
flow associated to the arc-length functional.
V = κsn : This flow induces the integrable modified Korteweg-deVries equation for the evolution of
curvature, [10, 19].
Flows that preserve arc-length are another important class of geometric curve flows.
We have one independent invariant horizontal one-form
$ = ω + η = ds+ η
where ds = ω is identified with the contact invariant arc-length element. Invariance
under the flow of V means that V(ω) vanishes on the submanifold, i.e. V(ω) is a
contact form.
Each of the above examples are normal flows, and therefore do not preserve the
Euclidean arc-length. Generally, there are non-local tangential coefficients that make
the associated flow arc-length preserving, however, in the third example there is a local
tangential reparameterization coefficient that preserves arc-length: V = 12κ
2t + κsn.
Lemma 2.3.3. The curve flow induced by V = It + Jn preserves the G-invariant
arc-length if and only if the Lie derivative V($) is a contact form.
For a proof, one can consult [42], Theorem 1.65. We will use the notation α ≡ β if
α− β is a contact form.
Lemma 2.3.4. If the vector field V defines an arc-length preserving flow, then it com-
mutes with the invariant differentiations: [V,D] = 0.
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Proof. Let F be a differential function. Then
D(V(F ))$ = dH(V(F )) ≡ d(V(F )) = V(dF ) ≡ V(dHF ) = V(DF$)
= V(DF )$ +DFV($) = V(DF )$
where we assumed V to be arc-length preserving, i.e. V($) ≡ 0.
Lemma 2.3.5. If C is any invariant differential operator, then V C(ϑ) = C(V ϑ) for
any invariant contact form ϑ.
Proof. V preserves the contact ideal. Using Cartan’s magic formula (see for example
[42], Proposition 1.66), we find
0 ≡ V(ϑ) = V dϑ+ d(V ϑ) ≡ V ($ ∧ Dϑ) +D(V ϑ)$
≡ (−V Dϑ+D(V ϑ)) $
i.e. D(V ϑ) = V Dϑ. The result follows by iteration of this expression.
With these lemmas in hand, we are now able to derive the condition that V = It+Jn
be arc-length preserving. We start with Cartan’s formula.
V($) = V d$ + d(V $) ≡ V (B(ϑ) ∧$) +DI$ = (B(J) +DI)$
where we used Lemma 2.3.5 in the second line. We have just proven the following:
Theorem 2.3.6. The flow induced by the vector field V = It + Jn is arc-length pre-
serving if and only if
DI + B(J) = 0
If VN is a normal flow, we can construct its arc-length preserving counterpart by
introducing the generally non-local tangential coefficient,
I = D−1B(J). (2.24)
Example 2.3.7. With our running example of the SE(2) action on the plane, the
arc-length preserving condition is
DI = B(J) = κJ.
Most of the flows listed in Example 2.3.2 have non-local intrinsic counterparts. One
exception is the mKdV flow where J = κs and I =
1
2κ
2.
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Evolution of Invariants
An invariant curve flow induces a corresponding evolution of the differential invariants
of the curve. For normal flows (with zero tangential component), the evolution of the
differential invariants is given by an infinite-dimensional dynamical system of coupled
ordinary differential equations. This is a result of the fact that in general, time differ-
entiation and arc-length differentiation do not commute, i.e. the arc-length parameter
will vary in time. This infinite hierarchy of differential equations can often be closed off
at finite order by the use of signatures, see [44] for details.
We will restrict our focus to arc-length preserving flows V = It + Jn, where I is
given by equation (2.24). The evolution of a differential invariant κ under this flow is
given by the Lie derivative V(κ):
∂κ
∂t
= V(κ) = V dκ = V (dHκ+ dVκ) = V (κs$ +Aκ(ϑ)) = κsI +Aκ(J)
where we used Lemma 2.3.5 in the last equality. Applying Theorem 2.3.6 and using
(2.24) in the above, we obtain the following theorem:
Theorem 2.3.8. If V = It + Jn is an arc-length preserving flow, then the evolution
of any differential invariant K is given by
∂κ
∂t
=
(
Aκ − κsD−1B
)
(J) = Pκ(J). (2.25)
Definition 2.3.9. The integro-differential operator
Pκ := Aκ − κsD−1B (2.26)
is called the characteristic operator for the differential invariant κ.
The subscripts on P and A will generally be omitted when the context is clear. Note
that (2.25) says that the time evolution of a differential invariant κ under an arc-length
preserving flow is determined by an intrinsic integro-differential operator associated to
κ, and the normal component of the flow.
Remark 2.3.10. Since arc-length is preserved, D and ∂∂t commute, however forcing
this relationship induces the generally non-local term
κsD−1B(J) = κs
∫
B(J) ds.
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Hence for most choices of normal component J , (2.25) will be an integro-differential
equation. Additionally, any constant of integration will just produce a multiple of κs,
which represents the arc-length preserving tangential flow κt = κs, and just serves to
translate the arc-length parameter. We can effectively ignore this and thus take the
integration constant to be zero.
Example 2.3.11. We return to our running example the the SE(2) action on the plane.
The characteristic operator for the Euclidean curvature κ is given by
P = A− κsD−1B = D2 + κ2 + κsD−1 · κ
where we recall equations (2.21) and (2.22). The · occurring after D−1 indicates to first
multiply by −κ and then apply D−1.
For the flows in Example 2.3.2, we have
Grassfire Flow : J = 1 κt = κ
2 + κsD−1κ
Curve Shortening Flow : J = κ κt = κss + κ
3 + κsD−1κ2
mKdV Flow : J = κs κt = κsss +
3
2
κ2κs
Note that the first two flows induce nonlocal evolutions of curvature. However, the
mKdV flow with J = κs produces the integrable mKdV equation. Furthermore, the
characteristic operator P is the associated recursion operator for the mKdV equation,
[42]. The next chapter will discuss the frequency of the occurrence of integrable equa-
tions and recusion operators arising in the evolution of differential invariants under
different planar group actions.
Chapter 3
Integrable Equations and
Characteristic Operators
3.1 Integrable Equations and Characteristic Operators
3.1.1 Introduction
In [23], Hasimoto showed that the evolution of a thin vortex filament in an inviscid, in-
compressible fluid is transformable to the cubic nonlinear Schro¨dinger equation, which is
known to have many of the properties now generally associated to so-called completely
integrable equations, i.e. evolution equations possessing soliton solutions, bihamil-
tonian structures, solution by inverse-scattering, auto-Ba¨cklund transformations, and
infinite hierarchies of generalized symmetries and conservation laws. Many equations
having the above properties also have associated to them a recursion operator, by which
infinite hierarchies of symmetries are produced. It is in this sense that we will use the
term integrable, i.e. an equation is integrable if it has a recursion operator. In [29],
Lamb showed that the motion of helical space curves were related to the sine-Gordon
and Hirota equations, which can be related to the nonlinear Scho¨dinger and modified
Korteweg-deVries equations, respectively. What followed was a proliferation of papers
investigating the relationship between geometric, arc-length preserving (non-stretching)
flows and integrable equations, [19, 24, 32], including studies into associated Poisson
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structures [34], and recursion operators [30]. In [38], the authors demonstrate a con-
nection between the Serret-Frenet equations and the AKNS scattering problem at zero
eigenvalue. In [1], the author uses moving frames to derive bi-Hamiltonian operators
from group-invariant flows of non-stretching curves.
Notably, in [11, 10], Chou and Qu produced a detailed investigation into the relation-
ship between arc-length preserving planar curve flows in various Klein geometries and
integrable equations describing the evolution of minimal order differential invariants.
The KdV, mKdV, Burgers’, and Sawada-Kotera [47] equations, among others naturally
arise in this fashion. Some of these relationships provide geometric explanations of the
Miura transformation, [37], relating the KdV and mKdV equations, and the Hopf-Cole
transformation relating Burgers’ equation with the heat equation.
Further investigations into integrable dynamics arising from the evolution of curves
in R3 have also been performed. In [31], Langer and Perline showed that via the
Hasimoto transform, the dynamics of a non-stretching vortex filament gives rise to
the recursion operator of the cubic non-linear Schro¨dinger equation. In [12], Chou
and Qu demonstrate connections between motions of curves in affine and centro-affine
geometry and integrable equations such as the KdV, Harry Dym, Sawada-Kotera, Kaup-
Kupershmidt, Boussinesq, and Hirota-Satsuma equations.
In [44], Olver uses the techniques of the equivariant method of moving frames [16, 17]
and the invariant variational bicomplex [28] to describe an algorithmic process of per-
forming investigations into invariant submanifold flows and the associated evolutions
of their differential invariants. The advantages of using this framework are the algo-
rithmic nature of the constructions, and the “invariant calculus” which allows for all
relevant computations to be done symbolically, i.e. the local coordinate representa-
tion of all invariant functions, forms, and operators are not needed. Rather than work
with potentially complicated group actions, and their even more complicated prolon-
gations, we take an infinitesimal approach and effectively work with the Lie algebra
associated to our Lie group. The infinitesimal generators of the group action are em-
ployed along with the powerful recurrence formula, which then allows for a systematic
production of the characteristic operator, an integro-differential operator which pro-
duces the curvature evolution under (group invariant) arc-length preserving flows. The
algorithms presented in this paper also account for (non-arc-length preserving) normal
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flows, which play prominent roles in engineering, computer vision, and geometric appli-
cations, [18, 21, 46, 41, 5, 19, 35, 8]. Furthermore, because of the algorithmic nature
of the construction, the process can be implemented in symbolic computation software
such as MATHEMATICA or MAPLE. Frequently, recursion operators arise naturally
within the context of the invariant variational bicomplex, and in many instances coin-
cide with the characteristic operator. This observation motivated a return to the results
of Chou and Qu, with the newfound optimism that by using the aforementioned tools,
a stronger connection between group invariant flows and integrable evolution equations
might be established.
3.1.2 Symmetries and Recursion Operators
This section will include a brief summary of the necessary definitions to proceed further.
The notation follows that in [42], in which much more detailed treatment can be found.
Let
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
ϕα(x, u)
∂
∂uα
(3.1)
be a vector field on the space M = X ×U divided into “independent”, xi, and “depen-
dent”, uα, variables. We prolong the action to act on jet space coordinates uαJ where J
is a given multi-index notation. From equations (2.10), (2.11),
pr(n) v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
n∑
j=#J≥0
ϕαJ (x, u
(j))
∂
∂uαJ
. (3.2)
where ϕαJ is constructed recursively with ϕ
α
0 = ϕ
α by
ϕαJi = Diϕ
α
J −
p∑
j=1
uαJjDiξ
j ,
and
Di =
∂
∂xi
+
q∑
α=1
∑
j=#J≥0
uαJi
∂
∂uαJ
is the total derivative with respect to xi.
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Remark 3.1.1. One can also use the explicit formula to compute the higher order
prolongation coefficients, a proof of which can be found in [42]:
ϕαJ = DJQ
α +
p∑
i=1
ξiuαJ,i, where Q
α = ϕα −
p∑
i=1
ξiuiα .
Before stating the infinitesimal symmetry criterion, we need a couple of technical
definitions. A system ∆ν(x, u(n)) = 0, ν = 1, . . . , l, of differential equations is locally
solvable if at each point (x0, u
(n)
0 ) ∈ {(x, u(n)) : ∆(x, u(n)) = 0}, there exists a smooth
solution u = f(x) of the system, defined for x in a neighborhood of x0. The system is
said to be of maximal rank if the associated Jacobian matrix
J∆(x, u
(n)) =
(
∂∆ν
∂xi
,
∂∆ν
∂uαJ
)
is of rank l whenever ∆ = 0. Furthermore, a system of differential equations is called
nondegenerate if it is of maximal rank and locally solvable.
Proposition 3.1.2. If ∆ν = 0, ν = 1, . . . , l represents an n-th order system of nonde-
generate differential equations, then v is an infinitesimal symmetry of the system of the
system if and only if
pr (n)v(∆ν) = 0, for all ν = 1, . . . , k
Following Emmy Noether, [40], we expand our definition of symmetry to allow for
jet variables in the vector field coordinates. We denote by ξ[u] := ξ(xi, uαJ ) and ϕ[u] :=
ϕ(xi, uαJ ), and where it is assumed that ξ and φ depend on derivatives of u up to some
finite order, #J ≤ n. A generalized vector field on M takes the form
v =
p∑
i=1
ξi[u]
∂
∂xi
+
q∑
α=1
ϕα[u]
∂
∂uα
.
The prolongation formula and infinitesimal symmetry criterion carry over as before to
generalized symmetries.
An important class of generalized vector fields are those in which the coefficients of
the ∂/∂xi are zero.
Definition 3.1.3. An evolutionary vector field is a generalized vector field of the form
vQ =
q∑
α=1
Qα[u]
∂
∂uα
.
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The q-tuple Q = (Q1[u], . . . , Qq[u]) is called its characteristic.
Note that the prolongation of evolutionary vector fields takes a particularly simple
form:
pr vQ =
∑
α,J
DJQα[u]
∂
∂uαJ
.
Any generalized vector field of the form (3.1) has an associated evolutionary represen-
tative:
vQ =
q∑
α=1
(ϕα − ξiuαi )
∂
∂uα
=
∑
α
Qα
∂
∂uα
.
which essentially has all the same properties.
Proposition 3.1.4. A generalized vector field v is a symmetry of a system of differential
equations if and only if its evolutionary representative is.
Proof. Note that the prolongation formula, (3.2), can alternatively be written as
pr v = pr vQ +
p∑
i=1
ξiDi
Hence, when applied to a system of equations ∆ν = 0, the second term on the righthand
side is always zero when evaluated on solutions to the system and
pr v(∆ν) = pr vQ(∆
ν).
The result then follows by the infinitesimal symmetry criterion, Proposition 3.1.2.
A differential function is a smooth function P (x, u(n)) of x, u, and the derivatives of
u with respect to x up to some finite order. We denote by Aq the space of q-tuples of
differential functions. We are now in position to define recursion operators.
Definition 3.1.5. Let ∆ = 0 be a system of differential equations. A recursion operator
for ∆ is a linear operator R : Aq → Aq with the property that whenever Q is a charac-
teristic of an evolutionary symmetry of ∆, so is Q˜ = RQ, i.e. if vQ is an evolutionary
symmetry of ∆, so is vRQ = vQ˜.
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It is worth noting that in most instances, the recursion operators associated to
nonlinear differential equations are actually integro-differential operators. The essen-
tial property of producing new symmetries from old is maintained, however in some
instances, they may be non-local.
The criteria for being a recursion operator requires the following definition:
Definition 3.1.6. Let P ∈ Ar. The Fre´chet derivative of P is the differential operator
DP : A
q → Ar defined so that
dV P = DP (θ). (3.3)
In local coordinates, DP is a q × r matrix differential operator with entries
(DP )µν =
∑
J
∂Pµ
∂uνJ
DJ . (3.4)
For example, if P = uxxx + u
2ux, then
dV P = θ3 + u
2θ1 + 2uuxθ = (D
3
x + u
2Dx + 2uux)(θ) = DP (θ).
Theorem 3.1.7. Suppose ∆[u] = 0 is a system of nondegenerate differential equations.
If R : Aq → Aq is a linear operator such that D∆ · R = R˜ ·D∆ for all solutions u to ∆
and for some R˜ : Aq → Aq, then R is a recursion operator for the system.
The proof is found in [42], Theorem 5.29. Our focus will be in the case of evolution
equations, where ∆ = ut −K[u] = 0, where K is a differential function depending on
x, u and the derivatives of u with respect to x, but not on t and derivatives with respect
to t. In this event, the operator R˜ must be the same as R and the condition reduces to
DtR = [DK ,R]. (3.5)
Here, Dt acts on R by acting only on the coefficients of the total derivative operators
Dx in R. For example, if R = Dx + u+ uxD−1x , then
DtR = ut + uxtD−1.
Example 3.1.8. We demonstrate that the operator R = Dx+u+uxD−1x is a recursion
operator for Burgers’ equation, ut = uxx + 2uux. We want to show that R satisfies
(3.5). First note that K = uxx + 2uux, and using (3.4) we find
DK = D
2
x + 2uDx + 2ux.
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We compute the commutator [DK ,R] = DK · R −R ·DK first.
DK · R = (D2x + 2uDx + 2ux)(Dx + u+ uxD−1x )
= D3x + uD
2
x + 2uxDx + uxx + uxDx + 2uxx + uxxxD
−1
x
+ 2u(D2x + uDx + ux + ux + uxxD
−1
x )
+ 2uxDx + 2uux + 2u
2
xD
−1
x
= D3x + 3uD
2
x + (5ux + 2u
2)Dx + 3uxx + 6uux + (uxxx + 2uuxx + 2u
2
x)D
−1
x
and
R ·DK = (Dx + u+ uxD−1x )(D2x + 2uDx + 2ux)
= D3x + 2uD
2
x + 2uxDx + 2uxDx + 2uxx
+ u(D2x + 2uDx + 2ux) + uxD
−1
x · (D2x + 2uDx + 2ux).
We can single out the last term involving the inverse (integral) operator D−1x and note
that DK = Dx ·(Dx+2u). Hence uxD−1x ·(D2x+2uDx+2ux) = ux(Dx+2u). Combining
like terms and then subtracting gives us
R ·DK = D3x + 3uD2x + (5ux + 2u2)Dx + 2uxx + 4uux
[DK ,R] = uxx + 2uux + (uxxx + 2uuxx + 2u2x)D−1x
On the other hand
DtR = Dt(Dx + u+ uxD−1x ) = ut + uxtD−1x = uxx + 2uux + (uxxx + 2uuxx + 2u2x)D−1x
from which we see (3.5) is satisfied. Note that in computing DtR, the total t and x
derivatives are assumed to commute, and all t-derivatives are eliminated using Burgers’
equation.
3.1.3 Examples of the Process
In the following section, we present the catalog of results for our problem at hand. So-
phus Lie’s classification, [33], of independent actions on the complex 2-plane is analyzed
case by case, and in almost every instance, integrable equations arise. The method is
generally as follows. The infinitesimal generators of the action are displayed. A mini-
mal cross-section is chosen, and the techniques outlined in Chapter 1 are implemented.
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Particular use is made of the recurrence formula to determine the A and B operators.
From these operators, the characteristic operator P is constructed using formula (2.26),
and thus we obtain the general expression for the time evolution of the minimal or-
der differential invariant, κ, under an intrinsic flow with normal component J , so that
κt = P(J).
At this point, some guesswork is required. One wants to choose J so that the
resulting evolution equation is both local and integrable. In the event that the choice
of J results in an integrable equation, we check to see if P is an associated recursion
operator. If it is not, we often find that P can be “amended” with an extra factor to
produce a correct recursion operator. This will be explained below.
We start with two examples that will demonstrate the general computations needed
to perform the investigation.
Example 3.1.9. Our first example comes from the 3-dimensional action
(x, u) 7→
(
ebx
1− ax + c, e
−bu(1− ax)2
)
, a, b, c ∈ R
which is given by the following prolonged infinitesimal generators:
v1 = ∂x, v2 = x∂x − u∂u − 2ux∂ux − 3uxx∂uxx − . . .
v3 = x
2∂x − 2xu∂u − (2u+ 4xux)∂ux − (6ux + 6xuxx)∂uxx − . . . .
This is Case 1.1 from Table 3.1 below.
For future reference, we include the following Lie derivatives of the basic contact
forms with respect to these generators:
v1(θj) = 0, v2(θj) = −(j + 1)θj , v3(θj) = −2(j + 1)xθj − j(j + 1)θj−1 (3.6)
for j = 0, 1, . . . .
We use the cross-section x = 0, u = 1, ux = 0 coupled with the recurrence formula,
equation (2.12) to produce the pulled-back Maurer-Cartan forms, νi, i = 1, 2, 3:
Ω = x : 0 = $ + ν1 ν1 = −$1
Ω = u : 0 = ϑ− ν2 ν2 = ϑ (3.7)
Ω = ux : 0 = I2$ + ϑ1 − 2ν3 ν3 = 1
2
κ$1 +
1
2
ϑ1,
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where we recall the notation $ := ι(dx) and ϑj := ι(θj) and write
κ := ι(uxx) = I2.
Remark 3.1.10. It is worth emphasizing that all computations here are done symbol-
ically, and we do not need the local coordinate expressions for κ,D, $, etc. However, in
this example, these are easily calculated:
κ =
2uuxx − 3u2x
2u4
, D = 1
u
Dx, $ = u dx, ϑ =
1
u
θ, . . .
Note that κ is the Schwarzian derivative, which is invariant under all linear fractional
transformations of the complex plane. See [45] for a general overview.
Next, we use the recurrence formula to compute dVκ and dV$:
dκ = dι(uxx) = I3$ + ϑ2 − 3κν2 d$ = dι(dx) = ν2 ∧$
= I3$ + ϑ2 − 3κϑ = ϑ ∧$
= dHκ + dVκ = dV$.
Hence,
dVκ = ϑ2 − 3κϑ and dV$ = ϑ ∧$. (3.8)
To compute the operators A and B, we compute the invariant derivatives of the
invariant basic contact forms. The full recurrence formula provides these derivatives,
however the following formula gives us a shortcut:
Dϑj = ϑj+1 +
r∑
k=1
Rkι(vk(θj)).
where the Rk are the Maurer-Cartan invariants (see Example 2.2.7). Here,
R1 = −1, R2 = 0, R3 = 1
2
κ,
c.f. (3.7).
Using (3.6), we compute the following invariant derivatives of the invariant con-
tact forms, and recursively construct each basic invariant contact form as an invariant
derivative of the zeroth order invariant contact form:
Dϑ = ϑ1 ϑ1 = Dϑ
Dϑ1 = ϑ2 − κϑ ϑ2 = Dϑ1 + κϑ = (D2 + κ)ϑ
Dϑ2 = ϑ3 − 3κϑ1 ϑ3 = Dϑ2 + 3κϑ1 = (D3 + 4κD + κs)ϑ.
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Recalling equation (3.8), we have
dVκ = ϑ2 − 3κϑ = (D2 − 2κ)ϑ, dV$ = ϑ ∧$,
i.e.
A = D2 − 2κ and B = 1.
The characteristic operator, given in Definition (2.3.9), is
P = D2 − 2κ− κsD−1. (3.9)
Under an intrinsic flow with normal component J , the differential invariant κ evolves
according to
κt = P(J).
Note that not all choices of J produce a local PDE. However the choice of J = κs gives
κt = P(κs) = κsss − 3κκs
which is the KdV equation. Furthermore, we observe that P is the associated recursion
operator, see for example [42].
Example 3.1.11. To provide some contrast, we present an alternate example. This is
Case 3.3 from Table 3.1, below. The infinitesimal generators are
v1 = ∂u, v2 = u∂u, v3 = u
2∂u.
We use the cross-section u = 0, ux = 1, uxx = 0. Note that because x is invariant,
we cannot use the x-coordinate to normalize. We label κ =: ι(uxxx). Incidentally,
κ =
2uxuxxx − 3u2xx
2u2x
.
Without presenting all the computation details, it is found that
A = D3 + 2κD + κs, and B = 0.
The characteristic operator is
P = D3 + 2κD + κs
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By choosing J = κ, we see that
κt = κsss + 3κκs,
which is the mKdV equation. However, the characteristic operator is not the associated
recursion operator. Rather, RKdV = PD−1. As we will see below, finding the correct
recursion operator by attaching a D−1 onto P is surprisingly common.
3.2 The Catalog
Generators Dim Structure
1.1 p, xp− uq, x2p− 2xuq 3 sl(2)
1.2 p, xp− uq, x2p− (2xu+ 1)q 3 sl(2)
1.3 p, xp, uq, x2p− xuq 4 gl(2)
1.4 p, xp, x2p, q, uq, u2q 6 sl(2)⊕ sl(2)
1.5 p, η1(x)q, . . . , ηk(x)q k + 1 Cn Ck
1.6 p, uq, η1(x)q, . . . , ηk(x)q k + 2 C2 nCk
1.7 p, xp+ αuq, q, xq, . . . , xk−1q k + 2 a(1)nCk
1.8 p, xp+ (ku+ xk)q, q, xq, . . . , xk−1q k + 2 Cn (Cn Ck)
1.9 p, xp, uq, q, xq, . . . , xk−1q k + 3 (a(1)⊕ C)nCk
1.10 p, 2xp+ (k − 1)uq, x2p+ (k − 1)xuq,
q, xq, . . . , xk−1q k + 3 sl(2)nCk
1.11 p, xp, x2p+ (k − 1)xuq, uq
q, xq, . . . , xk−1q k + 4 gl(2)nCk
2.1 p, q, xp− uq, uq, xq 5 sa(2)
2.2 p, q, xp, uq, uq, xq 6 a(2)
2.3 p, q, xp, up, xq, uq, x2p+ xuq, xup+ u2q 8 sl(3)
3.1 η1(x)q, . . . , ηk(x)q k Ck
3.2 uq, η1(x)q, . . . , ηk(x)q k + 1 Cn Ck
3.3 q, uq, u2q 3 sl(2)
Table 3.1: List of Lie Algebras of Vector Fields in C2
Table 3.1 reproduces the tables found in [43], pages 472-3. The table gives a complete
classification of Lie algebras of vector fields on C2, first compiled by Sophus Lie himself.
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The vector fields in the first category are transitive and imprimitive. Those in the
second category are transitive and primitive, and those in the third are intransitive.
An imprimitive action is one that admits an invariant foliation of the manifold. For
example, case 1.7 admits two invariant foliations, by horizontal and vertical lines. The
local action induced by these generators preserve this foliation, i.e. horizontal (vertical)
lines are mapped to horizontal (vertical) lines.
We employ the following notation for the partial derivatives in the x and u directions:
p := ∂∂x and q :=
∂
∂u . In cases 1.5, 1.6, 3.1 and 3.2, the functions η1(x), . . . , ηk(x) satisfy
a kth order constant coefficient homogeneous linear ordinary differential equation. For
cases 1.5-1.11, 3.1 and 3.2, we require k ≥ 1. The situations where k = 0 are equivalent
to other cases already listed. The numbering above will be referenced in the following
analysis, however it is merely a convenience, and no claim is made on the benefits of
this particular ordering.
In the tables below, the following data is given: the reference number from Table 3.1,
the cross-section used in the computations, the definition of κ, the A,B and P operators,
the normal component J , the evolution equation κt = P(J), and the identification of
the evolution equation when applicable.
The notation for the cross-section is {x0, u0, u0x, u0xx, . . . , u0n}, where the entries are
the cross-section constants, i.e. uk = u
0
k. For example {0, 1, 0} implies the cross-section
x = 0, u = 1, ux = 0. In all cases, coordinate cross-sections were used. This was done
for ease of computation. The moving frame algorithm and recurrence formula allow
for more complicated cross-sections, and there is a technique for writing the invariants
given by one cross-section in terms of the invariants given by another. Thus, we strive
for computational simplicity in using only coordinate cross-sections. In general, I use 0
and 1 for cross-sectional coordinates, again for computational ease. In some instances,
values other than 1 are used to give a nicer form for the resulting evolution of κ.
Cases 1.1, 1.2, 3.3, and 1.4
The cases presented in Table 3.2 represent the three inequivalent actions of sl(2) on the
plane. Note that the two transitive cases (1.1 and 1.2) produce the integrable KdV and
mKdV equations where P is the associated recursion operator. The third case (3.3) also
produces the KdV equation with normal component J = κ, however the KdV recursion
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1.1 {0, 1, 0} κ = ι(uxx)
A = D2 − 2κ B = 1 P = D2 − 2κ− κsD−1
J = κs κt = κsss − 3κκs KdV
1.2 {0, 0, 1} κ = ι(uxx)
A = D2 − 4− 14κ2 − 12κs B = 12D + 14κ P = D2 − 14κ2 − 4− κsD−1 · κ
J = κs κt = κsss − 38κ2κs − 4κs mKdV
3.3 {x, 0, 1, 0} κ = ι(uxxx)
A = D3 + 2κD + κs B = 0 P = D3 + 2κD + κs
J = κ κt = κsss + 3κκs KdV
Table 3.2: The three inequivalent actions of sl(2)
operator is given by RKdV = PD−1. This represents the first of many instances where
J = κ produces an integrable equation in which the associated recursion operator R is
written R = PD−1.
It is also worth mentioning that there is a connection between these three inequiv-
alent actions, as noted in [13]. If we write case 1.1 using (y, v) coordinates, then the
transformation defined by
y = x, v = 1/ux
transforms the prolonged vector fields of case 3.3 to case 1.1. Writing case 1.2 in (z, w)
coordinates, we have the transformation
z = y, w = vy/2v
which transforms the prolonged vector fields of case 1.1 to case 1.2. It is interesting to
note that the extra D−1 term appearing as the obstruction to P3.3 being a recursion
operator arises from this change of coordinates taking case 3.3 to case 1.1. Similarly, the
mKdV equation from case 1.2 transforms to an integrable equation written in terms of
invariants from the action of case 1.1, which itself is transformable back to the mKdV
equation, from which we can find the KdV equation via the Miura transformation.
Complete details of these transformations would take us too far astray, but will merit
further investigation.
Table 3.3 demonstrates the appearance of the KdV equation within the six-dimensional
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1.4 {0, 0, 1, 1, 1, 1} κ = ι(u5)
A = D5 + (4κ− 5)D3 + 5κsD2 P = D5 + (4κ− 5)D3 + 6κsD2
+(6− 10κ+ 4κ2 + 4κss)D +(6− 10κ+ 4κ2 + 4κss)D
−2κs + 2κκs + κsss −5κs + 4κκs + κsss − κsD−1 · κs
B = −D3 + (3− 2κ)D − κs
J = 1 κt = κsss + 3κκs − 5κs KdV
J = κ κt = (κ5 + 5κκsss + 10κsκss +
15
2 κ
2κs)
−5(κsss + 3κκs) + 6κs KdV
Table 3.3: The case of sl(2)⊕ sl(2)
action of sl(2) ⊕ sl(2). Note that with J = 1, we find the KdV equation with a trans-
lational term, but with J = κ, we find a combination of the KdV equation and the
second member of its hierarchy. The operator P is not the associated recursion op-
erator, but similar to case 3.3, Rˆ = PD−1 can be viewed as a fourth order recursion
operator for the KdV equation. More precisely, the KdV hierarchy is usually generated
by the second order recursion operator RKdV = D2 + 2κ + κsD−1, hence we can write
Rˆ = R2KdV − 5RKdV + 6 = PD−1.
Case 1.10
Table 3.4 shows results of the action of case 1.10 for k = 1, 2 and 3. We see that when
k = 1 and k = 3, we have J = κ producing the KdV equation and the recursion operator
appears as R = PD−1 in each case. In the latter case we again find the second member
of the KdV hierarchy.
When k = 2, we find the Sawada-Kotera equation, but P is not the recursion
operator in this case. The recursion operator is given as
RSW = P(D2 + 13κ+ 13κsD−1),
see [42]. The Sawada-Kotera equation, like most of the integrable evolution equations
we encounter, start with the “seed” function κs. In most cases, we apply the associ-
ated recursion operator to κs to produce our integrable equation. The Sawada-Kotera
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k = 1 {0, 1,−3, 0} κ = ι(uxxx)
A = D3 + 23κD B = −13D P = D3 + 23κD + 13κs
J = κ κt = κsss + κκs KdV
k = 2 {0, 0, 0,−1, 0} κ = ι(uxxxx)
A = D4 + 53κD2 + 23κsD + 13κss + 49κ2 P = D4 + 53κD2 + 43κsD
B = −23D2 − 29κ +49κ2 + 13κss + 29κsD−1 · κ
J = κs κt = κ5 +
5
3κκsss +
5
3κsκss +
5
9κ
2κs Sawada-Kotera
k = 3 {0, 0, 0, 0,−32 , 0} κ = ι(u5)
P = D5 + 43κD3 + 2κsD2 +
(
4
9κ
2 + 43κss
)D + 49κκs + 13κsss − 19κsD−1 · κs
J = 1 κt =
1
3(κsss + κκs) KdV
J = κ κt = κ5 +
5
3κκss +
10
3 κsκss +
5
6κ
2κs KdV
k = 4 {0, 0, 0, 0, 0,−15 , 0} κ = ι(u6)
P = D6 + 103 κD4 + 203 κsD3 +
(
8
3κ
2 + 9κss
)D2
+
(
5κsss +
10
3 κκs
)D − 13κ2s + 43κκss + κssss
J = κs
κt = κ7 +
7
3κκ5 +
14
3 κsκ4 + 7κssκsss +
14
9 κ
2κsss +
14
3 κκsκss +
7
9κ
3
s +
28
81κ
3κs
Sawada-Kotera
Table 3.4: The case of sl(2)nCk for k = 1, 2, 3, 4
equation is different in that we apply P to κs to produce the equation, yet P is not
the recursion operator. In fact, the “next in line” in the hierarchy is found by applying
RSW to κs to produce a 7th order equation. Hence, there are two sequences in the
Sawada-Kotera hierarchy. They can be written
κt = Rn−1SW P(κs), and κt = RnSW(κs), n = 1, 2, . . . .
Note the orders of the first sequence are 5, 11, 17, . . . and the orders of the second se-
quence are 7, 13, 19, . . .. When k = 4, we recover the 7th order Sawada-Kotera equation.
However, the characteristic operator P is not the associated recursion operator. As of
this writing, I am unsure if and how the recursion operator for the Sawada-Kotera
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equation relates to P in this instance.
Lastly, if we write the variables in case 1.2 (sl(2)) as (y, v), then the “change of
variables”
y = x, v =
uxxx
uxx
transforms the generators from case 1.10, k = 2 to case 1.2. Details are omitted.
Cases 1.3 and 1.11
1.3 {0,1,1,1} κ = ι(uxxx)
A = D3 + (74 − 32κ− 14κ2 − 12κs)D P = D3 + (74 − 32κ− 14κ2)D
B = −12D2 + (34 + 14κ)D −34κs − 14κκs + 14κsD−1 · κs
J = κ κt = κsss − 94κκs − 38κ2κs + 74κs Gardner
1.11 k = 1 {0, 0, 1, 1, 1} κ = ι(uxxxx)
P = D4 + κD3 + (1− κ2 + 3κs)D2 + (κ− κ3 − κκs + 3κss)D
+κs − 2κ2κs + κ2s + κsss + κsD−1 · (κκs − κss)
J = 1 κt = κsss − 32κ2κs mKdV
J = κs − 12κ2 κt = (κsssss − 10κκsκss − 52κ2κsss − 52κ3s + 158 κ4κs) mKdV
+κsss − 32κ2κs
Table 3.5: The cases of gl(2) and gl(2)nCk
In Table 3.5, we have the actions of cases 1.3 and 1.11 k = 1, which have the Lie
algebra structure of gl(2) and gl(2) n C, respectively. Looking first at case 1.3 we see
that the chosen cross-section and J coefficient produce a KdV-mKdV hybrid equation,
which has been referred to as the Gardner equation in the literature, [14]. The Gardner
equation arises via a generalization of the Miura transform relating solutions of the
mKdV equation to solutions of the KdV equation. Indeed, if v satisfies the mKdV
equation, then u = v2 + vx satisfies the KdV equation. The generalization, referred to
as the Gardner transformation in [14], uses v = 12ε
−1 + εw instead of just v. The Miura
transform thus becomes
u = 14ε
−2 + w + εwx + ε2w2.
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The constant can be absorbed into the solution for u, and so we have
u = w + εwx + ε
2w2.
This is the Gardner transformation. Solutions w of the Gardner equation determine
solutions of the KdV equation through this transformation. Furthermore, the Gardner
equation is integrable.
Looking back at Table 3.5, the recursion operator for the Gardner equation found in
case 1.3 is given by RG = PD−1. We remark here that using the alternate cross-section
{0, 1, 0, 1/2}, the algorithm produces the mKdV equation:
κt = P(κ) = κsss − 32κ2κs − 2κs
where similarly, RmKdV = PD−1.
Lastly, we point out that the 4-dimensional action of gl(2) from case 1.3 can be
reduced to the 3-dimensional action of sl(2) given in Case 1.2. Writing the new variables
as (y, v), the “change of variable” given by
y = x, v =
ux
u
produces the generators from Case 1.2. Note that this transformation is very reminiscent
of the Hopf-Cole transformation.
Looking now at case 1.11 in Table 3.5, we see that J = 1 and J = κs − 12κ2 gives
us, respectively the mKdV equation, and a combination of the mKdV equation with
the second member of its hierarchy. However, there does not seem to be an obvious
way to relate the recursion operator for the mKdV equation and P. Perhaps its worth
remarking that
P(κs − 12κ2) = (R2mKdV +RmKdV )(κs).
Case 1.7
Case 1.7 is presented in Table 3.6. Notice that this case contains an arbitrary parameter
α. If α 6= 1, the general formula for P is given, however this will not generally produce
integrable equations. For the particular values of α listed though, we do find some
of the equations we are searching for. When α = 0, we find Burgers’ equation. The
44
1.7 k = 1, α 6= 1 {0, 0, 1} κ = ι(uxx)
A = D2 − 1+α1−ακD − α1−ακs + α(1−α)2κ2 P = D2 − 1+α1−ακD − 1+α1−ακs
B = 11−αD − α(1−α)2κ + α(1−α)2κ2 + α(1−α)2κsD−1 · κ
α = 2, 1/2 J = κs κt = κsss ± 3κκss ± 3κκ2s + 3κ2κs Burgers
α = 0 J = κ κt = κss − 2κκs Burgers
α = −1 J = κs κt = κsss − 38κ2κs mKdV
k = 1, α = 1 {0,0,*,1} κ = ι(uxxx)
A = D3 − 2κD2 + (κ2 − 2κs)D − κss + κκs P = D3 − 2κD2 + (κ2 − 3κs)D
B = D2 − κD − κs −κss + 2κκs
J = κ κt = κsss − 3κκss − 3κ2s + 3κ2κs Burgers
k = 2, α 6= 2 {0,0,0,1} κ = ι(uxxx)
P = D3 + 2αα−2κD2 +
(
2α−1
(α−2)2κ
2 + 3αα−2κs
)
D + αα−2κss + 3α−1(α−2)2κκs
−κsD−1 ·
(
3α−1
(α−2)2κs − α(α−1)(α−2)3 κ2
)
α = 0, J = κ κt = κsss − 38κ2κs mKdV
α = 1, J = κ κt = κsss − 3κκss − 3κ2s + 3κ2κs Burgers
α = 2 {0,0,0,*,1} κ = ι(uxxxx)
J = −12 κt = κsss − 3κκss − 3κ2s + 3κ2κs Burgers
Table 3.6: The case of a(1)nCk
corresponding recursion operator is RB = PD−1. When α = −1, we find the mKdV
equation with the corresponding recursion operator matching exactly, RmKdV = P.
When α = 1/2 or 2 we find the second member of the Burgers’ hierarchy. In this
instance, the recursion operator is given as
RB = D + κ+ κsD−1.
We focus on the α = 2 case here to simplify the presentation, omitting the ±’s. Hence,
P(κ) = R2B(κs). However, the factorization of P is as follows:
P = D2 + 3κD + κs + 2κ2 + 2κsD−1 · κ = (D + κ+ κsD−1)(D + 2κ) = RB(D + 2κ).
So P = RB(D + 2κ). Note that the operator D + 2κ produces the right-hand side of
Burgers’ equation when applied to κs, but is not a recursion operator:
(D + 2κ)(κs) = κss + 2κκs = (D + κ+ κsD−1)(κs).
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In the instance where α = 1, we have that ux is invariant, and cannot be used in the
construction of a coordinate cross-section. The cross-section used is x = u = 0, uxx = 1,
and the curvature is taken to be κ = ι(uxxx). With J = κ, we have the second equation
in Burgers’ hierarchy and another instance of RB = PD−1.
I second half of Table 3.6 looks at the case when k = 2. In the instances when α = 0
and α = 1, we find the mKdV and Burgers’ equations, respectively. Furthermore, we
have another instance of the associated recursion operators for these equations being
given by R = PD−1. The k = 2, α = 2 instance is also documented. Once again, uxx is
invariant, and we cannot use it to construct a coordinate cross-section. With J = −1/2,
we find the second member in Burgers’ hierarchy.
Cases 1.5, 1.6, 3.1, 3.2
1.5 k = 1 {0,0} κ = ι(ux)
A = D + η′(0)η(0) B = 0 P = D + η
′(0)
η(0)
J = κs κt = κss +
η′(0)
η(0) heat
3.1 k = 1 {*,0} κ = ι(ux)
A = D − η′(x)η(x) B = 0 P = D − η
′(x)
η(x)
J = κs κt = κss − η
′(x)
η(x) κs heat
1.6 k = 1 {0,0,1} κ = ι(uxx)
A = D2 + (κ+ 2c)D + κs B = 0 P = D2 + (κ+ 2c)D + κs
J = κ κt = κss + 2κκs + 2cκs Burgers
3.2 k = 1 {*,0,1} κ = ι(uxx)
A = D2 + (κ+ 2c)D + κs B = 0 P = D2 + (κ+ 2c)D + κs
J = κ κt = κss + 2κκs + 2cκs Burgers
Table 3.7: The cases involving constant coefficient linear homogeneous ODEs
The cases presented in Table 3.7 are the four cases from Table 3.1 where the coef-
ficients of the infinitesimal generators come from a constant coefficient linear homoge-
neous ordinary differential equation. The cases labeled 3.1 and 3.2 are intransitive and
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x is invariant. In 1.6 and 3.2, the constant c appearing comes from the first order ODE,
η′(x) + cη(x) = 0.
Notice the similarity between the results of cases 1.5 and 3.1. Both instances give
the heat equation with J = κs, where the associated recursion operator and the char-
acteristic operator agree. The infinitesimal generators of case 1.5 are the same as those
in case 3.1 with the addition of translation in x. Once x is normalized via the moving
frame algorithm, we find very nearly identical results.
The cases of 1.6 and 3.2 are similarly related. In each of those instances, the recursion
operator for Burgers’ equation RB, and the characteristic operator P, have the now
familiar relationship RB = PD−1.
Case 1.9
1.9 k = 1 {0,0,1,1} κ = ι(uxxx)
A = D3 + (3− 2κ)D2 + (2− 3κ+ κ2 − 2κs)D − κs + κκs − κss
B = D2 + (2− κ)D − κs
P = D3 + (3− 2κ)D2 + (2− 3κ+ κ2 − 3κs)D − 3κs + 2κκs − κss
J = −1 κt = κss − 2κκs + 3κs Burgers
J = κ κt = (κsss − 3κκss − 3κ2s + 3κ2κs) + 3(κss − 2κκs) + 2κs Burgers
Table 3.8: The action of (a(1)⊕ C)nCk
The computations for Case 1.9 are shown in Table 3.8. We find Burgers’ equation
for J = −1 and J = κ. In the latter instance, we can write RB = PD−1, where RB is
the second order recursion operator associated to Burgers’ equation as displayed.
Note that the characteristic operator here is a genuine differential operator, with no
D−1 term. Thus, any choice of J produces a local formula for the evolution of κ.
Case 1.8
The evolution equation in Table 3.9 is not an integrable equation. It resembles the third
order member of the Burgers’ hierarchy, but the coefficients are incorrect. Interestingly,
47
1.8 k = 1 {0,0,0} κ = ι(uxx)
A = D2 + 2κD + κ2 + κs P = D2 + 2κD + κ2 + 2κs + κsD−1 · κ
B = −D − κ
J = κs κt = κsss + 2κκss +
3
2κ
2κs + 2κ
2
s
Table 3.9: The action of Cn (Cn Ck)
P can be factored as
P = (D + κ+ κsD−1)(D + κ),
where the first term in this factorization is the recursion operator for Burgers equation,
κt = κss + 2κκs.
One more interesting thing in this case is that any coordinate cross-section produces
the preceding A and B operators.
Case 2.1
2.1 {0,0,0,1,0} κ = ι(uxxxx)
A = D4 + 53κD2 + 53κsD + 49κ2 + 13κss P = D4 + 53κD2 + 43κsD
B = 13D2 − 29κ +49κ2 + 13κss + 29κsD−1 · κ
J = κs κt = κsssss +
5
3κκsss +
5
3κsκss +
5
9κ
2κs Sawada-Kotera
Table 3.10: The action of sa(2)
This computation appears in [44] in Example 5.6. As in Case 1.7, k = 2 from Table
3.6, discussed above, we find the Sawada-Kotera equation, with the same relationship
between the recursion operator and P.
Discussion
Here we make a few further observations about some of the patterns that arise. First,
we see from Table 3.11 that instances in which the characteristic operator equals an
associated recursion operator (R = P) is in fact not entirely common. The dimension
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of the Lie algebra plays some role here. For instance, the dimension of Case 1.1 is 3, so
the lowest order invariant has order 2. This implies that the characteristic operator for
this invariant will be a second order differential operator, which matches the order of
the associated recursion operator for the KdV equation. Alternatively, we see that the
dimension of the Lie algebra coincides with the order of the integrable equation. This
pattern holds for the first 4 cases listed. Case 3.1 is a primitive action, written locally
in terms of evolutionary vector fields, and thus x is an invariant. In this case, κ = ι(ux),
which produces a first order differential operator which matches the recursion operator
of the heat equation. It should also be mentioned that J = κs is the “seed” symmetry
for each of the KdV, mKdV and heat equations.
Contrast this dimensional analysis to the much more common situation in the second
part of Table 3.11, where R = PD−1. In these instances, the order of the characteristic
operator is one more than the order of the recursion operators of the equations we find.
Attaching a D−1 in front of these characteristic operators produces the desired recursion
operators in all these situations. Of course, we recognize the reoccurring pattern:
κt = P(κ) = PD−1D(κ) = PD−1(κs).
In all instances listed in the second part of Table 3.11, we find the relationship that
R = PD−1. Again, we can alternatively see that the dimension of the Lie algebra is
one more than the order of the integrable equation.
The Sawada-Kotera equation makes a few appearances on the list, which are singled
out. Since the hierarchy for this equation is a little non-standard, the relationship be-
tween the recursion operator and the characteristic operator doesn’t fit into the patterns
already demonstrated. Furthermore, the third of the Sawada-Kotera instances shown
gives the 7th order equation in the hierarchy, and there’s no clear relationship between
the characteristic operator and the associated recursion operator.
The last section in Table 3.11 lists a few of the cases which don’t seem to fall into an
obvious pattern. Case 1.7 gives the 3rd order Burgers’ equation, but P decomposes as
the first order Burgers’ recursion operator with an extra factor. Case 1.8 doesn’t give
an integrable equation, but the characteristic operator similarly decomposes as Burgers’
first order recursion operator with an extra factor. Case 1.11 gives the fifth order mKdV
equation, but J = κs− 12κ2 is different than all other J choices. Further, the relationship
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between the characteristic operator and the recursion operator is still unclear.
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Case Structure Dim J κt
R = P
1.1 sl(2) 3 κs KdV
1.2 sl(2) 3 κs mKdV
1.7 k = 1, α = −1 anC 3 κs mKdV
1.5 k = 1 Cn C 2 κs heat
3.1 k = 1 C 1 κs heat
R = PD−1
1.10 k = 1 sl(2)nC 4 κ KdV
3.3 sl(2) 3 κ KdV
1.4 sl(2)⊕ sl(2) 6 κ KdV-2
1.10 k = 3 sl(2)nC3 6 κ KdV-2
1.3 gl(2) 4 κ mKdV
1.7 k = 2, α = 0 anC2 4 κ mKdV
1.6 k = 1 C2 nC 3 κ Burgers
1.7 k = 1, α = 0 anC 3 κ Burgers
1.7 k = 1, α = 1 anC 3 κ Burgers
3.2 k = 1 Cn C 2 κ Burgers
1.7 k = 2, α = 1 anC2 4 κ Burgers-2
1.9 k = 1 (a(1)⊕ C)nC 4 κ Burgers-2
Sawada-Kotera
Case Structure Dim J Recursion
1.10 k = 2 sl(2)nC2 5 κs R = P(D2 + κ3 + κs3 D−1)
2.1 sa(2) 5 κs R = P(D2 + κ3 + κs3 D−1)
1.10 k = 4 sl(2)nC4 7 κs R =???
Cases not falling into a clear pattern
1.7 k = 1
anC 3 κs Burgers-2 P = RB(D + 2κ)α = 2, 12
1.8 Cn (Cn C) 3 κs Burgers-2-like P = RB(D + κ)
1.11 k = 1 gl(2)nC 5 κs − 12κ2 mKdV-2 P =???
Table 3.11: Summary of results
Chapter 4
Motion of Surfaces in R4
4.1 Motion of Surfaces in R4
4.1.1 Introduction
In [23], Hasimoto discoverd a remarkable connection between the vortex filament equa-
tion and the integrable nonlinear cubic Schro¨dinger equation. Shortly thereafter, Lamb,
[29], further demonstrated examples of the relationship between geometric curve flows
and integrable equations. As explained in the previous chapter, this generated a lot
of active research into this subject to understand the relationship and its degree of
generality.
In [48] for R4, and [26] for Rn, the authors present a Hamiltonian framework for
higher dimensional vortex membranes of co-dimension 2. This chapter will describe the
vortex membrane flow, a Poisson structure and associated Hamiltonian, and the gener-
alization of these objects to co-dimension 2 submanifolds of Rn. Within this framework,
the skew-mean curvature flow will be introduced, which is thought of as a generalization
of the vortex filament flow. In the case of two dimensional surfaces in R4, I will apply
the tools of moving frames and the variational bicomplex to compute the formulas de-
scribing the evolution of the quantities of interest under the skew-mean-curvature flow.
With these formulas, a connection to higher dimensional analogues of the Schro¨dinger
equation may be possible.
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4.1.2 Vortex Filament Flow
The starting point is an inviscid (zero viscosity), incompressible fluid in an open (con-
nected) subset of Ω ⊂ R3. The motion of the fluid is described by the evolution of the
fluid velocity field v which is governed by the Euler equation:∂tv + v · ∇v = −∇p, ∇ · v = 0,v · n = 0 on ∂Ω,
where v is assumed to be divergence free and tangent to the boundary of Ω. The
pressure p is uniquely defined up to an additive constant by these restrictions on v.
Further details can be found in most texts on fluid mechanics, see for example [9].
The vorticity of a velocity field is ξ = ∇× v. The vorticity form of Euler’s equation
is
∂tξ + v(ξ) = 0
where v(ξ) represents the Lie derivative of ξ along the vector field v. Note that in 2D the
vorticity is viewed as a scalar field and in 3D as a vector field. However, to generalize
to velocity fields in higher dimensions, v is identified with a differential 1-form, and the
vorticity ξ is the exterior derivative of v. Hence, the vorticity is appropriately viewed
as a differential 2-form.
The Euler equation has a Hamiltonian formulation. Complete details of the following
presentation can be found in [6, 36]. First, let M be an n-dimensional manifold with
volume form µ. Let G be the infinite dimensional Lie group of volume preserving
diffeomorphisms of M , and let g be its Lie algebra consisting of smooth, divergence-free
vector fields on M tangent to ∂M . The dual space to this Lie algebra is the space
of cosets of smooth 1-forms on M modulo exact 1-forms, g∗ = Ω1(M)/dΩ0(M). The
pairing between [η] ∈ g∗ and V ∈ g is given by
〈[η], V 〉 =
∫
M
(V η)µ
where V η is the interior product between V and η.
The Euler equation becomes
∂t[η] + v[η] = 0 (4.1)
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where [η] ∈ g∗ is the coset of the 1-form associated to v via the Riemannian metric on
M . Instead of cosets of 1-forms, we deal with their differentials. The vorticity 2-form
ξ := dη is the differential of the 1-form η associated to the vector field v. Since 1-forms
in the same coset have equal vorticities, the vorticity 2-form is well-defined. Futhermore,
using this definition the Euler equation
∂t(dη) + v(dη) = 0 (4.2)
means that the vorticity 2-form is transported by the fluid flow, thus allowing for higher
dimensional generalizations.
If we assume our manifold M is simply connected (H1(M) = 0), then the space of
vorticities coincides with g∗. In this context, the space of vorticities has the natural Lie-
Poisson structure. The symplectic leaves are coadjoint orbits of the group of volume
preserving diffeomorphisms. See [36] for details. The Euler equation thus defines a
Hamiltonian evolution on these orbits.
Let V,W be two divergence-free vector fields in M , regarded as a pair of variations
of ξ ∈ g∗. The Lie-Poisson symplectic structure on coadjoint orbits is the following:
ωLPξ (V,W ) := 〈d−1ξ, [V,W ]〉 = 〈η, [V,W ]〉 =
∫
M
η ∧ ([V,W ] µ) =
∫
M
ξ ∧ (V (W µ))
where dη = ξ and the divergence-free condition on V and W imply
[V,W ] µ = d(V (W µ)).
Our interest now lies in singular vorticities, i.e. vorticities whose support is not of
full dimension. In R3, a vortex filament is one-dimensional (codimension 2) support of
a vortex field, i.e. the vortex field only takes non-zero values along the filament. In R4,
we consider a vortex membrane, a vorticity 2-form with two-dimensional support. This
latter case is our primary interest.
4.1.3 Skew Mean Curvature Flow
In R2, vorticity fields with 0-dimensional support are point vortices. We write the
vorticity as ξ =
∑N
j=1Cjδzj where zj = (xj , yj) are the coordinates of the jth point
vortex, Cj its strength, and δzj is the Kronecker-delta which takes a unit value at zj
and is zero otherwise. The evolution of the vortices according to the Euler equation is
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given by
Cj x˙j =
∂H
∂yj
, Cj y˙j = −∂H
∂xj
, 1 ≤ j ≤ N, (4.3)
where
H = − 1
4pi
N∑
j<k
CjCk ln |zj − zk|2
is the Hamiltonian function. In the case of N = 2 and N = 3 point vortices, the
equations (4.3) are integrable, but for N ≥ 4 they are not, see [39] for details.
In R3, we move from point vortices to vortex filaments. The vorticity is given by
ξ = ∇ × v, where v is the fluid of the velocity and ξ has support on a curve γ ⊂ R3.
The vortex filament equation
∂γ
∂t
= γs × γss
describes the evolution of γ as governed by the Euler equations, where the subscript
s denotes differentiation with respect to arc-length. The localized induction approxi-
mation (LIA) of the vorticity motion is a procedure which allows one to keep only the
local terms in the vorticity Euler equation, and by which the vortex filament equation
is derived. See [26] for further details. It is not hard to see that the vortex filament
equation takes the alternate form,
∂γ
∂t
= κb,
where κ represents the Euclidean curvature of γ and b is the binormal direction. This
equation is sometimes also referred to as the binormal equation. The binormal equation
is Hamiltonian with respect to the Marsden-Weinstein symplectic structure given by
ωMWγ (V,W ) :=
∫
γ
V (W µ).
The corresponding Hamiltonian function for equation (4.2) is given by the kinetic
energy:
H(v) = 12
∫
M
v · v µ = 12
∫
M
(curl−1ξ) · (curl−1ξ) µ.
Note, the energy is local in terms of velocities, but non-local in terms of vorticities.
When the LIA is applied, the filament equation remains Hamiltonian, but with new
Hamiltonian functional
H(γ) = length(γ) =
∫
γ
ds.
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We further remark that the variational derivative, or the gradient, of this functional is
given by
δH
δγ
= −κn
where κ is the curvature of γ and n is the unit normal direction from classical Euclidean
curve geometry. The dynamics are given by the corresponding skew-gradient κb, where
b is the binormal direction. The skew-gradient vector is obtained from the gradient
vector by a rotation of the plane orthogonal to t by pi/2.
We now turn our attention to vortex membranes in R4, which are codimension 2
supports of vorticity 2-forms. First, the second fundamental form on surfaces in M ⊂ R4
is a vector-valued quadratic form mapping TpM ⊗ TpM → NpM . Let n1(p),n2(p) be a
basis for NpM . Then the second fundamental form can be written
II(v, w) = II1(v, w)n1(p) + II2(v, w)n2(p).
Alternatively, the second fundamental form M in R4 can be viewed as a section of the
bundle S2T ∗M ⊗NM →M where S2T ∗M is the space of symmetric 2-tensors of T ∗M
and NM = (TM)⊥ ⊂ R4 is the normal bundle to M . This means that the second
fundamental form is a vector bundle valued differential invariant. See [25] for details.
Each IIi is a symmetric quadratic form and so each can be represented by a sym-
metric 2×2 matrix. The mean curvature vector MC(p) ∈ NpM is the normalized trace
of the second fundamental form, i.e. the trace of the coefficient matrices divided by 2:
MC(p) = 12Tr(II1)n1 +
1
2Tr(II2)n2.
Now, the Marsden-Weinstein symplectic structure can be extended to codimension
2 submanifolds M ⊂ R4 in the obvious way:
ωMWM (V,W ) :=
∫
M
V (W µ).
The Hamiltonian function on vortex membranes M is their volume:
H(P ) = volume(M) =
∫
M
µM ,
where µM is the volume form of the metric induced from Rn.
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Theorem 4.1.1. The Hamiltonian vector field associated to H and ωMWM on codimen-
sion 2 membranes M ⊂ R4 is
vH(p) = −4J(MC(p)),
where J is the operator of positive pi/2 rotation in the normal space NpM to M .
See [48] for the proof, and see [26] for a generalization of this result to codimension 2
submanifolds in Rn. Since the Hamiltonian vector field is found from the skew-gradient
field, we need to show that the the first variation of the volume functional is a constant
times the mean curvature vector. Indeed, the volume functional is represented by the
two-form ι(dx ∧ dy) = $1 ∧ $2. Using the techniques developed in [28], we apply dV
and “integrate by parts” to compute the variational derivative of the volume form:
dV($1 ∧$2) ≡ −(2H1ϑ1 + 2H2ϑ2) ∧$1 ∧$2,
where the the quantities H1 and H2 are the mean curvatures in each of the normal
directions. Thus, the mean curvature vector is written
MC = H1n1 +H
2n2
and the skew-mean-curvature vector is
−J(MC) = −H2n1 +H1n2.
See Section 4.1.5 for the complete discussion.
Definition 4.1.2. The higher vortex filament equation on submanifolds of codimension
2 in R4 is given by the skew-mean-curvature flow :
∂M
∂t
(p) = −J(MC)(p). (4.4)
Remark 4.1.3. For R3, the mean curvature vector is κn, and the skew-mean-curvature
flow, (4.4), reduces to the binormal equation: ∂tγ = −J(κn) = κb.
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4.1.4 Review of relevant computations for Euclidean surfaces in R3
In this section, we review the computations needed to work with surfaces in R3, see
[28] for complete details. In contrast to the previous chapters, the appearance of an
additional independent variable creates new complications. We denote by x and y
the independent variables and let u be the dependent variable, thus locally identifying
surfaces as graphs of functions u = u(x, y). We invariantize the horizontal coframe dx
and dy producing the invariant horizontal coframe
$1 := ι(dx), $2 := ι(dy).
Hence, for a differential function F , its invariant horizontal differential is
dHF = D1F$1 +D2F$2.
where D1 and D2 are the dual invariant differential operators associated to the invariant
horizontal coframe $1 and $2. Several complications arise from the introduction of a
second independent variable. First, D1 and D2 do not in general commute, [D1,D2] 6= 0.
However, since D1 and D2 are viewed as vector fields on our surface, their bracket should
be a linear combination thereof. We compute
dH$1 = Y 1$1 ∧$2, dH$2 = Y 2$1 ∧$2,
where the Y i are called the commutator invariants. A quick computation of d2HF = 0
implies the following commutation formula
[D1,D2] = D2D1 −D1D2 = Y 1D1 + Y 2D2. (4.5)
Definition 4.1.4. The twisted invariant adjoints of the invariant differential operators
Dj are defined as
D†1 = −(D1 + Y 2), D†2 = −(D2 − Y 1)
Remark 4.1.5. The twisted invariant adjoints arise in the context of an invariant
divergence from dH applied to invariant horizontal 1-forms (or more generally, (p− 1)-
forms). If Ω = Q1$2 − Q2$1 is an invariant 1-form, its invariant divergence is given
by
dHΩ = −(D†1Q1 +D†2Q2)$1 ∧$2.
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This is the invariant analog of the divergence operator as characterized by dp−1 from
the de Rham complex, taking (p − 1)-forms to p-forms. We will not explicitly use this
particular characterization of the twisted invariant adjoints. See [28] for further details.
Example 4.1.6. The infinitesimal generators of the Euclidean group action on R3 are
v1 = ∂x, v2 = ∂y, v3 = ∂u
v4 = −u∂x + x∂u, v5 = −u∂y + y∂u, v6 = −y∂x + x∂y,
which we prolong to act on surfaces u = u(x, y) in R3. The cross-section
x = y = u = ux = uy = uxy = 0
gives the classical (Darboux) moving frame. Using the recurrence formula, we compute
the pulled back Maurer-Cartan forms:
ν1 = −$1, ν2 = −$2, ν3 = −ϑ
ν4 = −I20$1 − ϑ10, ν5 = −I02$2 − ϑ01.
ν6 = − 1
I20 − I02 (I21$
1 + I12$
2 + ϑ11)
Here, we write I20 = ι(uxx), I21 = ι(uxxy), ϑ10 = ι(θ10) = ι(dux − uxxdx − uxydy),
etc. The invariants κ1 := I20 and κ
2 := I02, are identified with the principal curvatures.
Furthermore, using the recurrence formula we find the following relations:
D2κ1 = κ1,2 = I21 = ι(uxxy), and D1κ2 = κ2,1 = I12 = ι(uxyy).
Recall that the second fundamental form of a surface parameterized by x and y is
II = Ldx2 + 2Mdx dy +Ndy2
where
L =
uxx√
1 + u2x + u
2
y
, M =
uxy√
1 + u2x + u
2
y
, N =
uyy√
1 + u2x + u
2
y
Invariantization diagonalizes the second fundamental form:
ι(II) = κ1($1)2 + κ2($2)2 (4.6)
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v1 v2 v3 v4 v5 v6
v1 0 0 0 v3 0 v2
v2 0 0 0 0 v3 −v1
v3 0 0 0 −v1 −v2 0
v4 −v3 0 v1 0 v4 −v5
v5 0 −v3 v2 −v4 0 v6
v6 −v2 v1 0 v5 −v6 0
Table 4.1: Commutator relations for SE(3)
The commutator relations for the vi are given in Table 4.1, where the i, j entry is
[vi,vj ].
The structure constants ckij from the commutation relations [vi,vj ] =
∑
k c
k
ijvk
satisfy the Maurer-Cartan equation dνk = −12
∑
i,j c
k
ijν
i ∧ νj . The first three Maurer-
Cartan forms form an invariant coframe on the surface, and the latter three are called
the connection forms, [15, 22].
The commutator invariants are found by computing dH$i for i = 1, 2:
d$1 = dι(dx) = ι(ddx) +
6∑
j=1
νj ∧ ι[vj(dx)] = ν4 ∧ ι(−du) + ν6 ∧ ι(−dy)
= (−κ1$1 − ϑ10) ∧ ϑ− 1
κ1 − κ2 (κ
1
,2$
1 + κ2,1$
2 + ϑ11) ∧ −$2
=⇒ dH$1 =
κ1,2
κ1 − κ2$
1 ∧$2
A similar computation shows that
dH$2 =
κ2,1
κ1 − κ2$
1 ∧$2
and hence the commutator invariants are
Y 1 =
κ1,2
κ1 − κ2 , and Y
2 =
κ2,1
κ1 − κ2 .
It is now important to note that the coefficients of II in equation (4.6) are alternately
computed from the structure equations applied to ν3 = −ϑ. First, we briefly recall
Cartan’s lemma:
Lemma 4.1.7 (Cartan). Suppose that ωi, i = 1, . . . , n are linearly independent elements
of a vector space V and that θj , j = 1, . . . , n satisfy
n∑
i=1
θi ∧ ωj = 0. Then there exist
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scalars hij such that
θi =
n∑
j=1
hijω
j .
In our situation, when restricted to a submanifold, ν3 = −ϑ ≡ 0. Hence,
0 ≡ dν3 = ν4 ∧ ν1 + ν5 ∧ ν2
and so by Cartan’s lemma, [
ν4
ν5
]
=
[
κ1 0
0 κ2
][
ν1
ν2
]
. (4.7)
modulo contact forms. This technique of using the structure equations to compute the
coefficients of II will be employed again in the next section. From (4.7), the mean
curvature is found as the normalized trace of the second fundamental form:
H =
1
2
(κ1 + κ2).
According to Definition 4.1.4 the twisted invariant adjoints are
D†1 = −
(
D1 +
κ2,1
κ1 − κ2
)
, D†2 = −
(
D2 −
κ1,2
κ1 − κ2
)
.
These forms are constructed on jet space, however when restricted to surfaces
(pulled-back via an immersion), contact components are set to 0. Modulo contact
forms, the $1∧$2 components of dν4 = −ν5∧ν6 produces the Gauss-Codazzi syzygy :
D†1
(
κ2,1
κ1 − κ2
)
−D†2
(
κ1,2
κ1 − κ2
)
= κ1κ2 = K. (4.8)
Note that this expresses the Gaussian curvature K as an invariant divergence, which
is the source of the Gauss-Bonnet Theorem from classical Euclidean surface theory, see
for example [22].
4.1.5 Computations for surfaces in R4
This section contains primarily computational results culminating in the expressions
for the evolution of the mean curvatures under the skew-mean curvature flow. An
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added complication is the addition of a second “dependent” variable, which requires
a second zeroth order basic contact form. As a result, higher order invariant contact
forms are written as matrix differential operators applied to the zeroth order invariant
contact forms. Since most of the theory has already been established, this section will
be treated as a final working example.
We are looking at the Euclidean invariants of surfaces in R4. The infinitesimal
generators of SE(4) on R4 are
v1 = ∂x, v2 = ∂y, v3 = ∂u, v4 = ∂v,
v5 = −u∂x + x∂u, v6 = −u∂y + y∂u, v7 = −v∂x + x∂v,
v8 = −v∂y + y∂v, v9 = y∂x − x∂y, v10 = v∂u − u∂v.
These generators are prolonged to 2-dimensional submanifolds {u(x, y), v(x, y)} ⊂ R4.
We choose the cross-section
x = y = u = v = ux = uy = vx = vy = 0, uxy = vxy = 1.
Application of the recurrence formula produces the pulled-back Maurer-Cartan forms:
ν1 = −$1, ν2 = −$2, ν3 = −ϑ1, ν4 = −ϑ2
ν5 = −I120$1 −$2 − ϑ110, ν7 = −I220$1 −$2 − ϑ210,
ν6 = −$1 − I102$2 − ϑ101, ν8 = −$1 − I202$2 − ϑ201,
ν9 =
1
I120 − I102 + I220 − I202
(
(I121 + I
2
21)$
1 + (I112 + I
2
12)$
2 + ϑ111 + ϑ
2
11
)
,
ν10 =
1
I120 − I102 + I220 − I202
((
I121(I
2
02 − I220)− I221(I102 − I120)
)
$1
+
(
I112(I
2
02 − I220)− I212(I102 − I120)
)
$2 + (I202 − I220)ϑ111 − (I102 − I120)ϑ211
)
,
The superscript attached to the ϑ’s indicates invariantization in the u and v variables,
e.g. ϑ120 = ι(θ
1
20) = ι(duxx − uxxxdx − uxxydy) and ϑ211 = ι(θ211) = ι(dvxy − vxxydx −
vxyydy).
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In order to simplify some of the ensuing expressions, we write
κ1 := I120, κ
2 := I102, η
1 := I220, η
2 := I202.
Also, the Maurer-Cartan invariants appearing in ν9 and ν10 will be denoted
ν9 : τ1 :=
I121 + I
2
21
κ1 − κ2 + η1 − η2 , τ
2 :=
I112 − I212
κ1 − κ2 + η1 − η2 , τ
3 :=
1
κ1 − κ2 + η1 − η2
ν10 : α1 :=
(
I221(κ
1 − κ2)− I121(η1 − η2)
)
τ3, α2 :=
(
I212(κ
1 − κ2)− I112(η1 − η2)
)
τ3
so ν9 and ν10 are written
ν9 = τ1$1+τ2$2+τ3(ϑ111+ϑ
2
11), ν
10 = α1$1+α2$2+(κ1−κ2)τ3ϑ211−(η1−η2)τ3ϑ111.
Computing the exterior derivatives of the $i’s, we find
d$1 = ν9 ∧$2 + ν5 ∧ −ϑ1 + ν7 ∧ −ϑ2
= τ1$1 ∧$2 − (κ1ϑ1 + η1ϑ2) ∧$1 + [−ϑ1 − ϑ2 + τ3(ϑ111 + ϑ211)] ∧$2
+ ϑ110 ∧ ϑ1 + ϑ210 ∧ ϑ2,
and
d$2 = ν9 ∧ −$1 + ν6 ∧ −ϑ1 + ν8 ∧ −ϑ2
= τ2$1 ∧$2 + [−ϑ1 − ϑ2 − τ3(ϑ111 + ϑ211)] ∧$1 −
(
κ2ϑ1 + η2ϑ2
) ∧$2
+ ϑ101 ∧ ϑ1 + ϑ201 ∧ ϑ2,
producing the commutator invariants Y 1 = τ1 and Y 2 = τ2, and the twisted invariant
adjoints:
D†1 = −(D1 + τ2), D†2 = −(D2 − τ1).
From the Maurer-Cartan structure equations, we have
dν9 = −ν5 ∧ ν6 − ν7 ∧ ν8.
Comparing the coefficients of $1 ∧$2 produces the syzygy
τ2,1 − τ1,2 + (τ1)2 + (τ2)2 = −(κ1κ2 + η1η2 − 2)
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or, equivalently, [
D†1 D†2
]
J
[
τ1
τ2
]
= −(κ1κ2 + η1η2 − 2). (4.9)
where J =
[
0 −1
1 0
]
.
We note here the similarity between the construction of this syzygy and the con-
struction of the Gauss-Codazzi syzygy, (4.8), through the use the structure equations.
A second syzygy comes from comparing the coefficients of $1 ∧$2 in
dν10 = −ν5 ∧ ν7 − ν6 ∧ ν8.
It is similarly compactly written
[
D†1 D†2
]
J
[
α1
α2
]
= −
(
(κ1 − κ2)− (η1 − η2)
)
. (4.10)
Remark 4.1.8. As the right-hand side of the expressions in (4.9), (4.10) are expressed
as invariant divergences, they are invariant null-Lagrangians, [28]. The presence of in-
variant null-Lagrangians is important to the study of cohomology classes of the invariant
bicomplex, [4, 49]. Particularly, in [49], Valiquette and Thompson showed that the co-
homology of the invariant edge complex is isomorphic to the Lie algebra cohomology of
G. It is worth investigating what these null Lagrangians imply for surface geometry in
R4, e.g. higher codimensional analogs of the Gauss-Bonnet theorem.
Proceeding as we did with surfaces in R3, we consider the coframe elements ν3 = −ϑ1
and ν4 = −ϑ2. Pulled back to our surface, these forms are 0, and so
0 ≡dν3 = ν5 ∧ ν1 + ν6 ∧ ν2,
0 ≡dν4 = ν7 ∧ ν1 + ν8 ∧ ν2,
Applying Cartan’s lemma gives[
ν5
ν6
]
=
[
κ1 1
1 κ2
][
ν1
ν2
]
,
[
ν7
ν8
]
=
[
η1 1
1 η2
][
ν1
ν2
]
. (4.11)
Define the dual normal vectors ni by 〈ϑi,nj〉 = δij , j = 1, 2 where 〈·, ·〉 is the pairing
between forms and vectors and δij is the Kronecker delta. Then n1 and n2 form a basis
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for NM , and the second fundamental form has the form
II = [$1 $2]
[
κ1 1
1 κ2
][
$1
$2
]
n1 + [$
1 $2]
[
η1 1
1 η2
][
$1
$2
]
n2. (4.12)
The coefficient matrices of II come from (4.11), and we have omitted the tensor notation.
The determinant and trace of these matrices are invariants. Indeed, one can take a
“Gaussian curvature” in each of the normal directions
K1 = κ1κ2 − 1, K2 = η1η2 − 1
as well as the mean curvatures described earlier
H1 = 12(κ
1 + κ2), H2 = 12(η
1 + η2)
Remark 4.1.9. The right hand side of (4.9) is minus the sum of K1 and K2. The
right-hand side of (4.10) is the obstruction to the simultaneous diagonalization of the
coefficient matrices in (4.12). These matrices commute if and only if the right hand side
of (4.10) is equal to 0. The κi’s and ηj ’s should not be viewed as principal curvatures
because they are not the eigenvalues of these matrices. However, they are elementary
functions of the eigenvalues, and so could play the role of principal curvatures.
The mean curvatures arise as the trace of the second fundamental form, i.e. the
trace of each of the coefficient matrices. The mean curvature vector is
MC = H1n1 +H
2n2
and the skew-mean-curvature vector is
V = −H2n1 +H1n2 = JMC
To determine the evolution of the mean curvatures under the skew-mean curvature
flow, there are a few quantities that need computing. We start with
dVκ1 = ϑ120 + 2τ
3(ϑ111 + ϑ
2
11) + η
1τ3((κ1 − κ2)ϑ211 − (η1 − η2)ϑ111)
dVκ2 = ϑ102 − 2τ3(ϑ111 + ϑ211) + η2τ3((κ1 − κ2)ϑ211 − (η1 − η2)ϑ111)
dVη1 = ϑ220 + 2τ
3(ϑ111 + ϑ
2
11)− κ1τ3((κ1 − κ2)ϑ211 − (η1 − η2)ϑ111)
dVη2 = ϑ202 − 2τ3(ϑ111 + ϑ211)− κ2τ3((κ1 − κ2)ϑ211 − (η1 − η2)ϑ111)
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and so
dVH1 = 12(ϑ
1
20 + ϑ
1
02) +H
2τ3
(
(κ1 − κ2)ϑ211 − (η1 − η2)ϑ111
)
(4.13)
dVH2 = 12(ϑ
2
20 + ϑ
2
02)−H1τ3
(
(κ1 − κ2)ϑ211 − (η1 − η2)ϑ111
)
(4.14)
where we recall that τ3 =
1
κ1 − κ2 + η1 − η2 .
The invariant derivatives of the invariant contact forms are given as matrix operators
acting on the zeroth order invariant contact forms. For example, D1ϑ1 = ϑ110 + α1ϑ2,
and so
ϑ110 =
[D1 − α1] [ ϑ1
ϑ2
]
, or briefly, ϑ110 =
[D1 − α1].
Here are the invariant matrix operators associated to the higher order invariant
contact forms.
ϑ110 = [ D1 −α1 ], ϑ210 = [ α1 D1 ], (4.15)
ϑ101 = [ D2 −α2 ], ϑ201 = [ α2 D2 ].
ϑ111 = [ D1D2 + τ1D1 + κ1 + κ2 − α1α2 −α2D1 − α2,1 − τ1α1 + η1 + κ2 − α1D2 ]
ϑ211 = [ α
2D1 + α1D2 + τ1α1 + κ1 + η2 + α2,1 D1D2 + τ1D1 + η1 + η2 − α1α2 ]
Remark 4.1.10. Incidentally, the syzygy in equation (4.10) can be found be compar-
ing these two expressions for ϑ111 found from D1ϑ101 and D2ϑ110. Similarly, it arises in
comparing the expressions for ϑ211 from D1ϑ201 and D2ϑ210.
ϑ120 = [ D21 − τ1D2 + (κ1)2 − (α1)2 + 1 −2α1D1 − α1,1 + τ1α2 + κ1η1 + 1 ]
ϑ102 = [ D22 + τ2D1 + (κ2)2 − (α2)2 + 1 −2α2D2 − α2,2 − τ2α1 + κ2η2 + 1 ]
ϑ220 = [ 2α
1D1 + α1,1 − τ1α2 + κ1η1 + 1 D21 − τ1D2 + (η1)2 − (α1)2 + 1 ]
ϑ202 = [ 2α
2D2 + α2,2 + τ2α1 + κ2η2 + 1 D22 + τ2D1 + (η2)2 − (α2)2 + 1 ]
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From equation (4.13), we find
dVH1 = 12(ϑ
1
20 + ϑ
1
02) +H
2τ3
(
(κ1 − κ2)ϑ211 − (η1 − η2)ϑ111
)
= 12
([
D21 − τ1D2 + (κ1)2 − (α1)2 + 1 −2α1D1 − α1,1 + τ1α2 + κ1η1 + 1
]
+
[
D22 + τ2D1 + (κ2)2 − (α2)2 + 1 −2α2D2 − α2,2 − τ2α1 + κ2η2 + 1
])
+H2τ3
(
(κ1 − κ2) [α2D1 + α1D2 + τ1α1 + κ1 + η2 + α2,1
D1D2 + τ1D1 + η1 + η2 − α1α2
]
− (η1 − η2) [D1D2 + τ1D1 + κ1 + κ2 − α1α2
−α2D1 − α2,1 − τ1α1 + η1 + κ2 − α1D2
])
and from equation (4.14),
dVH2 = 12(ϑ
2
20 + ϑ
2
02)−H1τ3
(
(κ1 − κ2)ϑ211 − (η1 − η2)ϑ111
)
= 12
([
2α1D1 + α1,1 − τ1α2 + κ1η1 + 1 D21 − τ1D2 + (η1)2 − (α1)2 + 1
]
+
[
2α2D2 + α2,2 + τ2α1 + κ2η2 + 1 D22 + τ2D1 + (η2)2 − (α2)2 + 1
])
−H1τ3
(
(κ1 − κ2) [α2D1 + α1D2 + τ1α1 + κ1 + η2 + α2,1
D1D2 + τ1D1 + η1 + η2 − α1α2
]
− (η1 − η2) [D1D2 + τ1D1 + κ1 + κ2 − α1α2
−α2D1 − α2,1 − τ1α1 + η1 + κ2 − α1D2
])
I have not found a way to simplify these expressions further, however there are
some possible directions which merit continued investigation. First, there is a strong
indication that one should define an almost complex structure on the cotangent bundle.
Indeed, the frequent appearance of the J operator from equation (4.9) and the ability
to locally identify TpR4 = TpM ⊕ NpM = C2 with two copies of the complex plane
support this claim. Furthermore, the relationships in equations (4.15) can be written
in the following way:
D1(ϑ1 + iϑ2) = (ϑ110 + iϑ210) + iα1(ϑ1 + iϑ2)
D2(ϑ1 + iϑ2) = (ϑ101 + iϑ201)− iα2(ϑ1 + iϑ2).
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Alternatively, if we continue to view the equations in (4.15) as matrix operators, we find
the relationships
ϑ210 = ϑ
1
10J
−1, ϑ201 = ϑ
1
01J
−1.
Lastly, the identification of the bundle T ∗R4 → M with C2 → M indicates that
it may be possible to apply some of the results of the previous chapter to the current
situation. It may be possible to view the flow of the surface in four dimensions as a
flow of a one-complex-dimensional curve in the two-complex-dimensional plane, which
then might allow us to identify the skew-mean-curvature flow as some geometric flow
studied in the previous chapter. As of this writing, it is not clear how to reconcile the
10-dimensional Euclidean action on R4 with one of the actions on C2.
Chapter 5
Conclusion and Discussion
In this work, moving frames and the variational bicomplex were used to investigate
problems relating to the geometric flows of curves in the plane and surfaces in R4.
Regrettably, both investigations that were pursued in this paper came to somewhat un-
satisfactory conclusions. The connection between geometric curve flows and integrable
equations remains unclear, though certain patterns did emerge. The evolution of the
mean curvatures of a surface under the skew-mean-curvature flow in four dimensions
was produced, however the formulae for this evolution is a bit unwieldy, and would be
difficult to implement in any sort of practical manner. On the other hand, the door
remains open for further investigations that would shed new light on these problems.
First, though a complete classification of local actions on three dimensional space
has not been recorded, a similar analysis of the evolution of space curves and their con-
nection to integrable equations is possible. Indeed, one of the motivations of the planar
curve classification was the search for any insights that would assist the investigation of
the relationship between space curves and integrable equations. The remarkable Hasi-
moto transformation, relating the vortex filament flow to the integrable, cubic nonlinear
Schro¨dinger equation, is in some sense the primary motivator, and the search for similar
type transformations and relationships continues to this day.
In a related, but separate direction, the search remains for a connection between the
vortex membrane flow (or the skew-mean-curvature flow) for codimension two manifolds
and a higher dimensional analogue of the nonlinear Schro¨dinger equation. Again, this
search is motivated by the Hasimoto transformation. The appearance of an almost
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complex structure on the normal spaces to the manifold seem to give should give a nice
structure to the flow which would potentially make it easier to analyze.
Certain syzygies arose in the study of surfaces in R4, expressing certain differential
invariants as an invariant divergence. This is the source of the Gauss-Bonnet Theorem
for surfaces in R3, and thus the extension to a higher dimensional analog is worth further
investigation.
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