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Abstract
The equivalence of tripartite pure states under local unitary
transformations is investigated. The nonlocal properties for a
class of tripartite quantum states in CK ⊗ CM ⊗ CN composite
systems are investigated and a complete set of invariants under
local unitary transformations for these states is presented. It is
shown that two of these states are locally equivalent if and only
if all these invariants have the same values.
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Quantum entanglement is one of the most striking features of quantum phenomena
[1]. It is playing very important roles in quantum information processing such as quantum
computation [2], quantum teleportation [3] (for discussions of experimental realizations see
[4]), dense coding [5] and quantum cryptographic schemes [6]. As the degree of entanglement
of two parts of a quantum system remains invariant under local unitary transformations of
these parts, the invariants of local unitary transformations give rise to an effective description
of entanglement. Two states are equivalent under local unitary transformations if and only
if they are assigned the same values by all invariants under local unitary transformations.
The method developed in [7, 8], in principle, allows one to compute all the invariants of
local unitary transformations, though in general it is not operational. In [9], the invariants
for general two-qubit systems are studied and a complete set of 18 polynomial invariants
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is presented. It is proven that two qubit mixed states are locally equivalent if and only
if all these 18 invariants have equal values in these states. In [10] three qubits states are
also discussed in detail from a similar point of view. In [11] a complete set of invariants is
presented for bipartite generic mixed states.
In this letter, we discuss the locally invariant properties of arbitrary dimensional tripar-
tite quantum states in CK ⊗ CM ⊗ CN composite systems. We present a complete set of
invariants for a class of pure states and show that two of these states are locally equivalent
if and only if all our invariants have equal values.
Let HA resp. HB resp. HC be K resp. M resp. N dimensional complex Hilbert spaces.
We denote by {|ei〉}Ki=1 , {|fi〉}Mi=1 and {|hi〉}Ni=1 the orthonormal bases in HA, HB and HC
respectively. A general pure state on HA ⊗HB ⊗HC is of the form
|Ψ〉 =
K∑
i=1
M∑
j=1
N∑
k=1
aijk|ei〉 ⊗ |fj〉 ⊗ |hk〉, aijk ∈ C (1)
with the normalization
K∑
i=1
M∑
j=1
N∑
k=1
aijka
∗
ijk = 1 (∗ denotes complex conjugation).
|Ψ〉 can be regarded as a state on the bipartite systems A − BC, B − AC or C − AB.
For each such bipartite decomposition, let us consider the matrix whose entries are the
coefficients of the state |Ψ〉 with respect to the bipartite decomposition. Let A1 be the
matrix corresponding to |Ψ〉 as a bipartite state in the A−BC system, with the row (resp.
column) indices from the subsystem A (resp. BC). For example, if K =M = N = 2,
A1 =
(
a111 a112 a121 a122
a211 a212 a221 a222
)
.
Similarly, denoting by A2 resp. A3 the matrices treating |Ψ〉 as a state in the B − AC
resp. C −AB bipartite system, for K =M = N = 2 one has:
A2 =
(
a111 a112 a211 a212
a121 a122 a221 a222
)
, A3 =
(
a111 a121 a211 a221
a112 a122 a212 a222
)
.
Taking partial trace of |Ψ〉〈Ψ| over the respective subsystems, we have Tr1|Ψ〉〈Ψ| =
At
1
A∗
1
, Tr2|Ψ〉〈Ψ| = At2A∗2, Tr3|Ψ〉〈Ψ| = At3A∗3, where t represents the transpose of a matrix.
The following quantities are invariants associated with the state |Ψ〉 given by (1):
Iα = Tr(Tr1|Ψ〉〈Ψ|)α, α = 1, 2, · · · , S, (2)
where S = min{K,M,N}.
In fact, if |Ψ′〉 = U1 ⊗ U2 ⊗ U3|Ψ〉, with Ui unitary matrices acting on the space Hi,
i = 1, 2, 3, then A′
1
corresponding to |Ψ′〉 and A1 have the following relation:
A′
1
= U1A1(U2 ⊗ U3)t = U1A1V t,
where V = U2 ⊗ U3 is also a unitary matrix. So we have
Tr1|Ψ′〉〈Ψ′| = A′t1A′∗1 = (u1A1V t)t(u1A1V t)∗ = V (At1A∗1)V †
2
and we get
Tr(Tr1|Ψ′〉〈Ψ′|)α = Tr(V (At1A∗1)αV †) = Tr(At1A∗1)α = Tr(Tr1|Ψ〉〈Ψ|)α,
i.e., Iα, α = 1, · · · , S, are invariants.
Similarly, we can construct the following invariants:
Jα = Tr(Tr2|Ψ〉〈Ψ|)α, α = 1, 2, · · · , S, (3)
Kα = Tr(Tr3|Ψ〉〈Ψ|)α, α = 1, 2, · · · , S. (4)
There are also other invariants like
Tr(Tri(Trj |Ψ〉〈Ψ|)α)β, i, j = 1, 2, 3, i 6= j, α, β = 1, 2, · · · , S. (5)
Relevant quantities for states like the Frobenius norm, singular values and the degree of
entanglement are all invariants under local unitary transformations. Generally one needs
all the invariants to judge whether two tripartite states are locally equivalent. However, for
some class of special states, only one kind of invariants, either (2), (3) or (4), is sufficient,
as we are going to prove. We first recall some results on matrix realignment [12] and give
some definitions.
If Z is an m×m block matrix with each block of size n× n, the realigned matrix Z˜ is
defined by
Z˜ = [vec(Z11), · · · , vec(Zm1), · · · , vec(Z1m), · · · , vec(Zmm)]t, (6)
where
vec(A) = [a11, · · · , am1, a12, · · · , am2, · · · , a1n, · · · , amn]t
for any m× n matrix A with entries aij .
It is straightforward to verify that a matrix U can be expressed as the tensor product of
two matrices X and Y, i.e. U = X ⊗ Y , if and only if
U˜ = vec(X)vec(Y )t (7)
(cf, e.g., [13]).
[Definition]. An mn × mn unitary matrix U is called unitarily decomposable, if there
exist an m×m unitary matrix U1 and an n× n unitary matrix U2, such that U = U1 ⊗U2.
[Lemma ]. Let U be an mn×mn unitary matrix. U is a unitarily decomposable matrix
if and only if the rank of U˜ is one, r(U˜) = 1.
[Proof]. Let U be a unitarily decomposable matrix, i.e., there exist unitary matrices U1
and U2 such that U = U1 ⊗ U2. Applying (7) and using the property that a matrix is rank
one if and only if it can be written as product of a column vector and a row vector, we have
r(U˜) = 1.
Conversely, if r(U˜) = 1, there are matrices X and Y such that U = X ⊗ Y . On the
other hand, due to the unitarity of U, X and Y should satisfy the following equation:
UU † = (X ⊗ Y )(X† ⊗ Y †) = XX† ⊗ Y Y † = Imn.
3
Let xij denote the entries of XX
†. The above relation implies that xij = 0 if i 6= j and
xii = k
−1 6= 0, i, j = 1, · · · , m, and Y Y † is a diagonal scalar matrix, i.e. XX† = k−1Im and
Y Y † = kIn.
Similarly, we have X†X = k′−1Im, and Y †Y = k′In. It is easily proven that k′ = k.
Therefore XX† = X†X = k−1Im and Y Y † = Y †Y = kIn. Since XX† and Y Y † are positive
and selfadjoint, k is real and positive. Hence U1 =
√
kX and U2 =
Y√
k
are unitary matrices
such that U = U1 ⊗ U2 is unitarily decomposable. ✷
Note that if U = X ⊗ Y is a unitary matrix, then X and Y are either both unitary or
both not unitary.
We can judge whether an mn ×mn unitary matrix U is unitarily decomposable or not
in the following way: if the rank of the realigned matrix U˜ is not one, r(U˜) 6= 1, then
U is not decomposable. If r(U˜) = 1, then it can be written as a product of a column
vector and a row vector, i.e., there exist (a1, · · · , am2)t and (b1, · · · , bn2) such that U˜ =
(a1, · · · , am2)t(b1, · · · , bn2). These vectors can be obtained from the realignment of certain
matrices, say vec(X) = (a1, · · · , am2)t, vec(Y ) = (b1, · · · , bn2)t, so that U = X ⊗ Y. If one of
X and Y is unitary, then U is unitarily decomposable.
We consider now the state |Ψ〉 in (1) as a bipartite state A−BC. As shown in [11], two
bipartite states |ψ〉 = ∑Mi=1∑Nj=1 aij|ij〉 and |ψ′〉 = ∑Mi=1∑Nj=1 a′ij |ij〉 are equivalent under
local unitary transformations if and only if they are assigned the same values for all the
invariants: Tα = T
′
α, for α = 1, · · · , min{N,M}, where Tα = Tr(AA†)α, T ′α = Tr(A′A′†)α,
and A, A′ are theM×N matrices with the entries aij and a′ij respectively. If Tα = T ′α, there
exist unitary matrices U and V such that |ψ′〉 = U ⊗ V |ψ〉, which also implies A′ = UAV t,
i.e., AA† and A′A′† are unitary equivalent and have the same singular values. U and V are
dependent on |ψ〉 and |ψ′〉, and can be obtained by using the singular value decomposition
method: U = u′u† and V = v′v†, where A = uDv† and A′ = u′Dv′† are singular value
decompositions of A and A′, respectively, with the singular values ordered descending.
Summarizing the above discussions we have the following theorem:
[Theorem]. If two tripartite states |Ψ〉 and |Ψ′〉 on HA⊗HB ⊗HC have the same values
of the invariants given by (2), i.e. Iα = I
′
α for α = 1, . . . , S, there are unitary matrices U1
on HA and V1 on HB ⊗HC such that |Ψ′〉 = U1 ⊗ V1|Ψ〉. |Ψ〉 and |Ψ′〉 are then equivalent
under local unitary transformations if V1 satisfies r(V˜1) = 1.
[Remark]. If we say that two pure tripartite states |Ψ〉 and |Ψ′〉 are a pair of D1 states
if they satisfy |Ψ′〉 = U1 ⊗ V1|Ψ〉 with U1 a unitary matrix on HA and V1 a unitarily
decomposable matrix on HB ⊗ HC , we have defined an equivalence relation |Ψ′〉 ∼ |Ψ〉.
Indeed, as |Ψ〉 = U †1 ⊗ V †1 |Ψ′〉, where U †1 is unitary, and V †1 is also unitarily decomposable
with r(V˜ †1 ) = 1, one has that if |Ψ′〉 ∼ |Ψ〉 then |Ψ〉 ∼ |Ψ′〉. Transitivity also holds, namely,
if |Ψ′′〉 ∼ |Ψ′〉 and |Ψ′〉 ∼ |Ψ〉, then |Ψ′′〉 ∼ |Ψ〉.
We shall provide two examples to illustrate our results.
[Example 1]. We consider two states |Ψ〉 = 1√
2
(|001〉+|100〉), and |Ψ′〉 = 1√
2
(|010〉+|111〉)
in HA ⊗ HB ⊗ HC , where K = dimHA = 2,M = dimHB = 2, N = dimHC = 2. Let us
denote by {|0〉, |1〉} the orthonormal basis of HA, HB, and HC . We have
ρ = Tr1|Ψ〉〈Ψ| = diag(1
2
,
1
2
, 0, 0), ρ′ = Tr1|Ψ′〉〈Ψ′| = diag(0, 0, 1
2
,
1
2
),
4
and
Iα = Tr(Tr1|Ψ〉〈Ψ|)α = 1
2α−1
, I ′α = Tr(Tr1|Ψ′〉〈Ψ′|)α =
1
2α−1
.
Since Iα = I
′
α, we treat |Ψ〉 and |Ψ′〉 as states in the bipartite system HA ⊗HBC , where
HBC = HB ⊗ HC . Then we get the corresponding 2 × 2 block matrices A1 =
(
T1 0
0 0
)
,
A′
1
=
(
0 T ′
1
0 0
)
, where T1 =
(
0 1√
2
1√
2
0
)
, T ′
1
=
(
1√
2
0
0 1√
2
)
. From the singular value
decomposition of matrices we have unitary matrices U1 in HA and V1 in HB⊗HC such that
|Ψ′〉 = U1 ⊗ V1|Ψ〉. In this case V1 = I. Therefore |Ψ〉 and |Ψ′〉 are D1 states and they are
equivalent under local unitary transformations.
[Example 2]. We consider two states |Ψ〉 = 1√
2
(|110〉 + |012〉), and |Ψ′〉 = −
√
6
4
|000〉 +
√
2
4
|010〉 −
√
3
4
|101〉 +
√
3
4
|102〉 + 1
4
|111〉 − 1
4
|112〉 in HA ⊗ HB ⊗ HC , where K = dimHA =
2,M = dimHB = 2, N = dimHC = 3. Let us denote by {|0〉, |1〉} the orthonormal basis of
HA and HB , and by {|0〉, |1〉, |2〉} the orthonormal basis of HC . We have
Iα = Tr(Tr1|Ψ〉〈Ψ|)α = 1
2α−1
, I ′α = Tr(Tr1|Ψ′〉〈Ψ′|)α =
1
2α−1
.
Since Iα = I
′
α, we treat |Ψ〉 and |Ψ′〉 as states in the bipartite system HA ⊗ HBC ,
where HBC = HB ⊗ HC ; the corresponding 2 × 6 matrices A1 and A′1 are, respectively,(
0 0 0 0 0
√
2
2
0 0 0
√
2
2
0 0
)
and
(
−
√
6
4
0 0
√
2
4
0 0
0 −
√
3
4
√
3
4
0 1
4
−1
4
)
. The singular value decom-
position delivers us unitary matrices U1 inHA and V1 inHB⊗HC such that |Ψ′〉 = U1⊗V1|Ψ〉.
For instance,
U1 =
(
0 −1
1 0
)
and V1 =


1/2 0 0
√
3/2 0 0
0
√
2/4 −√2/4 0 √6/4 −√6/4
0
√
2/4
√
2/4 0
√
6/4
√
6/4√
3/2 0 0 −1/2 0 0
0
√
6/4 −√6/4 0 −√2/4 √2/4
0
√
6/4
√
6/4 0 −√2/4 −√2/4


.
The rank of V˜1 is one, therefore |Ψ〉 and |Ψ′〉 are D1 states and they are equivalent under
local unitary transformations.
[Remark]. We can also say that two pure tripartite states |Ψ〉 and |Ψ′〉 are a pair of
D2 (resp. D3) states. For example, if we treat |Ψ〉 as a state in the B-AC system, then
Tr2|Ψ〉〈Ψ| = At2A∗2. If Jα = J ′α, from the result on bipartite systems we have that |Ψ′〉 =
U2 ⊗ V2|Ψ〉, where U2 acts on HB and V2 on HA ⊗ HC . If the unitary matrix V2 satisfies
r(V˜2) = 1, then |Ψ〉 and |Ψ′〉 are a pair of D2 states and they are equivalent under local
unitary transformations. A pair of D3 states can be defined in a similar way.
If |Ψ〉 and |Ψ′〉 are not a pair of D1 states, one can check whether they are a pair of D2
or D3 states, by using Jα and J
′
α or Kα and K
′
α to check whether |Ψ〉 and |Ψ′〉 are equivalent
under local unitary transformations or not.
In summary, we have discussed the local invariants for arbitrary dimensional tripartite
quantum states in CK ⊗ CM ⊗ CN composite systems and have presented a set of invariants
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under local unitary transformations. The invariants are not necessarily independent (they
could be represented by each other in some cases), but the invariants are sufficient to judge
whether two states constitute a pair of Di, i = 1, 2, 3, states, which are equivalent under
local unitary transformations.
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