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Abstrak: Analisis keranjang belanja (juga dikenal sebagai association rule mining) adalah salah 
satu metode data mining yang berfokus untuk menemukan pola pembelian dengan 
mengekstrak asosiasi atau data transaksi dari sebuah toko. Analisis keranjang belanja 
menemukan produk yang dibeli bersamaan dalam keranjang yang sama. Association rules 
adalah suatu prosedur untuk mencari hubungan antar item yang ada pada suatu dataset. 
Penelitian ini menggunakan dataset Supermarket dan pengolahan data menggunakan 
perangkat lunak Rapid Miner. Metode yang digunakan dalam pencarian frequent itemset adalah 
Algoritma FP-Growth. Hasil eksperimen menggunakan Algoritma FP-Growth didapatkan bahwa 
kombinasi beer wine spirits-frozen foods dan snack foods merupakan frequent itemset dengan 
lift ratio sebesar 2.477.  
 
Kata kunci: Analisis Keranjang Belanja, FP-Growth 
 
Abstract: Market basket analysis (also known as association rule mining) is one method of data 
mining that focuses on finding purchase patterns by extracting associations or transaction data 
from a store. Market basket analysis found products purchased together in the same bucket. 
Association rules is a procedure for finding relationships between items that exist on a dataset. 
This research uses Supermarket dataset and data processing using Rapid Miner software. The 
method used in the frequent itemset search is the FP-Growth Algorithm. Experimental results 
using FP-Growth Algorithm found that the combination of beer spirits-frozen foods and snack 
foods is a frequent itemset with an lift ratio of 2,477 
 
Keywords: FP-Growth, Market Basekt Analysis 
 
1. Pendahuluan 
Analisis keranjang belanja (juga dikenal sebagai association rule mining) adalah salah 
satu metode data mining yang berfokus untuk menemukan pola pembelian dengan 
mengekstrak asosiasi atau data transaksi dari sebuah toko [Kim et al., 2012]. Analisis keranjang 
belanja menemukan produk yang dibeli bersamaan dalam keranjang yang sama [Kim et al., 
2012].  
Association Rules Mining dapat menemukan item apa saja yang dibeli oleh pelanggan 
pada saat melakukan satu kali transaksi sehingga dapat mereorganisasi tata letak produk-
produk yang saling berkaitan pada etalase yang berdekatan, dan juga untuk merancang 
promosi produk yang saling berhubungan. Association Rules menemukan semua aturan yang 
memiliki support dan confidence di atas batas yang ditentukan oleh pengguna [Chandra and 
Bhaskar, 2011]. 
Selama ini banyak supermarket yang dalam penataan produknya dilakukan dengan 
hanya mengelompokkan berdasarkan jenis produknya saja. Misal, produk susu ditempatkan 
pada satu etalase khusus susu dan berdekatan dengan etalase produk minuman lainnya. 
Padahal besar kemungkinan jika pelanggan datang membeli susu maka dia juga akan membeli 
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roti. Oleh karena itu diperlukan sebuah algoritma untuk menemukan pola berupa produk-produk 
yang dibeli secara bersamaan oleh pelanggan dalam satu kali transaksi. Penelitian ini bertujuan 
untuk mencari frequent itemset pada transaksi yang terjadi di Supermarket dengan 
menggunakan Algoritma FP-Growth. 
 
Data Mining 
Data mining adalah proses menemukan korelasi baru, pola dan tren dengan memilah-
milah sejumlah besar data yang disimpan dalam repositori, menggunakan teknologi 
pengenalan pola serta statistic dan teknik matematika [Larose, 2006]. Data mining adalah 
analisis data pengamatan  untuk menemukan hubungan tak terduga dan untuk meringkas data 
dalam cara-cara baru yang mudah dimengerti dan berguna untuk pemilik data [Hand et al., 
2001]. Tujuan dari data mining adalah untuk menemukan pengetahuan yang tersembunyi 
dalam dataset dimana mata manusia atau analisis statistik konvensional tidak bisa melihatnya 
[Maione et al., 2016]. 
Peran Data Mining [Larose, 2006], diantaranya: Pertama, Deskripsi. Terkadang peneliti 
dan analis mencoba mencari cara untuk menggambarkan pola dan kecendrungan yang 
terdapat dalam data. Kedua, Estimasi. Estimasi hampir sama dengan klasifikasi, kecuali 
variabel target numerik lebih baik dari pada kategori. Model yang dibangun menggunakan 
record lengkap yang memberikan nilai dari variabel target sebagai nilai prediksi. Kemudian, 
pada pengamatan selanjutnya estimasi nilai dari variabel target dibuat berdasarkan nilai 
variabel prediksi. Sebagai contoh, akan dilakukan estimasi tekanan darah sistolik pada pasien 
rumah sakit berdasarkan usia pasien, jenis kelamin, berat badan, dan tingkat sodium darah. 
Hubungan antara tekanan darah sistolik dan nilai variabel prediksi dalam proses pembelajaran 
akan menghasilkan model estimasi. Selanjutnya model estimasi yang dihasilkan dapat 
diterapkan untuk kasus baru lainnya. Ketiga, Prediksi. Prediksi hampir sama dengan klasifikasi 
dan estimasi, kecuali bahwa dalam prediksi nilai dari hasil akan ada di masa depan. Contoh 
prediksi dalam bisnis dan penelitian adalah prediksi harga saham dalam tiga bulan yang akan 
datang dan prediksi presentase kenaikan kematian akibat kecelakaan lalu lintas tahun depan 
jika batas kecepatan meningkat. Keempat, Klasifikasi. Dalam klasifikasi, terdapat target 
variabel kategori. Misalnya, penggolongan pendapatan dibedakan dalam tiga kategori, yaitu 
pendapatan tinggi, pendapatan sedang, dan pendapatan rendah yang didasarkan pada 
karakteristik seperti usia, jenis kelamin dan pekerjaan. Contoh lain klasifikasi dalam bisnis dan 
penelitian adalah menentukan apakah suatu transaksi kartu kredit merupakan transaksi 
penipuan, memperkirakan apakah aplikasi hipotek merupakan risiko kredit yang baik atau 
buruk, mendiagnosa penyakit dan mengidentifikasi apakah ada perilaku tertentu yang 
menunjukan kemungkinan ancaman teroris. Kelima, Pengklusteran (Clustering). 
Pengklusteran merupakan pengelompokan catatan, pengamatan, atau kasus dari objek-objek 
yang memiliki kemiripan. Kluster adalah kumpulan catatan yang memiliki kemiripan satu sama 
lain dan berbeda dengan catatan dalam kelompok lainnya. Pengklusteran berbeda dengan 
klasifikasi yaitu tidak adanya variabel target dalam pengklusteran. Pengklusteran tidak mencoba 
untuk melakukan klasifikasi, mengestimasi, atau memprediksi nilai dari variabel target. 
Sebaliknya, algoritma pengklusteran melakukan pengelompokan terhadap seluruh data menjadi 
kelompok-kelompok yang memiliki kemiripan (homogen), dimana kemiripan catatan dalam 
kluster bernilai maksimal dan kemiripan catatan  cluster lain akan bernilai minimal. Contoh 
pengklusteran dalam bisnis dan penelitian adalah Untuk tujuan audit akutansi, yaitu melakukan 
pemisahan terhadap perilaku finansial ke dalam kategori baik dan mencurigakan dan 
melakukan pengklusteran terhadap ekspresi dari gen, dalam jumlah yang sangat besar. 
Keenam, Asosiasi. Tugas asosiasi dalam data mining adalah menemukan atribut yang muncul 
dalam suatu waktu. Dalam dunia bisnis lebih umum disebut analisis keranjang belanja. Masalah 
asosiasi pertama kali yang diusulkan adalah analisis keranjang belanja. Dalam masalah ini, 
diinginkan menentukan aturan terkait perilaku pembelian pelanggan [Aggarwal, 2015]. Setiap 
pelanggan membeli satu set yang berbeda dari produk, dalam jumlah yang berbeda, pada 
waktu yang berbeda Analisis keranjang belanja menggunakan informasi tentang apa yang 
pelanggan beli untuk memberikan pengetahuan siapa mereka dan mengapa mereka melakukan 
pembelian tertentu [Berry and Linoff, 2004]. Analisis keranjang belanja mengacu pada satu set 
masalah bisnis yang terkait dengan memahami point-of-sale data transaksi [Berry and Linoff, 
2004]. Data keranjang belanja adalah data transaksi yang menggambarkan tiga entitas dasar 
yang berbeda, yaitu customer, orders dan items.  
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Dalam database relational, struktur data untuk data keranjang belanja sering terlihat 
seperti pada Gambar 1. Struktur data ini mencakup empat entitas penting, yaitu Customer, 
Order, Line Item dan Product. 
 
 
Sumber: [Berry and Linoff, 2004] 
 
Gambar 1. Model Data Untuk Data Keranjang Belanja 
 
Teknik data mining yang paling dekat dengan masalah analisis keranjang belanja 
adalah Association Rules Mining 
 
Association Rules Mining 
Association Rules adalah suatu prosedur untuk mencari hubungan antar item yang ada 
pada suatu dataset. Association Rules berasal dari point-of-sale data yang menggambarkan 
produk apa yang dibeli bersama-sama [Berry and Linoff, 2004]. Salah satu daya tarik aturan 
asosiasi adalah kejelasan dan kegunaan hasil, yang dalam bentuk aturan tentang kelompok 
produk [Berry and Linoff, 2004]. Masalah yang paling penting dalam Association Rule Mining 
adalah penemuan aturan asosiasi dalam database transaksi [Chandra and Bhaskar, 2011]. 
Masalah klasik dalam Association Rules Mining adalah supermarket. Data yang berisi set item 
dibeli oleh pelanggan, yang disebut sebagai transaksi. Tujuannya adalah untuk menentukan 
hubungan antara kelompok barang yang dibeli oleh pelanggan, yang dapat secara intuitif akan 
melihat arah korelasi antara item [Aggarwal, 2015]. Association rule merupakan sebuah 
ekspresi implikasi yang berbentuk X  Y, dimana X dan Y merupakan set dari items [Aggarwal, 
2015]. X merupakan antecedent dan Y merupakan consequent  [Gorunescu, 2011]. 
Perhitungan inti dalam association rule mining adalah untuk mengidentifikasi "Frequent itemset 
", yaitu, semua itemset yang support (frekuensi) dalam database adalah lebih dari batas 
minimal support yang ditentukan oleh pengguna [Aggarwal and Yu, 2008]. 
Proses Association Rules Mining terdiri dari 2 tahapan [Vu and Alaghband, 2014], yaitu: 
Pertama, Menambang semua pola frequent (frequent itemset), kedua menghasilkan aturan dari 
semua pola-pola tersebut. Association Rules mining membutuhkan dua hal penting yaitu 
Minimum Support dan Minimum Confidence [Bhandari et al., 2015]. Support digunakan  untuk  
menentukan  seberapa banyak  aturan  dapat  diterapkan  pada dataset,  sedangkan  
confidence  digunakan untuk  menentukan  seberapa  sering  item di dalam Y muncul dalam 
transaksi yang berisi X. 
Rumus untuk mencari support dan confidence [Aggarwal, 2015]; 
Support (X Y) =   ……………….(1) 
      Confidence (X  Y) =  …………………………………………..(2) 
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FP-Growth 
FP-Growth merupakan metode pertambangan frequent itemset tanpa calon generasi. 
FP-Growth membangun struktur data (FP-Tree) untuk mengekstrak database transaksi [Han et 
al., 2012]. FP Growth melakukan database hanya dua kali. Di scan pertama, semua item yang 
frequent dan jumlah support berasal diurutkan dari support yang terbesar dalam setiap 
transaksi. Di scan kedua, item di setiap transaksi digabung menjadi FP-Tree dan item (node) 
yang muncul di transaksi yang berbeda dihitung. Setiap node berhubungan dengan item dan 
jumlah nya. Node dengan label yang sama dihubungkan oleh pointer yang disebut node-link 
[Wu and Kumar, 2009]. 
Tahapan dasar dalam metode FP-Growth terdiri dari dua tahap [Harrington, 2012], 
yaitu: Conditional Pattern Base, Conditional FP-Tree, Frequent Pattern. 
Langkah-langkah metode FP-Growth: Pertama Scan Database pertama, kemudian 
hitung nilai support menggunakan rumus (1) untuk menentukan nilai support dari setiap itemset. 
Itemset yang tidak memenuhi syarat minimum support akan di hilangkan, kedua Itemset yang 
memperoleh nilai support lebih dari nilai minimum support di urutkan secara menurun, ketiga 
scan Database yang kedua untuk membentuk FP-Tree, keempat pembangkitan Conditional 
Pattern Base yang berisi prefix path(lintasan prefix) dan suffix pattern, kelima jumlahkan nilai 
support dari setiap item pada conditional pattern base, selanjutnya item yang memiliki nilai 
support yang lebih besar sama dengan dari minimum support akan di bangkitkan dengan 
conditional fp-tree. Apabila conditional FP-Tree merupakan lintasan tunggal,maka didapatkan 
frequent itemset dengan melakukan kombinasi item untuk setiap conditional fp-tree. Jika bukan 
lintasan tunggal, maka dilakukan pembangkitan FP-Growth secara rekursif 
 
Metode Evaluasi Association Rules Mining 
Salah satu cara yang lebih baik untuk melihat kuat tidaknya aturan asosiasi adalah 
membandingkannya dengan nilai benchmark, dimana kita asumsikan kejadian item dari 
consequent dalam suatu transaksi adalah independen dengan kejadian dari antecedent dari 
suatu aturan asosiasi [Santosa, 2007]. 
 
 = P(consequent) ……………………….(1) 
 
Confidence benchmark dinyatakan dengan: 
 
 ……………………(2) 
 
Membandingkan confidence terhadap confidence benchmark dengan melihat rationya, 
yang dinamakan ratio lift. Jadi lift ratio adalah perbandingan antara confidence untuk suatu 
aturan dibagi dengan confidence, dimana diasumsikan consequent dan antecedent saling 
independen [Santosa, 2007]. 
Lift Ratio=  ……………………………….……………(3) 
Jika lift ratio lebih besar dari 1, maka menunjukan adanya manfaat dari aturan tersebut. 
Lebih tinggi nilai ratio, lebih besar kekuatan asosiasinya [Santosa, 2007]. 
 
2. Metode Penelitian 
Terdapat dua pendekatan utama dalam penelitian, yaitu pendekatan kualitatif dan 
pendekatan kuantitatif. Pendekatan kualitatif berhubungan  dengan penilaian dari sikap, 
pendapat dan perilaku. Secara umum  teknik yang digunakan adalah  interview  pada  
kelompok  tertentu  dan  wawancara  yang  mendalam [Kothari, 2004]. Sedangkan pendekatan 
kuantitatif umumnya didorong oleh hipotesis, yang dirumuskan dan diuji, dengan tujuan 
menunjukan bahwa hipotesis salah [Berndtsson et al., 2008].  
Metode penelitian kuantitatif terbagi menjadi dua, yaitu metode Survei dan metode 
Eksperimen. Metode  penelitian  yang  digunakan  pada  penelitian  ini adalah  metode 
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penelitian  Experimen. Penelitian  eksperimen  melibatkan  penyelidikan perlakuan  
parameter/variabel  tergantung  pada  penelitinya  dan  menggunakan  tes yang dikendalikan 
oleh si peneliti itu sendiri 
Tahapan-tahapan dalam penelitian ini dapat dilihat pada Gambar 2. Pertama 
Pengumpulan Dataset, data  yang  digunakan  pada  penelitian  ini  merupakan  data  sekunder.  
Data sekunder  adalah  data  yang  tidak  diperoleh  langsung  dari  obyek  penelitian, 
melainkan telah dikumpulkan oleh pihak lain. Data  sekunder  yang  digunakan  dalam  
penelitian  ini  yaitu  data  transaksi Supermarket.  Data transaksi supermarket ini sama dengan 
yang digunakan oleh [Wisaeng, 2014] dan [Hofman and Klinkenberg, 2009]. Minimum support 
ditetapkan sebesar 10% dan minimum confidence sebesar 70%. Kedua Pengolahan Data Awal, 
pengolahan  data  awal  meliputi  Data Cleaning,  dan  Data Reduction. Pada dataset 
supermarket satu atribut perlu dihapus yaitu  atribut  Receipt Id yang mana atribut tersebut 
dianggap tidak diperlukan setelah dilakukan seleksi fitur pada dataset supermarket. Ketiga 
Metode yang diusulkan, metode yang diusulkan adalah menerapkan Algoritma FP-Growth. 
Dataset akan diolah dengan metode yang diusulkan dan hasil pengukuran akan dianalisa dan 
dievaluasi. Keempat Eksperimen dan Pengujian Metode, penelitian yang dilakukan dalam 
eksperimen ini adalah dengan menggunakan komputer untuk melakukan proses perhitungan 
terhadap metode yang diusulkan. Kelima Evaluasi Hasil, metode yang diusulkan akan diuji 
dengan menggunakan Lift ratio untuk mengetahui kekuatan korelasinya. Kekuatan korelasi 
dihitung dari nilai confidence dibandingkan dengan benchmark confidence. Semakin tinggi nilai 
lift ratio, semakin baik pula kekuatan asosiasinya. Gambar 2 merupakan gambar alur metode 
yang diusulkan dalam penelitian ini. Sedangkan Algoritma dari metode yang diusulkan 
digambarkan dengan flowchart pada Gambar 3 
Pengolahan Data Awal
Dataset Baru
Eksperimen
Dataset
Dataset
FP-Growth
Conditional Pattern Base, 
Conditional FP-Tree, 
Frequent Pattern
Evaluasi
Kekuatan Korelasi
 
Sumber: Hasil Penelitian (2017) 
Gambar 2. Metode yang Diusulkan 
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Start
Masukan 
Dataset
Scan Database 
1-Itemset
Hasil Scan 
1-itemset 
Pengurutan 
itemset secara 
menurun
Pembentukan FP-
Tree
Pembangkitan 
Conditional 
Pattern Base
Support > 
minimum 
support?
Pembangkitan 
Conditional FP-
Tree
Frequent Pattern
Frequent 
Itemset
Lift Rasio
Lintasan 
Tunggal?
Kekuatan 
Asosiasi
Ya
Ya
End
Tidak
Scan Database 
Kedua
Tidak
 
 
Sumber: Hasil Penelitian (2017) 
 
Gambar 3. Flowchart Metode yang Diusulkan 
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3. Hasil dan Pembahasan 
Eksperimen algoritma FP-Growth pada dataset Supermarket dengan menggunakan 
tools Rapid Miner. Minimum support ditetapkan sebesar 10% dan minimum confidence 
ditetapkan sebesar 70%. Gambar 4 merupakan proses pengolahan dataset Supermarket untuk 
menghasilkan frequent itemset dan aturan asosiasi menggunakan Rapid Miner. 
 
 
 
 
 
 
 
Sumber: Hasil Pengolahan Data (2017) 
 
Gambar 4. Proses Eksperimen Algoritma FP-Growth pada Dataset Supermarket 
Menggunakan Tools Rapid Miner 
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Berdasarkan proses yang ditampilkan pada Gambar 3, diperoleh hasil aturan asosiasi 
dan frequent itemsets. Pada Gambar 5 dapat dilihat, bahwa yang menjadi frequent itemset 
adalah kombinasi itemset beer wine spirits-frozen foods dan snack foods. Nilai support yang 
dihasilkan sebesar 0.156 atau 15.6%, sedangkan nilai confidence sebesar 0.838 (83.8%). 
Kekuatan korelasi yang didapat oleh kombinasi beer wine spirits-frozen foods dan snack foods 
adalah sebesar 2.477. Karena hasil yang didapat lebih dari 1, maka menunjukan adanya 
manfaat dari aturan asosiasi tersebut.  
 
 
Sumber: Hasil Pengolahan Data (2017) 
Gambar 5. Hasil Eksperimen Algoritma FP-Growth pada Dataset Supermarket menggunakan 
Tools Rapid Miner 
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4. Kesimpulan 
Analisis keranjang belanja dapat dilakukan dengan pengetahuan Association Rules 
Mining. Eksperimen dilakukan dengan menggunakan Algoritma FP-Growth serta menggunakan 
dataset Supermarket. Dari hasil eksperimen diperoleh aturan asosiasi bahwa yang menjadi 
frequent itemset adalah kombinasi itemset beer wine spirits-frozen foods dan snack foods. Nilai 
support yang dihasilkan sebesar 0.156 atau 15.6%, sedangkan nilai confidence sebesar 0.838 
(83.8%). Hal ini berarti, jika pelanggan membeli produk beer wine spirits dan frozen foods, 
maka pelanggan tersebut juga akan membeli produk snack foods. Sehingga pemilik 
supermarket dapat menempatkan produk-produk yang berkaitan tersebut saling berdekatan. 
Atau juga pemilik supermarket dapat melakukan promosi dengan pemberian diskon apabila 
pelanggan membeli beberapa produk beer wine spirit dan frozen foods maka akan mendapat 
bonus snack foods. Kekuatan korelasi yang didapat oleh kombinasi beer wine spirits-frozen 
foods dan snack foods adalah sebesar 2.477 yang menunjukan adanya manfaat dari aturan 
asosiasi tersebut. 
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