A collocation method for approximating integrals of rapidly oscillatory functions is analyzed. The method is efficient for integrals involving Bessel functions J,.(rx) with a large oscillation frequency parameter r, as well as for many other one-and multi-dimensional integrals of functions with rapid irregular oscillations. The analysis provides a convergence rate and it shows that the relative error of the method is even decreasing as the frequency of the oscillations increases.
Introduction
In [2] a new method for the numerical integration of rapidly oscillatory integrals is presented and tested. The integrals are of the form f t, (1.1) where S is an oscillatory function and r is a large parameter and a and b are real and finite. Approximating I by usual numerical integration algorithms requires many function evaluations of g and S. Sometimes the evaluation of g is very expensive, and the computation becomes highly time consuming for very large values of r. The method in [2] is an extension of the collocation method presented in [1] for integrals of the type with maxxc [,,.b [2] is applicable to a wide class of oscillatory integrals with weight functions S satisfying certain differential conditions. For example, it is appropriate for computing integrals of the form .fb g(X ) cos( rlx )Jv( r2x ) dx, (1.3) for large rl and r2 and integrals involving S(x) = J, 2.(rx) . It is demonstrated in [2] by numerical examples that the efficiency of the method does not deteriorate as the parameters r, r~ or r2 increase.
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Simple classification rules for a large class of oscillatory functions S which satisfy the required conditions for the application of the method are also presented in [2] . An analysis of the collocation method presented in [1] , for integrals of the form (1.2), is presented in [3] . In the present paper we extend the analysis in [3] to the more general framework of [2] . In the next section we review the collocation method of [2] . It is presented as an nth-order collocation method, where n is the number of collocation points, or equivalently the dimension of the approximation space.
In the present work we analyze an h-method version of that method. The interval [a,b] is subdivided into subintervals of length h, on each of which an nth-order collocation method is applied and the resulting approximations are aggregated. The error analysis presented in Section 3 deals with the case of a fixed order n and h ---, 0. The important result obtained here is that the relative error in the collocation approximation is even decreasing as the frequency of the oscillations increases.
The collocation scheme
The method presented in [2] is designed to handle a wide class of rapidly oscillatory integrals of the form 
3)
The idea in [2] is to represent the integrand in (2.1) as a derivative of a known function. Namely, The problem of evaluating I is thus transformed into the problem of finding an approximation to a solution of (2.6), with no boundary conditions prescribed. By the above assumptions, f and A are not rapidly oscillatory. Therefore, as we are going to prove here, the system (2.6) has a particular solution which is not rapidly oscillatory. It is suggested in [2] to find an approximation to this particular solution by collocation with 'nice' functions, e.g., polynomials, as follows.
For i= 1 ..... m let {u~il}~=l be some linearly independent basis functions on [a,b] . An n-point (nth-order) collocation approximation to the solution of (2.6) is defined as ~(x) = (Vl(X),...,'rm(X))t, where
where the coefficients ~ ~.kS,~l.k=l are determined by the collocation conditions
where {xj}~= 1 are regularly distributed in [a,b] . Following (2.5), the corresponding n-point approximation to the integral (2.1) is given by
We remark that the order n is going to be fixed throughout the paper. Therefore, to reduce notation complexity, we avoid indexing the nth-order approximation to the solution of (2.6) by n. It follows from (2.5) that the error 1 -I, is determined by the error in the approximate solution of (2.6) at the endpoints of the interval, and this matter is pursued in the next section. Numerical examples demonstrating the application of the collocation method are given in [2] .
The examples include S(x) = J,.(rx), S(x) = J~2(rx) and S(x) = cos(rlx)J~.(r2x)
, and it is shown that the collocation method is easily applicable for all these cases, and is very efficient.
Error analysis
In the present work we fix the order n of the collocation and consider an h-method version as follows: The interval [a,b] is subdivided into E equal subintervals [tj_l,tj] Summing up the { approximations to the integrals on the individual intervals, we thus obtain an approximation of order n to 1, which we denote as l,,h: The major assumptions we make here are that B(x) -(,4(x)) -I exists, is in C2"+l [a,b] , and that w and the 2n + i derivatives of B are bounded for 0 < e < ~ < 1. For example, for the case of integrals involving Bessel functions, we can write the matrix function A(x) defined in (2. In analyzing a numerical method for computing integrals of rapidly oscillatory functions, it is important to note that in many cases the value of the integral I itself tends to zero as the oscillations' frequency increases. It is important to have an error estimate which accounts for this fact. Under the conditions specified in Theorem 3.1 below, it is shown that we have fa b
= wt(x)f(x)dx = O(e) as t: ~ 0. (3.3)
The main parameters governing the collocation method are h, the subintervals' length, n, the number of collocation points at each subinterval, and the oscillation parameter e (or the 'frequency' l/e). The main result of this paper is the following theorem which gives the convergence rate, for a fixed order n, as a function of e and h.
Theorem 3.1. Let f E CZ"+l[a,b], B(x) -(cA(x)) -I exists, BE C 2"~ I[a,b], and its 2n+ 1 derivatives are bounded, uniformly in e, for eE(O,~). Then 11 -I,.~1 < c82h n-I, (3.4)
Jor c. E (0, fl], fl > 0, where c does not depend on e and h.
The proof of Theorem 3.1 follows from the following two lemmas. The first lemma is concerned with the existence of a 'nonoscillatory' solution of (2.6), namely, a solution which has sufficiently many derivatives bounded uniformly for e E (0,~t). The second lemma deals with the error in the collocation approximation to that solution. Proof.
Rewriting the equation as
let us define a sequence of successive approximations to the solution
starting with u I°l -0. Differentiating (3.6) and using the assumption that 2n + 1 derivatives of B are bounded uniformly in e., we find out that Therefore, u 1"+~1 satisfies the desired condition, but it is not a solution of (2.6). We observe that u I"+ll satisfies The result (3.4) now follows from (3.7) and (3.10).
The estimate (3.3) results from Lemma 3.2 by representing the integral (2.1) as /)
= (w,v)'(x)dx = wt(b)v(b) -wt(a)v(a).
(3.11)
The result of Lemma 3.2 certainly holds for any subinterval [tj_~,tj] , l~j<~l. To examine the error in the nth-order approximation to the integral we express it in terms of that special solution v found in Lemma 3.2:
!
I -In, h = ~_, w(tj)t(v(tj) -(vlJl(tj))) -w(tj_l )t(v(tj-i ) -vlJl(tj-i )).
(3.12) Remark 3.5. The factor c in the error estimate (3.4) depends on the order n. This dependence is influenced by the bounds on the derivatives of f and Bf and by the bound on the derivatives in polynomial approximation. In case the derivatives of f and Bf are uniformly bounded in n, and the collocation points are equidistant, we get c = O(n -I"-~) in (3.4).
Remark 3.6. In the numerical examples in [2] , the collocation points are equidistant. Better approximation results were obtained by choosing the collocation points as the extended Chebyshev points in each subinterval.
Remark 3.7. For ~: small enough, and in the case that the derivatives of f and B are available, or not too expensive to compute, the proof of Lemma 3.2 suggests another approximation approach.
Using the recursive relation (3.6) we can construct an approximation u Ekl to the solution of (2.6), and approximate I as 
