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Abstrat
Funtional limit theorems are presented for the resaled oupation
time utuation proess of a ritial nite variane branhing partile
system in R
d
with symmetri α-stable motion starting o from either a
standard Poisson random eld or from the equilibrium distribution for
intermediate dimensions α < d < 2α. The limit proesses are determined
by sub-frational and frational Brownian motions, respetively.
AMS subjet lassiation: primary 60F17, 60G20, seondary 60G15
Key words: Funtional entral limit theorem; Oupation time utuations;
Branhing partiles systems; Frational Brownian motion; Sub-frational Brow-
nian motion; equilibrium distribution.
1 Introdution
Consider a system of partiles in Rd starting o at time t = 0 from a ertain
distribution (a standard Poisson and equilibrium elds are investigated in this
paper). They evolve independently, moving aording to a symmetri α-stable
Lévy proess and undergoing nite variane branhing at rate V (V > 0). We
obtain funtional limit theorems for the resaled oupation time utuations
of this system when α < d < 2α. This is an extension of [4, Theorem 2℄ where
the starting distribution is a Poisson eld and the branhing law is ritial and
binary.
1.1 Branhing law
In the [3, 4, 5℄ the law of branhing is ritial and binary. In this paper an
1
extended model is investigated. The partiles branh aording to the law given
by a moment generating funtion F . F fullls two requirements:
1. F ′(1) = 1, whih means that the law is ritial (the expeted number of
partiles spawning from one partile is 1),
2. F ′′(1) < +∞, whih states that the seond moment exists.
(Note here that the branhing law in [4℄ is given by F (s) = 12
(
1 + s2
)
and
obviously fullls the two requirements.) Although onstraints imposed on F
are not very restritive and quite natural (so that the lass of the branhing
laws satisfying them is broad) still there remain other interesting ases to be
investigated. One of them is the lass of branhing laws in the domain of
attration of the (1 + β)−stable law (i.e., the moment generating funtion is
F (s) = s + 12 (1 + s)
1+β
), the ase studied in [6, 7℄. A remarkable feature of
the latter ase is that the limit proesses are stable ones and not Gaussian as it
ours in the nite variane ase.
1.2 Equilibrium distribution
Another onept naturally related to partile systems is an equilibrium distri-
bution. It has been shown that in ertain irumstanes the system onverges
to the equilibrium distribution [12℄. It is both an interesting and important
question whether the theorems shown by Bojdeki et al still hold in the ase
when the equilibrium state is taken as the initial ondition. A onjeture in [3℄
states that the temporal struture of the limit is given by frational Brownian
motion. It is of interest to notie that the limit is dierent from the one in the
ase of the system starting o from the Poisson eld (where temporal stru-
ture is sub-frational Brownian motion). We study behavior of the system for
a branhing law given by F . But there is still broad area for further studies.
No attempt has been made to develop more general theory onerning systems
with a general starting distribution (or a large lass of distributions).
1.3 General onepts and notation
Let us denote NPoisst and N
eq
t , the empirial proesses for the system starting
o from the Poisson eld with Lebesgue intensity measure and the equilibrium
respetively. For a measurable set A ⊂ Rd, NPoisst (A), N
eq
t (A), respetively
are the numbers of partiles of the system in set A at time t. Note that they are
measure-valued proesses but we will onsider them as proesses with values in
S ′ (the spae of tempered distributions) beause this spae has good analytial
properties.
The equilibrium distribution is dened by
lim
t→+∞
NPoisst = Neq,
2
where the limit is understood in weak sense. The Laplae funtional of the
equilibrium distribution is given by
E exp {− 〈Neq, ϕ〉} = exp
{〈
λ, e−ϕ − 1
〉
+ V
∫ ∞
0
〈λ,H (j (·, s))〉 ds
}
, (1.1)
where
j (x, l) := E exp (−〈Nxl , ϕ〉) (1.2)
H(s) = F (s)− s, ϕ : Rd → R+, ϕ ∈ L
1(Rd)∩C(Rd) and j satises the integral
equation
j (x, l) = Tle
−ϕ (x) + V
∫ l
0
Tl−sH (j (·, s)) (x) ds,
This equations an be obtained in the same way as [12, (2.4)℄. Note that in [12℄
funtion ϕ is ontinuous with ompat support. We approximate ϕ ∈ L1 using
funtions ϕn with ompat support ϕn ր ϕ. Using Lebesgue's monotone on-
vergene theorem it is easy to obtain the above equations for ϕ (H is dereasing
beause of the ritiality of the branhing law).
For an empirial proess Nt the resaled oupation time utuation proess
is dened by
XT (t) =
1
FT
∫ Tt
0
(Ns − ENs) ds, t ≥ 0, (1.3)
where T > 0 and FT is a suitable norming. We are interested in the weak
funtional limit of XT when time is aelerated (i.e., T tends to ∞).
The α-stable proess starting from x will be denoted by ηxt its semigroup by
Tt and its innitesimal operator by ∆α. The Fourier transform of Tt is
T̂tϕ (z) = e
−t|z|α ϕ̂ (z) . (1.4)
For brevity let us denote
K =
V Γ (2− h)
2d−1πd/2αΓ (d/2)h (h− 1)
, (1.5)
where
h = 3− d/α (1.6)
(in this paper we always assume that α < d < 2α so h > 1) and
M = F ′′ (1) . (1.7)
We will now introdue two entered Gaussian proesses. One of them is sub-
frational Brownian motion with parameter h with the ovariane funtion Ch
Ch (s, t) = s
h + th −
1
2
[
(s+ t)
h
+ |s− t|
h
]
(1.8)
and the seond one is frational Brownian motion with parameter h and the
ovariane funtion ch
ch (s, t) =
1
2
(
sh + th − |s− t|h
)
. (1.9)
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1.4 Spae-time method
The spae-time method is a very onvenient tehnique for investigating the weak
onvergene in the C
(
[0, τ ] ,S ′
(
Rd
))
spae. It was developed by Bojdeki et
al and an be found in [2℄. If X = (X (t))t∈[0,τ ] is a ontinuous S
′
(
Rd
)
-valued
proess we dene a random element X˜ of S ′
(
Rd+1
)
by〈
X˜,Φ
〉
=
∫ τ
0
〈X (t) ,Φ (·, t)〉 dt, (1.10)
where Φ ∈ S
(
Rd+1
)
. In order to prove that XT onverges weakly to X in
C
(
[0, τ ] ,S ′
(
Rd
))
it sues to show that〈
X˜T ,Φ
〉
⇒
〈
X˜,Φ
〉
, ∀Φ∈S(Rd+1)
and that the family XT is tight.
2 Convergene theorems
We will present two theorems. In the rst of them (whih is a diret extension
of [4, Theorem 2.2℄) we study the oupation time utuation proess for the
branhing system starting o from the Poisson eld with Lebesgue intensity
measure (denoted by λ) with the branhing law given by a moment generating
funtion as desribed in Setion 1.1. The result is very similar to the one
obtained in [4, Theorem 2.2℄ - namely, the limit proess is the same up to
onstants.
Theorem 2.1. Assume that α < d < 2α and let XT be the oupation time
utuation proess dened by (1.3) for the branhing system NPoiss, and FT =
T (3−
d
α )/2
. Then XT ⇒ X in C
(
[0, τ ] ,S ′
(
Rd
))
as T → +∞ for any τ >
0, where (X (t))t≥0 is a entered S
′
-valued, Gaussian proess with ovariane
funtion:
Cov (〈X (s) , ϕ〉 , 〈X (t) , ψ〉) = KM 〈λ, ϕ〉 〈λ, ψ〉Ch (s, t) , (2.1)
where ϕ, ψ ∈ S
(
Rd
)
.
The seond theorem onerns the ase where the system starts from the
equilibrium distribution. As it was mentioned hereinabove the theorem is in-
teresting beause the limit has a dierent time struture from the one in [4,
Theorem 2.2℄ and Theorem 2.1.
Theorem 2.2. Assume that α < d < 2α and let XT be the oupation time
utuation proess dened by (1.3) for the branhing system Neq, and FT =
T (3−
d
α )/2
. Then XT ⇒ X in C
(
[0, τ ] ,S ′
(
Rd
))
as T → +∞ for any τ > 0,
where (X (t))t≥0 is a entered Gaussian proess with the ovariane funtion
Cov (〈X (s) , ϕ〉 , 〈X (t) , ψ〉) = KM 〈λ, ϕ〉 〈λ, ψ〉 ch (s, t) , (2.2)
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where ϕ, ψ ∈ S
(
Rd
)
.
Remark 2.3. The limit proesses above an be represented as follows:
For Theorem 2.1
X = (MK)
1/2
λβh
and for Theorem 2.2
X = (MK)1/2 λξh,
where βh and ξh are respetively sub-frational and frational Gaussian pro-
esses dened in Setion 1.3. In both ases the limit proess X has a trivial
spatial struture (Lebesgue measure), whereas the time struture is ompliated,
with long range dependene.
Remark 2.4. The oupation time utuation proesses of partile systems form
an area that reeives a lot of researh attention. We would like to mention some
other related work. Firstly the ase of non-branhing systems has been studied
in [4, Theorem 2.1℄. The result is analogous, both to Theorem 2.1 and 2.2
beause the Poisson eld is the equilibrium distribution for the system. The
limit proess is essentially the same as in Theorem 2.2. For the ritial d = 2α
and large dimensions d > 2α, there is no long range dependene and the results
an be found in [5℄. In [8℄ the utuations of the oupation time of the origin
are studied for a ritial binary branhing random walks on the d-dimensional
lattie, d ≥ 3, inluding also the equilibrium ase. The onvergene results are
analogous to those in [4, 5℄ and in this paper but the proofs are substantially
dierent. A similar model with α = 2 was investigated in [9℄ (ie. with partiles
moving aording to Brownian motion).
3 Proofs
The main idea used in both of the proofs is to study the Laplae funtional of
a proess given by the spae-time method. The Fourier transform is used for
this purpose. This is similar to the method in [4℄. In the ase of Theorem 2.1
the proof follows the same priniple as [4, Theorem 2.2℄. The moment gener-
ating funtion an be represented using Taylor's expansion and two following
statements need to be proved. Firstly, one has to hek that the method used
in [4℄ an still be applied. Seondly, it needs to be shown that terms of order
higher then 2 play no role in the limit. The proof of Theorem 2.2 requires more
work. The Laplae formula ontains a funtion that is a solution of a dierential
equation. This makes the omputations more umbersome. Some expressions
in this proof had to be examined more arefully than in Theorem 2.1. It should
be noted that Theorem 2.2 overs all branhing laws desribed in Setion 1.1.
Now we introdue some notation and fats used further on.
For a generating funtion F we dene
G (s) = F (1− s)− 1 + s. (3.1)
The following fat desribes basi properties of G whih are straightforward
onsequenes of the properties of F .
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Fat 3.1. 1. G (0) = F (1)− 1 = 0,
2. G′ (0) = −F ′ (1) + 1 = 0 sine F ′ (1) = 1,
3. G′′ (0) = F ′′ (1) < +∞,
4. G (v) = M2 v
2 + g (v) v2 where M is dened by (1.7) and limv→0 g (v) = 0.
The next simple fat will be useful in proving some inequalities
Fat 3.2. G (v) ≥ 0 for v ∈ [0, 1].
Proof. F ′′ (1− v) ≥ 0 whih is an obvious onsequene of the fat that all of
the oeients in the expansion of F ′′ are non-negative and 1 − v ∈ [0, 1].
G′′ (v) = F ′′ (1− v) ≥ 0. We also know that G′ (0) = 0 so G′ (v) ≥ 0 for
v ∈ [0, 1]. The proof is omplete sine G (0) = 0 and G is non-dereasing.
The existene of the seond moment of the moment generating funtion F
implies also that G is omparable with funtion v2.
Fat 3.3. We have
sup
v∈[0,1]
G (v)
v2
< +∞
Proof. Sine both G (v) and v2 are ontinuous we only have to hek that the
limit of the quotient at v = 0 is nite. This beomes obvious when we reall
Taylor's expansion of G (v) from Fat 3.1, property 4.
Let us now introdue some notation used throughout the rest of the paper.
Φ will denote a positive funtion from S
(
Rd+1
)
. [4, Lemma in Setion 3.2℄
explains why without loss of generality it an be assumed Φ ≥ 0. We denote
Ψ(x, s) =
∫ 1
s
Φ (x, t) dt,
ΨT (x, s) =
1
FT
Ψ
(
x,
s
T
)
.
To make omputations less umbersome we will sometimes assume that Φ is of
the form Φ (x, t) = ϕ (x)ψ (t) for ϕ ∈ S
(
Rd
)
, ψ ∈ S (R) and hene
ΨT (x, t) = ϕT (x)χT (t) , (3.2)
where ϕT (x) =
1
FT
ϕ (x), χ (t) =
∫ 1
t ψ (s) ds, χT = χ
(
t
T
)
. Notie that ϕ ≥
0, χ ≥ 0 as Φ ≥ 0.
Let us introdue now an important funtion whih will appear as a part of the
Laplae funtional of the oupation time utuation proesses
vΨ (x, r, t) = 1− E exp
{
−
∫ t
0
〈Nxs ,Ψ(·, r + s)〉 ds
}
,
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where Nxs denotes the empirial measure of the partile system with the initial
ondition Nx0 = δx. Let us note here that due to the fat that Ψ ≥ 0 we have
vΨ ∈ [0, 1]. We also write
nΨ (x, r, t) =
∫ t
0
Tt−sΨ(·, r + t− s) (x) ds. (3.3)
For simpliity of notation, we write
vT (x, r, t) = vΨT (x, r, t) , (3.4)
nT (x, r, t) = nΨT (x, r, t) , (3.5)
vT (x) = vT (x, 0, T ) , (3.6)
nT (x) = nT (x, 0, T ) (3.7)
when no onfusion an arise.
Now we obtain an integral equation for v whih will play a ruial role in
the next proofs. Note that similar omputations an be found also in [11℄.
Lemma 3.4. vΨ satises the equation
vΨ (x, r, t) =
∫ t
0
Tt−s [Ψ (·, r + t− s) (1− vΨ (·, r + t− s, s))− V G (vΨ (x, r + t− s, s))] (x) ds.
(3.8)
Proof. Firstly let us investigate
w (x, r, t) ≡ wΨ (x, r, t) = E exp
(
−
∫ t
0
〈Nxs ,Ψ(·, r + s)〉 ds
)
= 1− vΨ (x, r, t) ,
We assume Ψ ≥ 0 hene we have w (x, r, t) ∈ [0, 1]. By onditioning on the time
of the rst branhing we obtain the following equation
w (x, r, t) =e−V tE
(
−
∫ t
0
Ψ(ηxs , r + s)ds
)
+ V
∫ t
0
e−V sE exp
(
−
∫ s
0
Ψ(ηxu, r + u)du
)
F (w (ηxs , r + s, t− s)) ,
where t ≥ 0, r ≥ 0.
Using Feynman-Ka formula one an obtain the following equation for w (for
details see [4, (3.13)-(3.17)℄){
∂
∂tw (x, r, t) =
(
∆α +
∂
∂r −Ψ(x, r)
)
w (x, r, t) + V [F (w (x, r, t))− w (x, r, t)] ,
w (x, r, 0) = 1.
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v (x, r, t) = vΨ (x, r, t) = 1− wΨ (x, r, t) so v satises the equation{
∂
∂tv (x, r, t) =
(
∆α +
∂
∂r
)
v (x, r, t) + Ψ (x, r) (1− v (x, r, t))− V G (v (x, r, t)) ,
v (x, r, 0) = 0.
Its integral version is 3.8 (note that in [4℄ G (t) = 12 t
2
).
v (x, r, t) =
∫ t
0
Tt−s [Ψ (·, r + t− s) (1− v (·, r + t− s, s))− V G (v (x, r + t− s, t))] (x) ds.
Fat 3.5.
vΨ (x, r, t) ≤ nΨ (x, r, t) (3.9)
Proof. This is a diret onsequene of the equation (3.8), the fat that 1 ≥ v ≥ 0
and Fat 3.2.
Fat 3.6. For the system NPoisst the ovariane funtion is given by
Cov
(〈
NPoissu , ϕ
〉
,
〈
NPoissv , ψ
〉)
= 〈λ, ϕTv−uψ〉 (3.10)
F ′′ (1) · V
∫ u
0
〈λ, ϕTu+v−2rψ〉 dr, u ≤ v,
where ϕ, ψ ∈ S
(
Rd
)
.
The proof of the fat follows from a simple omputation whih an be arried
on using [10, formula (3.14)℄, therefore we omit it.
3.1 Proof of theorem 2.1
3.1.1 Tightness
The rst step required to establish the weak onvergene is to prove tightness of
XT . By the Mitoma theorem [14, Mitoma 1983℄ it is suient to show tightness
of the real proesses 〈XT , φ〉 for all φ ∈ S
(
Rd
)
. This an be done using a
riterion [1, Theorem 12.3℄. Detailed examination of the proof in [4℄ reveals
that only the ovariane funtion of the NPoisst is needed [4, Setion 3.1℄. One
an see that the ovariane funtion (3.10) is essentially the same as for the
binary branhing. Hene the proof from [4℄ still holds for the new family of
proesses.
3.1.2 The Laplae funtional
The seond step uses the spae-time method. Aording to (1.10) we dene X˜T
(from now on τ = 1). To establish the onvergene we use Laplae funtional.
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By the Poisson initial ondition we have (this equation is the same as [4, (3.10)℄
E exp
{
−
〈
X˜T ,Φ
〉}
= exp
{∫
Rd
∫ T
0
ΨT (x, s) dsdx
}
exp
{∫
Rd
−vT (x, 0, T )dx
}
,
(3.11)
Now we make similar omputations to [4, (3.21)-(3.23)℄. By ombining (3.11)
and (3.8) we obtain:
E exp
{
−
〈
X˜T ,Φ
〉}
= exp
{∫
Rd
∫ T
0
ΨT (x, s) dsdx
}
· exp
{
−
∫
Rd
∫ T
0
ΨT (x, T − s) (1− vT (x, T − s, s))− V G (vT (x, T − s, s)) dsdx
}
= exp
{∫
Rd
∫ T
0
ΨT (x, T − s) vT (x, T − s, s) + V G (vT (x, T − s, s)) dsdx
}
The last expression an be rewritten as:
E exp
{
−
〈
X˜T ,Φ
〉}
= exp {V (I1 (T ) + I2 (T )) + I3 (T )} , (3.12)
where
I1 (T ) =
∫ T
0
∫
Rd
M
2
(∫ s
0
TuΨT (·, T + u− s) (x) du
)2
dxds,
I2 (T ) =
∫ T
0
∫
Rd
[
G (vT (x, T − s, s))−
M
2
(∫ s
0
TuΨT (·, T + u− s) (x) du
)2]
dxds,
(3.13)
I3 (T ) =
∫ T
0
∫
Rd
ΨT (x, T − s) vT (x, T − s, s) dxds.
To omplete the proof we have to ompute limits as T → +∞. We laim
I1 (T )→
MK
2V
∫ 1
0
∫ 1
0
∫
Rd
∫
Rd
Φ (x, t) Φ (y, s)dxdyCh (s, t) dsdt, (3.14)
I2 (T )→ 0,
I3 (T )→ 0,
Combining (3.12) with the above limits we obtain
lim
T→+∞
E exp
{
−
〈
X˜T ,Φ
〉}
= exp
{
MK
2
∫ 1
0
∫ 1
0
∫
Rd
∫
Rd
Φ (x, t) Φ (y, s)dxdyCh (s, t) dsdt
}
(3.15)
hene the limit proess XT is a Gaussian proess with ovariane (2.1).
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3.1.3 Convergene proofs
I1 (T ) does not depend on F so it an be evaluated in the same way as in [4,
(3.32)-(3.34)℄.
Let us now deal with I3 (T ). By using (3.9) we obtain
I3 (T ) ≤
∫ T
0
∫
Rd
ΨT (x, T − s)
∫ s
0
TuΨT (·, T − u)dudxds ≤
C
F 2T
∫ T
0
∫
Rd
ϕ (x)
∫ s
0
Tuϕ (x) dudxds
Now the rest of the proof goes along the same lines as in [4℄.
We will turn to I2 (T ) whih is a little more intriate. Combining (3.13) and
property 4 from Fat 3.1
I2 (T ) =
∫ T
0
∫
Rd
[
M
2
[
vT (. . .)
2
−
(∫ s
0
TuΨT (·, T + u− s) (x) du
)2]
+ g (vT (. . .)) vT (. . .)
2
]
dxds =
=
M
2
I ′2 (T ) + I
′′
2 (T ) ,
where
I ′2 (T ) =
∫ T
0
∫
Rd
vT (x, T − s, s)
2
−
(∫ s
0
TuΨT (·, T + u− s) (x) du
)2
dxds,
I ′′2 (T ) =
∫ T
0
∫
Rd
g (vT (x, T − s, s)) vT (x, T − s, s)
2
dxds (3.16)
By inequality (3.9) we have
0 ≤ −I ′2 (T ) =
∫ T
0
∫
Rd
[
(nT (x, T − s, s))
2
− (vT (x, T − s, s))
2
]
.
Combining (3.8) and (3.3) yields
0 ≤nT (x, T − s, s)− vT (x, T − s, s) =∫ s
0
Ts−u [ΨT (·, T − u) vT (·, T − u, u) + V G (vT (·, T − u, u))] (x) du = (∗) .
We have TsΨ ≥ 0 for Ψ ≥ 0 whih is a diret onsequene of the fat that
T is the semigroup of a Markov proess. By Fat 3.3 we have c(F ) suh that
F (v) ≤ c(F )2 v
2
. Hene
(∗) ≤
∫ s
0
Ts−u
[
ΨT (·, T − u) vT (·, T − u, u) + c (F )
V
2
vT (·, T − u, u)
2
]
(x) du
≤ max (1, c (F ))
∫ s
0
Ts−u
[
ΨT (·, T − u) vT (·, T − u, u) +
V
2
vT (·, T − u, u)
2
]
(x) du
≤ max (1, c (F ))
∫ s
0
Ts−u
[
ΨT (·, T − u)nT (·, T − u, u) +
V
2
nT (·, T − u, u)
2
]
(x) du.
10
Exept of the onstant c (F ) the last expression does not depend on F .
Next we onsider
nT (x, T − s, s)+vT (x, T − s, s) ≤ 2nT (x, T − s, s) ≤ 2
∫ s
0
Ts−uΨ(·, T − u) (x) du.
The rest of the proof goes along the lines of the proof in [4, inequalities (3.39)-
(3.42)℄ and hene we aquire I ′2 (T )→ 0.
Before proving the onvergene of I ′′2 (T ) we state two fats:
Fat 3.7. nT (x, T − s, s)→ 0 in uniformly x ∈ R
d
, s ∈ [0, T ] as T → +∞.
Proof.
nT (x, T − s, s) =
∫ s
0
Ts−uΨT (·, T − u) du =
1
FT
∫ s
0
Ts−uϕ (x)χ
(
T − u
T
)
du ≤
C
FT
∫ +∞
0
Tuϕ (x) du =
C1
FT
∫
Rd
ϕ (y)
|x− y|
d−α
dy ≤
C2
FT
→ 0.
The last line ontains the denition of the potential operator of the semigroup
Tt whih is bounded in respet to x (this an be found in [13, Lemma 5.3℄).
Fat 3.8. The following onvergene holds:∫ T
0
∫
Rd
vT (x, T − s, s)
2
→ c′ (Ψ) as T → +∞.
Proof. One easily heks that
2
I1 (T )
M
+ I ′2 (T ) =
∫ T
0
∫
Rd
vT (x, T − s, s)
2
.
Hene the result follows from (3.14) and I ′2 (T )→ 0 as T → 0.
It is now easy to prove the onvergene of I ′′2 . From Fat 3.1 property 4 we
know that for given ǫ > 0 we an hoose suh δ that ∀x∈(−δ,δ) |g (x)| ≤ ǫ. Fat
3.7 provides us with T0 suh that ∀T≥T0 nT (x, T − s, s) < δ. Combining this
with (3.9) we obtain ∀T≥T0 g (vT (x, T − s, s)) ≤ ǫ. Hene for T > T0 holds:
|I ′′2 (T )| ≤ ǫ
∫ T
0
∫
Rd
v2T (x, T − s, s)dxds→ ǫc
′ (Ψ) .
Sine ǫ was hosen arbitrary we have onvergene: I ′′2 (T ) → 0 hene also
I2 (T )→ 0 as T → +∞.
Thus we obtained the limits for I1, I2 and I3 and the proof of Theorem 2.1
is ompleted.
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3.2 Proof of Theorem 2.2
3.2.1 Tightness
We begin by laiming that the family {XT }T>0 is tight. Close examination
of [4, Setion 3.1℄ reveals that only the ovariane funtion of the underlying
system is signiant for the proof. By [3, (3.16)℄ we know that the ovariane
funtion of the branhing system is of the same form as the ovariane funtion
of the non-branhing system with the Poisson initial ondition. From this we
onlude that XT is tight.
3.2.2 Laplae funtional for X˜T
We onsider X˜T dened by (1.10). Using (1.3) and interhanging the order of
integration we obtain〈
X˜T ,Φ
〉
=
T
FT
[∫ 1
0
〈NTs,Ψ(·, s)〉 ds−
〈
λ,
∫ 1
0
Ψ(·, s) ds
〉]
.
To prove the onvergene of X˜T to X˜ we will use its Laplae funtional
E exp
{
−
〈
X˜T ,Φ
〉}
= exp
{∫
Rd
∫ T
0
ΨT (x, t) dtdx
}
(3.17)
E exp
{
−
∫ T
0
〈Ns,ΨT (·, s)〉 ds
}
,
It is easy to hek that
E
(
exp
{
−
∫ T
0
〈Ns,ΨT (·, s)〉 ds
}
|N0 = µ
)
= exp {〈µ, lnwT 〉} , (3.18)
where
wT (x) = E exp
{
−
∫ T
0
〈Nxs ,ΨT (·, t)〉 dt
}
Now we hek that 0 ≤ − ln(wT ) is integrable. For T big enough by Fat 3.7 and
inequity (3.9) we have 0 ≤ vT ≤ c < 1. Hene there exists a onstant C suh
that we have − ln(wT ) = − ln(1 − vT ) ≤ CvT ≤ CnT . A trivial veriations
shows that nT ∈ L
1(Rd) so by (1.1) and (3.18) we obtain
E exp
{
−
∫ T
0
〈Ns,ΨT (·, s)〉 ds
}
= E
(
E
(
exp
{
−
∫ T
0
〈Ns,ΨT (·, s)〉 ds
}
|N0
))
=
exp
{
〈λ,wT − 1〉+ V
∫ +∞
0
〈λ,H (WT (·, s))〉 ds
}
,
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where WT satises the equation
WT (x, l) = TlwT (x) + V
∫ l
0
Tl−sH (WT (·, s)) (x) ds
It will be a bit easier to deal with VT (x, l) = 1−WT (x, l). The equations have
the form (let us reall that G is dened by (3.1))
E exp
{
−
∫ T
0
〈Ns,ΨT (·, s)〉 ds
}
= exp
{
〈λ,−vT 〉+ V
∫ +∞
0
〈λ,G (VT (·, s))〉 ds
}
,
(3.19)
and
VT (x, l) = TlvT (x) − V
∫ l
0
Tl−sG (VT (·, s)) (x) ds, (3.20)
WT is dened by (1.2) with ϕ(x) = − lnwT (x) (wT ∈ [0, 1] hene ϕ is positive).
One an easily see that the denition implies that WT ∈ [0, 1]. Consequently
VT ∈ [0, 1] whih together with Fat 3.2 yields G(VT ) ≥ 0. Hene we obtain an
inequality
VT (x, l) ≤ TlvT (x) , ∀x∈Rd,l≥0. (3.21)
Combining (3.17) and (3.19) we obtain
E exp
{
−
〈
X˜T ,Φ
〉}
= exp
{∫
Rd
∫ T
0
ΨT (x, t) dtdx
}
exp
{
−
∫
Rd
vT (x) dx
}
exp
{
V
∫ +∞
0
∫
Rd
G (VT (x, t)) dxdt
}
= A (T ) · B (T ) ,
where
A (T ) = exp
{∫
Rd
∫ T
0
ΨT (x, t) dtdx
}
exp
{
−
∫
Rd
vT (x) dx
}
,
B (T ) = exp
{
V
∫ +∞
0
∫
Rd
G (VT (x, t)) dxdt
}
.
Let us note that A is the same as (3.11) in the rst proof hene we know that
its limit is given by (3.15).
3.2.3 Limit of B
To omplete the proof the limit limT→+∞B (T ) has to be alulated. It sues
to onsider ∫ +∞
0
∫
Rd
G (VT (x, t)) dxdt. (3.22)
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Using Fat 3.1, property 4, we split it in the following way∫ +∞
0
∫
Rd
G (VT (·, t)) dxdt =
M
2
(B1 (T ) +B2 (T ) +B3 (T )) +B4 (T ) ,
where
B1 (T ) =
∫ +∞
0
∫
Rd
VT (x, t)
2
− (TtvT (x))
2
dxdt,
B2 (T ) =
∫ +∞
0
∫
Rd
(TtvT (x))
2
− (TtnT (x))
2
dxdt,
B3 (T ) =
∫ +∞
0
∫
Rd
(TtnT (x))
2 dxdt,
B4 (T ) =
∫ +∞
0
∫
Rd
g (VT (x, t))VT (x, t)
2
.
We will prove the following limits (let us reall that we assume (3.2) for sim-
pliity)
B1 (T )→ 0,
B2 (T )→ 0,
B3 (T )→
K
2V
〈λ, ϕ〉
2
∫ 1
0
∫ 1
0
{
−uh1 − u
h
2 + (u1 + u2)
h
}
ψ (u1)ψ (u2) du1du2,
B4 (T )→ 0,
as T → +∞.
Limit of B1
By (3.21) we obtain
0 ≤ −B1 (T ) =
∫ +∞
0
(∫
Rd
(TtvT (x))
2
− VT (x, t)
2
dx
)
dt =
∫ +∞
0
∫
Rd
(TtvT (x)− VT (x, t)) (TtvT (x)V +T (x, t)) dxdt ≤
Combining this with inequality (3.21) and equation (3.20) we have∫ +∞
0
∫
Rd
(
V
∫ t
0
Tt−t′G (VT (·, t
′)) (x) dt′
)
(2TtvT (x)) dxdt =
Taking into aount the form of G (Fat 3.1, property 4)
B11 (T ) +B12 (T ) ,
where
B11 (T ) =
∫ +∞
0
∫
Rd
(
V
M
2
∫ t
0
Tt−t′VT (·, t
′)
2
(x) dt′
)
(2TtvT (x)) dxdt,
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B12 (T ) =
∫ +∞
0
∫
Rd
(
V
∫ t
0
Tt−t′g (VT (·, t
′))VT (·, t
′)
2
(x) dt′
)
(2TtvT (x)) dxdt
One again we use inequality (3.21)
B11 (T ) ≤ VM
∫ +∞
0
∫
Rd
(∫ t
0
Tt−t′ (Tt′vT (·))
2 (x) dt′
)
(TtvT (x)) dxdt =
VM
∫ +∞
0
∫ t
0
∫
Rd
Tt−t′ (Tt′vT (·))
2 (x) TtvT (x) dxdt
′dt ≤
Applying (3.9) twie
VM
∫ +∞
0
∫ t
0
∫
Rd
Tt−t′ (Tt′nT (·))
2
(x) TtnT (x) dxdt
′dt =
MV
∫ +∞
0
∫ t
0
∫
Rd
Tt′nT (x) Tt′nT (x) T2t−t′nT (x) dxdt
′dt =
We use the Planherel formula and (1.4)
MV
(2π)
2d
∫ +∞
0
∫ t
0
∫
R2d
T̂t′nT (z1) T̂t′nT (z2) ̂T2t−t′nT (z1 + z2) dz1dz2dt
′dt =
MV
(2π)
2d
∫ +∞
0
∫ t
0
∫
R2d
e−t
′|z1|
α
n̂T (z1) e
−t′|z2|
α
n̂T (z2)e
−(2t−t′)|z1+z2|
α
n̂T (z1 + z2) dz1dz2dt
′dt =
MV
(2π)
2d
∫
R2d
n̂T (z1) n̂T (z2)n̂T (z1 + z2)
∫ +∞
0
∫ t
0
e−t
′|z1|
α
e−t
′|z2|
α
e−(2t−t
′)|z1+z2|
α
dt′dtdz1dz2 =
MV
(2π)2d
∫
R2d
1
2 |z1 + z2|
α
(|z1|
α
+ |z2|
α
+ |z1 + z2|
α
)
n̂T (z1) n̂T (z2)n̂T (z1 + z2) dz1dz2 = (∗)
Before proeeding further we will estimate n̂T
|n̂T (z, r, t)| =
∣∣∣∣∣ ̂
∫ t
0
Tt−sΨT (·, r + t− s) ds(z)
∣∣∣∣∣ =∣∣∣∣ 1FT
∫ t
0
e−(t−s)|z|
α
ϕ̂ (z)χT (r + t− s) ds
∣∣∣∣ ≤
supχ
FT
|ϕ̂ (z)|
∫ t
0
e−(t−s)|z|
α
ds ≤
Hene
|n̂T (z, r, t)| ≤
C
FT
|ϕ̂ (z)|
|z|
α
[
1− e−t|z|
α
]
(3.23)
and this immediately implies (see (3.7))
|n̂T (z)| ≤
C
FT
1
|z|
α
[
1− e−T |z|
α
]
. (3.24)
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Here, and in what follows, C denotes a generi onstant.
Coming bak to (∗) and using the last inequality we obtain
|(∗)| ≤
C
F 3T
∫
R2d
1
2 |z1 + z2|
α (|z1|
α + |z2|
α + |z1 + z2|
α)
1
|z1|
α
[
1− e−T |z1|
α
]
1
|z2|
α
[
1− e−T |z2|
α
] 1
|z1 + z2|
α
[
1− e−T |z1+z2|
α
]
dz1dz2 =
Substituting T 1/αz1 = y1 and T
1/αz2 = y2 yields
CT 5
F 3TT
2 dα
∫
R2d
1
|y1 + y2|
α
(|y1|
α
+ |y2|
α
+ |y1 + y2|
α
)
1
|y1|
α
[
1− e−|y1|
α
]
1
|y2|
α
[
1− e−|y2|
α
] 1
|y1 + y2|
α
[
1− e−|y1+y2|
α
]
dy1dy2 ≤
B′11 (T ) · B
′′
11,
where
B′11 (T ) =
C′T 5
F 3TT
2 dα
B′′11 =
∫
R2d
1
|y1 + y2|
α (|y1|
α + |y2|
α + |y1 + y2|
α)
1
|y1|
α
[
1− e−|y1|
α
]
1
|y2|
α
[
1− e−|y2|
α
] 1
|y1 + y2|
α
[
1− e−|y1+y2|
α
]
dy1dy2
The integral B′′11 is nite whih will be proved in Fat 4.1. The expression
B′11 (T ) an be evaluated
B′11 (T ) = T
10−3(3− dα )−4 dα
2 = T
1− d
α
2
and as 1 − dα < 0 B
′
11 (T )→ 0 hene the onvergene: B11 (T )→ 0 is obtained
too.
From Fat 3.7 and inequalities (3.9) and (3.21) we know VT (x, l)→ 0 uniformly
as T → 0 and so g (VT (x, l)) ≤ ǫ for T suiently large hene
B12 (T ) ≤ ǫ
∫ +∞
0
∫
Rd
(
V
∫ t
0
Tt−t′VT (·, t
′)
2
(x) dt′
)
(2TtvT (x)) dxdt ≤
2ǫ
M
B11 (T )
thus B12 (T )→ 0 and B1 (T )→ 0 too.
Limit of B2
Let us rst estimate expression nT − vT using (3.8) and (3.3)
nT (x)− vT (x) =
∫ T
0
TT−uΨT (·, T − u) (x) du
−
∫ T
0
TT−u [ΨT (·, T − u) (1− vT (·, T − u, u))− V G (vT (·, T − u, u))] (x) du
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nT (x)−vT (x) =
∫ T
0
TT−u [ΨT (·, T − u) vT (·, T − u, u) + V G (vT (·, T − u, u))] (x) du ≤
Applying Fat 3.3∫ T
0
TT−u
[
ΨT (·, T − u) vT (·, T − u, u) + V c (vT (·, T − u, u))
2
]
(x) du,
where c is a onstant. By inequality (3.9)
nT (x)−vT (x) ≤
∫ T
0
TT−u
[
ΨT (·, T − u)nT (·, T − u, u) + V c (nT (·, T − u, u))
2
]
(x) du
(3.25)
We have
0 ≤ −B2 (T ) =
∫ +∞
0
(∫
Rd
(TtnT (x))
2
− (TtvT (x))
2
dx
)
dt =
∫ +∞
0
∫
Rd
(Tt (nT (·)− vT (·)) (x)) (Tt (vT (·) + nT (·)) (x)) dxdt ≤
Applying (3.9) and (3.25)
2
∫ +∞
0
∫
Rd
Tt
{∫ T
0
TT−u
[
ΨT (·, T − u)nT (·, T − u, u) + V c (nT (·, T − u, u))
2
]
du
}
(x)
TtnT (x) dxdt =
Now we apply the Planherel formula
2
(2π)d
∫ +∞
0
∫
Rd
e−2t|z|
α
̂∫ T
0
TT−u
[
ΨT (·, T − u)nT (·, T − u, u) + V c (nT (·, T − u, u))
2 (·)
]
(z)du
n̂T (z)dzdt =
Interhanging the order of integration and integrating with respet to t we get
1
(2π)d
∫
Rd
1
|z|
α
̂∫ T
0
TT−u
[
ΨT (·, T − u)nT (·, T − u, u) + V c (nT (·, T − u, u))
2 (·)
]
(z)du
n̂T (z)dz = c
′ (B21 (T ) +B22 (T )) ,
where
B21 (T ) =
∫
Rd
1
|z|
α
 ̂
∫ T
0
TT−u [ΨT (·, T − u)nT (·, T − u, u)] (z) du
 n̂T (z) dz,
B22 (T ) =
∫
Rd
1
|z|
α
 ̂
∫ T
0
TT−u
[
V c (nT (·, T − u, u))
2
(·)
]
(z) du
 n̂T (z) dz.
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We shall ompute limT→+∞B21 (T ) rst. We have
B21(T ) =
∫
Rd
1
|z|α
{∫ T
0
e−(T−u)|z|
α
̂ΨT (·, T − u) ∗ ̂nT (·, T − u, u) (z)
}
n̂T (z)dz.
The inner onvolution an be estimated using inequality (3.23) and simplia-
tion (3.2)∣∣∣ ̂ΨT (·, T − u) ∗ ̂nT (·, T − u, u) (z)∣∣∣ = ∣∣∣χT (T − u) ϕ̂T (·) ∗ ̂nT (·, T − u, u) (z)∣∣∣ =∣∣∣∣χT (T − u)∫
Rd
ϕ̂T (z − x) n̂T (x, T − u, u)dx
∣∣∣∣ ≤
c (χ)
F 2T
χT (T − u)
∫
Rd
|ϕ̂ (z − x) ϕ̂ (x)|
1
|x|
α dx ≤
C
F 2T
In the last inequality we use the fat that ϕˆ is bounded and ϕ̂(x)|x|α is integrable.
Hene we have inequality∣∣∣ ̂ΨT (·, T − u) ∗ ̂nT (·, T − u, u) (z)∣∣∣ ≤ C
F 2T
(3.26)
Thus B21 satises
|B21 (T )| ≤
C
F 2T
∫
Rd
1
|z|
α
∫ T
0
e−(T−u)|z|
α
du · n̂T (z) dz ≤
Using inequality (3.24) and integrating with respet to u
C′
1
F 3T
∫
Rd
1
|z|
α
1
|z|
α
[
1− e−T |z|
α
] 1
|z|
α
[
1− e−T |z|
α
]
dz =
Substituting zT 1/α = y
C′
T 3
F 3TT
d
α
∫
Rd
1
|y|α
1
|y|α
[
1− e−|y|
α
] 1
|y|α
[
1− e−|y|
α
]
dy ≤ B′21 (T ) ·B
′′
21,
where
B′21 (T ) = C
′′ T
3
F 3TT
d
α
B′′21 =
∫
Rd
1
|y|
α
1
|y|
α
[
1− e−|y|
α
] 1
|y|
α
[
1− e−|y|
α
]
dy
Is is lear that integral B′′21 in the last expression is nite sine in a neighborhood
of 0 the integrated expression is proportional to 1|y|α and it is O
(
1
|y|3α
)
as
|y| → +∞ (reall that α < d < 2α). Now only B′21 needs to be evaluated
B′21 (T ) = C
′′T
6−3(3− dα )−2 dα
2 = C′′T
−3+ d
α
2 .
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Hene it is obvious that B′21 (T )→ 0 as T → 0 and so limT→0B21 (T ) = 0.
Before proeeding to B22 we will make the following estimation using inequality
(3.23)∣∣∣∣ ̂(nT (·, T − u, u))2∣∣∣∣ (z) = ∣∣∣∣∫
Rd
n̂T (x, T − u, u) n̂T (z − x, T − u, u) dx
∣∣∣∣ ≤
C
F 2T
∫
Rd
1
|x|α
[
1− e−u|x|
α
] 1
|z − x|α
[
1− e−u|z−x|
α
]
dx ≤
Substitution xu1/α = y yields
u2−
d
α
C
F 2T
∫
Rd
1
|y|α
[
1− e−|y|
α
] 1∣∣zu1/α − y∣∣α
[
1− e−|zu
1/α−y|
α]
dy ≤
C′
F 2T
u2−
d
α
sine the integral an be regarded as a onvolution of L2 funtions so it is
bounded. This learly implies
|B22 (T )| ≤
C′
F 2T
∫
Rd
1
|z|
α
∫ T
0
e−(T−u)|z|
α
u2−
d
α du · |n̂T (z)| dz ≤
C′
T 2−
d
α
F 2T
∫
Rd
1
|z|
α
∫ T
0
e−(T−u)|z|
α
du · |n̂T (z)| dz ≤
Using inequality (3.24) we obtain
C′′
T 2−
d
α
F 3T
∫
Rd
1
|z|
α
1
|z|
α
(
1− e−T |z|
α
) 1
|z|
α
(
1− e−T |z|
α
)
dz =
Substituting zT 1/α = y we an rewrite the last expression as
C′′
T 5−
d
α
F 3TT
d
α
∫
Rd
1
|y|
α
1
|y|
α
(
1− e−|y|
α
) 1
|y|
α
(
1− e−|y|
α
)
dy.
The integral is nite (the same proof as for B′′21) and
T 5−
d
α
F 3TT
d
α
= T
10−2 d
α
−3(3− dα)−2 dα
2 = T
1− d
α
2
whih yields B22 (T )→ 0 as T → +∞
Limit of B3
Applying the Planherel formula to B3 (T ) we get
B3 (T ) =
1
(2π)
d
∫ ∞
0
∫
Rd
e−2t|z|
α
(n̂T (z))
2
dzdt =
1
(2π)
d
∫
Rd
(n̂T (z))
2
∫ ∞
0
e−2t|z|
α
dtdz =
19
12 (2π)
d
∫
Rd
1
|z|
α (n̂T (z))
2
dz =
1
2 (2π)
d
∫
Rd
1
|z|
α
(∫ T
0
e−(T−u)|z|
α
ϕ̂T (z)χT (T − u)du
)2
dz =
1
2 (2π)
d
1
F 2T
∫
Rd
1
|z|
α
(∫ T
0
e−u|z|
α
ϕ̂ (z)χT (u)du
)2
dz =
Substituting u′ = u/T
1
2 (2π)d
T 2
F 2T
∫
Rd
1
|z|
α
(∫ 1
0
e−Tu
′|z|αϕ̂ (z)χ (u′) du′
)2
dz =
1
2 (2π)d
T 2
F 2T
∫ 1
0
∫ 1
0
∫
Rd
1
|z|
α e
−T (u1+u2)|z|
α
(ϕ̂ (z))2 χ (u1)χ (u2) du1du2dz =
Let z = [T (u1 + u2)]
− 1α y
1
2 (2π)
d
T 3−
d
α
F 2T
∫ 1
0
∫ 1
0
∫
Rd
(u1 + u2)
1
|y|
α e
−|y|α
(
ϕ̂
(
[T (u1 + u2)]
− 1α y
))2
(u1 + u2)
− dα χ (u1)χ (u2) du1du2dy
Therefore by Lebesgue's dominated onvergene theorem we obtain the limit of
B3 (T )
lim
T→+∞
B3 (T ) =
1
2 (2π)
d
∫ 1
0
∫ 1
0
∫
Rd
(u1 + u2)
1− dα
1
|y|α
e−|y|
α
(ϕ̂ (0))
2
χ (u1)χ (u2) du1du2dy =
Γ
(
d
α − 1
)
2dαΓ
(
d
2
)
π
d
2
〈λ, ϕ〉
2
∫ 1
0
∫ 1
0
(u1 + u2)
1− dα χ (u1)χ (u2) du1du2 =
Integrating by parts
K
2V
〈λ, ϕ〉
2
∫ 1
0
∫ 1
0
{
−uh1 − u
h
2 + (u1 + u2)
h
}
ψ (u1)ψ (u2) du1du2
Limit of B4
Firstly, let us notie that
B1 (T ) +B2 (T ) +B3 (T ) =
∫ +∞
0
∫
Rd
VT (x, t)
2
,
and hene ∫ +∞
0
∫
Rd
VT (x, t)
2
→T→+∞ C.
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Seondly by Fat 3.7 and inequalities (3.21) and (3.9) we know VT (x) → 0
uniformly as T → 0. Hene g (WT (x)) ≤ ǫ for T suiently large so
|B4 (T )| ≤ ǫ
∫ +∞
0
∫
Rd
VT (x, t)
2 ,
whih learly implies that B4 (T )→ 0 as T → +∞.
Putting the results together
Combining the previous results we onlude
lim
T→+∞
B (T ) = exp
{
MK
4
〈λ, ϕ〉2
∫ 1
0
∫ 1
0
{
−uh1 − u
h
2 + (u1 + u2)
h
}
ψ (u1)ψ (u2) du1du2
}
And nally by (3.15)
lim
T→+∞
A (T )B (T ) = exp
{
MK
2
〈λ, ϕ〉
2
∫ 1
0
∫ 1
0
ch (u1, u2)ψ (u1)ψ (u2) du1du2
}
,
where ch is the ovariane funtion of frational Brownian motion dened by
(1.9). This Laplae funtional denes a proess X˜T orresponding to the Gaus-
sian proess XT with the ovariane (2.2) hene Theorem 2.2 is proved.
4 Appendix
The appendix ontains a tehnial fat used in the main proof.
Fat 4.1. ∫
R2d
1
|y1 + y2|
α
(|y1|
α
+ |y2|
α
+ |y1 + y2|
α
)
1
|y1|
α
[
1− e−|y1|
α
]
1
|y2|
α
[
1− e−|y2|
α
] 1
|y1 + y2|
α
[
1− e−|y1+y2|
α
]
dy1dy2 < +∞
Proof. Substituting x = y1 + y2 and z = y2 we get∫
R2d
1
|x|
α
(|x|
α
+ |z|
α
+ |x− z|
α
)
1
|x− z|
α
[
1− e−|x−z|
α
] 1
|z|
α
[
1− e−|z|
α
] 1
|x|
α
[
1− e−|x|
α
]
dxdz =
∫
R2d
1
|x|
α
1
|x|
α
[
1− e−|x|
α
] ∫
Rd
1
|x|
α
+ |z|
α
+ |x− z|
α
1
|x− z|
α
[
1− e−|x−z|
α
] 1
|z|
α
[
1− e−|z|
α
]
dzdx = (∗)
Let us investigate now∫
Rd
1
|x|
α
+ |z|
α
+ |x− z|
α
1
|x− z|
α
[
1− e−|x−z|
α
] 1
|z|
α
[
1− e−|z|
α
]
dz ≤
∫
Rd
1
|z|
α
1
|z|
α
[
1− e−|z|
α
] 1
|x− z|
α
[
1− e−|x−z|
α
]
dz ≤ c
∫
Rd
1
|z|
α
1
|z|
α
[
1− e−|z|
α
]
dz
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The last integral is nite sine in the neighborhood of 0 the integrated fun-
tion is O
(
1
|z|α
)
and for big |z| is O
(
1
|z|2α
)
. Going bak to (∗) we obtain
(∗) ≤ c2
∫
Rd
1
|x|
α
1
|x|
α
[
1− e−|x|
α
]
< c3,
by the same reason as above.
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