In this paper, we propose a novel algorithm for reconstructing the 3D shape and texture of human faces from two stereo images, which are captured from calibrated cameras. Our approach works in a sparse to dense manner: we first build a coarse shape estimation based on 3D keypoints, and then use a linear morphable model to efficiently match the detail shape and texture. Compared with the previous works, our algorithm can reconstruct the 3D face shape in a speed comparable with that of the fastest algorithm available, but gives a higher accuracy. It can also recover the texture with more complete, realistic looking. Our results show that the new algorithm possesses significant characteristics of a 3D face model reconstruction system, and is especially useful for face recognition and animation applications in practice.
INTRODUCTION
3D face reconstruction from 2D images is an important problem in computer vision. In the past few decades, many approaches have been proposed, including 3D from stereo [1] , 3D morphable model based methods [2] , structure from motion [3] and shape from shading techniques [4] .
Among these, 3D morphable model (3DMM) based algorithms have attracted more and more attention in recent years. Vetter et al. proposed a family of 3D fitting algorithms [2] to recover the facial shape and texture parameters of the 3DMM from the appearance features. Although being able to give accurate shape and controllable texture models, these methods tend to extract complicated high dimensional features and introduce very big optimization problems. Therefore, they are usually very slow to fit a face, which is not suitable for most applications in reality.
To speed up the fitting process, Hu et al. [5] proposed a fully automatic linear algorithm to recover the shape information according to sparsely corresponded 2D facial feature points. The 3D face geometry was recovered from a frontal view input face image and then the texture was extracted from the input image directly. Being a state-of-the-art method for fitting 3DMM to sparse features, the algorithm works very efficiently and gives reasonable reconstruction results. The main restriction of this work is that it requires the input to be a frontal face image. This requirement is hard to be satisfied when the face image is captured passively. In addition, the texture mapped from a single image can not cover the whole face model and thus there will be missing holes after mapping the texture to the reconstructed 3D face shape.
Following the sparse feature fitting algorithm in [5] , this paper introduces a new method, which can preserve the substantial advantages and overcome the restrictions of the old method. Using morphable model and iterative optimization techniques, our efficient coarse-to-fine algorithm can fit a couple of arbitrary view face images to a dense 3D model of the face through an intermediate sparse 3D point set. The facial texture is mapped and merged from both of the images to provide the complete and photo realistic 3D face model. This paper is organized as follows. Section 2 reviews the related work. Section 3 describes the details of the algorithm. In section 4, the experiments and results are presented. Section 5 draws the conclusion and discusses the future work.
RELATED WORK
Along the line of fitting 3DMM to sparse features, [6] recovered the shape from one single frontal face image. After that, the images of other views were used to refine the shape estimation and supplement the texture using minimum variance estimation. Although the other views may help improve the shape model, the quality of the estimated shape is principally determined by the first fitting with the frontal face image.
In another work, [7] introduced an approach closely related to the framework proposed in this paper. From two frames of a video, one of which is frontal, a sparse set of 3D points is reconstructed and then fitted it to a generic model using thin plate splines. Our method is significantly different from this method as in our work, at the dense fitting step, instead of being interpolated by a generic model, the morphable model is searched in a linear space learned from training faces. In this way, the new shape is constrained to be a combination of known real faces and is therefore not only accurately matched but also more likely to be a regular human face shape. Besides, by using both images as texture sources, in our new approach, the restriction of including a frontal image is relaxed and the face textures will be more complete.
3D FACE RECONSTRUCTION ALGORITHM
Our reconstruction algorithm works in a coarse-to-fine fashion. First, from a collection of salient points located on two input face images, a sparse set of corresponding 3D points is reconstructed. After that, these reconstructed 3D points will be used to build a dense 3DMM model of the facial shape. Finally, the texture from both input images will be mapped and merged altogether on the reference frame of the 3DMM. The entire process will generate a detailed, textured 3D face model. The framework for our method is depicted in Fig. 1 . Fig. 1 . Coarse-to-fine 3D face reconstruction framework.
3D sparse shape reconstruction
To reconstruct a sparse set of 3D feature points, we first need to locate enough facial feature points and find their correspondences on the two input images. This can be done automatically using a face alignment algorithm such as the one in [8] . In this paper, because we do not concentrate on solving this problem, we use the prior information about the location of feature points instead of locating them directly. With the corresponded feature points on the two calibrated images, the 3D feature points are reconstructed by triangulation.
3D dense shape model fitting
In this step, we fit the sparse set of 3D points to a dense face model by searching in the linear space spanned by a set of training 3D faces. The training data is projected into the PCA subspace, where the 3DMM is described by a vector of principal component coefficients.
Specifically, in our framework, a new 3D dense face shape is represented in the linear space as
whereS is the average shape, P is the matrix of shape principal components and − → α is the vector of the corresponding principal component coefficients. Now, let s ,s and p be the sub-vectors of S ,S and P , respectively, corresponding to the obtained sparse 3D point set. In the subspace of sparse shapes, a new sub-face is constructed by
Considering the sparse shape obtained from the previous step, s , its registration with the new shape is represented by
where R is the rotation matrix, c is the scale factor and t is the translation vector. Given s , our objective is to recover S by finding − → α from Equations 2 and 3. To solve this problem, we introduce an iterative procedure inspired by the algorithm for fitting 2D feature points [5] with the following steps. Initialization: assigns to s
Step 1: Apply the procrustes analysis to solve Equation 3. In this step, the R, c, and t that would fit s and s the best are found. In our algorithm, we use the method of finding the eigenvector of the correlation matrix corresponding to the least eigenvalue for the procrustes analysis.
Step 2: Find α by solving Equation 2 as a linear leastsquares problem with the constraints α ≤ r where r is some constant threshold vector. These inequality constraints emerge as the restrictions to keep the new face to have regular human face shape.
In order to find a suitable threshold r, we employ a commonly used assumption that the facial shape has normal priors with a probability density function of: p(α) ∼ e
i . This leads us to the choice for constraint thresholds proportional to the standard deviation of the representation of the training data in the principal component space: r i = λσ i (λ is a constant). Our experiments show that this choice for threshold gives better results than using the eigenvalues as in [5] . Solving 1 with these constraints, the shape principal coefficients will be found as
After initialization, Step 1 and Step 2 are alternatively repeated in each iteration. In our experiments, the process converges in at most ten rounds.
Texture mapping
After reconstructing the shape, the next step is to recover the texture of the face model. In this step, the recovered shape is projected onto both input images to find texture coordinates of model's vertices. At each view point, a depth buffer is used to check the visibility of the vertices of the face, only the visible ones are textured by inverse mapping. In the areas of the face where two extracted textures are overlapped, the color of a vertex will be the average of two texture values. Fig.2 illustrates the texture obtained from two images and the merged texture. 
EXPERIMENTAL RESULT

Experiment configuration
To test our algorithm, we conduct experiments on the IFP 3D Face Database [9] . This database consists of 500 3D face models obtained from laser scans and texture cameras. The range images have been post-processed to make sure all the model vertices are in correspondence. The evaluation follows the procedure introduced in [10] with 5-fold cross validation.
During the training process, we project 400 faces in 4 training folds into a linear space with PCA. The correspondence of the vertices are originally defined on a uniformly sampled cylindrical mask, as depicted in fig. 3(a) . As discussed in [10] , the reconstruction inaccuracy is the most substantial in the areas near eyes, noses, and lips where there are lot of details. Moreover, these parts are significant areas for face recognition and face animation. To reduce errors on these crucial areas, before performing PCA, we propose to resample the mask model, assigning higher weights to those parts of the face mask. The resampling process also helps reduce the number of vertices of the model to a reasonable number (about 6000 in our experiments), which provides a good compromise between speed and accuracy. The new weighted reference frame is plotted in fig. 3(b)   Fig. 3 . Original (a) and resampled (b) reference masks: more samples are given at important and complicated areas.
For each of the 135 3D face models in the testing fold, four pairs of synthesized images are generated by simulating pinhole cameras. Each image pair enjoys a particular setup of the direction and relative position of the camera and the face. These various setups are summarized in fig. 4 . The direction is represented by trinities of yaw-pitch-roll angles.
The position of each camera is arranged so that the principal axis points to the center of the face from a given distance. The feature points for sparse reconstruction are located by projecting the corresponding 3D points to the image planes.
By collecting the image pairs having the same setups, we form four test sets, each with 100 pairs of features and images.
Fig. 4. Setups for image pairs
As described in Section 3, the sparse and dense fitting processes are applied. The fitting process converges after less than 10 iterations for most cases.
Results and Evaluation
Fig .5 illustrates the reconstruction results of our algorithm on the corresponding samples on fig.4 . Subjectively assessing, the face shapes and textures are accurately reconstructed. The texture is reconstructed almost completely, which covers both the frontal and side areas of the face without holes and gives a realistic looking. Compared with related texture mapping based methods such as [5] , our algorithm generates more complete face texture due to the use of the texture from all input images, as shown in fig.6 . The accuracy of the reconstruction is also quantitatively evaluated by measuring the disparity between the synthetic shape and the groundtruth shape used to generate input images. We align those couples by Procrustes transformation and measure the distance between the corresponding vertices. The mean RMS error of all the setups is 2.3mm. Since most previous 3DMM based algorithms are only evaluated indirectly by recognition accuracy [11] , we are not able to compare our algorithm with them. However, the work in [5] has quantitative evaluation available [10] in terms of the signalto-noise ratio (SNR) and errormaps. We will compare our method with this state-of-the-arts work.
The graph of mean SNR measured in db of our algorithm on 4 setups compared with Hu's algorithm is shown in fig. 7 . The error map for the local SNRDB is depicted in fig. 8 . Fig. 7 . SNRDB of our algorithm on 4 setups and [5] . From the SNR graph and error maps, we can see that our method obtains consistently better performance in all of the four test sets. More importantly, the error also decreases significantly in the important areas of the faces. With the proposed resampled correspondence mask, those parts are the most accurately reconstructed.
We implement our algorithm in Matlab and the time used to recover model shape and texture is 5.2 seconds on a 2GHz Core Duo CPU laptop computer. Our speed is comparable to Hu's algorithm [5] and is much faster than dense feature based algorithms [1, 2] . The speeds of the various algorithms processing the similar input images are compared in fig. 9 
CONCLUSION AND FUTURE WORK
In this paper, we propose a novel algorithm for reconstructing the 3D shape and texture of human faces from two stereo images captured from calibrated cameras. Subjective and quantitative evaluations have shown that the proposed algorithm is Fig. 9 . Speed comparison of our algorithm with related works efficient, accurate with the input of stereo images. With these promising results, our future work will generalize the current algorithm to the scenarios with more input images which will allow better geometry reconstruction and more complete texture, and integrate automatic feature point localization and camera self calibration. We believe our work will be useful for building a fully automatic system of 3D face reconstruction, recognition and animation in practical applications.
