Summary. Near-field full elastic wave synthetic seismograms were computed for simulations of propagating normal faults using a 2-D, finite element method. The kinematics of faulting were simulated using a modified application of the 'split-node' technique of Melosh & Raefsky. Fault simulations using 'split-nodes' require only a modification of the load vector and correctly models relative fault slip as a double-couple force distribution without moment. Synthetic seismograms were computed for a suite of dipslip, normal fault models designed to illustrate waveform variations due to temporal and spatial changes of the relative slip and rupture velocity along the fault, in addition, to fault slip at the free surface. Results from these models show that distinct P-and S-wave phases, observed in the near-field, are produced by the initiation and termination of faulting. Primarily observed in the hanging wall, these phases are identified as the 'starting' and 'stopping' phases. Their general amplitude behaviour can be explained by appropriately orientated double-couple point sources. For fault models with rapidly changing source-property variations in the slip distribution, rupture velocity, and fault orientation, notable S-wave phases were produced and observed in the hanging wall. Comparison of seismograms show that changes in rupture velocity produce larger amplitude variations in this phase than corresponding changes in slip distribution. The amplitudes of the associated P-wave phase were generally too small, compared with the S-wave, to be observed on the seismograms. Development of the 'split-node' technique for use in synthetic seismogram calculations represents an important new method permitting simple and accurate modelling of elastic waves due to fault propagation in a laterally varying velocity structure.
Introduction
In recent years a variety of techniques have been developed for modelling elastic wave propagation in 2-D and 3-D heterogeneous velocity structures. The development and 306 application of these methods has been facilitated by the improved quality and quantity of seismic data. Although providing varying degrees of accuracy and versatility, the goal of synthetic seismogram modelling is to improve the seismologist's ability to interpret subtle waveform characteristics observed in the recorded seismogram. The use of synthetic seismograms has ranged from the interpretation of detailed crust-mantle velocity structure to the determination of complex rupture histories for large earthquakes. As seismologists improve their ability to interpret observed seismograms, synthetic seismogram methods must be able to simulate an increasing number of physical features. These include an accurate approximation of laterally varying velocity structure, complex source simulation, topographic effects, transmission loss, and anisotropy.
Synthetic seismogram calculations in earthquake source investigations have primarily focused on determining the nature of faulting in a homogeneous elastic media. The observed waveform characteristics are a function of the source parameters (fault length, fault width, rupture velocity, permanent slip, and rise-time), transmission effects (scattering from heterogeneities, topographic effects, transmission loss), and receiver effects (site and seismometer response). Because of the difficulty in simulating many of these features, preliminary studies have focused on modelling propagation effects in a homogeneous, elastic medium due to simple source models (Haskell 1969; Boore & Zoback 1974; Anderson & Richards 1975 ). We will discuss results from a study of full elastic wave-field modelling of complex normalfaulting earthquakes using a 2-D finite element method. This application represents a complete wavefield estimate capable of simulating complex kinematic properties in a laterally varying velocity structure. In addition, the method can easily employ approximations of topography, anisotropy, and transmission loss.
Similar t o the finite difference technique, the finite element method does not define the model as a set of discrete grid points, but as an assemblage of piece-wise continuous subdomains (elements). Continuity of normal stresses is achieved along the boundaries of adjacent elements. In addition, application of the finite element method results in a linear system of equations relating acceleration and displacement at the nodal point to applied forces. The advantage of the finite element method lies in its ability to model a variety of complex elastic features (topography, lateral velocity variations, anisotropy) and complex earthquake sources incorporating variable source properties (rupture velocity, slip distribution, fault orientation). For example, topography is easily modelled using the finite element method since the displacement and stress boundary conditions are implicitly applied at the free surface. Finite difference methods require an explicit stress boundary condition, which is not always easy to find. Anisotropy can be simulated by simply incorporating anisotropic elastic constants, C i j k l , in the finite element formulation.
Application of the finite element method for modelling laterally varying elastic properties is relatively easy; however, difficulty occurs in accurately simulating fault propagation. This problem was solved using a modification of the 'split-node' technique developed by Melosh & Raefsky (1981) where the fault is defined by a set of 'split-nodes'. Each set of 'split-nodes' simulates the relative slip at a nodal point. The relative-slip history at each nodal point is modelled by a specified rise-time function that provides the kinematic description of faulting. Application of the 'split-node' technique simulates faulting appropriately as a double-couple force distribution without moment. The accuracy of this implementation was confirmed by comparing finite element synthetic seismograms, for a unilateral propagating fault, with seismograms computed using an analytical Cagnaird-DeHoop technique (Boore & Zoback 1974) .
This study primarily focuses on modelling near-field wave propagation in a 2-D homogeneous elastic structure for dip-slip, normal faults using the finite element method. Funda-Kinematic source modelling of normal fmlting 307 mentally important is the investigation of waveform variations produced by changes in source parameters (rupture velocity, slip distribution, fault orientation) and waveform variations due to faults breaking the free surface. This study is not intended to estimate peak ground acceleration produced by normal faulting earthquakes, but to provide a better understanding of the general characteristics of near-field wave propagation.
Finite element/finite difference equations
The finite element and finite difference methods are two distinct types of numerical approximations that belong to a more general class of techniques known as the method of weighted residuals (Huebner & Thornton 1982) . The equations presented in this study are formulated in terms of a 'mixed'-type solution that combines both finite element and finite difference approximations. This 'mixed'-type solution results from the wave equation being first cast as a linear system of finite element equations derived with respect to the spatial components of the equation. The resulting equations are a linear system of ordinary differential equations (ODEs) having a second-order time differential term. The ODEs are then solved using a finite difference approximation in time, hence the 'mixed' type solution. Although the Galerkin formulation of the finite element method is the most commonly used in geophysical, mathematical, and engineering literature, it is a particular implementation of the method of weighted residuals. We will describe a non-Galerkin derivation as a finite element technique to maintain continuity with existing literature.
Unlike the conventional finite element method, the method of weighted residuals does not require a variational form of the governing equation. An approximating polynomial, that satisfies the boundary conditions, is chosen as a solution to the elastic wave equation. The weighted error due to the approximation is then required to go to zero over the domain (element) for which the approximating solution is specified. Based on this concept, the finite element equations presented here follow the discussion and notation of Marfurt (1984) . These equations are presented to provide continuity and clarity with the discussion of the incorporation of a kinematic source-time function into the finite element formulation. Restricted to 2-D applications, the derivation of the finite element/finite difference equations will be defined in terms of 2-D, plane strain elasticity.
Considering a 2-D elastic medium, the elastic wave equation can be written in tensor form as :
where zik are the displacement components,& are the body force components, C i j k l is the matrix of elastic constants, and p is the density. The dots represent differentiation with respect to time, while the commas indicate spatial differentiation with respect to the index fpllowing the comma. A solution (1) is sought by approximating the unknown displacement, ui, with as simple a function as possible. Solving the elastic wave equation, via the method of weighted residuals, results in the following system of equations (Marfurt 1984) : element boundary. The @ K i terms (2b and 2c) are linearly independent shape or interpolating functions (Zienkiewicz 1983 ) that smoothly interpolate, over the domain of the element, the displacement between nodal points. The local mass, m J K i , stiffness, k J K i matrices, and load vector, F j i , are evaluated by integration over the area of the element. Equation (2a) represents the finite element form of the heterogeneous wave equation for a specific element. Assemblage of all elements results in a global linear system of ODES that can be written in matrix form as:
where 2 is the n x n assembled or global 'mass' matrix, K is the n x n global 'stiffness' matrix; F is the n x I global 'load' vector, and n is the total number of unknown nodal displacements defining the finite element mesh. To compute the displacement at the nodes or grid points, (3) is solved using a finite difference approximation of the time derivative. In its present form the global mass matrix is commonly referred t o as a consistent mass matrix (Zienkiewicz 1983), but Bathe & Wilson (1976) have pointed o u t that the smaller, diagonal lumped mass matrix can be used t o solve the system of equations without loss of accuracy. This eliminates the need t o use a general linear system solver, thereby reducing the inverse of k to a vector problem.
A major advantage of the finite element/finite difference formulation over the more commonly used finite difference approach (Kelly et al. 1976 ) is in the ease of source simulation and elastic media parameterization. As will be shown in the next section, formulation of a kinematic source function is easily introduced into the finite element algorithm without modification t o the stiffness or mass matrix. Implementation is restricted solely t o the load vector, thus eliminating the need to re-assemble the mass and stiffness matrix after each time-step. Using a sophisticated mesh generator, the fault is not restricted to limited orientations nor does it necd to be planar, but can be modelled as a curvilinear surface. Free-surface topography is naturally approximated without any modification of the algorithm since it is only a function of the mesh generation. Complex elastic media parameterization, such as the inclusion of anisotropy, is easily defined by a simple modification of the elastic constants, cijkl. The finite element method thus represents a powerful technique for simulation of a broad range of seismological problems, including both earthquake and exploration applications (Archuleta 1976; Marfurt 1978) .
Implementation of a kinematic fault
When simulating a kinematic fault using the finite element method it is important that the source be representative of a double-couple force distribution without moment (Aki & Richards 1980 ). An additional physical consideration is that the fault plane not be rigid in the context of seismic impedance. In physical terms, a non-rigid fault is transparent to incident seismic waves; thus the fault plane will not reflect incident seismic waves other than those resulting from a contrast in seismic impedance across the fault plane. A non-rigid source region becomes important when the elastic media is heterogeneous and thus the fault is not the only scatterer of seismic energy. The kinematic source implemented in this finite element formulation is based upon a method developed by Melosh & Raefsky (1981) that modelled slip in the static finite element problem. Known as the 'split-node' technique, Melosh & Raefsky proved that incorporation o f the source into the static finite element problem results in a double-couple force distribution without moment. In addition t o simulating a double-couple force distribution, the 'split-node' technique models the fault as a non-rigid boundary.
The derivation and explanation of the 'split-node' technique, applied to the elastic wave equation, follows the discussion of Melosh & Raefsky (198 1). Application of the 'split-node' technique t o the elastic wave equation represents a simple and accurate method for modelling wave propagation in laterally varying velocity structure due t o a kinematic fault. Previous work has been restricted t o fault simulation in a homogeneous half-space (Aki 1968; Boore & Zoback 1974 , Madariaga 1976 or a plane-layered velocity structure (Archuleta & Frazier 1978; Bouclion 1979) . For simplicity, a I-D, two-element truss model ( Fig. 1) will be used for development of the appropriate equations.
The finite element equations for an individual element are written in matrix form as:
where the superscript refers t o the element and the subscript is in reference to the node. The body-force terms on the right side o f (3) are assumed to be zero. To achieve a continuous solution throughout the domain of interest the displacement and acceleration must be continuous across the connecting boundary of the individual elements. Interelement continuity is maintained by the requirement that a: = a: and = 6 : . To specify relative slip and acceleration between elements 1 and 2, yet maintain continuity across the element boundary, the definition of the displacement and acceleration at the 'split-node' must be formulated in terms of a relative slip and acceleration component and an 'average' displace-ment and acceleration. For element 1 , parameterizing displacement and acceleration at the 'split-node' node to incorporate relative slip and acceleration results in the equations: (5a) and (5b) and (6a) and (6b) into (3) results in the following system of equations:
When simulating a seismic source using the finite element method it is important to ensure that unbalanced forces do not occur. In (7a) and (7b), two individual force terms are introduced by the reparameterization of displacement and acceleration along the fault. The first force vector on the right side of (7a) and (7b) has terms that are proportional to acceleration and will therefore be described as 'inertial' forces. The second vector on the right side has terms that are proportional to displacement and hence will be referred to as 'restoring' forces. For any isoparameter element, Melosh & Raefsky (1981) proved that on the elemental level the 'restoring' forces do not result in a net applied force. In addition, they show that the 'restoring' forces result in a double-couple force distribution without moment.
On the elemental level, (7a) and (7b) show that a net force is possible due to the single 'inertial' force term. Consequently, to model faults without introducing a net force it becomes important to consider under what conditions, in the global sense, the inertial forces sum to zero. To address this factor, the simplest exercise is to look at the globally assembled equations for the truss model (Fig. 1) . For the I-D truss model, assembling (7a) and (7b) globally results in the equations:
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Since A&: = -A&' 2 , the inertial force term in (8) can be written as:
From this relationship, the net force is zero only if mi2 = m f l or the mass distribution across the fault is homogeneous. The source region is defined as those elements which have nodes on the fault. The coefficient of mass, miej, is proportional to the area of the element and its density. Assuming a constant density source region, with elements on opposite sides of the fault constructed to have the same area, the condition of no net inertial forces is met. Consequently, application of 'split-nodes' to the elastic wave-equation simulates faulting as a double-couple force distribution without moment.
Synthetic seismograms from a dip-slip normal fault
This study represents a detailed description of near-field wave propagation due to dip-slip normal faulting earthquakes. Previous near-field studies, for primarily thrust and strike-slip mechanisms, have typically been restricted to analysis of a sparse network of stations (Anderson 1974; Trifunic 1974) and only a few dense network of stations (Archuleta 1982) . Consequently, detailed knowledge of near-field amplitude variations for normal faulting earthquakes are not well understood. The primary objectives of this study are:
(1) to describe the main amplitude characteristics of the wavefield observed along the free surface by a dense network of stations, and (2) to describe S-wave phases, observed in nearfield seismograms, produced by rapid changes in rupture velocity, displacement (slip) distribution, and fault orientation.
Rapid variations in the time rate of change of the displacement time-history or rupture front can produce body-waves phases, predominantly observed in the hanging wall block. Changes in the source-time history that generate such phases are non-uniform slip distribution, non-uniform rupture velocity, or bending of the rupture surface. Identifying and understanding the amplitude and travel-time characteristics of phases produced by rapid source-property variations will enable seismologists to improve their understanding of complex rupture process interpreted from near-field seismograms.
Phases generated by rapid changes in earthquake source parameters have been identified in the far-field and modelled analytically t o infer a complex faulting history (Muller et al. 1978; Brustle 1985; Westaway 1985) . The travel times between far-field body waves are relatively large, consequently separate phases do not appreciably interfere and are therefore easy to identify individually.
Subtle near-field amplitude variations associated with faulting can be interpreted from seismograms, although the seismograms are more complex. Near-field seismograms are a superposition of both near-field and far-field radiation effects; therefore, they are sufficiently complicated that modelling waveform behaviour analytically is difficult. Studies thus rely on various numerical techniques t o model near-field wave propagation due to complex source-time functions.
Source parameters variations have been studied by Haskell (1969) and Anderson & Richards ( 1 975), but these investigations assumed homogeneous source properties for individual faulting events (i.e. slip distribution and rupture velocity were constant). The objectives of these studies were the comparison of waveforms between fault simulations with different source parameters. This study differs by examining waveform variations due to non-uniform source parameters produced by an individual faulting event. Of prime interest is whether rapid changes in source properties for normal faults can be observed on near-field seismograms and where the associated phase is predominantly observed. The dip-slip, normal fault geometry modelled in this study is shown in Fig. 2 . The fault dips at 45" with rupture initiating at a depth of 10.25 km. The rupture front propagates upward to a depth of 2.75 km resulting in a total fault length of 10.6 km. The fault stops short of the free surface to eliminate the generation of surface wave phases. Normal faulting that breaks the free surface will be considered separately. The elastic medium is homogeneous with P-and S-wave velocities of 6.00 and 3.46 km s-', respectively. The fault tip propagates with a constant rupture velocity of 3.0 km s-' or 0.87 per cent of the shear wave velocity. This compares with other theoretical studies that assume rupture velocities between 0.7 and 0.9 times the shear wave velocity of the medium (Boore & Zoback 1974; Anderson & Richards 1975) , which are supported by observations (Aki 1968; Anderson 1974) .
Relative slip across the fault was modelled using a 'smoothly' varying source-time function with a rise-time of 1.0 s (Fig. 3) (Kelly et al. 1976) . To justify the appropriateness of the 'smooth' source-time function, synthetic seismograms were calculated using the more familiar Haskell ramp (Haskell 1969) and Ohnaka ramp (Anderson & Richards 1974) (Fig. 3 ) .
Comparison o f these results showed negligible differences between seismograms other than high-frequency dispersion produced by the Haskell source model. This confirms the results of Anderson & Richards (1 974) that showed negligible differences between seismograms using equivalent Haskell and Ohnaka source-functions. All models shown in this study use the same homogeneous velocity model and a 'smoothly' varying 1 .O s rise-time function (Fig. 3) .
The horizontal and vertical components of ground motion for the 45" dipping, normal fault model are shown in Fig. 4 . Synthetic seismograms amplitudes were normalized relative t o the maximum calculated ground displacement. For reference, the vertical projection of the left (LP) and right (RP) ends of the fault on t o the free surface are at 11.25 and 18.75 k m , respectively. The projected intersection of the fault with the free surface is at 21.5 km. P , and S, are the P-and S-wave 'starting' phases; P, and S , are the S-wave 'stopping' phases; BR is the reflection from the right boundary of model; LP and RP are the vertical projection points on to the free surface of the left and right ends of the fault, respectively. 314 large amplitudes observed in the direction of fault propagation. The latter is a directivity effect resulting from the superposition of radiation in the direction of fault propagation. The strongest directivity effects are the larger amplitudes and relative high frequencies between 11.25 km and 21.50 km. The frequency content of the seismograms increases to 21.5 km, beyond which it decreases with distance away from the surface projection of the fault trace. This frequency change is similar to the classic Doppler effect of a moving monochromatic source appearing to produce higher frequencies as it approaches an observer and lower frequencies as it moves away from the observer.
Centred about LP (Fig. 4) are two low-frequency phases produced by the initiation of faulting which are identified as the P-and S-wave 'starting' phase ( P I and Sl). The dashed lines are the calculated travel-time curves for P-and S-waves generated at the point of initial faulting. The travel times for these phases are plotted to aid in identifying the arrival of the respective phase. The travel times are not plotted where the specific phase's amplitude becomes negligibly small. A phase produced by the abrupt termination of faulting is identified in Fig. 4 as the S-wave 'stopping' phase, S2. To help distinguish this phase, travel times are plotted for an S-wave originating from the point of fault termination. The travel times are delayed by the time required for the fault tip t o reach the point of fault termination. The S-wave 'stopping' phase, seen on on both the horizontal and vertical displacement seismograms, has relatively H. M. Benz Kinematic source modelling of normal faulting 315 small amplitude compared to the S-wave 'starting' phase. These small amplitudes are a radiation effect due to fault termination near the free surface. The close proximity of fault termination to the free surface results in a smaller aperture over which maximum amplitudes radiate, as compared to radiation from the point of initial rupture. To the right of 18.75 km, larger amplitude directivity effects obscure individual identification of the 5'-wave 'stopping' phase. The P-wave 'stopping' phase is comparatively small in amplitude and not easily observed on the displacement seismograms. More easily identified on the horizontal accelerogram, this phase will be discussed later. Note, the seismograms in Fig. 4 clearly show that the 'starting' and 'stopping' phases dominate the elastic wave motion observed in the hanging wall. Due to strong radiation effects in the direction of fault propagation, these phases are not distinguishable in the footwall. Only for steeply dipping normal faults will the starting phase possibly be distinguishable in the footwall block.
To aid in identifying the 'starting' and 'stopping' phases, accelerograms of the horizontal and vertical components of motion are shown in Fig. 5 . The accelerograms were computed by approximating the time derivatives of displacement with a finite difference approximation. Acceleration synthetic seismograms enhance the higher frequency phases not easily seen in displacement seismograms. Both the P-and S-wave 'starting' phases and S-wave 'stopping' phase are easily identifiable on the accelerograms. The P-wave 'stopping' phase, Pz , is very weak and primarily seen on the horizontal component.
In general, the 'starting' and 'stopping' phase amplitudes observed in the hanging wall, can I Figure 6 . P-and S-wave radiation patterns of double-couple point sources located at the ends of the buried normal fault dipping 45".
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be explained by the far-field P-and S-wave radiation patterns of double-couple, point sources located at the ends of the fault. The extent of near-field effects observed in the seismograms will depend on the distance between source and receiver, and the wavelength of the elastic waves produced by faulting. To help visualize the amplitude behaviour of the 'starting' and 'stopping' phases, Fig. 6 shows appropriately orientated P-and S-wave radiation patterns located a t the ends of the fault.
The P-wave 'starting' phase's largest amplitude occut-s o n the vertical component of displacement and acceleration at 11.25 km (Figs 4 and 5) . The corresponding P-wave radiation pattern at the point of initial rupture (Fig. 6 ) confirms this observation; in addition, amplitude decay of this phase about LP (Figs 4 and 5) correlates with amplitude variations expected from the radiation pattern. The horizontal component of P-wave radiation would predict zero amplitude at LP, in addition to an amplitude reversal about LP. This is verified on the horizontal accelerogram in Fig. 5 .
The S-wave 'starting' phase amplitudes are also explained by a double-couple, point source located at the point of initial slip. The vertical projection of the initial point of faulting lies on an S-wave radiation node. The synthetic accelerograms (Fig. 5) confirm that no S-wave amplitude exists at LP. The S-wave 'starting' phase shows an amplitude increase about LP which is predicted from the far-field 5'-wave radiation pattern (Fig. 6) Figure 7 . Horizontal and vertical component synthetic accelerograms for the model of a normal fault dipping 45" with a n abrupt decrease in rupture velocity at the mid-point on the fault. Identification symbols as in Fig. 4 . Here S' is an S-wave produced by the sudden change in rupture velocity.
D I S T A N C E ( k m )
Kinematic source modelling of normal fmlting 317 explained by the far-field S-wave radiation pattern is the S-wave 'starting' phases horizontal component of motion. The far-field S-wave radiation pattern predicts zero displacement at LP. Fig. 5 shows in fact a small component of S-wave displacement at LP. This effect is explained as a contribution of the near-field term not accounted for in the radiation patterns (Fig. 6) .
The S-wave 'stopping' phase is easily identified in the hanging wall (Fig. 5 ) , but other seismic wave radiation effects make it difficult to match first motion directions with the corresponding far-field radiation pattern. Close inspection shows, in general, that amplitude variations of the S-wave 'stopping' phase can be modelled by the far-field S-wave radiation pattern. The radiation pattern corresponding to the P-wave 'stopping' phase (Fig. 6) shows that maximum vertical displacement occurs at RP. Because of large amplitude directivity effects in the direction of fault propagation, this portion of the P-wave 'stopping' phase is not observed. The P-wave 'stopping' phase's horizontal amplitude, observed in the hanging wall, will be larger compared to its vertical component as indicated by the corresponding P-wave radiation pattern. For the 45" dipping normal fault, a P-wave 'stopping' phase node will occur at a distance equivalent to the source depth. Beyond this distance, P-wave motion will predominantly be observed on the horizontal component. This is verified by the weak P-wave 'stopping', Pz , phase primarily observed on the horizontal component (Fig. 5) .
A phase not discussed so far is a reflection from the right model boundary. This phase 
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begins at approximately 7.0 s on the accelerogram's right side (Fig. 5 ) and propagates with increasing time to the left. A similar phase originating from the left model boundary is not identified, this due t o the low amplitude directivity effects in the hanging wall block.
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E F F E C T S O F V A R I A T I O N S I N R U P T U R E V E L O C I T Y
Investigating effects due to non-uniform source properties, the rupture velocity of the dipslip normal fault model (Fig. 2) was decreased by one-third from 3.0 km s-' to 2.0 km s-' at the mid-point on the fault. Since fine details in the displacement seismograms are not observed only the accelerograms will be shown for the remainder of the study.
Comparison of the accelerograms (Fig. 7) with those from the previous model (Fig. 5 ) shows a general similarity, although several distinct differences are observed. The accelerograms (Fig. 7) show a broadening of the waveforms in the direction of fault propagation, since a slower rupture velocity retards the total duration of faulting. The most significant difference between accelerograms is the appearance of a small amplitude S-wave phase, S' (Fig. 7) , not observed in the constant rupture velocity model (Fig. 5 ) . This phase originates from the fault's midpoint as verified by the plotted S-wave travel-time computed from the midpoint on the fault. The travel time is delayed by the time required for the rupture front to reach the midpoint on the fault. Due t o high amplitude directivity effects in the direction of fault propagation, this phase is not distinguishable in the footwall block.
Similar to the S-wave 'starting' and 'stopping' phases, S' is produced by source property changes during the faulting process (e.g. initiation of faulting, termination of faulting, change in rupture velocity). This is confirmed by the lack of a similar phase in the constant velocity model; in addition, the travel-time curve matches the travel time of the phase. The associated P-wave phase's amplitude is too small to be observed.
E F F E C T S O F N O N -U N I F O R M S L I P D I S T R I B U T I O N
In the next model, the rupture velocity was assumed constant, 3.0 km s-', but maximum slip along the dip-slip normal fault was allowed to vary. The final relative slip along the fault Fig. 2 . was decreased by one-third for the upper half of the fault (Fig. 2) . Compared with the previous model, simulating an equivalent source parameter decrease and normalizing the accelerogram amplitudes relative to the maximum acceleration calculated in the previous model allows for the direct comparison of amplitudes between models.
The accelerograms (Fig. 8) are similar to the accelerograms from the initial model (Fig.  S) , except for an S-wave phase, S', produced by a rapid change in the maximum displacement at the fault's midpoint. Clearly seen in the accelerograms (Fig. 8) , this phase is similar to S' produced in the non-uniform rupture velocity model (Fig. 7) . Comparison of the accelerograms for the two non-uniform source models (Figs 7 and 8) shows that the amplitude of S' is larger for the non-uniform rupture velocity case. S' is observed for larger distances (Fig. 7) , especially on the vertical component. The amplitudes of the P-and Swave 'stopping' phase, for the model of non-uniform slip, are smaller since the total displacement is smaller at the point of fault termination.
E F F E C T S O F C H A N G E S IN D I R E C T I O N O F F A U L T P R O P A G A T I O N
Accelerograms were computed to investigate elastic wave amplitude variations resulting from a change in the direction of fault propagation or fault bending. Fig. 9 shows the model geometry used to simulate a bending fault. This model was not chosen from geological consideration, but rather for ease of demonstrating the observed effects due to a bending fault. A constant rupture velocity, 3.0 km s-l, was assumed, in addition to a constant maximum relative displacement. The total length of faulting was 9.1 km, For the bending fault model, the accelerograms (Fig. 10) were normalized relative to the maximum computed acceleration.
The P-and S-wave 'starting' phases are observed (Fig. 10 ) and identified as PI and S 1 . Fig. 10 shows that the maximum S-wave 'stopping' phase acceleration occurs on the horizontal component at 15.0 km, the vertical projection of the fault on to the free surface (RP). This is verified by the S-wave radiation pattern for an appropriately orientated doublecouple point source located at the end of the fault (Fig. 11) . Likewise, the vertical component accelerograms (Fig. 10) shows relatively small amplitudes for the S-wave 'stopping' phase at 15.0 km. Complex interference produced by seismic radiation from a finite length fault makes it difficult to determine accurately the amplitude of the S-wave 'stopping' phase at 15.0 km. Comparison of the horizontal and vertical accelerograms (Fig.  10) shows pronounced differences in the S-wave 'stopping' phase's amplitude. These differences fit the radiation pattern expected from the far-field S-wave radiation pattern. The associated P-wave 'stopping' phase is relatively small in amplitude and is not observed on the seismograms.
An S-wave phase produced by a change in fault direction is observed on the accelerogram (Fig. 10 ) and is labelled as S'. Similar to S' observed in the previous two models, it originates from the point at which the fault changes orientation. This phase's close proximity in time to other radiation effects results in it not being as well identified as S'from the previous two models. General results of the bending fault model are the observation of higher frequencies and generation of an S-wave phase. Compared to the previous two models (Figs 7 and 8), higher frequencies are produced as a result of the fault bending. The results of this model supports the suggestion of Bouchon & Aki (1977) that higher frequencies observed for the 1971 San Fernando, California, earthquake are due to the fault bending. Using an asymptotic method, Bernard & Madariaga (1 984) have also demonstrated high-frequency radiation from complex faults. The amplitude 'ringing' behind the main S-wave energy, on the horizontal component, is an artifact of high-frequency dispersion produced by the bending of the fault.
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EFFECTS O F S U R F A C E R U P T U R E
The influence of a surface rupture was modelled to determine the free-surface effects on elastic wave generation and propagation. The fault geometry modelled (Fig. 12) assumes the fault propagates with a constant rupture velocity of 3.0 km s-' and constant maximum slip. The total fault length is 14.5 km with the fault intersecting the free surface at 21.5 km
The accelerograms (Fig. 13) are normalized relative to the maximum computed acceleration. The accelerograms clearly demonstrate that two phases are associated with fault slip at the free surface. A P-wave 'stopping' phase, Pz , is observed on the horizontal accelerograms while a Rayleigh wave phase, R , is observed on both the horizontal and vertical accelerograms. The absence of an observed P-wave 'stopping' phase on the vertical (RP). component accelerogram can be explained by examining the corresponding P-wave radiation pattern at the free surface (Fig. 14) . For the 45" dipping fault, the maximum displacement at the free surface is in the horizontal direction; therefore, no displacement or acceleration can occur in the vertical direction. Not previously identified, the Rayleigh wave, R , is produced by seismic wave scattering near the free surface and showed maximum acceleration on the vertical component.
An S-wave 'stopping' phase is not observed since the free surface is on an S-wave radiation node for a 45' dipping fault. This is verified by the appropriate S-wave radiation pattern (Fig. 14) . Notice that the boundary reflection beginning at approximately 7.0s (Fig. 13) is continuous across the trace of the fault. This indicates that the fault is transparent to incident waves and thus will not create spurious reflections due to its parameterization as a surface of discontinuous motion.
Conclusion
The primary focus of this study was to describe, in detail, near-field wave propagation from a dip-slip normal fault. Using a simple homogeneous velocity model, we have demonstrated that variations in source parameters (rupture velocity, slip distribution, changes in the direction of fault propagation) during the faulting process produce identifiable phases. These phases are similar to the 'starting' and 'stopping' phase in their travel-time and amplitude behaviour with distance. Examples showed that S-wave phases are produced as a result of changes in source parameters and clearly identified in the hanging wall. The associated P-wave phase's amplitude was too small to be observed. By identifying these phases in the near-field, seismologists are better able to interpret complex faulting histories of large earthquakes.
As the quality and quantity of seismic recordings increase, seismologists will improve their ability to identify and interpret complex waveforms as functions of structure and source properties. Consequently, it is important to develop modelling techniques that can incorporate as many complicating features as possible. This includes incorporating complex sources that can be specified in terms of variable source parameters such as rupture velocity, slip distribution, fault length, fault width, and rise-time. Also, complex velocity structures need to be modelled that include such features as lateral velocity variations, velocity gradients, anisotropy, and transmission losses.
Finite difference and finite element methods are the most robust numerical methods for modelling a variety of complicated physical features; consequently, they are the most widely used. The finite element method is an excellent modelling technique because of the method's natural ability to simulate both complex elastic models and complex sources. Many complexities in elastic structure can be easily modelled using the finite element method without difficult modification to the algorithm. Topography is implicitly modelled without changing the existing algorithm if a finite element mesh is used which approximates the desired free surface elevation changes. Lateral velocity variations are easily modelled by specifying changes in velocity at each element. To approximate velocity gradients accurately over the length of an element requires numerical integration to compute the stiffness matrix. This does not require extensive changes in the algorithm and involves only a small percentage increase in the total computation time. Anisotropy is easily modelled by defining the matrix of elastic constants, Cijkl, in terms of anisotropy elastic parameters. Transmission loss can be modelled by solving the linear system of ODES (equation 3 ) in the frequency domain and applying a frequency-dependent attenuation operator. Application of the 'slip-node' technique allows for the inclusion of a complex kinematic earthquake source.
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The finite element method developed in this study was formulated for simulation of kinematic sources. A more physically complete modelling approach would be the development of a dynamic faulting model, where the source properties are a product of the prestressed initial conditions. Dynamic fault models have been simulated using a variety of analytical and numerical techniques (Andrews 1976a, b; Richards 1976; Madariaga 1976; Day 1977; Das 1980; Virieux & Madariaga 1982) , but the common feature of all these models has been the assumption of a homogeneous initial stress. Large normal faults are known to nucleate at depth and propagate upward (Soufleris & Stewart 1981 ; Jackson et al. 1982; Doser & Smith 1985; Westaway & Jackson 1986 ); therefore, the assumption of homogeneous initial stress is invalid. The determination of the dynamic source-time history in a heterogeneous stress field remains an important problem to be addressed. By simulating faulting in a heterogeneous stress field, it will be possible to develop ideas on the behaviour of rupture propagation with depth, Such modelling would provide an important understanding of earthquake generation under realistic stress conditions.
