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Abstract
This paper shows certain classes of metric length spaces characterized
by volume growth properties of balls can viewed as graphs with infinites-
imal edges. Our approach is based on nonstandard analysis.
1 Introduction
Intuitively, it is tempting to view a cube in Rn as a discrete lattice with in-
finitesimal edges. A similar infinitesimal picture suggests itself with other frac-
tal spaces such as the Sierpinski gasket or the Sierpinski sponge (see [21], [8].)
This paper shows certain classes of metric spaces characterized by a polynomial
growth condition on the volume of balls ([5],[3]) can be viewed as a part of a
graph with infinitesimal edges. Our approach uses nonstandard analysis in two
ways: first, nonstandard analysis makes it possible to do infinitesimal rescaling
of graph distances in a completely straightforward way, and second, we use the
well-known connection between nonstandard counting measures and countably
additive measures established in [19] and [14] to associate Hausdorff measure on
metric spaces to counting measures on graphs. The main result is Theorem 10.5
which exhibits an Ahlfors regular length space up to Lipschitz equivalence as a
part of a hyperfinite graph in which the edges have infinitesimal length.
The structure of the paper is as follows: the next two sections consist mainly
of reference material, particularly on nonstandard analysis and a summary of
results in nonstandard measure theory. In particular, in Section 2 we give a
definition of polynomial growth for functions defined on intervals with hyperreal
endpoints. Note that for functions which are defined on an interval whose
endpoints are real numbers, polynomial growth reduces to boundedness on that
interval.
In Section 5, we introduce the main concept of the paper, namely that of
polynomial growth for hyperfinite graphs. The basic idea is as follows: Con-
sider the shortest-path metric between nodes. If the cardinality of balls as a
function of the radius behaves polynomially in some interval, we say the graph
has polynomial growth on that interval. Note the notion of polynomial growth
for finite graphs is vacuous. Along with the shortest-distance metric, we con-
sider rescalings of that metric and using nonstandard analysis we have a lot of
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leeway on how we choose the rescaling parameter. In particular, if we choose an
infinitesimal rescaling, we get a graph in which nodes may be at an infinitesimal
distance from each other. Now collapse the graph, identifying nodes that are
infinitely close to each other. The resulting object is a metric space, which in the
polynomial growth case has a volume growth property called Ahlfors regularity
as shown in Theorem 5.4. The remainder of the paper shows that the converse
(suitably stated) also holds for the class of length spaces introduced by Gromov
in [10].
We note that the relation between Gromov’s geometric ideas and nonstan-
dard analysis is not new. Gromov himself uses ultraproducts in a construction
he calls the asymptotic cone over a metric space. An explicit connection be-
tween nonstandard analysis and asymptotic geometry has been established in
the beautiful paper [24]. The authors of that paper used this connection to
provide a different proof of Gromov’s theorem that a finitely generated group
of polynomial growth has a nilpotent subgroup of finite index. However, the
relation between polynomial growth of graphs and volume growth seems to be
new.
2 Preliminaries
We will consider extended metric spaces in which the metric is allowed to assume
the value +∞. Note that this generalization does not introduce any new topo-
logical behavior. Given an extended metric space (X, d), define an equivalence
relation for pairs x, y of X by d(x, y) <∞. We will call the equivalence classes
of this relation the bounded components of (X, d). The bounded components of
(X, d) are open and closed sets.
Definition 2.1 An extended metric space (X, d) is a length space iff for every
pair x, y ∈ X with d(x, y) < ∞, there is an isometric map f : [0, d(x, y)] → X
with f(0) = x, f(d(x, y)) = y.
This is a specialization of Gromov’s definition (see [10], De´finition 1.7), although
by The´ore`me 1.10 of [10] the two definitions are equivalent for complete locally
compact metric spaces. For example, ifX is a geodesically complete Riemannian
manifold, by the Hopf-Rinow theorem [3], Theorem 1.9, (X, d) is a length space.
The following result is The´ore`me 1.10, (i) of [10]. See also the first chapter of [11]:
Proposition 2.2 If (X, d) is a complete locally compact length space, all closed
balls B(a, r) with r <∞ are compact.
2.1 Ball Borel Structure
If (X, d) is an extended metric space, the smallest σ-algebra containing the open
balls B(a, r) with r <∞ is the ball Borel structure. If (X, d) is separable, then
since every open set in X is a countable union of open balls, the ball Borel
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structure is identical to the usual Borel structure generated by the open sets.
In general, the ball Borel structure has fewer sets than the Borel structure. For
instance, if (X, d) is an uncountable discrete metric space (3.2.5 of [6]), the only
balls in X are ∅, X and singletons. Thus the ball Borel sets of X are precisely
those sets which are countable or have countable complements whereas any
subset of X is open and so any subset of X is Borel.
If (X, d) is a metric space, and A ⊆ X , then the ball Borel structure on
(A, d) may not be the same as the ball Borel structure of (X, d) relativized to
A. For example, let (A, d) be an uncountable discrete metric space, X = A∪{z}
where z 6∈ A and B ⊆ A such that B and A \ B are uncountable. Extend d to
a metric d′ on X by letting d′(z, a) = 1 if a ∈ B and d′(z, a) = 2 if a ∈ A \ B.
Since B = B(z, 1) ∩ A, B is a member of the relativized ball Borel structure,
but is not a ball Borel set in (A, d).
Despite this negative result, the relativization of the ball Borel structure of
(X, d) to any bounded component X0 is the ball Borel structure of (X0, d): This
follows from the remark that any ball B(x, r) with r <∞, is either a subset of
X0 or is disjoint from X0.
There is no reason to expect pleasant behavior from the ball Borel structure
for nonseparable metric spaces. However, the metric spaces of interest to us have
the property that all bounded components are separable or equivalently, that
all open balls of finite radius are separable. For instance, it follows immediately
from Proposition 2.2, that all bounded components of a length space are σ-
compact. In this case the relation between the ball Borel structure and the
Borel structure is easily determined:
Proposition 2.3 Suppose (X, d) is an extended metric space whose bounded
components are all separable. Then the ball Borel structure of (X, d) is the σ-
algebra B of those Borel sets A such that A or ∁A is a subset of a countable
union of bounded components of X.
Proof. B is clearly a σ-algebra. Suppose A is a Borel set. If A is a subset
of a bounded component X0 of X , then by the equality of Borel structure and
ball Borel structure on separable spaces, A is ball Borel in X0 and therefore
ball Borel in X . It follows that if A or ∁A is a subset of a countable union of
bounded components of X , then A is ball Borel. Conversely, B contains all open
balls of finite radius, so contains all ball Borel sets. 
References for measure theory are ([7], [13]). We note one discrepancy be-
tween our notation and that used in these references. If µ is a countably additive
measure on (X,A) and g : (X,A)→ (Y,B) is measurable then we use the nota-
tion g∗µ to denote the measure µ g−1 on (Y,B).
2.2 Nonstandard Analysis
We need a very small amount of background material on nonstandard analysis
such as the first few pages of Keisler’s monograph [17]. Besides the Keisler
reference, the book [1] is also highly recommended and will be referred to at
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various places in the paper. Another general reference for this section with more
foundational material is [15].
The superstructure overG is the set V (G) defined by: V0(G) = G, Vn+1(G) =
Vn(G) ∪ P(Vn(G)) and V (G) =
⋃
n Vn(G). The main constituent of our work-
ing view of nonstandard analysis is a map ⋆ : V (R) −→ V (⋆R) which satisifies
the transfer principle, c.f. [17] for details. In this paper we will only use the
countable saturation property.
If X is an internal set, cardX denotes the internal cardinality of X if X is
hyperfinite, +∞ otherwise.
If r ∈ ⋆R, r ≪ ∞ means that r is dominated by a standard real, r ≫ −∞
means that r dominates a standard real, r is limited iff −∞ ≪ r ≪ ∞, r is
infinitesimal iff for every positive standard real θ, |r| ≤ θ. Hyperreals r, r′ are
infinitely close, written r ∼= r′ iff r − r′ is infinitesimal. r ≪ r′ means r′ − r is
positive and not infinitesimal. The unique r0 ∈ R infinitely close to r, if it exists
is the standard part of r denoted st(r). Define an (external) relation on ⋆ [0,∞[
by r O r′ iff there is a limited hyperreal A such that r ≤ A r′. Note that if
r′ > 0, then this is equivalent to r/r′ ≪ ∞. Similarly, define r o r′ iff there
is an infinitesimal hyperreal A such that r ≤ A r′. Define r ∼O r′ iff r O r′
and r′ O r. The relation “∼O” is clearly an equivalence relation, albeit an
external one. If r ∼O r′ we say r, r′ are of the same order of magnitude. Note
that for r′ > 0, r ∼O r′ iff 0 ≪ r/r′ ≪ ∞. Note also that 0 ∼O r iff r = 0.
If ri ∼O r1, where {ri}1≤i≤n, is a limited sequence of non-negative hyperreals,
then
∑n
i=1 ri ∼O r1.
Note that order of magnitude comparisons for individual real numbers are
essentially vacuous. Similarly, for a function f defined on a finite interval of R,
one cannot usefully assign an order of polynomial growth to f . However, for
functions on intervals in ⋆R the perspective of nonstandard analysis allows finer
distinctions.
Definition 2.4 Suppose 0 < I− ≤ I+. A ⋆R-valued function f is of polynomial
growth of order λ and scale factor σ in the interval [I−, I+] iff f(r) ∼O σ rλ for
r ∈ [I−, I+].
The scale factor and the order of growth are not uniquely determined. However:
Proposition 2.5 If f has polynomial growth on [I−, I+] with I− o I+, then
the order of growth is uniquely determined up to ∼=. If there is a hyperreal θ
such that 0≪ θ ≪∞ and I− ≤ (I+/I−)
θ ≤ I+, then the scale factor is unique
up to ∼O.
Proof. Suppose f(r) ∼O σ rλ ∼O σ′ rµ for r ∈ [I−, I+]. Assume without loss
of generality that µ > λ. Thus
σ/σ′ ∼O rµ−λ (1)
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for all r ∈ [I−, I+] and so I
µ−λ
+ ∼O σ/σ
′ ∼O I
µ−λ
− . Therefore,
(
I+
I−
)µ−λ
∼O 1 (2)
from which follows (µ−λ) ln(I+/I−)≪∞. Since ln(I+/I−) ∼=∞, we conclude
that µ− λ ∼= 0.
If I− ≤ (I+/I−)
θ ≤ I+, then instantiating r in (1) with (I+/I−)
θ
, and
using (2) and the fact 0≪ θ ≪∞, we deduce σ/σ′ ∼O (I+/I−)
θ (µ−λ) ∼O 1. 
2.3 Internal Metric Spaces
Suppose (X, d) is an internal metric space. For x, y ∈ X, define x ∼= y iff d(x, y)
is infinitesimal. “∼=” is an (external) equivalence relation on X and ⋄X is the
quotient space X/ ∼=. For x ∈ X, let xˆ be the ∼=-equivalence class of x in X.
We will denote the canonical quotient map x → xˆ by ϕX and refer to it as the
infinitesimal identification map. The quotient space ⋄X becomes an extended
metric space with the extended metric ⋄ d(xˆ, yˆ) = st(d(x, y)). ⋄X with the
metric ⋄ d is called the infinitesimal hull of (X, d). In general ⋄X is an extended
metric space.
Example 2.1 If N ∼= ∞, let J = {0, h, . . . , (N − 1)h}, where h = 1N . The
map st : J → [0, 1] is equivalent to the infinitesimal identification map, in the
following sense: there is an isometric map h : [0, 1]→ ⋄ J such that h ◦ st = ϕJ .
We also define x ∼ y to mean d(x, y)≪∞. ∼ is also an external equivalence
relation. The equivalence classes of X under “∼” are the limited components of
X. Clearly the bounded components of ⋄X are the images under the map ϕX
of the limited components of X.
Example 2.2 Let J ′ = {−N h,−(N−1)h, , . . . , 0, . . .+(N−1)h,N h}, where
h = 1√
N
. In this case ⋄J ′ is the disjoint union of its bounded components each
one which is isometrically isomorphic to R.
It follows immediately from countable saturation, that any separable metric
space Y is isometrically isomorphic to a subset of a metric space ⋄X with X
hyperfinite.
X 7→ ⋄X is a covariant functor from the category of internal metric spaces
and S-continuous maps into the category of metric spaces and uniformly con-
tinuous mappings and ϕX : X→ ⋄X is a natural transformation of functors.
We have the following relations between balls in X and ⋄X: If r′ < r and
both are standard, then
B(x, r′) ⊆ ϕ−1
X
(
B(xˆ, r)
)
⊆ B(x, r). (3)
Similarly,
B(x, r′) ⊆ ϕ−1
X
(
B(xˆ, r′)
)
⊆ B(x, r). (4)
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For instance (4) follows from the implications d(x, y) ≤ r′ =⇒ st d(x, y) ≤
r′ =⇒ d(x, y) < r which are valid so long as r′ < r are both standard.
The following proposition is well-known. See for instance [1].
Proposition 2.6 If (X, d) is an internal metric space, then each of the bounded
components of ⋄X is complete. In particular, ⋄X is complete. If C ⊆ X is
internal, then ⋄C (the image of C in ⋄X) is closed in ⋄X.
For a metric spaceX in V (R), define ιX so that the following diagram commutes:
X
⋆X
⋆
❄ ϕ⋆X✲ ⋄(⋆X)
ιX
✲
Proposition 2.7 If X is a V (R) metric space, then ιX : x 7→ ϕ⋆X(
⋆ x) is
an isometric map X → ⋄(⋆X). If X is compact, then ιX is an isometric
isomorphism X → ⋄(⋆X).
In particular, fix a (non-extended) metric space (X, d). Since it is cumber-
some to explicitly indicate the ιX map X → ⋄(⋆X), we usually view ιX is an
inclusion map with the property that ϕ⋆X(
⋆x) = x. Thus X˜ = ⋄(⋆X) contains
X itself and unless X is compact, X˜ is much larger than X . For example,
consider Z with the metric d(x, y) = 1 for x 6= y. The ball B(0, 1) = Z is not
compact since the sequence xn = n has no convergent subsequences. Notice Z˜
in this metric has one bounded component which is (much) larger than Z. We
now determine some conditions under which the bounded component of X in
X˜ is X itself.
Proposition 2.8 Suppose (X, d) is separable. A necessary and sufficient con-
dition that the bounded component of X in X˜ coincide with X is that every
closed ball of (X, d) be compact.
Proof. Observe first that if a ∈ X is such that B(a, r) is compact, then
BX˜(a, r) = BX(a, r). Obviously, BX˜(a, r) ⊇ BX(a, r). Let ϕ be the infinites-
imal identification map ⋆X → X˜. If r < r′, by formula (4) and well-known
nonstandard characterizations of compactness ([1], 2.1.6),
ϕ−1
(
BX˜(a, r)
)
⊆ B(⋆ a, r′) = ⋆[B(a, r′)] ⊆ ϕ−1
(
BX(a, r
′)
)
.
Since ϕ is surjective, BX˜(a, r) ⊆ BX(a, r
′), and as r′ is an arbitrary standard
real > r, BX˜(a, r) ⊆ BX(a, r).
To show sufficiency, suppose a ∈ X and let x ∈ X˜ be in the bounded
component of a. There is a standard r such that dX˜(a, x) ≤ r. By the remarks
of the first paragraph, BX˜(a, r) = BX(a, r), so x ∈ X . Necessity: Suppose some
ball BX(a, r) with r ∈ R is not compact; let {yi}i∈N be a sequence of BX(a, r)
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such that such that infi6=j d(yi, yj) = ρ > 0. yi = xˆi for some sequence {xi}i∈N
of ⋆X . By saturation this sequence extends to an internal sequence x1, . . . , xN
and by overspill we can also assume d(xi, xj) ≥ ρ/2 for 1 ≤ i, j ≤ N with i 6= j
and d(⋆ a, xi) ≤ 2 r for all i. In particular, d(xˆi, xˆj) ≥ ρ/2 for 1 ≤ i, j ≤ N with
i 6= j and d(a, xˆi) ≤ 2 r for all i. By assumption, the bounded component of X
in X˜ is X itself. Thus xˆi ∈ X for all 1 ≤ i ≤ N . Now N ∼=∞, so {1, . . . , N} is
uncountable. 
Definition 2.9 An internal mapping f from an internal metric space (X, dX)
to (Y, dY) is S-Lipschitz iff there is a limited hyperreal K such that for all
x, x′ ∈ X, dY(f(x), f(x′)) ≤ K dX(x, x′).
There are related concepts such as S-Lipschitz equivalent metrics whose formu-
lation we leave to the reader.
Finally, we note that the concept of length space is an internal one, so is
applicable to standard metric spaces and internal metric spaces.
2.4 Borel Structure and Loeb Measure
We recall two basic concepts in nonstandard measure theory. The inner Borel
algebra of an internal set X is the smallest σ-algebra containing all internal
subsets of X. A hypermeasure on X is an internal, nonnegative and hyperfinitely
additive function defined on all internal subsets of X. The conventional name
given in the literature is the less mellifluous “hyperfinitely additive nonnegative
measure”. The following result is essentially due to Loeb [19] in the case the
hypermeasure is limited. The uniqueness result in the unlimited case is due to
Henson (Corollary 1 of [14]).
Theorem 2.10 Suppose µ is a hypermeasure on X. Then there is a unique
countably additive measure on the inner Borel sets which extends the mapping
A 7→ st(µ(A)) on the internal sets.
The completion of the countably additive measure specified in the previous
result is called the Loeb measure associated with µ. We denote Loeb measure
by L(µ).
Proposition 2.11 Suppose (X, d) is an internal metric space. Then the in-
finitesimal identification map ϕX : X → ⋄X is measurable where X has the
inner Borel structure and ⋄X has the ball Borel structure.
Proof. If r ∈ R then yˆ ∈ B(xˆ, r) ⇐⇒ ∃m ∈ N d(x, y) < r − 1m ⇐⇒ y ∈⋃
m∈N B(x, r−1/m). Since each B(x, r−1/m) is internal, it follows ϕ
−1
X
B(xˆ, r)}
is inner Borel. 
Definition 2.12 Suppose X is an internal metric space. If µ is a hypermeasure
on X, then P(µ) is the measure ϕ∗ L(µ) defined on the σ-algebra of A ⊆ ⋄X such
that ϕ−1(A) is L(µ) measurable. P(µ) is the restriction of P(µ) to the ball Borel
sets of ⋄X.
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Note that since any inner Borel set is Loeb measurable, Propostion 2.11 imme-
diately implies the ball Borel sets of ⋄X are P(µ) measurable.
Since L(µ) is complete, P(µ) is also complete. Moreover, P(µ) is not too far
off from being the completion of P(µ).
Proposition 2.13 Suppose µ is a hypermeasure on X such that P(µ)(K) <∞
for every compact K ⊆ ⋄X. If A ⊆ ⋄X is a subset of a σ-compact set and A
is P(µ)-measurable then A is in the completion of P(µ). Conversely, any set in
the completion of P(µ) is P(µ) measurable.
Proof. Suppose A is P(µ)-measurable. By assumption, A ⊆
⋃
nKn with Kn
compact. Since the domain of the completion of a measure is a σ-algebra, it
suffices to show each A∩Kn is in the completion of P(µ). Thus without loss of
generality, we can assume A ⊆ K for some compact K. In particular,
L(µ)(ϕ−1
X
(A) = P(µ)(A) ≤ P(µ)(K) <∞.
Let ǫ > 0 with ǫ ∈ R be arbitrary and C ⊆ ϕ−1
X
(A) internal such that
L(µ)(ϕ−1
X
(A) \ C) < ǫ. ϕX(C) is closed and ϕX(C) ⊆ A ⊆ K so ϕX(C) is
compact and hence ball Borel. Moreover,
P(µ)(A \ ϕX(C)) = L(µ)
(
ϕ−1
X
(A \ ϕX(C))
)
= L(µ)
(
ϕ−1
X
(A) \ ϕ−1
X
(ϕX(C))
)
≤ L(µ)(ϕ−1
X
(A) \ C) ≤ ǫ
Since ǫ > 0 is arbitrary, it follows there is a σ-compact (and therefore ball Borel
set) B ⊆ A such that P(µ)(A \ B) = 0. Applying this to K \ A, we conclude
there is also a Borel set B′ such that A ⊆ B′ ⊆ K and P(µ)(B′ \A) = 0. Thus
A is nested between ball Borel sets B and B′ with P(µ)(B′ \B) = 0, and so A
is in the completion of P(µ). The converse follows from the definitions. 
3 Compactness and Measure
We begin by giving some general compactness properties which follow from the
existence of a Borel measure. All statements of this section are standard. If
ν is a countably additive measure on a measurable space (X.A), a set A ⊆ X
measurable or not is ν-finite iff there is a B ∈ A such that A ⊆ B and ν(B) <∞.
Any subset of a ν-finite set is ν-finite. In the context of the following result
note [4].
Proposition 3.1 Let (X, d) be a complete extended metric space and ν a count-
ably additive ball Borel measure on X with the following property: There is an
R > 0 such that
ν
(
B(x, r)
)
<∞ and 0 < inf
x,x′
ν
(
B(x, r)
)
ν
(
B(x′, r)
)
for all 0 < r < R. Then K ⊆ X is relatively compact iff there is a δ > 0 such
that {x : d(x,K) ≤ δ} is ν-finite.
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Proof. Suppose K ⊆ X is relatively compact. Let ǫ ∈ R be such that 0 < ǫ <
R. By relative compactness of K, there is an n ∈ N and a sequence x1, . . . , xn ∈
K such that K ⊆
⋃n
i=1 B(xi, ǫ) = W . W is open, so δ = inf{d(x, y) : y ∈
X \W,x ∈ K} > 0. Let V = {x : d(x,K) ≤ δ/2}. Clearly V ⊆ W . Now⋃n
i=1 B(xi, ǫ) is ball Borel and ν-finite. In particular V is ν-finite, proving the
claim.
Conversely, suppose δ > 0 is such that V = {x : d(x,K) ≤ δ} is ν-finite.
We may assume δ < R. We prove by contradiction that K is precompact.
By possibly choosing a smaller positive δ, we may assume there is an infinite
sequence {xi}i∈N in K such that xi 6∈ B(xj , δ) for j < i. Thus {B(xi, δ/2)}i∈N
is a sequence of pairwise disjoint balls. Furthermore, B(xi, δ/2) ⊆ V , since
xi ∈ K. Thus for any N
ν
( ∞⋃
i=1
B(xi, δ/2)
)
=
∞∑
i=1
ν(B(xi, δ/2))
≥N ν(B(x1, δ/2)) inf
1≤i≤∞
ν(B(xi, δ/2))
ν(B(x1, δ/2))
so that ν
(⋃∞
i=1 B(xi, δ/2)
)
= +∞. Since V ⊇
⋃∞
i=1 B(xi, δ/2), V cannot be
ν-finite. It follows that K is precompact. Thus by completeness of (X, d) the
closure of K is compact. 
Corollary 3.2 Let (X, d) be a complete extended metric space and ν a ball
Borel measure on X satisfying the conditions of Proposition 3.1. Then X is
locally compact. In fact, all closed balls of radius < R are compact.
Proof. Suppose x ∈ X and r is a real with 0 < r < R. Consider the set
V = {y ∈ X : d(y,B(x, r)) ≤ δ} ⊆ B(x, r + δ). If r + δ < R, then V is ν-finite.
Thus by Proposition 3.1, B(x, r) is relatively compact. 
4 Near Homogeneity
Definition 4.1 A hypermeasure µ on an internal metric space (X, d) is nearly
homogeneous iff there is an Rµ ≫ 0 such that for all open balls V , V ′ of radius
s, s′ respectively with 0 ≪ s, s′ ≤ Rµ, µ(V ) ∼O µ(V ′) and µ(V ) 6= 0. Rµ is a
radius of homogeneity of µ.
In this definition, note the possibility that Rµ is an unlimited hyperreal.
Denote the common ∼O-equivalence class of the hyperreals µ(B(x, s)), for
0 ≪ s ≤ Rµ by Mµ. Note that this is an external set. Elements of Mµ are
normalization constants of µ. By abuse of notation, we write r ∼O Mµ instead
of r ∈Mµ. Similarly, we write r O Mµ iff for any s ∈Mµ, r O s. IfMµ ∼O 1,
we say µ is normalized.
Given a nearly homogeneous hypermeasure µ on an internal metric space
(X, d), we associate to it a class of normalized hypermeasures on X as follows:
9
For any M ∼O Mµ, let
µM (A) =
1
M
µ(A).
The hypermeasures µM are all essentially equivalent. For instance, the measures
µM are constant multiples r, 0 ≪ r ≪ ∞, of each other. It follows that the
countably additive measures L(µM ) have identical null sets and sets of finite
measure.
We will call an internal metric space (X, d) nearly homogeneous if the hy-
permeasure µcard : A 7→ cardA is nearly homogeneous, where we make the
convention that µcard(A) = +∞ ∈ ⋆R in case A ⊆ X is not hyperfinite. Hence-
forth, if (X, d) nearly homogeneous, we will use µcard to denote a normalized
version of A 7→ card(A).
In particular:
Proposition 4.2 Suppose µ is a normalized nearly homogeneous hypermeasure
on (X, d). Then the measure P(µ) on ⋄X has the property that
0 < P(µ)
(
B(x, r)
)
<∞ (5)
and
0 < inf
x,x′
P(µ)
(
B(x, r)
)
P(µ)
(
B(x′, r)
) (6)
for all r ∈ R with 0 < r ≤ Rµ.
Proof. Let ϕ : X→ ⋄X be the infinitesimal identification map. Thus
B(x,
r
2
) ⊆ ϕ−1
(
B(xˆ, r)
)
⊆ B(x, r).
Since µ is normalized, µ
(
B(x, r2 )
)
∼O µ
(
B(x, r)
)
∼O 1, so
0≪ stµ
(
B(x,
r
2
)
)
≤ P(µ)
(
B(xˆ, r)
)
≤ stµ
(
B(x, r)
)
≪∞.
This proves 5. To prove 6, note that
P(µ)
(
B(xˆ, r)
)
P(µ)
(
B(xˆ′, r)
) ≥ st
(
µ
(
B(x, r2 )
)
µ
(
B(x′, r)
)
)
.
However, for each x, x′ ∈ X and each standard r for which 0 < r ≤ Rµ,
µ
(
B(x, r2 )
)
µ
(
B(x′, r)
) ≫ 0.
For a fixed value of r the above expression is an internal function of (x, x′).
Therefore for a fixed standard value of r, its infimum over all pairs (x, x′) is
≫ 0 and (6) follows. 
In particular:
Proposition 4.3 Suppose µ is a normalized nearly homogeneous hypermeasure
on (X, d). All closed balls of radius < Rµ in ⋄X are compact.
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5 Polynomial Growth
Definition 5.1 Let (X, d) be an internal metric space, I− ≤ I+ nonnegative
hyperreals. (X, d) is of polynomial growth in the interval [I−, I+] iff there is a
hyperreal σ and a hyperreal 0≪ λ≪∞ such that for I− ≤ r ≤ I+
card B(x, r) ∼O σ r
λ. (7)
The hyperreal σ is the scale factor and the limited hyperreal λ is the order of
growth of X in [I−, I+]. Alternatively, (X, d) is of polynomial growth of order λ
in [I−, I+] with scale factor σ iff there are constants c ≫ 0 and C ≪ ∞ such
that
c σ rλ ≤ card B(x, r) ≤ C σ rλ. (8)
for r ∈ [I−, I+]. We will refer to the constants c, C as the lower and upper
bounds of polynomial growth of (X, d) in [I−, I+].
Unless otherwise stated, we will implicitly assume I− o I+. The following
immediately follows from Proposition 2.5.
Proposition 5.2 If I− o I+, then the order of growth is uniquely determined
up to ∼=. If there is a hyperreal θ such that 0≪ θ ≪∞ and I− ≤ (I+/I−)
θ ≤ I+,
the scale factor is unique up to ∼O.
For each nonnegative γ ∈ ⋆R, let dγ(x, y) =
1
γ d(x, y). We use the notation
Bγ to denote open balls relative to dγ . Clearly, dγ(x, y) < r iff d(x, y) < γr so
that Bγ(x, r) = B(x, γr).
Consider X as a hypermeasure space with counting measure µ(V ) = card(V ).
Proposition 5.3 Suppose I− o I+ and γ > 0 is such that I+/γ ≫ 0 and
γ/I− ∼= +∞. If (X, d) is of polynomial growth in [I−, I+] then counting measure
µ is nearly homogeneous on (X, dγ) with a radius of homogeneity R = I+/γ and
normalizing constant Mµ = σ γ
λ.
In particular, closed balls of radius < R are compact in ⋄(X, dγ) and ⋄X is
locally compact.
Proof. If 0≪ r, r′ ≤ R, then I− ≤ rγ, r′γ ≤ Rγ = I+, so
card Bγ(x, r) = card B(x, γr) ∼O σ (γr)
λ ∼O σ (γr
′)λ = card Bγ(x, r′).
By Proposition 3.2, local compactness of ⋄X follows. 
If (X, d) is an internal metric space of polynomial growth λ in [I−, I+], then
µ(A) = cardA/σ γλ is a normalized homogeneous hypermeasure on (X, dγ).
⋄(X, dγ) is locally compact and is equipped with a countable additive ball Borel
measure P(µ) which is finite on compacts.
Theorem 5.4 Suppose (X, d) is of polynomial growth λ in [I−, I+] and γ > 0
is such that R = I+/γ ≫ 0 and γ/I− ∼= +∞. The countably additive measure
P(µ) on ⋄(X, dγ) has the property that there are constants k,K ∈ R such that
k rst(λ) ≤ P(µ)
(
B(x, r)
)
≤ K rst(λ)
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for every x ∈ ⋄X and r ∈ R such that 0 < r ≤ R. Note that B(x, r) refers to
the ball in the metric ⋄ dγ.
Proof. By definition, there are standard constants 0 < c ≤ C < ∞ such that
for 0≪ r ≤ R, x ∈ X
c ≤
card Bγ(x, r)
σ (rγ)λ
≤ C
Now use formula (3) on (X, dγ). Thus if r is a nonnegative standard real such
that r ≤ R,
c
(
r
2
)st(λ)
≤ st µ
(
Bγ(x,
r
2
)
)
≤ P(µ)
(
B(xˆ, r)
)
≤ stµ
(
Bγ(x, r)
)
≤ Crst(λ).
Example 5.1 Consider a hyperfinite rooted tree T with leaf nodes leaf(T ).
Any x ∈ leaf(T ) in T is uniquely identified by the sequence of branches path(x) =
{bi(x)}1≤i≤depth(x) required to reach x from the root node of T . If m is a stan-
dard integer, define a metric dm on leaf(T ) as follows: If x 6= y, dm(x, y) =
m− v(x,y) where v(x, y) is the first index at which path(x), path(y) differ, other-
wise, dm(x, y) = 0. It is well-known dm is an ultrametric.
Proposition 5.5 If T is a tree of uniform depth N all of whose non-leaf nodes
have standard branching degree n, then for r ∈]m−(N+1), 1].
nN−1 rln n/ lnm ≤ card B(x, r) ≤ nN rln n/ lnm.
In particular, (leaf(T ), dm) is of polynomial growth of order lnn/ lnm in the
interval ]m−(N+1), 1].
Proof. Note that the condition r ∈]m−(N+1), 1] is equivalent to
0 ≤ − ln r/ lnm < N + 1. (9)
If x ∈ leaf(T ), then B(x, r) consists of x and those y ∈ leaf(T ) with x 6= y and
v(x, y) > − ln r/ lnm; B(x, r) is thus the set of those y for which bi(x) = bi(y)
for 1 ≤ i ≤ − ln r/ lnm. Counting the number of all paths (from root to leaf
node) which agree with path(x) up to index ⌊− ln r/ lnm⌋ using (9), it follows
that
card B(x, r) = nN−(⌊− ln r/ lnm⌋).
The result now follows from the estimate
nN+ln r/ lnm−1 ≤ card B(x, r) ≤ nN+ln r/ lnm,
and the fact that for any r, nln r/ lnm = rln n/ lnm. 
Note that the Cantor middle thirds set has a Lipschitz equivalent leaf metric
with m = 3 and n = 2. We also alert the reader to the fact that the spaces
in this example are not length spaces, since they are ultrametric spaces and
therefore totally disconnected.
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6 Ahlfors Regularity
All results in this section are standard. Hλ denotes λ-dimensional Hausdorff
measure, which is a countably additive measure on the Borel sets, and in par-
ticular on the ball Borel sets. For definition and background on Hausdorff mea-
sures, see [20], [23]. These references do not explicitly treat Hausdorff measures
in extended metric spaces, but there is no difficulty extending the definitions
and basic properties to this context. Nevertheless, we need to add the following
caveat in case E is a subset of an extended metric space which does not have
a countable δ cover (§1.2 of [8]). In this case, we make the convention that
Hλδ (E) = +∞ and accordingly, H
λ(E) = +∞.
Note that if E ⊆ X is nonseparable, then Hλ(E) = +∞ for any λ. For
if Hλ < ∞ then for every δ > 0 there is a countable set Dδ ⊆ X with the
property that d(x,Dδ) ≤ δ for every x ∈ E. ThusD =
⋃
nD1/n is countable and
d(x,D) = 0 for all x ∈ E. In particular, an uncountable set which intersects each
bounded component in exactly one point has λ-dimensional Hausdorff measure
+∞ for any λ. This oddity clearly suggests that we stick to separable subspaces
whenever possible.
It is no great surprise that Theorem 5.4 determines the Hausdorff dimension
of the extended metric space ⋄(X, dγ).
Proposition 6.1 Suppose (X, d) is a complete extended metric space and ν a
ball Borel measure on X. If there are real numbers R > 0 and λ > 0 such that
for 0 < r < R
k rλ ≤ ν
(
B(x, r)
)
≤ K rλ (10)
then all closed balls in X of radius < R are compact. Moreover,
ν(E) ≤ K Hλ(E) (11)
for any ball Borel set E.
For the inequality in the other direction, there is a constant c > 0 such that
for every Borel set E contained in a separable subset of (X, d) with ν(E) <∞,
then Hλ(E) <∞ and
cHλ(E) ≤ ν(E) (12)
Proof. To show compactness of balls of radius < R, apply Corollary 3.1 to
the complete metric space (X, d) and the ball Borel masure ν. We verify that
the assumptions on ν hold: ν
(
B(x, r)
)
≤ K rλ < ∞ and for all x, x′ ∈ X and
all r < R,
ν
(
B(x, r)
)
ν
(
B(x′, r)
) ≥ k/K > 0.
Let E be an arbitrary set, and {Ai}i∈N any sequence which covers E. Then
choosing xi ∈ Ai,
ν(E) ≤
∑
i
ν(Ai) ≤
∑
i
ν
(
B(xi, diamAi)
)
≤ K
∑
i
diamAi
λ.
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Therefore, ν(E) ≤ KHλδ (E) for any positive δ and letting δ → 0, it follows that
formula (11) holds for any ball Borel set E.
In order to show the inequality in the other direction, we need a polynomial
upper bound on the sizes of coverings by balls. This is proved using well-known
Vitali covering arguments. See for example [8], Theorem 1.10. For completeness
(and since we have been unable to locate a reference with results in the precise
form we need here,) we provide the details in the following subsection.
6.1 Vitali Covering Arguments
We begin with a lemma in which the cardinality bound on coverings is recast,
by brute force, into a slightly more suggestive format:
Lemma 6.2 Let (X, d) be a metric space, a ∈ X, r > 0 and λ ∈]0,∞[. Suppose
there is a σ0 > 0 such that for all σ ≤ σ0, there is an Yσ ⊆ X satisfying
d(z, Yσ) < σ for all z ∈ X and
C = sup
σ∈]0,σ0]
card
(
B(a, r) ∩ Yσ
)
(
r
σ
)λ <∞. (13)
Then the λ-dimensional Hausdorff measure of B(a, r/2) is at most 2λC rλ.
Proof. Suppose σ ∈]0,min(σ0, r/2)]. Every y ∈ B(a, r/2) is at distance < σ
from some zy ∈ Yσ; moreover by the triangle inequality and the fact σ ≤
r/2, zy ∈ B(a, r). By formula (13) there are at most C (r/σ)λ distinct zy.
In particular, the ball B(a, r/2) can be covered by the family {B(zy, σ)}y of
cardinality ≤ C(r/σ)λ. Each such ball has diameter ≤ 2σ. Thus applying the
definition of Hausdorff measure,
Hλσ
(
B(a,
r
2
)
)
≤ 2λ σλ C
(
r
σ
)λ
= 2λ rλ C.
This inequality is valid for 0 < σ ≤ min(σ0, r/2). Thus the λ-dimensional
Hausdorff measure of B(a, r/2) is ≤ 2λ rλ C as claimed. 
It remains to find a suitable supply of such sets Yσ.
Definition 6.3 An extended metric space (X, d) is σ-separated iff d(x, y) ≥ σ
for all x, y ∈ X with x 6= y.
For any metric space (X, d), by Zorn’s lemma there is a set Y ⊆ X which is
maximal with respect to the property of being σ-separated. If Y ⊆ X is maximal
σ-separated, then for any x ∈ X , d(x, Y ) < σ; otherwise, if d(x, Y ) ≥ σ, then
{x} ∪ Y is also σ-separated.
Proposition 6.4 Suppose (X, d) is a metric space, ν a ball Borel measure on
X. Let R > 0 and λ > 0 be such that ν
(
B(a,R)
)
< ∞ and ν(B(x, r)) ≥ k rλ
for x ∈ B(a,R/2) and every r ≤ R/2. Then if r ≤ R/2, the λ-dimensional
Hausdorff measure of B(a, r/2) is at most 4λ k−1 ν
(
B(a, 2 r)
)
.
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Proof. Let r ≤ R/2. Suppose 0 < σ ≤ r and Yσ is maximal σ-separated. We
will show
D =
card
(
B(a, r) ∩ Yσ
)
(
r
σ
)λ ≤ 2λ k−1 r−λ ν(B(a, 2 r)) <∞,
independently of σ. The result will then follow by Lemma 6.2. Since Yσ is
σ-separated, the balls B(z, σ/2) for z ∈ Y are pairwise disjoint. Moreover,
B(a, 2 r) ⊇
⋃
z∈B(a,r)∩Yσ B(z, σ/2). Thus
ν
(
B(a, 2 r)
)
≥
∑
z∈B(a,r)∩Y
ν
(
B(z,
σ
2
)
)
≥ D
(
r
σ
)λ
k
(
σ
2
)λ
= 2−λDk rλ
The estimate on D follows. 
Combining Lemmas 6.2 and 6.4 we very nearly have Hλ is absolutely contin-
uous with respect to ν under the assumptions of Proposition 6.1. This is indeed
true, as is shown by a Vitali covering argument. See for instance [8]. We state
this as a lemma:
Lemma 6.5 Let (X, d) be an extended metric space and 0 < λ <∞. Given an
open set U in (X, d) and ρ > 0, define inductively a sequence of numbers {Ri}i
and closed balls Vi = B(xi, ri) with the following properties:
1. Rm+1 = sup{r ≤ ρ : ∃x ∈ X B(x, r) ⊆ U \
⋃m
i=1 Vi}, where it is under-
stood that if the set of real numbers in braces is empty then the sequences
{Ri}i and {Vi}i terminate at m. Note that if Rm+1 is defined, then it
automatically follows that Rm+1 > 0.
2. If Rm+1 > 0, let xm+1, rm+1 be such that Rm+1 ≥ rm+1 > Rm+1/2 and
B(xm+1, rm+1) ⊆ U \
(⋃m
i=1 Vi
)
.
Then either
∑
i r
λ
i = +∞ or H
λ(U −
⋃
i Vi) = 0.
Proof. If the sequence {Vi}i is finite of length m, then U =
⋃m
i=1 Vi. Suppose∑
i r
λ
i <∞. We show that for every k ∈ N,
U =
k⋃
i=1
Vi ∪
∞⋃
i=k+1
B(xi, 3 ri). (14)
To see this, suppose x ∈ U \
⋃k
i=1 Vi. U is open, so there is an r > 0 such
that B(x, r) ⊆ U \
⋃k
i=1 Vi. Since ri → 0, there is an m such that such that
rm < r/2. B(x, r) must intersect at least one of Vk+1, . . . , Vm−1. Otherwise
B(x, r) ⊆ U \
⋃m−1
i=1 Vi so that Rm ≥ r and hence rm > Rm/2 ≥ r/2 which
contradicts rm < r/2. Let ℓ be the first index ≥ k + 1 such that B(x, r)
intersects Vℓ. Thus Rℓ ≥ r and rℓ > Rℓ/2 ≥ r/2. By the triangle inequality
d(xℓ, x) ≤ rℓ + r ≤ 3 rℓ,
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so x ∈
⋃∞
i=k+1 B(xi, 3 ri) from which (14) follows. If δ > 0 and k in (14) is such
that diamB(xi, 3 ri) = 6 ri < δ, then,
Hλδ (U \
∞⋃
i=1
Vi) ≤ 6
λ
∞∑
i=k+1
rλi −→ 0.
ThusHλδ (U\
⋃∞
i=1 Vi) = 0 and so taking the limit as δ −→ 0, the result follows.
Completion of Proof of Proposition 6.1. We apply Lemma 6.4 as follows:
If r < R/2, this lemma gives an upper bound on the λ-dimensional Hausdorff
measure of any ball B(x, r/2) for r ≤ R/2 of 23λ k−1K rλ.
Consider the case E is open with ν(E) < ∞. Let Vi ⊆ E be a disjoint
sequence of closed balls of radius ri ≤ R/2 such that either
∑
i r
λ
i = +∞ or
Hλ(E \
⋃
Vi) = 0. In the first case,
ν(E) ≥
∑
i
ν(Vi) ≥ k
∑
i
rλi = +∞,
which contradicts ν(E) <∞. Thus for some constants K1,K2,K3,
Hλ(E) =
∑
i
Hλ(Vi) ≤
∑
i
K1 r
λ
i ≤ K2
∑
i
ν(Vi) ≤ K3 ν(E).
Open balls of radius ≤ R/2 have finite ν measure (by assumption) and finite
Hλ measure by the preceding lemmas. By the first part of the theorem, balls
of radius ≤ R/2 are relatively compact, hence separable. By approximation
properties of finite Borel measures (Theorem 1.1 of [16]), it follows that for
open balls V of radius ≤ R/2 inequality (12) holds for arbitrary Borel sets
E ⊆ V . Since each separable Borel set E is a countable union of Borel sets
contained in balls of radius ≤ R/2, the general case follows. 
Definition 6.6 A complete extended metric space for which there are 0 < k ≤
K <∞ and R ∈]0,∞] such that
k rλ ≤ Hλ
(
B(x, r)
)
≤ K rλ (15)
for 0 < r < R is called Ahlfors regular of dimension λ up to R.
We emphasize that this definition allows R = +∞. Note that Ahlfors regularity
up to +∞ is a property about the large scale structure of a space unlike its
dimensional behavior which is a local property.
See [5] for more on this circle of ideas.
6.2 Discrete Characterization of Ahlfors Regularity
We can easily obtain a converse to Proposition 5.4.
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Proposition 6.7 A necessary condition a complete metric space (X, d) be Ahlfors
regular of dimension λ up to some R ∈]0,∞] is that
1. There exist an internal metric space (X, dX) of polynomial growth λ on
[R−, R+] where R− ∼= 0 and 0 ≪ R+ ≪ ∞ if R is finite or R+ is an
unlimited hyperreal in case R =∞
2. (X, d) is a subset of ⋄(X, dX) with the property that for all r < R and all
x ∈ X, B(x, r) ⊆ X.
Lemma 6.8 Suppose µ satisfies inequality (10) for all r ∈]0, R[. Then there
are constants k′,K ′ such that for all σ > 0 and Y ⊆ X which is maximal
σ-separated, the following holds:
k′ ≤
card
(
B(a, r) ∩ Y
)
(
r
σ
)λ ≤ K ′ if 2 σ ≤ r < R/2 and a ∈ X. (16)
Proof. Let D = D(a, r, σ, Y ) be the expression in inequality (16) and let k
and K be as in inequality (10). Since Y is σ-separated, the balls B(z, σ/2) for
z ∈ Y are pairwise disjoint. Thus
µ
(
B(a, 2 r)
)
≥
∑
z∈B(a,r)∩Y
µ
(
B
(
z,
σ
2
))
≥ D
(
r
σ
)λ
k
(
σ
2
)λ
= 2−λDk rλ.
Since 2 r < R, inequality (10) and the previous inequality imply D ≤ 4λK k−1.
In the other direction, B
(
a, r/2
)
⊆
⋃
z∈B(a,r)∩Y B(z, σ). Thus,
µ
(
B
(
a,
r
2
))
≤
∑
z∈B(a,r)∩Y
µ
(
B(z, σ)
)
≤ D
(
r
σ
)λ
K σλ.
Since r/2 > 0, inequality (8) again implies D(a, r, σ, Y ) ≥ 2−λK−1 k. 
To complete the proof of Proposition 6.7, for each real number σ > 0, let Yσ
be a maximal σ-separated subset of X . Consider ⋆ of the function σ → Yσ. By
transfer, [⋆Y ]σ ⊆ ⋆X satisfies (16) and [⋆Y ]σ is maximal σ separated in ⋆X for
every positive hyperreal σ. Taking σ ∼= 0, it follows ⋄([⋆Y ]σ) = ⋄(⋆X). Now let
X = Yσ. X satisfies (1) with R− = 2 σ and R+ = R/2. To prove (2), by Ahlfors
regularity up to R of X , for s < R the closed balls B(x, s) in X are compact
and so B⋄(⋆X)(x, s) = B(x, s) ⊆ X . 
The characterization of Ahlfors regular spaces given by Proposition 6.7 pro-
vides no information about the space (X, dX). The remainder of the paper is
devoted to obtaining a more informative result on the form of (X, dX).
7 Graph Spaces
Graph means undirected graph, without looping edges. We denote the adjacency
relation between vertices x, y in G by x ←→ y. If G is connected, the graph
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distance between x, y ∈ G is the length of the shortest path in G from x to
y. The graph distance is a metric with values in the nonnegative integers; we
denote the graph distance by dist. For each γ ∈ R, let distγ(x, y) =
1
γ dist(x, y).
We use B to denote open balls relative to dist and Bγ to denote open balls
relative to distγ .
We will be mainly considering the ⋆-versions of graph-theoretic concepts.
Vertices x, y of G belong to the same limited component of (G, distγ) iff there
is a path from x to y of length O γ. In particular, if the graph diameter of
(G, distγ) is O γ, then (G, distγ) has exactly one limited component.
We contrast our notion of polynomial growth in metric spaces with the
standard one for graphs: If G is a graph, G has standard polynomial growth
λ ∈ R iff there are constants 0 < c ≤ C <∞ in R such that
c ℓλ ≤ cardB(x, ℓ) ≤ Cℓλ for ℓ ≥ 1. (17)
Note that standard polynomial growth for internal graphs is an external prop-
erty.
Example 7.1 There is a vast literature on growth of finitely generated discrete
groups leading to Gromov’s theorem on virtually nilpotent groups (See [2], [10],
[9], [24].) See [12] for definitions and examples of nilpotent groups.
We will need a basic result on nilpotent groups due to Bass [2]. Recall first
that for a group G, and V ⊆ G such that V = V −1 and e 6∈ V , the Cayley graph
of G relative to V , denoted Cayley(G, V ), is the undirected loopless graph whose
vertices are the elements of G and whose edges are the pairs {x, y} such that
x−1 y ∈ V . If G is a finitely generated nilpotent group, then for any symmetric
generating setW , there exists a d(G) ∈ N such that Cayley(G,W ) has standard
growth d(G). Theorem 2 of [2], provides an explicit formula for d(G).
Proposition 7.1 Suppose G is an internal nilpotent group of class n ∈ N.
Suppose furthermore W ⊆ G is a symmetric set with cardW ∈ N and such
that W generates G as an internal group. Then there is a standard integer λ
such that Cayley(G,W ) is of polynomial growth λ on some interval [2,M ] for
M ∼=∞.
Proof. The external group G∞ generated by W is nilpotent of class ≤ n and
finitely generated. By Bass’s result, Cayley(G∞,W ) is of standard polynomial
growth λ ∈ N. This means that for some c, C ∈]0,∞[,
c ℓλ ≤ card
(
B(e, ℓ) ∩G∞
)
≤ C ℓλ (18)
for all ℓ ∈ N. For ℓ ∈ N, B(e, ℓ) ∩ G∞ = B(e, ℓ). Thus (18) actually implies
an internal condition, i.e. inequality (17) with x = e. Thus by overspill there
is an R+ ∼= ∞ such that (17) holds with x = e for all ℓ ≤ R+. However,
cardB(e, ℓ) = cardB(x, ℓ) for any x ∈ G, so Cayley(G,W ) is of polynomial
growth λ on some interval [2,M ] for M ∼=∞. 
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8 Lifting Measures
Proposition 8.1 Let (X, dX) be a σ-compact metric space, µ a ball Borel mea-
sure on X such that µ(K) <∞ for every compact K ⊆ X, (X, dX) a hyperfinite
space such that ⋄X ⊇ X. Then there is a hypermeasure ν on X such that
PX(ν) | ⋄X = µ.
Proof. This is a special case of the discussion in [1], §5.2 on lifting measures.
The arguments used there rely on more saturation than we need in this paper,
but given the separability assumptions on (X, dX) we can get by with only
countable saturation. For completeness we give a direct proof assuming only
countable saturation.
Assume first X is compact. We may assume without loss of generality that
µ is a probability measure and X = ⋆X . To show this last remark, note there
is a hyperfinite F ⊆ X such that ⋄F = X and a mapping g : ⋆X → F which
makes the following diagram commutative:
⋆X
g
✲ F
X
ϕ⋆X
❄ idX
✲ X
ϕF
❄
Thus any lifting for µ in ⋆X can be pushed over by g to a lifting for µ in F .
There is a countable set K of compact sets in X such that every open set in
X is the union of a nondecreasing sequence of K. By the saturation property,
there is a hyperfinite boolean algebra F ⊆ ⋆B, where B is the Borel algebra of
the compact metric space X , such that for each K ∈ K, ⋆K ∈ F . Now there
is an internal operator κ on the limited nonnegative hyperfinitely additive set
functions on F such that for any limited hyperfinitely additive set function ν,
κ(ν) extends ν and is a limited hypermeasure on ⋆X . ⋆µ is a limited nonnegative
hyperfinitely additive set function on the algebra ⋆B. Let ν = κ (⋆µ|F) and
ρ = P(ν). ⋆µ has total mass one and thus ν has total mass one. ρ is a Borel
measure on X of total mass ≤ 1. For any K ∈ K, ⋆K ⊆ ϕ−1(K) so that
ρ(K) = L(ν)(ϕ−1(K)) ≥ L(ν)(⋆K) = st(⋆µ(⋆K)) = µ(K).
By monotonicity of measures, and the fact every open set is the union of a
nondecreasing sequence of K, it follows that ρ(U) ≥ µ(U) for any open set U .
By regularity (see [16], Theorem 1.4) , ρ(E) ≥ µ(E) for any Borel set E. Since
µ is a probability measure and ρ(X) ≤ 1, ρ is also a probability measure. It
follows ρ = µ.
In the general case, there is a nondecreasing sequence of compact sets {Ki}i∈N
such that X =
⋃
iKi. For each i ∈ N, let Ei ⊆ X be hyperfinite and such that
⋄Ei ⊇ Ki. Existence of the sets Ei follows immediately from countable sat-
uration. Clearly we may assume Ei ⊆ Ei+1. By assumption, µ|Ki is a finite
Borel measure. By the special case considered in the previous paragraph, there
is a sequence of limited hypermeasures {νi}i∈N such that νi is supported in Ei
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and P(νi) = µ|Ki. We may assume νi ≤ νi+1. Proof: Consider µ|Ki as a mea-
sure on Ki+1 by assigning total measure 0 to Ki+1 \Ki. With this convention,
µ|Ki ≤ µ|Ki+1, so that µ|Ki+1 − µ|Ki is also a finite countably additive mea-
sure. Now let ν′i+1 be such that P(ν
′
i) = µ|Ki+1 − µ|Ki and ν
′
i+1 is supported
in Ei+1. Then νi+1 = ν
′
i+1 + νi is the desired measure.
ϕ−1(Ki) is Borel, so by approximation of Loeb measurable sets of finite
measure by internal subsets, there is an internal set Fi such that ϕ
−1(Ki) ⊆ Fi
and
νi+1(Fi) ≤ L(νi+1)
(
ϕ−1(Ki)
)
+ 2−(i+1).
Now
L(νi+1)
(
ϕ−1(Ki)
)
= P(νi+1)(Ki) = µ(Ki) = P(νi)(Ki) = L(νi)
(
ϕ−1(Ki)
)
,
so
νi+1(Fi) ≤ L(νi)
(
ϕ−1(Ki)
)
+ 2−(i+1) ≤ L(νi)
(
Fi) + 2
−(i+1) ≤ νi(Fi) + 2−i.
Since νi ≤ νi+1 it follows that for all internal A ⊆ Fi,
νi(A) ≤ νi+1(A) ≤ νi(A) + 2
−i.
Now apply saturation and overspill, to conclude that the sequences νk, Ek
and Fk have extensions to hyperfinite sequences defined for 1 ≤ k ≤ N such
that
1. Ei ⊆ Ei+1 for i ≤ N − 1,
2. Ei is hyperfinite and Ei ⊆ Fi for i ≤ N ,
3. νi(A) ≤ νi+1(A) ≤ νi(A) + 2−i for i ≤ N − 1 and all internal A ⊆ Fi.
It follows from item 3, that for j ≥ i,
νi(A) ≤ νj(A) ≤ νi(A) + 2
−(i−1) (19)
for all internal A ⊆ Fi. It follows immediately from (19) and the monotone class
theorem that for any inner Borel set A ⊆ Fi,
L(νi)(A) ≤ L(νj)(A) ≤ L(νi)(A) + 2
−(i−1).
Let ν = νN . We need to show that for any Borel set A ⊆ ⋄X, P(ν)(A) =
µ(A). If i ∈ N, then for any ball Borel set A ⊆ Ki, ϕ
−1(A) ⊆ ϕ−1(Ki) ⊆ Fi, so
µ(A) = P(νi)(A) = L(νi)
(
ϕ−1(A)
)
≤ L(ν)
(
ϕ−1(A)
)
= P(ν)(A)
≤ L(νi)
(
ϕ−1(A)
)
+ 2−(i−1)
= P(νi)(A) + 2
−(i−1) = µ(A) + 2−(i−1)
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Since i is arbitrary, µ(A) = P(ν)(A) for any Borel set A which is a subset of
some Ki. However,
⋃
i∈NKi = X , so by countable additivity of µ and of P(ν),
the result follows for all Borel sets A ⊆ X . 
A hypermeasure on the internal subsets of X is uniform if all the singleton
sets have the same mass. Define the density of ν to be the mass of each singleton.
Proposition 8.2 Let ν be a hypermeasure on a hyperfinite set X. Then there
is a uniform hypermeasure µ on a hyperfinite set Y and an internal mapping
p : Y → X such that µ(p−1(A)) ∼= ν(A) for every internal A ⊆ X and µ(Y) ≤
ν(X).
Proof. Assume X = {1, . . . , N} and let ν1, . . . , νN be the masses of the atoms
of X. Let M be such that M/N ∼= ∞. For each i ∈ {1, . . . , N} there is a
unique hyperinteger 0 ≤ ki such that ki/M ≤ νi < (ki + 1)/M . Let {Bi}1≤i≤N
be disjoint sets such that card(Bi) = ki, and define p : Y → X so that p is
identically i on Bi, for i ≥ 1. Let µ be the hypermeasure on Y which assigns
the mass 1/M to each singleton of Y. For every internal A ⊆ X,
µ(p−1(A)) =
∑
i∈A
µ(Bi) =
∑
i∈A
ki/M =
∑
i∈A
(νi + oi) = ν(A) +
∑
i∈A
oi
Now |
∑
i∈A oi| ≤
∑
i∈X |oi| ≤ N/M ∼= 0. Finally µ(Y) =
∑
i ki/M ≤
∑
i νi =
ν(X). 
It is clear that there is a lot of leeway in the choice of density 1/M . In
particular, M can be chosen to be a hyperinteger. In case µ is a hypermeasure
on X and (X, d) is an internal metric space, we can take Y to be an internal
metric space. In case (X, d) is a graph metric space we can Y to be a graph
metric space also.
Definition 8.3 A spiked graph over G is a family of connected loopless graphs
{Hv}v∈nodes(G) which are pairwise disjoint and such that v ∈ Hv for each node
v of G.
The disjoint union of a spiked graph is the loopless graph G′ obtained as
follows: The set of nodes of G′ is the disjoint union
⊔
v nodes(Hv). An edge of
G′ is either an edge in G or an edge in one of the graphs Hv. We will use the
expression
⊔
vHv to denote the disjoint union.
The base projection of the disjoint union is the mapping which is identically
v on Hv.
We will use informal but suggestive terminology to describe spiked graphs:
The graphs Hv are the spikes, etc.. Note that the disjoint union of a spiked
graph over G contains G as a full subgraph. A spike extension of a graph G is
a loopless graph G′ which is the disjoint union of a spiked graph over G.
Proposition 8.4 Under the assumptions of Proposition 8.2, if (X, dX) is an
internal metric space, we may assume (Y, dY) is an internal metric space and
p : Y → X satisfies
dX(p(y), p(y
′)) ≤ dY(y, y′) ≤ dX(p(y), p(y′)) + ǫ(y, y′)
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where ǫ(y, y′) ∼= 0.
Suppose dX is δ×dist where δ ∼= 0 and dist the metric associated to a loopless
graph on X. Then dY can also be taken as δ dist′ for some metric associated to a
loopless graph on Y which is a spike extension of X and p is the base projection.
Proof. Provide each set p−1(x) with a metric d′x which assumes only infinites-
imal values and with a distinguished point yx. The metric d
′
x can be chosen
in a completely arbitrary way, but one possible choice is as follows: Choose an
infinitesimal θ and d′x(a, b) = θ, whenever a 6= b. Define
dY(y, y′) = dX(p(y), p(y′)) + d′p(y)(y, yp(y)) + d
′
p(y′)(yp(y′), y
′)
It is clear dY has the desired properties.
In the case dX = δ × graph metric on X, consider Y as a loopless graph
obtained by attaching spikes to X, where now each spike is a complete graph.
Then p : Y → X is the mapping which maps each member of Y to the attachment
point of the spike in X. Since each spike is a complete graph, dist(y, y′) ≤ 1 for
all y, y′ on a spike, the metric dY on each spike is infinitesimal. 
The space Y of the preceding result can be regarded as an infinitesimal
thickening of X. Note that also the following diagram commutes
Y
p
✲ X
⋄Y
ϕY
❄
✲ ⋄X
ϕX
❄
where the bottom arrow is an isometric isomorphism.
8.1 Graph Regularity
Nothing has been said about a regular graph structure on Y (e.g., all nodes have
the same degree), but this can also be arranged.
Proposition 8.5 Under the assumptions of Proposition 8.2, suppose dX is δ×
dist where δ ∼= 0 and dist is the metric associated to a loopless graph on X.
Then dY can also be taken as δ dist
′ for some metric associated to a regular
loopless graph on Y which is a spike extension of X.
Proof. By Proposition 8.4, we may assume ν is a uniform hypermeasure on
X with density M . Let k ∈ ⋆N be odd and such that k ≥ 3 + maxx∈X degX(x).
Since X is hyperfinite, such a k exists. There exists a spiked graph over X,
{Fx}x∈X such that
1. cardFx = k + 3,
2. For each x ∈ X, x has degree k + 1− deg
X
(x) in Fx,
3. For each x ∈ X and all y ∈ Fx \ {x}, y has degree k + 1 in Fx.
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Then the loopless graph Y =
⊔
x∈X Fx (see Definition 8.3) is regular of degree
k + 1. If dist′ is the graph distance on Y, then each x ∈ X is at dist′ distance
at most 2 from every y ∈ Fx. To see this, note that by the degree assumption
on x, x is connected to at least one yx ∈ Fx \ {x}. By the degree assumption
on y, every y ∈ Fx \ {x} is connected to all other y
′ ∈ Fx but one. If y is
connected to x, we are done. Otherwise, y is connected to yx. It follows that
each x ∈ X is at infinitesimal dY distance from every y ∈ Fx. Let ν′ be the
uniform hypermeasure on Y with density M/(k + 3).
We need to prove that for each x there is a loopless graph Fx with the
required property. Start off with a disjoint family of sets {Fx}x∈X such that
x ∈ Fx and cardFx = k + 3. We will add edges to Fx so that the above
requirements are met. Partition Fx into the sets {x}, A and B as shown in the
figure, where s = k + 1− degX(x) ≥ 4:
k + 2− s nodes s nodes
B A {x}
The line on the right represents a set of s edges joining x to each of the smembers
of A. As the following lemma shows, we can add edges between members of A
so that each element of A is joined to exactly s− 2 other elements of A:
Lemma 8.6 Suppose cardA ≥ 4 is even and r ≤ cardA − 2 is even. Then
there is a connected loopless graph on A which is regular of degree r.
Proof. Let s = cardA and consider the additive group Z/(s). Z/(s) is
a cyclic group of order s. Let V be the subset of Z/(s) consisting of the
equivalence classes of ±1, . . . ,±r/2. V has cardinality r. The Cayley graph
Cayley(Z/(s), V ) is regular of degree r. Since 0 6∈ V , Cayley(Z/(s), V ) is also
loopless. 
Each element of A so far has attached s− 1 edges : s− 2 connected to other
members of A and 1 edge to x. To get up to k+1 edges per node, we must leave
k + 1− (s − 1) = k + 2− s unattached out edges for each of the s members of
A. This is a total of s(k + 2− s) dangling edges (to the left) from A. Similarly
each element of B can be joined to k + 1 − s nodes of B — just consider the
complete graph on B— leaving k + 1 − (k + 1 − s) = s unattached out edges
per element of B. This is a total of s(k + 2 − s) dangling edges (to the right)
from B. Now attach each right edge from B to a unique left edge from A. 
9 Spaces from Graphs
Example 9.1 Consider Rn with the metric d(~x, ~y) =
∑
k |xi− yi|. This metric
is sometimes called the Taxicab distance [18]. Closed n-cubes
∏n
i=1[ai, bi] in R
n
have the length space property with respect to the Taxicab metric.
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Example 9.2 More generally, in the case n ≥ 2 it is geometrically clear that
the result of removing a finite number of open n-cubes from a closed n-cube is
also a length space. This example easily extends to the removal of a countable
number of disjoint open n-cubes.
Example 9.3 Suppose G is a hyperfinite loopless graph with graph distance
dist. For any M ∼= ∞, ⋄(G, distM ) is a length space. Proof: Suppose xˆ, yˆ ∈
⋄G are such that st
(
distM (x, y)
)
= ⋄distM (xˆ, yˆ) = a. Thus there is a path
x = z0 ←→ z1 · · · ←→ zn = y with n = dist(x, y) and a = st(n/M). The map
T = {0, 1/M, . . . , n/M} → (G, distM ) given by j/M 7→ zj is clearly isometric
and thus factors through an isometry [0, a]→ ⋄(G, distM ).
In this section we will characterize Ahlfors regular length spaces (X, dX) as
bounded components of hulls of hyperfinite spaces (X, d). The main technical
point of the proof is to show that a certain subset Y of X has polynomial growth.
Specifically, we need estimates of the kind
k rλ ≤ card
(
B(x, r) ∩ Y
)
≤ K rλ
for x ∈ Y. Note that this lower bound is stronger than the lower bound k rλ ≤
cardB(x, r).
Lemma 9.1 Suppose (X, d) is a length space and ρ > 0. Let a, x ∈ X be such
that d(a, x) ≤ ρ. Then for all r such that 0 ≤ r ≤ ρ, there is a c ∈ X such that
B
(
c,
r
2
)
⊆ B(a, ρ) ∩ B(x, r). (20)
Proof. We consider two cases:
Suppose d(a, x) < r/2. In this case take c = x. Obviously, B(x, r/2) ⊆
B(x, r). If y ∈ B(x, r/2), then d(a, y) ≤ d(a, x) + d(x, y) < r/2+ r/2 = r ≤ ρ so
that B(x, r/2) ⊆ B(a, ρ).
Suppose d(a, x) ≥ r/2. In this case we need the length space property of
(X, d). Let ρ′ = d(a, x). There is an isometric map f : [0, ρ′]→ X with f(0) = a
and f(ρ′) = x. Since 0 ≤ ρ′ − r/2 ≤ ρ′, c = f(ρ′ − r/2) is well-defined. Now
d(a, c) = ρ′ − r/2 and d(c, x) = |ρ′ − r/2 − ρ′| = r/2. Thus by the triangle
inequality, B(c, r/2) ⊆ B(x, r) and B(c, r/2) ⊆ B(a, ρ′) ⊆ B(a, ρ). 
Lemma 9.2 Suppose (X, d) is an Ahlfors regular length space of dimension λ
up to R. Then there exists k′ > 0 such for every a, x ∈ X and r, ρ > 0 satisfying
r < R and r ≤ ρ and d(x, a) ≤ ρ,
k′ rλ ≤ Hλ
(
B(x, r) ∩ B(a, ρ)
)
Proof. Let k be as in Formula (15). By the preceding lemma there is a c
satisfying the inclusion (20). Thus,
k
(
r
2
)λ
≤ Hλ
(
B(c,
r
2
)
)
≤ Hλ
(
B(x, r) ∩ B(a, ρ)
)
so k′ = 2−λ k will do. 
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Proposition 9.3 Suppose (X, dX) is an Ahlfors regular length space of dimen-
sion λ up to R ∈]0,∞], (X, dX) is a hyperfinite space such that
1. (X, dX) is a bounded component of ⋄(X, dX),
2. For some uniform hypermeasure ν on X, PX(ν)|X = Hλ.
Then there is an internal Y ⊆ X such that ⋄Y ⊇ X and (Y, dX|Y) is of poly-
nomial growth λ on some interval [R−, R] with R− ∼= 0 in case R is finite or
[R−, R∞] for some unlimited R∞ and R− ∼= 0 in case R =∞.
Proof. Choose a ∈ X so that aˆ ∈ X . In particular, X is the bounded compo-
nent of aˆ. For any standard r, standard ρ and x ∈ X the Formula (3) implies
st ν
(
B(x, r/2)
)
= L(ν)
(
B(x, r/2)
)
≤ L(ν)
(
ϕ−1 B(xˆ, r)
)
= P(ν)
(
B(xˆ, r)
)
= Hλ
(
B(xˆ, r)
)
and similarly,
st ν
(
B(x, r) ∩ B(a, ρ)
)
= L(ν)
(
B(x, r) ∩ B(a, ρ)
)
≥ L(ν)
(
ϕ−1 B(xˆ, r) ∩ ϕ−1 B(aˆ, ρ)
)
= P(ν)
(
B(xˆ, r) ∩ B(aˆ, ρ)
)
= Hλ
(
B(xˆ, r) ∩ B(aˆ, ρ)
)
.
Now we use the bounds given by Ahlfors regularity with the modified lower
bound given by Lemma 9.2: If x ∈ X and r, ρ are standard such that r < R,
r ≤ ρ and d(a, x) ≤ ρ,
k rλ ≤ Hλ
(
B(xˆ, r) ∩ B(aˆ, ρ)
)
We translate these inequalities as follows. Let 1/M be the density of ν. If x ∈ X
and r, ρ are standard such that r < R and d(a, x) ≤ ρ,
st
(
cardB(x, r/2)
M
)
≤ K rλ
and if in addition r ≤ ρ,
st
(
card
(
B(x, r) ∩ B(a, ρ)
)
M
)
≥ k rλ.
Thus, for standard K ′ > K and k′ < k and all standard ρ and standard r such
that 0 < r < R and x ∈ X such that d(a, x) ≤ ρ
cardB(x, r/2) ≤MK ′ rλ
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and if in addition r ≤ ρ,
card
(
B(x, r) ∩ B(a, ρ)
)
≥M k′ rλ
Now the same inequalities holds for arbitrary r ∈ ⋆R for which 0≪ r ≪ R
as is shown in the following lemma:
Lemma 9.4 Suppose ψ is an internal nondecreasing function on ⋆[0,∞[ and
k,K are positive standard constants such that:
k sλ ≤ ψ(s) ≤ K sλ (21)
for all standard s in some interval ]α, β[ with α, β positive. Then inequality (21)
holds for all s ∈ ⋆R such that α ≪ s ≪ β with a possibly different value for
K (not exceeding (3/2)λ the original value of K) and for k (but not less than
(2/3)λ the original value of k).
Proof. If α ≪ s ≪ β, there is a standard r ≪ β such that s ≤ r ≤ 3/2 s; for
instance, take r = 1/2
(
st(s) + min(st(β) + 3/2 st(s))
)
in case β is limited and
r = 5/4 st(s) otherwise. Thus
ψ(s) ≤ ψ(r) ≤ K rλ ≤ (3/2)λK sλ,
and similarly for the lower bound. 
Completion of Proof of Proposition of 9.3. By the lemma, for standard
ρ, for r ∈ ⋆R such that 0≪ r ≪ R and x ∈ X such that d(a, x) ≤ ρ
cardB(x, r)
rλ
≤MK ′ (22)
and if r ≪ ρ,
card
(
B(x, r) ∩ B(a, ρ)
)
rλ
≥M k′ (23)
For every ρ ∈ N let rρ = 1/ρ. Then
1. Inequality (22) holds for r such that rρ ≤ r ≤ R− rρ and d(a, x) ≤ ρ. In
the case R = +∞, inequality (22) holds for limited r such that rρ ≤ r.
2. Inequality (23) holds for r which in addition satisfy r ≤ ρ− rρ.
In particular, by saturation and overspill there is a ρ ∼=∞ and an r∞ ≤ 1/ρ ∼= 0
such that these same inequalities hold for limited r such that r∞ ≤ r ≤ R− r∞.
Note that the additional restriction given by item (2) to insure the validity of
inequality (23) disappears since r is limited.
Note that if R = +∞, use overspill to conclude that these same inequalities
hold for r such that r∞ ≤ r ≤ R+ for some unlimited R+.
To complete the proof, let Y = B(a, ρ). 
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Remarks. Note that the only property that we have used of Hausdorff mea-
sure Hλ on (X, d) is that it satisfies an inequality of the form (10). Thus the
same result is true of any Borel measure µ on X which is boundedly equiva-
lent to λ-dimensional Hausdorff measure, that is which is absolutely continuous
with respect to Hausdorff measure and for which the Radon-Nikodym derivative
satisfies
c ≤
dµ
dHλ
(x) ≤ C for almost all x ∈ X ,
where 0 < c ≤ C <∞ and “almost all” is relative to Hλ.
10 Representation of Ahlfors Regular Spaces
Suppose δ is a hyperreal. An internal metric space is δ-connected iff for every
x, y ∈ X with δ ≤ d(x, y), there is a sequence x = x0, . . . , xn = y such that
d(xi, xi+1) ≤ δ for all i ≤ n− 1 and nδ ∼O d(x, y). Gromov in [22] introduces
a related notion called long range connectedness. Note that our definition is
external.
Example 10.1 Suppose (X, d) is an internal length space. Then for any δ > 0,
(X, d) is δ-connected. Proof: Let δ ≤ a = d(x, y). By assumption, there is
an internal isometric map f : [0, a] → X such that f(0) = x, f(a) = y. Let
n be the largest hyperinteger such that (n − 1) δ < a and define tk = k δ for
k ≤ n− 1, tn = a. As succesive tk’s differ by less than δ and f is an isometry,
d(f(tk+1), f(tk)) ≤ δ. Moreover, (n− 1) δ < a ≤ n δ so 1 ≤ n δ/a < 1+ δ/a ≤ 2
and therefore n δ ∼O a.
We will using the following internal function between subsets of X: d(A,B) =
supx∈A infy∈B d(x, y). This function, unlike the Hausdorff distance function on
subsets is not symmetric.
Proposition 10.1 Suppose Y ⊆ X, and d(X,Y) ≤ δ. If X is δ-connected, then
Y is 4δ-connected.
Proof. Suppose x, y ∈ Y and δ < 4 δ ≤ d(x, y). By assumption there is a
sequence x = x0, . . . , xn = y in X such that d(xi, xi+1) ≤ δ for all 0 ≤ i ≤ n− 1
and nδ ∼O d(x, y). Since d(X,Y) ≤ δ, there are x = x′0, x
′
1, . . . , x
′
n−1, x
′
n = y
in Y such that d(x′i, xi) ≤ 3/2δ for i = 1, . . . n − 1. Therefore, for each i,
d(x′i, x
′
i+1) ≤ d(x
′
i, xi) + d(xi, xi+1) + d(xi+1, x
′
i+1) ≤ 4δ. 
The δ-graph associated to a metric space (X, d) is defined as follows; The
vertices of the graph consists of the points of X and edges x←→ y iff d(x, y) ≤ δ.
Do not confuse the δ-graph distance dist with δ × dist!
Proposition 10.2 Suppose (X, d) is δ-connected and dist is the δ-graph dis-
tance on X. Then there is a c≫ 0 such that for all x, y ∈ X with δ ≤ d(x, y),
c δ dist(x, y) ≤ d(x, y) ≤ δ dist(x, y).
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Proof. If dist(x, y) = n, then by the definition of graph distance, there is a
sequence x = x0, . . . , xn = y such that d(xi, xi+1) ≤ δ. Thus by the triangle
inequality, d(x, y) ≤ nδ = δ dist(x, y). In the other direction, suppose δ ≤
d(x, y). dist(x, y) is the smallest hyperinteger n such that there is a sequence
x = x0, x1, . . . , xn = y in X with d(xi, xi+1) ≤ δ for all 0 ≤ i < n − 1. Since
(X, d) is a δ-space, there is a sequence with these properties and the additional
property 0 ≪ d(x, y)/(n δ). In particular, cx,y = d(x, y)/(dist(x, y) δ) ≫ 0.
Take c = inf{cx,y : δ ≤ d(x, y)} ≫ 0 which is the infimum over an internal
condition. Thus d(x, y) ≥ c δ dist(x, y). 
Proposition 10.3 Let (X, d) be internal and δ-connected. Then there is a δ-
separated Y ⊆ X with d(X,Y) ≤ δ satisfying the following property: If dist is
the δ-graph metric on Y, then δ dist is S-Lipschitz equivalent to d on Y.
Proof. Let Y ⊆ X be maximal δ-separated. In particular, d(X,Y) ≤ δ. By
Proposition 10.1, Y is 4δ-connected. Now if x, y ∈ Y with x 6= y, then d(x, y) ≥ δ
so by Proposition 10.2,
0≪
d(x, y)
4δ dist(x, y)
∼O
d(x, y)
δ dist(x, y)
≪∞.
Thus δ dist on Y is S-Lipschitz equivalent to the metric d. 
Note that nothing said so far implies Y can be taken to be hyperfinite.
Proposition 10.4 Suppose δ ∼= 0 and (X, d) is an internal δ-connected space
such that all closed balls B(x, δ) are ⋆-precompact. Then there is a graph Y ⊆
X with d(X,Y) ≤ δ such that δ dist is S-Lipschitz equivalent to d and Y is
hyperfinitely branching. In particular B(a, r) ∩ Y is hyperfinite for any r ∈ ⋆R
and a ∈ Y.
Proof. Let Y ⊆ X be as in Proposition 10.3 with the δ-graph structure. All
nodes a ∈ Y have hyperfinitely many adjacent nodes. In fact let A ⊆ B(a, δ) be
hyperfinite and such that every x ∈ B(a, δ) is distance < δ/2 from some xA ∈ A.
Such a set A exists by ⋆-precompactness of B(a, δ). By definition of the δ-graph,
all nodes adjacent to a in the δ-graph of Y are members of B(a, δ); since Y is
δ-separated, all nodes in Y are at distance ≥ δ from each other. Thus x 7→ xA is
injective on the set of nodes of Y adjacent to a. In particular the cardinality of
this set is ≤ cardA which is hyperfinite. Therefore Y is hyperfinitely branching.
It follows that the set of points of Y at graph distance < ∞ (but possibly
unlimited) from any a ∈ Y is hyperfinite. In particular, the set of points at d
distance <∞ from any a is hyperfinite. 
Remarks. The graph Y may have unlimited branching at each node. If X
has the property that B(x, δ) is covered by a limited number of balls B(x, δ/2),
then we may assume the graph Y has limited branching. For the set A in the
above proof can be assumed limited.
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Theorem 10.5 Suppose (X, d) is an Ahlfors regular length space of dimension
λ up to R ∈]0,∞]. Then there is a hyperfinite graph space (X, dX), a Lipschitz
equivalent metric d′ on X and a hyperreal R+ such that the following hold:
1. (X, d′) is a bounded component of ⋄(X, dX).
2. For some uniform hypermeasure ν on X, PX(ν)|X = Hλ (Hausdorff mea-
sure with respect to the original metric d, though see the remarks below).
3. (X, dX) is of polynomial growth λ on [R−, R+] where R− ∼= 0 and 0 ≪
R+ ≪∞ if R is finite or R+ is an unlimited hyperreal in case R =∞.
Proof. Since (X, d) is a complete Ahlfors regular space, it is locally compact
(See Proposition 6.1). By basic results on length spaces, all closed balls in (X, d)
are compact. It follows ⋆(X, d) is an internal length space such that all closed
balls are ⋆-compact. Moreover, by Proposition 2.8, the bounded component of
X in ⋄(⋆X) is X itself.
Let δ be an arbitrary positive infinitesimal. Consider the δ-graph structure
on ⋆(X, d). Apply Proposition 10.4 to X = ⋆X to conclude the existence of a
subgraph Y with the properties stated there. In particular, the metrics δ dist
and ⋆ d on Y are S-Lipschitz equivalent. Since d⋆X(
⋆X,Y) ≤ δ, if follows ⋄Y =
⋄(⋆X). Moreover, the metric ⋄(δ dist) is Lipschitz equivalent to ⋄(⋆ d). Now let
a ∈ Y be such that aˆ ∈ X ; then for r unlimited (but r ∈ ⋆R), Z = B(a, r) ∩ Y
is hyperfinite, and such that ⋄Z ⊇ X and X is a bounded component of ⋄Z.
Let d′ be the metric ⋄(δ dist) restricted to X . By the previous paragraph,
d′ is Lipschitz equivalent to ⋄(⋆ d)|X = d. Now (X, d) is separable since it is a
complete length space and in particular, X is σ-compact with respect to d′. Let
µ be λ-dimensional Hausdorff measure relative to the metric d. µ is finite on
compact sets and is boundedly equivalent to Hausdorff measure relative to the
metric d′. It follows by Proposition 8.1 that there is a hypermeasure ν on Z
such that PZ(ν)|X = µ. Now supp(ν) = {z ∈ Z : νz 6= 0} is an internal set. In
addition, by the Ahlfors regularity property of Hausdorff measure, ⋄(supp(ν)) ⊇
X . Thus we can assume without loss of generality that νz 6= 0 for all z ∈ Z.
By Proposition 8.4, we can also assume ν is a uniform hypermeasure on Z
with density 1/M . Applying Proposition 9.3 and the remarks after the proof
of Proposition 9.3 to (Z, dZ), we can immediately read off the main conclusion
of the theorem. Thus there is a hyperfinite Z ′ ⊆ Z such that ⋄Z ′ ⊇ X and
(Z ′, dZ) is of polynomial growth on some interval [R−, R] where R− ∼= 0. 
Remarks. Note that in the previous result, Hλ may be replaced by any mea-
sure which is boundedly equivalent to Hλ. See the remark after Proposition 9.3.
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