Abstract. A mathematical model, based on a mesoscopic approach, describing the competition between tumor cells and immune system in terms of kinetic integro-differential equations is presented. Four interacting populations are considered, representing, respectively, tumors cells, cells of the host environment, cells of the immune system, and interleukins, which are capable to modify the tumor-immune system interaction and to contribute to destroy tumor cells. The internal state variable (activity) measures the capability of a cell of prevailing in a binary interaction. Under suitable assumptions, a closed set of autonomous ordinary differential equations is then derived by a moment procedure and two three-dimensional reduced systems are obtained in some partial quasi-steady state approximations. Their qualitative analysis is finally performed, with particular attention to equilibria and their stability, bifurcations, and their meaning. Results are obtained on asymptotically autonomous dynamical systems, and also on the occurrence of a particular backward bifurcation.
having in mind any specific biological problem. In this work a discretization is two limiting situations of most practical interest, in which the dimension of the 23 phase space reduces to three. Section 4 is concerned with the case where the host 24 environment is a sort of infinite background whose state is not affected by the process 25 going on. The resulting reduced three-dimensional system of ODEs for tumor cells, 26 immune system and interleukins can be investigated in the framework of the theory 27 of the asymptotically autonomous differential systems [28] , and we will show that its 28 asymptotic behaviours can be deduced from an easier two dimensional limit system. We assume that only binary interactions are effective in the evolution, and restrict 39 ourselves to space homogeneous conditions. A detailed knowledge of the state of 40 the whole system is provided by the four distribution functions (densities in phase 41 space) f i (u, t), smooth non-negative functions, from which one can deduce the cel- f i (u, t) du.
(
Balance equations in phase space may be derived by equating the rate of change 45 at time t of the i-th populations in the elementary activity interval du to the 46 corresponding net production rate (gain minus loss) due to all events of any na-1 ture taking place in the system, including any effect coming from external sources, 2 treatments, spontaneous mortality, and so on. An important contribution to the 3 exchange rates comes of course from the mutual interactions among cells, and these 4 can be described by suitable pairwise "collision" operators Q ij , representing the 5 effects on cells of type i of binary encounters with those of type j, in a way that 6 closely resembles models and methods of gas kinetic theory [10] , where individu-7 als are molecules, state variable is velocity, and interactions are actual mechanical 8 collisions. We may write the kinetic equations in the form
where J i collects all contributions of events different from cellular interactions.
10
As a first step, we build up the interactive operators Q ij . A significant difference 11 with respect to gas dynamics is that encounters are not conservative, but, as typical 
Similarly, we shall denote by d ij (u, v) the collision frequency of an (i, u) cell with 21 a (j, v) cell in an encounter which is not conservative for the population i, and by
the reduced collision frequency which is relevant to proliferative 23 interactions only. For the latter events, the expected density of i cells which end up 24 in the state w will be labeled by ε ij (u, v; w), and the integral
provides the average number of i cells generated in the proliferative encounter (i, u)-
. Such a number is in general greater than unity.
27
At this point, the count of the number of gains and losses leads to the explicit 28 expression for the kinetic "collision" operator
in its usual nonlocal form of integral type. Kinetic equations (2) are explicit once 1 all previous probabilities, as well as all physical specific parameters making up the 2 non-interactive operators J i , are known or appropriately modeled.
3
For practical purposes, one is mainly interested in the evolution of the macro-4 scopic quantities n i , and hopefully a set of ordinary differential equations could be 5 obtained from the integro-differential equations (2) by integration with respect to 6 the state variable u. The result, however, is not closed in general, since cell densities 7 do not factor out directly from the integrals. For instance, integration of (3) over
where of course conservative interactions are not influential, and the positive or 10 negative contribution to n i of the general cells of type j depends on the sign of
If such parameters were constant, the collision contribution (4) would
12
reduce to a quadratic form in the densities n i .
13
We proceed now to the formulation of a kinetic model for the considered prob- we will call active all cells with positive state, and passive those with a negative one. conservative for the immune system, whose activity however always decreases, and
35
is changed from positive to negative in the former event. This is quantified by
where U denotes Heaviside function.
37
An interaction between a tumor cell and a cell of the host environment always 38 ends up with tumor proliferation, namely
In addition, the host environment is supposed to be endowed with a self-consistent 1 control mechanism which tends to establish, for an optimal functioning, a given 2 distribution f * 2 (u) of the host cells, with a strength depending linearly on the in-3 stantaneous deviation through a rate parameter ν 2 (u). In other words,
An encounter between a cell of the immune system and an interleukine is conser-5 vative for both populations, and increases the state of the immune system in such a 6 way that a passive cell always undergoes a transition to a positive state. Explicitly
In addition, interleukins are subject to decay in time at a given rate α 4 (u), but, as 8 well known, there are possible mechanisms by which they can be replaced. Here we 9 shall model that in the simplest possible way, assuming that a positive source γ 4 (u)
10
acts on the body, as a result, for example, of a medical treatment. In other words
This completes the list of possible processes that are considered significant for 12 the evolution of our four populations system. All other interaction parameters 
(10) An expected feature of the model is that integration over u of the third equation 17 leads to the conclusion that the immune system population n 3 is constant in time, 
and n 3 = n 
we end up with the four dimensional dynamical system in the four non-negative 
where all dimensionless parameters are positive, and X = n 3 /n * 2 represents the represents the rate at which interleukins are injected 5 into the system by external sources;
is the spontaneous death rate of interleukins;
measures the destruction rate of host environment due to the 8 action of tumor;
represents the spontaneous convergence rate of the host 10 environment towards its saturation (equilibrium) value.
11
Of course, in our scaling, the proliferation rate of tumor by interaction with the 12 host environment is unity. All unknowns are non-negative, and X 3 can not exceed 13 the upper bound X.
14 As it can be seen from (14) to rewrite the set of ODEs as
a three-dimensional dynamical system depending on 6 scalar parameters.
1
It can be easily proved that the first octant is a positively invariant set, thus 2 the positivity of solutions, starting from positive initial conditions, is guaranteed. and then cannot be crossed. The system (15) admits the equilibrium points
where the first represents the optimal working conditions of the organism (no tu-6 moral cells and immune system fully active) whereas the second, which makes sense The local stability properties of equilibrium states E 1 and E 2 can be easily de-
10
termined by the analysis of the eigenvalues of the Jacobian matrix associated to equilibrium state E 2 . As regards the stability of E 2 , the Jacobian matrix J(E 2 ) is
15
given by
with eigenvalue λ 3 = −E < 0 and real eigenvalues λ 1 and λ 2 of opposite sign since the first minor J 33 has trace and determinant both negative in the admissibility 18 domain of E 2 (A > 1/X). Therefore, E 2 is a saddle point when it exists, with a 19 two-dimensional stable and a one-dimensional unstable manifolds, respectively.
20
The phase portrait of (15) for A > 1/X is presented in Fig. 1 (parameter values 
The autonomous system (15) can be rewritten as an asymptotically autonomous 3 planar system: by integrating the last equation in (15) we get
and substituting it into the second equations in (15) we obtain the following equiv-5 alent 2D non-autonomous differential system
having the planar limit system
The limit system has been already investigated in [20] ; it admits the equilibria converges towards the equilibrium (0, X) of (19) as t → ∞.
12
Proof. We will apply Corollary 2.2 of [9] (see Appendix). First, let us recall that 
everywhere in D, and then the thesis.
26
The situation is illustrated in Fig. 3 : trajectories of the equivalent non-autonomous 27 system (18) have been compared with those of the limit system (19), with the same the fact that for the non-autonomous system the interleukine population is below 37 its saturation value, which will be reached only asymptotically in time.
38
For a given initial state, tumor depletion and recovery could be obtained by get reversed and tends asymptotically to the point (0, X), giving tumor depletion.
8
Of course the threshold D * is a function of parameters, and in particular of the 9 initial data. In Table 1 in the evolution, and for the other three we have the set of ODEs
where we have set C * = CD/E, and again we are left with a three-dimensional 10 dynamical system depending on 6 scalar parameters.
11
It can be easily proved that the first octant turns out to be a positive invariant values of parameters, the equilibrium
representing the optimal condition for the organism, with extinction of tumor 2 cells and immune system fully active. Other possible equilibrium points E = 3 (X 1 , X 2 , X 3 ) are characterized by
and X 1 positive solutions to the quadratic algebraic equation
where
discriminant is non negative if and only if A ≥ A * , where A * is a positive quantity 7 depending on the parameters values and always less than 1/X, given by
From the Descartes' rule of signs, when A ≥ A * , it follows that: 
2
Once a positive root X 1 of eq. (24) is found, it always yields a positive equilibrium 3 state for system (21), which components X 2 and X 3 are given in (23). The above 4 discussion emphasizes the critical value A = 1/X as a transcritical bifurcation value.
5
It is remarkable that system (21) can admit three equilibrium states for suitable 6 parameters values, contrary to the scenario occurring for the interaction between 7 tumor cells, immune system and interleukins investigated in the previous section.
8
The linear stability of the 'optimal' equilibrium state E 1 is determined by the 9 Jacobian matrix
and then E 1 is locally asymptotically stable when A > 1/X, otherwise is unstable, as for the model (15).
12
The equilibrium state is then a nonhyperbolic point for A = 1/X. To determine bifurcation is backward (see also [7] ). 
where f 1 denotes the first component of the vector field associated to system (21).
34
The coefficient b is always negative so that, according to In presence of a backward bifurcation (namely, when C * > G(1 + BX)/(F X)) 11 the critical value A = A * , where the discriminant of equation (24) 
25
The most important feature of this reduced system describing the interactions 26 between tumor, immune system and host environment is the occurrence, for suit- Appendix. 
3
(The proof can be found in [8] , and in the same paper Table 3 well illustrates 4 these results). Acknowledgements. This work was performed in the frame of the activities spon- 
