Abstract-Prediction method for time series of imagery data on eigen space is proposed. Although the conventional prediction method is defined on the real world space and time domains, the proposed method is defined on eigen space. Prediction accuracy of the proposed method is supposed to be superior to the conventional methods. Through experiments with time series of satellite imagery data, validity of the proposed method is confirmed.
INTRODUCTION
There are conventional prediction methods which allow prediction of future imagery data by using the acquired imagery data in the past [1] - [6] . The conventional prediction method is defined on real world space and time domains, in particular, is defined as an auto regressive model. Namely, the conventional prediction model is using relations among the time series of data which is described with stochastic processes such as Markov model 1 . Therefore, prediction accuracy is not good enough when the time series of data has an irregularity in time domain.
On the other hands, it is possible to create eigen space [6] with time series of data. Namely, time series of data can be projected onto eigen space from the real world space and time domains. Time series of data behavior can be well described on the eigen space rather than the real world space and time domains in particular for the irregularly changed data. The conventional prediction models are based on autoregressive model, or moving average model. Therefore, it is difficult to predict a future data using previously acquired time series of data for irregularly varied data. Meanwhile, it is expected that prediction accuracy of the proposed method is better than that of the conventional method.
Through experiments with GMS/VISSR images 2 which are acquired every one hour, comparative study on prediction accuracy between the proposed and the conventional methods is conducted. The experimental results show advantage of the proposed method in terms of prediction accuracy.
1 http://en.wikipedia.org/wiki/Markov_model 2 http://www.tric.u-tokai.ac.jp/tsic/egms.html
The following section describes the proposed prediction method for time series analysis followed by experimental results. Then conclusion is described together with some discussions.
II. PROPOSED METHOD

A. Data Description on Eigen Spece
Eigen space is formed with the bases of eigen vectors determined in conjunction with eigen values of variancecovariance matrix derived from the vectors of acquired imagery data as vectors. The vectors are projected in the eigen space, then time series of imagery data can be represented as the vector in the eigen space.
M of imagery data,
, then imagery data matrix, F is defined as the following equation, (1) where the time series of imagery data, in concern and the averaged images, .
Then variance-covariance matrix is defined as follows, (2) and eigen values of Q is expressed as follows, where e i is defined as follows,
The well known contribution factor is defined as follows,
13 | P a g e www.ijarai.thesai.org Then F can be expressed with the first k eigen vectors, (4) By using equation (4) , time series of imagery data can be projected onto eugen space based on the following equation, (5) That is same thing for representation of whole time series of imagery data by using all of the eigen vectors as follows, (6) The prediction method proposed here is based on auto regressive model with the projected time series of imagery data onto eigen space.
B. Auto Regressive Model
By using the following n-1 of time series of data, n-th data can be predicted as follows,
where (8) is called prediction error. All the coefficients for equation ( For the prediction error, the following three equations are well known,
Together with the following three autocorrelation functions,
As of , then
Therefore, if and are given, then probability density function is reduced as follows,
In order to determine the parameters in the probability density function, (9) can be used. By maximizing the logarithmic function of the probability density function, then the parameters can be determined. It, however, is time consumable. Therefore the following Yule Walker method or the following least square method is used to be used.
C. Least Square Method
If N is much greater than M, then the first term of the equation (9) is negligible. Thus, coefficients of the autoregressive model of equation (10) 
E. Time Series of Multi-Variables Prediction
The aforementioned prediction method can be used for prediction of time series of multi-variables, 13) is used to be used usually. Figure 1 shows experimental time series of imagery data of Visible/Infrared Spin Scan-Radiometer: VISSR onboard Geostationary Meteorological Satellite: GMS acquired time series of imagery data. VISSR/GMS has four channels, 0.55-0.9, 10.5-11.5, 11.5-12.5, 6.5-7.0μm, Infrared 1 denotes 10.5-11.5 while infrared 2 denotes 11.5-12.5, respectively. VISSR/GMS imagery data can be acquired every one hour. From the VISSR/GMS images, 100 by 100 pixels of small portion of images are extracted. Portion of images of the same area of South East China sea area are extracted as shown in Figure 2 . B. AIC 41 of time series of VISSR/GMS infrared 1 and 2 channels of imagery data are used for prediction. AIC is estimated with the experimental data in the real world space and in the eigen space. AIC order in real space is 3, 5, 10 while that in eigen space is 2, 5, 10. Therefore, 10 of time series of imagery data of VISSR/GMS are tried to predict. Although autoregressive model parameters are estimated with 31 of imagery data, the imagery data which are acquired 10 hour later is available AIC is calculated for each order using covariance matrix in accordance with equation (13). The results are shown in Table  1 . In the table, IR1 and IR2 denotes infrared 1 and 2 VISSR/GMS channels of imagery data while two variables means the case of prediction by using IR1 and IR2 together. AIC are different between eigen space and real space (the conventional autoregressive model). Therefore, both AICs are calculated. In general, smaller AIC implies better prediction accuracy.
III. EXPERIEMNTS
A. Time Series of Imagery Data Used
C. RMS Error
It is possible to evaluate Root Mean Square: RMS error between the ten of original images and the predicted images of the corresponding time. The estimated RMS errors are shown in Figure 3 . Figure 3 shows RMS error for the single variable cases. Figure 4 shows the experimental results of RMS error for the two variables cases.
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16 | P a g e www.ijarai.thesai.org Figure 5 (b) shows the predicted images for the conventional real space based method while Figure 5 Prediction performances in terms of RMS error between the original and the predicted images for the conventional and the proposed methods are summarized in Table 2 . Table 2 also shows improvement of the proposed method in comparison to the conventional real space based method. The RMS errors for the first to third images show some improvements of prediction accuracy in comparison between the conventional and the proposed method while the RMS errors for fourth or later images show no improvement. Then the proposed prediction method is effective for first to third time periods and is not effective for further time period.
D. Original and Predicted Images and RMS Error for IR1
As shown in Figure 6 , RMS errors for real space (ar3_ir1.rms) and eigen space (co2_ir1.rms) are getting close each other Figure 6 RMS errors for real space (ar3_ir1.rms) and eigen space (co2_ir1.rms) www.ijarai.thesai.org Prediction performances in terms of RMS error between the original and the predicted images for the conventional and the proposed methods are summarized in Table 3 . Table 3 also shows improvement of the proposed method in comparison to the conventional real space based method. The RMS errors for the first to third images show some improvements of prediction accuracy in comparison between the conventional and the proposed method while the RMS errors for fourth or later images show no improvement. Then the proposed prediction method is effective for first to third time periods and is not effective for further time period.
E. Original and Predicted Images and RMS Error for IR2
As shown in Figure 8 , RMS errors for real space (ar3_ir2.rms) and eigen space (co2_ir2.rms) are getting close each other Prediction performances in terms of RMS error between the original and the predicted images for the conventional and the proposed methods are summarized in Table 4 . Table 4 also shows improvement of the proposed method in comparison to the conventional real space based method. The RMS errors for the first to third images show some improvements of prediction accuracy in comparison between the conventional and the proposed method while the RMS errors for fourth or later images show no improvement. Then the proposed prediction method is effective for first to third time periods and is not effective for further time period. As shown in Figure 10 , RMS errors for real space (ar3_ir2.rms) and eigen space (co2_ir2.rms) are getting close each other. This implies that the proposed time series analysis in eigen space is effective for the prediction within three recent unit times and is not effective for no further unit time. IV. CONCLUSION Prediction method for time series of imagery data on eigen space is proposed. Although the conventional prediction method is defined on the real world space and time domains, the proposed method is defined on eigen space. Prediction accuracy of the proposed method is supposed to be superior to the conventional methods. Through experiments with time series of satellite imagery data, validity of the proposed method is confirmed. The proposed time series analysis in eigen space is effective for the prediction within three recent unit times and is not effective for no further unit time
F. Original and Predicted Images and RMS Error for Two Variables Cases
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