ABSTRACT. Every normal complex surface singularity with Q-homology sphere link has a universal abelian cover. It has been conjectured by Neumann and Wahl that the universal abelian cover of a rational or minimally elliptic singularity is a complete intersection singularity defined by a system of "splice diagram equations". In this paper we introduce a Neumann-Wahl system, which is an analogue of the system of splice diagram equations, and prove the following.
INTRODUCTION
Let (X, o) be a normal complex surface singularity germ. Let Γ and Σ denote the resolution graph and the link of (X, o), respectively. We assume that X is homeomorphic to the cone over Σ. It is known that the resolution graph and the link of the singularity determine each other ( [6] ). Assume that the link Σ is a Q-homology sphere, or equivalently, that the exceptional set of a good resolution is a tree of rational curves. Then H 1 (Σ, Z) is finite. A morphism (Y, o) → (X, o) of germs of normal surface singularities is called a universal abelian covering if it induces an unramified Galois covering Y \ {o} → X \ {o} with covering transformation group H 1 (Σ, Z). By our assumption, the universal abelian covering (Y, o) → (X, o) must exists; in fact, the link of Y is the universal abelian cover of Σ in the topological sense. We are interested in the analytic properties of Y and a way to construct Y explicitly.
In the case that (X, o) is quasihomogeneous, Neumann [7] proved that the universal abelian cover (Y, o) is a Brieskorn-Pham complete intersection, by writing down the explicit equations from the data of Σ (it is known that Γ is star-shaped in this case). Neumann and Wahl generalized Brieskorn-Pham complete intersections and the way to construct them, and obtained numerous interesting results; see [8] , [9] , [10] , [11] . They introduced the splice diagram equations (or forms) associated with a weighted tree called a splice diagram satisfying the "semigroup condition". From an arbitrary resolution graph corresponding to a Q-homology sphere link, we can construct a splice diagram. Let Y denote the singularity defined by the splice diagram equations obtained from Γ. They proved that Y is an isolated complete intersection surface singularity, and that (under "congruence condition") if the equations are chosen so that the discriminant group G ( ∼ = H 1 (Σ, Z)) for Γ naturally acts on Y , then the quotient Y /G is a normal surface singularity (it is called a splice-quotient singularity) with resolution graph Γ, and the quotient morphism is the universal abelian covering. Neumann and Wahl conjectured that rational singularities and minimally elliptic singularities with Q-homology sphere links are splice-quotient singularities. However, it is not known whether the splice diagrams obtained from the resolution graphs of those singularities satisfy the semigroup condition.
In this paper we prove that the universal abelian cover of a rational or minimally elliptic singularity is a complete intersection singularity defined by certain special functions.
Let π : M → X be a good resolution with the exceptional set A. Under a topological condition (Condition 3.3), we can associate a collection of certain special polynomials and a system of weights with each node of A. These polynomials are quasihomogeneous with respect to the weights. We call the union of those collections over all nodes a NeumannWahl system, which is an analogue of the system of splice diagram equations. Though the definition of a Neumann-Wahl system is very similar to that of splice diagram equations, they are not the same (see Remark 3.9) . We suspect that a Neumann-Wahl system is a special type of system of splice diagram forms. Our first result is the following (see Theorem 4.3).
Theorem 1.1. Let (V, o) be a singularity defined by a Neumann-Wahl system. Then (V, o) is an isolated complete intersection surface singularity. A singularity defined by functions obtained by adding "higher terms" to the Neumann-Wahl system is an equisingular deformation of (V, o).
We call a singularity defined by a Neumann-Wahl system a Neumann-Wahl complete intersection. If in addition a certain analytic condition (Condition 5.2) and a topological condition (Condition 3.4), which is stronger than Condition 3.3, are satisfied, then the universal abelian cover Y is an equisingular deformation of a Neumann-Wahl complete intersection (Theorem 5.10). The equations of Y are constructed on the resolution space M. Our equations for the deformation are automatically equivalent with respect to a natural action of the discriminant group G, and the action is free on nonsingular locus.
An important point is that Condition 3.4 and 5.2 are satisfied in case (X, o) is a rational or minimally elliptic singularity (it can be easily verified!). Thus we have the following (see Theorem 5.1 and Proposition 5.14).
Theorem 1.2. If (X, o) is a rational or minimally elliptic singularity, then its universal abelian cover (Y, o) is an equisingular deformation of a Neumann-Wahl complete intersection singularity
This paper is organized as follows. In Section 2, we briefly review fundamental results on the universal abelian covers of normal surface singularities in [12] . We recall there that
, where B is a group isomorphic to G and L (b) are suitable divisors on M. In Section 3, we first define monomial cycles. The semigroup of monomial cycles is naturally isomorphic to that of monomials; the variables are associated with the ends of A. We show that Condition 3.4 implies Condition 3.3, and is satisfied for rational or minimally elliptic singularities. Then we introduce the Neumann-Wahl systems and the weights. In Section 4, we prove a slight generalization of Theorem 1.1; there we consider a system of polynomials obtained by substituting some power of the variables into the variables of a Neumann-Wahl system. We will apply some ideas in [11, §2] for the proof. In the last section, we prove Theorem 1.2. We construct the equations by looking at certain relations of sections of H 0 (−L (b) )'s. We can take a good basis of the algebra A by Condition 5.2, and can explicitly obtain the relations by Condition 3.4.
PRELIMINARIES
In this section, we recall some fundamental results on the universal abelian covers of surface singularities; see [12] for details.
Let (X, o) be a normal complex surface singularity germ. We assume that the link Σ of (X, o) is a Q-homology sphere and that X is homeomorphic to a cone over Σ. Then X has a unique universal abelian cover. Let π : M → X be a resolution of the singularity, and let A = i A i be the decomposition of the exceptional set A = π −1 (o) into irreducible components. Assume that π is a good resolution, i.e., A is a divisor having only simple normal crossings. Then the condition that Σ is a Q-homology sphere is equivalent to that H 1 (Ø A ) = 0, i.e., A is a tree of nonsingular rational curves. We call a divisor supported in A a cycle. Let A Z denote the group of cycles. An element of A Q := A Z ⊗ Q is called a Q-cycle. LetĀ i ∈ A Q denote the dual cycle of A i , i.e., the Q-cycle satisfyingĀ i · A j = −δ i j , where δ i j denotes the Kronecker delta. We denote byĀ Z the subgroup of A Q generated byĀ i 's. Recall that the first homology group H 1 (Σ, Z), the Galois group of the universal abelian covering of X, is isomorphic to the groupĀ Z /A Z called the discriminant group. The order of the group is | det(
has the minimum with respect to "≥".
We take effective Q-cycles E 1 , . . . , E s such that if E i denotes the cyclic subgroup of
Letb i denote the smallest nonnegative integer such that
The Ø M -algebra structure ofĀ is given by the composite
and the isomorphism
given by multiplying
is the universal abelian covering (see [12, Theorem 3.4] 
Lemma 2.1. Let σ i ∈ A b i , i = 1, 2, and let σ 1 · σ 2 ∈ A b 1 +b 2 be the product of σ 1 and σ 2 in the algebra
Proof. It follows from the definition of the algebra structure of A .
Let D be a reduced and connected cycle.
Assume that In the last section, we give a proof of Theorem 2.2, which is different from that in [12] . In fact it is shown that the assertion also holds true for minimally elliptic singularities.
NEUMANN-WAHL SYSTEMS
In this section we will introduce a Neumann-Wahl system associated with the exceptional set A. It is a set of certain polynomials, and an analogue of the system of splice diagram equations in Neumann and Wahl's work ( [8] , [9] , [11] ).
We use the notation of the preceding section, and keep the assumption that H 1 (Ø A ) = 0. First assume that the set E (A) consists of the components A 1 , . . . , A m . Let C[x 1 , . . . , x m ] be the polynomial ring. Theorem 2.2 suggests us the following
The x induces an isomorphism between the semigroup of monomial cycles and that of monomials of x 1 , . . . , x m . Formally, we may also consider Q-monomial x(D) for a Qmonomial cycle D. Note that in general there may exist more than one monomials belonging to a branch.
Condition 3.4.
A is star-shaped, or for any branch C of any component A i / ∈ E (A), the fundamental cycle Z C supported on C satisfies Z C · A i = 1.
Lemma 3.5. Condition 3.4 implies Condition 3.3, and is satisfied in the following cases:
(
is a minimally elliptic singularity, and the minimally elliptic cycle is supported on A (this condition is satisfied on the minimal good resolution).
Proof. Assume that the condition (1) or (2) is satisfied. From basic results on the computation sequences for the fundamental cycle ( [3] , [4] ), we obtain Condition 3.4. Suppose that C 1 is a branch of a node
In this manner we obtain a finite sequence {D 1 , . . . , D n } of π-anti-nef cycles, which ends with a monomial cycle belonging to C 1 . Thus Condition 3.3 is satisfied. These arguments also show that Condition 3.3 holds in case A is star-shaped. (2) Let {m 1 , . . . , m p } be any complete system of admissible monomials at A 1 . Let F = (c i j ), c i j ∈ C, be a ((p − 2) × p)-matrix such that every maximal minor of it has rank p − 2.
We call each f i an admissible form at A 1 and the set { f 1 , .
Let F i denote a Neumann-Wahl system at a node A i . Then we call the set s i=1 F i a Neumann-Wahl system associated with A; it is an empty set in case A has no nodes.
Remark 3.7. The matrix F above can be reduced to the following matrix by row operations:
where a i b j − a j b i = 0 for i = j, and all a i and b i are nonzero.
The admissible forms at a node A i are quasihomogeneous polynomials with respect to the A i -weight. The following lemma is needed in the next section. 
It contradicts the assumption of the lemma. Γ do not satisfy Condition 3.3. Therefore we cannot define Neumann-Wahl systems in this case, though the splice diagram equations are defined. That might indicate a NeumannWahl system is a special type of system of splice diagram equations.
VARIETIES DEFINED BY NEUMANN-WAHL SYSTEMS
In this section we prove that any Neumann-Wahl system defines a complete intersection surface with an isolated singularity at the origin; so we will call such a singularity a Neumann-Wahl complete intersection singularity. In fact, we will prove the assertion for a slight generalization of a Neumann-Wahl system. We note that some of methods in this section are discussed in [11] .
We use the notation of the preceding section. Assume that Condition 3.3 is satisfied and that A has at least one node. As in the preceding section, we associate ends of A with the variables x 1 , . . . , x m , where m = #E (A). Suppose that A 1 , . . . , A s are all of the nodes of A. Let d i denote the number of branches of a node A i . Let M i = {m i1 , . . . , m id i } denote a complete system of admissible monomials and F i = { f i1 , . . . , f id i −2 } a Neumann-Wahl system at a node A i , where each f i j is a linear form of monomials of M i . By counting the numbers of the ends, the nodes and the edges around the nodes of the dual graph of A, we see that
Let C 1 , . . . ,C d 1 denote the branches of A 1 . Without loss of generality, we may assume the following.
( we write
Now we slightly modify the admissible forms. This modification is needed for the induction step of the proof of the main theorem. Let N denote the set of positive integers. A vector v ∈ N m is said to be primitive if v cannot be written as v = cv ′ with v ′ ∈ N m and c ∈ N, c > 1. Fix an arbitrary vector δ = (δ 1 , . . . , δ m ) ∈ N m . For each node A i , let e i denote the positive integer such that
is primitive. Let S = C{x 1 , . . . , x m } be the convergent power series ring.
where f 1 = 0 and each f k is a quasihomogeneous polynomial with respect to w such that w-deg( f k ) < w-deg( f k+1 ). We call f 1 the leading form of f , and denote it by LF w ( f ). Then f − LF w ( f ) is called the higher term of f . We define w-order of f to be w-ord( f ) = w-deg(LF w ( f )). We set w-ord(0) = ∞.
We write
We call f the δ -lifting of f . Any monomial can be thought as the δ -lifting of a Q-monomial. A polynomial f is quasihomogeneous with respect to A i -weight if and only if so is f with respect to the weight w i ; in fact, for a Q-monomial m, we have
For each f i j , we take a convergent power series f
For each t ∈ C, we set
Thus we obtain the following:
is independent of t ∈ C; it can be shown that LF w i F is also independent of t for 2 ≤ i ≤ s. , o) is an isolated complete intersection surface singularity for each t ∈ C. Furthermore, the family {V t |t ∈ C} is an equisingular deformation.
First we show that every V t is complete intersection. Proof. Without loss of generality, we may assume that k = 1. Let
Then c j = 0 and C is a subvariety of the affine space C m−1 with coordinates x 2 , . . . , x m defined by the equations
If a monomial appearing in (4.2) vanishes at p ∈ C, then so does every monomial in the equations at the same node. On the other hand, for each 2 ≤ i ≤ m, some power of x i appears in (4.2) because each end of A is a unique end of a branch of the nearest node. Thus if a variable x i (i ≥ 2) vanishes on C, then so do all monomials appearing in (4.2), since A is a connected tree of curves. Hence we obtain (1).
Since # LF w 1 F = m− 2, it follows from (1) that {x 1 , x i } ∪LF w 1 F , where i = 1, is a regular sequence. Hence C is one-dimensional and complete intersection. The argument above also shows that an ideal I({x 1 , x i − 1} ∪ LF w 1 F ) defines a nonsingular zero-dimensional variety. Since C is defined by the quasihomogeneous polynomials, C is smooth except for the origin. Proof. By Lemma 4.4, LF w i k F ∪ {x j , x k } is a regular sequence. Hence so are F t and F t ∪ {x j , x k }. Definition 4.6. We define the weighted dual graph of a normal surface singularity to be that of the exceptional set of the minimal good resolution of the singularity.
Let (W, o) be a germ of a normal surface singularity and W ′ → W the minimal resolution. The canonical cycle on W ′ is a Q-cycle which is numerically equivalent to the canonical divisor K W ′ . The self-intersection number of the canonical cycle is an invariant of the singularity and determined by the weighted dual graph; we denote it by K 2 (W ). Let ω : X → T ⊂ C be a deformation of surface singularities. The invariance of K 2 ( X t ) implies the existence of the simultaneous canonical model (or simultaneous RDP resolution) of ω; first the Gorenstein case was proved by Laufer ([5, Theorem 4.3]), and the general case by Ishii ([2, Corollary 1.10]). By [1] , the singularities of the simultaneous canonical model are simultaneously resolved after a suitable finite base change. Thus we obtain the following theorem by the arguments of [5, VI] .
Theorem 4.7 (Laufer, Ishii). Let ω : X → T ⊂ C be a deformation of a normal surface singularity. If the weighted dual graphs of X t , t ∈ T , are the same, then ω is an equisingular deformation, and it admits a simultaneous resolution such that each fiber is the minimal good resolution.

For a divisor D, we denote by D red the reduced divisor with Supp(D red ) = Supp(D).
For the induction step of the proof of the main theorem, we need the following. Proof. There exists a weak simultaneous resolutionω : M → X with the exceptional set A such that each A t := A| M t has only simple normal crossing and (ω •ω)| A is a locally trivial deformation. Let F denote the strict transform of D on M. Let A 1 (resp. F 1 ) be a divisor on M, which is the total space of the deformation of an irreducible component of A 0 (resp. F 0 := F| M 0 ). Then the intersection number A 1 t · F 1 t is constant. We may assume
, then take the blowing up of M along the curve A 1 ∩ F 1 . By taking blowing ups successively in a similar way, we obtain a simultaneous resolution
has only normal crossings and that the weighted dual graph of the divisor is independent of t ∈ C. Lemma 4.9. Let ω : X → C be as in Lemma 4.8 
. Suppose that X is embedded in an
open subset of C n × C such that the singular locus of X is {o} × C, and that ω is the composite of this embedding and the projection C n × C → C. Let G be a finite subgroup of the unitary group U(n) ⊂ GL(C n ). Then G acts on C n × C by g · (z,t) = (g · z,t), g ∈ G. Assume the action induces an action on X which is free on X \ {o} × C. Then the morphism Ω : X/G → C obtained from ω is an equisingular deformation of ( X t /G, o), t ∈ C.
Proof. Let S c ⊂ C n , c > 0, denote the (2n − 1)-sphere of radius c. Let t 0 ∈ C be an arbitrary point. Then there exist an open neighborhood U of t 0 and a positive number ε ∈ R such that Σ t := S ε ∩ X t ⊂ C n is the link of X t for every t ∈ U and the family {Σ t |t ∈ U} is topologically trivial. By the assumption, G acts on {Σ t |t ∈ U} freely. Thus we obtain a family {Σ t /G|t ∈ U} which is topologically trivial. Recall that the weighted dual graph of a surface singularity is determined by its link (Neumann [6] ). By Theorem 4.7, we obtain the assertion.
We mention the weighted blowing up which is needed in the proof of the theorem. Let w = (w 1 , . . . , w m ) ∈ N m be a primitive vector, and let β : Z → C m be the weighted blowing up with respect to the weight w. It is a projective morphism inducing an isomorphism Z \ β −1 (o) → C m \ {o}, and β −1 (o) = P(w), the weighted projective space of type w. The variety Z is covered by affine varieties Z 1 , . . . , Z m ; each Z i is a quotient of W i = C m by a cyclic group C i of order w i determined by the weight w. Let {x 1 , . . . , x m } and {z 1 , . . . , z m } be the coordinates of C m and W 1 , respectively. The action of the group C 1 on W 1 is given by the diagonal matrix Diag[e(−1/w 1 ), e(w 2 /w 1 ), . . . , e(w m /w 1 )], where e(q) = exp(2π √ −1q). Since w is primitive, C 1 is trivial or the fixed locus is a proper subvariety of the hyperplane {x 1 = 0} which is the exceptional locus. The morphism W 1 → C m , which is the composite of the quotient morphism W 1 → Z 1 and β : Z 1 → C m , is given by
Proof of Theorem 4.3. We prove the theorem by induction on the number of nodes s of A.
We have to show the isolated singularity of each V t and the equisingularity of the family {V t |t ∈ C}. First assume that s = 1. Then V 0 is the so-called Brieskorn-Pham complete intersection singularity; it is known that V 0 has an isolated singularity (it is also easily checked by using the Jacobian criterion). We fix t ∈ C. Since LF w 1 F is a regular sequence, it follows from the theory of filtered rings that there exists an equisingular deformation of V 0 with general fiber V t (cf. [14, §6] , [16] ). Hence V t is an isolated complete intersection singularity, and the weighted dual graphs of V 0 and V t are the same. By Theorem 4.7, the family {V t |t ∈ C} is an equisingular deformation.
Next assume that s ≥ 2. Let β : Z × C → C m × C be the trivial family of the weighted blowing up Z → C m with respect to the weight w 1 = (w 1 , . . . , w m ). The family {V t |t ∈ C} is naturally embedded in C m × C. Let W i = C m be as above; however we write x i instead of z i . Then the cyclic group C i acts on W i × C as in Lemma 4.9. Let V i t ⊂ W i × {t} be the strict transform of V t . Recall that V t ∩ {x 1 = x 2 = 0} = {o} by Corollary 4.5 and that the action of the cyclic group C i on V i t is free outside the exceptional locus. Thus to prove that V t has an isolated singularity at the origin, it suffices to show that any component of singular loci of V 1 t and V 2 t , intersecting the exceptional set, is an isolated point. Note that the exceptional divisor is singular at singular points of V i t . By Theorem 4.7, Lemma 4.8 and 4.9, it is enough to prove the following three claims (the claims on V 2 t are proved in the same way). Claim 1. The family of exceptional divisors E t ⊂ V 1 t is trivial. Claim 2. Let p ∈ E 0 be a singular point and let p t ∈ E t denote the point p under the identification E 0 = E t . Then each (V 1 t , p t ) is an isolated singularity and the weighted dual graph of (V 1 t , x t ) is independent of t.
Claim 3. If q 1 , . . . , q k ∈ V 1 0 be the fixed points of C 1 -action, then the fixed locus of the family {V 1 t |t ∈ C} is j {q j } × C. If C 1, j ⊂ C 1 denotes the isotropy group of {q j } × C, then Lemma 4.9 applies to the family {(V 1 t , q j )|t ∈ C} with C 1, j -action for every q j .
The exceptional divisor E t is defined by x 1 = 0 in V 1 t . The ideal of V 1 t ⊂ C m = W 1 × {t} is generated by the following functions:
andm id i is obtained by the same way from m id i . Recall the condition on the order of f + i j , and that
Then we see that the ideal of E t ⊂ C m is generated by x 1 and the following polynomials:
These polynomials do not contain t; thus Claim 1 is verified. Since the fixed points of C jaction lie on E t , the first assertion of Claim 3 follows. By looking at the action explicitly, we see that C 1, j -action on W 1 × C is unitary around q j . Thus Claim 3 follows from Claim 2.
It is easy to see that there are m − d 1 polynomials in (4.5) and any of them contains no variables x 1 , . . . , x d 1 −1 . As in the proof of Lemma 4.4, we can show that the functions of (4.5) define a complete intersection curve C ′ ⊂ C m−d 1 +1 which is smooth except for the origin. Furthermore (4.3) and (4.4) define a tower of cyclic coverings over C ′ . Hence the singularities of E t are lying above the point (0, . . . , 0) of C ′ . Therefore at each singular point of E t , the only d 1 − 2 variables x 2 , . . . , x d 1 −1 are nonzero, and others are zero.
We fix t ∈ C. Let p be a singular point of E t . At p, the Jacobian matrix
is regular, and thus x 2 , . . . , x d 1 −1 can be expressed by a convergent power series with nonzero constant terms in x 1 , x d 1 , . . . , x m . By substituting them into F i j , i ≥ 2, we obtain new defining functions for the germ (V
is a monomial obtained by substituting 1 into x 2 , . . . ,
By (4.1), for every Q-monomial m = x(D), we have 
is the δ ′ -lifting of f ′ i j . Let A e be the component of the branch C d 1 of the node A 1 , which intersects A 1 ; see Figure 3 . We may assume that the A e is an end of C d 1 ; take the blowing up at 
The inductive hypothesis and Claim 4 imply that (V 1 t , p) is an isolated singularity and is an equisingular deformation of the singularity defined by the δ ′ -lifting of the NeumannWahl system { f ′ i j }; thus Claim 2 follows. Now we prove Claim 4. First, the assertion (1) 
is obvious. It is clear that the number of branches of a node
be the monomial cycle such that x(D i j ) = m i j , and let
this is the exponent of x 1 in h i (see (4.8) ). By computing the intersection numbers (E i j + A i ) · A l for every A l ≤ A ′ , we see that E i j + A i is a monomial cycle belonging to a branch of A i and that
By (4.7), we have (2) 
Let J ⊂Ŝ be the ideal generated by all f i j + g i j 's. ThenŜ/J is a two-dimensional complete intersection ring, and has only a singularity at the maximal ideal.
THE MAIN RESULTS
In this section we will prove the following. We start without the assumption of the theorem. We use the notation of Section 2. Write
We consider the following condition, which depends on the resolution π : M → X. 
Condition 5.2. For each end
Proof. We only give an outline. We can take a positive integer a so that for any π-nef divisor D on M and a cycle Z := a ∑ A i ≤AĀi , a natural map
is surjective (cf. [5, III] ). Let β be a nonnegative integer such that 
Therefore we obtain a complete system of admissible forms expressed by a ((p − 2) × p)-matrix as in Remark 3.7, which is a basis of Ker µ i .
Let us recall that polynomials of F i are quasihomogeneous with respect to the A iweight. 
Lemma 5.7. Let A i be a node and h
Then an arbitrary cycle of the form E a := F ′ 0 + ∑ a j D ′ i j is a monomial cycle, where a = (a 1 , . . . , a m ) ∈ Z m with ∑ a j = c 0 and a j ≥ 0. It is easy to see that the µ i (x(E a ))'s span H 0 (Ø A i (−F 0 )). Thus we have a quasihomogeneous polynomialh 1 , which is a linear form of x(E a )'s, with respect to A i -weight such that h − ψ(h 1 ) ∈ H 0 (−F 0 − A i ). Let F 1 be the divisor such that ν(F 1 ) = (h − ψ(h 1 )) A and F 1 − L i ∈ A Z . Then it follows from the argument above that there exists a quasihomogeneous polynomialh 2 such that
Thus we obtain a sequence {h k |k ∈ N} of quasihomogeneous polynomials and a sequence {F k |k ∈ N} of divisors satisfying the following: for all k ∈ N,
By Lemma 5.4 there exists a function α :
are surjective for every k ∈ N and b ∈ B. Therefore, for sufficiently large k, there existsh ′ ∈ S b i such that Then it follows thatŜ/ Kerψ is a two-dimensional domain. By Lemma 5.7, for any f kl ∈ F j , there existsf kl ∈Ŝ such that LF A k (f kl ) = f kl andf kl ∈ Kerψ. LetĨ ⊂Ŝ denote the ideal generated by allf kl 's. Then it follows from Theorem 4.10 thatŜ/Ĩ is a twodimensional normal domain. SinceĨ ⊂ Kerψ, we obtain thatŜ/Ĩ ∼ =ψ(Ŝ). Again by Theorem 4.3, we obtain the following. 
