The tremendous growth in volume of web usage data results in the boost of web mining research with focus on discovering potentially useful knowledge from web usage data. This paper presents a new web usage mining process for finding sequential patterns in web usage data which can be used for predicting the possible next move in browsing sessions for web personalization. This process consists of three main stages: preprocessing web access sequences from the web server log, mining preprocessed web log access sequences by a tree-based algorithm, and predicting web access sequences by using a dynamic clustering-based model. It is designed based on the integration of the dynamic clustering-based Markov model with the Pre-Order Linked WAP-Tree Mining (PLWAP) algorithm to enhance mining performance. The proposed mining process is verified by experiments with promising results.
INTRODUCTION
Web logs contain not only simple web usage sessions, but also useful information which can be used to trace web usage patterns in relation to browsing behavior and recommending more relevant web pages to users. By mining the web logs using more advanced data mining techniques, the web usage patterns of users can be discovered. This process is called Web Usage Mining (WUM) which aims to discover potential knowledge hidden in the web browsing behavior of users [1] .
Web Usage Mining algorithms can be classified into many categories, such as clustering, classification, association rules, and sequential pattern discovery. There are two major methods of sequential pattern discovery: deterministic techniques (recording the navigational behavior of the user) and stochastic methods (using "the sequence of web pages that have been visited in order to predict subsequent visits") [1] . This paper focuses on the advanced model-based techniques of the stochastic methods for predicting hidden sequential patterns.
Some applications of WUM are clustering web users based on interesting patterns [2] , mining conceptual link hierarchies from web log files for adaptive website navigation [3] , building the frequent web access sequences using a tree algorithm [4] , predicting web navigations using the Markov model or association rules [5] , [6] . Predicting web access patterns using the Markov model is very interesting in web personalization because of its special features, such as modeling a collection of navigation records, modeling user web navigation behavior, or classifying browsing sessions into different categories. According to J. Borges and M. Levene [7] , the Markov model is a powerful and probabilistic model to estimate the probability of visiting web pages. Each web page is referred to as a state in the Markov model. The N-order Markov model enables us to predict the next visited page affected by the previous N-1 visited pages. Although the predictive probability of the N-order Markov model is higher than the lower-order model, the number of its states exponentially increases more. Because the model complexity is measured by the number of states, the complexity of a higher-order Markov model excessively increases when using it to model a huge number of web pages. Some good news for this problem is that there are usually a significant number of unessential web pages which are included in the Markov model in WUM. Effective filtering of such unessential web pages in the web usage data can resolve the aforementioned complexity problem. Some clustering methods have been applied to filter web pages, such as EM and k-means algorithms in [6] .
Hybrid probabilistic predictive models based on the Markov model, such as the dynamic clustering-based Markov model of J. Borges and M. Levene [7] , have shown improved prediction accuracy over the traditional Markov model. However, the complexity problem of the model has not really been resolved as it still mines the web usage data with a large amount of redundant data.
In order to resolve this complexity problem, this paper proposes a new mining algorithm for WUM based on the Markov model from the stochastic approach. The new feature of this algorithm is that it predicts users' web navigation patterns using the frequent web access sequences extracted from the web logs rather than all web pages. As a result, the complexity of the Markov model can significantly decrease because only frequently accessed web pages are used, resulting in a small number of states. The frequent web access sequences fed into the model can be discovered from web log data by using a tree algorithm. Consequently, we have a set of possible cases of interesting web navigation patterns. The frequent web navigation patterns will then be modeled by a higher-order Markov model to predict the next page accessed by a user.
The rest of this paper is organized as follows. Section 2 reviews some existing research related to sequential pattern discovery. Section 3 explains the new web usage mining algorithm. Section 4 analyzes the performance of the new mining algorithm. Section 5 presents the experimental results of the new algorithm against two sets of web logs taken from two real websites. Section 6 concludes the paper and points out the further work.
RELATED WORKS
Sequential pattern mining is considered as an efficient method in web usage mining because of its tolerance of crawling attacks which create fake profiles [8] . In the last decade, many sequence mining algorithms have been proposed in the literature. Ezeife and Lu [4] proposed the PLWAP (tree) algorithm which "builds the frequent header node links of the original WAP-tree in a pre-order fashion and uses the position code of each node to identify the ancestor/descendant relationships between nodes of the tree". This algorithm was successful in extracting the set of all frequent patterns from the web access sequences. Their experiment results show a huge performance boost by predicting frequent navigation patterns of web users.
Regarding the modeling of user web navigation behavior, José Borges [7] proposed a dynamic clustering-based method to increase accuracy of a Markov model in representing a collection of user web navigation sessions. The novelties of this approach are to use the state cloning concept to duplicate states in a way that separates the in-links whose corresponding second-order probabilities diverge, and to use a clustering technique which determines an efficient way to assign in-links with similar secondorder probabilities to the same clone. The algorithm only clones inaccurate states whose first and second-order probabilities diverge or the difference between these probabilities is greater than a certain threshold. The results show that the number of additional states induced by the dynamic clustering method can be controlled through a threshold parameter, so the state space does not increase significantly, and the performance of the method has linear time regarding the size of the model. Hybrid methods might be more robust than standard data mining algorithms such as the Markov models, clustering algorithms, and association rules in current trustworthy recommender systems [9] . Specially, some research has shown that the adaptive mixture of Markov models achieves higher performance for web personalization.
Some approaches to adaptive mixture of Markov models are the combination of the Markov model with clustering techniques or association rules. Liu et al. [5] proposed a clustering method based on a mixture of Markov models to cluster users and capture the sequential relationships hidden in user web navigation histories. The performance of this method is higher than the traditional Markov models, the association rules, or clustering methods. Jalali et al. [10] proposed a clustering approach based on "the graph partitioning for modeling user navigation patterns". Their experimental results could improve the quality of clustering user navigation patterns in WUM systems. Khalil [6] combined three techniques of clustering, association rules and a low-order Markov model. This combination obtains better accuracy of web page access prediction, less state space complexity and fewer generated rules than the single methods.
All of these works attempt to build a more accurate and efficient model for mining the users' web navigation patterns from the web usage data. However, most of them are not concerned with the datasets in the mining process. This may lead to mining unessential or uninteresting data. Considering the methods proposed in [4] and [7] , while mined patterns seem to be separated and have not yet presented relationships between access points in the PLWAP-tree [4] , the Markov model could fail to mine a huge dataset including necessary and unnecessary information [7] .
Compared with the existing work, our work presents an innovative idea of combining the tree algorithm and the Markov model to build a novel mining process. This process can predict users' web navigation patterns more effectively by only using the interesting web access patterns and can resolve the drawbacks of the existing methods, i.e., the complexity problem.
NEW MINING PROCESS
The new mining process is designed based on the combination of the PLWAP algorithm [4] and the dynamic clustering-based Markov Model [7] to achieve higher performance in predicting frequent web navigation patterns. The block diagram of this mining process is depicted in Figure 1 .
There are three steps in this process.
Step 1: Preprocess the web log data.
In this step, sequential patterns or web access sequence database (WASD) are obtained after cleansing the web log, i.e., removing erroneous and invalid pages from the web log and eliminating multi-media files such as gif, jpg and script files such as js and cgi.
Step 2: Extract the frequent web page sequences from WASD using the PLWAP-tree algorithm [4] .
Given a transaction set T and a set S = {S 1 , S 2 … S n } of frequent (contiguous) sequential patterns over T, the support of each S i is defined as follows [11] : 
t T S is contiguous subsequence of t S T σ ∈ =
The support is a parameter commonly used to estimate the frequent sequences of web pages navigated by users. It is used in the PLWAP algorithm to select web access patterns that have the support values greater than the predefined minimum support (MinSup). In this step, a complete set of frequent patterns in WASD is discovered.
Step 3: Predict frequent web navigations based on the frequent patterns The dynamic clustering-based Markov model [7] is used to discover a weighted graph of the frequent web navigations with second-order probability accuracy. Compared with the secondorder Markov model, this used model is more efficient and flexible because of its dynamic prediction of the next pages based on the previous pages.
This new mining process allows the prediction of user web navigation based on web access history. It predicts the next web pages that the user likely to visit based on his or her previously visited web pages, and its predictive accuracy is higher than the first-order Markov model which predicts the next visiting web pages only based on the current state. More importantly, the complexity of the Markov model in this new mining process can be significantly decreased because the input of the Markov model is only the useful and essential information extracted from the web log using the PLWAP-tree (all the unessential web pages are filtered out). Consequently, the final mined result of this new mining process allows accurate prediction or recommendation of interesting web navigation patterns. It will be very useful for web personalization using recommender systems.
EXPERIMENTAL EVALUATION
In order to validate the proposed mining process, two web logs are used for the experiments. They are taken from the following two websites:
http://www.cs.kent.edu/ (KENT) and http://science.ksc.nasa.gov (NASA). The KENT dataset was collected from 18/Sep/2002:12:05:25 through 23/Sep/2002:12:05:11, with a total of 6 days. The NASA dataset was collected from 00:00:00 August 1, 1995 through 10:46:43 August 13, 1995, with a total of 13 days. The web log cleaning tool 1 is used to clean the web log files and extract the data sets in the preprocessing step. In this step, we can optionally remove invalid pages and select correct web pages. The data set is a set of web access sequences which is the input data of the next mining steps. Table 1 shows the data sets after the preprocessing step (Step 1). As we can see from the last two columns in Table 2 , if we do not use the PLWAP-tree before the Markov model based modeling, the number of web pages fed into the Markov model will be much larger (7134 for the KENT dataset and 1446 for the NASA dataset). This will make the state space of the Markov model too large to be practical. If we apply the PLWAP-tree before, the number of web pages fed into the model can be significantly decreased. For example, the number of web pages reduced to 11 (with the MinSup = 0.01) for the KENT dataset from the original number of web pages 7134 and 50 (with the MinSup = 0.01) for the NASA dataset from 1446, because the web pages whose the supports were less than MinSup had been removed. Moreover, it is possible to control the size of the frequent web navigations by adjusting the MinSup values.
In step 3, the final result of the dynamic clustering-based Markov model is a graph presenting the weighted relationships of frequent web links. Each web link has the historical links visited before the web link and the recommended links which might be visited after the web link with the corresponding predictive probabilities, as shown in the following two examples.
Example 1: In the case of the KENT dataset choosing MinSup = 0.01, we have a graph linking 11 web pages. Figure 2 depicts a part of the graph containing the node "stoc.html" with its historical links and the predicted links for the next move (the recommended links). This graph shows, for the web page "http://www.cs.kent.edu/~blewis/stat/stoc.html", its historical link is "http://www.cs.kent.edu/~blewis/stat/scon.html", which is in the same parent directory "http://www.cs.kent.edu/~blewis/stat/". It is predicted that a user has 50% probability to visit the page "http://www.cs.kent.edu/~blewis/stat/stat.html", which is in the same parent directory, and 50% probability to visit an irrelevant page or end the session (we do not consider this probability).
Example 2: In the case of the NASA dataset choosing MinSup = 0.01, we have a graph linking 50 web pages. Figure 3 depicts a part of the graph containing the node "history.html" with its historical links and the predicted links for the next move (the recommended links).
This graph shows that for the web page "http://science.ksc.nasa.gov/history/history.html", its historical links are "http://science.ksc.nasa.gov/shuttle/missions/missions.html" and "http://science.ksc.nasa.gov/ksc.html", a 20% probability is predicted that a user may either go to one page "http://science.ksc.nasa.gov/history/apollo/apollo.html" in the same parent directory or go back the historical page "http://science.ksc.nasa.gov/shuttle/missions/missions.html", and a 60% probability of going to an irrelevant page or end the session (we do not consider this probability).
Note that either the historical links or the recommended links can be in a different parent directory as the current page. This is allowed as long as the web links are listed in the related pages.
As we can see from the examples, the discovered relationships between the links are reasonable with reference to the link structure of the websites, in which the historical links are often in the same directory or the parent directory of the current link and the recommended links are often in the same directory or the subdirectory of the current link. However, web users sometimes may not follow the link structure of the website, but rather visit the interesting pages shown on the web pages. This is the reason why some discovered web navigations are different from the link structure. In such a case, the web designer may need to consider redesigning the website to reconstruct the links in order to make the website more convenient for users.
DISCUSSION AND CONCLUSION
In the mining step, some data mining techniques, such as the Markov model and the PLWAP algorithm are used to discover the data sets. However, the traditional Markov model might fail to model a web log containing numerous web pages with higher prediction accuracy because the number of states will increase significantly in the high-order Markov model. Even though the dynamic clustering-based Markov model tries to control the state space complexity to achieve second-order accuracy by integrating the K-means algorithm to clone the necessary number of states [7] , it is a waste of time and memory to mine a considerable number of unessential web pages from a web log. It will be more efficient to collect only the essential web pages before applying the Markov model. The PLWAP algorithm is one of the promising candidates for generating the required frequent web access sequences because it not only can accomplish the task, but is also verifiable and more effective compared with Apriori-like algorithms [4] . However, the PLWAP algorithm will stop at the same level as the association rules, and cannot usually meet the demand of a user who needs the most relevant web pages to be recommended for the next navigation step in a recommender system. The probabilistic Markov model, on the other hand, can take the frequent patterns from the PLWAP algorithm and further predict the most interesting and relevant web pages to navigate for a user.
The new web usage mining process proposed in this paper is the combination of the PLWAP algorithm and the dynamic clustering-based Markov model. It inherits the advantages of the PLWAP-tree and the dynamic clustering-based Markov model and overcomes their drawbacks by omitting uninteresting web pages. It can predict the most interesting web access patterns from the users' navigation history. It has been tested using the two web log datasets taken from real websites. The testing results show that the new mining process can considerably improve the drawbacks of Markov model and enhances the performance of PLWAP algorithm.
Another important contribution of this paper is that the resultant web page link graph not only presents all possible links of the web sites, but also predicts the frequently visited links or the frequent web navigations. This makes the new mining process be very 20% 60% useful for web personalization systems using recommender systems. In contrast, a web usage mining process only using the Markov model does not highlight frequent web navigation or user interests.
Our future work will apply the new process to mine the web usage data from an e-government service website to discover the user navigation patterns in order to predict users' interests and preferences in that specific service domain.
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