P eople are the unique source of adaptive capacity essential to incident response in modern Internet-facing software systems. The collection of articles in this issue of acm queue seeks to explore the forms of human performance that make modern business-critical systems robust and resilient despite their scale and complexity.
In the first of four articles in this issue, Richard Cook reframes how these Internet-facing systems work through his insightful "Above the Line/Below the Line" framing that connects human performance to software tooling. He connects human performance above the line to technology performance below the line of representation.
Then Marisa Grayson considers a key function above the line by studying the cognitive work of anomaly response, particularly how hypotheses are explored during incident response.
In her article, Laura Maguire expands the above-the-line frame by examining what coordination looks like across multiple roles when events threaten service outages, especially how people adapt to control the costs of this coordination.
Finally, J. Paul Reed broadens the perspective to reveal
Revealing the Critical Role of Human Performance in Software It's time to revise our appreciation of the human side of Internet-facing software systems.
QUEUE focus the factors that affect how learning from incidents can be narrow and reactive or broad and proactive. Broad, proactive learning keeps pace with change, continually recharging the sources of adaptive capacity that lead to resilient performance. The articles all highlight the idea that incidents are opportunities to update and revise models of the ways organizations generate and sustain adaptive capacities to handle surprising challenges as systems grow and operate at new scales.
While it's reasonable for software engineering and operations communities to focus on the intricacies of technology, there's not much attention given to the intricacies of how people do their work. This is a critical gap since modern business-critical systems work as well as they do because of the adaptive capabilities of people. To be more specific: Without the cognitive work that people engage in with each other, all software systems eventually fail (some catastrophically!). 1 Business-critical software systems necessarily increase in complexity as they become more successful. This complexity makes these systems inherently messy, so that surprising incidents are part and parcel of the capability to provide services at larger scales and speeds (see "Resilience is a Verb" for a basic introduction 10 ). Incidents will continue to present challenges that require resilient performance, regardless of past reliability statistics.
Studies in resilience engineering 2, 9 reveal that people produce resilient performance by (1) doing the cognitive work of anomaly response; (2) coordinating joint activity during events that threaten service outages; and (3) W ithout the cognitive work that people engage in with each other, all software systems eventually fail (some catastrophically!).
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revising their models of how the system actually works and malfunctions using lessons learned from incidents. People's resilient performance compensates for the messiness of systems, despite constant change.
If you take the view that systems are up, working, and successful because of the adaptive capacity that people have, then incidents can be reframed as ongoing opportunities to update and revise mental models as the organization/technology/infrastructure changes, grows, and scales. 4 HUMAN PERFORMANCE AND SOFTWARE ENGINEERING CDI (critical digital infrastructure) encompasses the facilities that engineers use to develop, change, update, and operate software that enables valuable services. This includes all the components needed to create the value that businesses provide to customers: the technology stack, code repositories, data sources, and a host of tools for testing, monitoring, deployment, and performance measurement, as well as the various ways of delivering these services.
In his opening article, Cook points out that discussions focused solely on the technology miss what is actually going on in the operations of Internet-facing applications. Figure 1 in Cook's article reveals the cognitive work and joint activity that go on above the line and places the technology and tooling for development and operations below the line. The "line" here is the line of representation. No one can directly inspect or influence the processes running below the line; all understanding and action are mediated through representations.
The above-the-line area in the diagram includes the people who are engaged in keeping the system running and extending its functionality. They are the ones preparing to deploy new code, monitoring system activities, rearchitecting the system, etc. These people ask questions such as: What's it doing now? Why is it doing this? What's it going to do next? This cognitive work-observing, inferring, anticipating, planning, intervening, etc.-is done by interacting, not with the things themselves, but with representations of them. Interestingly, some representations (e.g., dashboards) are designed by (and for) software engineers and other stakeholders.
Notice that all the above-the-line actors have mental models of what is below the line. These vary depending on role and experience, as well as on their individual perspectives and knowledge. Notice that the actors' mental models are different. This is because there are general limits on the fidelity of models of complex, highly interconnected systems. 8 This is true of modern software systems and is demonstrated by studies of incident response; a common statement heard during incidents or in the postmortem meetings afterward is, "I didn't know it worked that way." 9 SYSTEMS ARE MESSY Systems are developed and operate with finite resources, and they function in a constantly changing environment. Plans, procedures, automation, and roles are inherently limited; they cannot encompass all the activities, events, and demands these systems encounter. Systems operate under multiple pressures and virtually QUEUE focus always in degraded mode. 10 The adaptive capacity of complex systems resides in people. It is people who adapt to meet the inevitable challenges, pressures, tradeoffs, resource scarcity, and surprises that occur. A slang term from World War II captures both the state of the system and the acceptance of the people who made things work: SNAFU (situation normal, all fouled up). With this term, soldiers were acknowledging that this is the usual status and that their jobs were to make the flawed and balky parts work. If SNAFU is normal, then SNAFU catching is essentialresilient performance depends on the ability to adapt outside of standard plans, which inevitably break down.
However technologically facilitated, SNAFU catching is a fundamentally human capability that is essential for viability in a world of change and surprise. Some people in some roles provide the essential adaptive capacity for SNAFU catching, though the catching itself may be local, invisible to distant perspectives, or even conducted out of organizational view. 6 Surprises in complex systems are inevitable. Resilience engineering enhances the adaptive capacity needed for response to surprises. A system with adaptive capacity is poised to adapt. It has some readiness to change how it currently works-its models, plans, processes, behaviorswhen it confronts anomalies and surprises. 8 Adaptation is the potential to modify plans to continue to fit changing situations. NASA's Mission Control Center in Houston is a positive case study for this capability, especially how Space Shuttle mission controllers developed skill at handling anomalies, expecting that the next anomaly they would experience was unlikely to match any of the ones from the past that they had practiced or experienced. 7 IT-based companies exist in a pressurized world where technology, competitors, and stakeholders change. Their success requires scaling and transforming infrastructure to accommodate increasing demand and build new products. These factors add complexity (e.g., having to cope with incident response involving third-party software dependencies) and produce surprising anomalies. 1, 9 Knowing they will experience anomalies, IT-based companies, organizations, and governments need to be fluent at change and poised to adapt.
ANOMALY RESPONSE
The articles by Marisa Grayson and Laura Maguire reveal that IT-incident response is an example of the cognitive work of anomaly response. 11 Grayson focuses on the general function of hypothesis exploration during anomaly response. Hypothesis exploration begins with recognition of an anomaly (i.e., a difference between what is observed and the observer's expectations). Those expectations are derived from the observer's model of the system and the specific context of operations. Anomaly recognition in large, interconnected, and partially autonomous systems is particularly difficult. Sensemaking is challenging when monitoring a continuous flow of changing data about events that might be relevant. For many Internet-facing business systems this is the norm: Data streams are wide and fast-flowing; normal variability is high; alert overload is common; operations and observations, as well as technology, are highly distributed. To make matters worse, the representations typically available require long chains of inference rather than supporting direct visualization of anomalous behaviors.
Grayson's results show how practitioners generate, revise, and test potential explanations that could account for the unexpected findings. She developed a method to diagram and visualize hypothesis exploration based on the above-the-line/below-the-line framework.
Her charts reveal the typical flow of exploration where multiple hypotheses are generated to account for the anomalies, and the hypotheses in this set change over time. As response teams converge on an assessment of the situation, they frequently revise what are deemed candidate hypotheses and their relative confidence across the possibilities. In her study, Grayson found that sometimes a hypothesis that was considered to be confirmed was overturned as new evidence later came to the fore.
In hindsight, people focus on the answer that resolved the incident. The quality of anomaly response, however, is directly related to the ability to generate and consider a wide range of hypotheses and to revise hypotheses as the situation changes over time-for example, when interventions to resolve problems end up producing additional unexpected behavior. The value of coordination across roles and perspectives is well established. Handling anomalies in risky worlds such as space mission operation centers is one example. 7 But studies of joint activity also reveal that the costs of coordination can offset the benefits of involving multiple people and automation in situation management. 5 This earlier research looked at anomaly response anchored in physical control rooms where responders were collocated in open workspaces.
CONTROLLING THE COSTS OF COORDINATION
Internet-facing software systems are managed differently, as the norm is for responders to be physically distributed. People connect via ChatOps channels, unable to observe each other. The cognitive costs of coordination are greater for geographically distributed groups. Maguire's article describes how this both enables and constrains joint activity. For example, growth has led to third-party software dependencies that require coordination across organization (and company) boundaries during anomaly response.
In her research, Maguire asks the question: What do practitioners do to control the costs of coordination as they carry out anomaly response under uncertainty, risk, and pressure? Her results are based on studying how software engineers experience these "costs" across a set of incident response cases. They highlight the shortcomings of traditional ways of coordinating roles and managing the costs of coordination (e.g., incident commander, disciplined procedure-following (based on an incident command system), and efforts to use IT prosthetics such as bots. Maguire's work reveals how people adapt when the costs of coordination become larger. Understanding these adaptations can help in the design of effective tools, alter roles, and build organizational frameworks that enhance joint activity and reduce the costs of coordination during incident response.
LEARNING WHAT MAKES INCIDENT RESPONSE WORK
There is a significant gap between how we imagine incidents occur (and are resolved) and how they actually occur. 3 The final article by J. Paul Reed considers how organizations learn to close this gap. Reed's research highlights an important but often invisible driver of work above the line-the ways people capture lasting memories of past incidents and how these are used by those not present or involved with handling them at the time. How do people come to understand what happened? How do they share attributions about why it happened? Why do some incidents attract more organizational attention than others?
Organizations usually reserve limited resources to study events that have resulted in (or come close to) significant service degradation. Social, organizational, and regulatory factors constrain what learning is possible from such events. In contrast, proactive learning about resilient performance and adaptive capacities focuses on how cognitive work usually goes well despite all of the difficulties, limited resources, tradeoffs, and surprises. The data and analyses in previous reports illustrate the potential insights to be gained from in-depth examination of the cognitive work of incident response. 2, 9 QUEUE focus CONCLUSION Together, the four articles in this issue provide a sketch of what is happening above the line of representation, especially during incident responses. These activities are essential to building, fielding, and revising the modern information technology on which our society increasingly depends. Understanding how people detect anomalies, work together resolving incidents, and learn from those experiences is essential for having more resilient systems in the future.
The intimate relationship between human expertise and the technological components of modern systems defies linear decomposition. As Cook shows, there is really only one system here-how the system works and evolves depends on an awareness of how people's capacity to adapt is sometimes facilitated and at other times frustrated by the technology. The articles by Grayson, Maguire, and Reed demonstrate how looking at incidents through the lens of cognitive work, joint activity, and adaptive capacities provides new insights about how this human-technology system really works. Incidents are challenges that reveal the system doesn't work the way it has been imagined. The experience of the incident and post-incident inquiry offer learning opportunities highlighting where mental models need revision.
The articles go further, though. Together they highlight how everyone's mental models about Internet-facing software systems are in need of significant revision. Human cognitive, collaborative, and adaptive performance is central to software engineering and operations. As the scale and complexity of the software systems necessary to provide critical services continue to increase, what goes on above the line will remain central to all stories of growth, success, precariousness, and breakdown.
Understanding, supporting, and sustaining the capabilities above the line require all stakeholders to be able to continuously update and revise their models of how the system is messy and yet usually manages to work. This kind of openness to continually reexamine how the system really works requires expanding the efforts to learn from incidents. These articles provide tangible paths all can follow to learn how to learn from incidents. 
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