Introduction
Last decade there was a strong rise of increase of interest to studies of variable spaces, when the parameters defining the space, which are usually constant, may vary from point to point. A typical example is a generalized Lebesgue space with variable exponent defined by the modular ∫ Ω |f (x)| p(x) dx (see the surveying papers [2] , [11] , [24] on this topic), or more generally, Musielak-Orlicz spaces with the Young function also varying from point to point. Another example is the generalized Hölder space of variable order:
Within the frameworks of the Hölder spaces H λ(·) (Ω) with a variable exponent λ(x)
and more general spaces H w(·,·) (X) with a given variable dominant of continuity modulus of functions, we study mapping properties of potential operators of the form within the frameworks of such spaces. We reveal the mapping properties of the operators I α and D α in dependence of local values of α(x) and λ(x), including the worsening of the mapping properties when ℜα(x) may tend to zero: we admit that ℜα(x) may be degenerate at some set of points in Ω. We denote Π α = {x ∈ Ω : ℜα(x) = 0} and suppose that µ(Π α ) = 0.
In the case of constant α such kind of problems were widely studied in the case where X = S n−1 for spherical potential operators and related hypersingular integrals and even in a more general setting of generalized Hölder spaces defined by a given (variable) dominant w(x, h) of continuity modulus; we refer to [26] , [27] , [32] , [33] , [34] for the case w = w(h), [28] , [29] , [30] for the case ω = h λ(x) , and [31] for the general case w = w(x, h). In the case X = S n−1 , the progress was essentially based on the usage of properties of the sphere S n−1 , in particular its group properties, which is no more applicable since we do not assume group properties of X.
In the general setting of quasimetric measure spaces (X, ϱ, µ) with growth condition, mapping properties of the operators I α and D α in Hölder spaces H λ (X) were studied, in the case of constant λ and constant real α, in [4] , [5] , [6] , [7] .
In the variable exponents case, to obtain results stating that the range of the potential operator over a Hölder type space is imbedded into a better space of a similar nature, we use the method of Zygmund type estimates, which also allows to cover the case of the generalized Hölder spaces H ω(·,·) (Ω). In the case we study, these estimates are local, depending on points x ∈ Ω. The same approach is also used for hypersingular integrals.
Note that we deal with an open set Ω in X rather than with "the whole" space X, so that the so called cancellation property over Ω, see (3.3), (3.4) , in general no more holds. Thus the final statements for potentials depend essentially on the properties of the potential of the constant function. The admission of the case where the cancellation property may fail, is important in application, for instance, to the case of domains Ω in R n .
It is known that in the case of X = S n−1 and constant α with 0 < ℜα < 1, the range of the operator (1.1) over a generalized Hölder space with the characteristic ω(x, h) is isomorphic to a similar space with the "improved" characteristic h ℜα ω(x, h), this showing a natural improvement of the local smoothness exactly by the order ℜα, see [29] , [30] , [31] . The same is valid for the case X = R n , if Hölder spaces are considered with power weights (1+|x|) γ at infinity, see [26] . In the general setting of quasimetric measure spaces,
we may obtain statements on the mapping properties of the type
However, these two statements in general do not provide the isomorphisn 
we have D α I α = cI with some constant factor c, see [23] , which no more holds when α is variable or X is a more general set. As shown in [5] for constant α, the composition
in case of metric measure space X with cancellation property, is a Calderon-Zygmund operator with standard kernel. We also refer to [22] , where in the one-dimensional case By C, c we denote various absolute constants which do not depend on x ∈ X. Note that we pay an attention to estimation of arising constants, more careful than usual, because of variable exponents and the possibility for ℜα(x) to degenerate at some set.
Preliminaries

Notation and two technical lemmas
Let (X, ϱ, µ) be a quasimetric measure space with measure µ and the quasidistance ϱ, i.e. a function ϱ : X × X → [0, ∞) which satisfies the conditions
The space (X, ϱ, µ) is called homogeneous if the measure satisfies the doubling condition µB(x, 2r) ≤ CµB(x, r). We refer, for instance to [3] for basics on homogeneous spaces.
As was shown in [12] , a homogeneous space (X, ϱ, µ) admits an equivalent quasimetric ϱ 1 for which there exists an exponent θ ∈ (0, 1] such that the property
holds. When ϱ is a metric, then ϱ automatically satisfies property (2.3) with θ = 1 and In the sequel we suppose that all the balls B(x, r) = {y ∈ X : ϱ(x, y) < r} are measurable and µS(x, r) = 0 for all the spheres S(x, r) = {y ∈ X : ϱ(x, y) = r}, x ∈ X, r ≥ 0. We also suppose that measures of balls satisfy the condition 4) where N > 0 need not be an integer.
Let Ω be an open set in X and d = diam Ω. By W L(Ω) we denote the class of functions f defined on Ω satisfying the weak Lipshitz condition
where the constant A = A(f ) > 0 does not depend on x and y.
We say that a non-negative function
Everywhere below we take
.
Let a > 1 and
It is easy to check that m(t) is increasing for all t ∈ R 1 .
Lemma 2.2. Let L(x, t) be a non-negative function defined on
almost increasing in t uniformly in x, and γ(x) an arbitrary real-valued function. Then
where a > 1, 0 < r < d and x ∈ Ω. If L(x, t) satisfies the "doubling-type" condition
where
Proof. We have
Treating separately the cases where γ(x) ̸ = 0 and γ(x) = 0, we see that (2.10) in both the cases. Therefore,
and we arrive at (2.6). To prove (2.7), we again use the almost monotonicity of L(x, t) and have
we arrive at (2.7). Inequality (2.9) follows immediately from (2.11) by (2.8). 2 Remark 2.3. The possibility to choose an arbitrary a > 1 in lemma 2.2 will be later used in applications of this lemma in order to optimize constants in some inequalities.
Lemma 2.4. Let L(x, r) and γ(x) be as in Lemma 2.2 and a > 1. The inequalities are valid
where it is also assumed that L(x, t) satisfies the doubling condition (2. 
Proof. Since L(x, t) is almost increasing in t, we have
by (2.10). Hence
, we arrive at the left-hand side inequality in (2.12). To obtain the inverse inequality, we again use the almost monotonicity of L(x, t) and have
Therefore,
and we arrive at the right-hand side inequality. 2
Estimation of truncated potential type integrals via onedimensional integrals
Lemmas 2.5 and 2.8 given below provide in sense a replacement of the formula of the passage to polar coordinates used in the case X = R n .
Lemma 2.5. Let L(x, t) be a non-negative function defined on
Ω × [0, d], 0 < d ≤ ∞, almost increasing in t uniformly in x. If X satisfies condition (2
.4) and ν(x) is an arbitrary real-valued non-negative function, then
where 
In the cases where D L (a) has a power growth, i.e.
Proof. We have ∫
Then by (2.7) and (2.9) we arrive at inequalities (2.14)-(2.16). In the cases where
when ν(x) = N . After easy calculations this gives the "constant" (2.17). Observe that estimates of the type (2.18) are known in the case of constant α(x) = const with some constant in the inequality (see for instance, [5] , Lemma 1); our goal was to obtain the constant explicitly dependent on the parameters involved, including dependence on the values of α(x) which may tend to zero. Note that in the Euclidean 
where 0 < r < d, the second term on the right-hand side being absent in the case d = ∞.
When d < ∞, estimate (2.19) may be also given in the form
where C a (x) is the same as in (2.15) . In the cases where D L (a) has a power growth, i.e.
where C(x) is the same as in (2.16).
Proof. Note that estimate (2.20) with a = 2 was proved in [9] for functions L(x, t) of
with an almost increasing g(t), without explicit evaluation of the factor C a (x). We have ∫
where F 2 (x, r) ≡ 0 in the case d = ∞ and η ∈ [0, 1) is the same as in (2.13). For
by the almost monotonicity of L(x, r) we obtain
and we arrive at (2.19). To obtain (2.20) from (2.19), we observe that for r < 
Lemma 2.9. Let x, y, z ∈ X, ϱ(x, z) ≥ 2ϱ(x, y) and ℜγ ≥ −1. Proof. Inequalities of the lemma are in fact well known, see for instance [7] , but we dwell on some details of the proof since we admit complex-valued exponents γ and are interested in evaluation of the arising constant C γ . Inequality (2.22) is an immediate consequence of the numerical inequality
I) If ϱ(x, y) is a metric, then
(see its proof in Appendix). In the case b ≥ 2|a − b|, from (2.24) we easily obtain
Hence with a = ϱ(x, z) and b = ϱ(y, z), inequality (2.22) follows when ϱ is a metric.
In the case where ϱ is a regular quasimetric of order θ ∈ (0, 1], inequality (2.23) follows from (2.25) in view of (2.3). 2
Hölder and generalized Hölder spaces with variable characteristics on a quasimetric measure space
For fixed x ∈ Ω we consider the local continuity modulus
of a function f at the point x. Everywhere below we assume that |h| < 1. The function ω(f, x, h) is non-decreasing in h and tends to zero as h → +0 for any continuous function
on Ω and fixed x.
Lemma 2.10.
For all x, y ∈ Ω such that ϱ(x, y) ≤ h, the inequality
holds, where x, ϱ(x, y) ).
It is easily seen that the condition ϱ(x, y) ≤ h implies the embedding B(y, h) ⊂ B(x, 2kh).
ω(f, y, h) ≤ ω(f, x, 2kh) + ω(f, x, h).
By the property ω(f, x, λh) ≤ ([λ] + 1)ω(f, x, h
) of continuity moduli we arrive at the right-hand side of (2.27). Changing the roles of x and y, we obtain the left-hand-side one.
To prove(2.28), it suffices to observe that (2.28) is nothing else but |a(x)−a(y)|·| ln t| ≤ ln C which follows from the WL-condition when ϱ(x, y) ≤ t. 2 
Remark 2.11. Note that the moduli of continuity ω(f, x, t) satisfy the inequalities
of continuity moduli.
In the sequel, the notation λ(x) will always stand for a function λ(x) on Ω satisfying the assumptions 
Definition 2.12. By H λ(·) (Ω) we denote the space of functions f ∈ C(Ω) such that
where C > 0 does not depend on x, y ∈ Ω. Equipped with the norm
this is a Banach space.
We will also deal with the generalized Hölder spaces H w(·,·) (Ω) of functions whose continuity modulus is dominated by a given function w(x, h), the case w(x, h) = h λ(x)
being a particular case. 
We denote T = Ω×[0, d]. For a function w(x, t) defined on T we introduce the bounds
w − (t) = inf
Definition 2.13. A function w : T → R
+ is said to belong to the class W = W (T), if 1) w(x, t) is continuous in t ∈ [0, d] for every x ∈ Ω,
2) w − (t) > 0 when t > 0 and lim
3) w(x, t) is almost increasing in t for every x ∈ Ω.
Definition 2.14. Let w(x, h) ∈ W . By H w(·) (Ω) we denote the space of functions f ∈ C(Ω) such that ω(f, x, h) ≤ cw(x, h), x ∈ Ω where c > 0 does not depend on x and h. Equipped with the norm
this is a Banach space. 
On Zygmund-Bary-Stechkin classes Φ δ(·) β(·)
Definition 2.15. We say that w(x, t) belongs to a generalized Zygmund-Bary-Stechkin class Φ δ(·) β(·) = Φ δ(·) β(·) (T), where 0 ≤ δ(x) < β(x), x ∈ Ω, if w(x, t) ∈ W, and
h ∫ 0 ( h t ) δ(x) w(x, t) t dt ≤ cw(x, h) and d ∫ h ( h t ) β(x) w(x, t) t dt ≤ cw(x, h),(2.β(·) = Φ δ(·) ∩ Φ β(·) .
From the definitions of the classes Φ β(·) and W it easily follows that a function ω(x, t) ∈
Φ β(·) satisfies the property [25] . We refer also to [8] for some properties of functions in these classes, see also their detailed study in [10] .
We make use of the Matuszewska-Orlicz indices known in the theory of Orlicz spaces, see [14] and [13] , of a function ω(x, t) with respect to the variable t ∈ [0, d]:
. These indices in application to generalized Hölder spaces were studied in [15] , [16] , [18] , [17] , [20] , [19] , where in particular was shown that the belongness of a function ω(t) to Φ depending on a parameter, a similar investigation was made in [21] , including study of the uniformness of Zygmund type conditions (2.33), see Lemma 2.18. (In [21] the parameter x was a point of an arbitrary set).
We will also need the following numbers
Definition 2.16. By W(T) we denote the subclass in W (T) of functions of the form
Lemma 2.17. ([21], Lemma 2.4) Let w(x, t) = [φ(t)]
, and
For the case β(x) = β = const and δ(x) = δ = const, in [21] (Theorems 3.1 and 3.2) the following statement was proved.
Lemma 2.18. Let ω(x, t) ∈ W (T). Then ω(x, t) ∈ Φ δ ⇐⇒ m(w) > δ, and ω(x, t) ∈
For the case of variable β(x) and δ(x), the corresponding statement may be given in the following form obtained from Lemmas 2.18 and 2.17.
In case of functions ω(x, t) ∈ W(T), the equivalencies (2.38), (2.39) take the form
We will make use of the following property of the bounds for functions ω(x, t) ∈ W (T) in terms of their indices:
where ε > 0 and the constants c 1 , c 2 may depend on ε, but do not depend on x and t (see [21] , Theorem 3.5).
Potentials and hypersingular integrals of variable order in the space H λ(·)
(Ω).
Everywhere in the sequel we suppose that ϱ(x, y) is either a metric or a regular quasidistance of order θ ∈ (0, 1].
Zygmund type estimates of potentials.
We assume that α ∈ C(Ω) and ℜα ∈ W L(Ω).
where A = A(ℜα) is the constant from (2.5) for the function a(x) = ℜα(x).
It is clear that in Hölder norm estimations of functions I α f , the case f ≡ const plays an important role, in the case where
is well defined. Observe that in the Euclidean case Ω = X = R N , this integral although not well directly defined, may be treated as a constant in the case α(x) = α = const in the sense that the cancellation property
holds. For constant α, the function I α (x) is also constant in the case Ω = X = S N −1 , which fails when α = α(x) and the cancellation property of the type ∫ 
is necessary for the mapping
to hold.
Remark 3.2. Let inf x∈Ω
ℜα(x) ≥ 0 and x, y / ∈ Π α . Then
where C > 0 does not depend on x, y ∈ Ω.
By (4.33) with f (t) = ϱ t , after easy estimations we obtain
which yields (3.5) after easy calculations with estimate (2.14) taken into account. Estimate The estimate (3.9) provided by the following theorem clearly shows the worsening of the behaviour of the local continuity modulus ω(I α f, x, h) when x approaches the points where α(x) vanishes. We also give a weighted estimate exactly with the weight α(x). For the latter we exclude purely imaginary orders α(x) = iϑ(x) by the following condition
We use the notation
ℜα(y).
Theorem 3.4. Let Ω be a bounded open set in X, α ∈ C(Ω) and ℜα ∈ W L(Ω) and
ℜα(x) < 1, and let 0 < h < λd, λ = min
. Then for all the points x ∈ Ω\Π α such that α h (x) ̸ = 0, the following Zygmund type estimate is valid
where the constant C > 0 does not depend on f, x and h.
If additionally α(x) satisfies condition (3.8) , then for all the points x ∈ Ω\Π α the weighted estimate holds
Proof. Given x, y ∈ Ω, we represent the difference (I α f )(x)−(I α f )(y) in the following form (compare with similar representations in [26] , [27] , [35] in the case of X = S N −1 )
For I 1 , we have
By Corollary 2.7 and the property ω(f, x, 2h) ≤ 2ω(f, x, h) of the continuity modulus, we get 12) where C(K, N ) = eK(N + 1) The term I 2 is similarly estimated, since 13) where k is the constant from (2.2) and we obtain
To estimate I 3 , we make use of Lemma 2.9 and obtain 15) where θ = 1 when ϱ is a metric and 0 < θ ≤ 1 when (X, ϱ, µ) is regular of order θ ∈ (0, 1], 
α).
For I 4 we have
By (2.24) with a = ϱ = ϱ(x, z) and b = 1 we have 
and then
by inequality (2.21) of Lemma 2.8, where
Gathering the estimates for I k , k = 1, 2, 3, 4, and taking into account that |I 5 | ≤ |f (x)|ω(I α , x, h), we get at (3.9) .
To get at (3.10), we make use of the representation
Estimations of the terms I α k , k = 1, .., 5, follow the same line as those for the terms 
If f ∈ C(Ω), then for all x, y ∈ Ω with ϱ(x, y) < h such that ℜα(x) ̸ = 0 and ℜα(y) ̸ = 0, the following estimate is valid
where C > 0 does not depend on x, y and h.
Estimation of the terms A k , k = 1, ..., 5, follows more or less the same lines as in the proof of estimate (3.9). Thus for A 1 by Lemma 2.5 we obtain
For A 2 , by (3.13) and the same Lemma 2.5 we have
where we have used the property (2.31). In the case of A 3 , we make use of (2.22) and (2.23) and get
Then by (2.20), we obtain
For A 4 we observe that {z ∈ Ω :
and use (2.20) again, which yields
Then by (2.29) we arrive at the estimate . We do not dwell on such estimations in this paper.
Theorems on mapping properties for potentials and hypersingular operators of variable order in the spaces H w(·) (Ω).
Recall that for the potential operator I α we allow the variable order α(x) to have a degenerate ℜα(x) on a set Π α (of measure zero). We consider the weighted space 
