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образования твердых бытовых отходов и отходов производства. 
 
 
Обеспечение перехода к рациональным экологически устойчивым мо-
делям потребления и производства, позволит не терять из оборота эконо-
мики в среднем 200 тонн ресурсов для промышленности ежедневно.  
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О СХОДИМОСТИ АЛГОРИТМОВ ОБУЧЕНИЯ  
ИСКУССТВЕННЫХ НЕЙРОННЫХ СЕТЕЙ 
 
Рассматривается задача обучения нейронной сети, которая состоит в 
нахождении весовых коэффициентов  и порогов   нейронной сети, ко-
торые минимизируют функцию ошибки сети !"#$ = %&∑ "( − *$&+,% , где ( = -".$ - значение функции активации j -ого выходного нейрона сети, . = ∑ /0,% −   (1 = 1,  5, 6 = 1,  7), * – ожидаемый выход j -ого вы-
ходного нейрона, / – выходное значение i -ого нейрона предыдущего слоя, # = (%%, &%, … , 0%,  %,  … , %+,  &+,  … , 0+,  +): - вектор-столбец 
Рисунок 1 - Образование твердых коммунальных и промышлен-
ных отходов по месяцам за период 2014-2018 годы в тоннах 
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весовых коэффициентов  и порогов   нейронной сети, а # ="% ,  & , … , 0 ,  $:- вектор-столбец весовых коэффициентов  и по-
рога  , связанных с 6-ым выходным нейроном сети, !"#$ = %& "( − *$& - 
функция ошибки 6-ого выходного нейрона сети.  
Обучение нейронной сети с использованием метода наискорейшего 
спуска состоит в изменении весовых коэффициентов  и порогов   
нейронной сети на каждом шаге обучения, в соответствии с формулой: #(* + 1) = #(*) − <(*)>! ?#(*)@, где >!"#$ - градиент функции !"#$, 
Предлагается использовать соотношения: 
<(*) = ABC?DE(F)@AGHBGC?DE(F)@⋅BC?DE(F)@, BC?DE(F)@J,                            (1) 
если шаг обучения <(*) выбирается только для минимизации функции 
ошибки сети j -ого выходного нейрона !"#$, и 
<(*) = <(*) = ∑ ABC?DE(F)@AGKELM∑ HBGC?DE(F)@⋅BC?DE(F)@, BC?DE(F)@JKELM ,                         (2) 
если шаг обучения <(*) выбирается для минимизации функции ошибки 
сети !"#$, где >&! ?#(*)@ - матрица Гессе функции ! ?#(*)@.  
Соотношения (1) и (2) получены и использовались, например, в [1-3] 
при выполнении условия 517 H-′ ?.(*)@J& + "((*) − *$-″ ?.(*)@ > 0, которое 
рассматривалось в [4]. 
Сравним абсолютные изменения функции ошибки сети !"#$ в рас-
смотренных двух случаях: 5P/ ?QR%! ?#(*)@Q , QR&! ?#(*)@Q@ = 
= 125P/ TUV(*)<(*)
+
,% ,  1/U
V(*)<(*)
+
,% X ⋅ A>! ?#(*)@A
& = 
= %& "∑ V(*)<(*)+,% $ ⋅ A>! ?#(*)@A&, где V(*) = ABC?DE(F)@A
G
ABC?D(F)@AG . 
Следовательно, использование соотношений (1) будет обеспечивать 
лучшую скорость сходимости обучение нейронной сети с использованием 
метода наискорейшего спуска по сравнению с использованием соотноше-
ния (2). 
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ОБУЧЕНИЕ СТУДЕНТОВ ЭКОНОМИЧЕСКИХ  
СПЕЦИАЛЬНОСТЕЙ МЕТОДАМ ПОВЫШЕНИЯ  
НАДЕЖНОСТИ ЭКСПЛУАТАЦИИ  
ПРОГРАММНЫХ СИСТЕМ  
 
В настоящее время весьма актуально обучение методам повышения 
уровня надежности эксплуатации программных систем с учетом требований 
по обеспечению достаточно приемлемого уровня надежности. Как правило, 
в рамках дисциплин связанных с информатикой учат использовать опера-
торы языка программирования или изучают конкретные инструментальные 
программные средства, но опускают тему как эффективно и максимально 
надежно работать с этими программными.  
Надежность эксплуатации программного продукта определяется в 
первую очередь так называемым «человеческим фактором» при выполне-
нии эксплуатационных процедур программной системы. Контролировать 
этот «человеческий фактор» можно за счет использования: 
– минимального и достаточного набора типизированных программ-
ных объектов; 
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