ABSTRACT Nowadays, most data analytical applications comprise of multiple tasks, which can be represented as workflow in nature. Some of data analytical applications, the data requests arrived continuously, such as fraud detection application and order application. In general, such workflow applications have a rigid requirement in relation to response time. When running the analytical workflow in a cloud platform, one of the critical questions which arise is how to provision resources so that the monetary cost can be reduced while guaranteeing system throughput. In this paper, we use queueing network theory to address this challenge. First, we present the performance analytic model for the elastic analytical workflows based on queueing network theory. Then, we design a resource provision strategy to determine the number of virtual machines for hosting components of the applications with throughput guarantee. Both real experiments and simulation experiments using the real workload traces data show that our proposed approach provides a simple yet powerful solution to provision resources for analytical workflows under dynamic workload conditions.
I. INTRODUCTION
Nowadays, with the wider deployment of sensors, video cameras, smart devices and monitoring software, all types of events are captured and identified [1] . In addition to storing these events in databases for future queries, action should be taken to process these events in a real-time manner in order to provide better services or to ensure the safety of a system. However, before a reasonable action plan is chosen, the related information should be collected and analyzed. In order to ensure decisions can be made quickly, the analysis process should be completed in a time-efficient way.
For example, with the deployment of cameras and sensors, traffic violation events (such as running a red light, speeding and illegal parking etc.) can be detected by sensors [2] . Then, consequent actions should be taken in order to process these traffic violation events (See Fig.1) . Firstly, the event data (pictures or videos) are sent to the traffic violation management system. Then, number plates of the violating vehicles are recognized by a plate recognition software component. Next, the violating vehicles' and their owners' information is queried, based on the plates which have been recognized by the vehicle management system. Violation events are finally recorded and transferred to the punishment system. Of all the processes, vehicle plate recognition is a typical analytic task, which involves several steps. Considering a lot of traffic violation events may occur at the same time in a large city, sufficient computational resources should be provisioned to process these tasks in an efficient way.
Although an enterprise can buy and use their own resources to support data analysis, currently, an increasing number of enterprises are turning to the cloud. Cloud computing is an Internet-based computing model where shared configurable resources are provided as services [3] . According to the type of cloud resources, cloud services can be divided into three categories: (1) Infrastructures services, or Infrastructure as a Service (IaaS), such as Amazon Web Services [4] , the Google Cloud Platform [5], Microsoft Azure [6] , etc., which offer ondemand virtualized resources (e.g. Virtual Machines (VMs) and cloud storage); (2) Platform services, or Platform as a Service (PaaS), such as the Google App Engine and Apprenda [7] , which allow users to create applications using software components that are built into the PaaS; (3) Application Services, or Software as a Service (SaaS), such as Salesforce [8] and Workday [9] , which use the web to deliver applications that are managed by a third-party vendor and whose interface can be accessed from the clients' side. The cloud offers a more economical way for enterprises to invest computing resources since they can rent resources dynamically according to their requirements in a pay-as-you-go way.
An analytical task generally consists of several steps where each step is accomplished by invoking a software component. In other words, different software components are orchestrated by a workflow. By deploying workflow of software components into the cloud, this workflow becomes a service, which is called the analytical workflow service [10] .
A service should comply with a Service Level Agreement (SLA) contract which determines the revenues and penalties on the basis of the achieved performance level [11] . This target requires the provision of sufficient resources. However, considering the cloud pricing scheme (quantum length and price), over-provisioning of resources leads to a waste of resources, which also increase execution costs. Even worse, the workload levels resulting from the users' requests change from time to time, which indicates that there is a need to identify the amount of resources for the particular workload level and adjust the provisioning of the resources dynamically. For example, many more traffic violation events occur during the day than at night so fewer resources are required at night.
There are numerous existing studies on how to rent cloud resources to process dynamic workloads in an elastic way. However, a workflow consists of multiple interrelated activities, which should be considered when allocating resources to it. Workflow scheduling approaches in the cloud have also been investigated and most focus on how to execute one instance efficiently. Some research focuses on the elasticity of workflow systems, which can adjust the resource pool for the system dynamically based on certain strategies.
The QoS metrics of a workflow generally include response time, makespan, monetary cost and energy consumption. However, our aim is to propose a resource scheduling approach for a real-time analytical workflow service. The most important metrics here is the throughput. A service with enough throughput can process each request efficiently and no request has to wait for processing. In order to ensure the total throughput of the analytical workflow service, we should allocate enough resources to it, and we should also decide how many instances should be created for each software component.
In this paper, we research the resource scheduling approach for analytical workflows in the cloud environment, with the objective of finding the cheapest plan while guaranteeing throughput. This work will answer the following questions: (1) how many instances of each component need to be deployed; (2) which type and how many virtual machines need to be rented; (3) how is the mapping between the components and virtual machines done?
We employ queueing theory to model the performance of the analytical workflow service. Based on the performance model, we propose a greedy heuristic algorithm for resource scheduling of the analytical workflow. We implement the analytical workflow system using our proposed algorithm in the Ali cloud. To evaluate the performance of the proposed algorithm, we test the violating car plate recognition workflow (named ViCPR) in our analytical workflow system. We also conduct a series of simulation experiments with sample workflow graphs to verify the robustness of the proposed algorithms.
The remainder of this paper is organized as follows. Section 2 summarizes related work. Section 3 introduces the analytical workflow applications, including a definition and application case. In Section 4, the queueing theory-based performance analytical model is presented. Section 5 gives the formulation of the problem and the complexity analysis. Section 6 presents the detail of the scheduling algorithms. In Section 7, experimental setups and the analysis of the results are provided. The final section is the conclusion.
II. RELATED WORK
Workflows have been adopted as a powerful modeling and enactment technique to coordinate a number of loosely coupled tasks [13] . Resource scheduling for workflows in the cloud environment is important but complex when cost and performance need to be optimized at the same time.
In recent years, there has been a considerable amount of work on this topic, which can be classified into different categories according to their optimization metrics [14] - [16] . Furthermore, according to the types of workloads, workflow scheduling can be classified into two categories, i.e., batch processing-oriented [17] , [18] and real-time (or stream) processing-oriented [19] - [21] . In the batch processing model, a batch of data needs to be processed. In contrast, in the real-time analytical workflow data that arrives continuously needs to be processed. Specifically, the goal of real-time analytics is to analyze data streams at a rate equal to or greater than the arrival rate. Therefore, real-time applications have high requirements on the performance of throughput, which has rarely been studied by the current research work. VOLUME 6, 2018 From the viewpoint of resource bottlenecks, analytical workflow tasks can be classified into three categories, i.e., processor intensive, memory intensive, and I/O intensive [22] , [23] . Processor intensive tasks result in the work being primarily pushed onto the processors (e.g., CPUs). Similarly, memory intensive tasks result in the work being primarily pushed onto the memory. In reality, sometimes it is hard to tell if a task is processor intensive or memory intensive. Thus, processor intensive tasks and memory intensive tasks are often called computation intensive tasks. I/O intensive tasks are also called data intensive tasks, as they devote most of their processing time to I/O for the movement and manipulation of data. In this paper, we focus on computation intensive tasks.
The common optimization objectives for workflow scheduling include budget, deadline and makespan, etc. However, in this work, we aim at throughput assurance. The premise condition of scheduling is the accurate estimation of the performance metrics of applications. Several classes of models can be used to model QoS performance in cloud systems, such as the machine learning method, the queuing model and Petri nets. Here we briefly review queueing models, which are used in this paper. Queueing theory is commonly used in system modeling to describe hardware or software resource contentions. A queueing network can be described as a collection of queues interacting through request arrivals and departures. Each queue represents either a physical resource (e.g., CPU, network bandwidth, etc.) or a software buffer (e.g., admission control, or connection pools). Cloud applications are often tiered and queueing networks can capture the interactions between tiers [24] . An example of cloud management solutions exploiting queueing network models is in [25] , where the cloud service center is modeled as an open queueing network of multiclass single-server queues. Each layer of queues represents the collection of applications supporting the execution of requests at each tier of the cloud service center. This model is used to provide performance guarantees when defining resource allocation policies in a cloud platform. Also, [26] uses a queueing network to represent a multi-tier application deployed in a cloud platform, and to derive an SLA-aware resource allocation policy.
III. ANALYTICAL WORKFLOW SERVICES
Analytical workflow comprises a series of structured analysis tasks that arise in scientific or business problem solving. These tasks are connected with each other through producerconsumer relationships specified by the workflow model.
A. ANALYTICAL WORKFLOW MODEL
The analytical workflow models the data analysis applications as DAGs (Directed Acyclic Graphs), where the nodes in the graph represent analysis tasks and the edges represent the flow of data between tasks.
Furthermore, there are three types of nodes in a workflow, namely, entry nodes, sink nodes and activity nodes. The entry nodes have only outgoing edges and represent the entry points of the application. The sink nodes have only incoming edges and represent the final points of the application. Without loss of generality, it is assumed each workflow model has one entry node and one sink node. If a workflow has multiple entry components or multiple sink components, we can add a virtual entry node and a virtual sink node with zero execution time and connect the virtual entry node to all actual entry components and all actual sink components to the virtual sink node, respectively.
Nodes that are not of the type entry or sink are activity nodes, which mean that they have both incoming and outgoing edges. For applications that include many steps in the process of data analysis, it can be expected that most nodes in an analytical workflow are activity nodes, which consume data from others and then produce data.
Each edge in a workflow corresponds to a pair of an input and an output of the same data. The output of one activity becomes the input of the other, via the dependency created by the edge connecting the two nodes. Hence, an edge defines the flow of data from one node to another according to the production and consumption relationships between activities.
B. SYSTEM ARCHITECTURE FOR ANALYTICAL WORKFLOW
We implement an analytical workflow system named CanWorkflow (Cloud analytical Workflow), which can be deployed to the cloud. As illustrated in Figure 2 , the CanWorkflow system consists of four components: workflow engines, workflow scheduler, queue monitor and storage. The workflow engines host the components in the analytical workflow which are responsible for job processing. The workflow scheduler is responsible for workflow scheduling, which is the core part of the system. The queue monitor inspects the congestion situation of each workflow component, and the information is fed back to the workflow scheduler to scale up or down the cloud resources employed. The CanWorkflow is built on SAN-(storage-area network) based storage systems. All data including requests and intermediate data are stored in the cloud, such as S3. Thus, the data communication cost becomes negligible when data are located in the same cloud datacenter.
C. CASE STUDY
To better understand the running process of the CanWorkflow system, we use the car plate recognition workflow (ViCPR) as a case study. ViCPR is an analytical workflow application which recognizes Chinese license plates, which is a core part in traffic violation event processing [27] .
In China, there are four different types of license plates for vehicles. We only focus on the most common license plate type for regular vehicles which consist of one-character as a provincial abbreviation, a letter of the alphabet, and five numbers or letters of the alphabet (e.g., 123456). The process of plate recognition consists of four steps, as illustrated in Figure 3 , plate localization, segment classification, char segmentation and char identification. In the plate localization step, all the image patches that could have a plate are located. In the second step, each image patch is classified using the SVM machine learning algorithm and the patch that contains the plate is identified. Next, the plate image patch is passed to char segmentation and seven segments are the outputs. The ANN machine learning algorithm is used to recognize the characters in the last step. When car plate recognition requests arrive following a certain distribution (usually Poisson distribution), the workflow scheduler determines the resources and the component instance deployment schema.
IV. PERFORMANCE ANALYTICAL MODEL
We model an elastic analytical workflow application as an open queueing network where each queue represents a component in the workflow. The Poisson process is the most widely used probability model of random events for two reasons: 1) the Markova properties of the Poisson process make it analytically tractable; 2) the feature of memoryless. Also, exponential distribution is a widely adopted model for the execution time of a component (the service rate follows a Poisson distribution). We also follow these conventions.
Given an analytical workflow application with M components, we denote the average arrival rate of users' requests to the application as λ, and the average service rates of the components are denoted as {µ 1 , µ 2 , . . . , µ M }. As we assume that the arrival rate of the user's requests and the service rates of all components follow a Poisson distribution, each component of the workflow application can be modelled by an M/M/m queue with heterogeneous servers (Figure 4) . According to the Poisson process, the request departure rates of the components also follow a Poisson process. We denote the average departure rate as η. For a component, Thus, the request arrival rate of each activity in a workflow application is the sum of the request departure rates of all precedent nodes. Take the workflow in Figure 3 for example,
Traffic intensity is defined as ρ = λ/µ. From Burke's Theorem, ρ is less than 1 if the system is stable [28] . Then, for any component in the workflow, η i = λ i . For the workflow in Figure 3 , if the workflow system is stable, the traffic intensities of all four components are less than 1. That is,
There exist common performance metrics in the context of the queueing system [29] .
Response time (or sojourn time, T) is defined by T = t departure − t arrival , where t departure is the time when the job VOLUME 6, 2018 leaves the sytem, and t arrive is the time when the job arrives at the system.
Waiting time (or delay, T w ) is the time that the job spends in the queue, not being served. T = T w + T s , where T s is the service time.
Server Utilization (U i ) is the fraction of time server i is busy. Suppose we observe a server i for a long period of time. Let τ denote the length of the observation period. Let B denote the total time during the observation period that the device is non-idle. Then
Note that this server utilization is different from CPU utilization. CPU utilization is the CPU usage, the amount of time for which a CPU is used for processing instructions of a program. Server utilization is the amount of time that the server is busy (that is, there are jobs in the server).
Throughput (X) is the rate of completions (e.g., jobs/sec) in the system. Lets C denote the total number of jobs completed in the system during time τ . Then
Throughput is the performance metric mostly used in analytical workflows and it is the metric about which we are concern in this paper. For an open queue system,
where A(t) is the number of arrival requests by time t and C(t) is the number of completed request processing tasks (departures) by time t. The expected case is λ ≤X . If λ >X , this means some arrived requests are dropped or some jobs become stuck and are never completed for some reason.
V. PROBLEM ANALYSIS A. PROBLEM FORMULATION
When deploying workflow applications into the cloud, we need to rent virtual machine instances from cloud providers. From the viewpoint of the analysis service provider, the two main concerns are performance and monetary cost. Measures associated with performance include response time, throughput, and utilization, etc. In this paper, we focus on which type and how many virtual machine instances need to be rented, with the objective of minimizing the monetary cost while guaranteeing application throughput. We name this the TGRS problem (Throughput Guarantee Resource Scheduling).
Minimize : Cost(app)
Subject to : throughput(app)
In the cloud, virtual machines are charged in terms of time units (e.g., minute, hour) and processing power. In the charging process, the time is often rounded up, for example, if the time is less than one hour, it will still be charged as one hour. This is often a common practice, for example, Amazon Web Services charge hourly [4] Based on the performance modeling in Section 3, to keep the throughput of the whole application, ρ must be less than 1 for each component.
where x ij is the number of vm j type virtual machines to which component com i is allocated.
Then the problem can be reformulated as:
n j * price j Subject to :
In the shared provisioning model, multiple component instances can be co-located into one virtual machine.
B. COMPLEXITY ANALYSIS
Now, we analyze the computational complexity of TGRS. The TGRS problem consists of two processes: VM provisioning and component placement. The objective of VM provisioning is to rent enough VMs for each component to guarantee the throughput. We can place multiple components onto the same virtual machine based on the CPU utilization so as to reduce the monetary cost. As we know, in the NP-complete proof process, proving that a special instance or sub-process of one problem is NP-complete will indicate the original problem is NP-complete. Therefore, in this section, we prove that the component placement is NP-complete.
Theorem: TGRS is NP-complete. Proof: The Bin Packing Problem is defined in [30] in this way: given n items with sizes a 1 , . . . , a n , we need to find a packing of items into unit-sized bins so that the number of used bins is minimized. We construct an instance of TGRP as an instance of the bin packing problem as follows:
• In the sub-process of TGRS: component placement, give m components com 1 , . . . , com m and the demanded number of vm j list is {n 1j , . . . , n mj }. The CPU utilizations of m components on vm j are U 1j , . . . , U mj .
• The total cost of hosts is num · price j · time. Here num is the number of vm j in the new consolidation.
• Our goal is to allocate the components with minimized monetary cost. As the virtual machines are rented for continuous arriving requests, the goal is to find the minimized number of vm j virtual machines. The components can be regarded as items while the virtual machines are bins. Now we can see that the bin packing instance has a solution with a minimized bin number if and only if the TGRS instance has a solution with a minimized virtual machine number. Therefore, TGRP is NP-complete.
VI. THROUGHPUT GUARANTEED RESOURCE SCHEDULING ALGORITHM
We propose a semi-online heuristic algorithm based on the queueing-theory for a throughput guaranteed resource scheduling problem, name TGRS. As mentioned in Section 4, resource scheduling for an analytical workflow consists of two steps: virtual machine provisioning and component mapping. In our proposed algorithm, we conduct resource scheduling in a semi-online way. Though we need to know all the information of the components to determine which type and how many virtual machines need to be rented. However, we can place components on it in real time for a new rented virtual machine.
The pseudo code of our proposed algorithm is shown in Algorithm 1. The algorithm works as follows. Initially, for a given analytical workflow, the average arrival rate of requests, the average service rate of each component on each virtual machine type, and the CPU usage of each component on each for each component c and VM type v do 3: calculate the performance to cost ratio R. 4: calculate the baseline number of component instances on VMs: vm_base M ×S .
5:
end for // Rent VMs and place component copies on them 6: select the component with maximum CPU usage, mark the corresponding VM type as j and component as i. // Rent new VMs 7: apply for vm_base(i,j) VMs with type j. // place copies onto VMs 8: place vm_base(i,j) component i to the rentedVMs. 9 :
10:
for each rented VM v do 11: calculate the total CPU usage. 12: while CPU v < 1 do 13: place other components with cpuUti < (1 − CPU v ). 14: end while 15: end for 16: for each component c do 17: calculate the total service rate µ c = S j µ(c, j); 18: calculate the throughput X c = λ/µ c ;.
19:
if X c > 1 do 20: delete from the component list. 21: end if 22: end for 23: update new service rate µ 24: until the throughput of all components are met.
type of virtual machine can be obtained in advance. The costperformance ratio of each component on each type of virtual machine is calculated. We can also get the lower bound of the jth type virtual machine to guarantee the throughput of the individual component, under the assumption that there is only jth type virtual machine (line [1] [2] [3] [4] [5] [6] . This is done through M/M/m queueing theory, vm_base=ceil (λ/µ). Next, we rent virtual machines and deploy components on them (lines 7-25). VOLUME 6, 2018 
VII. EVALUATION
This section describes the experimental setup and simulation results.
A. EXPERIMENT SETUP
We tested the ViCPR analytical workflow, which is given in Section 3, on our CanWorkflow system. We packed each function into a software component. Because each function of most analytical workflows are computationally intensive, CPU usage is the main concern for the scheduling algorithm. We use three types of virtual machines with different CPU cores but with the same memory and storage size.
The parameters relevant to the experiment are shown in Table 1 . Each newly provisioned virtual machine needs several minutes to boot-up. Therefore, a boot-up time of 120 seconds is considered for each instance as discussed on the Ali cloud website [31] . The on-demand billing interval is one hour, that is, cost per instance per hour. Thus, the usage is rounded up to the nearest hour and any partial hours are counted as full hours (e.g., 1.3 hours is rounded up to 2 hours). 
1) WORKLOAD GENERATOR
We rent a s1.small type virtual machine instance to host the workload generator. The emulated workload generator is implemented using Java. It sends images that contain car plates in the form of the Poisson process. For example, Figure 5 shows the arrival of plate pictures over 500 seconds. We determine the probability mass function of the workload, as shown in Figure 8 . As we can see from Figure 6 , it follows a Poisson distribution with λ = 20 requests per second. 
2) AVERAGE PROCESSING TIME
To collect the data, we recorded the service time and CPU utilization of each component. The parameters of the average processing rates and CPU utilizations are shown in Table 2 and Table 3 , respectively. TABLE 2. The average service rate (/second).
TABLE 3. The maximal CPU utilization (%).
Each component on every virtual machine type has an estimated execution time. The actual execution time may be different from this estimated value, which causes utilization variations in this system. We assume that each task's execution rate can be adjusted within a certain acceptable range for a given application. Table 2 gives the average service rate, which is the inverse of average execution time. For example, the average service rate of the locate component on a medium type virtual machine is 3.308 per second.
CPU utilization is impacted by many factors, such as frequency of the processor, cores, operating system, and the task itself, etc. In the Ali cloud, the three types we use have the same hardware type, Intel Xeon E5-2680 v3, 2.5GHZ. Table 3 gives the maximum CPU utilizations [31] . For example, the CPU utilization of the locate component on a medium type virtual machine is 49.5%.
B. EXPERIMENTAL RESULTS
We conducted three group experiments with different average arrival rates of requests λ = {10, 20, 30, 40, 50, 60}. Table 4 and Figure 7 show the allocation results of the TGRS algorithm with an example λ = 30. The boxplots in Figure 8 and Figure 9 show the processing time and response time of the 3000 processed pictures. As shown in Figure 8 , for all four components, the processing time can be maintained within a certain range with the FIGURE 8. Processing time. increasing workload. Response time is the sum of the waiting time and processing time. Figure 9 indicates that most of the pictures can be processed in a timely manner, without the need to wait. That is, our proposed algorithm guarantees system throughput under different workloads.
There exists some outlier data for all components in Figure 8 and 9. This is due to the performance interference by colocation, as the cores in the same virtual machine share a number of resources (e.g., I/O, memory, cache, etc.) [32] . Figure 10 shows the total provisioned virtual machines for the whole workflow application. We can see that with the increase in the workload, more virtual machines will be provisioned. Figure 11 shows the total instances of each component for the whole workflow application. The components locate and judge provision more copies as they have low processing performance. Figure 12 presents the maximal CPU utilization (red circles) and average CPU utilization (blue dots) of the rented virtual machines for different workloads, during the observed time period. We can see that the average CPU utilization for most of the virtual machines falls into the 45% to 80% range. VOLUME 6, 2018 
C. SIMULATION SETTINGS
We also present a set of simulation experiments that evaluate the performance of our proposed algorithm. Several factors have a stronger influence on the practical performance of the TGRP scheduling algorithms for a given analytical workflow. We design three groups of experiments from the viewpoint of average arrival rate λ, number of workflow nodes M , and number of VM types S, respectively.
We created 100 default workflows in each experiment and evaluated the performance of the algorithms in terms of monetary cost by averaging 100 workflows, while varying the parameters of arrival rate, number of workflow nodes and number of VM types.
We compare the TGRS algorithm with the greedy algorithm, which selects the virtual machine with the optimal cost-performance ratio for each component, until the throughput of the component is met.
D. RESULT ANALYSIS 1) INFLUENCES OF ARRIVAL RATE λ
The first experiment was conducted to evaluate the performance of our proposed algorithm when varied arrival rate from 30 to 230. All 100 generated workflows were composed of 10 components. The average processing time for each component in the workflows is all negative exponentially distributed. We assume that there are 5 different types of virtual machines (S=5). For each simulation, we generate the price of the virtual machines randomly and follow the fact that a virtual machine with a high price also has a high service rate. The CPU utilization matrix is generated according to the performance function in Section 3.2.
As CPU utilization is one of the key factors used in our algorithm, we divide the results into four parts according to the different CPU utilization categories: (1) Ucpu < 50%, all values in the CPU utilization matrix are less than 50%. That is, all components have low CPU utilization demands; (2) Ucpu > 50%, all values in the CPU utilization matrix are higher than 50%. That is, all components have high CPU utilization demands; 3) 40% < Ucpu < 60%, all values in the CPU utilization matrix are in the medium level; 4) 0<Ucpu<1, the values in the CPU utilization matrix have a generalized distribution. Figure 13 (a) shows the mean plots for monetary cost per time interval with different average arrival rates of requests. In total, monetary cost increases with the increase of λ. The reason is obvious, the greater the workload, the more allocated servers, thereby the greater the cost. For all four different CPU utilization situations, the simulation results show that the TGRS algorithm incurs lower resource renting costs than the greedy algorithm. Figure 13(b) shows that CPU utilization has a higher impact on the TGRS algorithm than the greedy algorithm. The lower the CPU utilization, the less monetary cost. Figure 14 (a) shows the mean plots for the total number of virtual machines with different average arrival rates of requests. Similar to monetary cost, the total number of allocated virtual machines increases with the increase of λ. The simulation results show that the TGRS algorithm provisions fewer resources than the greedy algorithm for all four different CPU utilization situations, especially for lower CPU utilizations. Furthermore, the lower the CPU utilization, the fewer virtual machines are required. Figure 5 shows the mean plots for component instances with different average arrival rates of requests. From Figure 15 (a), we can see that the TGRS algorithm allocates nearly the same total number of component instances as the greedy algorithm. In addition, CPU utilization has a much lower impact on the component instance numbers of both algorithms (Figure 15(b) ). 
2) INFLUENCE OF COMPONENT NUMBERS (M)
In the second group of experiments, we test the influence of workflow component numbers on the scheduling algorithm by averaging 100 workflows. Each workflow with different number of components, ranging from 1 to 50 components. We set the average arrival rate equal to 120 per time interval (λ = 120), and there are five different types of virtual machines (S=5). Figure 16 (a) shows the mean plots for monetary cost per time interval with different workflow models. The more nodes in a workflow, the higher the monetary cost. For all four different CPU utilization situations, the simulation results show that the TGRS algorithm obtains lower resource renting costs than the greedy algorithm. Figure 16(b) shows that CPU utilization has a higher impact on the TGRS algorithm than the greedy algorithm. The lower the CPU utilization, the lower the monetary cost. Figure 17 shows the mean plots for the total number of virtual machines with different average arrival rates of requests. Similar to monetary cost, the total number of allocated virtual machines increases with the increasing of λ. The simulation results show that the TGRS algorithm provisions fewer resources than the greedy algorithm for all four CPU utilization situations with different workflow nodes, especially for lower CPU utilization. Furthermore, the lower the CPU utilization, the lower the number of virtual machines.
3) INFLUENCE OF VIRTUAL MACHINE TYPES (S)
In the third group of experiments, we test the influence of virtual machine types on the scheduling algorithm by changing the number of types of virtual machines from 1 to 20. We set100 workflows with 10 components (M=10), and the average arrival rate equal to 120 per time interval (λ = 120). From Figure 18 (a), in total, monetary cost increases with the increasing of λ, and the TGRS algorithm incurs lower resource renting costs than the greedy algorithm with a different number of workflow nodes. Figure 18(b) shows that CPU utilization still has a higher impact on the TGRS algorithm than the greedy algorithm for a different number of workflow nodes. The lower the CPU utilization, the lower the monetary cost.
VIII. CONCLUSION
In this paper, we investigated how to allocate virtual machines to individual components of analytical workflows, with the goal of minimizing the monetary cost while ensuring the throughput of the whole service. We proposed a resource analytical model for workflows based on the M /M /m queue theory. We designed a semi-online heuristic algorithm based on the resource analytical model to determine the number of virtual machines for individual components in the analytical workflow service. Experimental results demonstrated that the proposed algorithm allocates an optimal number of virtual machines while also guaranteeing the throughput. In addition, virtual machines in our proposed algorithms have high utilization and stability. 
