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Introduction
Chapter 1
1.1 A language for systems biology
On 28 February 1953, Francis Crick walked into the Eagle pub in Cambridge and
announced: "We have found the secret of life". At least that is what the legend says.
Actually, that very morning James D. Watson and Francis Crick had figured out the
double helix structure of DNA. Some 50 years later, on 26 June 2000, the U.S. Pres-
ident Bill Clinton and the British Prime Minister Tony Blair jointly announced - to a
much larger audience than the Eagle crowd - the completion of the first survey of
the entire human genome by the Human Genome Project. The White House press
release reads: “Today’s announcement represents the starting point for a new era
of genetic medicine”. The promise of personalized medicine has yet to be fulfilled
but the genomic revolution has catapulted molecular biology to the realm of systems
biology (Westerhoff & Palsson, 2004). Indeed, the exceptional breakthroughs of the
last century and the advent of high-throughput technologies in the early 2000s has
crucially changed the way in which biology is practiced today.
Although it has been noted (Westerhoff & Palsson, 2004) that the roots of systems
biology can be traced back to the history of molecular biology and control theory, the
new Zeitgeist perfusing life science in the post-genomic era suggests a widely ac-
cepted change in the way biologists view their science. It is still unclear whether
the emergence of systems biology as a field in its own right is a Kuhnian ‘paradigm
shift’ to the study of integrated systems from the reductionism that characterized bio-
chemistry and molecular biology. However, if we were facing a new paradigm, we
should be facing a profound and lasting change in the language of biology since, in
Kuhn’s theory, competing paradigms are incommensurable (Kuhn, 1996). Regardless
of whether we accept Kuhn’s epistemological ideas, the necessity of a new language
for biology is clearly perceived by the biological community itself (Moya et al., 2009).
The experimentalist Yuri Lazebnik, in his famous paper “Can a biologist fix a radio?”
(Lazebnik, 2002), writes:
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“The language used by biologists for verbal communications is not betterand is not unlike that used by stock market analysts. Both are vague
(e.g., “a balance between pro- and antiapoptotic Bcl-2 proteins appears
to control the cell viability, and seems to correlate in the long term with the
ability to form tumor”) and avoid clear predictions. [...] However, I hope
that it is only a question of time before a user-friendly and flexible formal
language will be taught to biology students, as it is taught to engineers,
as a basic requirement for their future studies. My advice to experimental
biologists is to be prepared.”
Systems biology inherited the denotational language proper of control theory. De-
notational languages, such as differential equations, express mathematical relation-
ships between quantities and how they change over time. Although ordinary differ-
ential equations have been successfully applied in different systems, the two key as-
sumptions of this approach, continuity and determinism, are not always fulfilled (Moya
et al., 2009). Metaphorically one can ask the question whether molecules in a cell, or
cells themselves, solve differential equations to decide what to do in a particular situ-
ation, or rather follow simple sets of rules when they encounter one another derived
from their physical interactions (Bonzanni et al., 2009b). Furthermore, the flourishing
of ontologies (Ashburner et al., 2000) and ‘executable’ formal languages (Fisher &
Henzinger, 2007) suggests that a denotational language alone might not be enough
to satisfactorily replace, or at least fill the formal void, of the current systems of nota-
tion, diagrams, and descriptive knowledge that faithfully have served biology for the
last couple of centuries.
Many formal languages have been set forth for consideration, yet the scientific
community has not reached an agreement on the most suitable one to fully capture
biological systems. Therefore, the question “what is the best formal language to write
the secret of life?” is still without an answer and unlikely to ever have one. In fact, talk-
ing about languages for biology without specifying the abstraction level at which they
are applied is a pointless exercise. The real question should rather be at which level of
abstraction we want to understand living systems and what are the best languages to
capture such abstractions. In 1976, the same year of publication as his most famous
book “The Selfish Gene”, but in a different essay (Dawkins, 1976), Richard Dawkins
writes:
“If a computer is doing something clever and life-like, say playing chess,and we ask how it is doing it, we do not want to hear about transistors, we
simply accept them. The useful answer to the question is purely in terms
of software; indeed the programme is likely to be written in such a way
that it could easily be run with completely different hardware.
We need software explanations of behaviour. I do not mean that animals
necessarily work like computers. They may be very different. But just as
the lowest level of explanation is not always the most appropriate for a
computer, no more it is for an animal. Animals and computers are both
Towards Executable Biology
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so complex that something on the level of software explanation must be
appropriate for both of them.”Interestingly, it was during the same period in which Dawkins wrote the above
paragraphs that many of the major language paradigms now in use were inven-
ted (e.g. C between 1969 and 1973, Prolog in 1972). Some 40 years and sev-
eral programming languages later, it is possible to push his metaphor even further.
Nowadays, it is common knowledge that a programming language suitable to encode
a software application, might not be appropriate to encode a different one, although
both applications will possibly run using the same hardware. Modern programming
languages differ from one another; they are often designed to operate at different ab-
straction levels, and in different application domains, but all of them can eventually
be reduced into the same “ground form” which specifies a set of basic operations. It
is possible and common to develop a single computer application employing multiple
programming languages, where each component is written using the most suitable
language. Similarly, a (small) set of formal languages for biology should be defined,
such that it is possible to translate the languages into one another, or at least to re-
duce each of them to a common “ground form” that allows for compositionality, paving
the way towards multi-scale modelling, and, eventually, the systematic engineering
of new living organisms.
1.2 Thesis outline
The need to define a framework built upon complementary and yet coherent formal
languages for systems biology repeatedly emerged during my studies. Instead of
a systematic implementation of a framework defined a priori, this thesis should be
regarded as a preliminary investigation of the features and requirements of such a
framework, as they surfaced from the direct application of formal methods to concrete
biological case studies.
Each chapter of this thesis tackles a different biological process (e.g. signalling,
gene regulation) in a different organism (e.g. yeast, C. elegans). Notwithstanding
the diverse biological applications, all case studies share a common formal method:
Petri nets. The choice to use Petri net, was initially dictated by my own familiarity with
this modelling technique, and subsequently by its intuitive graphical representation
reminiscent of the traditional cartoons used in biology. As stated above, a single
method can hardly cover all the facets of biology at all levels of abstraction. However,
Petri nets seemed a suitable language to bridge the communication gap between
biologists and computational scientists. Furthermore, exploring different processes
using the same technique provided the opportunity to better assess strengths and
weaknesses of Petri nets in a biological context.
Chapter 2 extends the concepts enucleated in this introduction and argues that op-
erational modelling approaches from the formal methods community can fruitfully be
applied within the systems biology domain. Chapter 3 demonstrates a large scale ap-
plication of formal methods to multi-cellular pattern formation. We applied our model-
Towards Executable Biology
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ling approach to the well-studied process of C. elegans vulval development, showing
that our model correctly reproduces a large set of in vivo experiments with statistical
accuracy. Chapter 4 focuses on signalling networks. We investigated the effect of
proteolysis after nutrient starvation in S. cervisiae. Particularly, we showed how com-
putational models, bioinformatics analyses and in vivo observations can be integrated
in order to formulate and validate novel biological hypotheses. The last case study
is presented in Chapter 5. We constructed a regulatory network model based on the
functionality of cis-regulatory elements in order to generate fundamental insights into
cellular fate differentiation during haematopoiesis. Finally, in Chapter 6 I elaborate
on the results of this PhD work and discuss possible future directions towards the
systematic and successful adoption of formal languages in systems biology.
Towards Executable Biology
What can formal methods bring to
systems biology?
Chapter 2
Partially adapted from:
What can formal methods bring to systems biology?
Nicola Bonzanni1 2 , K. Anton Feenstra1 2 , Wan Fokkink2 , and Elzbieta Krepska2
Lecture Notes in Computer Science [FM09] 5850/2009:16–22 (2009)
Design issues for qualitative modelling of biological cells with Petri nets
Elzbieta Krepska2 , Nicola Bonzanni1 2 , K. Anton Feenstra1 2 , Wan Fokkink2 , Thilo Kielmann2
, Henri Bal2 , and Jaap Heringa1 2
Lecture Notes in Bioinformatics [FMSB08] 5054/2008:48–62 (2008)
1Centre for Integrative Bioinformatics, VU University Amsterdam, The Netherlands
2Department of Computer Science, VU University Amsterdam, The Netherlands
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Systems biology studies complex interactions in biological systems, with the aim
to understand better the entirety of processes that happen in such a system, as well as
to grasp the emergent properties of such a system as a whole. This can for instance
be at the level of metabolic or interaction networks, signal transduction, genetic reg-
ulatory networks, multi-cellular development, but also at higher levels such as social
behaviour of insects.
Biological systems are reactive systems, as they continuously interact with their
environment. In November 2002, David Harel (2004) put forward a grand challenge
to computer science, to build a fully animated model of a multi-cellular organism as
a reactive system; specifically, he suggested to build such a model of the C. elegans
nematode worm, which serves as a model organism in developmental biology.
Open questions in biology that could be addressed in such a modelling framework
include the following, listed in order from a detailed, molecular viewpoint to a more
global view of whole organisms: How complete is our knowledge of metabolic, sig-
naling and regulatory processes at a molecular level? How is the interplay between
different pathways or network modules organized and regulated? How is the interac-
tion between intra-cellular processes and inter/extra-cellular processes organized?
How do cells self-organize? How do cells differentiate? How are self-organization
and differentiation of cells connected? How does self-organization and differentiation
lead to the formation of complex structures like organs (e.g. the eye, brain, kidney)?
One grand open question that pervades the whole of biological research is, how
could all of this evolve? This is exemplified by the 1973 essay by Theodosius
Dobzhansky (1973) entitled “Nothing in biology makes sense except in the light of
evolution”. Some recent theoretical work (Crombach & Hogeweg, 2008) highlights
an interesting possibility, that flexibility in regulation is a necessary component of
evolution, but has itself evolved in biological systems.
2.1 Formal models of biological systems
A formal model is mathematical model of a process or system at some chosen level of
abstraction. Why, then, would a biologist want to use formal models? They can be an
excellent way to store and share knowledge on biological systems. Furthermore, in
vivo experiments in the lab tend to take an awfully long time, and are labour intensive.
In comparison, in silico experiments on a computer can take relatively little time and
effort. For instance genetic perturbations can be difficult (or unethical) to perform in
the lab, while they may require trivial adaptations of a formal model.
The time is ripe for exploiting the synergy between (systems) biology and formal
methods. First of all we have reached the point where biological knowledge of, for
instance, signal transduction has become detailed enough to start building sensible
formal models. Second, the development of analysis techniques for formal methods,
and the power of the underlying computer hardware, has made it possible to apply
formal methods to very complex systems. Although we are certainly not (and possibly
never will be) at a level where a full-fledged formal analysis of the entire genetic reg-
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ulatory network of one cell is within reach, we can definitely already study interesting,
and challenging, fragments of such networks.
It is important to realise that biology (like physics, chemistry, sociology, and eco-
nomics) is an empirical science. This is basically orthogonal to the standard applica-
tion of formal methods in computer science, where a formal analysis is used to design
and prove properties of a computer system. If a desired property of a computer sys-
tem turns out to fail, then we can in principle adapt the system at hand. In contrast,
biological systems are simply (and quite literally) a fact of life, and formal models
‘only’ serve to better understand the inner workings and emergent properties of such
systems. While in computer science, model validation typically leads to a redesign
of the corresponding computer system or implementation, in systems biology it leads
to a redesign of the model itself. A nice comparison between these two approaches
can be found in the introduction of Sadot et al. (2008).
Fisher & Henzinger (2007) distinguish two kinds of formal models for biological
systems: operational versus denotational (or, as they phrase it, computational versus
mathematical). On the one hand, operational models (such as Petri nets) are execut-
able and mimic biological processes. On the other hand, denotational models (such
as differential equations) express mathematical relationships between quantities and
how they change over time. Denotational models are in general quantitative, and
in systems biology tend to require a lot of computation power to simulate, let alone
to solve mathematically. Also it is often practically impossible to obtain the precise
quantitative information needed for such models. Operational models are in general
qualitative, and are thus at a higher abstraction level and easier to analyse. Moreover,
Fisher and Henzinger, as well as Regev & Shapiro (2002), make a convincing case
that a good operational model may explain the mechanisms behind a biological sys-
tem in a more intuitive fashion than a denotational model.
An operational model progresses from state to state, where an event at a local
component gives rise to a state transition at the global system level. Fisher et al.
(2008) argue that (unbounded) asynchrony does not mimic real-life biological beha-
viour properly. Typically, asynchrony allows that one component keeps on executing
events, while another component is frozen out, or executes only few events. While in
real life, all components are able to execute at a certain rate. Bounded asynchrony, a
phrase coined by Fisher et al. (2008), lets components proceed in an asynchronous
fashion, while making sure that they all can proceed at their own rate. A good ex-
ample of bounded asynchrony is the maximally parallel execution semantics of Petri
nets (Burhard, 1983); we will return to this semantics in the next section.
We briefly mention the three modelling paradigms from the formal methods com-
munity that are used most frequently for building operational models of biological
systems.
Petri nets are well-suited for modelling biochemical networks such as genetic regu-
latory networks. The places in a Petri net can represent genes, protein species
and complexes. Transitions represent reactions or transfer of a signal. Arcs
represent reaction substrates and products. Firing of a transition is execution
Towards Executable Biology
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of a reaction: consuming substrates and creating products. Cell Illustrator (Na-
gasaki et al., 2009) is an example of a Petri net tool that targets biological mech-
anisms and pathways.
Process calculi, such as process algebra and the pi-calculus, provides algebraic laws
to manipulate agents and processes in concurrent systems. When extended
with probabilities or stochastics, it can be used to model the interaction between
organisms. Early ground-breaking work in this direction was done by Tofts
(1992), who used process algebra to simulate behavioral patterns in ants. The
Bioambients calculus (Regev et al., 2004), which is based on the pi-calculus,
targets various aspects of molecular localisation and compartmentalization.
Live sequence charts are an extension of the graphical specification language of the
message sequence charts; interaction diagrams originally intended for mod-
elling communication behaviour in real-time systems. Notably, they allow a
distinction between mandatory and possible behaviour. They have been used
successfully by Harel and his co-workers to build visual models of reactive bio-
logical systems, see e.g. Kam et al. (2003).
Model checking is in principle an excellent methodology to verify interesting prop-
erties of specifications in any of these three formalisms. In practice, abstraction tech-
niques and distributed model checking (see e.g. Barnat et al. 2008) allows to verify
global properties of non-trivial systems. However, in view of the very large scale
and complexity of biological systems, so far even these optimisation techniques can-
not push model checking applications in this area beyond toy examples. Simulation
methods are commonly used to evaluate complex and high-dimensional models, and
are applicable in principle to both operational and denotational models. Well-known
drawbacks, compared to model checking, are that this approach can suffer from lim-
ited sampling due to the high-dimensional state space, and that there may be corners
of the state space that have a biological relevance but that are very hard to reach with
simulations. Still, in spite of these drawbacks, Monte Carlo simulations are currently
the best method to analyse formal specifications of real-life biological systems.
2.2 Petri nets
In our view, for the successful application of formal methods in the systems biology
domain, it is expedient to use a simple modelling framework, and analysis techniques
that take relatively little computation power. This may at first sound paradoxical, but
simplicity in modelling and analysis methods will make it easier to master the enorm-
ous complexity of real-life biological systems. Moreover, it will help to communicate
with biologists on the basis of formal models, and in the hopefully not too far future
will make it attractive for biologists to start using formal modelling tools.
Based on these considerations, we built our modelling frameworks around three
concepts: (i) biological significance, (ii) communicative power, and (iii) simplicity. In
Towards Executable Biology
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their basic formulation, Petri nets have a simple definition, an intuitive graphic repres-
entation that resemble biological cartoons, and they can be easily adapted to model
biological processes. Hence, we chose to ground our modelling work upon Petri net
theory.
t
p1 p2
p3 p4
A
t
p1 p2
p3 p4
B
Figure 2.1: An example of a place transition network marked by two different markings. Places
p1, p2, . . . are depicted as circles, the transition t as a square, and the flow relations as directed
arcs. The number of black dots (i.e. tokens) in each place represent their marking. Themarking
shown on the right (B) is reached by the occurrence of t in the network shown on the left (A).
Intuitively, a Petri net (Petri, 1962; Reisig & Rozenberg, 1998) is a bipartite directed
graph consisting of two kinds of nodes: places that indicate the local availability of
resources, and transitions which are active components that can change the state of
the resources. Each place can hold one or more tokens. Arcs connect places and
transitions. Tokens can flow from place to place following the arcs. More formally,
a place-transition (PT) Petri net is a tuple N = 〈P, T , F〉 where P is a set of places
and T a set of transitions with P ∩ T = ∅. F ⊂ (P × T ) ∪ (T × P) is a set of flow
relations that defines the arcs. Given a transition t ∈ T , the pre-set of t is the set of
its input places •t = {p ∈ P | (p, t) ∈ F}. The post-set of t is the set of its output
places t• = {p ∈ P | (t, p) ∈ F}. A state (or marking) of a PT net is determined by
a distribution of tokens on its places and is defined by a mapping m : P → Z≥0. A
place s is marked by a marking m if m(s) > 0. A transition t is enabled by a marking
m if m marks all the places in •t. If t is enabled, then it can fire. The occurrence of t
transforms the marking m into a mapping m’ defined as
m’(p) =
 m(p)− 1 if p ∈
•t − t•,
m(p) + 1 if p ∈ t• − •t,
m(p) otherwise.
(2.1)
Towards Executable Biology
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Petri nets can be represented as an integer matrix, i.e. the incident matrix, or as a
graph where places are depicted as circles, transitions as rectangles, arcs as arrows,
and tokens as dots (see Figure 2.1). Instead of further enriching this formalism to
extend its expressiveness (but also its complexity), we focused on preserving the
simplicity of the formalism, and developing an execution semantics which resembles
biology.
2.2.1 Petri net framework for modelling signal transduction
The first formalism we developed was built to model signalling networks. Specifically,
the C. elegans vulva development process (see Chapter 3). In this framework, the
translation of places and transitions into biological entities is straightforward. Places
represent genes, protein species, and complexes. However, we have encountered
many cases when we had to represent a single entity with various characteristics as
multiple places. For example, to differentiate between active and inactive molecules
conformations of the same protein. Transitions represent reactions or transfer of a
signal. Arcs represent reaction substrates and products. Firing of a transition is
execution of a reaction: consuming substrates and creating products. A marking
in our model does not represent directly the number of molecules or a fixed molar
concentration as in Gilbert et al., 2007. We interpret this number in two ways. For
genes as a boolean value: 0 means not present and 1 present. For proteins, we use
abstract concentration levels 0− 6: going from not expressed, via low, medium, and
high concentration to saturated level. The rationale behind this approach is to abstract
away from often unknown absolute molecule concentration levels, as we intend to
represent relative concentrations. We choose to use seven concentration levels in
order to stay in between a simple boolean level and a complex ODE model, and
because seven concentration levels sufficed to express the biological knowledge from
the literature on C. elegans vulva development in a satisfactory fashion. If desired,
a modeller could fine-tune the granularity of the model by adjusting the number of
available concentration levels.
The interleaving semantics of Petri nets describes an asynchronous behaviour.
A fully asynchronous approach would allow for prolonged activity in only one part of
the network while another part shows no activity at all. However, biological systems
are highly concurrent, as in cells all reactions can happen in parallel and most are
independent of each other. The high level of compartmentalisation in cells, for ex-
ample, guarantee that reactions can take place in each compartment, independently.
Since each compartment can progress simultaneously, in a parallel fashion, we apply
a principle of maximal parallelism (Burhard, 1983).
The maximal parallel execution semantics can be summarised informally as ex-
ecute greedily as many transitions as possible in one step. A step S : T → N0 is a
multi-set of transitions, i.e. a transition can occur multiple times in S. A maximally
parallel step is a step that leaves no enabled transitions in the net, and in principle
should be modelled in such a way that it corresponds to one time step in the evolution
of the biological system. This is possible because the modeller can capture relative
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speeds using appropriate weights on arcs, where weights are defined by a mapping
w : (P × T ) ∪ (T × P) → Z≥0 such that w(a) = 0 if a /∈ F . Then Equation 2.1 can be
written as
m’(p) = m(p) + w(t, p)− w(p, t). (2.2)
Typically, if in one time unit a protein A is produced four times more than a protein
B, then the transition that captures production of A should have a weight that is four
times as large as the weight of the one that captures B production (see Figure 2.2).
Similarly, it is possible to model different consumption speeds.
t1
p1 p1
p2 p2
t1
A
t2
p3 p3
p4 p4
44
t2
B
t2
p3 p3
p4 p4
44
t2
C
Figure 2.2: The tokens production of transition t2 (B) is four time faster than the production of
transition t1 (A). On the right (C), transition t2 overshoots place p4. Arcs without a weight label
have weight 1.
Implementing a pure maximally parallel semantics requires to generate all pos-
sible partitions of independent transition occurrences, and select one randomly, uni-
formly. However, with the growth of the network, this procedure becomes prohibit-
ively slow. Since all transitions in a maximally parallel step must be independent,
while building the maximally parallel step S, we must ensure that all transitions t ∈ S
can be fired S(t) times without regard to the order. Hence, the computational cost of
generating the next maximally parallel step is at least Ω(exp(|T |)) as it involves veri-
fying all subsets of T in the worst case, when all transitions are in conflict. Indeed, if
two transitions t and t′ are in conflict, i.e. •t ∩ •t′ 6= ∅, and both are enabled by the
same marking, then firing one might disable the other and, therefore, they can’t fire
independently.
Thus, we approximated the maximally parallel semantics by building a maximally
parallel step incrementally, selecting one transition after another, randomly, until all
enabled transitions have been exhausted as shown by the Algorithm 2.1.
Furthermore, unrestricted production of proteins is usually not realistic, as in
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Algorithm 2.1 computeStep(N, m), where N is a Petri net marked by a vector m
1: S ← ∅ . initialise the maximally parallel step S as an empty set
2: m’← m . make a copy of the current marking
3: E ← T . assume all transitions are enabled
4: while E 6= ∅ do . loop until there are no more enabled transitions
5: t ← selectRandom(E)
6: if t is enabled then
7: for all p ∈ •t do . consume all required tokens in t pre-set
8: m’[p]← m’[p]− w(p, t)
9: end for
10: S ← S ∪ {t} . add t to the maximally parallel step
11: else
12: E ← E − {t} . remove t from the set of enabled transitions
13: end if
14: end while
15: for all t ∈ S do
16: for all p ∈ t• do . produce all required tokens in t post-set
17: m’[p]← m’[p] + w(t, p) · S(t)
18: end for
19: end for
20: return m’ . return the marking produced by the firing of S
nature the cell would saturate with the product, and the reaction would slow down
or stop. Therefore, to mimic this behaviour, each place has a predefined maximum
capacity N = 6. To guarantee that the highest concentration level can be freely at-
tained, we introduced bounded execution with overshooting. Instead of redefining
Equation 2.2 we changed the enabling condition, i.e. a transition can only fire if each
place p ∈ t• holds fewer than N tokens. Since each transition can possibly move
more than one token at once into its output places, each transition can overshoot the
pre-given capacity N at most once (Figure 2.2c). Therefore, the network is bounded
with a finite bound k ≥ N . In Chapter 3 we discuss further strategies and patterns to
pragmatically build models based on this formalism.
2.2.2 Petri net framework for modelling gene regulatory networks
In Chapter 5 we focus on modelling gene regulatory networks (GRN). These models
are usually grounded on different assumptions with respect to signalling networks.
GRNs are based on two elements: a set of genes and a set of interactions among
them. In turn, interactions can be either positive or negative, when a gene product
(e.g. mRNAs, proteins) has an enhancing or repressive effect, respectively, on the ex-
pression of another gene. GRNs are traditionally represented using directed graphs.
This representation, although intuitive, can be ambiguous. A directed graph can not
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capture the cooperative interactions that are essential to correctly reproduce the be-
haviour observed during in vivo experiments. Intuitively, we want to be able to ex-
press, without ambiguity, whether a single gene (de facto its gene product) ormultiple
genes are required for a specific interaction.
An elegant way to avoid ambiguities is to use Petri nets to encode gene regulatory
networks. In this framework, places represent genes, transitions represent interac-
tions, and the marking of a place models the level of gene expression. Unfortunately,
this simple construction, based on the standard definition of PT nets, conflicts with
three main assumption of GRNs; in a GRN (i) the gene products (tokens) are not con-
sumed by the interactions (transitions); (ii) interactions might have negative effects on
the gene products (tokens can be removed from post-set places); (iii) the absence of
a gene product (a place not marked) can be a prerequisite for an interaction. Instead
of redefining enabling conditions and Equation 2.1, we decided to build simple Petri
nets modules with a topology that satisfy these assumptions by construction, and
then use these modules to build larger GRNs.
...
ti
pg pg
pr pr’
Ri
...
Si
ps
ps’
A
...
tj
pg pg
pr pr’
Rj
...
Sj
ps
ps’
B
Figure 2.3: Petri net modules used to model positive (A) and negative (B) gene interactions in
gene regulatory networks. R is the set of genes required for the occurrence of the interaction.
S is the set of genes that block the interaction. Places p represent genes in expressed state
while places p¯ represent genes in repressed state. Arcs with a double arrow head denote arcs
in both directions.
Based on the above PT network definition, and building on previous work by
Chaouiya et al. (2004), we represent each gene g in the GRN using two comple-
mentary places pg and p¯g ∈ P such that the sum of tokens in pg and p¯g always
equals N ∈ Z>0. We use pg to represent g being expressed, and p¯g for g being
repressed. N is the maximum gene expression level. Each interaction is modelled
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by a transition. Let i be a positive interaction of the GRN. The set of genes Ri defines
the gene products necessary for the occurrence of i, Si defines the set of genes that
block the occurrence of i, and g is the gene activated by the occurrence of i. Thus, it
is possible to define a transition ti modelling i such that
•ti = {pr ∈ P | r ∈ Ri} ∪ {p¯s ∈ P | s ∈ Si} ∪ {p¯g},
and
ti• = {pr ∈ P | r ∈ Ri} ∪ {p¯s ∈ P | s ∈ Si} ∪ {pg}.
Intuitively, we want to enforce that ti can be enabled if all the required gene products
are available and all gene products blocking interaction i are absent. As a result of
an occurrence of ti , a token is moved from p¯g to pg, while all the tokens consumed in
the places belonging to •ti are replaced by new ones. This construction, depicted in
Figure 2.3a, complies with assumption (i) and (iii). Similarly, we can define a transition
tj that represent a negative interaction j on a gene g by moving a token from pg to p¯g.
Thus, the pre-set of t is
•tj = {pr ∈ P | r ∈ Rj} ∪ {p¯s ∈ P | s ∈ Sj} ∪ {pg},
and the post-set of t is
tj• = {pr ∈ P | r ∈ Rj} ∪ {p¯s ∈ P | s ∈ Sj} ∪ {p¯g}.
This construction, depicted in Figure 2.3b, models the negative effect of j on g gene
products (see assumption ii), and also complies with assumptions (i) and (iii). There-
fore, by combining these constructions, and inferring F from the pre- and post-sets,
it is possible to build a full GRN that satisfies all three assumptions using the basic
PT net formalism.
One limitation of this approach is that the graphical representation of a non-trivial
GRNs loses its intuitiveness. Indeed, the number of places and arcs necessary to
model an interesting GRN explodes. Since an intuitive graphical representation is
one of our goals, we tried to compress our construction by enriching the formalism.
A minimal enrichment is sufficient to achieve an elegant formalism and an intuitive
graphical representation. The extended formalism includes just an additional distinc-
tion between “positive” and “negative” arcs. Hence, our new framework is defined as
a tuple B = 〈Π , T , F , A, I〉. Π is a set of places such that there exists a single place in
Π for every gene in the GRN. T is the set of transitions. F is the set of flow relations
as defined for PT nets. A ⊆ F and I ⊆ F are disjoint sets of positive and negative
arcs respectively such that F = A ∪ I. Given a transition t ∈ T , we call
•t = {pi ∈ Π | (pi, t) ∈ A} positive pre-set of t,
• t¯ = {pi ∈ Π | (pi, t) ∈ I} negative pre-set of t,
t• = {pi ∈ Π | (t,pi) ∈ A} positive post-set of t, and
t¯• = {pi ∈ Π | (t,pi) ∈ I} negative post-set of t.
Note that, by definition, there exists a surjective function γ : P → Π that associates
to each place p ∈ P the place pi ∈ Π that corresponds to the same gene. Now, it is
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possible to fold the constructions of Figure 2.3 into our new Petri net definition using
Algorithm 2.2. This algorithm has two steps. The first step, intuitively, generates
the set of places Π by compressing each couple of complementary places of P into a
single place. The second step generates the set of arcs A and I. For each bidirectional
arc from a positive place p to a transition t we create the arc (γ(p), t) in A. For each
bidirectional arc from a negative place p¯ to a transition t we create the arc (γ(p¯), t)
in I. Finally, given the effect, positive or negative, of the transition on a gene g we
create an arc (t, γ(pg)) in A or I, respectively. The unfolding procedure is intuitively
similar. Each network B = 〈Π , T , F , A, I〉 can be graphically represented with great
parsimony of elements as shown in Figure 2.4. This representation is intuitive but
formally rigorous.
Algorithm 2.2 fold(N, m), where N = 〈P, T , F〉 is a PT Petri net marked by a vector m
1: Π ← ∅, A← ∅, I ← ∅, m’← ∅
2: for all pairs of complementary places pg, p¯g′ ∈ P such that g = g′ do
3: Π ← Π ∪ new(pi) . where pi is a new place corresponding to gene g
4: m’[pi]← m[pg]
5: end for
6: for all t ∈ T do . see Figure 2.3 notation
7: for all pr ∈ P such that r ∈ Rt do
8: A← A ∪ {(γ(pr ), t)}
9: end for
10: for all p¯s ∈ P such that s ∈ St do
11: I ← I ∪ {(γ(p¯s), t)}
12: end for
13: if t models a positive interaction then
14: A← A ∪ {(t, γ(pg))}
15: else
16: I ← I ∪ {(t, γ(pg))}
17: end if
18: end for
19: return B = 〈Π , T , A, I, m′〉
Although it is possible to unfold a network in its basic PT form where the traditional
enabling conditions and marking transformations apply, it is convenient to lift these
conditions and transformations. Thus, given a Petri net in the form B = 〈Π , T , F , A, I〉,
a transition t ∈ T is said to be pre-enabled by a marking m if every place in •t is
marked by m, and every place in • t¯ is not marked by m; it is said to be post-enabled
if m(pi) < N for each place pi ∈ t•, and m(pi) > 0 for each place for each place pi ∈ t¯•.
Finally, t is said to be enabled by a marking m if it is pre- and post-enabled by m. The
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Figure 2.4: Graphical representation of the interactions of Figure 2.3 using the folded network
definition B = 〈Π , T , F , A, I〉. Negative arcs belonging to I have a flat arrowhead. Both trans-
itions are enabled by the depicted markings. In practice, R and S are small, further simplifying
the representation. A realistic network model based on this formalism is shown in Figure 5.4
occurrence of t transforms the marking m into a mapping m’ defined as
m’(pi) =
 m(pi)− 1 if pi ∈ t¯
•,
m(pi) + 1 if pi ∈ t•,
m(pi) otherwise.
(2.3)
This formalisation can be extended to use arc weights as shown before. However,
by preserving this simple definition and assigning N = 1, it is still possible to gener-
ate biologically meaningful networks as demonstrated in Chapter 5. These networks
behave in a boolean fashion, i.e. each gene can either be expressed or repressed.
In order to build biologically faithful networks, an additional fourth assumptionmust
hold: if transcription is suspended, all gene products should, eventually, degrade over
time. In Petri nets terms, although tokens are not consumed by gene interactions,
they must be consumed whenever the conditions that enable their production cease
to hold. Intuitively, if a gene product g was produced in a previous step, but currently
there are no more pre-enabled transitions that could have a positive effect on pig, then
gene product g should be degraded. This behaviour is achieved by adding new ad hoc
transitions enabled when the conditions for gene activation are not met. Fortunately,
this new set of transitions D and their pre- and post-sets can be inferred from the initial
network topology, dispensing the user with the task of manually specifying them.
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Formally, given a place pi ∈ Π it is possible to define
TpiA = {t | t ∈ T ∧ (t,pi) ∈ A} ⊆ T ,
as the set of transitions that have a positive effect on pi. Then, we represent TpiA as
a boolean formula in disjunctive normal form (DNF). Each conjunctive clause of the
DNF defines a transition t ∈ TpiA . More specifically, each conjunctive clause uses as
variables the places in •t, and the places in • t¯ as negated variables. For instance,
the network in Figure 2.4a correspond to the formula (pir ∧ pir′ ∧ . . . ∧ pis ∧ pis′ ∧ . . .).
Thus, the boolean formula corresponding to a generic TpiA = {t1, t2, . . . , tk} is
B(TpiA ) =(pirt1 ∧ pir′t1 ∧ . . . ∧ pist1 ∧ pis′t1 ∧ . . .)
∨ (pirt2 ∧ pir′t2 ∧ . . . ∧ pist2 ∧ pis′t2 ∧ . . .) (2.4)
∨ . . . ∨ (pirtk ∧ pir′tk ∧ . . . ∧ pistk ∧ pis′tk ∧ . . .).
Similarly, it is possible to reconstruct the network topology starting from a formula in
DNF. A variable of the Formula 2.4 is true if the corresponding place is marked, false
otherwise. Hence, if all preconditions of a transition are met, i.e. it is pre-enabled,
then all the literals of the corresponding conjunctive clause, and the whole formula
itself, evaluate as true. Therefore, for a generic place pi, Formula 2.4 evaluates as
true if there exists a pre-enabled transition that has a positive effect on pi.
B(TpiA ), the negation of Formula 2.4 in DNF, is true if at least one of its conjunctive
clauses evaluates to true. By constructing Dpi, the set of degradations of pi, from the
conjunctive clauses of B(TpiA ), it is guaranteed that at least one of the transitions in Dpi
will be enabled if and only if none of the transitions with a positive effect on pi is pre-
enabled, satisfying the fourth assumption. For example, given the simple network of
Figure 2.5a, B(TpigA ) equals pia ∧ pib ∧ pic; therefore, B(T
pig
A ) is pia ∨ pib ∨ pic. Figure 2.5b
shows the degradation transitions built from the conjunctive clauses of B(TpigA ).
2.2.3 Petri net framework analysis
The analysis of the framework used in Section 2.2.1 is based on simulations (for more
details see Chapter 3). In the case of gene regulatory networks, however, we focus
on the attractors of the model state space. The state space (or marking graph) is a
directed multigraph where each node identifies a marking, and each arc represents
the occurrence of a transition. An attractor is a forward invariant subset of the state
space, i.e. a set such that if a marking m belongs to it, then each markings reach-
able from m also belong to this set. In a biologically faithful model, each attractor
should correspond to an observable biological steady state. Intuitively, as in a bio-
logical steady state the recently observed behaviour of the system will continue into
the future, likewise, in the state space the model execution will keep cycling between
the same states in the attractor set. Since we are particularly interested in steady
states, we can abstract from time. Therefore, we can compute the state space using
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Figure 2.5: The network on the right (B) shows the set of transitions D (dashed lines) neces-
sary to model the degradation of pig. Notice that at least one transition in D is enabled if t is
not pre-enabled. Since D can be automatically inferred from the gene interactions in the initial
topology (A), it is safe and usually convenient to omit the transitions of D from the graphical
representation to avoid cluttering.
Algorithm 2.3 computeStateSpace(B), where B = 〈Π , T , F , A, I〉
1: E ← ∅
2: D← computeDegradations(B)
3: T ← T ∪ D
4: V ← computeAllMarkings(|N |Π ) . compute all possible bit vectors of size |N |Π
5: for all v ∈ V do
6: E ← computeAllEnabledTransitions(T , v)
7: for all e ∈ E do
8: v ′ ← fireTransition(v, e) . compute the marking obtained by firing e in
marking v
9: E ← E ∪ (v, v ′) . add the new edge (v, v ′)
10: end for
11: end for
12: return G = 〈V , E〉
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a fully asynchronous semantics as showed in Algorithm 2.3. The algorithm works in
two steps. First, it generates all vertices of the state space graph by computing the
ensemble of all possible initial markings, i.e. all bit vector of size |N |Π . Secondly, for
each bit vector the algorithm fires all enabled transitions one by one. For each trans-
ition fired, an arc from the current bit vector to the vector generated by the occurrence
of the transition is added to the state space.
The strategy we choose to identify the attractors is to compute the terminal strongly
connected components (TSCC) of the state space. TSCCs are a particular class of
strongly connected components (SCC). The SCCs of a directed graph are its maximal
strongly connected subgraphs, i.e. the induced subgraphs formed by the equivalence
classes defined on the vertices by the relation of mutual reachability. Two vertices
u and v are said to be mutually reachable if and only if there exist a path from u to
v and from v to u. A TSCC T is a SCC such that if u ∈ T , then v ∈ T for each
directed arc (u, v). Thus, a TSCC is a SCC that does not have outgoing arcs to other
SCCs. Therefore, by trapping the execution in a subset of states, each TSCC is an
attractor of the the dynamical system. Given a graph G = 〈V , E〉, the TSCCs can be
easily computed by the Tarjan algorithm (Tarjan, 1975) in O(|V |+ |E|). The complexity
of this analysis lies in the generation of the state space. The size of the multigraph
G is exponential in the number of places; |V | = N |Π |, where we recall that N is
the maximal gene expression level. For our case studies, based on the boolean-like
approach explained above, |V | is 211, therefore, still tractable. Despite the complexity,
building and exploring the whole state space instead of the single attractors may
be valuable since the state space graph contains more information about the model
dynamics. This information can lead to significative biological discoveries, as shown
in Chapter 5. However, more efficient strategies should be devised to further extend
the formalism to multiple gene expression levels. Some strategies to cope with state
space graphs with millions of nodes are presented in Krepska (2012).
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Abstract
Motivation: Understanding the processes involved in multi-cellular pattern forma-
tion is a central problem of developmental biology, hopefully leading to many new
insights, e.g., in the treatment of various diseases. Defining suitable computational
techniques for development modelling, able to perform in silico simulation experi-
ments, is an open and challenging problem.
Results: Previously, we proposed a coarse-grained, quantitative approach based
on the basic Petri net formalism, to mimic the behaviour of the biological processes
during multicellular differentiation. Here we apply our modelling approach to the well-
studied process of C. elegans vulval development. We show that our model correctly
reproduces a large set of in vivo experiments with statistical accuracy. It also gen-
erates gene expression time series in accordance with recent biological evidence.
Finally, we modelled the role of microRNA mir-61 during vulval development and pre-
dict its contribution in stabilising cell pattern formation.
3.1 Introduction
Many efforts have been undertaken to elucidate how cells are able to coordinate
different and sometimes conflicting signals, producing a precise phenotype during the
animal organogenesis (Sternberg, 2005). C. elegans vulval development provides an
elegant and relatively well-charted model to study how multiple pathways, in multiple
cells, interact to produce developmental patterns.
The C. elegans hermaphrodite vulva develops from three of the six vulval pre-
cursor cells (VPCs), consecutively numbered P3.p to P8.p in Figure 3.1. Each VPC
is competent to respond to intercellular signals, and is potentially able to adopt either
of the three cell fates: 1◦, 2◦, or 3◦. Each fate corresponds to a specific cell division
pattern. The 1◦ and 2◦ fate cell lineages constitute the vulva, generating eight and
seven progeny cells, respectively. The 3◦ fate lineage becomes a constituent of the
hyp7 hypodermal syncytium, a large cell-like structure with many nuclei enveloping
the developing nematode. In the wild-type hermaphrodite, the six VPCs adopt an
invariant 3◦-3◦-2◦-1◦-2◦-3◦ pattern (Sternberg & Horvitz, 1986), shown in Figure 3.1.
This precise fate distribution is the result of the interplay between two competing sig-
nals: the spatially graded inductive signal produced by the anchor cell (AC), and the
lateral signal originating from a presumptive 1◦ fate cell.
During this cell-cell interaction, the inductive epidermal growth-factor signal is pro-
duced by the AC and transported to the three nearest precursor cells. The signal is en-
coded by the protein LIN-3 and transduced by the receptor LET-23 into the Ras/MAPK
pathway. This has the direct effect of up-regulating MPK-1, and of promoting 1◦ fate in
P6.p. Further downstream the Ras/MAPK pathway, LIN-12 is down-regulated (Shaye
& Greenwald, 2002) to suppress the promotion of 2◦ fate, while production of the lat-
eral signal is stimulated (Chen & Greenwald, 2004). This signal promotes 2◦ fate in
the neighbouring cells P5.p and P7.p (Sundaram, 2004), and inhibits Ras signalling
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Figure 3.1: Vulval development in the wild-type C. elegans, showing the AC, the VPCs (P3.p-
P8.p), and the hyp7. The inductive signal from the AC promotes the 1◦ fate in P6.p, and
stimulates the production of the lateral signal near the flanking cells, promoting the 2◦ fate in
P5.p and P7.p. The 3◦ fate lineage becomes a constituent of the hyp7.
to block transduction of the inductive signal through the Ras/MAPK pathway (Yoo et
al., 2004). This negative feedback helps maximise LIN-12 activity in the presumptive
2◦ fate cells (Yoo & Greenwald, 2005).
The first diagrammatic model, describing the regulatory network underlying VPC
determination, was proposed by Sternberg & Horvitz, 1989. Since then, global un-
derstanding of the biological network has improved greatly. The first computational
model, proposed by Kam et al., 2003, combined multiple experimental “scenarios”
from Sternberg & Horvitz, 1986 into a single model, using Live Sequence Charts
(LSCs). Afterwards, in two landmark papers, Fisher et al., 2005, 2007 suggested
two state-based mechanistic models. The first (Fisher et al., 2005) used statecharts
to represent internal states of components, and LSCs to execute actions between
them. They formalised Sternberg’s model (Sternberg & Horvitz, 1989) but did not
incorporate any additional data. A more recent approach (Fisher et al., 2007) was
based on Reactive Modules, with modelling principles akin to the previous paper. In
contrast to the model presented in the current paper, the three listed models build on
representing rules that the system adheres to, rather than modelling the underlying
biological processes. Two other insightful models of C. elegans vulval development
have been published. Giurumescu et al., 2006 proposed a partial model based on
ODEs, while Sun & Hong, 2007 developed a model based on automatically learned
dynamic Bayesian networks with discrete states. Independent from us, Li et al., 2009
recently modeled part of C. elegans vulval development using hybrid functional Petri
nets with extensions. While they focused on model validation, we additionally gener-
ated new insightful predictions.
In this paper, we apply our approach (Krepska et al., 2008), which is discrete, non-
deterministic, and based on Petri nets to C. elegans vulval development. Petri nets
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are a convenient formalism to represent biological networks. This formalism models
process synchronisation, asynchronous events, conflicts, and in general concurrent
systems in a natural way. Moreover Petri nets offer direct insights into causal rela-
tionships, and allow a graphical visualisation that resembles the diagrams used to
describe biological knowledge. The reader may find recent survey papers concern-
ing modelling of biological systems with Petri nets in Chaouiya, 2007; Koch & Heiner,
2008; Matsuno et al., 2006; Peleg et al., 2005.
A B
Figure 3.2: (a) The presence of the microRNA mir-61 down-regulates VAV-1, by enabling the
transition VAV-1 DR, which is in conflict with VAV-1 PRO. (b) Two example modules, gene
production (vertical) and endocytosis (horizontal), interact in the Notch/LIN-12 pathway.
Several adaptations of the Petri net formalism have been introduced in the context
of modelling biological systems. On the one hand, qualitative Petri nets (Gilbert et al.,
2007) can be used for structural and invariant analysis, but they greatly abstract from
the biological system. On the other hand, Stochastic Petri nets (Goss & Peccoud,
1998) incorporate kinetic constants, but these are mostly unknown or approximate.
Hybrid Petri nets (Matsuno et al., 2000) and their extensions on which Cell Illustrator
(Matsuno et al., 2006) is based, are rich and expressive, but model understanding
and causal backtracking are impeded by the complexity of the formalism.
In our model we have chosen to preserve the simplicity of the original Petri net
formalism. Our modelling approach is aimed to mimic the underlying biological mech-
anisms as much as possible, and not only to reproduce the expected phenotype ac-
cording to a specific set of mutations. To achieve this, we apply a principle of max-
imal parallelism (Burhard, 1983), and bounded execution with overshooting (Krepska
et al., 2008). Using this simple framework, we identified different modules, each cor-
responding to different biological functions. Thus, combining functional modules into
cells, and joining such cells together, we iteratively developed the whole network. Un-
like the aforementioned works on formal modelling of C. elegans vulval development,
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the ability of our model to capture biological functions into small building blocks al-
lows these to be reused in new case studies on multi-cellular signalling and regulation
modelling.
We show that our model, encoding biological hypotheses from the literature
(Shaye & Greenwald, 2002; Yoo & Greenwald, 2005), is able to reproduce in silico
a set of in vivo experiments, providing the necessary statistical data to establish a
more detailed comparison with biological observations than was previously possible.
To the best of our knowledge, we are the first to model microRNA interactions dur-
ing C. elegans vulval development. Furthermore, we predict a possible “tuning” role
played by the mir-61 microRNA gene, in ensuring stability of the fate pattern.
3.2 Methods
3.2.1 Model construction
We developed an executable Petri net model for cell fate determination during C. el-
egans vulval induction (see Chapter 2). This large network can be visualised on the
web page of our project (http://http://www.cs.vu.nl/concell); a schematic rep-
resentation is given in Figure 3.5. The entire network comprises 600 nodes (places
and transitions) and 1000 arcs. Nevertheless the simplicity of the formalism, and its
graphical representation, helps us to identify different modules. These correspond to
different biological functions, such as gene expression, protein activation, and protein
degradation. It is possible to reuse modules corresponding to a function, like small
building blocks, to compose more complex modules, and eventually build a full cell.
The cell itself is a module that can be reused. Applying these principles, we have built
the VPC network out of six interconnected cells as identical modules of a multi-potent
cell. We also built a separate block for the AC (producing the inductive signal) and for
the hyp7. The possibility to divide the entire graph into simple, small, and meaningful
modules has three main advantages: (i) the modelling process becomes easier, (ii)
the resulting network is homogeneous, and (iii) modules (at different levels) can be
reused throughout the model, or for modelling other organisms.
Figure 3.2 shows selected examples of how to represent biological modules as a
Petri net. Figure 3.2a illustrates VAV-1 down-regulation by decreasing the translation
rate of the gene vav-1. In fact, if mir-61 is not present, the reaction VAV-1 PRO is
enabled and produces the protein. However, when mir-61 is present, the reaction
VAV-1 DR is enabled and has 0.5 chance of firing compared to VAV-1 PRO, thus the
production of VAV-1 will halve. Figure 3.2b depicts two connected basic modules,
a gene expression and the endocytosis mediated down-regulation of LIN-12. In this
example, activation of the Ras/MAPK cascade leads to the transcription of a hitherto
unknown gene that enhances the LIN-12 endocytosis, as hypothesised by Shaye &
Greenwald, 2002. Note that here the produced LIN-12 is removed, while in Figure 3.2a
the gene production was reduced. An alternative way to represent down-regulation
using transitions has been proposed by Grunwald et al., 2008.
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Figure 3.3: Basic biological functions used in more complex modules.
At the system level, a module can be viewed as a “meta-transition”, a Petri net with
specified inputs (places which can receive tokens) and outputs (arcs outgoing of the
module). Instead of constructing the Petri net model using boolean functions as basic
network components (Sackmann et al., 2006) and subsequently check the biological
meaning of each subnetwork extracted by invariant analysis (Grunwald et al., 2008;
Sackmann et al., 2006), we focused on using basic biological functions as network
building blocks. In our experience, the procedure of building a modular biological
Petri net can be split into five phases:
Level 1: Basic biological functions. We created six basic modules representing the
basic biological functions used to encode the relations described in the literature
related to C. elegans vulva development: protein production, protein activation,
down-regulation, up-regulation, signalling and constitutive degradation.
Level 2: Protein interactions. Combining basic modules, we built more complex
blocks, each modelling the interactions of one protein. The division into protein
interaction modules is presented in Table 3.1. Figure 3.3 shows an example of
how basic biological functions are combined to build protein interaction mod-
ules.
Level 3: Pathways. In Figure 3.4, modules LIN-3, LET-23, SEM-5, LET-60, MPK-1,
and DSL constitute the Ras/MAPK pathway, and modules LIN-12, VAV-1, MIR-
61, DPY-23, LST constitute the competing Notch/LIN-12 pathway.
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Level 4: Cells. Figure 3.4 presents the Petri net model of a single VPC cell with four
links to the environment.
Level 5: Multi-cellular interactions. In Figure 3.5 we show how the six VPCs, the AC
and the hyp7 modules are connected. Adjacent cells are linked with each other,
the hyp7 connects to all six cells, and the AC can directly influence cells P5.p,
P6.p, and P7.p.
Table 3.1: Description of modules constituting the model of C. elegans vulval development
depicted in Figure 3.4 and Figure 3.5.
Module Function
SEM-5 Production and activation of SEM-5 from gene sem-5(wt).
LET-60 Production and activation of LET-60 from gene let-60(wt).
LIN-3 Reception of LIN-3 from AC and hyp7.
LET-23 Production and activation of LET-23 from gene let-23(wt). Down-re-
gulation of LET-23 by DPY-23.
LST Production and activation of LSTs from lst-1(wt), lst-2(wt), and lst-
4(wt) genes. Down-regulation of LSTs by MPK-1. Up-regulation of
LSTs promoted by LIN-12*
MPK-1 Production and activation of MPK-1 from mpk-1(wt) gene. Down-re-
gulation of MPK-1 by LST.
DSL Production of DSL signal.
LATERAL Transport of lateral signal (DSL) to adjacent cells.
DPY-23 Production of DPY-23 from dpy-23(wt) gene, promoted by LIN-12*.
LIN-12 Production of LIN-12 from lin-12(wt) gene. Activation of LIN-12 by
binding to DSL. Endocytotic down-regulation of LIN-12 mediated by
VAV-1 and promoted by the Ras/MAPK pathway.
VAV-1 Production of VAV-1 from vav-1(wt) gene. Down-regulation of VAV-1
by microRNA mir-61.
MIR-61 Production of miR-61 microRNA.
AC Production of LIN-3 and diffusion in a graded fashion to P6.p and
the two adjacent cells P5.p and P7.p.
hyp7 Production of LIN-3 and diffusion to all VPCs.
Not shown Constitutive degradation of various proteins.
* Protein names followed by a star (*) stand for the active proteins
Figure 3.3 highlights the top-left portion of the VPC model depicted in Figure 3.4.
One can see how basic biological functions are reused in different protein interaction
modules, where the links describe the interactions between different modules. For
instance, in Figure 3.3 the LET-23 module is connected to LIN-3, which is connected
to SEM-5, which in turn interacts with LET-60. The biological mechanisms underlying
these interactions are found in the literature and encoded by the basic biological func-
tions mentioned. The network shown in Figure 3.3 models the first steps during signal
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transduction within the Ras/MAPK cascade, where the transmembrane receptor LET-
23 is activated by the ligand LIN-3. The resulting activated complex then activates
the core Ras protein LET-60, by signalling through SEM-5.
Figure 3.4: Schematic representation of a VPC in our Petri net model. Each rounded box is a
module. Note that LIN-3 and LATERAL are connected to the environment.
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Figure 3.5: Schematic representation of the whole system. The VPCs are connected with the
AC, the hyp7, and their adjacent cells.
3.2.2 Modelling genetic perturbations
For each genetic background, each gene can be in wild-type form (wt, i.e. the most
common form of a gene as it occurs in nature) or in one of the followingmutated forms:
loss-of-function (lf, e.g. the gene is deleted or dysfunctional) or gain-of-function (gf,
e.g. the gene transcription is over-stimulated). It is possible to derive an initial con-
figuration corresponding to a given genetic perturbation placing a token in one of the
two different places used to represent gain-of-function and wild-type for each gene in
the genetic background. Loss-of-function mutation is represented by token removal.
It is therefore possible to initiate the network in an appropriate initial configuration by
simply placing or removing tokens in opportune places.
Figure 3.6a depicts an example of a typical gene transcription. The transition LIN-
12 PRO(wt) produces LIN-12 proteins when the wild-type gene lin-12(wt) is present.
When the gene is not present (i.e. lin-12(wt) holds no token), the event does not
take place. Figure 3.6b and Figure 3.6c depict two different genetic backgrounds,
corresponding respectively to the loss-of-function and gain-of-function of the lin-12
gene.
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A B C
Figure 3.6: Gene expression with different initial conditions, corresponding to different genetic
backgrounds. (a) corresponds to lin12 wild-type, (b) corresponds to the lin12(lf) mutant, and
(c) corresponds to the lin12(gf) mutant. Note that arcs with two heads represent two arcs, one
either way.
3.2.3 Model calibration
We started off with assuming that initially proteins are expressed at low basal levels
and reactions require high protein concentration levels. Therefore, we set the ini-
tial concentration levels for proteins to zero and we assigned high requirements and
low level production to all transitions, respectively arc weights five and one (see the
Supplementary information for an example).
We subsequently simulated the 22 in vivo experiments in our calibration set
(Table 3.2). We identified mismatches between the simulation results and the ex-
pected phenotypes, and back-tracked the problem (e.g. an overly strong or weak
down-regulation) following the causal chain from one module to the other (i.e. from
products, to transitions, up to their requirements). For selected modules, arc weights
and occasionally initial protein concentration levels were fine-tuned to recover the
expected behaviour.
This manual calibration process iteratively converged upon a stable and fixed set
of parameters that we used for all further simulations. During the process we noticed
that only in very few cases single parameter adjustments were able to sensibly change
the simulation results, whereasmore often combinations of parameters were changed
to approach the expected behaviour. This suggests a “spectrum of sensitivities” as
discussed in Gutenkunst et al., 2007 that should allow the modellers to focus on
predictions rather than on parameters.
3.2.4 Simulation procedure
In experimental biology, experimental replicates are necessary to overcome the vari-
ability intrinsic to biological systems. In our modelling approach, which is non-
deterministic, we interpret the outcome of a simulation run as the phenotype of an
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individual worm. Thus, to reproduce a worm population, we performed 5000 simu-
lation runs for each genetic background with different random seeds, each for 1000
maximally parallel steps.
Based on the current experimental knowledge (Shaye & Greenwald, 2002, 2005),
we determine the fate adopted by each cell by measuring and correlating the concen-
tration levels of MPK-1* and LIN-12*. Specifically, 1◦ fate is induced by a high level
of MPK-1* and is refractory to LIN-12*. 2◦ fate is induced by a low level of MPK-1*
and a high level of LIN-12*. Low levels of both MPK-1* and LIN-12* lead to 3◦ fate.
From the simulation we calculate the LIN-12* and MPK-1* concentration levels as the
average number of tokens over the final 50 steps to avoid unnecessary noise from the
continual movement of tokens. Predicted cell fates are not influenced significantly by
the length of the averaging because the protein concentration levels at the very end
of the simulation are generally in a steady state. Assuming that a high concentration
level corresponds to more than three tokens in a place and a low level corresponds
three tokens or less, it is possible to determine the adopted fate. The corresponding
piecewise function is formalized in the Supplementary information.
To facilitate parameter adjustments during calibration we also implemented three
scoring functions (one for each cell fate) as sigmoids, in order to obtain a continu-
ous curve instead of the discrete and discontinuous profile of a piecewise function.
Such a continuous score was very useful during calibration to guide recovery of the
expected behaviour by comparing slight changes in the scores produced by different
adjustments.
Each scoring function rewards (i.e. score tends to 1) concentration levels that
match the corresponding description. In the scoring functions, more than four tokens
corresponds to high and less than two corresponds to low, while intermediate num-
bers of tokens (in between 4 and 2) produce the S-shaped gradient peculiar to sig-
moids. In our experience slight changes in the shape of the functions (e.g. steep-
ness) do not significantly change the results. Consequently, each scoring function,
using the simulated LIN-12* and MPK-1* concentration levels as variables, computes
a score in the interval [0, 1] that measures how closely a simulated cell reproduces
the fate description captured by the scoring function. For each cell we calculate three
scores (one for each function), and assign to the cell the fate corresponding to the
function that returns the highest score. The analytic form of these functions can be
found in the Supplementary information.
The intersection of the three scoring functions generates a landscape (Figure 3.7)
that can be compared to the discrete representation of the piecewise function and
resembles the fate plane proposed byGiurumescu et al., 2006, in which the quadrants
identify cell fates.
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Figure 3.7: Landscape produced intersecting the three scoring functions. The plateaus are
labelled with the corresponding cell fates.
3.3 Results
3.3.1 Model validation
To determine the capability of our model to reproduce and predict the biological be-
haviour, we simulated 64 different experimental conditions.Twenty-two experiments
(Table 3.2) previously selected in Fisher et al., 2005 were used for model calibration.
Thirty perturbations were used for validation: 26 (see the Supplementary informa-
tion) from Fisher et al., 2005, three (Table 3.4) from Sternberg, 2005, and one (Exp.
52, Table 3.5) from Yoo & Greenwald, 2005. Particularly, experiment 51 (Table 3.4)
was never simulated in any previous work that we are aware of. The remaining twelve
simulations constitute new predictions. Of these, the most remarkable (Table 3.5) are
discussed in Section 3.3.2. Statistical details for all simulations and a short animation
displaying a typical single run are available in the Supplementary information.
Our model reliably reproduces all the mutant combinations, except for the double
mutant lin-12(gf);lin-15(lf) (Table 3.2, Exp 21 and 45), even if in these cases, a frac-
tion of the predictions matches the expected pattern. The noticeable differences of
biological observations from different labs, and the few worms examined in vivo, do
not help to establish a trustworthy expected outcome.
Of the 22 experiments in Table 3.2, particularly interesting are the experimental
conditions that lead to unstable fate patterns. These results were already discussed
in Fisher et al., 2007 and Sun & Hong, 2007, but these discussions lacked statistical
detail about the possible outcomes. In fact, Sun & Hong, 2007 observed that the
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Table 3.2: in vivo experiments selected in Fisher et al., 2005, and used by us for model cal-
ibration. In the AC column, − stands for no AC, while + means that the AC is present. In the
Genotype column, for each gene a loss of function (lf or knock-out) or gain of function (gf or
overexpression) mutation is indicated. lst is the group of lst-1, lst-2, lst-3, lst-4, dpy-23. Vul is
the group of let-23, sem-5, let-60, mpk-1. In the Fate Pattern column, 1 indicates 1◦ cell fate,
2, 2◦ fate, 3, 3◦ fate, and 1\2 either 1◦ or 2◦ fate.
Exp. AC Genotype Fate Pattern
lst Vul lin-15 lin-12 P3.p P4.p P5.p P6.p P7.p P8.p
1a + 3 3 2 1 2 3
2b + lf 3 3 1 1 1 3
3c + lf 3 3 3 3 3 3
5c + lf 1\2 1\2 2 1 2 1\2
6d + lf lf 1 1 1 1 1 1
7e + lf lf 3 3 3 3 3 3
9f + lf 3 3 1 1 1 3
10g + lf lf 3 3 1 1 1 3
11c + lf lf 3 3 3 3 3 3
13c + lf lf 1 1 1 1 1 1
17c + gf 2 2 2 1 2 2
19c + lf gf 2 2 2 2 2 2
21c + lf gf 1\2 1\2 2 1 2 1\2
25h − 3 3 3 3 3 3
26d − lf 3 3 3 3 3 3
29c − lf 1\2 1\2 1\2 1\2 1\2 1\2
33c − lf 3 3 3 3 3 3
37c − lf lf 1 1 1 1 1 1
41c − gf 2 2 2 2 2 2
42d − lf gf 2 2 2 2 2 2
43c − lf gf 2 2 2 2 2 2
45c − lf gf 1\2 1\2 1\2 1\2 1\2 1\2
a Sulston & Horvitz, 1977b
b Berset et al., 2005; Yoo et al., 2004
c Sternberg & Horvitz, 1989
d Berset et al., 2001
e Cui et al., 2006; Sternberg & Horvitz, 1989; Sulston & Horvitz, 1977a
f Greenwald et al., 1983; Sternberg & Horvitz, 1989
g Berset and Hajnal, unpublished data
h Kimble, 1981
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Table 3.3: Detailed statistical results for the 5000 simulation of in vivo experiment 5, Table 3.2
(lin-15(lf)).
Exp. Fate Pattern Occurences Percentage
P3.pP4.pP5.pP6.pP7.pP8.p
5 Combinations matching the commonly observed pattern: 86.2%
1 2 2 1 2 1 1348 27.0%
2 1 2 1 2 1 1180 23.6%
2 1 2 1 2 2 946 19.0%
1 2 2 1 2 2 830 16.6%
Three or more adjacent 2◦ fate cells: 4.5%
2 2 2 1 2 1 132 2.6%
2 2 2 1 2 2 93 1.9%
Two adjacent 1◦ fate cells: 2.7%
1 1 2 1 2 1 88 1.8%
1 1 2 1 2 2 46 0.9%
Table 3.4: in vivo experiments not used for the model construction.
Exp. AC Genotype Fate Pattern
let-60 lin-3 P3.p P4.p P5.p P6.p P7.p P8.p
49i + lf 3 3 3 3 3 3
50j + lf 3 3 3 3 3 3
51j + gf 3 2 1 1 1 2
i Beitel et al., 1990
j Sternberg, 2005
statecharts model of Fisher et al., 2005 often produces two adjacent 1◦ fate cells,
which they claim is rarely observed in experiments, but they also do not provide sup-
plementary statistical details.
In Table 3.3 we provide statistical details for experiment 5 from Table 3.2. More
than 93.4% of the predicted patterns match one of the expected biological 1\2◦-1\2◦-
2◦-1◦-2◦-1\2◦ combinations. Of all matching patterns, only 4.5% contain three or
more adjacent 2◦ fate cells, while just 2.7% have two or more adjacent 1◦ fate cells.
These quantities correspond to the biological evidence that in these experiments
three adjacent 2◦ fate, or two adjacent 1◦ fate cells are very unlikely. In the remaining
6.8% (not included in Table 3.3) one or more cells adopt 3◦ fate, and we interpret
these outcomes as the “rare phenotypes” in which uninterpretable lineages are ob-
served (i.e. in between 2◦ and 3◦), as noted for instance in Sternberg & Horvitz,
1989.
In our approach, each maximally parallel step corresponds to a time step in the
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Figure 3.8: Comparison between photomicrographs of gene activity by fluorescently labelled
gene products, and simulation results. (a) Photomicrographs of the graded expression of the
inductive signal adapted from Yoo et al., 2004, Science Magazine. © 2004, AAAS. (b) Time
series plot generated by our model, showing the graded expression of the inductive signal,
initially faintly present in P5.p and P6.p. A running average over 50 steps is used for clarity
of presentation. Concentration levels are on the vertical axis while maximally-parallel steps
on the horizontal. One can correlate photomicrographs a and b with point a and b in the time
series.
ontogeny of the biological system. Thus our simulations can also be interpreted as
time courses of gene regulation in vulval development. In Figure 3.8, the gene ex-
pression time series generated by our model are compared with the fluorescent pho-
tomicrographs published by Yoo et al., 2004. They show evidence of the graded ex-
pression of the egl-17p::cfp-lacZ reporter that responds to the Ras/MAPK pathway.
Figure 3.8b depicts the time series generated by our model from the simulation res-
ults of a wild-type animal. Initially MPK-1* (downstream product of the Ras/MAPK
pathway as EGL-17) is faintly expressed in P5.p and P7.p. Subsequently, expression
in P5.p and P7.p disappears, and MPK-1* remains at a high level only in P6.p, in
accordance with the fluorescent photomicrographs of Figure 3.8a. We note that the
concentration levels at the end of the simulation are approximately constant, indic-
ating a steady state. In a related experiment, Yoo et al., 2004 divided lst genes into
two groups: pattern A which contains dpy-23 and lst-3, and pattern B to which lst-1,
lst-2 and lst-4 belong. Each group has its own characteristic temporal expression
pattern that corresponds closely to the time series generated by our simulation (see
the Supplementary information).
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3.3.2 mir-61: developmental switch and modulator
Our computational model, besides reproducing well-known biological experiments,
encodes and unifies different published hypotheses and conjectures, shedding light
on the vulval development process. The two hypotheses described next are related
to LIN-12 down-regulation, which is essential during vulval organogenesis (Shaye
& Greenwald, 2002; Yoo et al., 2004), and link the microRNA mir-61 to the vulva
development process.
Shaye & Greenwald, 2002 propose that, besides the degree of constitutive inter-
nalisation displayed by LIN-12, Ras activation leads to transcription of an unknown
factor that enhances the rate of internalisation, promoting the endocytic routing of
LIN-12. In Figure 3.9 one can see how we captured this hypothesis in our model. Ac-
tivation of Ras enables the transcription of the unknown gene, which down-regulates
LIN-12 post-translationally. Notably, changing the model of LIN-12 down-regulation
from post- to pre-translation disrupts this behaviour and significantly alters our results.
Figure 3.9: Single model capturing different biological suggestions as explained in Sec-
tion 3.3.2.
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Table 3.5: Selection of microRNA experiment outcomes predicted by our model. mir-61(ce)
stands for constitutive expression of mir-61.
Exp. AC Genotype Fate Pattern
mir-61 Vul lst P3.p P4.p P5.p P6.p P7.p P8.p
52k + ce 2 2 2 2 2 2
53 − ce 2 2 2 2 2 2
54 + ce lf 2 2 2 2 2 2
55 + ce lf 2 2 1 1 1 2
56 + lf lf 3 2 1 1 1 2
k Yoo & Greenwald, 2005
Table 3.6: Detailed statistics for the simulation of experiment 2 (lst(lf)) Table 3.2 and 56 (mir-
61(lf);lst(lf)) Table 3.5. Outcomes below 0.1% are omitted.
Exp. Fate Pattern Occurences Percentage
P3.p P4.p P5.p P6.p P7.p P8.p
2 3 3 1 1 1 3 4800 96.0%
3 3 1 1 1 2 199 4.0%
56 3 2 1 1 1 2 1594 31.9%
3 3 2 1 1 2 1399 28.0%
3 3 2 1 2 3 1000 20.0%
3 2 1 1 2 3 998 20.0%
Yoo & Greenwald, 2005 identified mir-61 as direct transcriptional target of the LIN-
12/Notch pathway. The gene mir-61 encodes a microRNA which blocks expression
of the mRNA encoding VAV-1, a protein involved in LIN-12 down-regulation, possibly
promoting LIN-12 endocytosis. They therefore proposed that activation of mir-61 by
LIN-12 and the consequent down-regulation of VAV-1 constitute a positive-feedback
loop that promotes LIN-12 activity in presumptive 2◦ fate VPCs. Although the un-
known factor conjectured by Shaye and Greenwald does not seem to be required for
the initial internalisation of LIN-12, VAV-1 is necessary for the constitutive internal-
isation of LIN-12. Notice that VAV-1 is invfolved in both constitutive and enhanced
post-translation (endocytosis mediated) down-regulation of LIN-12.
Modelling these hypotheses (Figure 3.9) and capturing their behaviour has proven
to be necessary to obtain the expected results during in silico experiments. Moreover,
we simulated several perturbations of the mir-61 microRNA gene, obtaining the out-
comes shown in Table 3.5. This nicely confirms the role of the positive-feedback loop
proposed by Yoo & Greenwald, 2005. All experiments of Table 3.5, as far as we know,
have not been tested in vivo (with the exception of experiment 52, which is described
in Yoo & Greenwald, 2005).
Experiments 52, 53, 54, and 55 confirm the specific role of mir-61 in influencing the
Towards Executable Biology
46 Executing multicellular differentiation in Caenorhabditis elegans
cell fate decision, as determined by Yoo and Greenwald. Experiment 56 suggests a
possible secondary role. This is a double mutantmir-61(lf);lst(lf) variation of the lst(lf)
experiment 2, Table 3.2. Although the single mutant lst(lf) expresses a stable VPC
fate pattern, the loss-of-function of mir-61 in the double mutant disrupts the stability
of the pattern, as can be seen in the statistical breakdown of Table 3.6. Based on this
observation, we suggest that besides acting as developmental switch, mir-61 plays
a “tuning” role (Karp & Ambros, 2005) to ensure the stability of the cell fate pattern
formation.
To the best of our knowledge, we are the first to model in silico microRNA inter-
actions during C. elegans vulval induction, supporting the conjecture formulated in
Yoo & Greenwald, 2005 that lin-12, mir-61, and vav-1 form a feedback loop that helps
maximise lin-12 activity in the presumptive 2◦ VPCs.
3.4 Discussion
Modelling and analysing developmental processes is a challenging task, as these
biological processes often encompass several cells and evolve over the course of
several hours. Moreover, the current lack of precise quantitative parameters at mo-
lecular level and the descriptive form of this biological knowledge welcome research
on different modelling approaches able to reach the sweet spot in between abstraction
and biological significance. In the work presented here, we abstracted the descriptive
knowledge into a simple formal model that suitably mimics the underlying biological
mechanisms and retains an adequate predictive power.
The Petri net used in our approach has a rather simple formalism, but the network
designed by us is fairly large. Although several tools able to build extensive Petri nets
with modular support exist (Peccoud et al., 2007; Ratzer et al., 2003), they are often
quite complex in order to support much richer formalisms than the one we used, or
they do not scale to the size of our Petri net model. Furthermore, the lack of a Petri
net tool with a robust and efficient implementation of the maximal parallel execution
semantics led us to build our own simulation tool (available on the web page of our
project).
In conclusion, we applied our Petri net approach to C. elegans vulval develop-
ment, reproducing several in vivo experiments. We generated insightful and testable
predictions involving the microRNA mir-61. Our model is a suitable but partial rep-
resentation of the whole intricate developmental process that leads to the formation
of the C. elegans vulva. New understanding of the process, supported by further ex-
perimental analysis, can be conveniently integrated in our model taking advantage of
its modular fashion.
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Abstract
Motivation: The appropriate modulation of the stress response to variable envir-
onmental conditions is necessary to maintain sustained viability in Saccharomyces
cerevisiae. Particularly, controlling the abundance of proteins that may have detri-
mental effects on cell growth is crucial for rapid recovery from stress-induced quies-
cence.
Results: Prompted by qualitative modeling of the nutrient starvation response in
yeast, we investigated in vivo the effect of proteolysis after nutrient starvation showing
that, for the Gis1 transcription factor at least, proteasome-mediated control is crucial
for a rapid return to growth. Additional bioinformatics analyses show that potentially
toxic transcriptional regulators have a significantly lower protein half-life, a higher frac-
tion of unstructured regions, andmore potential PESTmotifs than the non-detrimental
ones. Furthermore, inhibiting proteasome activity tends to increase the expression
of genes induced during the Environmental Stress Response more than those in the
rest of the genome. Our combined results suggest that proteasome-mediated pro-
teolysis of potentially toxic transcription factors tightly modulates the stress response
in yeast.
4.1 Introduction
A prompt and appropriate response to abrupt fluctuations in external conditions is cru-
cial to survive stressful environmental changes, especially in unicellular organisms
such as the yeast Saccharomyces cerevisiae. During nutrient starvation, in order to
ensure extended survival, S. cerevisiae cells exit the cell cycle at G1 and enter the
quiescent state (called G0), but rapidly resume growth and proliferation when nutrient
conditions turn favourable. Two conserved signaling pathways Ras/cAMP and TOR
are known to coordinate the entry into and exit from the quiescent phase (Wilson
& Roach, 2002). These two pathways regulate the entry into the stationary phase,
converging on the protein kinase Rim15 (Pedruzzi et al., 2003) and downstream tran-
scriptional activators, including the stress response (STRE) transcription factors (TFs)
Msn2/Msn4 and the post-diauxic shift (PDS) transcription factor Gis1 (Zhang et al.,
2009). The nutrient starvation response is an intensively studied process, but the ex-
act molecular mechanisms involved have not yet been fully elucidated. On the one
hand, the scarcity of quantitative data poses a problem for the construction of quant-
itative models; on the other hand, the current understanding of the causal regulatory
wiring encourages the use of qualitative computational models to gain new insights.
Executable Biology (Fisher & Henzinger, 2007; Fisher & Piterman, 2010) is an
evolving paradigm that focuses on the design of executable computer algorithms that
mimic biological phenomena through the use of formal methods from engineering and
computer science. Biological knowledge can be captured in mathematically sound
formalisms and then easily translated into executable algorithms for dynamical ana-
lysis and automatic reasoning. Here, we show that formalizing the available know-
Towards Executable Biology
4.2 Methods 51
ledge on the nutrient starvation response as a qualitative model highlighted the differ-
ent modulation of Gis1 availability, encouraging further in vivo investigations on the
role of proteosome-mediated proteolysis.
Proteasome-mediated proteolysis is essential for many cellular processes in yeast
and other eukaryotes, including regulation of protein concentrations and degrada-
tion of misfolded proteins. Integrating our computational insights and the in vivo
experiments with genome-wide bioinformatics analyses leads us to suggest that
proteasome-mediated proteolysis of potentially toxic transcription factors tightly mod-
ulates the stress response in yeast.
4.2 Methods
4.2.1 Petri nets
We have built a qualitative logical model of nutrient starvation based on Petri nets.
Petri nets are mathematically sound formalisms that can be graphically represented
(Reisig & Rozenberg, 1998). Recently, Petri nets have been used in systems biology
to build and analyze coarse-grained models of complex processes (Bonzanni et al.,
2009a), taking advantage of the intuitiveness of their representation and the sound-
ness of their foundation. The Petri net modeling framework used in this work has
been derived from the seminal work of Chaouiya and colleagues (Chaouiya et al.,
2006) as explained in Chapter 2, Section 2.2.2 and Section 2.2.3. The states pre-
dicted by the model can be found in Supplementary Information. Statistical analyses
of bioinformatics data were performed using R.
4.2.2 Gis1 overexpression at the transition phase
Wild-type (BY4742) cells were transformed with pCM190 (Garí et al., 1997) and
pCM190-GIS1 (Zhang & Oliver, 2010). Transformants were grown on SMM (Amberg
et al., 2005) containing 20 µg/ml of doxycycline (Sigma-Aldrich) and 2% glucose to
glucose starvation. Cells were harvest-ed, washed once in sterile water and resus-
pended in SMM medium containing no doxycycline or glucose for 36 hours to allow
Gis1 over-expression. Growth was resumed by adding 2% glucose and doxycycline.
Cell viability was checked by staining cells with phloxine B (Sigma-Aldrich).
4.3 Results
4.3.1 Model construction and analysis
In order to investigate the consistency and explanatory power of the available know-
ledge about the nutrient starvation response in yeast, we have constructed a dynamic
computational model based on Petri nets (Reisig & Rozenberg, 1998). Petri nets
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Figure 4.1: Model of nutrient starvation response in yeast. (a) Diagrammatic model depicting
the proteolytic control over Gis1 and the regulation of Rim15 by TOR, PKA and Pho80/Pho85.
(b) Partial formal model of nutrient starvation response. Ovals=nodes that represent ‘places’ –
proteins (e.g. PKA, Rim15, Gis1) and genes (PDS and STRE); colored squares=interactions.
Arcs ending with an arrowhead (in blue) represent positive interactions (e.g. activations), while
arcs ending with bars (in red) represent negative interactions (e.g. inhibitions). Note that if
multiple arrows target the same square, all the sources are required at the same time. Dashed
lines represent the interaction responsible for the discrepancy between the modeled and ob-
served behaviors.
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can be depicted as graphs that contain two kinds of nodes: places, which repres-
ent resources and correspond to proteins and genes, and transitions, which repres-
ent interactions between places. Interactions can be either activations or inhibitions
(Figure 4.1b) and, during the course of the execution, each resource can change
its state (in a Boolean fashion) from active to inactive (and vice versa) based on
the surrounding interactions. Given a network topology, it is possible to execute the
model and compare its behaviour with the one observed empirically. Due to the lack
of fine-grained quantitative data, we captured the coarse-grained descriptive know-
ledge available in the form of a qualitative model firmly based on published experi-
mental evidence. This model includes the inhibition of Msn2/4 activity by TOR and
PKA (Beck & Hall, 1999; Görner et al., 1998), which is represented in Figure 4.1b by
the red transitions connecting the TOR and PKA nodes to Msn2/4. Notice that the
arc connecting TOR to the transition ends with an arrowhead, while the arc connect-
ing the transition to Msn2/4 ends with a bar. This means that the availability of TOR
is a necessary precondition for Msn2/4 repression. Similarly, we have represented
Rim15 inhibition by TOR, PKA, and Pho80/85 (Pedruzzi et al., 2003; Wanke et al.,
2005), the expression of STRE and the PDS genes upon Rim15 activation of Msn2/4
and Gis1, as well as the recently discovered proteolytic control over Gis1 (Zhang &
Oliver, 2010).
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Figure 4.2: Multiple possible wiring choices allow refinement of the model. Fragment of the
model under refinement. The dashed interactions in this figure are more accurate alternatives
than the ones in Figure 4.1b. Two alternative options are presented: (a) proteolytic activity
induces complete degradation of the full-length Gis1 protein and simultaneous availability of
cleaved Gis1 fragments. (b) Decoupling the production of cleaved Gis1 fragments and degrad-
ation of full-length protein allows partial depletion of the full-length Gis1.
After the construction of the network model, we analyzed its dynamics. By com-
paring our model with the experimental observations (Zhang & Oliver, 2010), we dis-
covered a significant discrepancy in the behavior of Gis1 reproduced by the model.
Our computational results (see Supplementary Information) suggested that only the
full-length Gis1 was necessary for the activation of PDS genes. However, upon nu-
trient starvation or TORC1 inhibition, the abundance of full-length Gis1 decreases,
which does not correspond to the increase of transcription activation of PDS genes
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(Zhang & Oliver, 2010). Moreover, although full-length Gis1 is essential for PDS gene
expression, the smaller Gis1 fragments, resulting from constitutive proteolysis by the
proteasome, are also able to initiate transcription upon Rim15 activation (Zhang &
Oliver, 2010). These data suggested that full-length Gis1 and its smaller variants ac-
tivate the transcription of PDS genes cooperatively. Therefore, we concluded that our
model needed to be refined by including the full-length protein and the smaller frag-
ments separately, in order to fully capture the biological observations and increase
the model’s accuracy. Different wiring choices were possible. One possibility, shown
in Figure 4.2a, is to allow proteolytic activity to induce complete degradation of full-
length Gis1. This is the behavior observed during nutrient starvation; however, Gis1
is also subject to a constitutive, but partial, degradation by the proteasome (Zhang &
Oliver, 2010) during exponential growth. Therefore, an alternative modeling choice is
to allow partial depletion of full-length Gis1. This can be accomplished by decoupling
the availability of the cleaved Gis1 fragments from the complete degradation of the
full-length protein (Figure 4.2b). By refining our model as shown in Figure 4.2b, it
qualitatively reproduced (see Supplementary Information) the behaviour observed in
Zhang & Oliver, 2010.
4.3.2 Proteolytic control over Gis1 allows fast recovery from lag phase
The different causal wirings imply differences in the model behavior and may there-
fore suggest different roles for the proteolytic control. In order to understand the evol-
utionary advantages of the different proteolytic controls over Gis1 in the context of
nutrient response, we were prompted to investigate its physiological role. GIS1 over-
expression leads to accumulation of the full-length protein and is toxic to cell growth
(Pedruzzi et al., 2000; Zhang & Oliver, 2010). Inhibition of the proteasome function
results in hyperactivation of PDS genes in nutrient-starved conditions (Zhang &Oliver,
2010). Knowing that growth and budding are suspended in stationary phase, we per-
formed an experiment to determine whether the proteolytic control over Gis1 is neces-
sary for survival of cells entering stationary phase, the recovery of cells from glucose
starvation, or both. Wild-type yeast cells were transformed with plasmid pCM190
or the same plasmid bearing the GIS1 gene under the control of the repressible pro-
moter, tetO. Cells were grown in the presence of doxycycline to early stationary phase,
washed, and resuspended in medium with no glucose or doxycycline for 36 hours.
There is no difference in viability between cells bearing the empty plasmid and those
carrying the tetO-GIS1 plasmid (data not shown). Glucose and doxycycline were ad-
ded to allow cells to resume growth. As shown in Figure 4.3, cells harboring the tetO-
GIS1 plasmid display a 15% longer lag phase than those bearing the empty plasmid,
suggesting that GIS1 overexpression during the transition to quiescence delays the
subsequent resumption of exponential growth on readdition of nutrients. These data
indicate that proteolytic degradation of Gis1 by the proteasome may provide cells with
an important evolutionary advantage, since periods of nutrient availability and star-
vation are commonly experienced by microorganisms (Gasch & Werner-Washburne,
2002).
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Figure 4.3: Cells over-expressing Gis1 at starvation have a longer lag phase than wild-type
cells. Cells bearing either pCM190-GIS1 or the empty vector, pCM190, were grown (in the
presence of doxycycline) for 24 h to glucose starvation, at which point >90% of cells have no
buds. Aliquots (2 ml) of cell cultures were washed twice in SMM medium without glucose or
doxycycline, resuspended in 40 ml of SMM, and incubated for 36 h to allow GIS1 expression.
At this point, glucose (2%) and doxycycline (20µg/ml) were added to the cultures. Growth was
monitored as OD600nm.
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4.3.3 Predicting that toxic transcriptional regulators are subject to tighter proteolytic
control
Prompted by the proteolytic regulation of Gis1 and its physiological implications, we
went on to inquire if, in general, the stress response is restrained by the proteasome.
We adopted two strategies: the first to discover whether toxic transcription factors are
likely to be controlled post-translationally by the proteasome, and the second to find
out whether proteasome inhibition allows transcription factors normally targeted by
the proteasome to elicit a stress response.
Toxic transcriptional regulators have lower half-life
To monitor the validity of our hypothesis, we performed a sequence of bioinformat-
ics analyses. First, we partitioned the known yeast transcriptional regulators into two
disjoint sets. The first set contained 75 potentially toxic regulators and was created
by filtering the set of 796 genes whose overexpression was found to be detrimental
for cell growth (Sopko et al., 2006) using the GO annotation “transcription regulator
activity” (GO:0030528). The second set contained 251 non-toxic regulators and was
built by filtering the whole yeast genome with the same GO annotation after removing
the toxic genes contained in the first set. Detailed data are available as Supplement-
ary Information. With our first analysis, we assessed whether the protein half-lives of
toxic regulators are shorter than those of non-toxic regulators, using the protein half-
life measurements of Belle et al., 2006. Since the measurements are not normally
distributed (P < 10−15; Shapiro-Wilk test), we computed the Wilcoxon rank sum test
under the null hypothesis that the median difference between the two measurement
sets is zero and the alternative hypothesis that the median half-life of the toxic tran-
scription factors is less than that of the non-toxic ones. The null hypothesis has been
discarded with the statistically significant value of P = 5.54 × 10−3 (Figure 4.4a).
Note that it was not possible to find measurements for all the proteins in the two sets.
We also analyzed the mRNA half-life data (Wang et al., 2002) for the transcripts of
the toxic and the non-toxic TFs and found no significant difference between the two
(P = 0.256; Wilcoxon test), supporting the hypothesis that a significant portion of the
control over the toxic TFs is exerted post-transcriptionally (Figure 4.4b).
Toxic transcriptional regulators have a higher fraction of unstructured regions
The availability of many intrinsically unstructured proteins (IUPs) is regulated via pro-
teolytic degradation (Gsponer et al., 2008). Therefore, for both the toxic and non-toxic
regulators, we computed (using Disopred2; Ward et al., 2004 the fraction of the amino
acids in each protein that are predicted to lie within an unstructured regions. We found
(Figure 4.4c) that the median content of unstructured regions is higher for toxic tran-
scription factors than that for non-toxic regulators (P = 2.48 × 10−4, Wilcoxon test),
supporting the hypothesis that proteasome-mediated degradation plays a significant
role in the regulation of the activity of potentially detrimental TFs.
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Figure 4.4: Comparison between toxic and non-toxic regulators. (a) The half-lives of toxic
regulators (red) are significantly lower (P = 5.54×10−3; Wilcoxon test) than those of non-toxic
ones (blue), while (b) the median half-life of the transcripts of toxic regulators is not significantly
different from that of the non-toxic ones (P = 0.256; Wilcoxon test). (c) The fraction of amino
acids predicted to form unstructured regions is significantly higher in toxic than in non-toxic
proteins (P = 2.48 × 10−4; Wilcoxon test). (d) After 120 min of proteasome inhibition by
MG132, transcription rates of UES genes (P = 8.26× 10−5; Wilcoxon test) and ESR induced
genes (P < 2.2×10−16; Wilcoxon test) tend to be higher than those for the rest of the genome.
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Toxic TFs contain more potential PEST motifs
Sequence regions rich in proline (P), glutamic acid (E), serine (S), and threonine (T)
are found in many rapidly degraded proteins and have been suggested to serve as
signals for proteolysis (Rogers et al., 1986). We analyzed the number of potential
PEST motifs in the protein sequences of the two classes. Using the epestfind al-
gorithm from the EMBOSS package (Rice et al., 2000), we predicted the number of
potential PEST motifs for both sets of proteins. While 44/75 (59%) toxic regulators
contain at least one PEST motif, the ratio is 109/251 (43%) for the non-toxic ones (P
value of 3.7× 10−2, Fisher’s exact test). This, again, provides some support for our
hypothesis on the role of proteolysis in regulating the activity of potentially toxic TFs.
The proteosome modulates the expression of a significant fraction of genes induced
by environmental stress
Finally, we investigated whether proteolytic control could contribute to modulating the
stress response by checking transcriptional changes after proteasome inhibition. A
previous study has shown that 23% of all yeast genes (1386 mRNAs) increase their
rate of transcription by a factor of 1.5 or more (6% increase more than 2 times) after
120 min treatment with the proteosome inhibitor MG132 (Dembla-Rajpal et al., 2004).
We extracted the data for the Universally Expressed at Starvation (UES) genes (Wu et
al., 2004); these genes are controlled by Gis1 and Msn2 – two TFs known to be under
proteolytic control. We found that the fold changes of the UES genes tend to be higher
than for the rest of the genome (P = 8.26× 10−5; Wilcoxon test). More interestingly,
we observe a significant fold increase with respect to the rest of the genome (P <
2.2 × 10−16; Wilcoxon test), further extending the analysis of the effect of inhibiting
proteasome activity on the induction of gene transcription in the Environmental Stress
Response (ESR; Gasch et al., 2000), see Figure 4.4d.
To summarize, our work suggests that proteasome-mediated proteolysis of TFs
tightly modulates the stress response in yeast. This hypothesis is the result of the in-
tegration of computational and in vivo analysis. Our computational model highlighted
the particular behaviour of the proteolytic control, suggesting further in vivo invest-
igations. Our in vivo experiments showed that, for the Gis1 transcription factor at
least, proteasome-mediated control is crucial for a rapid return to growth after nutri-
ent starvation, which may give yeast cells an important selective advantage over their
competitors. Finally, our bioinformatics analyses generalized our in vivo observations
to the class of potentially toxic transcription factors that control the stress response in
yeast.
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Abstract
Combinatorial interactions of transcription factors with cis-regulatory elements con-
trol the dynamic progression through successive cellular states and thus underpin
all metazoan development. The construction of regulatory network models based
on the functionality of cis-regulatory elements therefore has the potential to generate
fundamental insights into cellular fate and differentiation. Haematopoiesis has long
served as a model system to study mammalian differentiation, yet modelling based
on experimentally informed cis-regulatory interactions has so far been restricted to
pairs of interacting factors. Here we have generated a network model based on de-
tailed cis-regulatory functional data connecting 11 haematopoietic stem cell (HSC)
regulators. Dynamic analysis of our model predicts that HSCs display heterogen-
eous expression patterns and possess many intermediate states that appear to act as
“stepping stones” for the HSC to achieve a final differentiated state. By focussing on
intermediate states occurring during erythrocyte differentiation, we predicted a novel
negative regulation of Fli1 by Gata1 which we confirmed experimentally thus validat-
ing our model. In conclusion, we present the most advanced mammalian regulatory
network model based on experimentally validated cis-regulatory interactions to date.
This model has allowed us to make novel, experimentally testable hypotheses about
transcriptional mechanisms that control differentiation of mammalian stem cells.
5.1 Introduction
The remarkable power of small combinations of transcription factors to program and
reprogram cellular phenotypes is exerted through their ability to modulate the ex-
pression levels of their target genes, typically in the range of a few hundred to a
few thousand genes. Despite the power of single transcription factors to influence
cell fate decisions, it is clear that the transcriptional state of any given cell type is
the result of interactions within wider transcriptional regulatory networks. These reg-
ulatory networks are composed of both the transcription factors (TFs) and the cis-
regulatory elements they are bound to (Davidson, 2006). Regulatory network recon-
struction therefore requires the identification of cis-regulatory elements as well as the
upstream factors which bind them.
Haematopoiesis (blood formation) has long served as a model process for study-
ing stem cells and represents the best characterised adult stem cell system with
sophisticated purification strategies and functional stem cell assays. Transcriptional
regulation is a key factor controlling haematopoiesis (Miranda-Saavedra & Göttgens,
2008), a fact underlined by the large number of TF genes that play key roles in normal
haematopoiesis and/or the development of leukaemia (Göttgens, 2004). However, re-
latively little is known about the way key regulators interact with each other in forming
the transcriptional networks controlling haematopoiesis.
Identification and subsequent characterisation of gene regulatory elements is
central to the reconstruction of transcriptional regulatory networks because these
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elements dictate the connectivity and topology of transcriptional regulatory networks
(Davidson, 2006). Regulatory elements can be analysed using a variety of assays
such as transfection assays of luciferase reporter constructs or chromatin immuno-
precipitation (ChIP) analysis to identify upstream regulators. However, the identific-
ation of true in vivo activities of mammalian regulatory elements requires the use of
transgenic mouse systems. Regulatory elements from 11 gene loci active in haema-
topoietic stem/progenitor cells (HSPCs) have been validated using all the abovemen-
tioned assays including transgenic mice (Donaldson et al., 2005; Göttgens et al.,
2002, 2004; Kobayashi-Osaki et al., 2005; Landry et al., 2008; Nottingham et al.,
2007; Pimanda et al., 2007; Vyas et al., 1999; Wilson et al., 2009). This wealth of
data therefore represents a unique opportunity to (re)construct transcriptional net-
work models for developing blood stem cells.
Network modelling is increasingly recognised as a powerful approach to deal with
the complexity of biological processes including the intricate interactions between
TFs (Georgescu et al., 2008; Hu et al., 2007; Karlebach & Shamir, 2008; Spooner
et al., 2009). Most of the current experimental data describing the function of haema-
topoietic TFs are of a qualitative nature (e.g. Gata1 and Scl together activate Scl
expression) which limits the choice of possible modelling approaches. However, the
accumulated knowledge of regulatory interactions (Foster et al., 2009; Swiers et al.,
2006) contains experimentally validated information on the topology of regulatory sub-
circuits, including positive and negative feedback loops which are important for main-
tenance of both the stem cell phenotype (Pimanda et al., 2007) and differentiation
into different mature blood cell types (Sieweke & Graf, 1998). An important challenge
for regulatory network reconstruction is to devise models that can represent the dy-
namic interactions between important subcircuits and represent the changes in gene
expression when cells are undergoing differentiation.
Importantly, experimentally defined regulatory hierarchies based on regulatory
elements up to now largely represent a static view, which, in the case of blood stem
cell formation is centred on a single time-point in transgenic mouse assays (activ-
ity within the dorsal aorta region and fetal liver of the mid-gestation mouse embryo).
Here, we have generated a network model based on extensive experimental data with
the goal to better understand how core stem cell network circuits are incorporated
into the wider dynamic system of blood stem cell development and differentiation.
Through the modelling of steady states and dynamic network behaviour, we were
able to identify specific genes and feedback loops within the network that are likely
key players in cellular decision making such as the dynamic processes of stem cell
maintenance and/or differentiation. Moreover, this analysis revealed heterogeneous
gene expression states within undifferentiated blood stem cells as well as perturb-
ations required to push the network out of the “stem cell state”. Importantly, a new
hypothesis on negative regulation of Fli1 by Gata1 was validated experimentally using
transcriptional assays thus providing new insights into the dynamic nature of regulat-
ory networks controlling erythroid differentiation.
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5.2 Results
5.2.1 Functional analysis of an Erg enhancer element identifies novel regulatory
interactions
An enhancer element +85 kb into the mouse Erg gene locus has recently been iden-
tified as a region bound by Scl in vivo (Wilson et al., 2009). Together with Fli1 and
Pu.1, Erg is a key member of the Ets family of transcription factors important for reg-
ulating gene expression in HSPCs (Chan et al., 2007; Kruse et al., 2009; Pimanda
et al., 2006; Rainis et al., 2005). We had therefore previously assessed binding of
these three Ets factors to key HSPC regulatory elements but a regulatory element
anchoring Erg itself into the emerging network had remained elusive until our recent
discovery of the Erg +85 region. The Erg +85 region is highly conserved with can-
didate binding sites for important HSPC regulators including E-boxes and Ets sites
representing the consensus binding sites for Scl and Erg/Fli1/Pu.1 respectively (see
Figure 5.1). When tested in transgenic mice this region drove reporter gene expres-
sion to endothelial cells as well as blood progenitor cells in the dorsal aorta and fetal
liver (see Figure 5.2). To assess the contribution of E-box and Ets motifs to the overall
activity of the Erg +85 element, mutations were introduced into the two E-boxes and
3 Ets sites and the resulting mutant constructs assayed by stable transfection of luci-
ferase constructs. These assays revealed that mutation of the two E-boxes resulted
in a significant increase of enhancer activity whereas mutation of the three Ets sites
reduced enhancer activity to baseline levels (Figure 5.3a).
Given that we had previously shown Scl to be a positive regulator of E-box con-
taining elements within our network (Ogilvy et al., 2007; Pimanda et al., 2007), our
finding that mutation of the E-box increased activity was surprising. However, Scl
has been reported to form repressive complexes together with the co-repressor Eto2
Mouse   : TGT---CCCAGA-GTG-ACCCACCCTCCTTTTAACGGCCGATGACAGCCCCAATGGCTGGGCAGAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAATGAGA 
Human   : TAT---CCCAGA-GTA-ATCCACCCTCCTCTTAACGGCTGATGACGGCTCCAATGGCCATGCAAAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAATGAGA 
Dog     : TAT---CCCAGA-GTA-ATCCGCCCTTCTTTTAACGGCTGATGACAGCTCCAATGGCTGGGCGAAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAATGAGA 
Platypus: TAT---CCCAGAGGTG-ATCCTCCCTTCTTCTAACGGCTGATGACAGGTCCAGT-GCTGGGCAAAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAATGAGA 
Chicken : TAT---CCCAGAGGTA-ACCCACCCTGCTTTTAACGGCTGGTGACAGGTCCAATGGCTGAGCAAAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAATGAGA 
Lizard  : TAT---CCTAGAGGTA-ATCCACCCTGCTTTTAACGGCTGATGACAGGTCCAGTGTCTGAGC-AAAATCAGTTGAAGGAAAGGGAAGTCTTGTCGGAAGCGAGA 
Frog    : AGTGGGCCCTTG-GTACATCCACCCCGCTCCGAACGACCGATGACAGGTCAAATGGCTGAGCAAAAATCAGTTGAAGGAAGAGGAAGTCTTGTCGGAAATGAGA 
 
 
Mouse   : TTAATCTTGTAACGAGTGTTCAGCCCTGATAACCCATCTGGGCAGGGAGCTGCTTAAACTGGGGAGCAATTAACCTTCACCCGGCAAGTTCTGTCCAACCGTTA 
Human   : TTAGTCTTGTAACGAGTGTTCAGCCCTGATAACCCATCTGGGCACAGAACTGCTTAAACTGGAGAGCAATTAACCTTCACCCGACAAGCTCTGTCCAACCGTTA 
Dog     : TTAATCTTGTAACGAGTGTTCAGCTCTGATAACCCATCTGGGCAC--AACTGCTTAAACCGGAGAGCAATTAACCTTCACCCGACAAGCTCTGTCCAACCGTTA 
Platypus: TTAATCTTGTAACGAGTGTTCAGCCCTGATAACCCATCTGTGCAGAGAACTGCTTTAACTGGAGAGCAATTAACCTTCACCTGACAAGCTCTGTCCAACCGTTA 
Chicken : TTAATCTTGTAACGAGTGTTCAGCCCTGATAACCCATCTGTGCAGAGAACTGCTTTAACTGGAGAGCAATTAACCTTCACCTGACAAGCTCTGTCCAACCGTTA 
Lizard  : TTAGTCTTGTAATGACTGTTTGGCCCTGATAACCCATCTGTGCAGAGAACTGCTTTAACTGGAGCACAATTAACCTTCACCTGGCAAGTTCTAGCCAACTGTTA 
Frog    : TTAATCTTGTAACGAGTGTTCAGAACTGATAACCCATCTGTGCCTAGAAGAGCCCAAGCCGGAGGGCTATTAACCTTCACCTGACAAGCTGTGTGTAACCGTTA 
Figure 5.1: Schematic diagram of the mouse Erg locus with mouse/human sequence homo-
logy plot and nucleotide sequence alignment with conserved E-box and Ets sites marked in
yellow and red respectively.
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Figure 5.2: SV/lacZ/Erg+85 E11.5 transgenic embryo with transgene activity (blue staining)
in blood vessels. Histological section of the dorsal aorta (middle panel) shows staining in
dorsal aorta endothelium and clusters attached to it, the presumptive site of blood stem cell
emergence in the mouse embryo. Fetal liver section (right panel) illustrates staining in fetal
liver blood cells.
(Schuh et al., 2005) and we therefore investigated binding of not only the Ets factors
Erg, Fli1 and Pu.1 but also Scl and Eto2 by ChIP assays. We also included Gata2
in this analysis as it is the common binding partner of Scl in HSPCs. As shown
in Figure 5.3b, all six transcription factors showed significant binding to the Erg+85
region. Functional analysis of the Erg+85 element therefore allowed us to identify
upstream regulators and importantly determine whether they function as activators
or repressors of the overall activity of this element. Of note, Eto2 itself was recently
identified as a target of Scl and Gata2 (Wilson et al., 2009). Taken together therefore,
these transcriptional assays allowed us to proceed with full integration of Erg into an
emerging transcriptional network and also include the newly discovered repressive
link between the Scl/Eto2 complex and Erg.
5.2.2 Building of a transcriptional regulatory network model for blood stem cells
By combining the functional data generated for the Erg+85 enhancer with previously
published results on haematopoietic regulatory elements, we were in a position to
construct a regulatory network model based on 11 fully validated regulatory elements
linking together 11 transcription factors all of which are active in early HSPCs. Fig-
ure 5.4 shows the resulting 11-gene regulatory network. Importantly, since all 11
elements have been studied extensively using DNA/protein binding assays as well as
reporter gene assays of wild type and mutant elements, both the direction and value
of regulatory interactions are known. Moreover, protein-protein interactions curated
from the literature were included such as the well characterised Gata1-Pu.1 interac-
tions whenever their value (activatory/inhibitory) was known.
The resulting network was modelled as logical interactions encoding the activ-
ating and/or inhibitory links, including the specific combinations in which particular
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Figure 5.3: Scl is a negative regulator of the Erg +85 enhancer. (A) Results of stable trans-
fection assays in 416B cells corresponding to the wild type and E-box as well as Ets mutant
versions for the Erg +85 enhancer. The luciferase activities are given as the fold-increase over
the activity of the negative control vector (pGL2-promoter) alone. (B) Real-time PCR analysis of
ChIP assays in progenitor cells (HPC-7 cell line) performed with antibodies against the factors
indicated. Levels of enrichment were normalized to IgG and compared with a negative control
region as described (Wilson et al., 2009).
interactions occur (e.g. Gata2 and Scl together activate Eto2). This logical model
was implemented in Boolean notation (see supplementary data for full network de-
scription). Several observations are noteworthy: (i) a network of 11 genes with three
types of possible interactions (activatory, inhibitory, none) could adopt in excess of
1050 possible network topologies. It would therefore simply be unfeasible to perform
modelling analysis using all possible topologies and then work backwards to identify
the likely correct topology (hence the need for experimental data). (ii) at the heart of
the network lies the triad of Scl, Gata2 and Fli1 which is characterised by extensive
positive feedback loops but negative regulatory interactions are common outside this
central triad. (iii) we have 11 genes but 47 links (an average degree of 4.3) form-
ing a densely connected network. Within this network we can identify an even more
densely connected core consisting of Erg, Gata2, Scl and Fli1 with an average de-
gree of 8.5. Furthermore Gata2 and Scl connect out to most other genes, and nearly
always operate together as a dimer.
5.2.3 Network genes are expressed dynamically during haematopoiesis
In order for a network model to be useable as a predictive tool, the behaviour of
its component genes needs to be assessed using available experimental data. We
therefore explored the expression patterns of the 11 component genes in primary
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Figure 5.4: A blood stem cell regulatory network model grounded on comprehensive cisreg-
ulatory information. Petri net model of the haematopoietic gene regulatory network. Interac-
tions between proteins are displayed as squares. Blue lines represent positive interactions (i.e.
gwhile red arrows represent negative interactions (i.e. repressions).
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haematopoietic cell types. To this end, we took advantage of two recently published
datasets: a single cell gene expression profiling study comparing haematopoietic
stem with progenitor cells (Ramos et al., 2006) and the haematopoietic fingerprints
database, a collection of expression profiling data for HSCs as well as 9 differenti-
ated lineages (Chambers et al., 2007). Based on the available literature, all our HSC
network genes except Gata1 should be expressed in the most immature stem cell
population which is precisely what we found when interrogating the two expression
profiling datasets. Moreover, Gata1 expression was found in the immediate progeny
of the most immature progenitors, e.g. the multipotent progenitor population. In con-
trast to the ubiquitous expression of our 11 genes in the stem/progenitor compart-
ment, mature blood lineages only express subsets of the 11 genes that make up
the HSC network ranging from 2 out of 11 in activated CD8 T-cells to 7 out of 11 in
granulocytes. Of note, different mature cell types express different subsets of genes
which prompted us to investigate whether this variability would be sufficient to at least
partially reconstruct a haematopoietic differentiation tree. Indeed, clustering based
on expression of these 11 genes was sufficient to capture key aspects of the haema-
topoietic differentiation tree (Supplementary Figure 1). Our HSC network model may
therefore not only reveal properties of the stem cell state but also allow us to interrog-
ate potential mechanisms and external stimuli that direct stem cell differentiation into
specific mature lineages.
5.2.4 Dynamic modelling of the network predicts heterogeneous HSC expression
states
Having generated a complex vertebrate transcriptional regulatory network model
based on state of the art experimental evidence, we next performed dynamic mod-
elling analysis to explore whether any predicted network behaviour would allow us to
gain new insights into blood stem cell biology. Dynamic modelling revealed that the
experimentally validated network topology allows for three stable states (Table 5.1):
(i) all genes are off (S-3-1), (ii) only Gata1 and Scl are expressed (S-2-1) and (iii) an in-
terconnected set of 32 expression states with multiple genes active but Gata1 always
repressed (S-1-1 to 32). In order to explore if these steady states matched observed
cell states, we next performed clustering of expression patterns from our stable states
together with the expression patterns in the 10 haematopoietic cell types (see sup-
plementary Figure 2). Steady state S-3-1 corresponds to a non-haematopoietic cell
and S-2-1 closely resembles a mature erythrocyte. Most interesting however is stable
state S-1 which is composed of 32 interconnected internal states including a state that
matches the expected pattern for HSCs. This suggests that the precursor HSC is not
a homogeneous cell population, but rather is composed of cells in different stages of
activation. Furthermore, there is a striking correlation between gene expression pro-
filing results from single HSCs (Ramos et al. (2006), summarised in Table 5.2) and
the heterogeneous states predicted by our network since those genes predicted by
our model to be stably present were consistently found expressed in a high proportion
of single cell profiling experiments whereas genes predicted to be “oscillating” by our
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Table 5.1: Stable states reveled by dynamic modelling.
Cell Type ID Er
g
Et
o2
Fl
i1
G
at
a1
G
at
a2
H
he
x
Pu
.1
R
un
x1
Sc
l
Sm
ad
6
Zf
pm
1
Non-Haematopoietic Cell S-3-1 A A A A A A A A A A A
Erythrocyte-Like Cell S-2-1 A A A P A A A A P A A
S-1-1* P P P A P P P P P P P
S-1-2 A P P A P P P P P P P
S-1-3 P P P A A P P P P P P
S-1-4 A P P A A P P P P P P
S-1-5 P A P A P P P P P P P
S-1-6 A A P A P P P P P P P
S-1-7 P A P A A P P P P P P
S-1-8 A A P A A P P P P P P
S-1-9 P P P A P P P A P P P
S-1-10 A P P A P P P A P P P
S-1-11 P P P A A P P A P P P
S-1-12 A P P A A P P A P P P
S-1-13 P A P A P P P A P P P
S-1-14 A A P A P P P A P P P
S-1-15 P A P A A P P A P P P
S-1-16 A A P A A P P A P P P
S-1-17 P P P A P P P P P P A
S-1-18 A P P A P P P P P P A
S-1-19 P P P A A P P P P P A
S-1-20 A P P A A P P P P P A
S-1-21 P A P A P P P P P P A
S-1-22 A A P A P P P P P P A
S-1-23 P A P A A P P P P P A
S-1-24 A A P A A P P P P P A
S-1-25 P P P A P P P A P P A
S-1-26 A P P A P P P A P P A
S-1-27 P P P A A P P A P P A
S-1-28 A P P A A P P A P P A
S-1-29 P A P A P P P A P P A
S-1-30 A A P A P P P A P P A
S-1-31 P A P A A P P A P P A
Haematopoietic Stem Cell
S-1-32 A A P A A P P A P P A
* This state matches the expected pattern for HSCs
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Table 5.2: Heterogeneous gene expression observed in single-cell microarray experiments of
12 individual haematopoietic stem cells (columns) from Ramos et al. (2006).
Eto2 P A A A A A A A A A P A
Fli1 P M A A A A A A A P P P
Gata1 A A A A A A A A A A A A
Gata2 M P A A A A A A P A P A
Hhex A A P P P A A A P A P A
Pu.1 A A P P A P A P A A A A
Runx1 A A A A A A A P A A A A
Scl P P P A P A A A P A P A
Smad6 A A A A M A P A P A P P
Zfpm1 P A A A P A A A A A A A
model were consistently found expressed in fewer single cells (see Figure 5.5). This
analysis therefore not only demonstrates that our knowledge-driven network topology
is compatible with expression patterns observed in HSCs in vivo, but also suggests
that expression of Gata2, Zfpm1, Erg, Eto2 and Runx1 is heterogeneous in HSCs,
and may define intermediate states within this cell population.
5.2.5 Prediction and experimental validation of a novel regulatory mechanism in
erythroid differentiation
Analysis of transitions between different steady states in the model can be useful to
predict experimental conditions for cells to differentiate out of the HSC state. We
analysed the state transitions required for differentiation from HSC to different cell
types in our model (see “Analysis of state transitions” in supplementary data). We
chose the differentiation pathway towards erythroid cells for further investigation be-
cause (i) the pathway is well characterised at the experimental level, (ii) it has been
the subject of modelling approaches based on simple 2-gene interactions (Chickar-
mane et al., 2009; Roeder & Glauche, 2006) and (iii) it connects the two stable states
reproduced by our 11-gene network. Of note, experimental evidence suggests that
a single “trigger” or “push” (e.g. ectopic expression of Gata1) would be sufficient to
drive immature blood progenitors towards an erythroid fate (Heyworth et al., 2002;
Kulessa et al., 1995). However, our results (see supplementary Figure 3) suggested
that HSC cells need to undergo two state changes or “pushes” as a trigger to differen-
tiate into erythroid cells. We considered that there might be two possible explanations
for this: (i) Gata1 regulates a protein not present in our network and this can gener-
ate this second “push” or (ii) there is a missing link in our wiring diagram which when
introduced would increase the “power” of Gata1 so that its ectopic expression would
become a single push differentiation trigger. Interrogating the first of these two pos-
sibilities is potentially rather speculative, but the second could be readily explored.
We therefore considered potentially missing network links from our current topo-
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Figure 5.5: A near linear correlation of averaged gene expression activity from the 12 single
cell profiles from Table 5.2 compared to average gene activity from the modelled HSC steady
state. Circle size represents the number of genes (1 or 2) with the particular combination of
experimental and modelled activity.
logy. In particular, we extended our model by introducing the possible repression of
Fli1 by Gata1 based on the rationale that the Fli1 regulatory element is structurally
similar to the Gata2 element, which is known to be repressed by Gata1 (Grass et
al., 2003). Interestingly, just introducing this single additional repressive link elevated
Gata1 to a “single push” trigger for erythroid differentiation. Following on from this
modelling result, we investigated whether Gata1 was indeed able to repress activity
of the Fli1 enhancer in blood stem/progenitor cells. To test this, the haematopoietic
progenitor cell line HPC7 was electroporated with a luciferase reporter construct con-
taining the Fli1 enhancer together with either an empty control plasmid or a Gata1
overexpression construct. As shown in Figure 5.6, co-transfection of the Gata1 ex-
pression plasmid resulted in significant repression of the activity of the Fli1 enhancer
Towards Executable Biology
72 Formal model reveals hard-wired heterogeneity in blood stem cells
0 
0.5  
1 
control + Gata1 
 
Fli1 Enhancer + Gata1
 
Figure 5.6: Co-transfection of the Fli1enhancer construct with a Gata1 expression vector res-
ults in significant reduction of the enhancer activity. Co-transfection studies were performed in
the HSPC cell line HPC7. The data shown represent the average of 4 individual experiments,
each performed in triplicate.
construct, thus demonstrating that Gata1 is indeed able to negatively regulate expres-
sion of Fli1. Network transition modelling therefore allowed us to predict a previously
unrecognised network link which we were able to validate experimentally. The re-
vised network diagram is shown in Figure 5.7 with the new repressive link indicated
by a dashed line. Interestingly, including repression of Fli1 by Gata1 did not alter the
steady states of our model, illustrating how some network links specifically influence
transitions between states rather than the states themselves.
5.3 Discussion
The construction of accurate regulatory network models is an essential prerequis-
ite towards gaining a systems level understanding of the transcriptional control of
complex cellular behaviour. Here we have generated a regulatory network model for
HSPCs based on comprehensive experimental data, which represents the most com-
plex mammalian network model to date anchored on cis-regulatory functional data.
This experimentally validated network topology generated three stable states, one
of which was composed of 32 internal states including one that matched the stem
cell expression pattern and the others oscillating around it. Analysis of state space
transitions identified potential triggers that might mediate exit from the stem cell state
and highlighted a previously unrecognised inhibition of Fli1 by Gata1, which was sub-
sequently validated experimentally.
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Figure 5.7: Diagram of the gene regulatory network, cf. Figure 5.4 showing the predicted and
experimentally validated inhibition of Fli1 by Gata1 (indicated by a dashed line)
5.3.1 Experimentally validated network models – insights and open questions
Regulatory network topology determines the nature of possible regulatory states as
well as the possible transitions paths between them. Full experimental validation of all
interactions within our network model not only provides high confidence in the simula-
tions/modelling, but also offers an opportunity to consider the possible consequences
if our experimental knowledge was more limited. For example, without the repression
of Erg by Scl validated in the current study, there would only be 16 rather than 32
internal substates in steady state 1. Importantly, introducing the novel interaction
generates internal states that are closer to some of the differentiated states. Con-
sequently, the number of internal states that a stem cell can “explore” increases with
a concurrent decrease in the number of external triggers required to move out of the
HSC state in order to differentiate.
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Another notable observation is that most repressive interactions in the network
(Figure 5.4) arise from pairs of genes. A common theme here is that co-regulators
such as Eto2 and Zfpm1 are thought to bind DNA indirectly through interactions with
conventional transcription factors such as Scl and Gata1, and by doing so convert
the latter from activators to repressors. Interestingly, in our network these negative
co-regulators are themselves activated by the conventional TFs thus generating an
abundance of incoherent feed-forward loops within the wider network. Simple negat-
ive feedback loops have previously been proposed to result in oscillatory expression
of important cell fate regulators (Hirata et al., 2002; Lahav et al., 2004). In order to
better understand the potential for oscillatory behaviour in increasingly complex net-
works, future developments might need to include building more fine-grained models
such as the use of Petri nets, which can be readily adapted to move from a Boolean
range of values towards discrete multi-valued expression levels.
Within the context of our 11-gene HSPC network topology, several expression
states that correspond to the differentiated cell types shown in supplementary Figure
3 can automatically revert to the stem cell state suggesting a potential for spontaneous
reversion of differentiated cells to the immature stem cell phenotype. In a sense, this
may merely be a reflection of the fact that our experimentally informed HSPC network
topology generated a very stable HSPC attractor. However, it also suggests that
“commitment features”, that would block these regressions, may be missing from our
network. It is likely that these commitment events will involve epigenetic processes
that regulate the availability of regulatory regions for factor binding. For example,
epigenetic silencing of a given regulatory element could prevent access of upstream
factors with the consequence of “locking in” the differentiated state.
5.3.2 The “stem cell state” – a moving target?
Comprehensive exploration of the state space dictated by our experimentally valid-
ated HSPC network topology resulted in a set of 32 interconnected states which to-
gether constitute a stable state with a gene expression pattern consistent with HSPCs.
However, only a single internal state in the HSC attractor matched expression levels of
all HSPC associated genes whereas all others expressed different subsets of genes
suggesting possible heterogeneity between discrete expression states. The hetero-
geneous steady state predicted by our model might at first have been considered an
artefact due to either the unavoidably partial knowledge we have about the system,
or introduced by the high level of discretization used (i.e. from potentially continuous
expression levels to Boolean values). However, we believe that on the contrary our
results may provide potentially important new insights into the nature of transcrip-
tional control of stem cells and differentiation as outlined below: Firstly, the striking
correlation between gene expression profiling results from single HSCs and the het-
erogeneous states predicted by our network (Figure 5.5). Moreover, single cell ana-
lysis of highly purified murine HSCs using digital PCR assays (Warren et al., 2006)
also showed heterogeneous transcription factor expression in individual HSCs. Taken
together, these observations suggest that the stem cell state is composed of a dis-
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crete set of substates with a substantial degree of oscillations in gene expression,
which includes genes thought of as central regulators of stem cell fate. Of note, this
concept is largely consistent with the recently introduced theory of non-genetic micro-
heterogeneity in multipotential stem cell populations (Huang, 2009).
It might at first glance appear difficult to reconcile such oscillations and the res-
ultant transcriptional heterogeneity with the model of multi-lineage priming. This lat-
ter concept was founded on the observation that some HSPCs display low-level co-
expression of cytokine receptor genes affiliated with divergent differentiation path-
ways (Hu et al., 1997). Consequently, HSCs have widely been thought of as highly
promiscuous with widespread co-expression rather than only expressing subsets of
genes. However, in addition to demonstrating the potential for multi-lineage priming,
the original paper Hu et al. (1997) also found heterogeneous expression of stem cell
affiliated genes when analysed at the single cell level. Both multi-lineage priming
of cytokine receptor genes and expression of HSPC affiliated transcription factors
therefore show cellular heterogeneity consistent with oscillating expression in indi-
vidual HSPCs. Based on the results presented in this paper, cellular heterogeneity
of multilineage priming may therefore be hard-wired into HSPC regulatory networks
rather than being a consequence of low-level, non-specific gene expression noise
as had been speculated previously. This in turn would suggest that characterisation
of the underlying mechanisms will provide novel insights into the functional role of
multi-lineage priming as a key mediator of differentiation. Rather than there being a
“stem cell continuum”, the regulatory space within which a stem cell can move may
be constrained where a given differentiation trajectory requires passage through a
number of specific intermediate states.
5.3.3 Discrete stem cell states and differentiation triggers
Since the stem cell state space is composed of a set of regulatory states with inter-
conversions between them dictated by the network topology, the question arises to
what extent knowledge of network wiring may increase our ability to manipulate stem
cell fate choices. In this study we show that specific differentiation triggers can be
modelled successfully and inform specific hypotheses for subsequent experimental
testing. Importantly, specific substates within the stem cell state are closer to certain
downstream cellular fates than others. This in turn suggests that the distribution of
stem cell internal states has the potential to influence the propensity of a stem cell
to choose between divergent differentiation choices. A mechanistic understanding
of the underlying processes would have important scientific and clinical implications.
For example, altering the levels of Gata2 has recently been shown to affect the ra-
tio between cycling and quiescent HSCs (Tipping et al., 2009) providing direct ex-
perimental evidence that levels for one of the factors shown to be oscillating in our
network model are associated with phenotypically identifiable substates of HSCs.
From a translational point of view, in vitro production of specific blood cell types from
HSPCs has the potential to provide safer and cheaper alternatives to blood trans-
fusions. However, directed differentiation in vitro remains disappointingly inefficient
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suggesting that knowledge of the underlying regulatory networks is critical for the de-
velopment of new protocols. Finally, treatment responses for patients carrying the
same leukaemogenic mutations can be very different. Since many leukaemia onco-
genes cause a differentiation block of early progenitors, it is possible that this block
may occur in different “substates” of the stem cell compartment in different patients
suggesting that a deeper understanding of these substates may provide novel treat-
ment options.
5.4 Materials and methods
5.4.1 Experimental
The Erg +85 region (Wilson et al., 2009) was inserted into lacZ and luciferase reporter
constructs using standard techniques (details available on request). F0 transgenic
mouse embryos were generated and analyzed as described (Sinclair et al., 1999).
All animal studies were performed with UK Home Office approval. Luciferase assays
were carried out following stable transfection of reporter constructs in the progenitor
cell line 416B as described (Göttgens et al., 1997). Individual experiments were per-
formed in triplicates on at least two different days. ChIP assays were performed as
described previously (Wilson et al., 2009) using the following antibodies: Scl - Santa
Cruz sc-12954x, Gata2 Santa Cruz sc-9008x, Erg Santa Cruz sc-354x, PU.1 Santa
Cruz sc-352x, Fli-1 abcam ab15289-500, Eto2 Santa Cruz sc-9739x. Primers used
for real time Q-PCR analysis are available on request.
5.4.2 Boolean modelling
We used Boolean logic functions AND, OR, BUFF, IAND and NOT as described (Garg
et al., 2008; Kauffman et al., 2003; Klamt et al., 2006; Mendoza & Xenarios, 2006)
to model the GRN where the state of a node i at time t is represented by a Boolean
variable x ti . The Boolean functions were mathematically defined by Equations 1–5
(see supplementary). The expression of each gene i at time t + 1 can be written as
a function xi (t + 1) of the state of the genes acting as its input at time t as illustrated
for node B in Equation 6 (see supplementary data). A snapshot of the activity level
of all the genes in the network at time t is called the state of the network represented
by a Boolean vector, x t , of size N (number of genes in the network) and is called the
present state vector. Another Boolean vector, x t+1, of size N is used to represent the
state of the network in the next step and is called the next state vector. Assuming a
synchronous model of transition, the transition function from the present state to the
next state of the network is given by the Boolean function Ti (x t , x t+1) in Equations 7
and 8 (see supplementary data)
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5.4.3 Petri nets
The network and the attractors have been computed using the Petri net approach and
algorithms presented in Chapter 2, Section 2.2.2 and Section 2.2.3.
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Discussion
Chapter 6
In this dissertation I showed several examples of how formal model definitions of bio-
logical processes ensure a consistent interpretation and help to clearly define prob-
lems and hypotheses. In Chapter 3 we demonstrated that it is possible to reason
about large models of complex processes by exploiting modularity and Monte Carlo
model checking. In Chapter 4 and Chapter 5 we took advantage of state space ana-
lysis techniques to guide in vivo validation of biological hypotheses. However, this
work just touches the outer shell of a more ambitious challenge: to define a sound
formal framework to represent and “execute” biological knowledge purely in terms of
software, using Dawkins’ words (see Section 1.1 of the Introduction). To better under-
stand the relevance of this challenge, let’s consider a statement written in a high-level
programming language. For instance the following Python statement:
a = 1 + 2.
The result of the evaluation of the this statement is immediately clear; the variable
a will eventually contain the value 3. However the low-level operations needed to
implement such an evaluation (e.g. binary arithmetics, CPU registers manipulations)
are much less intuitive and quite specific to the hardware used. Furthermore, the
hardware implementation of the low-level software directives requires the involve-
ment of complex electronic systems. Understanding the meaning of the simple state-
ment above, by solely observing the electronic circuitry that computes the evaluation,
would be a very difficult task even for an accomplished engineer. Similarly, an ac-
complished biologist, when interested in the comprehensive behavior of biological
systems, should have an adequately abstract language to express and reason about
the processes that govern living organisms.
Most of the modelling strategies currently employed to model biological systems
(e.g. ordinary differential equations, stochastic simulations, Petri nets, boolean net-
works), without distinction between continuous or discrete, deterministic or stochastic,
fine- or coarse-grained, all focus on reproducing molecular state changes. Hence,
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they infer the biological effects on the living organism from the distributions of mo-
lecules in the simulated underlying chemical reaction system. I argue that, in order to
reach a software-like description of biological behaviors, we should be able to abstract
from the physical effects of chemical reactions towards the functions accomplished
by such chemical changes in a systemic perspective. For instance, from a purely
chemical point of view, the binding of a protein in a larger scaffolding protein is a loc-
ally defined event that changes the state of these two molecules. However, from a
systemic point of view, the same binding event accomplishes several functions, e.g.
bring the scaffold substrates in close proximity and sequester the scaffold substrates
from the cytosol. Continuing on the same example, it is possible to further abstract
the low-level systemic functions into higher-level directives; since sequestration re-
duces the total amount of free scaffold substrates, we could think about the sequest-
ration function as a lower-level implementation of a more abstract “down-regulation”
directive. In the same way it would be possible to climb the abstraction stack to
the top and most abstract biological function “being alive” (Figure 6.1) or, in more
appropriate evolutionary terms, “being reproductive”. On this construction of abstrac-
tion layers, evolutionary pressure is exercised from the top to the bottom; higher-level
functional abstractions tend to be conserved more than lower-level functional abstrac-
tions, which in turn tend to be preserved more than their chemical implementations.
Therefore, in order to build a useful abstraction stack for biology, it is necessary to
create (i) a set of low-level functions that can capture the dynamics occurring in the
“biological hardware”, and (ii) a set of high-level languages grounded on the defined
low-level function that will allow biologists to comfortably reason on complex system
behaviors. Notably,
i biological hardware operates on a chemical level, and it seems possible to
define a set of low-level primitives in terms of chemical interactions (e.g. phos-
phorilation and phosphatase, binding and unbinding). Unfortunately, while the
exact specifications of the electronic hardware are known in advance, only a
subset of all biological primitives is known at this time. However, new pro-
cessors often implement new primitives without breaking, at most extending,
current higher-level abstractions. In the same way, it is reasonable to think that,
when new molecular mechanisms are being discovered, they will extend the
initial set of biological primitives without necessarily making backward incom-
patible changes at higher-level of abstractions, preserving the compatibility of
already built models.
ii Intuitively, the modelling frameworks presented in Chapter 2 pertain to the high-
level layer of the biology abstraction pyramid of Figure 6.1, and the results
presented in the following chapters show that existing formal methods can be
used, or extended, to capture biological behaviour at a high but useful abstrac-
tion level. However, the exact placement of these formalisms in the pyramid is
problematic since the mapping of the different layers on each other and of low-
level software primitives onto biological hardware is not yet rigorously defined.
This is a fundamental and still missing link for the construction of a consistent
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chain of abstractions and the development of novel ad hoc biological languages.
Furthermore, the design of low-level chemical functions and higher-level languages
should not be a simple ontology specification, but it should have an operational se-
mantics attached that allows the execution of models expressed with such languages.
Population Abstraction
Being Alive
Evolutionary Pressure
Biology Abstraction
Biological Hardware
High-Level Biological Languages
Low-Level Biological Languages
Chemistry Abstraction
Figure 6.1: Layers of biologically oriented languages are built atop biological hardware. Bio-
logical hardware is described using the lower-level chemical abstraction stack. The biological
abstraction stack creates a solid ground for reasoning about population dynamics. Evolution-
ary pressure (black arrows) is exercised from the top of the stack and propagate decaying
towards the bottom. Similarly, in computer science, low-level electronic abstraction grounds
the lowest layer of the computer languages, which in turn build computer networks protocols.
Obviously, the creation of formal and executable languages for biology is a com-
plex task that requires to advance from both directions, bottom-level chemistry know-
ledge and top-level understanding of systems dynamics. Nevertheless, the construc-
tion of a sound chain of abstraction is essential to build composable multi-scale mod-
els. It is more and more evident that understanding complex processes such as can-
cer and differentiation requires extending the focus from the core pathway controlling
the process of interest to the impinging neighboring pathways. Hence, the possibility
to compose models is the key to build comprehensive descriptions of multiple path-
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ways and possibly a whole organism. However, nowadays, each biological model is
defined at an arbitrary abstraction level which varies between different models. It is
possible, and often necessary, to abstract on multiple axes, e.g. time, space, topo-
logy, but I reckon that the number of different abstractions is not per se a problem.
Instead, the problem lies in the difficulty to reconciliate them in a coherent abstraction
scheme. Indeed, the current lack of a sound chain of abstraction imposes severe lim-
its to compositionality. A limited compositionality hinders, among others, the possibil-
ity to integrate models published by other researchers and, hence, limits the efficiency
of systems biology as a research paradigm. Furthermore, it is already necessary, and
it will be even more in the future, given the incredible extent and speed of knowledge
gain, to reduce the vast amount of complex molecular and systemic interactions to
human understandable terms and, therefore, to create a sound and solid abstraction
framework for the construction of biological models.
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Exceptional scientific breakthroughs of the last century and the advent of high-
throughput technologies in the early 2000s have catapulted molecular biology in the
realm of systems biology. Systems biology inherited the denotational language proper
of control theory. However, the necessity of a new language for biology, able to cap-
ture and express biological processes on the level of software explanation, is clearly
perceived by the biological community.
The need to define a framework built upon complementary and yet coherent formal
languages for systems biology repeatedly emerged during my studies. In this dis-
sertation we showed several examples of how formal model definitions of biological
processes ensure a consistent interpretation and help to clearly define problems and
hypotheses. In Chapter 2, we explain the notion of executable models for biological
processes as introduced by Fisher et al. and we present two formalism based on
Petri nets. The first formalism was built to model signalling networks which analysis
is based on simulations and Monte Carlo model checking. The second formalism
focuses on gene regulatory networks and exploring the model state space in search
of attractors.
In Chapter 3, we demonstrate a large scale application of our Petri net formalism
for signal transduction to multi-cellular pattern formation. Our modelling approach to
the well-studied process of C. elegans vulval development, showing that our model
correctly reproduced a large set of in vivo experiments with statistical accuracy. Also
Chapter 4 focuses on signalling networks. We investigated the effect of proteolysis
after nutrient starvation in S. cervisiae. Particularly, we showed how computational
models, bioinformatics analyses, and in vivo observations can be integrated in order
to formulate and validate novel biological hypotheses.
The last case study is presented in Chapter 5. We constructed a regulatory net-
work model based on the functionality of cis-regulatory elements in order to generate
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fundamental insights into cellular fate differentiation during haematopoiesis. Particu-
larly, we took advantage of state space analysis techniques, explained in Chapter 2,
to guide in vivo validation of the novel inhibitory link between the proteins Gata1 and
Fli1.
Finally, in Chapter 6, I argue that in order to reach a software-like description
of biological behaviors, we should be able to abstract from the physical effects of
chemical reactions towards the functions accomplished by such chemical changes in
a systemic perspective. It is already necessary, and it will be even more in the future,
given the incredible extent and speed of knowledge gain, to reduce the vast amount
of complex molecular and systemic interactions to human understandable terms and,
therefore, to create a sound and solid abstraction framework for the construction of
biological models.
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Samenvatting
Naar Executeerbare Biologie
Buitengewone wetenschappelijke doorbraken in de vorige eeuw en de opkomst van
high-throughput technieken in de afgelopen tien jaar hebben de moleculaire biologie
binnen het bereik van de systeembiologie gebracht. Systeembiologie heeft de es-
sentie van de denotationele taal voor controletheorie overgenomen. De biologische
gemeenschap is zich echter sterk bewust van de noodzaak voor een nieuwe taal om
biologische processen te beschrijven op het nivo van software explanation.
Gedurende mijn onderzoek had ik herhaaldelijk een raamwerk nodig dat voort-
bouwt op de complementaire maar toch coherente formele talen van de systeembi-
ologie. Dit proefschrift bevat verscheidene voorbeelden van biologische processen
waarbij formele modellen een consistente interpretatie waarborgen, en helpen om
problemen en hypotheses helder te definiëren. Hoofdstuk 2 presenteert de notie van
executeerbare modellen voor biologische processen zoals geïntroduceerd door Fis-
her & Henzinger, en twee formalismen gebaseerd op Petri-netten. Het eerste forma-
lisme heeft tot doel netwerken van signaaltransducties te modelleren en te analyseren
met Monte Carlo model checking. Het tweede formalisme is gericht op genetische
regulerende netwerken waarbij de analyse is gebaseerd op de exploratie van de toe-
standsruimte op zoek naar attractoren.
Hoofdstuk 3 bevat een grootschalige toepassing, van het formalisme gebaseerd
op Petri-netten, op signaaltransductie bij multicellulaire patroonformatie. Ons in si-
lico model van de al intensief bestudeerde ontwikkeling van de vulva bij C. elegans,
reproduceert een aanzienlijk aantal in vivo experimenten op statistisch significante
wijze. Ook Hoofdstuk 4 richt zich op signaaltransducties. We onderzochten het ef-
fect van proteolyse bij gebrek aan voedingsstoffen in S. cervisiae. Met name hebben
we laten zien hoe computationele modellen, analyses met behulp van methoden uit
de bioinformatica, en in vivo observaties kunnen worden geïntegreerd om nieuwe
biologische hypotheses te formuleren en valideren.
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De laatste toepassing wordt gepresenteerd in Hoofdstuk 5. We construeerden
een model van een netwerk gebaseerd op de functionaliteit van cis-regulerende ele-
menten om fundamentele inzichten te verkrijgen in celdifferentiatie bij hematopoiese.
In het bijzonder maakten we gebruik van technieken voor de analyse van toestands-
ruimtes, zoals beschreven in Hoofdstuk 2, om de in vivo zoektocht naar een inhibitor
tussen de eiwitten Gata1 en Fli1 toe te spitsen op een beperkt aantal mogelijk links.
In Hoofdstuk 6 beargumenteer ik tenslotte dat om een software-achtige beschrij-
ving van biologisch gedrag te verkrijgen, we in staat zouden moeten zijn om te ab-
straheren van de fysieke effecten van chemische reacties, naar het nivo van functies
die door zulke chemische veranderingen worden bewerkstelligd in een systemisch
perspectief. Het is nu al noodzakelijk, en dit zal in de toekomst alleen maar toene-
men vanwege de ongelofelijke mate en snelheid van kennisvergaring, om de enorme
hoeveelheid complexe moleculaire en systemische interacties te reduceren tot voor
mensen begrijpelijke proporties. Dit vergt de creatie van een effectief abstractie-
raamwerk voor de constructie van biologische modellen.
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Verso una Formulazione Eseguibile della Biologia
Le eccezionali scoperte dell’ultimo secolo e l’avvento delle tecnologie high-
throughput agli inizi degli anni 2000 hanno catapultato la biologia molecolare nel
regno della systems biology. La systems biology ha ereditato il linguaggio denota-
zionale proprio della teoria del controllo. Tuttavia, è chiaramente sentita dagli stessi
biologi la necessità di un nuovo linguaggio capace di catturare ed esprimere processi
biologici in modo intuitivo.
Durante i miei studi è emerso ripetutamente il bisogno di definire un sistema di
linguaggi formali per la biologia che fossero complementari ma coerenti. In questa
tesi, ho mostrato attraverso alcuni esempi, come la definizione di processi biologici
tramite modelli formali assicuri una interpretazione consistente e aiuti a definire chia-
ramente sia problemi che ipotesi. Nel Capitolo 2 ho spiegato la nozione di modelli
eseguibili per processi biologici così come è stata introdotta da Fisher & Henzinger
e ho presentato due formalismi basati sulle reti di Petri. Il primo formalismo, la cui
analisi è fondata su simulazioni e Monte Carlo model checking, è stato costruito per
modellare signaling networks. Il secondo formalismo si concentra sulle reti di rego-
lazione genica e la sua analisi si basa sulla ricerca di attrattori nello spazio degli stati
generato dall’esecuzione del modello biologico.
Nel Capitolo 3 abbiamo dimostrato un’applicazione su larga scala del nostro for-
malismo basato sulle reti di Petri per la trasduzione del segnale nell’ambito della
formazione di motivi multi cellulari. Abbiamo applicato il nostro metodo al processo
di sviluppo dell’organo riproduttivo del nematode C. elegans mostrando che il mo-
dello da noi costruito riproduce un largo campione di esperimenti in vivo in modo
statisticamente accurato. Anche il Capitolo 4 si concentra sulle reti di trasmissio-
ne del segnale. In questo caso, abbiamo investigato l’effetto della proteolisi dopo la
privazione di nutrienti nel fungo S. cervisiae. In particolar modo abbiamo mostrato
come modelli computazionali, analisi bioinformatiche e osservazioni in vivo possano
100 Sommario
essere integrate in modo da formulare e validare nuove ipotesi biologiche.
L’ultimo caso di studio è presentato nel Capitolo 5. Abbiamo costruito un model-
lo di rete di regolazione genica basato sulla funzionalità di elementi cis-regolatori, in
modo da generare intuizioni fondamentali nella differenziazione cellulare durante il
processo ematopoietico. In particolare, ci siamo avvantaggiati delle tecniche di ana-
lisi dello spazio degli stati spiegate nel Capitolo 2, per guidare la validazione in vivo
della nuova relazione inibitoria tra le proteine Gata1 e Fli1.
Infine, nel Capitolo 6, discuto della necessità di astrarre dalle singole interazioni a
livello molecolare la funzione svolta da tali interazioni a livello sistemico, in modo da
poter fornire una spiegazione a livello sotfware dei processi biologici. Inoltre, è neces-
sario già ora, ma lo sarà ancor più in futuro, data l’incredibile quantità di informazioni
e velocità nell’accumularne di nuove, ridurre il vasto ammontare di complesse intera-
zione molecolari e sistemiche in termini umanamente comprensibili e quindi, creare
un valido e solido sistema di astrazioni per la costruzione di processi biologici.
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