ABSTRACT. We present a model selection procedure for use in Mixture and Mixture-Process Experiments. Certain combinations of restrictions on the proportions of the mixture components can result in a very constrained experimental region. This results in collinearity among the covariates of the model, which can make it difficult to fit the model using the traditional method based on the significance of the coefficients. For this reason, a model selection methodology based on information criteria will be proposed for process optimization. Two examples are presented to illustrate this model selection procedure.
INTRODUCTION
Formulations obtained from Mixture Experiments (ME) are commonly found in the chemical, pharmaceutical, and food industries, as well as in other industrial segments. In those experiments, the decision variables are the proportions of the components in a mixture and the response is a variable that characterizes the quality of the product, assumed as a function of component proportion. In these experiments, the sum of component proportions is always equal to one. In certain industrial processes, there may be other variables, in addition to the mixture components, that affect the characteristics of the process and must be included in the experiment as factorial designs. Such experiments are called Mixture-Process Experiments (MPEs). Therefore, we intend to determine not only the optimal proportions of the mixture components but also the optimal levels of the process variables.
PROCEDURE IN MIXTURE-PROCESS EXPERIMENTS FOR INDUSTRIAL PROCESS OPTIMIZATION
In MEs, it might be necessary to limit the proportion of one or more components that, for technical or practical reasons, cannot be present in all possible proportions. Those limitations of the components, which are very common in industrial cases, may be upper, lower, or a combination of both. Certain combinations of limitations on the proportions of the components may result in a very limited experimental region, which results in collinearity among the covariates of the model, making it difficult to fit the model using the traditional method based on the significance of the coefficients. Consequently, a model selection methodology based on information criteria will be proposed. In order to illustrate this methodology, two examples are used. Matlab R routines were then written for the model selection and the process optimization.
Cornell (2002) is the main reference on ME, being the Chapter 7 dedicated to MPE cases. In it, a comprehensive and detailed exposition can be found. dedicate Chapters 12 and 13 to ME and MPE, thus comprising a good introduction to the topic. Piepel Goos & Donev (2006) describe an algorithm to plan experiments in blocks involving mixtures. They show that, for restricted and unrestricted experimental regions, the resulting design of experiments is statistically more efficient than the options of experiments in blocks presented in the literature. Goos & Donev (2007) describe an algorithm to plan split-plot experiments in cases involving mixture and process variables. They use an optimization criterion for the choice of experimental points and show that it is preferable to spread the replications all over the experiment region, instead of concentrating them in central points. A brief introduction to ME and MPE is presented in Sections 2 and 3. In Section 4, the information criteria used in this work are described and the models chosen according to those criteria are presented. In Section 5, we present a model selection methodology with two examples, and we apply this methodology in two other examples. The conclusions are in Section 6.
MIXTURE EXPERIMENTS
Consider x i , the variables that represent the proportions of the q mixture components. Then:
In many MEs there are limitations on the component proportions, making the experimental space a sub-region of the original space. Therefore, upper and/or lower limits on the proportions are established, and are represented as follows:
where L i is the lower limit and U i is the upper limit of the component proportion i.
When the upper and lower limits on the proportions of one mixture are established, the experimental region is reduced to a sub-region of the original region. In these cases, the coordinates of the sub-regions may be redefined in terms of "pseudo"-components.
The models which are traditionally used in MEs are Scheffé's canonical polynomials (Scheffé, 1958 ). Scheffé's cubic model is as follows:
where the βs are the model's parameter coefficients. Note that this model does not have the intercept, as it is eliminated by a simplification originating from the basic limitation presented in Eq. (1).
MIXTURE-PROCESS EXPERIMENTS
An adequate model for r process variables z 1 , z 2 , . . . , z r involving second-order terms is:
where the δs are the model's parameter coefficients for process variables. The experiment for the process variables may be a factorial design with two or more levels. In order to include terms with the variable z 2 j in the model, an experiment with at least three levels of each process variable and a total number of points sufficient to fit and test the model is required. In order to fit a model without the variable z 2 j , considering only the main effects of the process variables and the interactions among them, only two levels of each variable are necessary.
We use the form of the simultaneous additive and multiplicative combined model, which includes Scheffé's cubic model for the mixture and the reduced quadratic model, considering only the main effects of the process variables and the interactions among them:
where the γ s are the parameters for the mixture's combined model including process variables and the δs are the parameters for the process variables. The lower indexes of γ refer to mixture variables, whereas the upper ones refer to process variables. The lower indexes of δ refer to process variables.
INFORMATION CRITERIA AND MODEL SELECTION
An information criterion that has been widely used in model selection is Akaike's criterion ( AI C) (Akaike, 1973) .
where y i is the i th value of the response andμ i is the estimate of y i when a model of p parameters is fitted through maximization of the Log-Likelihood Function (LLF). The term added to LLF, called the penalty function, aims at correcting a bias originating from the comparison of models with different numbers of parameters. Among the several candidate models, the one with the lowest AI C value must be chosen. AI C was developed from Kullback-Leibler distance, which is a distance between the true model and the candidate model. Burnham & Anderson (2002) recommend the use of AI C only when n/ p ≥ 40. Considering a case of responses with normal distribution, the AI C expression may be simplified to give the following:
whereσ 2 p is the maximum likelihood estimator of the error variance. Considering responses with normal distribution and small samples (n/ p < 40), Hurvich & Tsai (1989) developed the AICc criterion:
Burnham & Anderson (2002) recommend the calculation of AI C differences between the candidate models and the model with the lowest AI C c value (AI C c min ).
The calculation methodology for AI C differences may also be used for AI C c differences. i values can be interpreted easily and allow a quick comparison of candidate models. The higher the i , the less likely it is that the fitted model is the best model according to Kullback-Leibler distance. Burnham & Anderson (2002) affirm that models with i > 10 may be omitted in future considerations and models with i between 0 and 2 may be regarded as non-different. The calculation of AI C c differences is used in the proposed methodology for model selection which will be used in Section 5.
PROPOSED METHODOLOGY
In the first stage of this methodology we use the full Scheffé's canonical polynomials for a ME and a combined model for a full MPE. Thus, we obtain all the candidate terms for the model under study. Then, we use the AI C c criterion to select the model with the lowest AI C c according to the number of parameters. Afterwards, we calculate the AI C c differences between the candidate models and the model that has the lowest AICc and we select the non-different models.
Analyzing the non-different models, we choose the model, now named the Base Model, which has the lowest mean-squared error (MSE) and prediction error sum of squares (PRESS).
In the second stage of the methodology we obtain a better model, taking into account the Base Model terms and all terms which are equivalent to the terms of the Base Model. Such Equivalent Terms are created considering Eq. (1), which is the basic restriction of MEs. For example, the term x 1 x 2 is equivalent to term
After determination of all the candidate terms (terms of the Base Model and Equivalent Terms), we use the AI C c criterion again in order to select the model with the lowest AI C c . Afterwards, we calculate the AI C c differences between the candidate models and model that has the lowest AI C c and we select the non-different models.
Analyzing the non-different models, we choose the model with the lowest PRESS and MSE as the Final Model. The proposed methodology is illustrated through two examples.
Example 1
The problem of Example 1 was presented by . An adhesive is being formulated for use in an aerospace application. The adhesive consists of a resin x 1 and two crosslinkers, x 2 and x 3 . The mixture constraints for these variables are
The adhesive is applied to the components and then the entire assembly is cured for 12 h at controlled temperature and humidity. The temperature z 1 and relative humidity z 2 are process variables that can be controlled by the experimenter. The ranges of theses process variables that experimenters think are appropriate are 40 • F ≤ temperature ≤ 100 • F and 15% ≤ relative humidity ≤ 85%. The response variable of interest is the pulloff force required to separate the components after curing. It should exceed 40 pounds.
The authors use L-pseudocomponents according to the relation 
A Matlab R routine was then written for the calculation and storage of AI C c values and selection of non-different models considered, that is, those that presented AI C c differences ( i ) between 
In this step of the methodology we will consider other models using the Base Model. For this, additional terms are generated from the terms of the Base Model. Table 2 presents the terms equivalent to the Base Model terms. 
Once 
This model presents higher MSE and PRESS than the model of Eq. (13) . However, we will analyze models considered non-different to the model of Eq. (14) , as described at the start in Section 5. 
Response Optimization
In the Example 1, a response exceeding 40 pounds is desirable. Several formulations may result in a future response prediction greater than 40 pounds. Consequently, a desirable objective is to maximize the expected value for a future response.
The estimation vector for the coefficients isβ = (W W ) −1 W y, the variance-covariance matrix is var(β) = σ 2 (W W) −1 , where W is a matrix (n × p) whose elements are the mixture components proportion (x i ), the levels of the process variables (z i ) and functions of x i and z i (such as interactions), where p is the number of parameters and n the number of observations. The general combined model with the inclusion of process variables is represented in a matrix form as y = Wβ + ε
For n observations, y is the vector (n × 1) of observations, β is the vector ( p × 1) of coefficients and ε is the vector (n × 1) of random errors. In the classical linear model, ε is considered with multivariate normal distribution, i.e. ε ∼ N (0, I σ 2 ). The estimated mean response at point w (w is a matrix line W ) is and its variance is
and its variance is
The problem may then be formulated as follows:
max E[ŷ(w)] = w β subject to:
Using a search routine in Matlab R , the solution for the problem formulated above was found, considering the model obtained by and Final Model 1 obtained in this article. Table 4 Table 5 compares the PRESS, MSE, AI C c , the response prediction and the variance of a new response for both models. Analyzing the Table 4 , we observe that the model obtained in this article presents lower value for PRESS, MSE and AI C c , emphasizing that was obtained a higher response prediction with a lower variance of a new response. 
presents the optimal values for the components proportions, in L-pseudo components (v i ) and in actual values (x i ) and the optimal values of the process variables, in coded variables (z i ) and in actual values ( • F and RH, respectively).

Model Adequacy
The use of studentized residuals to check the normality is recommended by . The studentized residuals (r i ) are defined as follows:
where e i = y i −ŷ i and h ii are elements of the hat matrix diagonals H = W (W W ) −1 W . In the normal probability plots of the studentized residuals shown in Figure 1 , we may observe that there isn't indication that the normality assumption should not be accepted, as there aren't points way off the alignment. 
Example 2
The problem of Example 2 was presented by Cornell (2000) and . Lauryl sulfate (A), cocamide (B), and lauramide (C) were ingredients in a shampoo whose proportionate values were varied in an experiment that was designed to study how shampoo foam height was functionally related to composition. The three ingredients made up 50% of the shampoo, while the other constituents, which were held fixed in all blends, were water, perfume, and coloring agents. Table 6 presents the experiment. 
Model Selection
All the candidate terms for the ME are the terms in Eq. (3). The model selected according to the AI C c criterion was the following:
Then, four models are considered non-different. The Model that presents the lowest PRESS (413.22) and MSE (17.09) was selected and named as the Base Model. The Base Model is shown in Eq. (22) .
In this step of the methodology we will consider other models using the Base Model. For this, additional terms are generated from the terms of the Base Model. Table 7 presents the equivalent terms to the Base Model terms. 
Once all the candidate terms (Base Model terms and Equivalent Terms) for the ME model are known, we may then use the AI C c criterion again. 
We will analyze models considered not different to the model of Eq. (23), as described at the start in Section 5. 
Response Optimization
In the Example 2, a response of exceeding 170 mm is desirable. Several formulations may result in future a response prediction greater than 170 mm. Consequently, a desirable objective is to maximize the expected value for a future response.
max E[ŷ(w)] = w β subject to: Table 9 presents the optimal values for the components proportions, in L-pseudocomponents (v i ) and in actual values ( A, B and C). Table 10 compares the PRESS, MSE, AI C c , the response prediction and the variance of a new response for three models. Analyzing the Table 9 , we observe that the model obtained in this article presents lower value for PRESS, MSE and AI C c , emphasizing that was obtained a higher response prediction with a lower variance of a new response. In the normal probability plot of the studentized residuals shown in Figure 4 , we may observe that there isn't indication that the normality assumption should not be accepted, as there aren't points way off the alignment.
Model Adequacy
In order to check the additivity of the model regarding the linear model, there is the plot of studentized residuals versus fitted values, shown in Figure 5 . Below we present the steps of the methodology proposed in this article:
Step 1: Choose a full model based on Scheffé's canonical polynomials for cases of ME, shown in Eq. (3), or choose a full combined model for cases of MPE, shown in Eq. (5), to obtain all the candidate terms.
Step 2: Use the AI C c criterion and select the model that provides the lowest AI C c , according to the number of parameters.
Step 3: Calculate the AI C c differences between the candidate models and the model that provides the lowest AI C c and select the non-different models.
Step 4: Analyze the non-different models, and choose the model that provides the lowest MSE and PRESS. This model is now named as the Base Model.
Step 5: Determine all terms that are equivalent to the Base Model terms, and create all the candidate terms.
Step 6: Use the AI C c criterion again, and select the model that provides the lowest AI C c according to the number of parameters.
Step 7: Calculate the AI C c differences between the candidate models and the model that provides the lowest AI C c and select the non-different models again.
Step 8: Analyze the non-different models, and choose the Final Model that provides the lowest MSE and PRESS.
SIMULATION STUDY
A small simulation study is now presented once we know the true model leading to the responses. Considering the experiment of the 
where ε is the random errors with normal distribution, i.e. ε ∼ N (0, σ 2 ).
In the simulation study we generated 1,000 experiments with the model shown in Eq. (24), considering σ equal to 0.5 up to 1.5. Using the proposed methodology, the Table 12 shows the identified models with the same terms of the model shown in Eq. (24).
CONCLUSIONS
In this article, the statistical techniques necessary for the planning and analysis of mixture experiments with or without process variables were gathered and a methodology for selecting models in MPE and ME was presented with two examples.
The use of Information Theory constituted an evolution in ME and MPE. Multicollinearity may cause the estimators of model coefficients to be instable and very inflated. Therefore, certain terms of the model may be significant in the presence of some terms and not significant in the presence of other terms. In this context, stepwise forward and backward selection may result in arbitrary selection of variables that belong to the model (Harrell, 2001 ). An alternative technique was to consider all possible combinations of terms in the full model and the number of parameters and to use selection criteria for models based on Information Theory. From the results obtained in this article, we concluded that the use of the AICc information criterion may result in lower PRESS and MSE.
Finally, a model selection methodology in ME and MPE was presented. In the first stage of the methodology, a Base Model was fitted using the AICc criterion. In the following stage, a better model was obtained, taking into account, besides the Base Model terms, all the Equivalent Terms of the Base Model, also using the AICc criterion for the selection of the proposed model terms.
We may then conclude that the second stage of the methodology provided models that were better than the Base Model and also better than the models obtained previously.
