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We present some new results on the joint distribution of an arbitrary subset of the ordered
eigenvalues of complex Wishart, double Wishart, and Gaussian hermitian random matrices
of finite dimensions, using a tensor pseudo-determinant operator. Specifically, we derive
compact expressions for the joint probability distribution function of the eigenvalues and
the expectation of functions of the eigenvalues, including joint moments, for the case of
both ordered and unordered eigenvalues.
1. Introduction
The distribution of the eigenvalues of random matrices appears in multivariate statistics,
including principal component analysis and analysis of large data sets, in physics, includ-
ing nuclear spectra, quantum theory, atomic physics, in communication theory, especially
in relation to multiple-input multiple-output systems, and in signal processing [1–16]. For
example, the probability that the eigenvalues of a random symmetric matrix are within
an interval finds application in the analysis of the stability in physics, complex networks,
complex ecosystems [17–21], for the analysis of the restricted isometry constant in com-
pressed sensing [14, 22–24], and it is also related to the expected number of minima in
random polynomials [25]. The distribution of the eigenvalues appears also in statistical
ranking and selection theory for radar signal processing [26–28], in cognitive radio sys-
tems [29–34], and for adaptive filter design [35].
Owing to the difficulties in computing the exact marginal distributions of eigenvalues,
asymptotic formulas for matrices with large dimensions are often used as approximations.
These approaches allow to investigate only specific subclasses of matrices. For example,
the asymptotical distribution of the largest eigenvalue of Wishart matrices is known only
for the uncorrelated case [36]. In the presence of correlation, the analysis is much more
involved and Gaussian approximations are generally appplied [37].
For random matrices with finite dimensions (non-asymptotic analysis), the derivation
of the distribution of eigenvalues is generally difficult. In particular, for complex matri-
ces, which are the focus of this paper, only few results are available. Expressions for
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2the cumulative distribution function (c.d.f.) of the largest, smallest and `th largest eigen-
value of a complex Wishart matrix have been obtained in previous works (see for in-
stance [38, 39]); however, the direct computation of the corresponding probability distri-
bution function (p.d.f.)’s from the c.d.f. is not straightforward. A polynomial expression
for the p.d.f. largest eigenvalue for the uncorrelated central Wishart case was proposed
in [40, 41]. The p.d.f. of the largest eigenvalue for the case of uncorrelated noncentral
Wishart was studied in [42]. Expressions for the c.d.f. and a first order expansion for the
p.d.f. of λ` in the uncorrelated noncentral case were given in [43]. The p.d.f. of the `th
largest eigenvalue for uncorrelated central, correlated central and uncorrelated noncentral
Wishart cases was also studied in [44–47]. The distribution of the largest eigenvalue and the
probability that all eigenvalues are within an interval, as well as efficient recursive methods
for their numerical computation, has been found for real and complex Wishart, multivariate
Beta (also known as double Wishart or MANOVA), for the Gaussian orthogonal ensem-
ble (GOE) and for the Gaussian unitary ensemble (GUE) [21,48,49].a Expressions for the
joint p.d.f. of subsets of unordered eigenvalues of uncorrelated non central Wishart matri-
ces were given in [50]. Closed form expressions for the marginal c.d.f.s and p.d.f.s of some
Hermitian random matrices, which also include Wishart matrices, were given in [51]. The
moment generating function (MGF) of the largest eigenvalue for both uncorrelated and cor-
related central Wishart cases was given in [52]. Besides the finite case, approximations and
asymptotics for uncorrelated Wishart and for spiked Wishart have been studied in recent
literature (see e.g. [10, 53–55]).
The goal of the paper is to provide a unified framework for the derivation of marginal
distributions, joint distribution and moments of subset of eigenvalues, for a general class
of random matrices with finite size, including the GUE, the correlated central Wishart
matrices, with as a particular case the spiked Wishart, the uncorrelated noncentral Wishart
matrices, and double Wishart matrices (multivariate beta). In particular, we generalize the
results in [45,46] and derive simple expressions for the joint p.d.f. of an arbitrary subset of
the eigenvalues.
Indicating with λ1 ≥ λ2 ≥ . . . ≥ λM the ordered nonzero eigenvalues for the men-
tioned random matrices, the contributions of the paper can be summarized as follows:
• We derive simple and concise expressions for the p.d.f. of the `th largest eigen-
value λ`.
• We obtain the joint distribution of L arbitrary, ordered or unordered, eigenvalues.
The joint distribution of two arbitrary ordered eigenvalues is a special case of this
more general distribution.
• We provide a compact expression for the expectation of statistics of the type
S(λ1, . . . , λM ) =
∏
i ϕi (λi), where ϕi : R → C are arbitrary functions and
λi are the unordered eigenvalues. The joint moments of subsets of eigenvalues
can be computed as a particular case.
aThese matrices are also denominated, using the names of the associated weight polynomials, as Laguerre
(Wishart), Jacobi (double Wishart), and Hermite (Gaussian) ensembles.
3Throughout the paper, we will use fX(x) to denote the p.d.f. of the random variable
(r.v.) X and E {·} to denote the expectation operator. We will use bold for vectors and
matrices, so that for example x denotes a vector, and A ∈ Cm×n denotes a (m × n)
matrix with complex elements, ai,j , with aj denoting the jth column vector of A. We
will use |A| or detA to denote the determinant of A ∈ Cm×m, and the superscript (·)†
for conjugation and transposition. With V (x) we indicate the Vandermonde matrix with
elements vi,j = xi−1j and determinant |V (x)| =
∏
i<j(xj − xi). We denote by r(x; a, b)
the indicator function
r(x; a, b) ,
{
1 if a ≤ x ≤ b
0 elsewhere,
and with δ(·) the Dirac’s delta function.
The paper is organized as follows. The main theorems to the eigenvalue distribution of
some classes of random matrices are provided in Section 2. The proof of the main result
is presented in Section 3. Section 4 describes some applications of the results presented in
Section 2. The results of Section 2 are also specialized in Section 5 to the case of correlated
Wishart matrix. Conclusions are given in Section 6.
Throughout the paper we will generally refer to complex matrices, unless otherwise
stated.
2. Main results
The goal of the paper is to provide a unified framework for the derivation of marginal
distributions, joint distribution of subset of eigenvalues, and moments for a general class
of random matrices with arbitrary size. To this aim, we consider M real ordered random
variables λ , (λ1, λ2, . . . , λM ) contained in the interval (α, β) with β ≥ λ1 ≥ λ2 ≥
· · · ≥ λM ≥ α, whose ordered joint p.d.f. is of the form
fλ(x) = K |Φ(x)| · |Ψ(x)|
M∏
i=1
ξ(xi) . (2.1)
In the previous equation x , (x1, x2, . . . , xM ), K is a normalizing constant, ξ(x) is an
arbitrary function, Φ (x) ∈ CM×M is a matrix with elements φi,j = φi(xj), Ψ(x) ∈
CN×N with N ≥M is a matrix having elements
Ψi,j =
{
ψi(xj) j = 1, . . . ,M
ψ¯i,j j = M + 1, . . . , N
(2.2)
with φi(·), ψi(·) arbitrary scalar functions and ψ¯i,j arbitrary constants.
Expression (2.1) is of particular importance in multivariate statistical analysis as it
represents the joint p.d.f. of the eigenvalues of central Wishart or pseudo-Wishart matrices
having covariance matrix with arbitrary multiplicity, noncentral Wishart with covariance
matrix equal to the identity matrix, multivariate beta (double Wishart) matrices, as well
as the GUE [3, 4, 11, 36, 56]. More precisely, some cases where the distribution of the
eigenvalues is in the form (2.1) are the following.
4(1) Complex central uncorrelated Wishart matrices: assume a Gaussian complex M × n
matrix X with independent, identically distributed (i.i.d.) columns, each circularly
symmetric with covariance Σ = I (identity covariance), with E {X} = 0, and n ≥
M . The joint p.d.f. of the (real) ordered eigenvalues λ1 ≥ λ2 . . . ≥ λM ≥ 0 of the
complex Wishart matrixXXH ∼ CWM (n, I) is [7, 10, 11]
f(x1, . . . , xM ) = K |V (x)|2
M∏
i=1
e−xixn−Mi (2.3)
where x1 ≥ x2 ≥ · · · ≥ xM ≥ 0 and K is a normalizing constant given by 1/K =∏M
i=1(n− i)!(M − i)! .
(2) Complex noncentral uncorrelated Wishart matrices: under the same hypothesis of (1),
with E {X} = Q 6= 0, the joint p.d.f. of the (real) ordered eigenvalues of the complex
noncentral uncorrelated Wishart matrixXXH is given by [46, 57]
f(x1, . . . , xM ) = K |W (x)| · |Υ(x)|
M∏
i=1
xn−Mi e
−xi (2.4)
where K is a normalizing constant [46,57], the (i, j)th element ofW (x) is xM−ij , and
the (i, j)th element of Υ(x), υi,j , is
υi,j =
{
0F1(n−M+1,µjxi)
(n−M)! j = 1, . . . , ν
xM−ji j = ν + 1, . . . ,M
(2.5)
where ν ≤M is the rank of Q QH , µ1 ≥ µ2 ≥ · · · ≥ µν are the ordered eigenvalues
ofQ QH , and 0F1(·, ·) is the hypergeometric function.
(3) Hermitian Gaussian matrices (GUE): the GUE is composed of complex Hermitian
random matrices with i.i.d. CN (0, 1/2) entries on the upper-triangle, and N (0, 1/2)
on the main diagonal. The joint distribution of the ordered eigenvalues can be written
as [36]
f(x1, . . . , xM ) = K |V (x)|2
M∏
i=1
e−x
2
i (2.6)
where K = 2M(M−1)/2(piM/2
∏M
i=1 Γ(i))
−1 is a normalizing constant.
(4) Multivariate beta (double Wishart) matrices: let X,Y denote two independent com-
plex Gaussian matrices, each constituted by zero mean i.i.d. columns with common
covariance. Multivariate analysis of variance (MANOVA) is based on the statistic of
the eigenvalues of (A+B)−1B (beta matrix), where A = XXH and B = Y Y H
are independent Wishart matrices. These eigenvalues are clearly related to the eigen-
values of A−1B (double Wishart or multivariate beta). The joint distribution of the
M non-null eigenvalues of a multivariate complex beta matrix in the null case can be
written in the form [21, 38]
f(x1, . . . , xM ) = K |V (x)|2
M∏
i=1
xmi (1− xi)n (2.7)
5where m,n are related to the dimensions of the matrices X,Y , the eigenvalues are
in the interval (0, 1) so that 1 > x1 ≥ x2 · · · ≥ xM > 0, and K is a normalizing
constant [21, 38].
(5) Complex correlated Wishart matrices: in Section 5 we will describe in detail the
Wishart case with arbitrary correlation (including the spiked model), for which the
joint distribution of the eigenvalues (see (5.1) and (5.4)) has the form (2.1).
In Theorem 2.1 we first generalise the result [11, Th. 2] to cover the case of matrices
having different sizes.
The main result of the paper is then Theorem 2.2, which gives the marginal joint dis-
tribution of L arbitrary ordered r.v.s.
Definition 2.1. For a rank 3 tensor A = {ai,j,k}i,j,k=1,...,N , we define the pseudo-
determinant operator T (A) as
T (A) ,
∑
µ
sgn(µ)
∑
α
sgn(α)
N∏
k=1
aµk,αk,k (2.8)
where the sums are over all possible permutations, µ and α, of the integers 1, . . . , N . It is
worth noting that T (A) can be simplified as
T (A) =
∑
µ
sgn(µ) detA(µ) (2.9)
where the (i, j)th element of the matrixA(µ) is aµi,j,i. Therefore, the computational com-
plexity of the pseudo-determinant operator is equivalent to that of N ! conventional deter-
minant operators. In particular, if the matrixA(µ) remains the same for some permutations
µ, the computational complexity of the operator T (A) can be strongly reduced. As a
special case, when ai,j,k are independent of k, i.e., ai,j,k = ai,j,1, we have
T (A) =N ! det
(
{ai,j,1}i,j=1...,N
)
(2.10)
i.e., the pseudo-determinant T (·) of the tensor {ai,j,k}i,j,k=1,...,N degenerates into N !
times the determinant of the matrix {ai,j,1}i,j=1...,N .
Using the above definition, we have the following theorem, which represents the gen-
eralization of [11, Th. 2] when the integrand function is composed by the product of the
determinants of two matrices having different sizes.
Theorem 2.1. Given M arbitrary functions ξi(·) and two arbitrary matrices Φ (x) ∈
CM×M , with (i, j) elements Φi(xj), and Ψ (x) ∈ CN×N , N ≥ M , with elements as in
(2.2), the following identity holds:∫
. . .
∫
D
|Φ (x)| · |Ψ (x)|
M∏
k=1
ξk(xk)dx = T (C) (2.11)
where the multiple integral is over the hypercube
D = {a ≤ x1 ≤ b, a ≤ x2 ≤ b, . . . , a ≤ xM ≤ b}
6dx = dx1 dx2 · · · dxM and the elements of the tensor C are
Ci,j,k =

∫ b
a
Φi(x)Ψj(x)ξk(x)dx i ≤M, k ≤M∫ b
a
Ψj(x)ξk(x)dx i > M, k ≤M
0 i < k, k > M
Ψ¯j,k i ≥ k, k > M.
(2.12)
Proof. Since the integrand function in (2.11) does not depend on the specific values of the
matrices but only on their determinants, Φ(x) in (2.11) can be replaced by an arbitrary
matrix, say Φˆ (x), having the same determinant. A possible choice for the elements of
Φˆ(x) ∈ CN×N is the following
Φˆi,j =

Φˆi(xj) = Φi(xj) i ≤M, j ≤M
Φˆi(xj) = 1 i > M, j ≤M
1 i > M, M < j ≤ i
0 otherwise.
(2.13)
Applying the definition (2.13), the integral in the left-hand side (LHS) of (2.11) be-
comes∫
. . .
∫
D
∣∣∣Φˆ (x)∣∣∣ · |Ψ (x)| M∏
k=1
ξk(xk)dx
=
∫
. . .
∫
D
[∑
σ
sgn (σ)
N∏
l=1
Φˆσl,l
]
·
[∑
µ
sgn (µ)
N∏
k=1
Ψµk,k
]
M∏
k=1
ξk(xk)dx
=
∑
µ
sgn (µ)
∑
σ
sgn (σ)
N∏
k=M+1
Φˆσk,k Ψ¯µk,k
∫
. . .
∫
D
M∏
k=1
Φˆσk (xk) Ψµk (xk) ξk(xk) dx
=
∑
µ
sgn (µ)
∑
σ
sgn (σ)
N∏
k=M+1
Φˆσk,k Ψ¯µk,k
M∏
k=1
∫ b
a
Φˆσk (x) Ψµk (x) ξk(x)dx
=
∑
µ
sgn (µ)
∑
σ
sgn (σ)
N∏
k=1
Cσk,µk,k = T (C) (2.14)
where the elements of C are defined in (2.12).
The following Theorem gives the joint distribution of an arbitrary subset of eigenvalues.
Theorem 2.2. The joint p.d.f. of L arbitrary ordered eigenvalues λi1 , λi2 , . . . , λiL , with
i1 < i2 < . . . < iL with joint distribution as in (2.1) is given by
fλi1 ,λi2 ,...,λiL (xi1 , xi2 , . . . , xiL) = c(i1, i2, . . . , iL)K T (A) (2.15)
7where c(i1, i2, . . . , iL) = 1/
∏L+1
`=1 (i` − i`−1 − 1)! and the N × N × N tensor A has
elements
ai,j,k ,

∫ β
α
ςi(x)Ψj(x)ηk(x)dx k ≤M
0 k > M, i < k
Ψ¯j,k k > M, i ≥ k.
(2.16)
The function ηk(x) in the previous equation is
ηk(x) ,
{
δ(x− xk) k ∈ {i1, i2, . . . , iL}
r(x;xiε(k) , xiε(k)−1) elsewhere
(2.17)
and the segment indicator ε(k) is defined as the unique integer such that iε(k)−1 ≤ k <
iε(k) − 1, with the convention i0 , 0, x0 , β, iL+1 = M + 1, xL+1 = α.
Proof. See Section 3.
3. Proof of Theorem 2.2
In this section we will prove Theorem 2.2, by first deriving the p.d.f. for one eigenvalue,
then for two arbitrary eigenvalues, and finally for the general case of L arbitrary eigenval-
ues.
The marginal distribution of one ordered eigenvalue is obtained in the following
Lemma.
Lemma 3.1. The p.d.f. of the `th ordered eigenvalue is given by
fλ`(x`) = c(`)K T (A) (3.1)
where
c(`) , 1
(`− 1)!(M − i)! (3.2)
and the N ×N ×N tensorA = A(x`) has elements
ai,j,k ,

∫ β
x`
ςi(x)Ψj(x)dx k < ` ≤M
ςi(x`)Ψj(x`) k = ` ≤M∫ x`
α
ςi(x)Ψj(x)dx ` < k ≤M
0 k > M, i < k
Ψ¯j,k k > M, i ≥ k
(3.3)
where
ςi(x) ,
{
Φi(x)ξ(x) i ≤M
ξ(x) i > M.
(3.4)
8Proof. For the marginal distribution of the `th ordered eigenvalue we have to evaluate
fλ`(x`) =
∫
· · ·
∫
D(x`)
dλ(`)f(λ(`), x`) (3.5)
where λ(`) , (λ1, . . . , λ`−1, λ`+1, . . . , λM ) is the vector λ excluding λ`, and
D(x`) =
{
λ(`) : λ1 ≥ · · ·λ`−1 ≥ x` ≥ λ`+1 ≥ . . . ≥ λM
}
.
The previous expression can be rewritten as
fλ`(x`) =
∫ β
x`
dλ`−1 · · ·
∫ β
λ3
dλ2
∫ β
λ2
dλ1︸ ︷︷ ︸
β>λ1≥λ2≥···≥x`
×
∫ x`
α
dλ`+1 · · ·
∫ λM−2
α
dλM−1
∫ λM−1
α
dλM︸ ︷︷ ︸
x`≥λ`+1≥···≥λM>α
f(λ(`), x`). (3.6)
Now, due to the symmetry of the function in (2.1) we can also write
fλ`(x`) = c(`)
∫ β
x`
· · ·
∫ β
x`
dλ1 · · · dλ`−1
∫ x`
α
· · ·
∫ x`
α
dλ`+1 · · · dλMf(λ(`), x`)
where c(`) is defined in (3.2). To be able to use the T (·) operator we must integrate f(λ)
with respect to all variables (this is hypercubical integration domain). To this aim, we use
the indicator function r(x; a, b) defined in the introduction, that, together with the Dirac’s
delta function δ(.), allows us to write
fλ`(x`) = c(`)
∫ β
α
· · ·
∫ β
α
r(λ1;x`, β) · · · r(λ`−1;x`, β)
× δ(λ` − x`)r(λ`+1;α, x`) · · · r(λM ;α, x`)f(λ) dλ. (3.7)
Then, by using Theorem 2.1 in (3.7) with a = α, b = β, and
ξk(x) =

r(x;x`, β) ξ(x) k < `
δ(x− x`) ξ(x) k = `
r(x;α, x`) ξ(x) `+ 1 ≤ k < M
(3.8)
we get (3.1) and (3.3).
The marginal joint distribution of any two ordered eigenvalues is given in the following
Lemma.
Lemma 3.2. The joint p.d.f. of the `th and sth ordered eigenvalues, s > `, is given by
fλ`,λs(x`, xs) = c(`, s)KT (A) (3.9)
where
c(`, s) , 1
(`− 1)! (s− `− 1)! (M − s)! (3.10)
9the N ×N ×N tensorA has elements
ai,j,k ,

∫ β
x`
ςi(x)Ψj(x)dx k < ` ≤M
ςi(x`)Ψj(x`) k = ` ≤M∫ x`
xs
ςi(x)Ψj(x)dx ` < k < s ≤M
ςi(xs)Ψj(xs) k = s ≤M∫ xs
α
ςi(x)Ψj(x)dx s < k ≤M
0 k > M, i < k
Ψ¯j,k k > M, i ≥ k
(3.11)
and ςi is defined in (3.4).
Proof. For the proof we proceed as for Lemma 3.1 and obtain
fλ`,λs(x`, xs) = c(`, s)
∫ β
α
· · ·
∫ β
α
r(λ1;x`, β) · · · r(λ`−1;x`, β)
× δ(λ` − x`) r(λ`+1;xs, x`) · · · r(λs−1;xs, x`) δ(λs − xs)
× r(λs+1;α, xs) · · · r(λM ;α, xs)f(λ) dλ (3.12)
where c(`, s) is defined in (3.10). Using Theorem 2.1 with
ξk(x) =

r(x;x`, β) ξ(x) k < `
δ(x− x`) ξ(x) k = `
r(x;xs, x`) ξ(x) `+ 1 ≤ k < s
δ(x− xs) ξ(x) k = s
r(x;α, xs) ξ(x) s < k ≤M
(3.13)
we finally obtain (3.11).
For the proof of the general case of Theorem 2.2, that is, the marginal joint distribution
of L arbitrary ordered eigenvalues, we follow the same approach used for the two previous
Lemmas, generalizing (3.12) to the case of L variables kept fixed and integrating over the
remaining M − L ones. In this way we obtain (2.15), (2.16), and (2.17)
4. Some applications of Theorems 2.1 and 2.2
4.1. Expected value of a function of the `th ordered eigenvalue
Theorem 4.1. The expected value of an arbitrary function ϕ(·) of the `th ordered eigen-
value is given by
E {ϕ(λ`)} = c(`)K I (4.1)
10
where
I ,
∫ β
α
ϕ(x`) T (A(x`)) dx`
=
∑
µ
sgn(µ)
∑
α
sgn(α)
∫ β
α
ϕ(x`)
N∏
k=1
aµk,αk,k(x`) dx` (4.2)
and aµk,αk,k(x`) are defined in (3.3).
Proof. By direct substitution.
By specializing the previous result to ϕ(x) = xm we obtain the moments of the distri-
bution of an arbitrary ordered eigenvalue, with ϕ(x) = r(x; 0, λ`) we obtain the c.d.f., and
with ϕ(x) = eνx we get the moment generating function (m.g.f.) of λ`.
Note also that in many cases the evaluation of (4.2) does not require multidimensional
numerical integration. For example, as shown by (5.5), for Wishart matrices the functions
ai,j,k(x`) can be written in closed form.
4.2. Probability that all eigenvalues are within the interval [a, b]
Theorem 4.2. The probability that all eigenvalues are within the interval [a, b] is given by
Pr {All eigenvalues are ∈ [a, b]} = K
M !
T (A) (4.3)
where the N ×N ×N tensorA has elements
ai,j,k =

∫ b
a
Φi(x)Ψj(x)ξ(x)dx i ≤M, k ≤M∫ b
a
Ψj(x)ξ(x)dx i > M, k ≤M
0 i < k, k > M
Ψ¯j,k i ≥ k, k > M
(4.4)
Proof. For the proof we note that∫
· · ·
∫
︸ ︷︷ ︸
b≥x1≥···≥xM≥a
fλ(x)dx =
K
M !
∫ b
a
. . .
∫ b
a
|Φ (x)| · |Ψ (x)|
M∏
k=1
ξ(xk)dx. (4.5)
Then, by applying Theorem 2.1 we get (4.3).
As a special case, if Ψ(x) ∈ CM×M with Ψi,j = Ψi(xj),b the probability that all
eigenvalues are within the interval [a, b] becomes
Pr {All eigenvalues are ∈ [a, b]} = K |B| (4.6)
bThis is the case, for instance, of the joint p.d.f. of the eigenvalues of central Wishart matrices
11
whereB ∈ CM×M has elements
bi,j ,
∫ b
a
Φi(x)Ψj(x)ξ(x)dx . (4.7)
4.3. The unordered case: marginal joint distribution of L arbitrary eigenvalues.
Theorem 4.3. The joint p.d.f. of L arbitrary unordered eigenvalues λ1, λ2, . . . , λL (note
that due to symmetry we can always assume the first L without loss in generality) is given
by
f (unord)λ1,λ2,...,λL(x1, x2, . . . , xL) =
K
M !
T (A) (4.8)
where the N ×N ×N tensorA has elements
ai,j,k =

∫ β
α
ςi(x)Ψj(x) ηk(x) dx k ≤M
0 k > M, i < k
Ψ¯j,k k > M, i ≥ k
(4.9)
with
ηk(x) ,
{
δ(x− xk) k ≤ L
1 elsewhere.
(4.10)
Proof. For the proof we proceed similarly to the previous cases.
Note that some results for the unordered case can be also found in [58].
4.4. The unordered case: expected value, moments and c.d.f. of L eigenvalues
Theorem 4.4. The expected value of the product of arbitrary functions ϕk(·) applied to
the unordered eigenvalues is given by
E
{
M∏
`=1
ϕ`(λ`)
}
=
K
M !
T (A) (4.11)
where the N ×N ×N tensorA has elements:
ai,j,k =

∫ β
α
Φi(x)Ψj(x)ξ(x)ϕk(x)(x) dx i ≤M, k ≤M∫ β
α
Ψj(x)ξ(x)ϕk(x) dx i > M, k ≤M
0 i < k, k > M
Ψ¯j,k i ≥ k, k > M
(4.12)
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Proof. Immediate by Theorem 2.1.
Special cases include the joint moments for unordered eigenvalues:
E {λm11 · · ·λmMM } (4.13)
obtained with ϕ`(λ`) = λm`` (by setting m` = 0 for some ` we obtain the joint moments
of the marginal eigenvalues).
The joint m.g.f. can be written as
Mλ (ν1, . . . , νM ) , E
{
M∏
`=1
eν`λ`
}
(4.14)
which can be obtained from (4.11) with ϕ`(λ`) = eν`λ` .
5. Results for Complex Wishart Matrices
As previously observed, the expression for the joint p.d.f. of the eigenvalues of complex
central Wishart matrices has the same form as in (2.1). To apply the results of Sections 2
and 4 to the cases of Wishart and pseudo-Wishart matrices, the following Lemma can be
used [56].
Lemma 5.1.
Denoting byX a complex Gaussian (p× n) random matrix with zero mean, unit vari-
ance, i.i.d. entries and by Σ an (n×n) positive definite matrix, the joint p.d.f. of the (real)
nonzero ordered eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λM ≥ 0, with M = min(n, p), of the
(p× p) quadratic formW = XΣX† is
fλ(x1, . . . , xM ) = K |V (x)| · |G(x,φ)|
M∏
i=1
ξ(xi) (5.1)
where ξ(x) = xp−M , V (x) is the (M ×M ) Vandermonde matrix with elements vi,j =
xi−1j . The constant K is given by
K =
(−1)p(n−M)
Γ(M)(p)
∏L
i=1 φ
mip
(i)∏L
i=1 Γ(mi)(mi)
∏
i<j
(
φ(i) − φ(j)
)mimj (5.2)
where Γ(m)(n) ,
∏m
i=1(n− i)! and φ(1) > φ(2) . . . > φ(L) are the L distinct eigenvalues
of Σ−1, with associated multiplicities m1, . . . ,mL such that
∑L
i=1mi = n.
The (n× n) matrixG(x,φ) has elements
gi,j =
{
gi(xj) = (−xj)d(i) e−φ(e(i))xj j = 1, . . . ,M
g¯i,j = [n− j]d(i) φn−j−d(i)(e(i)) j = M + 1, . . . , n
(5.3)
where [a]n , a(a− 1) · · · (a− n+ 1), e(i) denotes the unique integer such that
m1 + . . .+me(i)−1 < i ≤ m1 + . . .+me(i)
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and
d(i) =
e(i)∑
k=1
mk − i.
It can be checked that the uncorrelated case (2.3) is the special case of (5.1) for Σ = I .
Another interesting special case is when Σ is spiked, i.e., with σ1 > σ2 = σ3 = σ4 =
· · · = σn. For this spiked model correlation we have the following result.
Lemma 5.2. Let W ∼ CWM (n,Σ) be a complex Wishart matrix, n ≥ M . Denote σ1 >
σ2 = . . . = σM > 0 the ordered eigenvalues of Σ (spiked covariance matrix). Then, the
joint p.d.f. of the ordered eigenvalues ofW is
fλ(x1, . . . , xM ) = K |E (x,σ)| ·
M∏
i<j
(xi − xj) ·
M∏
i=1
xn−Mi (5.4)
where E (x,σ) has elements
ei,j =
{
e−xi/σ1 j = 1
xM−ji e
−xi/σ2 j = 2, . . . ,M
and
1
K
= σn−M+11 σ
(n−1)(M−1)
2 (σ1 − σ2)M−1
M∏
i=1
(n− i)!
M−2∏
`=2
`!
Proof. This is a particular case of Lemma 5.1.
Using the p.d.f. expression in lemma 5.1, The results of Sections 2 and 4 can be easily
specialized to the Wishart (or pseudo-Wishart) case. In particular, M , N , Φ(x), and Ψ(x)
in Theorems 3.1-4.4 must be replaced by M , p, V (x) andG(x, φ) in Lemma 5.1.
For example, the elements of tensors in (3.3) of Lemma 3.1 and (3.11) of Lemma 3.2 can
be written for the Wishart matrices as follows.
• Tensor elements for the distribution of one eigenvalue for Wishart matrices, (3.3) of
Lemma 3.1:
ai,j,k ,

(−1)d(j)φ−ωi,j(e(j))Γ (ωi,j , x`φ(e(j))) k < ` ≤M
xp−M+ζi` (−x`)d(j) e−φ(e(j)) k = ` ≤M
(−1)d(j)φ−ωi,j(e(j))γ (ωi,j , x`φ(e(j))) ` < k ≤M
0 k > M, i < k
[n− j]d(i) φn−j−d(i)(e(i)) k > M, i ≥ k
(5.5)
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• Tensor elements for the distribution of two eigenvalues for Wishart matrices, (3.11) of
Lemma 3.2:
ai,j,k ,

(−1)d(j)φ−ωi,j(e(j))Γ (ωi,j , x`φ(e(j))) k < ` ≤M
xp−M+ζi` (−x`)d(j) e−φ(e(j)) k = ` ≤M
(−1)d(j)φ−ωi,j(e(j))Γ (ωi,j , xsφ(e(j)), x`φ(e(j))) ` < k < s ≤M
xp−M+ζis (−xs)d(j) e−φ(e(j)) k = s ≤M
(−1)d(j)φ−ωi,j(e(j))γ (ωi,j , xsφ(e(j))) s < k ≤M
0 k > M, i < k
[n− j]d(i) φn−j−d(i)(e(i)) k > M, i ≥ k
(5.6)
where
ζi ,
{
i− 1 i ≤M
0 i > M
(5.7)
ωi,j , p−M + ζi + d(j) + 1, the upper and lower incomplete Gamma functions are
indicated as Γ(·, ·) and γ(·, ·), respectively, and Γ(n, x1, x2) , Γ(n, x1) − Γ(n, x2)
[59].
• Tensor elements for the distribution of one eigenvalue for Wishart matrices with spiked
covariance matrix, (3.3) of Lemma 3.1:
ai,j,k , (−1)i−1

σθi1 Γ(θi, x`/σ1) k < ` j = 1
σ
%i,j
2 Γ(%i,j , x`/σ2) k < ` j > 1
xθi−1` e
x`/σ1 k = ` j = 1
x
%i,j−1
` e
−x`/σ2 k = ` j > 1
σθi1 γ(θi, x`/σ1) k > ` j = 1
σ
%i,j
2 γ(%i,j , x`/σ2) k > ` j > 1
(5.8)
where θi , n−M + i and %i,j , n+ i− j.
• Tensor elements for the distribution of two eigenvalues for Wishart matrices with
spiked covariance matrix, (3.11) of Lemma 3.2:
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ai,j,k , (−1)i−1

σθi1 Γ(θi, x`/σ1) k < ` ≤M j = 1
σ
%i,j
2 Γ(%i,j , x`/σ2) k < ` ≤M j > 1
xθi−1` e
−x`/σ1 k = ` ≤M j = 1
x
%i,j−1
` e
−x`/σ2 k = ` ≤M j > 1
σθi1 Γ(θi, xs/σ1, x`/σ1) ` < k < s ≤M j = 1
σ
%i,j
2 Γ(%i,j , xs/σ2, x`/σ2) ` < k < s ≤M j > 1
xθi−1s e
−xs/σ1 k = s ≤M j = 1
x%i,j−1s e
−xs/σ2 k = s ≤M j > 1
σθi1 γ(θi, xs/σ1) s < k ≤M j = 1
σ
%i,j
2 γ(%i,j , xs/σ2) s < k ≤M j > 1.
(5.9)
5.1. Numerical examples
We present some numerical examples related to the p.d.f. of the ith largest eigenvalue and
the joint p.d.f. of the ith and jth ordered eigenvalues of a central Wishart matrix. For the
sake of conciseness we only show results for the uncorrelated and for the spiked correlated
Wishart cases.
Fig. 1 shows the p.d.f.s of the various ordered eigenvalues λ1, . . . , λ4, of the uncor-
related Wishart matrix with M = 4 and n = 5. The curves have been obtained from
Lemma 3.1 and (3.3), where, starting from (2.3) we get for the uncorrelated Wishart
Ψi(x) = Φi(x) = x
i−1 and ξ(x) = xn−Me−x. Note that the integrals in (3.3) are in
this case expressible in terms of gamma functions.
To show the effect of correlation, in Fig. 2 the p.d.f.s of the various ordered eigenvalues
λ1, . . . , λ4 of the spiked correlated Wishart matrix with M = 4 and n = 5 are reported.
The correlation matrix here has eigenvalues σ1 = 10, σ2 = σ3 = σ4 = 1. One of the
effects of a spiked correlation is to increase the expected value and variance of the largest
eigenvalue, as can be seen from Fig. 2.
In Fig. 3 and Fig. 4 we report the eigenvalues distribution for M = 6 and n = 10,
with and without correlation. To allow a comparison with the uncorrelated case the same
scale is kept. For this reason, only a part of the left tail of the distribution of the largest
eigenvalue is visible.
One of the possible applications of the expression for the marginal distribution of single
eigenvalues is in the field of the performance analysis of communications systems charac-
terized by the presence of multiple-input multiple-output (MIMO) systems, characterized
by the presence of multiple antennas at both transmit and receive side. More specifically,
in the MIMO scheme denoted as singular value decomposition (SVD) MIMO, the symbol
error probability associated at each eigen-channel depends on the value of the correspon-
dent eigenvalue of the MIMO channel matrix, which is typically modeled as a Wishart [9].
In Fig. 5 we report the eigenvalues distribution for M = 6 for the Gaussian unitary
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ensemble. The curves have been obtained from Lemma 3.1 and (3.3), where, starting from
(2.6) we get for the GUE Ψi(x) = Φi(x) = xi−1 and ξ(x) = e−x
2
. Note that even in this
case the integrals in (3.3) are expressible in terms of gamma functions.
With reference to the joint distribution of two eigenvalues, we report in Figs. 6-11 the
joint p.d.f. for all possible couples of eigenvalues in the case of uncorrelated Wishart matrix
with M = 4 and n = 5. The surfaces have been obtained from Lemma 3.2 and (3.11) with
Ψi(x) = Φi(x) = x
i−1 and ξ(x) = xn−Me−x. Even in this case the integrals in (3.11)
can be expressed in terms of gamma functions.
Note that, as shown in (2.9), the computation of the operator T (A) requires the eval-
uation of N ! determinants of (N × N) matrices; this number can make the operation
impractical for large values of N . Furtunately, when dealing with the evaluation of the
distribution of subsets of the eigenvalues, the elements of the rank 3 tensor present some
regularity patterns that can be exploited to simplify the evaluation of T (A). In particular,
the matrix to be evaluated does not change for some kinds of permutations; therefore, we
can group the N! permutations so that each group contains permutations that provide the
same determinant. This latter consideration leads to a significant reduction of the number
of determinants to be computed. More specifically, for the derivation of the p.d.f. of the `th
ordered eigenvalue, the number of determinants reduces from N ! to
N !
(`− 1)!(M − `)! . (5.10)
For the case of the derivation of the joint p.d.f. of the `th and sth (with s > `) ordered
eigenvalues, the number of permutations reduces to
N !
(`− 1)!(s− `− 1)!(M − s)! . (5.11)
The procedure can be easily generalized to the case of joint p.d.f. of L ordered eigenvalues;
in this case the number of the determinants reduces to
N !
(M − iL)!
∏L
m=1(im − im−1 − 1)!
(5.12)
where i0 = 0. It is worth noting that these results hold for all the matrices whose joint
p.d.f. of the eigenvalues takes the form in (2.1); therefore, this approach can be applied to a
very general class of matrices, like, for instance, Wishart, Hermitian Gaussian, Multivariate
beta.
6. Conclusions
In this paper, we focused on the random matrices whose joint distribution of the eigenval-
ues can be written in the form (2.1) and proposed a unified framework for the derivation
of the marginal distribution of the eigenvalues, some related moments, and the joint dis-
tribution of an arbitrary subset of ordered eigenvalues. The results can be applied to the
case of both central (uncorrelated or correlated, including the spiked model) and noncen-
tral uncorrelated Wishart matrices, double Wishart (beta) matrices, as well as to GUE, and
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can be used to address many aspects of interest for wireless communications, radar signal
processing, and physics.
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Fig. 1. Marginal probability distribution function of each ordered eigenvalue for the uncorrelated central Wishart
matrix with M = 4 and n = 5. The correlation matrix here has eigenvalues σ1 = σ2 = σ3 = σ4 = 1.
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Fig. 2. Marginal probability distribution function of each ordered eigenvalue for the spiked correlated central
Wishart matrix with M = 4 and n = 5. The correlation matrix here has eigenvalues σ1 = 10, σ2 = σ3 =
σ4 = 1.
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Fig. 3. Marginal probability distribution function of each ordered eigenvalue for the uncorrelated central Wishart
matrix with M = 6 and n = 10. The correlation matrix here has eigenvalues σi = 1, i = 1, . . . , 6.
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Fig. 4. Marginal probability distribution function of each ordered eigenvalue for the spiked correlated central
Wishart matrix with M = 6 and n = 10. For λ1 just the left tail is visible on this scale. The correlation matrix
here has eigenvalues σ1 = 10, σi = 1, i = 2, . . . , 6.
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Fig. 5. Marginal probability distribution function of each ordered eigenvalue for the GUE with M = 6.
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Fig. 6. Joint probability density function of λ1 and λ2 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
23
5
10
15
20
l1
0
2
4
6
8
10
l3
0
0.02
0.04
0.06
0.08
0.1
yy
Fig. 7. Joint probability density function of λ1 and λ3 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
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Fig. 8. Joint probability density function of λ1 and λ4 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
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Fig. 9. Joint probability density function of λ2 and λ3 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
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Fig. 10. Joint probability density function of λ2 and λ4 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
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Fig. 11. Joint probability density function of λ3 and λ4 of the uncorrelated central Wishart matrix with M = 4
and n = 5.
