Abstract-Due to limitation of battery power, wireless sensor nodes are highly energy constrained. So, to enhance the network lifetime, the protocols which are used in wireless sensor network should be energy efficient. The LEACH and PEGASIS protocols which are elegant solutions to this problem try to minimize the overall energy dissipation by the nodes in the network. While the LEACH protocol randomizes cluster heads to achieve equal energy dissemination, the PEGASIS protocol forms a chain of cluster heads taking rounds in transmitting to the base station. In this paper we propose an energy efficient protocol which combines and thus enhances the performance of LEACH and PEGASIS. Here the base station is located at variable distances from each node due to the random deployment of the sensor nodes. So, each node actually dissipates a different amount of energy during its turn of transmission to the base station. This energy difference between the various nodes keeps on increasing with resulting in poorer network performance. In this paper we have introduced ROOT -routing through optimized tree formation. In our scheme we have contrived an optimized solution based on minimum cost spanning tree using greedy algorithm to gather the data. This optimized solution is developed taking into account the distances between the nodes & the energy dissipation by each node. This tree based solution tries to achieve its goal towards equalizing energy dissipation by each node which results in better performance as compared to LEACH and PEGASIS. Extensive simulations have been carried out which shows that significant improvement over these schemes.
INTRODUCTION
Wireless sensor networks are networks of wireless nodes that are deployed over an area for the purpose of monitoring certain phenomena of interest. The nodes perform certain measurements, process the measured data and transmit the processed data to a base station over a wireless channel. The base station collects data from all the nodes, and analyzes this data to draw conclusions about the activity in the area of interest. The base station needs the data from the nodes to analyze. Network lifetime thus becomes an important parameter for sensor network design as replenishing battery power of sensor nodes is an impractical proposition. This can be achieved in two ways. First, the node and the physical link must be made as energy efficient as possible. See [1] , [2] , [3] (bounding the lifetime) for some representative work. Second, the collaborative strategy i.e. the strategy that governs how nodes cooperate to perform the sensing operation, must be energy efficient as well. In case of WSNs, the definition of network lifetime is application specific [1] . It may be taken as the time from inception to the time when the network becomes nonfunctional. A network may become non-functional when a single node dies or when a particular percentage of nodes perishes depending on requirement. However, it is universally acknowledged that equal energy dissipation for equalizing the residual energy of the nodes is one of the keys for prolonging the lifetime of the network. Each sensor node is provided with transmit power control and omni-directional antenna and therefore can vary the area of its coverage [3] . It has been established that communication requires significant amount of energy as compared to computations. In this paper, we consider a wireless sensor network where the base station is fixed and located far off from the sensed area. Furthermore all the nodes are static, homogeneous and energy constrained and capable of communicating with the BS.
The LEACH protocol [4] presents an elegant solution to this energy utilization problem where nodes are randomly selected to collaborate to form small number of clusters and the cluster heads take turn in transmitting to the base station during a data gathering cycle. The PEGASIS [5] protocol is a further improvement upon the LEACH protocol where a greedy chain of nodes is formed which take rounds in transmitting data to the base station.
In this paper, we approach the problem from a different viewpoint. In our scheme a tree is formed, but instead of allowing all nodes to become the leader and to communicate with the base station the same number of times, the network lifetime is enhanced by allowing the individual nodes to transmit unequal number of times to the base station depending on their residual energy and location. Furthermore, instead of forming a chain, we have formed an optimized tree. This results in an enhanced network performance as balanced energy dissipation by the individual nodes is achieved in the network.
The rest of the paper is organized as follows: Section-II describes the energy dissipation model and Section-III judges the emergence of an energy-efficient data gathering protocol followed by the gradual development of our scheme. Our scheme is evaluated by results obtained from extensive simulation in Section IV. Finally, we conclude in Section V.
II. ENERGY DISSIPATION MODEL

A. Radio Model
In this paper, we have considered the first order radio model for calculating energy dissipation for data communication operations like transmission and reception. This is one of the most widely accepted and used models in literature for sensor network simulations and theoretical analysis. The energy spent by a node in transmitting a k-bit packet to another node d meters away, is given by:
and that for receiving the packet is,
Here ξ elec (50nJ/bit) is the energy dissipated per bit to run the radio electronics and ξ amp is the energy required by the transmit amplifier to maintain an acceptable signal to noise ratio (SNR) in order to transfer data messages reliably. n is called the path loss exponent, whose value enhances with increasing channel non-linearity (usually, 2.0 ≤ n ≤ 4.0). In our approach, we have used both the free space (distance 2 power loss) and the multipath fading (distance 4 power loss) channel modes. It is also assumed that the channel is symmetric so that the energy spent in transmitting a packet from node i to j is the same as that from node j to i for any given value of SNR. For communication among sensor nodes we take n = 2, and that between the leader and Base Station, we take n = 4, in (1) . Value of ξ amp = 10pJ/bit/m 2 for n = 2 and 0.0013pJ/bit/m 4 for n = 4. Now for all practical purposes, we can assume that the computational energy is much less than the communicational energy and thus can be neglected.
B. Network Model
The foundation of ROOT relies on the realization of a powerful Base Station which is connected to an adequate source of energy supply. Some of the important features of the sensor network are:
• The Base Station is fixed and located far away from the sensor nodes.
• The sensor nodes are static, energy constrained and homogeneous with a uniform initial energy allocation.
• The nodes are equipped with power control capabilities and omni directional antenna to control the direction and magnitude of transmitted power.
• Each node senses its vicinity at a fixed rate and always has data to send to the Base Station in every data gathering round.
• The inter-nodal distances are smaller compared to distance between the nodes and the Base Station.
The two key elements considered in the design of ROOT are the sensor nodes and the Base Station. The sensor nodes are capable of operating in two modes: The Sensing Mode and The Leader Mode. In the Sensing Mode, the nodes perform sensing tasks and relay the sensed data to the Leader node through a multihop routing chain. In the Leader Mode a node gathers data from the other nodes in the chain performs the final data fusion tasks and sends them to the Base Station. The Base Station on the other hand performs some of the crucial tasks like formation of the data gathering chain and selection of the Leader Node.
III. AN ENEGRY EFFICIENT DATA GATHERING PROTOCOL
In PEGASIS a greedy chain has been formed whereas the LEACH scheme randomizes the leader selection in the network. But the greedy chain does not lead to the optimal solution i.e. it cannot always guarantee minimal energy consumption, the randomized leader selection does not take into account the node's capability in being the leader, in terms of its residual energy and transmit distance. Keeping the above drawbacks in mind, we proceed to form a suboptimal tree for data gathering and device a scheme to choose an efficient leader for communicating with the base station. Here we have tried to solve the problem in some different approach. In spite of forming a chain we have formed an optimized tree based on minimum cost spanning tree which has distributed the total energy consumption equally among all the nodes. We have divided this data gathering protocol into three phases. They are given below:
A. Leader Selection Phase
In this phase the base station will select the leader on the basis of the residual energy. At first as all of the sensor nodes have equal residual energy so, each of the nodes has equal chance to be a leader node. At that time the base station will select the nearest node to itself as the leader node. After that for each data gathering cycle the base station will estimate the residual energy of each of the sensor nodes. The sensor node which will have maximum amount of residual energy will be considered as a leader node.
B. The ROOT Scheme
According to the network model the sensor node can dissipate energy if and only if i) It sends data bits to other sensor nodes or to the base station (ETX) ii) It receives data bits from another sensor node(ERX) To increase the lifetime of the network we have to minimize the energy dissipation of each of the sensor nodes, i.e we have to minimize the value of ETX and ERX of the sensor nodes.
According
have to find out the energy efficient routing path by calculating suboptimal distances between the sensor nodes.
Optimization of ETX -To optimize ETX we have represented the network as a weighted graph G(V, E), where V is the set of vertices denoting the sensor nodes and E is the set of edges indicating communication links among them. Consider w(eij) be the function of edge eij which denotes the distance between the i th and j th node. The minimum cost spanning tree T(Vt, Et) of that weighted graph G(V, E) will give the path via which if the sensor nodes transmit data then ETX will be minimum. The minimum cost spanning tree of that graph can be formed using Prim's algorithm. In the tree T(Vt, Et) the children nodes of a node v will transmit data to their parent node. Solely optimizing ETX may cause another problem -in the formed tree, degree of a node may be high in comparison to it's siblings so, the energy dissipation due to data reception of that node will increase introducing unequal energy distribution among the nodes. So while forming the spanning tree T(Vt, Et) this type of situations have to be considered. Suppose ER_tot be the total energy dissipation of a node because of data reception. If degree of a node i is m then ER_tot=∑ ERX. To distribute the energy dissipation equally among the sensor nodes we have to optimize ETX in such a manner so that ER_tot is not greater than some threshold value. The calculation of threshold value and optimization of ER_tot is discussed later.
Optimization of ER_tot -From the above discussion it is clear that optimization of ER_tot is not required for all of the sensor nodes. To find out the conditions when and for which nodes optimization of ER_tot is required a new term, Average Expected Lifetime has introduced. Average Expected Life time of the sensor nodes can be defined as, on an average how many times the sensor nodes can participate in data gathering cycle. After forming the spanning tree if Ei denotes the total energy dissipation of the i th sensor node, then total energy dissipation of all of the sensor nodes during one data gathering cycle is Etot = ∑ Ei. Let N be the total no of sensor nodes present in the arena. Then the average energy dissipation of the sensor nodes during one data gathering cycle is denoted by Eavg= Etot/N. If P be the battery power of the sensor nodes and x be the Average Expected Lifetime of the sensor nodes then according to the definition of Average Expected Lifetime we can write x*Eavg = P (3) From the definition of Eavg, we can substitute Eavg by Etot/N in (3) and can get the value of x. Therefore, x= N /( E tot *P) (4) So, after forming the spanning tree the value of x will be calculated. Then for each node the upper bound of it's children will be calculated. It can be calculated in the following way, Suppose ETX_i and ER_tot_i be the energy dissipation of a sensor node i due to transmission and reception of data respectively. If i th sensor node has m number of children then, Ei = (ETX_i + ER_tot_i) (5) ER_tot_i= m*ERX (6) Therefore to participate in data gathering cycle, x* Ei ≤ P m≤{(P/x)ETX_i}/ER_tot _i (7)
We consider {(P/x)ETX_i}/ER_tot_i as upper bound and denote it by Th(i). Suppose for any node i it's no of children is greater than Th(i), then a child c of node i will be found so that it's total energy dissipation Ec is minimum among all the children and Ec < Eavg . Then for c another parent pr will be found out so that no of children of pr will not become greater than Th(pr) if c is added to pr as it,s child node and the modified value of Ec remains less than Eavg. If no such pr will be found then another child of node i will be chosen. This will be done until the no of children of i becomes less than or equal to Th(i).
Algorithm:
Input: a complete weighted graph G(V, E) where V={vi : vi= the sensor nodes}, E= {(vi , vj)| vi ∈V,vj ∈V, i ≠ j} Output: A suboptimal tree T(Vt,Et) where Vt =V, Et ᑕE N= the number of sensor nodes. w(eij)= weight of the edge, connecting two nodes vi and vj in graph G(V, E) as discussed earlier.
Th(i)= {(P/x)ETX_i}/ER_tot_i , ER_tot_i= total energy dissipation of node i due to reception, ETX_i= energy dissipation due to transmission, x= average expected lifetime, P= battery power of the sensor nodes. Ci = the children set of node i, T= set of nodes whose no of children is greater than Th(i) STEP 1: Select the leader node. STEP 2: Form minimum cost spanning tree T(Vt, Et) from the graph G(V, E) using Prim's Algorithm and take the leader node as a root node. STEP 3: Calculate the value of x STEP 4: Calculate Th(i) of each node of the tree STEP 5: Find the nodes whose Th(i) is less than their no. of children and put them in T. STEP 6: Take a node vi from T, let Ci be it's children set STEP 7: Take one child c from Ci whose Ec is minimum and it is not marked as visited STEP 8: If no such c is found go to STEP 10 otherwise mark c as visited and then for c another parent pr from the graph G(V, E)will be found out so that no of children of pr will not become greater than Th(pr) if c is added to pr as it,s child node and the modified value of Ec remains less than Eavg. STEP 9: If no such pr is found go to STEP 7 else delete c from Ci and add c to Cpr, where Cpr= children set of the node pr, update T(Vt,Et) then go to STEP 7 until no. of children of node vi becomes smaller than Th(vi) STEP 10: If T is not null then go to STEP 6 STEP 11: output, the suboptimal tree T(Vt,Et) has been formed.
C. Data Tranmission Phase
The tree will be formed using the above algorithm before starting any data transmission. After the formation of the optimized tree the base station will broadcast the information about the optimized tree so that each node can identify it's children and it's parent. For data transmission we have proposed another algorithm slightly different from token passing algorithm described in PEGASIS [5] . Here the base station will send a token to the Leader node. The Leader node will forward that token to it's child nodes. The token should not be forwarded to any children more than one time. Any node can transmit data to it's parent node if it doesn't have any child to send the token. While transmitting the data packets the sender node will send the token to it's parent. The token passing algorithm is given below, Ln= leader node; Tk be the Token.
STEP 1: Select Ln and send Tk to it; STEP 2: Curr_node=Ln STEP 3: Take a child c from Curr_node's children set which is not marked as visited and forward the token to c STEP 4: Take c as Curr_node and goto STEP 2 STEP 5: If there is no such c then transmit curr_node's data to it's parent and before sending data pass Tk to it's parent to indicate that Curr_node is going to send data packets. If Curr_node is Ln then send the data to Base Station.
IV. SIMULATION
Simulation Overview -To evaluate the performance of the ROOT scheme extensive simulations were performed on several random 100 node networks in a 50m*50m field as in [5] . Simulations performed in MATLAB show that ROOT scheme outperforms the data gathering schemes like PEGASIS [5] and the some other schemes based on heuristic techniques [6, 7] . This readily implies the efficiency of our method over OLE [7] and PEGASIS [5] . Simulation results are shown in Fig. 1 . The base station was located at (25m, 150m) and an initial energy per node of 1 Joule was considered. As mentioned earlier, while comparing PEGASIS, OLE, ACO and ROOT schemes, a common threshold was introduced as the inter-nodal distance.
A second simulation was conducted in TOSSIM [8] to study the Packet Reception Ratios for the three schemes. Packet Reception Ratio (PRR) is defined as the fraction of the number of packets received successfully out of the total number of packets required. The Simulation process in TOSSIM [8] considers the TOSSIM radio loss model, which is based on the empirical data. The loss probability captures transmitter interference using original trace that yielded the model. More detailed measurements would be required to simulate the exact transmitter characteristics; however experiment has shown the model to be very accurate. In our experiment, we considered a fixed number of 20 packets for transmission from a network of 20 sensor nodes, where each node had a packet to send, to the Base Station. But due to the factor of packet loss, noise and unreliability of the wireless links, all the packets could not ultimately reach the Base Station successfully, if no retransmission attempts are made. Retransmission attempt simply means that when a node X sends a packet to another node Y, and the process fails, node X tries to resend the packet to Y. The maximum number of times this process can happen is called the Maximum Retransmission Attempts (MRAs). Our intension is to study the improvement of the PRR value at the Base Station with increasing MRAs for the different schemes. Thus this simulation helped us to take into account an interference model as if in a real life environment and a more realistic physical layer. Detailed results for the outcome are shown in Table I .
Simulation Results -In this section we show the results obtained in simulating our algorithm. Table I demonstrates the enhancement of network lifetime compared to the other schemes. We find that ROOT largely outperforms PEGASIS, and also the chain obtained by other heuristic methods. It also reveals that ROOT largely performs both ACO, OLE and PEGASIS till about more than 50% of nodes in the network are dead. Networks with over 50% of nodes dead are very inefficient and therefore the degradation of performance of our schemes under these conditions can easily be ignored keeping in mind the superior performance with lesser percentage of dead nodes. The packet loss rates have been compared in Table I . It shows how the PRR value at the Base Station increases faster in ROOT with increasing the retransmission attempts. In PEGASIS, certain links are comparatively much longer than the other links, which is responsible for the greatest number of packet losses. For a particular value of MRA the simulation has been conducted for 10 times. Here also, we see that packet loss in ROOT is less compared to PEGASIS or ACO or OLE schemes. Thus less number of retransmissions is necessary on the average for successful delivery of packets. This is also an important aspect of ROOT in terms of energy efficiency.
V. CONCLUSIONS
In this paper the suboptimal tree for routing ensures a near optimum energy utilization and equal distribution of energy dissipation among the sensor nodes. The simulation result shows that it has better performance than OLE, ACO, PEGASIS in network lifetime enhancement. Our future plan is to form a chain using genetic algorithm and compare it with ROOT.
