Abstract. Classical solutions of the local Cauchy problem on the Haar pyramid are approximated in the paper by solutions of suitable quasilinear systems of difference functional equations. The numerical methods are difference schemes which are implicit with respect to time variable. A complete convergence analysis for the methods is given and it is shown that the new methods are considerable better than the explicit schemes. The proof of the stability is based on a comparison technique with nonlinear estimates of the Perron type. Numerical examples are given.
Introduction
For any metric spaces X and Y we denote by C(X, Y) the class of all continuous functions from X into Y. We will use vectorial inequalities with the understanding that the same inequalities hold between their corresponding components. Let E be the Haar pyramid 
., d Xn z). A function z : EQIJE -» R is called a classical solution of the above problem if
(i) z € C(E 0 U E, R) and z is of class C 1 on E, (ii) z satisfies (1) on E and initial condition (2) holds.
We consider classical solutions of (1), (2) and assuming that V satisfies the Volterra condition defined below. We are interested in establishing a method of numerical approximation of solutions of problem (1), (2) by means of solutions of associated systems of difference functional equations and in estimating of the difference between the exact and approximate solutions.
In recent years, a number of papers concerning numerical methods for functional partial differential equations have been published. The main question in these investigations is to find a difference functional equation which satisfies the consistency conditions on all classical solutions of the original problem and it is stable. The method of difference inequalities or theorems on linear recurrent inequalities are used in the investigations of the stability. The proofs of the convergence are also based on a general theorem on the error estimates of approximate solutions to functional difference equations of the Volterra type with initial boundary conditions and with unknown function of several variables.
Difference schemes for (1), (2) in the case when differential equation does not contain a functional variable were considered in [1] , [5] , [7] , [8] . Finite difference approximations relative to initial or initial boundary value problems for functional differential equations were investigated in [2] , [3] , [5] , [6] , [10] . The monograph [4] contains an exposition of recent developments of numerical methods for hyperbolic functional differential problems.
In the paper we present a new class of difference schemes for (1), (2) . The numerical methods are difference schemes which are implicit with respect to time variable.
Two type of assumptions are needed in theorems on the convergence of difference schemes corresponding to (1), (2) . The first type conditions deal with the regularity of given functions. The assumptions of the second type are connected with relations between the steps of the mesh. We show in the paper that the assumptions of the second type can be omitted for implicit difference schemes.
In Section 2 we present relations between classical difference methods and implicit difference schemes.
Our considerations are based on the following idea. In the first step we transform the nonlinear equation (1) into a quasilinear system of functional differential equations, where unknown functionals are z and the partial derivatives of z with respect to spatial variables. In the second step we construct an implicit Euler method for z and for their spatial derivatives. It is important in our considerations that the method of discretizations of quasilinear systems corresponding to (1), (2) depend on local properties of given functions. The stability of the methods is investigated by using a comparison technique.
The paper is organized as follows. In section 2 we construct an implicit difference functional problem corresponding to (1), (2) and we prove that there exists exactly one solution of a difference scheme. In Section 3 we prove a convergence result and we give an error estimate for implicit schemes. Examples of interpolating operators are given in Section 4. Numerical experiments are presented in the last part of the paper.
Differential equations with deviated variables and differential integral problems can be derived from (1), (2) by specializing the operator V. Existence and uniqueness results for functional differential problems on the Haar pyramid can be found in [4] (Th. 2.4, p. 49).
First order partial functional differential equations find applications in different fields of knowledge.
For additional bibliography on partial functional differential equations and their applications see the monographs [4] , [12] .
Let us denote by F(X, F) the class of all functions defined on X and taking values in Y, where X and Y are arbitrary sets. Let N and Z be the sets of natural numbers and integers, respectively.
Denote by R™ the Euclidean real space of vectors x = (xi,... ,x n ) and by R nxn the space all n x n matrices U = [uij}ij = i,..., n with real elements. In R n and R nxn we introduce the norms n n ||a;|| = ^ \xj\ and ||t/|| = max j ^ \uij\ : 1 < i < nj.
j=l j=l
If U G R nxn then U T is the transpose matrix. Write
We will say that the operator V : C(EQ U E, R) -> C(E, R) satisfies the Volterra conditions if for each (T,X) G E and for Z,ZE C(EQ U E, R) such that z\E t = z\ Et we have For functions z € C(E 0 U E,R), u G C(E 0 U E, R n ) and for a point t G [0, a] we put ||z|| t = max{|z(r,Y)\ : (r,y) G E T } and |M| t = max{||u(r,y)|| : (r,y) G Et}.
We formulate a difference problem corresponding to (1), (2) . We define a mesh on the set EQ U E in the following way. Suppose that (ho, h), h = 
For functions rj :
where 0 < i < K. Let ej = (0,..., 0,1,0,..., 0) G R n , 1 standing on the j-th place and 9 = (0,..., 0) G R n . Write
) G E h }.
Classical difference methods for (1), (2) (8) = hz^ -zfor k + 1 < i < n, hi where 0 < k < n is fixed. Numerical method (4), (5) with the above given So and S is known as the Euler method. The Lax difference scheme is the second important example. It is obtained by putting (9) ¿02 (r ' m) = -^ + j=l and ( 
10)
SiZ ir ' m) = -z( r -m " e ')], 1 < i < n.
Ztli
Assumptions on the regularity of / in convergence theorems are the same for both methods. It is required that the function / of the variables (t, x, p, q) satisfies the Lipschitz condition with respect to p and it is of class C 1 with respect to (gi,..., qn) = q and that the function dqf is bounded. The second type of assumptions are the Courant-Friedrichs-Levy conditions. In the case of the Lax method they have the form (11) ~ -h0^-\dgjf(t,x,p,q)\ > 0.
ft rij
For the analysis of the stability of the Euler method we need the assumption that n 1 (12) l-h0^-^\dqjf(t,x,p,q)\ >0 j=i 3 and that the functions dqif, i = 1,..., n, have constant signs on Q. Condition (11) and (12) are similar and they require some relations between ho and (hi,..., hn). Then the strong assumption that the functions sign dqif,i = l,...,n, are constant on fi is the main difference between the above methods.
There are equations (1) for which both the methods can be used. We give comments on the relations between the Euler method and the Lax scheme in this case. Suppose that (i) dqf G C(il, R n ) and the function dqf satisfies the Lipschitz condition with respect to (x,p,q),
(ii) for P = (t, x,p, q) E Q we have
where 0 < K < n is fixed, and K appears in the definitions (7), (8), (iii) the function v € C 1 (EQ U E, R) is a classical solution of (1), (2) and the functions V{v\ and d x v satisfy the Lipschitz condition with respect to x.
Let us denote by ZH the solution of (4), (5) with SQ and 5 defind by (6)- (8) . Suppose that Zh is given on Eh. r and (t ( -r+1 \ x^) 6 E^. Our aim is to calculate the number
The following property of the Euler method is important: AW C R n is the smallest interval of the form [y,y\ C R n such that (t^r\y), (t^r\y) € Ef t and g [v,d x 
Let us denote by Zh the solution of (4), (5) with So and S defined by (9), (10) . Suppose that Zh is given on Eh, r and (t^r +1 \x^) £ Eh and we calculate by using the Lax scheme. It follows from (9), (10) that the numbers
This is the reason why the Euler method is more suitable than the Lax scheme. Numerical experiments confirm the above theoretical observation.
The monograph [4] contains an exposition of recent developments of numerical methods for hyperbolic functional differential problems.
The aim of the paper is to show that for each equation (1) with sufficiently regular / and V the Euler method can be constructed.
The assumption that the functions sign d qi f, i -1,..., n, are constant is omitted in the paper. In other words, we show that the Lax scheme is superfluous for the numerical approximation of classical solutions of (1).
Since we consider implicit difference schemes, then we show that assumption (12) can be also omitted in convergence theorems.
Generalized Euler method for initial problems
We formulate implicit difference methods of the Euler type for (1), (2) . Write This property of bicharacteristics is important in the construction of implicit difference methods for (1), (2). Now we formulate assumptions on V and on interpolating operators.
ASSUMPTION H[V, T H , L H ], Suppose that the operator V : C(E 0 u£,R)-> C(E, R) satisfies the Volterra condition and
2) there is an operator TH :
where Vh is the restriction of v to the set Eh.o U Eh-
with the properties 
We write a difference problem corresponding to (1), (2). The unknown functions in a difference system are denoted by (z, u) , where u = (ui,..., un) . Put
and
We consider the system of difference equations (1), (2) with the following one. We first introduce an additional unknown function u = dxz in equation (1). Then we consider the linearization of (1) with respect to the last variable: ,x),u(t,x) ).
Differential equations for u we get by differentiation of equation (1) with respect to x. The result is
It is natural to consider the following initial boundary condition for (31),
:
Difference problem (23)- (25) is a discretization of (31)-(33). Let It follows from condition 3) of Assumption HQ [/] that x and the difference expressions 5iZ^r +l,rn \ 6iU^+ 1 ' m \ 1 < j < n, are well defined.
The same conclusion can be drawn for dqif(P^[zh,uh)) < 0. The homogeneous problem corresponding to linear system (37), (38) ]T It follows from Lemma 2.1 that the above system has exactly one zero solution. Then system (37), (38) has exactly one solution z^+ 1 ' m \ , and consequently the functions (zh, uh) are defined and they are unique on EH.r+i-Since (Zh,v>h) are given on E^.O then the proof is completed by induction.
Convergence of the generalized implicit Euler method
Throughout this section we will need the following assumptions on /. [v, w}) 
It follows from (23) and (31) 
Then the function Ah satisfies the difference equation 
It follows from the definition of difference operators

Consider the Cauchy problem (61) u'(t) = du(t) + aa(t, coh% + du(t))
+ 7(h),(62)
h-»0
The function rjh satisfies the recurrent inequality for 0 < r < K. Then we obtain estimate (40) for a(h) = rjh(a). This proves the theorem. where x G B, x^ <x< x (m+1 ) and x^, x( m+1 ) G B h . We define now the interpolating operator Uh • F(Eo f l UEf l , R) -> F(EqU E, R) in the following way. Suppose that w G F(E 0 j l U Eh, R) and (t, x) G Eq U E, -bo < t < Kho-Two cases will be distinguished. 
exist on E and dx'tp G C(E, Mnxn),
Let the operator V : C(E0 U E, R) C(E, R) be given by V[z](t, x) = z(ipo(t),ip(t, x)).
Then V satisfies the Volterra condition and equation (1) is equivalent to the equation with deviated variables
dtz(t, x)f(t, x, z(ipo{t),ip(t, x)),dxz(t, x)).
Let the operators Tfc :
Note that Lh does not depend on the function z in our example. It follows from Lemma 4.1 and 4.2 that Assumption H[V,Th, Lh] is satisfied with /a = 2, v = 1, and
where C G R+ is a constant such that estimates
are satisfied on EQ U E.
Now we consider differential integral equations. Suppose that k G N, 1 < K < n, is fixed for each x = (xi,... ,xn) G R n we write x = (x', x") where x' -(x\,...,xK), x" =   . .. ,n).
where s' = (s\,..., sK).
Then (1) is equivalent to the differential integral equation dxz(t,x) ). The numbers eh and e~h are the arithmetical mean of the errors with fixed . The values of the functions Eh and Eh are listed in the table. We write " x " for 4 r) > 100. 
