I. Introduction
Differential Evolution (DE) is a basic and robust evolutionary strategy that has been applied to determining the global optimum for complex optimization problems [1] [2] [3] [4] [5] . It was introduced in 1995 by Storn and Price [1] and has been successfully applied to optimization problems including nonlinear, non-differentiable, non-convex, and multi-model functions. DE algorithms show good convergence, high-reliability, simplicity, and a reduced number of controllable parameters [2] . Olds and Kluever [3] applied DE to an interplanetary trajectory optimization problem and demonstrated the effectiveness of DE to produce rapid solutions. Madavan [4] discussed various modifications to the DE algorithm, improved its computational efficiency, and applied it to aerodynamic shape optimization problems. DE algorithms are easy to use, as they require only a few robust control variables, which can be drawn from a well-defined numerical interval. However, the existing various DE algorithms also have limitations, being susceptible to instability and getting trapped into local optima [2] . Notable effort has been spent addressing this by coupling DE algorithms with other optimization algorithms (for example, Self Organizing Maps (SOM) [6] , Dynamic Hill Climbing (DHC) [7] , Neural Networks (NN) [7] , Particle Swarm Optimization (PSO) [8] ) . In these cases, the additional algorithm is used as an additional loop within the optimization process, creating a hybrid system with an inner and outer loop. Such hybrid algorithms are inherently more complex and so the computation cost is increased. Attempting to address this, a self-adaptive DE was designed and applied to the orbit design problem for prioritized multiple targets by Chen [5] .
However, the self-adaptive feature is somewhat limited as it relates only to the number of generations within the optimization. A Self-adaptive DE which can automatically adapt its learning strategies and the associated parameters during the evolving procedure was proposed by Qin and Suganthan [9] and 25 test functions were used to verify the algorithm.
This Note presents an improved DE algorithm that have an opportunity to escape the local optima whilst also improving the performance of the algorithm without relying on an inner and outer optimization loop. Two improvements 3 have been added to the algorithm (in Section II) : a double self-adaptive scaling factors related to the value of the fitness function of the last generation and the number of generations, and a mutant factor in each generation that will change randomly to avoid locally optimum solutions. To validate the new method, test functions studies (in Section III) and two case studies (in Section IV) on transfer orbit design and target observation are investigated to demonstrate the accuracy, convergence and the results' standard deviation (SD) of the proposed algorithm.
II. Optimization Algorithm

A. Traditional DE Algorithm
The implementation of DE can be described following [5] and summarized herein. The initial population of the individuals is generated as
Based on the individuals of the previous generation, a trial vector is generated by a mutation process. This operation contains two popular selections of the base vector, best and random. The best current vector is chosen as the base vector by
whilst the base vector is chosen randomly by
where, the scaling factor is a random, uniformly distributed value between [0,1]
The alternative vector is produced by crossover process using Eq. (5) and the different algorithms use different base vector.
where, the predefined crossover probability CR controls the fraction of trial vectors that are used and k rand ensure that at least one parameter is changed.
Finally, it is determined whether to select the alternative vector as a member of the new generation, or not, by the value of fitness function Q. The alternative vector is selected as a member of the new generation if the fitness function is smaller than the target vector.
This process is iterated from step (2) to step (4) until the stopping criteria are satisfied; usually the maximum number of generations or the minimum value of fitness function.
B. Double Self-adaptive Scaling Factor
In the previously described, or traditional DE algorithm, the evolution scaling factor F has a significant influence on the extent of population variations as it describes the search range of the optimization algorithm. The algorithm will reduce to a random searching algorithm when F = 1, whereas the algorithm will lose its evolution capability when F = 0 and the self-adaptive factor which only related to the number of generations is studied in [5] .
A double self-adaptive evolution scaling factor is introduced to enhance the optimal performance by gradually decreasing the scale factor F with each new generation. Consequently the algorithm will then have a different search range in different stages of the optimization. The searching process will proceed over a wide area at the beginning, similar to finding some tolerable results by random searching, and gradually decrease the search area as the near-optimal result is found in a local region of the current best individual, similar to local search by Newton downhill method.
However, the searching process continues to require some element of randomness to ensure the exploration of the searching space.
The scaling factor is established by three parts. The first part F i, j (Q (g−1) ) is related to the value of the fitness function of the last generation. The second part F i, j (g) is related to the number of generations, and the third part is a random factor similar to the traditional DE algorithm. The details of the functions can be designed as required and the equations used in this Note are only one example selected to illustrate the method. Consequently, the specific expression is
The part of the scaling factor related to the fitness function of the last generation can be designed to ensure the factor
) tends from 1 to 0 as the fitness function of the prior generation decreases. This is given as
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where, Q best
, Q best2
are the two best obtained values of the fitness function in last generation, and Q best
is the best value of fitness function among the initial population. The order of magnitude of (Q best
) will, most likely, change significantly during the optimization process, as such the common logarithm of (
) is applied to ensure the factors F i, j (Q (g−1) ) remains smooth. The constant C here is equal to 10 to make sure the factors F i, j (Q (g−1) )
will not exceed 1.
The part of the scaling factor related to the generation sequence number is similarly designed to ensure the factors F i, j (g) changes from 1 to 0 as the generation sequence number increases,
C. Random Mutation
Applying the double self-adaptive scaling factor alone would most likely result in the algorithm becoming trapped in a local optimum, with no means of escape. To resolve this , a random mutation factor is added into the process. This mutant is produced randomly, like the initial population, rather than evolving with the whole group. The setting of the random mutation can be regarded as a re-initialization and is defined as
Consequently, if the mutant individual has a better performance the optimization algorithm will exit the local optimal, and restart the evolution process around this individual.
As shown in Table 1 , six different algorithms can be derived with different properties based on the choice of the best or random (rand) base vector, the introduction of the random mutant (RM), and the self-adaptive (SA) factors.
DE (best/rand) algorithms are the traditional differential algorithm, with two kinds of base vector. SA-DE (best/rand) represent the algorithms that have double self-adaptive scaling factors, and SA-DE-RM (best/rand) represent the algorithms with both double self-adaptive scaling factors and the random mutant. Each of these algorithms will be considered in comparison in later sections. 
III. Test Function Simulation
To investigate the feasibility and effectiveness of the introduced algorithm, eight classic functions are used to test the different algorithms. Figure 1 shows the 3D-plot of the six two dimension (2D) test functions, it can be seen that they all have a certain complexity, and applying the algorithms in Table 1 provides a comprehensive analysis of the algorithms. 
A. Test Function Introduction
cos(
B. Numerical Simulations
The algorithms are applied to the eight classical test functions to determine their performance. The simulation results are shown in Table 3 . The maximum number of generations is set as 200, with each generation having 20 individuals, and each optimization is run 50 times. From Table 3 , all of the best result for the test functions are within of the results for 50 simulations to find the different spread range. Fig. 2(a) gives the corresponding average value.
The result shows when introduced the self-adaptive scaling factor give a better performance than DE algorithms, and likewise when the random mutant is added a further improvement in performance is gained. It should be noticed from Fig. 2(a) that the two SA-DE algorithms do get trapped in local optima, and make little or no progress during the last 100
generations. However, the algorithms with the random mutant can escape the local minimum to find a better solution. It was found that the test results for the other functions gave a similar conclusion, these results are summarized in Table 3 . 
IV. Case Study Simulation
A. Lambert Transfer Problem Simulation
Problem Definition
The problem seeks to minimize the two-impulse optimal transfer between two circulars, non-coplanar orbits.
Therefore, the fitness function is min(Q) = ∆v 1 + ∆v 2 (12) where the two velocity impulses ∆v 1 and ∆v 2 can be given as
The angular momentum can be written as
The three transform matrices about Ω, i and ω are given as
Thus, the state vectors at the departure point can be derived as
where Ω 0 , i 0 and ω 0 are the orbit elements of initial orbit; R ′
are the transposed matrix of each transform matrix and f (t − 0 ) is the true anomaly of the departure point on the initial orbit. Similarly,r 2 ,v(t ) can be calculated from r 1 ,r 2 ,∆t by algorithm 5.2 (the details of the algorithm is discussed in [11] ) and then the total required velocity change of the maneuver can be given from Eq. (12) and (13) (where ∆t is the third design variable) . As the orbit elements of the initial and final orbit are known, except the true anomaly, there will be three unknown parameters of the Lambert transfer problem to be optimized: the true anomaly on the initial orbit at the departure point (where the first impulse occurs) f (t − 0 ),the true anomaly on the final orbit at the arrival point (where the second impulse occurs) f (t − f ), and transfer time ∆t. 
Numerical Simulation
The design variables are constrained to the following ranges, which define the search space:
where the normalized set of units are given as: the Earth radius represents the distance unit (DU), whereas the time unit The initial orbit and final orbit are given through their orbit elements in Table 4 . Tables 4 and 5 present the results of the optimization process by SA-DE-RM algorithm, including the true anomaly of the departure point on the initial orbit and transfer orbit, the true anomaly of the arrival point on the final orbit and transfer orbit, and the orbit elements of transfer orbit. The required velocity change, as shown Table 6 , is 1.392970 km/s .
As shown in Table 6 , Fig. 3(a) and 3(b) , the six different algorithms behave differently in various evaluation parameters and the random base vector method typically performs better than the best base vector. Focusing on the two base vector types, the performance of the evolution algorithm is significantly improved with each step: introducing the self-adaptive factors and the random mutant. It should be noticed that the four algorithms with self-adaptive factors show a better convergence and furthermore the two algorithms with random mutants are better at escaping local optimum when trapped and, as a result, are able to find a better solution. From Fig. 3 , the algorithm in [5] performs only better than the two traditional DE algorithm.
From Table 6 , the SA-DE-RM (rand) algorithm has the most stable performance, with the lowest standard deviation (SD) of 0.0295. Fig. 3(a) illustrates the objective evolution as a function of the iteration index and y-axis represents the error with the optimal value in logarithmic scale. Fig. 3(b) gives the distribution range of the result of 50 Monte Carlo simulations, with the SA-DE-RM (rand) algorithm again seen to have the smallest range, and to be nearest to the best found solution. In this case, the best found transfer trajectory gives a minimum value of Q equal to 1.392970km/s.
Whilst the result given by the algorithm in [5] is 1.393264km/s, and hence very similar it is of note that the SD is significantly greater. 
Problem Definition
The objective in this case study is to find a trajectory that will naturally overfly multiple fixed targets as often as possible, and as close to nadir as possible, during a given period. The effective Earth central angle λ of the field of view (FOV) for an observation satellite can be computed, following [12] , as
.
Then, using Eq. (16) 
where, at time t = t 0 + ∆t, the rotating angle is θ = θ 0 + ω E ∆t.
Thus, the latitude ϕ and longitude φ of the sub-satellite points (SSP) can be given as
Considering an oblate Earth to the order of J 2 , Ω and ω can be given, following [11] , as,
Thus during the computation of SSP, Ω and ω at time t = t 0 + ∆t need to be updated as
The corresponding semi-major axis can be compute by iterative algorithm, following [11] , as
where R and D are both integer variables and the stopping criterion is
with tolerance set to 10 −10 km.
Assuming the projection of FOV is a circle, the target position, P i , is [φ i , ϕ i ] and the position of SSP at time t is [φ t , ϕ t ], the Earth central angle between the target and SSP is given as follows by use of spherical triangle
The target P i will be visited at time t when the following condition is true,
where λ is given by Eq. (19) .
Considering the priority of targets, p i , a priority-weighted objective function is given as follows:
where, o i = 1 means the target P i is visited at least once and o i = 0 represents the target is missed; p * = 100 means a high bonus term for the target not be lost. t i, j represents the time period of the jth times visiting for the target P i and N 1 , N 2 represent the number of targets and the times of visit for P i . Here a conversion Q = 1/J is necessary and Q will be used during the optimal process as the fitness function to make sure the smaller fitness function is better.
Numerical Simulation
The maximum generation is set to 500, with 20 individuals in each generation. An orbit is sought to flyover the 10 targets shown in Table 7 within a repeat period of 2 days. Considering the imaging resolution constraint and the effect of atmospheric drag, the bounds of altitude are set as [300 km, 900 km], and the corresponding bounds of R is [29, 31] . As shown in Table 7 , the highest latitude of the targets is 55.5 deg, thus the bounds of inclination i should be set to [50, 90] .
The sensor's half-effective FOV is given by mission requirements but assumed here to be η = 20 deg, and this study 14 assumes the start time is 00:00:00 at 01 Jan 2017, giving an initial Greenwich hour angle θ 0 = 100.84 deg. Table 8 and Fig. 4 The convergence of six algorithms for multi-target visiting problem Fig. 4 shows the convergence result for multi-target visiting problem. As all the targets have been visited at least once, the second part of the objective function, J b , is 1000, and J t represents the priority-weighted function to describe the visiting time of targets. As the results shows, although all the six algorithm can give a result with 100% coverage, the SA-DE-RM (rand) algorithm obtains the best solution J = 1080.11 which is better than the result of algorithm in [5] .
Fig . 5 gives the ground track of the optimal orbit, which visits the targets 17 times over the 29 revolutions in two days, and Table 9 shows the mission schedule of the best found result.
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V. Conclusions
This paper proposed a double self-adaptive differential evolution algorithm with a random mutant. When a random mutant and a double self-adaptive scaling factor are introduced into the traditional differential evolution algorithm, the scaling factors of the proposed algorithm can adjust with the optimization procedure and the algorithm can jump out of the local optimal. Different from the previous research, the self-adaptive scaling factors in this Note can be affected by not only the number of generations but also the fitness function of the last generation. When the algorithms are applied to several test function studies include low dimension and high dimension and compared with the other algorithms, the simulations demonstrated that the advanced algorithm can give a better performance in solution accuracy, convergence, and the results' standard deviation. The case studies presented in this Note prove the novel self-adaptive algorithm with random mutant can provide a better performance on multi-target, maneuver optimal problems than others.
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