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By applying a self-consistent Hartree-Fock approximation, we show that the mechanism of dy-
namical symmetry breaking can account for the insulating phase that develops about the charge
neutrality point of twisted bilayer graphene around the magic angle. (i) If the Coulomb interaction
is screened by metallic gates, the opening of a gap between the lowest-energy valence and con-
duction bands proceeds through the breakdown of chiral symmetry at strong coupling. Increasing
the dielectric screening, however, we find a critical coupling at which chiral symmetry breaking is
suppressed, triggering a very strong signal for time-reversal symmetry breaking with Haldane mass.
(ii) If the long-range tail of the Coulomb interaction is not screened, we see the appearance of yet a
different dominant pattern at strong coupling, which is characterized by breaking the time-reversal
invariance but with opposite flux in the two sublattices of each carbon layer, with the consequent
valley symmetry breaking. In this case a gap is also opened in the Dirac cones, but superposed to
the splitting of the degeneracy of the low-energy bands at the K points of the moire´ Brillouin zone.
Introduction. The discovery of superconductivity1
next to insulating phases2 in twisted bilayer graphene
(TBG) at small twist angles has opened a new era in
the investigation of strong electron correlations in 2D
materials.3–34 The strong correlation effects appear at in-
teger fillings of the superlattice of TBG, suggesting that
the large effective strength of the Coulomb interaction
is the driving force behind them. Furthermore, band
renormalization has recently been verified in local probe
experiments.35–38
A remarkable effect is the insulating behavior observed
at the charge neutrality point (CNP) of TBG7, when the
Fermi level is placed in the undoped carbon material at
the vertices of the Dirac cones characterizing the low-
energy dispersion in the moire´ Brillouin zone (MBZ). As
long as the density of states vanishes at that filling level,
it is pertinent to ask about the mechanism responsible
for the opening of a gap at the CNP.
This discussion recalls the highly debated question
about the dynamical breakdown of chiral symmetry in
Dirac-like systems.39–46 That kind of electronic instabil-
ity has not been observed in graphene, despite the large
nominal coupling of the Coulomb potential in the carbon
layer47–49 (nevertheless, correlated insulated states have
been seen in bilayer graphene50,51). In the case of TBG,
the relative strength of the Coulomb interaction is fur-
ther enhanced at the magic angle, making plausible that
the critical coupling for the opening of a gap at the Dirac
cones may be surpassed.
In this paper, we study the effects of the Coulomb
interaction at the CNP of TBG near the magic angle,
with the aim of discerning whether dynamical symmetry
breaking takes place under different screening conditions.
We adopt a tight-binding approach to make a real space
description of the system, and we resort to a Hartree-
Fock approximation in order to assess the effects of the
Coulomb interaction.36,38,52–55 This approach allows us
to treat the on-site Hubbard and long-range Coulomb
interaction on the same footing.
TBG is a complex system where we find the interplay
between different degrees of freedom (two valleys, two
layers), leading to a number of condensates signaling the
breakdown of symmetry. The resulting picture is that
several transitions take place between different phases as
one modifies the strength of the Coulomb interaction.
This mainly favors the breakdown of chiral and time-
reversal symmetry, whose order parameters tend to com-
pete along the phase diagram and become alternatively
dominant at different regimes of the coupling strength.
Hartree-Fock approximation. We focus our anal-
ysis on a twisted bilayer corresponding to i =
28 (twist angle θ ≈ 1.16◦) in the sequence of
commensurate superlattices with twist angle θi =
arccos
(
(3i2 + 3i+ 0.5)/(3i2 + 3i+ 1)
)
.56–58 This allows
us to investigate a relevant representative in which the
combined bandwidth of the first valence and conduction
bands has a small magnitude of the order of a few meV.
Our starting point to model TBG is a tight-binding
approach in which we consider the extended hopping be-
tween all the carbon atoms in the two layers. The Hamil-
tonian H0 of the non-interacting theory can be written
in terms of creation (annihilation) operators a+iσ (aiσ) for
electrons at each site i with spin σ as59,60
H0 =−
∑
〈i,j〉
t‖(ri − rj) (a†iσajσ + h.c.)
−
∑
(i,j)
t⊥(ri − rj) (a†iσajσ + h.c.) , (1)
where the sum over the brackets 〈...〉 runs over pairs of
atoms in the same layer, whereas the sum over the curved
brackets (...) runs over pairs with atoms belonging to
different layers. t‖(r) and t⊥(r) are hopping matrix ele-
ments which have an exponential decay with the distance
|r| between carbon atoms.61,62
On top of that noninteracting model, we incorporate
the effect of the Coulomb potential v(r). Then we add
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2to H0 the interaction Hamiltonian
Hint =
1
2
∑
i,j
a†iσaiσ v(ri − rj) a†jσ′ajσ′ . (2)
We face the many-body problem with the aim of com-
puting the electron propagator G of the interacting the-
ory. This can be obtained in terms of the propagator G0
of the noninteracting system and the electron self-energy
Σ according to the Dyson equation
G−1 = G−10 − Σ . (3)
In what follows we are going to be interested in time-
independent observables, so that we can simplify the dis-
cussion by taking the zero-frequency (static) limit of the
equations. In that limit, the free propagator G0 is given
in real space by the inverse of the matrix representation
of the operator H0, that is,
(G0)ij = −
(
H−10
)
ij
. (4)
In terms of the eigenvalues ε0a and eigenvectors φ
0
a(ri) of
the noninteracting hamiltonian, we have therefore in the
static limit
(G0)ij = −
∑
a
1
ε0a
φ0a(ri)φ
0
a(rj)
∗ . (5)
The Hartree-Fock approximation amounts to assume
that the full propagator can be represented in terms of a
set of modified eigenvalues εa and eigenvectors φa(ri):
(G)ij = −
∑
a
1
εa
φa(ri)φa(rj)
∗ (6)
One can check (in the full time-dependent theory) that
the assumption in Eq. (6) implies the representation of
the self-energy matrix63
Σij =2Iij
∑
l
v(ri − rl)
∑′
a
|φa(rl)|2
− v(ri − rj)
∑′
a
φa(ri)φa(rj)
∗ , (7)
where the prime means that the sum is to be carried over
the occupied levels. The problem reverts to the fact that
(3) and (7) become now a set of self-consistent equations.
In practice, one can devise a recursive approximation to
G in which good convergence is achieved by building the
self-energy at each step with the eigenvectors obtained in
the previous iteration.
Order parameters. In Fig. 1, we schematically show
the relevant order parameters as they arise in single layer
graphene, namely the chiral symmetry breaking giving
rise to a Dirac mass64 and the time-reversal symmetry
breaking giving rise to the Haldane mass65. We will now
mA
mB,2
mB,3mB,1
mchiral=mA-(mB,1+ mB,2+ mB,3)/3
(A) (B)
mHaldane=3 3Im(t12t23t31)1/3
t12 t23
t31
FIG. 1. Schematic definition of the two main symmetry break-
ing patterns in the honeycomb lattice: (A) chiral symmetry
breaking leading to a Dirac mass (where we have replaced
hii defined in the main text by m), (B) time-reversal sym-
metry breaking leading to the Haldane mass (where we have
replaced hij defined in the main text by tij). Note that the
factor 3
√
3 coming from the Haldane model is neglected in
our general definition of Eqs. (10) and (11).
extend this analysis to TBG within the Hartree-Fock ap-
proximation, in which the different symmetry breaking
patterns can be cast in terms of the matrix elements
hij =
∑′
a
φa(ri)φa(rj)
∗ , (8)
where the prime means again that the sum is only over
occupied states.
In the present case, we have sublattices A1, B1 for
the top carbon layer and A2, B2 for the bottom layer.
Thus, we may write two different order parameters for the
breakdown of chiral symmetry, being respectively even
and odd under the exchange of the two layers, as
C± =
∑
i∈A1
hii −
∑
i∈B1
hii ±
(∑
i∈A2
hii −
∑
i∈B2
hii
)
. (9)
Furthermore, we have two different order parameters
for the breakdown of time-reversal invariance (and par-
ity), being respectively even and odd under the exchange
of the two layers. We may label, for instance, the three
nearest neighbors of each atom i of the twisted bilayer as
i1, i2 and i3, with the order of the labels corresponding
to clockwise orientation. We, then, have the two choices
P± = Im
(∑
i∈A1
(hi1i2hi2i3hi3i1)
1
3 +
∑
i∈B1
(hi1i2hi2i3hi3i1)
1
3
±
∑
i∈A2
(hi1i2hi2i3hi3i1)
1
3 ±
∑
i∈B2
(hi1i2hi2i3hi3i1)
1
3
)
.
(10)
The imaginary part of the terms in Eq. (10) gives a
measure of the flux through the twisted bilayer, providing
a signature of the breakdown of time-reversal invariance.
3However, we may also envisage the possibility that the
direction of the flux may be the opposite in sublattices A
and B. That pattern corresponds to a different type of
breakdown of time-reversal symmetry. The order param-
eter for that phase may be even or odd with respect to
the exchange of the two carbon layers, which translates
into the two possibilities
S± = Im
(∑
i∈A1
(hi1i2hi2i3hi3i1)
1
3 −
∑
i∈B1
(hi1i2hi2i3hi3i1)
1
3
±
∑
i∈A2
(hi1i2hi2i3hi3i1)
1
3 ∓
∑
i∈B2
(hi1i2hi2i3hi3i1)
1
3
)
.
(11)
The development of nonvanishing order parameters S±
leads to the splitting of the low-energy bands at the K
points of the MBZ. This is due to the fact that, in the
low-energy theory of Dirac fermions, such a breakdown
of symmetry proceeds with the dynamical generation of
a term proportional to the identity in pseudospin space.
This term preserves the Dirac nodes at the K points,
but leading to a different shift of the bands in the two
valleys of the twisted bilayer, thus effectively breaking
valley symmetry.
Besides, we have to include the possibility of having an
spontaneous imbalance of charge in the two carbon layers
as a result of interaction effects. The order parameter for
such a symmetry breaking is
L =
∑
i∈A1
hii +
∑
i∈B1
hii −
∑
i∈A2
hii −
∑
i∈B2
hii . (12)
This completes the list of order parameters described
from a real space point of view and which preserve the
three-fold rotational symmetry. We capture in this way
the symmetry breaking patterns which have a most dras-
tic effect on the low-energy bands, with the potential to
destabilize the Dirac nodes at the CNP.66
Screened Coulomb interaction. We first consider a form
of the Coulomb potential which is adapted to the case
where TBG is surrounded by top and bottom metallic
gates. Our starting point is the unscreened Coulomb
potential v0(r) = e
2/4pir,  being the dielectric constant
of the surrounding (non-metallic) medium. Taking into
account the presence of the two gates, each at a distance
d = ξ/2 from the twisted bilayer, it can be shown that
the electrostatic potential becomes67
v(r) =
e2
4pi
2
√
2 e−pir/ξ
ξ
√
r/ξ
. (13)
In this section, we consider in particular a setup with
ξ = 10 nm.
Furthermore, the potential has to be still comple-
mented with the value of the Coulomb repulsion for
electrons at the same carbon atom, as the expression
(13) is ill-defined for r = 0. We have taken such an
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FIG. 2. Plot of the order parameters characterizing the domi-
nant symmetry breaking patterns of twisted bilayer graphene
with i = 28 at the charge neutrality point as function of the
coupling of the Coulomb potential, i.e., the dielectric constant
 (in units where a is the C-C distance): (A) Coulomb poten-
tial screened by metallic gates, (B) unscreened long-ranged
Coulomb potential. For a boron nitride dielectric, we have
e2/4pi ≈ 2 eV×a, predicting a clear difference between the
screened and unscreened setups.
on-site Coulomb repulsion equal to 8 eV, i.e., we have
regularized the Coulomb potential with the prescription
v(r)|r=0 = 8 eV, irrespective of the value of .
We have mapped the different symmetry breaking pat-
terns as the strength of the Coulomb potential is modi-
fied, which may be achieved in practice by changing the
dielectric constant . The evolution of the relevant order
parameters can be seen in Fig. 2(A). There, we observe
that the order parameter for the breakdown of chiral sym-
metry, C+, becomes dominant for strong and intermedi-
ate coupling of the Coulomb potential.
However, we see also the development of a strong peak
of P+ at large , right at the point where the order param-
eter C+ is suppressed. This reflects the competition and
even mutual exclusion between time-reversal and chiral
symmetry breaking in the model with screened Coulomb
interaction. We stress that the peak of P+ is not signif-
icantly altered if the on-site (unscreened) repulsion v(0)
is switched off, which means that the strong peak is due
to the extended component of the Coulomb interaction.
Concomitant with the two mentioned symmetry break-
ing patterns, we find the development of a gap at the K
4(A)
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FIG. 3. Dispersion of the first valence and conduction bands
about the charge neutrality point of a twisted bilayer with
θ28 ≈ 1.16◦, computed in a Hartree-Fock approximation with
(A) the screened potential in Eq. (13) and (B) the unscreened
long-range potential in (14), for the same coupling strength
e2/4pi ≈ 2.66 eV×a (corresponding to a Si substrate). The
dashed line stands for the Fermi level, placed at the energy of
the highest valence band at the K point.
point of the MBZ, plotted also in Fig. 2(A). The mag-
nitude of the gap for a given coupling strength remains
even in almost the whole MBZ, as can be seen in the band
dispersion shown in Fig. 3(A). The gap only closes at a
single point (the Γ point) in the discretization we have
used for the MBZ, from which we infer that the results
could be still compatible with insulating behavior at the
CNP upon extrapolation to larger grids.
Long-range Coulomb interaction. It is also interesting
to study the breakdown of symmetry when TBG is not
surrounded by metallic gates. In this case the Coulomb
potential is given by
v(r) =
e2
4pi
1
r
, (14)
with the screening effects just encoded in the dielectric
constant . As in the previous section, we also assume
that the interaction at r = 0 is regularized to coincide
with the on-site Coulomb repulsion of electrons at the
same carbon atom, which we take as 8 eV.
The competition between the relevant symmetry
breaking patterns can be seen in Fig. 2(B), in which we
have plotted the different behaviors as the coupling of the
Coulomb potential is modified by . The most remark-
able feature observed is the prevalence of the pattern that
breaks time-reversal symmetry but with opposite flux in
the two sublattices of each carbon layer, characterized
by the order parameter S+, which is the dominant order
parameter in the strong coupling regime.
As mentioned before, a nonvanishing value of S+ does
not contribute to open a gap in the Dirac cones at the
K points, although it leads to valley symmetry break-
ing. This means that the gap seen at strong coupling in
Fig. 2(B) must come from the coexistent chiral and time-
reversal symmetry breaking characterized by C+ and P+.
The dispersion of the low-energy bands, represented in a
typical strong-coupling situation in Fig. 3(B), shows in-
deed the development of a gap in great part of the MBZ,
together with the splitting of the valence bands driven
by the symmetry breaking pattern S+ .
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Summary. We have shown that the mechanism of dy-
namical symmetry breaking can account for the opening
of a gap at the Dirac cones at the CNP of TBG near the
magic angle. Our study also stresses the relevance of the
experimental conditions by which the Coulomb interac-
tion is screened. When TBG is surrounded by nearby
metallic gates, we find a transition from time-reversal
to chiral symmetry breaking at intermediate coupling.
But in a more ideal case where the long-range tail of the
Coulomb interaction is not screened, we see the preva-
lence of a different pattern at strong coupling, charac-
terized by breaking the time-reversal invariance but with
opposite flux in the two sublattices of each carbon layer,
with the consequent valley symmetry breaking.
The unscreened long-range interaction gives rise then
to the superposition of two different effects at strong cou-
pling, namely the opening of a gap in the Dirac cones and
the splitting of the degeneracy of the low-energy bands at
the K points. It also leads to a strong downward renor-
malization of the lowest conduction bands in their way
towards the Γ point, forcing them to cross the Fermi level.
This feature in particular suggests that the symmetry
breaking driven by the unscreened long-range Coulomb
interaction would not be consistent with insulating be-
havior at the CNP of TBG.
It would be interesting to investigate similar symme-
try breaking effects at other filling levels of TBG. This
could clarify whether other strongly correlated phenom-
ena may bear some connection with dynamical symmetry
breaking, and whether this effect may be enhanced at fill-
ing factors leading to a large density of states like that
reached at the van Hove singularities in the low-energy
bands.
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