Abstract-This paper presents a Decentralized Data Fusion (DDF) framework for micro-scale monitoring applications in urban environments using a mobile sensor network. Here nodes collect data along their routes and share them with other nodes in the network in an opportunistic manner. The DDF framework enables the nodes to fuse data that arrives delayed from other nodes and estimate the missing values in the time gaps. This allows the nodes to create an autonomous perception about the dynamics of the observed phenomenon. The performance of the proposed DDF framework is demonstrated in the context of an urban air pollution monitoring scenario. Simulation results show that the proposed framework is able to expand the estimated pollution data set at the expense of a slight decrease in its accuracy. The simulation results also evaluate the impact of population of nodes on the performance of the DDF framework.
I. INTRODUCTION
Heavy transportation and fast process of urbanisation represent some of the most important reasons for the increase of the air pollution in urban areas. Since the air pollution has negative effect both on the environment and human health, unacceptable high level of pollution episodes and potential hot-spots will require monitoring by the public authorities.
A common approach to the air pollution monitoring assumes construction of a limited number of a massive monitoring stations in a certain urban area. Such approach provides usually hourly averaged data, limited only to the area around the monitoring stations. Since different pollutants can take different time periods to disperse, the temporal granularity higher than one hour is needed to capture all the changes of various hazardous pollutants [1] . As the distance between the stations can reach several kilometres, the aforementioned approach cannot depict fast fluctuations of the pollution dispersed on a per street basis between the monitoring stations [2] , [3] . The pollution can fluctuate drastically on a per street basis due to external factors, such as atmospheric conditions and street geometry, so monitoring the air pollution on a per street basis is extremely important [4] . Thus, to achieve a higher spatial monitoring resolution it is necessary to expand the monitoring area. This can be done by increasing the number of fixed monitoring stations, however, the practical feasibility of such monitoring solution would be complex and expensive.
Alternatively, the air pollution can be monitored with the Wireless Sensor Networks (WSN) consisted of small, fixed and low-cost sensors spread in an urban area [5] . Here, the sensors collect the pollution data and send it to the central server where it is processed and analysed. Despite increased spatial resolution over the traditional fixed monitoring station approach, the fine-grained tracking of the pollution on a per street basis is still limited by the fixed WSN approach. This is because the number of required sensors to cover, for example, an entire city area is very large, so the overall investment required is still considerable. Moreover, in this scenario data processing is usually performed off-line at the central server which prevents evaluation of the current pollution behaviour in a real-time.
Obtaining fine-grained pollution data on a per street basis in a real-time would enable the authorities to issue early warnings at the onset of hazardous pollution episodes. Therefore, the air pollution monitoring on a per street basis (micro-scale monitoring) can be achieved using the Vehicular Sensor Network (VSN). Here existing vehicles, such as buses, cars or bicycles are endowed with on-board units (sensors, memory, processor, battery, GPS and wireless transceiver). Urban sensing approach based on VSN represents a decentralized monitoring concept, consisted of mobile nodes (vehicles) where each of them has the role of a fusion centre. Here, data is gathered during the time interval when the node is at the street or it can be received from other nodes in the network in an opportunistic manner. In such decentralized system data can arrive to the mobile node delayed in time, and could overlap stored data or could result in time gaps where no data is available. Thus, to overcome the problem of missing data and get an insight into detailed variations in pollution level change, it is crucial to have a framework that fuses pollution data.
In this paper we present a Decentralized Data Fusion (DDF) framework that processes data from multiple sensor nodes in an asynchronous and opportunistic manner for the purposes of the micro-scale monitoring. The framework is based on the Delayed State Information Filter (DSIF) concept presented in [6] and an interpolation technique to reconstruct the time gaps where data is missing. The developed framework is evaluated in an urban air pollution monitoring scenario with public bicycles acting as mobile nodes.
The rest of the paper is structured as follows: Section II describes related work, Section III presents the proposed framework. A simulation setup and experimental results are presented in Section IV. Section V outlines final remarks.
II. RELATED WORK
Multisensor systems are widely used in numerous applications such as target tracking [6] , environmental mapping [7] , navigation [8] or battlefield surveillance [9] . In these systems multisensor data fusion enables forming a unified picture of the phenomenon by combining information obtained from several sources. Fusing such data represents a challenge due to the data imperfection and diversity of the sensor technologies used in the network [10] . This section reviews Bayesian information fusion solutions in decentralized systems that can cope with with sensor measurements uncertainty.
Authors in [11] present a solution for data fusion problem in decentralized, fully connected multisensor environment where each mobile node is a local fusion centre. Nodes use the Information Filter to produce a global estimate by summing up the information from other nodes in the network. Additionally, Channel Filters are used to overcome the common information problem. Work presented in [12] introduces a concept of delayed-state decentralized data fusion (DS-DDF) for the case of the arbitrary network topology. Here, a team of mobile robots performs tracking their own and each other's position for the localization purposes. The solution is based on keeping the past estimates in the form of a joint state vector. In [6] authors propose decentralized data fusion solution for cooperative perception for target tracking using the data from the heterogeneous sensors. The solution is based on the Delayed State Information Filter which supports fusion of delayed data in the form of history of the past states by performing data synchronization procedure. This is done by marginalizing the past states and predicting the new states. Authors in [13] present the application of person tracking in urban environment using the data fusion framework from [6] . Here a tracking system is composed of a mobile robot, fixed camera and WSN network. Authors in [14] propose a decentralized solution for the cooperative navigation problem of mobile platforms. The solution is using Cholesky modification for delayed states and assumes that platforms communicate inter-platform (range) measurements and their instantaneous estimates.
Work presented in [15] considers the fusion problem of asynchronous tracks (estimates) originated from sensors with different sampling rates. After the fusion is performed at the fusion centre, an update of the fused track is communicated back to sensors and they use it as an input to the Kalman Filter. The work of asynchronous sensors was considered in [16] where delayed tracks are received at the fusion centre. The solution proposed in this paper is based on a partial information feedback, which means that the fusion centre sends the fused track to one of the sensors.
Papers [6] , [12] - [14] highlight the importance of storing the history of past states in case when the dynamic states are observed. By keeping a history of past states, it is possible to make inference about the observed state. However, the aforementioned works do not consider using the stored history of past states to overcome the problem of missing data that can occur due to communication delays in the network. The proposed DDF framework addresses the problem of missing data by using the DSIF and interpolation technique. The work in [11] requires a fully connected decentralized network which is not always available in urban monitoring applications. Moreover, the use of Channel filters cannot be applicable when the correlation is unknown due to the arbitrary connected network topology. On the other hand, the proposed DDF framework does not require fully connected network and it is capable of operating in the arbitrary network topology. Additionally, works [12] , [14] and [6] , [13] require a dedicated infrastructure for using it in localization, navigation and target tracking, respectively. However, the use of dedicated infrastructure for monitoring the large scale environments is not cost effective. This paper presents DDF framework designed to operate on existing mobile infrastructure without requirements for controlled mobility.
Works proposed in [15] and [16] consider the delayed estimates problem assuming existence of the feedback from the fusion centre to the sensors. We find these works inapplicable in decentralized system with arbitrary network topology, where exchanging the estimates is only possible when nodes are in each other's communication range. Thus, the feedback between mobile nodes cannot be guaranteed due to their unpredictable mobility. Further, in [13] authors consider the delayed data that comes as a consequence of communication breakdowns of up to several seconds. Works presented in [6] and [13] deal only with the short time delays, when the two sets of histories of the states overlap in time. However, in case of urban monitoring based on the mobile infrastructure, delays can be as high as several minutes. In this case, the two sets of history of the states can come separated in time which causes the missing data problem. The proposed DDF framework addresses the aforementioned problem of missing data.
III. DATA FUSION FRAMEWORK FOR URBAN MONITORING A. System Model
This section introduces the proposed Decentralized Data Fusion (DDF) framework which is a part of our on-going research of air pollution micro-monitoring in urban environments. It is a follow-up of our previous work [17] where we introduced a Decentralized data Dissemination and Harvesting (DDH) mechanism for urban pollution monitoring.
The DDF framework is a modification of the work presented in [6] , which addresses the problem of missing data that was not considered by the authors. It is based on a mobile infrastructure (e.g. public bicycles), equipped with on board units forming a Vehicular Sensor Network. Here, the nodes roam inside urban environment in non-controlled mobility manner and opportunistically share the collected data with other nodes in the network. It is also assumed that they are fully cooperative, without the need for incentive mechanism stimulating the nodes' cooperation in the network. The nodes are equipped with a GPS and a digital map of the city in which roads are divided into street segments. One street segment is defined between two consecutive intersections and has a unique identification (ID) j, where j = {1, ..., S} and S is the total number of street segments in the city. The example application for presenting the DDF framework is the air pollution monitoring scenario. Here, a node periodically samples the level of Nitrogen Oxide (NO) pollution with a sampling period T s . Because of the sensor measurements uncertainty, in our scenario each node is equipped with the Delayed State Information Filter (DSIF). By using the filter, the sensor measurements are refined and estimates are produced, which tend to be more precise than sensor measurements themselves [10] . It is the special form of the Information Filter which enables storing the past states [12] making it suitable for monitoring dynamic state changes over time. By analyzing collected states, nodes would be able to detect anomalous behaviour of the observed pollution (e.g. when the pollution exceeds a predefined critical level). It should be noted that privacy and security issues of the sensor network are out of the scope of this work.
The state that needs to be estimated
T is composed of the pollution concentration value (c) and the speed of its change (v). The observed state x t at time instance t evolves from the previous time instance t − 1 according to the equation:
where F t represents a state transition model. A process noise q t ∼ N (0, Q t ) is drawn from a zero mean multivariate Gaussian distribution with covariance Q t . We assume that a motion model of the observed state is presented as a discrete version of continuous white-noise acceleration model (secondorder kinematic model) [18] . Thus, F t and Q t in a discrete time are represented as:
where σ q represent standard deviation of the process noise.
Each mobile node has a sensor that measures the concentration of the pollution in the air. At time t, the measurement (z t ) of the observed state is made according to:
Here, H t = [1 0] represents a measurement model that performs mapping of the state vector parameters into the measurement domain. A measurement noise r t ∼ N (0, R t ) is assumed to be zero mean Gaussian white noise with covariance
r , where σ r represents standard deviation of the measurement noise.
The DSIF is composed of two steps: prediction and measurement update step. The prediction step estimates the current state forward in time, called the information vector (ŷ t ), and its error covariance matrix, called the information matrix (Ŷ t ). The measurement update step incorporates a new measurement into aforementioned estimate to improve it. Due to the space limitation, we are going only to present the final forms of the prediction and update step equations. For the detailed derivation of the aforementioned equations, readers can refer to [19] .
The information matrix (Y t ) and the information state vector (y t ) in a prediction step for time instance t are calculated as follows:
As a part of the prediction step of the DSIF, storing past states over time results in increasing the size of the information matrix and the state vector. This results in a block tridiagonal and the symmetric structure of the information matrix which does not deviate in time [6] . When a measurement (z t ) is received, the measurement update step for time instance t is performed and the information matrix (Ŷ t ) and the information vector (ŷ t ) are updated as:
B. Decentralized Data Fusion (DDF) Framework
Let us assume that the node i enters the street segment j in time t Suppose that node k receives data from node i about the street segment j. It first checks whether it has already some data stored in its local database about that street segment. If node k does not possess any data about j, it stores it in its database. Otherwise, it checks whether the time interval from the received trajectory is contained within the time interval of its stored trajectory. In such case, the received trajectory is discarded since node k has already knowledge about that period of time. This is shown in Fig. 1 and Alg. 1, lines 1-2. If node k does not discard the received trajectory, it first checks whether the two trajectories are separated in time or the received trajectory is overlapping the stored one (line 4 in Alg. 1). Fig. 2 and Alg. 1, lines 5-9. First, alignment of their initial times t k init and t i init is performed (initTimeAlignment). This is done by taking the more recent initial time (t i init ) and finding the time steps up to the time closest to t k init . This is presented by the x marks on the trajectory i in Fig. 2 . Hence, a new initial time of the trajectory i is formed (t i init ). Since the Information Filter can take into account complete uncertainty [6] , the information matrix for a new initial time is initialized with zero. In the rest of the time steps the prediction is performed, as shown by the dashed lines on the trajectory i in Fig. 2 .
1) Trajectories
Further, the alignment of the last times of trajectories, t k last and t i last , is performed (lastTimeAlignment). This is done by taking the trajectory with smaller last time value (t k last ) and performing predictions until the time step closest to t i last is reached. This is depicted by the dashed lines on trajectory k in Fig. 2 , and a new last time of the trajectory k is formed (t k last ). Since trajectories i and k were separated before aforementioned predictions, there was a time gap with missing values between two trajectories. We define a time gap as a time difference between t i init and t k last , as shown with a rectangle in Fig. 2 . Inside the rectangle area, the interpolation step is performed to estimate the missing values in the time gap ( Alg. allowed threshold (t h ). If node k receives separated trajectory where length of the time gap is greater than allowed t h value, the node stores it in its database.
1, line 7). The DDF framework allows interpolating missing values for the time gap if its length is smaller or equal than
The interpolation technique used in the DDF framework is Quadratic Polynomial (QP). QP is applicable when three data points are known (t 0 , f (t 0 )), (t 1 , f (t 1 )), (t 2 , f (t 2 )). Values t 0 , t 1 , t 2 represent time instances from two trajectories, defined as: t 0 < t k last , t 1 = t k last , t 2 = t i init . A relationship between the information vector and the state estimate (x t ) for time instance t is expressed as:ŷ t =P t
−1x
t , whereas the relationship between the information matrix and the estimated covariance matrix (P t ) is defined as:Ŷ t =P t −1
. Taking into account the aforementioned relationships, we define the state estimate valuesx t0 ,x t1 ,x t2 for time instances t 0 , t 1 , t 2 , respectively as:
The missing value f (t) in time instance t is calculated according to [20] :
where coefficients b 0 , b 1 and b 2 are given by:
Estimates are then added to the delayed trajectory k, shown by arrows on the trajectory k in Fig. 2 .
Further, a synchronisation is performed as in [6] to pair the closest states in time of two trajectories (trajSynchronization). After that the Covariance Intersection (CI) fusion algorithm is applied (CI fusion) which deals with a problem of common information [6] , [9] . This problem is caused by double counting the same information by the node and if neglected could lead to the inconsistent estimations [10] .
2) Trajectories Overlapped in Time: An example when node k receives trajectory from node i that is overlapped in time with its stored trajectory is shown in Fig. 3 and Alg. 1, lines 11-14. Here the DDF framework includes the steps: initTimeAlignment, lastTimeAlignment, trajSynchronization and CI fusion. Since there is no time gap between trajectories, the interpolation step is not performed.
IV. SIMULATION EVALUATION A. Simulation Setup
The DDF framework was evaluated via a set of simulations in an urban scenario performed in Veins simulator [21] . Veins includes bi-directionally coupled network simulator OMNET++ [22] and the road traffic simulator SUMO [23] . The urban environment used in the simulation is based on a Manhattan grid road network of 4 km 2 size, 2x2 km in dimensions. A network consists of 64 blocks with 144 street segments, where each one is 250 m long. The simulation also includes a traffic light system and blocks of buildings which make traffic flow and the radio propagation environment more realistic.
The mobility of the nodes (light vehicles such as public bicycles) is simulated as in [24] using Stefan Kraus model from SUMO. The specifications of nodes such as dimensions, acceleration, deceleration and the minimum gap between the moving nodes are adjusted according to [23] . Every node has a randomly created origin-destination route. The maximum speed of the nodes is set to 2 m/s, transmitting power is set to 10mW and the communication standard used is IEEE 802.11p. The sampling period (T s ) is set to 10 seconds. The process noise variance is set to 0.6, while the measurement noise variance is set to 1 for one half of the nodes and 1.2 for the other half of the nodes. Data used in simulation is provided by the authors of [3] who simulated the sensor grid over urban area to measure the level of pollution. Sensors readings from [3] are assigned to the street segments in our simulation, which are measured by the nodes traversing those segments. The duration of the simulation is set to 30 minutes.
B. Evaluation of Interpolation Techniques
We evaluate how different interpolation techniques perform in the DDF framework depending on the various time gaps between the nodes' trajectories by calculating the Mean Normalized Absolute Error (MNAE). The evaluation of interpolation techniques is performed on a single street segment scenario where two nodes i and k share their trajectories after leaving the street segment j. Since it takes a node approximately 2 minutes to traverse a street segment, we observe both shorter and longer time gap thresholds from that value. Considered threshold values (t h ) for allowed time gap length are 1.5, 3 and 6 minutes. A hypothetical fixed sensor is implemented at the street segment j to provide a benchmark for the estimates obtained by the mobile nodes. Upon performing the DDF framework, the estimates of the node k (originating from its own trajectory, the trajectory received from the node i and the one estimated by the interpolation technique) are compared with the estimates of fixed sensor according to:
Here, n is the overall number of estimates that the node k has for observed street segment j, x e , where e = 1, .., n, are the estimates created by the fixed sensor, x k e , where e = 1, .., n, are estimates of the node k for the observed street segment.
The interpolation techniques considered are: Linear (LIN), Single Exponential Smoothing (SES), Moving Average (MA), K Nearest Neighbour (KNN), Univariate Nearest Neighbour (UNN), and Quadratic Polynomial (QP). We observe the data provided by the authors of [3] Fig. 4 presents the comparison of tested interpolation techniques for aforementioned cases of the NO pollution fluctuation. It is shown that for the smallest t h value the UNN technique has the smallest MNAE. The test shows that the QP interpolation induces the lowest error when the value of the threshold is increased to 3 and 6 minutes, regardless of the types of the pollution drift. Hence, that is the reason why we choose the QP interpolation technique to be embedded in the DDF framework.
C. Performance Evaluation
To the best of authors' knowledge, the work [6] is closest to the proposed framework. However, it does not consider the case when received trajectories are separated in time due to large communication delays in the network. For this reason, the work [6] is not suitable for comparison. The data set collected by the mobile nodes using the DDF framework is compared with sensors readings from [3] assigned to the street segments. We define the coverage (C) per mobile node as time intervals for which the pollution data has been gathered. The coverages gathered by all participating nodes are merged to form the total coverage (T C) of a street segment.
The impact of the nodes population on the proposed DDF framework is evaluated in two cases: when the overlapped trajectories are fused and the interpolation is performed on the separated trajectories (t h = 1.5, 3, 6 min), and when only overlapped trajectories are fused (no t h ). The test is performed on a set of simulations using a single street segment scenario. Mobile nodes after leaving the street segment broadcast the data so the next node entering the same street segment receives it. The arrival pattern of the nodes entering the street segment follows a Poisson process. To assess the impact of different population of the nodes, we set the mean interarrival time (t arr ) to 3, 6, 12, 17 and 19 minutes. The threshold value (t h ) is set to 1.5, 3, 6 minutes and we observe the total coverage of a street segment together with its MNAE values, calculated as in Section IV-B. The results represent the average values of 10 simulation runs. Fig. 5 shows that increasing t arr causes the node population to become sparse and total coverage of a street segment to decrease when the DDF framework is fusing only overlapped trajectories. In case when the DDF framework fuses overlapped trajectories and when interpolation technique is applied on the separated trajectories, setting t arr to 3 and 6 minutes makes the DDF framework contribute to the higher total coverage. But, when t arr is 12 minutes, the number of larger time gaps increases. Hence the DDF framework with smaller threshold value of 1.5 minutes does not produce a significant increase in the total coverage of a street segment. Similarly, the DDF's framework behaviour is observed when t arr is 17 minutes and the threshold is set to 3 minutes. Fig. 6 presents MNAE comparison between the case when the DDF framework fuses overlapped trajectories and performs the interpolation technique on the separated trajectories, and when the DDF framework fuses only overlapped trajectories. It can be seen that there is no significant difference when t h is 1.5 minutes compared to no t h case, and when t h is set to 3 minutes the MNAE slightly increases. However, when t h is 6 minutes and t arr = 3, 6, 12 minutes the MNAE increases, as expected, due to the wider time gaps where the missing values are estimated.
Finally, we evaluate the DDF framework performance in terms of the volume of the estimated data for the street segments and its accuracy expressed in MNAE. Two sets of simulations were performed with different number of nodes in the network (N), 100 and 200. Their arrival to the Manhattan grid network follows a Poisson process with the mean interarrival time of 3 seconds. We compare the DDF framework when it fuses overlapped trajectories and performs the interpolation technique on the separated trajectories (t h is set to 1.5, 3 and 6 minutes), with the case when the DDF framework only fuses overlapped trajectories (no t h ). The increase of estimated data per street segment (∆T C j ) is defined as follows:
represents a total coverage per street segment j when the DDF framework fuses overlapped trajectories and performs interpolation on the separated trajectories, and T C no t h j is a total coverage per street segment when the DDF framework fuses only overlapped trajectories. The results represent the average values of 20 simulation runs. Fig. 7 presents the number of street segments for various ∆T C j when different t h values are observed. This is shown for the case when the number of nodes in the network is 100 and 200. The results show that increasing the number of nodes in the network contributes towards the growth of the number of street segments with higher ∆T C j . Additionally, the same effect can be achieved when the allowed threshold value increases, regardless of the number of nodes in the network.
However, increasing the total coverage of the street segments should not degrade the accuracy of obtained data. Thus, for every street segment, the error is calculated according to MNAE formula (as in Section IV-B) in case the DDF framework fuses overlapped trajectories and performs the interpolation on the separated trajectories. Table I presents averaged, minimum and maximum MNAE values for monitored street segments. Increasing the t h does not noticeably degrade the accuracy of the obtained data for the monitored street segments, regardless of the number of nodes in the network evaluated. It can be seen from Table I that by changing the number of nodes in the network for the same t h there is a small increase of the MNAE values. This is due to the fact that when N increases to 200 there are more nodes which create and communicate more trajectories to other nodes. In such scenario, there is a possibility of time gaps occurring 
V. FINAL REMARKS AND FUTURE WORK
This paper presents a Decentralized Data Fusion (DDF) framework for micro-scale monitoring applications in urban environments using a mobile sensor network. The nodes in the network share collected data and create an autonomous perception about the dynamics of the observed phenomenon. The DDF framework allows for opportunistic communication between the nodes and hence is able to process data that arrives delayed from other nodes. An urban air pollution monitoring scenario is used to assess the DDF framework. The results from the reported assessments are very encouraging. The DDF framework is able to augment the spatial and temporal estimated pollution data set, at the expense of a slight decrease in its accuracy. Ideally, in order to monitor the phenomenon efficiently, nodes should adapt their sampling rates based to the phenomenon dynamics. This challenge has not been considered yet by the DDF framework and it will be the focus of our future research. When using a population of sensors for estimation, the process of their calibration becomes an issue. Thus, another line of the research is to focus on extending the DDF framework to take into account this issue. Finally, in our future research, the DDF framework and the DDH mechanism will serve as the basis for development of the early warning system for detecting hazardous air pollution levels.
