A drastic improvement in the analysis of gene expression has lead to new discoveries in bioinformatics research. In order to analyse the gene expression data, fuzzy clustering algorithms are widely used. However, the resulting analyses from these specific types of algorithms may lead to confusion in hypotheses with regard to the suggestion of dominant function for genes of interest. Besides that, the current fuzzy clustering algorithms do not conduct a thorough analysis of genes with low membership values. Therefore, we present a novel computational framework called the "multi-stage filteringClustering Functional Annotation" (msf-CluFA) for clustering gene expression data. The framework consists of four components: fuzzy c-means clustering (msf-CluFA-0), achieving dominant cluster (msfCluFA-1), improving confidence level (msf-CluFA-2) and combination of msf-CluFA-0, msf-CluFA-1 and msf-CluFA-2 (msf-CluFA-3). By employing double filtering in msf-CluFA-1 and apriori algorithms in msf-CluFA-2, our new framework is capable of determining the dominant clusters and improving the confidence level of genes with lower membership values by means of which the unknown genes can be predicted.
Introduction
Microarray technology has become a significant tool in functional genomics and biomedical research. This technology allows for simultaneous measurement of gene expression for thousands of genes. The resulting data can then be used in various ways, such as in diagnosing tumours [25] , drug-effect profiling [35] and identification of genes that contribute to common functions by grouping genes with similar expression of patterns using either clustering or classification techniques [22, 28] .
In discovering similar patterns in gene expression datasets, clustering has been used extensively and this may lead to an insight into significant connections within the gene regulatory networks. In order to understand the pattern of these genes, many contributions have been made by clinical [23, 30] , biological [47, 38] , toxicological [14, 27] and pharmacological [37, 17] studies. There are many clustering algorithms currently used for clustering gene expression datasets such as the k-means [9] , hierarchical clustering [48] , Self-Organising Maps (SOM) [16] , graph theoretical algorithms [43] , Genetic Algorithms (GA) [4] and fuzzy c-means [26, 41] . Since imprecision and uncertainty are considered to be the natural behaviour of gene expression datasets [29] , the fuzzy c-means clustering has become an appropriate choice [24] . This is due to the ability of fuzzy c-means algorithms to cluster genes into more than one group thus providing a systematic, unbiased method to change precise values into several descriptors of cluster membership [32] . Furthermore, the fuzzy c-means clustering provides more information on the degree of similarity [11] among genes. Therefore, the fuzzy c-means algorithm is applied in the clustering process to partition a given gene expression dataset. However, clustering alone, without paying attention to the coherence of biological functions within the clusters, brings no meaningful results. Coherence can be seen when one gene is involved in multiple biological functions. In order to capture the coherence of biological functions in the clusters, biological knowledge is applied during the clustering process. One of the many popular sources of biological knowledge is the Gene Ontology (GO) [1] . The popularity of GO is due to its capability to provide a standard speciesindependent controlled vocabulary for describing genes in terms of their biological processes, cellular components and molecular functions. Related research incorporating the GO in gene expression clustering is found in numerous studies [15, 34, 7, 21, 39] .
However, there are still some other issues associated with the acquisition and analysis of gene expression datasets which can impose a profound influence on the interpretation of the results. One of these problems is the degrading performance of clustering results due to certain situations in which a gene can have multiple functions. It has been observed that whenever a gene belongs to multiple functions, it will create confusions in choosing the dominant function of that particular gene. Another issue that frequently occurs is the ability to assign with high confidence genes that have low membership values in the cluster. This issue arises when some of the genes are considered as being clustered with high confidence due to their high membership values. Concurrently, some other genes that belong to the same cluster but have lower membership values are assigned with low confidence. This low confidence resulted from the presence of genes that are near the cluster border line or are slightly far from the centroid.
Based upon the observations stated above, we propose for an improved fuzzy c-means algorithm named the msf-CluFA (multistage filtering-Clustering Functional Annotation), as shown in Fig. 1 , which not only takes into account the observation of genes with high membership values, but also handles genes with low membership values with more serious consideration. Our msf-CluFA has three main stages, referred to as the fuzzy c-means clustering stage (msf-CluFA-0), the achieving dominant cluster stage (msf-CluFA-1) and the improving confidence level stage (msf-CluFA-2). In msf-CluFA-0, the enhancement of traditional fuzzy c-means took place as the GO and Saccharomyces Genome Database (SGD: [10] ) functional annotation databases were incorporated into the fuzzy c-means algorithm. Next, there were two filtering stages in which the genes with high membership values were initially filtered into the first stage filtering (msf-CluFA-1). At this stage, genes were assigned into their dominant cluster by filtering based on the membership values and degree of specificity. Concurrently, the genes with low membership values were filtered into the second stage filtering (msf-CluFA-2) with the intention of improving their confidence level and ability to be included in the cluster with confidence. This was done by applying an apriori algorithm [3] to detect the co-occurrences of annotations. From the co-occurrences, the genes were then filtered based on the ranking system. The details of our msf-CluFA are explained in the next section. The difference of ms-CLuFA compared to the method proposed by Bandyopadhyay et al. [4] is that their work used the genetic algorithm in the first stage clustering. Furthermore, a multi-objective genetic clustering together with the nearest neighbour criterion has been used in their second stage clustering.
Materials and methods

Datasets
The yeast gene expression datasets from Eisen et al. [13] and Gasch et al. [19] were used in order to test the new framework of our msf-CluFA. There were 6221 expression profiles corresponding to four experiments on cell cycle, sporulation, temperature shock and diauxic shift processes in the Eisen dataset. On the other hand, in the Gasch dataset, there were 6152 expression profiles gathered over 173 of various experiments tested.
In order to cluster and identify the similarity between our msf-CluFA and the GO, we downloaded the GO slim yeast data and GO terms data from an updated version from September 2005. There were 76 terms in the GO slim data and 19,458 terms in the MySQL GO term data. The SGD compiled in September 2005, Fig. 1 . The flowchart of msf-CluFA. which contained 33,651 genes, was also used to extract the GO terms.
Fuzzy c-means clustering
During the clustering stage (msf-CluFA-0), we employed the fuzzy c-means algorithm. There are four steps in the algorithm. They are: (i) initialisation of cluster number, (ii) initialisation of fuzzy membership, (iii) calculation of centroid and (iv) the fuzzy membership update as illustrated in Fig. 1 . In the first step, we used the 76 terms in the GO slim dataset, GO slim to form 76 clusters, cl j where j ¼ 1; :::; l and l is the number of clusters. For the gene expression dataset GE, each gene in the dataset is represented as g i where g i ∈GE. In order to assign each gene g i to cl j , the term for g i can be mapped to t which is a descendant term of cl j in a GO hierarchy.
Then, in the second step, the initial membership value, mv ðoÞ ij for gene g i is defined by using the following formula: where rs ij is the reliability score for g to be in a cluster cl. For gene g i that is no evidence code, thus the initial membership value of the following equation is used for calculation:
The use of the constant α is to give some variation in the iteration and r is a small constant to denote the level of reliability when g i has no GO annotation evidence code. Both α and r values need to be assigned within the range of0 ≤ α; r o 1 .
Next, the centroid calculation where e i is a vector expression value for gene g i , the fuzzy centroid, FC ðkÞ ¼ ½f c j for k ¼ number of iteration is defined as
where m∈ð1; ∞Þ is the fuzzy parameter.
In the final step, fuzzy membership is updated by 
Then, the optimal cluster is achieved by the compactness and separation (CS) which are determined by the minimum CS value after a pre-defined number of iterations as defined below:
During the iteration, if the current CS value (CS) is less than the minimum CS value (CS n ), then CS n ¼ CS, optimal cluster cl n ¼ cl k and optimal membership mv n ¼ mv k . The steps from Eq. (4) to Eq. (5) are repeated until they reach the pre-defined number of iterations. An illustrated example for the output of this clustering is presented in Fig. 2(a) . We took an example of five clusters which included cluster 17, which consists of 320 genes, cluster 33, which consists of 486 genes, cluster 39, which consists of 813 genes, cluster 43, which consists of 2520 genes and cluster 49, which consists of 1789 genes. For instance, in cluster 17 we looked into a particular gene YDR310C, which holds a 0.089 membership value and gene YAL001C which holds a 0.098 membership value. The gene YDR310C also exists in cluster 33 with the same membership value. The Gene YAL001C exists in cluster 33 with a 0.094 membership value and it also exists in clusters 39, 43 and 49 with the same membership values (0.092).
The output of this stage categorised the results into high membership and low membership values, as shown in Fig. 3 . The genes in the optimal cluster are considered to have high membership values while genes which are located outside of the optimal cluster are considered to have low membership values. During the initial clustering stage, the genes were clustered according to the GO annotation file. Once the genes were assigned to their optimal cluster, there were genes that were left out due to their slightly lower membership values than those in the highly compact clusters. For genes with high membership values, we proceeded with filtering steps in order to assign them into their dominant cluster (msf-CluFA-1). In addition, we also took into consideration the filtering of the genes with low membership values in order to cluster them back into their particular cluster by upgrading their confidence level (msf-CluFA-2).
Achieving a dominant cluster
The process began by grouping the membership values, mv ij , for each cluster, c k , to which the gene belonged in order to compare their membership values, which are calculated by the fuzzy c-means clustering. Next, the genes were analysed based on their membership values. If the gene had only one high membership value among all clusters then the gene would be assigned to a cluster that contains the highest membership values. The gene would be assigned to the dominant cluster when mv n omv ij , mv n ¼mv ij , C n ¼C k . In this component, we left out genes that already appeared in only one cluster, while we processed those genes that appeared in multiple clusters. In cases where a gene has multiple clusters holding it with the highest membership values, the gene would be further filtered using a specificity definition [31] as shown below:
where W i f is calculated from f number of GO terms divided by the total number of genes in cluster i and T i f is calculated from f number of GO terms within the cluster i divided by the total number of genes with f GO terms in all clusters.
A higher value of SC indicates a better degree of specification of gene function in a cluster compared to others. Filtering the genes with SC enabled the assignment of the genes that still existed in multiple functions to their respective dominant cluster. This process is continued until all the genes in all clusters have gone through the filtration. Then, the results for dominant clusters were combined with the results from the next component (msf-CluFA-3), as explained below.
Once the dominant clusters are achieved, the hypergeometric distribution (HD) calculation was performed in order to evaluate the clusters based on the probable number of genes involved in a cluster. An illustrated example for the output of this filtering is demonstrated in Fig. 2(b) . For instance, the gene YDR310C still remained in clusters 17 and 33 after being filtered by the highest membership values. However, once the gene had been filtered by the SC, the gene YDR310C was assigned to cluster 17. Meanwhile, the gene YAL001C was assigned to cluster 17 after being filtered by the highest membership values. Defuzzification gives minor implications to the overall results. Instead of removing genes that do not belong to the dominant cluster, situations in which clusters with a balanced number of genes still exist.
Improving confidence level for low membership values
In this stage, genes below the threshold value (0.05) which are considered as low membership values, g i , in each of the clusters, cl j , were traced and grouped into a list, LM. Then, the GENECODIS [8] that applied the apriori algorithm is used which allows for integrative extraction of frequently co-occurring annotations in a given gene list across the GO terms. The apriori algorithm is the most well-known association rule algorithm which was initially introduced by Agrawal et al. [2] . Given that I ¼ fi 1 ; i 2 ; :::; i n g is a set of literals called items, T is the transaction that contains a set of items such that T D I and D is a database with different transaction records T s . An association rule is an implication of the form of X-Y, where X and Y⊂I are sets of items called itemsets and X∩Y ¼ ϕ. Here, X is called antecedent and Y consequent. Based on the association rule, the apriori algorithm generates sets of elements that frequently co-occur in a database of transactions. Briefly, the GENECODIS procedure begins by determining the set of all single annotations (itemset) that appear in at least x genes (also known as the support threshold) from the list of interest and establishes the frequent b itemsets, where b ¼1. In the second iteration (b¼2), the set of frequent annotations found in the previous step is used to produce a new set of candidates of size 2 (2-itemset) and the database is scanned again to explore each gene and to count on the frequency of each pair of annotations. However, if the set of annotations does not satisfy the minimum support constraint, that is, they do not occur in at least x genes then they are not further considered to generate larger itemsets. The procedure continues until no additional combinations are possible. At the end of this search, all itemsets that contain the collection of annotations that co-occur in at least x genes are obtained. Then, each gene is filtered by comparing its hypergeometric distribution for each concurrent annotation. A gene is assigned to a dominant cluster when it has the lowest value of hypergeometric distribution. Meanwhile, when a gene has already appeared in one cluster and does not have co-occurrence with other annotations, it is directly assigned to the dominant cluster to which it belongs. This process continues until all the genes on the list have been filtered and assigned to their dominant clusters.
Once the process is completed, the results are combined at the achieved dominant cluster stage. Subsequently, the results are evaluated with HD and z-score values in order to check on the biological significance of the clusters. An illustrated example of the output of this filtering is shown in Fig. 2(c) . In Fig. 2(c) , those five clusters consisted of low membership values. The cluster 17 has three genes, cluster 33 has 2 genes, cluster 39 has four genes, cluster 43 has eleven genes and cluster 49 has seven genes with low membership values. After these genes were grouped and the apriori algorithm was applied, the genes with low membership values in cluster 17 did not have an improved confidence level; therefore, cluster 17 remained with 98 genes.
Evaluation measurement
The results from our msf-CluFA were evaluated through several measurements, the compactness and separation [46] , HD, z-score and cluster profile. These evaluations were employed to evaluate the results from the proposed framework and thus reflecting the value of the resulting clusters. The measures were as follows:
(1) Compactness and separation: This measurement is to determine the ratio of the compactness within the cluster to the separation of cluster among other clusters [44, 12, 46] , in which the smallest value of SC denotes the minimum intra-cluster and the maximum inter-cluster (as defined by Eq. (6)). (2) Hypergeometric distribution: This measurement was to determine the probability of the number of genes involved in a cluster. For a given cluster, the probability of HD can be defined as
where a list of gene n, for every gene, i, M is the number of genes annotated with GO term and N is the total number of genes in the genome with GO annotations. This evaluation determines that the closer the HD to 0, the chance of the genes in the cluster to be associated with the GO term is higher. (3) z-score: This measurement was used to check on the mutual information relating to the clustering results and the SGD gene annotation data which is better compared with other classical measures such as the Rand index and Adjusted Rand index [40, 42] . A higher z-score indicates a clustering result that is further from random. The z-score is computed using the ClusterJudge [20] . In particular, the ClusterJudge first determines a set of gene attributes among those provided by the GO that are independent and significant; it then computes the mutual information of the proposed clustering and that of a reference random clustering. Finally it returns the z-score, MI real −MI random =s random , where MI random is the mean of the mutual information score for the random clustering used and MI random is the standard deviation. Given the randomized nature of the test, different runs produce slightly different numerical values. However, the ranking of the method is stable and consistent across different applications of the evaluation tool. For this reason, for each dataset used, we repeated the evaluation of the output for all the different algorithms ten times, reported here as the average z-score. (4) Cluster profile: The cluster profile shows the normalised gene expression values with respect to the time points in its experiment. Table 1 shows a comparison of the msf-CluFA-1 and msf-CluFA-3, Fang's and Eisen's cluster results. It could be observed that 9 genes in the msf-CluFA-1 and msf-CluFA-3 cluster number 72 were matched with the genes in Eisen's cluster number 6, compared with 8 genes in Fang's cluster number 75. Furthermore, there were 51 more genes included in the msf-CluFA-1 and 53 genes in the msf-CluFA-3. As seen in Table 2 , all genes in the msfCluFA-1 and msf-CluFA-3 cluster number 45 matched all 27 genes in Eisen's cluster number 2 compared with 24 genes in Fang's cluster number 335. Moreover, 31 more genes were included in the msf-CluFA-1 and msf-CluFA-3. The comparison of HD also showed that our msf-CluFA-1 and msf-CluFA-3 have the lowest HD among the other two clusters. This proved that the extra genes included in Tables 1 and 2 really belonged to the particular clusters. This is based on Boyle et al. [6] where they stated that the lower the HD value, the more significant the GO term is in its association to the group of genes. In Fig. 4 , the profiles of these clusters are shown. The cluster profiles illustrate the expression pattern that spans a set of conditions (x-axis), while the y-axis holds the expression values varying from negative to positive. From these profiles, one can see that expression profiles for different clusters differ from one another, while expression profiles within a cluster are reasonably similar. These cluster profiles have also been shown in Fang et al. [15] and Eisen et al. [13] to demonstrate the expression pattern for their cluster results.
Results and discussion
Comparison of clustering results annotation
Results from achieving dominant clusters and improving the confidence level of low membership values
One of the objectives of this study was to examine genes with multiple functions in order to put these genes into their dominant cluster. In Fig. 5 , due to space limitations, we present the msfCluFA-0, msf-CluFA-1 and msf-CluFA-3 for 76 clusters in two subfigures. The x-axis represents the number of clusters whereas the y-axis represents the number of genes. There was a significant decrease in the fraction of genes in msf-CluFA-1 and msf-CluFA-3, whereas in the msf-CluFA-0 clusters, the number of genes was significantly higher; this effect was clearer in clusters 0-37 than in clusters 38-75. The results shown in this figure conformed to the gene assignment in which the gene is assigned only to their dominant cluster (in the stage of msf-CluFA-1 and msf-CluFA-3), thus reflecting the decreasing number of genes in the clusters. We also compared HD with the five clusters employed by Fang in his method, which could be associated to our four clusters; GO:0006950 (response to stress), GO:0045333 (cellular respiration), GO:0019725 (cellular homoeostasis) and GO:0006810 (electron transport), as shown in Table 3 . Not surprisingly, lower HD was obtained for our msf-CluFA-3 clusters. A comparison of z-score and YGL187C  YGL191W  YLR395C  YBL099W  YBL099W  YBL099W  YBL099W  YDR298C  YDR298C  YDR298C  YDR298C  YJR121W  YJR121W  YJR121W  YJR121W  YLR038C  YPL078C  YPL078C  YPL078C  YPL078C  YDR377W  YDR377W  YDR377W  YDR377W  YLR295C  YLR295C  YLR295C  YLR295C  YBR039W  YBR039W  YBR039W  YDL004W  YDL004W  YDL004W  YDL004W  YKL016C  YKL016C  YKL016C  YKL016C  YJL166W  YPL271W  YDL130W  YGR008C  YGR008C  YGR008C  YDL066W  YDL066W  YDL078C  YDL078C  YDL181W  YDL181W  YDR074W  YDR074W  YDR298C  YDR298C  YEL011W  YEL011W  YEL011W  YEL011W  YER065C  YER065C  YER177W  YER177W  YFR015C  YFR015C  YGL187C  YGL187C  YGL253W  YGL253W  YGR240C  YGR240C  YGR244C  YGR244C  YHR051W  YHR051W  YJL103C  YJL103C  YJR048W  YJR048W  YKL148C  YKL148C  YKL150W  YKL150W  YKR058W  YKR058W  YLR174W  YLR174W  YLR258W  YLR258W  YLR377C  YLR377C  YLR395C  YLR395C  YML054C  YML054C  YML100W  YML100W  YML120C  YML120C  YMR205C  YMR205C  YMR261C  YMR261C  YMR303C  YMR303C  YNL009W  YNL009W  YNL037C  YNL037C  YNL052W  YNL052W  YNL117W  YNL117W  YOL086C  YOL086C  YOL126C  YOL126C  YOL136C  YOL136C  YOR136W  YOR136W  YOR142W  YOR142W  YOR178C  YOR178C  YOR344C  YOR344C  YPL031C  YPL031C  YPL075W  YPL075W  YPL262W  YPL262W  YPR020W  YPR020W  YPR074C  YPR074C  YPR191W  YPR191W  YAL060W  YAL060W  YBR126C  YBR126C  YCR005C  YCR005C  YER177W  YEL024W processing time for several fuzzy algorithms is presented in Table 4 . The msf-CluFA-0 z-score results performed better when compared to the GOFuzzy [39] , followed by the msf-CluFA-1, msfCluFA-3, FuzzyK [18] , FuzzySOM [33] , biclustering, k-means and hierarchical. Meanwhile, the processing time of GOFuzzy is the shortest compared to msf-CluFA-0, FuzzySOM, msf-CluFA-1, FuzzyK, msf-CluFA-3, k-means, hierarchical and biclustering. By looking the overall time processing, our msf-CluFA still in an acceptable form. We configured GOFuzzy by setting the number of clusters to 76 with a threshold value of 0.05 while the membership cutoff is 0.08 in FuzzyK. On the other hand, for FuzzySOM, we used WEKA [45] by setting the number of clusters to 76 with a fuzzy parameter of 1.2, and the maximum iterations is set at 500. In addition, we configured k-means and hierarchical algorithms by using the default setting of software named CLUSTER [13] . Meanwhile, the implementations used in our experiments for the biclustering algorithm were obtained from Biclustering Analysis Toolbox (BicAT: [5] ). The default setting for the maximum number of iterations for k-means and hierarchical are 100, 100,000, and 20 respectively. We also used the default setting 0.06 for the membership cutoff value for biclustering, which is the same value reported in Barkow et al. [5] which also been used by Tari et al. [39] and gave the optimal biclustering results. Although the z-score value from the msf-CluFA-0 result is significantly better than the msf-CluFA-1 and msf-CluFA-3, the purpose of the algorithm in msf-CluFA-0 and both msf-CluFA-1 and msf-CluFA-3 was different; thus it changes the value of the z-score due to the decrement in the number of genes in the cluster. As presented in Tables 5 and 6 , the confidence level improvement for low membership values was slightly better for each cluster. It has been proven that with the employment of an apriori algorithm, the confidence level of genes with low membership values may be improved and, consequently, genes could be put back into their dominant clusters.
Gene function prediction
In this experiment, the purpose of using the SGD functional annotation database version 2005 was to determine the capability of our method to predict unknown genes. Surprisingly, once we obtain the dominant cluster for the genes, our msf-CluFA-3 successfully predicts the unknown genes. We then compare the predicted results from msf-CluFA-3 with the current SGD functional annotations for the unknown genes. The results for the gene function prediction for the unknown gene functions in their dominant cluster are shown in Table 7 , for the Eisen dataset. From this table, there are 22 genes that were originally unknown; however, we were able to predict these genes and assigned them to their dominant clusters. As observed, there are 13 genes that were not annotated either in their molecular function (1 gene) or cellular component (12 genes), but were assigned as No Biological Data Available (ND). Interestingly, our msf-CluFA-3 managed to assign the function of these genes to our function with the dominant cluster (59.09%), thus enabling us to predict the function of the unknown genes. The YNR034W gene in column number eleven had an 'ND' annotation in its molecular function; however, we were able to predict it as a GO:0016787 (hydrolase activity) annotation function. Hydrolase activity is defined as the catalysis of the hydrolysis of various bonds in which hydrolase is the systematic name for any enzyme of the Enzyme Commission (EC) class 3. The gene YNR034W has a standard name Sol1p, which appears to function in transferring Ribonucleic acid (tRNA) nuclear export [36] . The details and graphical view of proteins that share common domains/motifs with Sol1p are shown in Fig. 6 . The prediction of GO:0016787 (hydrolase activity) for YNR034W was also supported when we conducted further investigation with other genes in the same cluster, thus sharing the same annotation in the current SGD annotation database. For example, in molecular function ontology, gene YMR054W has GO:0046961 (proton-transporting ATPase activity, rotational mechanism), gene YOR011W has GO:0042626 (ATPase activity, coupled to transmembrane movement of substances) and gene YDL126C has GO:0016887 (ATPase activity). These annotations belong to the general GO Slim term which is GO:0016787 (hydrolase activity), YFR004W  YFR004W  YGR048W  YGR048W  YGR048W  YGR048W  YDR427W  YDR427W  YDR427W  YDR427W  YKL145W  YKL145W  YKL145W  YKL145W  YGL048C  YGL048C  YGL048C  YFR050C  YFR050C  YFR050C  YFR050C  YDL097C  YDL097C  YDL097C  YDL097C  YOR259C  YOR259C  YOR259C  YOR259C  YPR108W  YPR108W  YPR108W  YPR108W  YER021W  YER021W  YER021W  YER021W  YGR253C  YGR253C  YGR253C  YGR253C  YGL011C  YGL011C  YGL011C  YGL011C  YMR314W  YMR314W  YMR314W  YMR314W  YGR135W  YGR135W  YGR135W  YGR135W  YER012W  YER012W  YER012W  YER012W  YPR103W  YPR103W  YPR103W  YPR103W  YJL001W  YJL001W  YJL001W  YJL001W  YOR362C  YOR362C  YOR362C  YOR362C  YOR157C  YOR157C  YOR157C  YOR157C  YOL038W  YOL038W  YOL038W  YOL038W  YBL041W  YBL041W  YBL041W  YBL041W  YHR200W  YHR200W  YHR200W  YHR200W  YDR394W  YDR394W  YDR394W  YDR394W  YOR117W  YOR117W  YOR117W  YOR117W  YFR052W  YFR05W  YFR052W  YDL147W  YDL147W  YDL147W  YDL147W  YOR261C  YOR261C  YOR261C  YOR261C  YDL007W  YDL007W  YDL007W  YDL020C  YDL020C  YDL020C  YER094C  YER094C  YER094C  YGL017W  YIL075C  YIL075C  YIL075C  YML092C  YML092C  YML092C  YMR022W  YMR022W  YMR022W  YBL058W  YBL058W  YBR170C  YBR170C  YCL057W  YCL057W  YDL126C  YDL126C  YDL132W  YDL132W  YDR054C  YDR054C  YDR131C  YDR131C  YDR143C  YDR143C  YDR306C  YDR306C  YDR328C  YDR328C  YDR330W  YDR330W  YEL012W  YEL012W  YEL037C  YEL037C  YJL048C  YJL048C  YKL054C  YKL054C  YKL171W  YKL171W  YLR097C  YLR097C  YLR207W  YLR207W  YLR421C  YLR421C  YMR139W  YMR139W  YMR184W  YMR184W  YNL159C  YNL159C  YOL013C  YOL013C  YOL133W  YOL133W  YPL084W  YPL084W which thus proved our prediction. Furthermore, the 12 genes YBR213W, YFR055W, YGL184C, YIL167W, YKL218C, YOR393W, YPL281C, YBL067C, YGL259W, YKR098C, YOR391C and YPL280W were assigned with an 'ND' in cellular component ontology. However, our msf-CluFA was able to predict their cellular component function in which the genes YBR213W, YFR055W, YGL184C, YIL167W, YKL218C, YOR393W and YPL281C were predicted into GO:0016829 (lyase activity) while the genes YBL067C, YGL259W, YKR098C, YOR391C and YPL280W were predicted into GO:0008233 (peptidase activity). The remaining 9 genes were predicted to be similar to the current (December 2009) SGD annotations available at: www.yeast genome.org. The same observation was achieved for the Gasch's dataset in which we were able to predict 156 genes that were originally unknown and successfully assigned to their dominant cluster. From these genes, 110 genes were successfully predicted with our function (70.51%) in which 72 genes were in molecular functions, 23 genes in cellular components and 15 genes in biological processes. However, due to space limitations, we only show 20 genes as provided in Table 8 . For this table, we randomly picked 12 genes from molecular functions and 8 genes from cellular components in which they originally have had 'ND' annotations and we successfully predicted their functions.
Conclusion
In this study, we have observed the yeast gene expression benchmark datasets in obtaining their dominant clusters and upgrading their confidence levels. Although there were genes that have the ability to perform multiple functions, it was better to identify which function was more dominant. We have also paid more attention to genes with low membership values in order to upgrade their confidence levels. The process of achieving dominant clusters begins by filtering the membership values of all genes and calculating the genes' specificity. Meanwhile, the apriori algorithm was used in order to increase the confidence level for genes with low membership values. In our experiment evaluation, through the process in msf-CluFA, we were able to determine the dominant cluster with lower HD and z-score values. Furthermore, we were able to increase the confidence level for genes with low membership values while maintaining the best values of HD and zscore. Our msf-CluFA has also shown promising results in gene function prediction for unknown gene functions. Therefore, it is not an exaggeration to state that the msf-CluFA has the potential to help biologists identify and characterise potentially informative genes of interest for further investigations. In future, this framework may be well extended to include other biological knowledge, for example, biological pathways. This framework can also be applied to living gene disease databases in order to detect the dominant genes that have the capacity to cure disease and thus prevent the outbreak of an epidemic. 0  0  1  51  50  1  0  39  811  803  8  7  2  858  853  5  4  40  243  241  2  0  3  190  188  2  0  41  65  64  1  1  4  129  124  5  0  42  705  694  11  1  5  78  77  1  1  43  2520  2503  17  13  6  434  425  9  0  44  239  212  27  25  7  200  200  0  0  45  195  192  3  1  8  135  131  4  0  46  568  565  3  2  9  112  105  7  6  47  219  191  28  25  10  19  19  0  0  48  151  149  2  1  11  62  56  6  6  49  1784  1777  7  5  12  450  399  51  46  50  207  207  0  0  13  478  312  166  95  51  289  286  3  3  14  177  176  1  1  52  113  111  2  0  15  423  421  2  0  53  335  328  7  6  16  54  54  0  0  54  153  148  5  5  17  317  316  1  0  55  249  247  2  2  18  29  28  1  0  56  248  246  2  0  19  77  77  0  0  57  45  44  1  1  20  147  142  5  5  58  97  94  3  3  21  82  76  6  6  59  120  119  1  1  22  297  288  9  5  60  93  93  0  0  23  56  53  3  3  61  229  228  1  0  24  449  444  5  4  62  326  191  137  127 47 total interaction(s) for 42 unique genes/features.
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