In this paper, we consider to apply a primal-dual proximal point algorithm to the multicommodity network flow problem. A remarkable feature of the algorithm consists in how to find an approximate saddle point of the augmented Lagrangian of the problem. In particular, at each iteration, an approximate solution of the subproblem always satisfies the flow conservation equations for all commodities. This property often turns to be very useful in practical applications. We show some results of numerical experiments and examine the effectiveness of the proposed algorithm.
Introduction
The multicommodity network flow problem is an important class of network optimization problems, in which arcs are shared by several commodities and the flow of each commodity must be conserved at every node. Applications can be found in such diverse areas as data communication systems, transportation systems of crops, goods or vehicles and production lines of resources and products.
Let C = (N, A) be a directed graph, where N = {I, 2, ... ,m} is the node set and A = {I, 2, ... ,n} is the arc set. We consider a multicommodity network flow problem on C having K distinct commodities. To formulate the problem, we introduce some notations: Xkj E R: the flow of commodity k on arc j, Xk = (Xkl' Xk2, ... ,xkllf E Rn: the vector of flows of commodity k, (1.2) Constraints (1.1) are the flow conservation equations for individual commodities, whereas (1.2) is a coupling constraint that links together the flows of all commodities. In particular, the latter constraint hampers straightforward decomposition of problem P into single commodity subproblems. Note that problem P explicitly contains equality constraints only. Inequality constraints such as arc capacity constraints may be regarded as a part of the cost functions 1k and g, as
shown by the following two important examples of multicommodity network flow problems.
In these examples, we assume that the functions 1k and 9 are separable, i.e., (
1.4)
j=l When the cost functions are separable, the algorithm proposed in this paper is particularly effective, as will be shown in Section 3. Example 1 (Linear multicoIllIllodity network flow problem [1, 2, 15] 
In this problem, Ckj is the capacity for the flow of commodity k on arc j, while d j is the capacity for the total flow on arc j. Example 2 (Traffic assignment problem [6, 18] ): Let
hj In this problem, it is often assumed that Ckj := +00 for all k and j, in which case the Kuhn-'IUcker conditions for the problem represent the well-known user optimal principle in a congested traffic network [6] . Various methods have been proposed to solve nonlinear multiconullodity network flow problems, including the traffic assignment problem. For example, linear approximation methods [4, 5] , the Frank-Wolfe method [7, 18] and gradient projection methods [3] belong to the class of algorithms that take advantage of the network structure. In addition, dual approaches have also been studied extensively in conjunction with various optimization techniques, e.g., a subgradient method [8] , descent methods [9, 11] and relaxation methods [19, 24] . Note that all of the above mentioned methods except [11] deal with the Lagrangian dual problem obtained by relaxing both the coupling constraints and the flow conservation equations, while the method of [11] utilizes the Lagrangian dual problem obtained by relaxing the coupling constraints only.
The purpose of this paper is to present a primal-dual proximal point algorithm for the convex multicommodity network flow problem P. The proximal point algorithm and its variants have been studied extensively [13, 21, 23, 25] . In particular, the algorithm proposed in this paper is closely related to the one presented by the authors in [13] , which is tailored to the linearly constrained convex programming problem. The method of [13] uses the ordinary Lagrangian dual problem obtained by relaxing all linear constraints, while the method of this paper deals with the Lagrangian function formed by relaxing the coupling constraints (1.2) only. Note that the dual optimality is attained when the primal feasibility is satisfied, i.e., the relaxed constraints of the primal problem are satisfied. In practice, however, we cannot proceed the iteration of the algorithm infinitely, so that an obtained solution usually satisfies the feasibility conditions only approximately. Nevertheless, such an approximate solution still satisfies the flow conservation equations (1.1) for all commodities, because they are not relaxed when forming the Lagrangian function. This property often turns out to be very useful in such practical applications as telecommunication networks and road traffic networks, where the flow conservation equations (1.1) are hard constra.ints while the coupling constraints (1.2) are soft constraints imposed to take into account the congestion effect.
In Section 2, we present the primal-dual proximal point algorithm based on [13] and discuss its convergence property. The convergence results do not depend on the separability of the objective function of problem P. In Section 3, we apply the algorithm to the separable problem and specify the details of the algorithm. In Section 4, we report some results of numerical experiments. Finally we make concluding remarks in Section 5. 
Primal-Dual Proximal Point Algorithm
where (', -) denotes the inner product. Now we may define the dual of problem P as follows:
where the dual objective function ' ljJ is given by
For (x, y) to solve P and p to solve D, it is necessary and sufficient that the following Kuhn-Thcker conditions hold: [13] , i.e.,
In the proposed algorithm, we adopt the latter strategy to find an approximate saddle point of L(p). The difference between the two strategies will be clarified in the following.
In order to exa.mine (2.5) more closely, we define
and Applying the results in [13, 21] 
{(x(!'),y(I'),p(!'»)} is bounded and converges to (x,y,p), where (x,y) and p are the unique optimal solutions for P and D, respectively. Moreover, there exists an integer p, such that l(x{!'+1),y(!'+1),p(!'+l») -(x,y,p)1 ::; e(!')I(x(!'),yU'),p(!'») -(x,y,p)l,
for all k = 1,2, ... , K, and
for all j = 1,2, ... , n.
In (3.3), the computation of Xk(p) reduces to solving a single commodity network flow problem with a strongly convex separable cost function, for which a variety of methods are available to solve such problems [12, 16, 22] . In (3.4), the computation of Yj(Pj) becomes a univariate minimization problem with a strongly convex objective function. The minimizer Yj(Pj) may often be expressed in a closed form, or it can at least be computed accurately enough by using an appropriate one-dimensional optimization technique such as the golden section method and Newton method.
Recall that the maximization in (2.9) is a differentiable unconstrained optimization problem whose objective function 'ljJ(/L)(p) and its gradient "il'ljJ(/L)(p) can be computed using :r(p) and y(p), which are obtained by (3.3) and (3.4), respectively. Since the minimization problems in (3.3) and (3.4) are in general solved iteratively, the proposed algorithm may have a triple-loop structure. Namely, the outmost loop is the iteration of the primal-dual proximal point algorithm, the middle one is the iteration of maximizing 'ljJ(/L) to compute p(/L+11 by (2.9), and the inmost one is the iteration to compute x(p) and y(p).
Numerical experiments
In this section, we present some numerical results with the proximal point algorithm that uses the criterion (2.13) for approximate solution of sub problem (2.9). In particular, we examine how the performance of the algorithm is affected by varying parameter values. All codes were written in FORTRAN 77 and run in double precision on a FACOM M1800.
Test problems
All test problems are multicommodity network flow problems with separable costs: minimize subject to
where the components of bl.; are integers randomly generated from the interval [1, 10] and the functions hj and 9j are respectively defined by for k = 1,2, ... , K, j = 1,2, ... , n, and for j = 1, 2, ... , n, where akj, qkj and Ckj are integers randomly generated from the intervals [1, a] , [1, a] and [1, 10] ' respectively, and a is a positive integer. We shall denote this problem by P( m, n, K, a). Note that a represents the condition of the problem, i.e., the larger the value of parameter a is, the worse the condition of the problem.
Solution of subproblems
Computing p UL +1) by (2.9) amounts to maximizing the continuously differentiable concave function 1jJ (Il) approximately. To solve this unconstrained optimization problem, we used a quasi-Newton (BFGS) method coded by Fukushima [14, (p),y(p) ), which is the exact minimizer of the right-hand side of (2.6) . (See (2.7) and (2.8) .) Since the cost functions are separable in our test problems, (xl.;(p),Yj(p)) can be computed by (3.3) and (3.4) separately for k = 1,2, ... , K and j = 1,2, ... , n. In particular, (3.3) is a single commodity network flow problem with separable costs. To solve this problem, we used the method developed by the authors in [12] .
Determination of parameters
The algorithm contains two parameters , (11) and b(Il), which we call the proximal and tolerance parameters, respectively.
For the proximal parameters ,(11), we tested two strategies: one is to set ''1(1') to be a constant t > 0 for all J..L and the other is to update ,(Ill adaptively by
with an initial value ,(0) > O.
Next, we consider the tolerance parameters b(Il). Theoretically, b(ll) has to tend to 0 as J..L ---> 00 by the condition (2.14). But it is usually impractical to use too small a value of b(Il), because then the criterion (2.13) becomes very severe and hence a lot of CPU time is required to attain (2.13 ). Here we simply set b(ll) = 10-1 for all J..L.
Results
We summarize the results of our numerical experiments in three tables. The data in each table are the average of four different test problems randomly generated.
First, we examined the performance of the algorithm for various values of the proximal and tolerance parameters. Tables 1 and 2 respectively contain the results for test problems P(100, 500, K, 10 2 ) and P(100, 1000, K, 10 2 ) with K = 4,6,8, where
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. We examined the following four rules of controlling the proximal parameters ,(1'):
(a) Tables 1 and 2 indicate that it is effective to control the value of ,(It) using the rule (d). This phenomenon is common to other proximal-type algorithms [10, 13] . Furthermore, it may be worth mentioning that #it and #qn do not significantly depend on the number of commodities. We then examined how the conditioning of the problem effects the behavior of the algorithm. We solved two sets of problems P(100, 500, 4, a) and P(100, 1000,4, a), where a = 10\ 10 2 , 10 3 , 10 4 • Table 3 shows the results, where the parameters in the algorithm are determined by (,(0),,8,7,8(1'») = (1,1.5,100,10-1 ). We find that problems with larger a tend to require more iterations and CPU time. This indicates that the performance of the algorithm is substantially affected by the conditioning of the problems.
Concluding Remarks
In the paper, we have applied the primal-dual proximal point algorithm of [13] to the multicommodity network flow problem P. The essence of this algorithm consists in how to find an a})proximate saddle point of L(IL) defined by (2.3). As mentioned in Section 2, however, there is another implementation (2.4) for this computation, in which the order of max and min operations is reversed. In the following, we consider the possibility of applying the latter method, which is studied in [21] Unfortunately, this function is not separable with respect to x and y, and hence the minimization (5.2) of <p(!') cannot be decomposed into smaller problems involving each individual variable Xk or y only. This could be a drawback when applied to problems with many commodities.
