Abstract. In partial action theory, a pertinent question is whenever given a partial (co)action of a Hopf algebra A on an algebra R, it is possible to construct an enveloping (co)action. The authors Alves and Batista, in [2] , have shown that this is always possible if R has unit. We are interested in investigating the situation where both algebras A and R are nonunitary. A nonunitary natural extension for the concept of Hopf algebras was proposed by Van Daele, in [11] , which is called multiplier Hopf algebra. Therefore, we will consider partial (co)actions of multipliers Hopf algebras on algebras not necessarily unitary and we will present globalization theorems for these structures. Moreover, Dockuchaev, Del Rio and Simón, in [5] , have shown when group partial actions on nonunitary algebras are globalizable. Based in [5], we will establish a bijection between group partial actions on an algebra R not necessarily unitary and partial actions of a multiplier Hopf algebra on the algebra R.
introduction
Natural examples of partial actions can be easily obtained by restriction of global actions to subsets not necessarily invariant by such actions. On the other hand, to investigate the existence of an enveloping action for a determined partial action means to find out under what conditions such a partial action can be obtained, less than an equivalence, as restriction of a global one.
The first theorem in the algebraic context about the existence of enveloping actions is due to R. Exel and M. Dokuchaev, in [6] , for partial group actions on algebras. Later, M. Alves and E. Batista extended these ideas to the context of partial actions of Hopf algebras, in [1] and [2] . Precisely, for a partial action of a Hopf algebra A on a unital algebra L, E. Batista and M. Muniz have shown, in [1] , that there is a global action on an algebra R which contains L as an ideal such that the partial action of A on L is induced by the global action of A on R. In this same work, the question of the uniqueness of enveloping actions was also investigated.
In [2] , E. Batista and M. Muniz also have presented the dual version of the globalization theorem, as shown in [1] , that is, they showed that every partial coaction of a Hopf algebra admits an enveloping coaction. We emphasize that for such constructions the existence of the identity element for such structures is essential.
This fact is our main motivation to investigate what, concerning to globalization, occurs in the case nonunital. To do this we need a structure that generalizes to this case the notion of Hopf algebras. This notion, in the algebraic context, was introduced by A. Van Daele in [11] .
Recalling, an algebra A over a field k is endowed with a nondegenerate product when it has the property that a = 0 if ab = 0 for all b ∈ A and b = 0 if ab = 0 for all a ∈ A. We will denote the multiplier algebra of A by M (A) which is the usual k-vector space of all the ordered pairs (U, V ) of linear maps on A such that U (a)b = aV (b), for all a, b ∈ A. It follows immediatly that U (ab) = U (a)b and V (ab) = aV (b), for all a, b ∈ A. The product is given by the rule (U, V )(
. Such an algebra is associative and unital with identity element given by the pair 1 = (ı, ı) where ı denotes the identity map of A. Moreover, there exists a canonical algebra monomorphism  : A → M (A) given by a → (U a , V a ), where U a (resp., V a ) denotes the left (resp., right) multiplication by a, for all a ∈ A. Furthermore, if A is unital then  is an isomorphism.
Let A be an algebra over a field k with a nondegenerate product. A comultiplication is an algebra homomorphism ∆ : A −→ M (A ⊗ A) satisfying the following conditions ∆(a)(1 ⊗ b) ∈ A ⊗ A and (a ⊗ 1)∆(b) ∈ A ⊗ A and the co-associativity property (a ⊗ 1 ⊗ 1)((∆ ⊗ ı)(∆(b)(1 ⊗ c))) = ((ı ⊗ ∆)((a ⊗ 1)∆(b)))(1 ⊗ 1 ⊗ c), for all a, b,c in A.
A pair (A, ∆) is called a multiplier Hopf algebra if ∆ is a comultiplication and the linear maps It is easy to check that any Hopf algebra is a multiplier Hopf algebra. Conversely, if (A, ∆) is a multiplier Hopf algebra and A is unital, thus A is a Hopf algebra. This shows that the notion of a multiplier Hopf algebra is a natural extension of a Hopf algebra for nonunital algebras.
Analogously to the Hopf case, we have the existence of unique linear maps called counit and antipode for multiplier Hopf algebras. The counit is an algebra homomorphism ε : A −→ k such that (ε ⊗ ı)(∆(a)(1 ⊗ b)) = ab and (ı ⊗ ε)((a ⊗ 1)∆(b)) = ab and the antipode is an algebra anti-homomorphism S : A −→ M (A) such that m(S ⊗ ı)(∆(a)(1 ⊗ b)) = ε(a)b and m(ı ⊗ S)((a ⊗ 1)∆(b)) = ε(b)a, for all a, b in A.
The concept of multiplier Hopf algebras was motivated by the algebra A G with pointwise product of the complex functions with finite support on any group G, i. e., functions that assume nonzero values for a finite set of elements of G. The multiplier algebra M (A G ) consists of all complex functions on G. Furthermore, A G ⊗ A G can be identified with the complex functions with finite support from G × G to C. In this case, A G is a multiplier Hopf algebra with comultiplication given by ∆(f )(p, q) = f (pq). Besides that, the counit is given by ε(f ) = f (1 G ) and the antipode by (S(f ))(p) = f (p −1 ), for all f ∈ A G and p, q ∈ G.
In the classic theory we know that the dual Hopf algebra is also a Hopf algebra if its dimension is finite. In the context of regular multiplier Hopf algebras, A. Van Dale has introduced, in [12] , a linear dual structure defined bŷ A = {ϕ( a); a ∈ A, and ϕ is a given left integral}, which is also a regular multiplier Hopf algebra for any dimension considered.
An important property is the existence of bilateral local units for a multiplier Hopf algebra (A, ∆). This means that, for any considered finite set of elements a 1 , . . . , a n of A there exists an element e ∈ A such that ea i = a i = a i e, for all 1 ≤ i ≤ n. Such a fact is used to justify that A 2 = A, which allowed to show in [11] that the comultiplication ∆ is a nondegenerate algebra homomorphism (cf. [11, Appendix] ). This property also allows anyone to use the Sweedler's notation in this context (see [7] and [13] ).
In [7] and [15] , A. Van Daele, introduced the notion of module algebra and its dual concept, called comodule algebra, for a multiplier Hopf algebra (A, ∆), acting on an algebra R with a nondegenerate product. We call R a left A-module algebra if there exists a surjective linear map from A ⊗ R onto R denoted by ⊲(a ⊗ x) = a ⊲ x and satisfying a ⊲ (b ⊲ x) = ab ⊲ x and a ⊲ xy = (a 1 ⊲ x)(a 2 ⊲ y). This notion is usual in the classic Hopf context, however we need to be careful with respect to the last identity since ∆(a) does not lie in A ⊗ A, but in M (A ⊗ A). The Sweedler notation has sense because we can write y = e ⊲ y, for some e ∈ A then
where µ R denote the product from R ⊗ R to R.
Dually, if there exists an injective algebra homomorphism ρ :
then we call R a right A-comodule algebra.
In this paper, we have as objective to extend both of the theorems of existence of enveloping actions and enveloping coactions , also called globalization theorems, to the context of partial (co)actions of multiplier Hopf algebras on algebras. In addition, the uniqueness of the enveloping actions will be also investigated.
We will work in Section 2 with the algebra Hom(A, R) = {f : A → R ; f is linear} in the context of multiplier Hopf algebras. We recall that, in the case of Hopf algebras, this structure is fundamental for the development of several concepts. The first one, and the most basic, is when we consider R = k and A a coalgebra. Thus, we construct a dual structure for A, denoted by Hom(A, k) = A * , which will always be an algebra with the convolution product (f g)(a) = (f ⊗ g)∆(a).
In addition, considering A a bialgebra, Hom(A, A) is essential for the definition of the antipode S as the convolutive inverse of the identity map in Hom(A, A). When A is a Hopf algebra, we also have that the algebra Hom(A, R) is a fundamental tool for the construction of a globalization for a partial A-module algebra R, as presented in [1] by E. Batista and M. Muniz.
The theory of partial (co)actions of multiplier Hopf algebras on not necessarily unital algebras was developed in [10] , generalizing the theory constructed by S. Caenepeel and K. Jassen in [3] , and also the theory developed by A. Van Daele in [7] . From these concepts, in section 3 we will introduce the notion of globalization for a partial module algebra extending the theory proposed in [1] by E. Batista and M. Muniz. Besides that, considering R a left s-unital algebra, that is, for every x ∈ R, x = Rx, we establish an one-to-one correspondence between globalizable partial actions of any group G on R and partial actions of the dual algebraÂ G on R.
In section 4, we will define a globalization for partial coaction of a multiplier Hopf algebra on algebras, which embrace the concept shown in [2] . In addition, under certain conditions we will show that there is an enveloping coaction.
Throughout this paper, vector spaces and algebras will be all considered over a fixed field k. The symbol ⊗ will always mean ⊗ k . The pair (A, ∆) (or simply A) will always denote a multiplier Hopf algebra and R an algebra with a nondegenerate product, unless others conditions are required.
An Algebra in Hom(A, R)
Considering A a multiplier Hopf algebra and R an algebra with a nondegenerate product, we know that there not exists a natural algebra structure in Hom(A, R) given by the product convolution
where µ R denotes the product of R. This occurs because the right side of the equality (1) does not always make sense, since there is no guarantee that ∆(a) will be covered. In this case, the idea is consider a subspace of Hom(A, R) on which we can induce an algebra structure similar to (1) but that makes sense. For such a purpose we define the vector subspace
Since A has bilateral local units, any linear combination of elements f i ( a i ) can be written as f ( e), for some f ∈ Hom(A, R) and e ∈ A. In fact, given f = n i f i ( a i ) ∈ Hom(A, R), and, e ∈ A such that ea i = a i = a i e, for each i ∈ {1, ..., n}, we have for all
Theorem 2.1. Under these conditions, Hom r (A, R) is an algebra with product given by,
for all a ∈ A and f, g ∈ Hom r (A, R).
Proof. We start verifying that the product is well defined. Then, we consider f ( a), g( b) ∈ Hom r (A, R) and we write a
for all a ∈ A and for each i ∈ {1, ..., n}, then,
Indeed, for all c ∈ A,
and, thereby f ( a)g( b) ∈ Hom r (A, R). In this way, using the Sweedler notation, we can rewrite the product
, because we are dealing with the case that A it is not necessarily regular.
Our next step is to show the associativity of Hom r (A, R). To make this, let
Analogously, we define the algebra Hom l (A, R) = { i f i (a i ); a i ∈ A, f i ∈ Hom(A, R)} and we denote by * r the product in the algebra Hom r (A, R) and by * l the product in Hom l (A, R). We notice that Hom r (A, R) and Hom l (A, R) are not necessarily unital, because the map f ( b)(a) = ε(ab)1 R = f (b )(a), where ε(b) = 1 k , a ∈ A and f ∈ Hom(A, R), is the natural identity for such algebras. However, it is not possible define this map, in the case that R has no unit. Thus, we can see that Hom r (A, M (R)) and Hom l (A, M (R)) are unital algebras when R has just a nondegenerated product.
The next result give us a family of examples of module algebras that are important for the development of the theory presented in this work. 
and f ( c) = e ⊲ f ( c), where e ∈ A such that ec = c.
Besides that, if we consider a ∈ A, f ( b), g( c) ∈ Hom r (A, R) and write
Inspired by the classic theory of Hopf algebras and by the articles [11] and [9] , we present another application for the algebra Hom r (A, R), precisely, we relate the antipode S as a convolutive inverse of an element in Hom(A, A). Therefore, we will consider A a regular multiplier Hopf algebra, thus, S : A −→ A, what give us motivation to introduce the following definition. Definition 2.3. Let f, g ∈ Hom(A, A). We say that f is a convolutive inverse of g, if, for each a ∈ A, there exists b ∈ A such that S(b)a = a = aS(b) and the following items are satisfied:
It is necessary to observe that the existence of this element b ∈ A is natural because we are dealing with a multiplier Hopf algebra, so, there are bilateral local units, and by regularity this implies that the antipode S is bijective. In this way, we have the following result.
Proposition 2.4. Let A be a regular multiplier Hopf algebra. If the linear map S ∈ Hom(A, A) is the antipode of A, then, S is a convolutive inverse of the identity map of A, denoted by ı.
Thus, S is a convolutive inverse of the map ı. Proposition 2.5. Let A be a regular multiplier Hopf algebra, S ∈ Hom(A, A) an anti-homomorphism and a convolutive inverse of the identity map ı. If for every a ∈ A, the bilateral local unit in Definition 2.3 is central in A, then S is the antipode of A.
Proof. We will show that m(S ⊗ ı)(∆(c)(1 ⊗ a)) = ε(c)a, for all a, c ∈ A. Indeed, for each a ∈ A, we have by hypothesis
for all c ∈ A and, similarly, m(ı⊗S)((a⊗1)∆(c)) = ε(c)a, for all a, c ∈ A. Therefore, the map S is the antipode of the algebra A.
Globalization for Partial Module Algebra
Our goal in this section is to generalize the enveloping action theory presented in [1] and [2] to the multiplier Hopf algebra context. We will always deal with left partial actions because right partial actions are defined in a similar way.
3.1. Partial Action of Multiplier Hopf Algebras. We will present the definition of partial action and its properties in the context of multiplier Hopf algebra.
Definition 3.1.
[10] We call R a partial A-module algebra if there exists a linear map · : A ⊗ R −→ R such that the following conditions hold for all a, b ∈ A and x, y ∈ R,
action. Under these conditions, the map · is called a partial action of A on R, and we say that it is symmetric if the following additional conditions also hold:
Remark 3.2. We observe that if A and R are unital algebras, then the conditions above are equivalent to
It is immediate to check that if R is a partial A-module algebra, then, R is an A-module algebra if and only if e(a) = ε(a)1 M(R) , for all a ∈ A. Proposition 3.3.
[10] Assume that R is an A-module algebra via a global action ⊲ and let L ⊂ R be a right and unital ideal of R with identity element 1 L . Then L is a symmetric partial A-module algebra via
for all a ∈ A and x ∈ L.
The following example illustrates the previous proposition.
Example 3.4.
[10] Let A G be the algebra of the functions from G to k with finite support with basis over k {δ p } p∈G , where δ p (g) = δ p,g (the Kroneker symbol), for all g ∈ G, and R the group algebra kG. Suppose that R is an A G -module algebra via the action δ p ⊲ h = δ p (h)h, for all p, h ∈ G. Consider a finite and normal subgroup N = 1 G of G, with order |N | not divisible by the characteristic of k, and
otherwise.
At first, the Proposition 3.3 seems to generate only partial actions that are not global, however, the following example presents a case in which this does not occur. 
However, in this case, e(a) = ε(a)θ( δ e ), for any a ∈ A G , what means that the action is global.
3.2. Induced Partial Module Algebra. Based on the construction of induced partial action via projections given by F. Castro and G. Quadros in [4] , we will make the analogue for partial module algebras in the context of multiplier Hopf algebras in order to construct a globalization for these structures.
Besides that, if π is multiplicative, we say that π is an algebra projection. Definition 3.7. Let R be a left A-module algebra via ⊲, L be a subalgebra of R and π : R −→ R be an algebra projection over L. We say that the map π is an A-projection if
for all x, y ∈ L and a, b ∈ A. Besides that, we say that π is a symmetric A-projection if also satisfies
for all x, y ∈ L and a, b ∈ A.
Example 3.8. Let R be a left A-module algebra via ⊲, L be the subalgebra of R generated by a central idempotent f ∈ R. The map
The next result tells us that it is possible to construct a partial action from a global one via A-projections.
and, analogously, a · ((b · x)y) = (a 1 b · x)(a 2 · y). Thus, the items (i) and (v) of Definition 3.1 are verified. In this way,
Therefore, we define e : A −→ M (L) as follows:
From this, it follows that e(a) = (e(a), e(a)) ∈ M (L), for all a ∈ A and also that the action is nondegenerated. For the item (iii), given a 1 , ..., a n ∈ A, x 1 , ..., x m ∈ L, we choose b ∈ A such that x j = b ⊲ x j and a i b = a i = ba i . Thus,
We observe that the items (ii), (vi) e (vii) of Definition 3.1 are satisfied immediately from the definition of the multiplier e(a) and from the equality A · L = L. Then, L is a symmetric partial A-module algebra.
It is necessary call attention for the fact that the Proposition 3.9 generalizes the Proposition 3.3.
3.3. Globalization for Partial Module Algebras. In this part of the work we present under which conditions we obtain an enveloping action for a partial action of a multiplier Hopf algebra on any algebra. We begin with the notion of enveloping action in the context of Hopf algebras. (i) R is an A-module algebra;
(ii) The map θ : L −→ R is an algebra monomorphism; (iii) The subalgebra θ(L) is a right ideal of R; (iv) The partial action over L is equivalent to the induced partial action over
Extending this notion to the multiplier Hopf algebra context, we present the following definition.
Definition 3.11. Let L be a partial A-module algebra. An enveloping action, or globalization, of L is a triple (R, θ, π) that satisfies the following conditions:
(i) R is an A-module algebra;
(ii) The map θ : L −→ R is an algebra monomorphism; (iii) The subalgebra θ(L) is a right ideal of R; (iv) The map π : R −→ R is a symmetric A-projection over θ(L) such that the partial action of L is equivalent (via θ) to the induced partial action over
Here we present some results and observations for the construction of globalization for partial module algebras. Definition 3.12. We say that a partial A-module algebra L is quasi unitary if, given a finite set of elements
Example 3.13. Let R be an algebra with nondegenerated product, A G be the algebra of the functions with finite support from G to k defined by Example 3.4 and N a finite subgroup of G such that char(k) ∤ |N |. We define the linear map
0, otherwise.
Then, R is a quasi unitary symmetric partial A G -module algebra. It is enough
Example 3.14. Every induced partial action via A-projection is quasi unitary. Indeed, let R be a left A-module algebra via ⊲, L be a subalgebra of R and a · x = π(a ⊲ x), a ∈ A and x ∈ L, the induced partial action via an A-projection π. Given x 1 , ..., x n ∈ L, we consider b ∈ A such that b ⊲ x i = x i , for all 1 ≤ i ≤ n. Thus, we have
Therefore, the induced partial action is quasi unitary.
Lemma 3.15. Let L be a quasi unitary partial A-module algebra and the linear map
where b is given by Definition 3.12 and f x (a) = a · x, a ∈ A. Then, we have: · y) ), for all a ∈ A and x, y ∈ L, where the action of A on Hom r (A, L) was defined in Lemma 2.2.
Proof. (i) Notice that ϕ is well defined. Indeed, given x, y ∈ L such that x = b · x, y = c · y and x = y. Thus,
for all a ∈ A, i.e., ϕ(x) = ϕ(y). It is easy to see that
Now, we take b ∈ A for the set {x, y, xy}. Then,
for all a ∈ A. What means that ϕ is an algebra homomorphism. Besides that, if x ∈ L is such that ϕ(x) = 0, we obtain 0 = ϕ(x)(a) = ϕ(b·x)(a) = ab · x, for every a ∈ A. In particular, if a ∈ A is such that ab = b, we have that x = 0. This is, ϕ injective.
(ii) Let b ∈ A for the set {x, y, y(a · x)}. Thus,
for all c ∈ A. Therefore, ϕ(y)(a ⊲ ϕ(x)) = ϕ(y(a · x)), x, y ∈ L, a ∈ A.
Lemma 3.16. Let R be any A-module algebra, a, b ∈ A and x, y ∈ R. Then,
Proof. It follows directly from the definition of (global) module algebra. 
(ii) We observe that ϕ(L) ⊆ R, because, given x ∈ L, take b ∈ A such that b · x = x and eb = b. Thus,
And, by Lemma 3.15, we obtain that ϕ(L) is a right ideal of R. 
is an A-projection over ϕ(L).
Thus, π ′ is an algebra homomorphism.
• π ′ is an A-projection.
for all a, c ∈ A, x, y ∈ L, and, b ∈ A such that b · x = x and cb · x = c · x. Therefore, π ′ is an A-projection over ϕ(L).
Lemma 3.19. Under these conditions, the following affirmatives are equivalent:
for all a ∈ A, x, y ∈ L and b ∈ A such that b · x = x and ab · x = a · x.
(ii)⇒ (i) It is immediate because we know from Lemma 3.17 (ii) that ϕ(L) is a right ideal.
(iii)⇒ (ii) Take b ∈ A for the set {x, y, (a · x)y}. Then,
for all a, c ∈ A, x, y ∈ L and, b ∈ A for the set {x, y, (a · x)y}. Proof. Notice that, if we use the Lemmas 2.2, 3.15 and 3.17, it is enough verify the item (iv) of Definition 3.11.
In Lemma 3.18 we have shown the existence of an A-projection π ′ over ϕ(L) such that π ′ (f ( a)) = ϕ(f (a)), for every f ( a) ∈ Hom r (A, L). Let us check the symmetry property for π ′ .
for all a, c ∈ A, x, y ∈ L. Now, to show that the partial action over L is equivalent (via ϕ) to the induced partial action on
The Globalization Theorem gives us the construction of an enveloping action, which we will call the standard enveloping action (R, ϕ, π) of L.
Next, we will show that under certain conditions two enveloping actions are isomorphic, following the same ideas of E. Batista and M. Muniz. To do so, the next result will be crucial.
Lemma 3.21. Let (R, θ, π) be another enveloping action of L. Then, for all a ∈ A, x, y ∈ L, θ(x)(a ⊲ θ(y)) = θ(x(a · y)).
Proof. It follows from Definition 3.11 that
for all a ∈ A, x, y ∈ L.
Proposition 3.22. Let (R, θ, π) be another enveloping action of L. Then, the map
is an epimorphism of A-module algebras.
Proof. The map Φ is well defined. Indeed, let x ∈ R such that x = i a i ⊲θ(x i ) = 0, we will show that Φ(x) = 0. Initially, we notice that, for all a ∈ A,
i.e., i aa i · x i = 0, because θ is a monomorphism. 
Thus, if we consider
then, Φ is an epimorphism of A-module algebras. 
Proof. It is enough to show the result for
Since ϕ is a monomorphismo, it follows that i (a i ⊲ ϕ(
Theorem 3.25. Any two minimal enveloping actions are isomorphic as A-module algebras.
Proof. We Consider (R, θ, π) a minimal enveloping action and Φ given by Lemma 3.22. Let
In particular, we can take c ∈ A such that ca i = a i , so, 0 = θ( i a i · x i ) = π( i a i ⊲ θ(x i )). From the minimality of R, it follows that x = i a i ⊲ θ(x i ) = 0, what means that Φ is injective. Therefore, by Lemma 3.22, we obtain that Φ is an isomorphism of A-module algebras. . In this case, we define π ′ (f ) = ϕ(f (1 A )) and, it follows that
, for all a ∈ A and x ∈ L. This means that Definitions 3.11 and 3.10 coincide, and more, we obtain a generalization of the standard enveloping action, constructed in [1] , for the case that A is a Hopf algebra and R an algebra with identity.
3.4.
Globalization for Partial Group Actions. In this section we aim to establish an one-to-one correspondence between globalizable partial actions of groups on nonunital algebras R and symmetric partial actions of a multiplier Hopf algebra dual on R. We will start mentioning some definitions about partial group actions introduced in [6] .
Definition 3.27. Let G be a group with identity element 1 G and let R be a ring. A partial action α of G on R is a collection of (bilateral) ideals R g ⊆ R and ring isomorphisms α g : R g −1 −→ R g such that:
(i) R 1G = R and α 1G is the identity map of R;
. The conditions (ii) and (iii) mean that the isomorphism α gh is an extension of the isomorphism α g • α h . Moreover, it is easily see that (ii) can be replaced by a stronger looking condition:
Definition 3.28. An action β of a group G on a ring S is said to be a globalization (or an enveloping action) for the partial action α of G on a ring R if there exists a monomorphism ϕ : R −→ S such that:
Besides that the globalization (β, S) of a partial action (α, R) is called unique if for any other globalization (β ′ , S ′ ) of (α, R) there exists an isomorphism of rings
The next result extends the globalization theorem obtained in [6] for partial actions on rings with unit. (i) R g is a left s-unital ring for every g ∈ G;
(ii) For each g ∈ G and x ∈ R there exists a multiplier γ g (x) ∈ M (R) such that Rγ g (x) ⊆ R g and γ g (x), restricted to R g as a right multiplier, is α g −1 V x α g . Moreover, if a globalization exists, it is unique, and the ring under the global action is left s-unital.
Let R be an s-unital algebra with nondegenarate product, G an any group and
Theorem 3.30. If α is a globalizable partial action of G on R such that:
(1) R g has nondegenerate product for every g ∈ G;
(2) There exists σ g ∈ M (R), for every g ∈ G, such that
Proof. We need to check the items of Definition 3.1.
•
• Define
Besides that, similar to what was done, we prove that the partial action ofÂ G on R is symmetric.
Remark 3.31. Notice that for each g ∈ G, α g is a nondegenerate algebra isomorphism, then it can be uniquely extended for α g :
Conversely, we present the next result.
Theorem 3.32. If R is a symmetric partial leftÂ G -module algebra, then there exists a globalizable partial action α such that items (1) and (2) of Theorem 3.30 hold.
Proof. We define, for all g ∈ G, R g = e(ϕ( δ g ))R and
Observe that α g is well defined. Indeed, by the items (iii) and (iv) of Definition 3.1, we have that
Notice that e(ϕ( δ g )) is a central idempotent element in M (R). Indeed, for all x ∈ R,
Therefore, for all m ∈ M (R),
for all x ∈ R. Since e(ϕ( δ g )) is a central element in M (R), we have that R g is right ideal of R for each g ∈ G.
• α g is an isomorphism for each g ∈ G and x ∈ R, since,
Analogously, we prove that α g −1 (α g (e(ϕ( δ g −1 ))x)) = e(ϕ( δ g −1 ))x. Besides that, for all x, y ∈ R g−1 ,
Therefore, α g is an algebra isomorphism.
.
where, in ( * ) we use that
Thus, α is a partial action of the group G on R. Now, we will prove that α is a globalizable action. First notice that R g is a left s-unital algebra for each g ∈ G since R is also left s-unital and e(ϕ( δ g )) is a central idempotent in M (R).
• Define, for each g ∈ G and x ∈ R, γ g (x) = ϕ( δ g ) · x. Naturally, Rγ g (x) ⊆ R g . And,
for all y ∈ Y , i.e., γ g (x) restricted to R g as a right multiplier, is α g V x α g −1 . Thus, α is a globalizable action.
To finalize, we need to show the items (1) and (2) of Theorem 3.30. The nondeneracy of the product in R g is immediate from the nondeneracy of the product in R.
Define σ g = e(ϕ( δ g )) ∈ M (R) for each g ∈ G. By the previous observations, σ g is central idempotent in M (R). And it easy to check that α g (x)σ g = α g (x), for all x ∈ R g −1 and xσ g ∈ R g for all x ∈ R.
Besides that, we need to prove that α g (σ g −1 σ h ) = σ g σ gh , which is well defined by Remark 3.31. For such purpose, notice that α g (m) = (ϕ( δ g ) · m), for all m ∈ M (R g −1 ). Therefore,
for all x ∈ R g . In ( * ), we are using Lemma 2.16 of [10] .
Globalization for Partial Comodule Algebras
To end up this text, we will introduce the notion of an enveloping coaction in the context of regular multiplier Hopf algebras and we will investigate under which conditions a partial comodule algebra has an enveloping coaction. We start recalling some preliminary notions and properties. In what follows, we will work with right partial coactions. 
, for all x ∈ R. In this case, ρ is called a partial coaction of A on R. We say that the coaction ρ is symmetric if, besides the above conditions, ρ also satisfies (iii) (ρ ⊗ ı)(ρ(x)) = (ı ⊗ ∆)(ρ(x))(E ⊗ 1), for all x ∈ R.
Similarly to the global case, we use the condition (i) to rewrite the other ones as follows:
Remark 4.2. If A and R have identity, we consider E = ρ(1 R ) and observe that Definition 4.1 is equivalent to the following conditions
for all x, y ∈ R. Besides that, the symmetry condition is equivalent to (ρ⊗ı
Lemma 4.3.
[10] Let (R, ρ, E) be a partial comodule algebra. Then,
for all x ∈ R.
Therefore, if (R, ρ, E) is a partial A-comodule algebra, then, R is an A-comodule algebra via ρ if and
Remark 4.4. The items of Definition 4.1 can be rewritten as follows:
for all x ∈ R and a, b ∈ A, Proposition 4.5.
[10] Let (R, ρ, E) be a partial A-comodule algebra. Then, ρ(R)(1⊗ A) = E(R ⊗ A).
Similarly to the above result, if R is a symmetric partial A-comodule algebra then (1 ⊗ A)ρ(R) = (R ⊗ A)E. Besides that, we can extend a partial coaction of A on R to an algebra homomorphism ρ : M (R) −→ M (R ⊗ A) as follows. Proposition 4.6. [10] Let (R, ρ, E) be a symmetric partial A-comodule algebra. Then, there exists a unique algebra homomorphism ρ :
4.2.
Globalization for Partial Comodules Algebras. Now we will present the Globalization Theorem for partial comodule algebras. Initially we remember the definition of enveloping coaction in the case that A and R have unit.
Definition 4.7.
[2] Let (L, ρ) be a partial A-comodule algebra. We say that (R, ρ, θ) is an enveloping coaction, or globalization, of L if satisfies: (i) R is an A-comodule algebra via ρ; (ii) The map θ : L −→ R is an algebra monomorphism; (iii) The subalgebra θ(L) is a right ideal of R; (iv) θ is an homomorphism of partial A-comodule algebras where θ(L) has induced partial coaction, i.e., (
The definition that follows will be essential for the construction of a globalization for a partial comodule algebra in the case of multiplier Hop algebra. Definition 4.8. Let A be a regular multiplier Hopf algebra such that there exists e ∈ A a nonzero central idempotent where ∆(e)(e ⊗ 1) = e ⊗ e. In this case, we will say that every partial A-comodule algebra L is quasi counitary.
Example 4.9. Let A G be the algebra of functions with finite support from a group G to k defined in Example 3.4 and consider δ 1G ∈ A G . Thus, we have that δ 1G is a central idempotent such that ∆(δ 1G )(δ 1G ⊗ 1) = δ 1G ⊗ δ 1G . Therefore, every partial A G -comodule algebra is quasi counitary.
Indeed, if we suppose that
Theorem 4.15. Each quasi counitary partial A-comodule algebra has an enveloping coaction.
Proof. Let (L, ρ, E) be a quasi counitary partial A-comodule algebra with a central idempotent e ∈ A such that ∆(e)(e ⊗ 1) = e ⊗ e. Consider (L ⊗ A, ı L ⊗ ∆ A ) as a (global) A-comodule algebra and
We observe that R is a subalgebra of L ⊗ A, since ρ is an homomorphism and e is a central idempotent of A.
We define:
is an enveloping coaction of (L, ρ, E). Indeed, • θ is an algebra monomorphism.
To show that θ is injective, suppose that θ(x) = 0, then, ρ(x)(1 ⊗ e) = 0 and,
because ε(e) = 1 k . Besides that, θ is an homomorphism, since ρ is an homomorphism.
• The subalgebra θ(R) is a right ideal of Q. We have that Q = A ′ c ⊲ ρ R alg , thus Q is generate by elements of form:
where (4) = ρ(y)(ı L ⊗ ı A ⊗ ω(b ))((ρ ⊗ ı A )(ρ(x)(1 ⊗ ec))(1 ⊗ e ⊗ 1)) = ρ(y)ρ(x 0 )(1 ⊗ e)ω(bx 1 ec) = ρ(yx 0 )(1 ⊗ e)ω(bx 1 ec) = θ(yx 0 )ω(bx 1 ec) ∈ θ(L).
• π is an algebra projection of Q over θ(L).
First of all, we notice that, π(θ(x)) = θ(x), x ∈ L. Indeed, π(θ(x)) = E(1 ⊗ e)ρ(x)(1 ⊗ e) = Eρ(x)(1 ⊗ e) 4.3 = ρ(x)(1 ⊗ e) = θ(x). 
= θ(x 0 )ω(bx 1 ec) ∈ θ(L),
and from this follows that π(Q) ⊆ θ(L). Therefore, it follows the equality. To show that π is an algebra homomorphism, we consider v, w ∈ Q. We will denote w = x ⊗ a, u = y ⊗ b and θ(z) = π(v), thus, π(vw) = E(1 ⊗ e)(xy ⊗ ab) = E(1 ⊗ e)(x ⊗ a)(y ⊗ b) = π(v)(y ⊗ b) = θ(z)(y ⊗ b) = ρ(z)(1 ⊗ e)(y ⊗ b) 4.3 = ρ(z)E(y ⊗ be) = ρ(z)(1 ⊗ e)E(y ⊗ b)(1 ⊗ e) = E(1 ⊗ e)(x ⊗ a)E(1 ⊗ e)(y ⊗ b) = π(v)π(w).
• π is an E-projection, where E = Φ(E). We need to show that π satisfies:
(π ⊗ ı A )(ρ(π(v))(1 ⊗ 1 ⊗ e)) = E(π ⊗ ı A )(ρ(v)(1 ⊗ 1 ⊗ e)).
Thus, by one hand, we have (π ⊗ ı A )(ρ(π(v))(1 ⊗ 1 ⊗ e)) = (11) = (π ⊗ ı A )((ı L ⊗ ∆ A )(ρ(x 0 )(1 ⊗ e)ω(bx 1 ec))(1 ⊗ 1 ⊗ e)) = (π ⊗ ı A )(x 00 ⊗ ∆ A (x 01 e)(1 ⊗ e))ω(bx 1 ec) = (E ⊗ 1)(1 ⊗ e ⊗ 1)(x 00 ⊗ (x 01 e) 1 ⊗ (x 01 e) 2 e)ω(bx 1 ec) = (E ⊗ 1)(x 00 ⊗ (x 01 e) 1 e ⊗ (x 01 e) 2 e)ω(bx 1 ec) = (E ⊗ 1)((ı L ⊗ ∆ A )(ρ(x 0 )(1 ⊗ e)))(1 ⊗ e ⊗ e)ω(bx 1 ec) = (E ⊗ 1)(ı L ⊗ ∆ A )ρ(x 0 )(1 ⊗ ∆ A (e)(e ⊗ e))ω(bx 1 ec) = (E ⊗ 1)(ı L ⊗ ∆ A )ρ(x 0 )(1 ⊗ e ⊗ e)ω(bx 1 ec) (4) = (ρ ⊗ ı A )(ρ(x 0 )(1 ⊗ e))(1 ⊗ e ⊗ 1)ω(bx 1 ec) = (ρ(x 00 )(1 ⊗ e) ⊗ x 01 e)ω(bx 1 ec).
On the other hand, E(π ⊗ ı A )(ρ(v)(1 ⊗ 1 ⊗ e)) = (10) = E(π ⊗ ı A )((ı L ⊗ ∆ A )(x 0 ⊗ (x 1 e) 1 )(1 ⊗ 1 ⊗ e))ω(b(x 1 e) 2 c) = E(π ⊗ ı A )(x 0 ⊗ (x 1 e) 11 ⊗ (x 1 e) 12 e)ω(b(x 1 e) 2 c) = E(E ⊗ 1)(1 ⊗ e ⊗ 1)(x 0 ⊗ (x 1 e) 11 ⊗ (x 1 e) 12 e)ω(b(x 1 e) 2 c) = Φ(E)E(x 0 ⊗ (x 1 e) 11 e) ⊗ (x 1 e) 12 eω(b(x 1 e) 2 c) = Φ(E)E(x 0 ⊗ (x 1 e) 1 e) ⊗ (x 1 e) 21 eω(b(x 1 e) 22 c) 4.4 = Φ(E)(x 00 ⊗ x 01 e ⊗ (x 1 e) 1 e)ω(b(x 1 e) 2 c) = Φ(E)(θ(x 0 ) ⊗ (x 1 e) 1 e)ω(b(x 1 e) 2 c) (9) = (θ ⊗ ı A )(E(x 0 ⊗ (x 1 e) 1 e))ω(b(x 1 e) 2 c) 4.4 = (θ ⊗ ı A )(x 00 ⊗ x 01 e)ω(bx 1 ec) = ρ(x 00 )(1 ⊗ e) ⊗ x 01 eω(bx 1 ec).
Therefore,
for all v ∈ Q.
• (θ ⊗ ı A )(ρ(x)(1 ⊗ e) = (π ⊗ ı A )(ρ(θ(x))(1 ⊗ e)), because (θ ⊗ ı A )(ρ(x)(1 ⊗ e)) = θ(x 0 ) ⊗ x 1 e = x 00 ⊗ x 01 e ⊗ x 1 e 4.4 = E(x 0 ⊗ (x 1 e) 1 e) ⊗ (x 1 e) 2 e = E(1 ⊗ e)(x 0 ⊗ (x 1 e) 1 ) ⊗ (x 1 e) 2 e = (π ⊗ ı A )(x 0 ⊗ (x 1 e) 1 ⊗ (x 1 e) 2 e) = (π ⊗ ı A )((ı L ⊗ ∆)(ρ(x)(1 ⊗ e))(1 ⊗ 1 ⊗ e)) = (π ⊗ ı A )(ρ(θ(x))(1 ⊗ e)), for all x ∈ L.
• Q is an A-comodule algebra via ρ generate by θ(L). It follows immediately from construction and from Lemma 4.14. Therefore, (L, ρ, E) is a quasi counitary partial A-comodule algebra which has an enveloping coaction and, ((V, ρ = ı L ⊗ ∆ A ), θ, π) is an enveloping coaction for (L, ρ, E).
Example 4.16. Let A G be the algebra of functions with finite support from a group G to k given by Example 3.4 and δ 1G ∈ A G . We know, by Example 4.9, that ρ(x) = x ⊗ δ 1G , where E = ρ(1 M(L) ) = 1 M(L) ⊗ δ 1G , is a quasi counitary partial coaction in an algebra L not necessarily unitary.
By Theorem 4.15, ((Q, ρ = ı L ⊗∆ AG ), θ, π) is an enveloping coaction for (L, ρ, E),
Remark 4.17. If A and L have identity, 1 A and 1 L respectively, and π(x) = θ(1 L )x ∈ θ(L). Thus, Definitions 4.7 and 4.10 coincide.
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