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Summary
In this work we calculate the binding energies and root-mean-square radii for A−body
nuclear bound state systems, where A ≥ 3. To study three−body systems, we employ
the three−dimensional differential Faddeev equations with nucleon-nucleon semi-realistic
potentials. The equations are solved numerically. For this purpose, the equations are
transformed into an eigenvalue equation via the orthogonal collocation procedure using
triquintic Hermite splines. The resulting eigenvalue equation is solved using the Restarted
Arnoldi Algorithm. Ground state binding energies of the 3H nucleus are determined.
For A > 3, the Potential Harmonic Expansion Method is employed. Using this method,
the Schro¨dinger equation is transformed into coupled Faddeev-like equations. The Faddeev-
like amplitudes are expanded on the potential harmonic basis. To transform the resulting
coupled differential equations into an eigenvalue equation, we employ again the orthog-
onal collocation procedure followed by the Gauss-Jacobi quadrature. The corresponding
eigenvalue equation is solved using the Renormalized Numerov Method to obtain ground
state binding energies and root-mean-square radii of closed shell nuclei 4He, 8Be, 12C, 16O
and 40Ca.
Key Words : Three−dimensional differential Faddeev equations, Potential Harmonic
basis, coupled differential equations, orthogonal collocation procedure, eigenvalue equa-
tion, Restarted Arnoldi Algorithm, Renormalized Numerov Method, closed shell nuclei.
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The quest to obtain exact solutions of the nuclear many−body problem is a fundamental
question that has attracted the attention of researchers since ancient times [1]. How-
ever, the many−body problem is extremely difficult to solve directly and exactly with the
present day computer power. Its difficulty arises from two sources. First, the large num-
ber of degrees of freedom involved and second the lack of understanding of the underlying
interactions.
Solving the many−body problem paves way to calculations of physical properties such
as binding energies, energy levels, root−mean−square radii among others, which play an
important role in understanding the nature of the nuclear matter. For example, the abun-
dance of elements in the universe can be explained from the calculations of Helium (4He)
properties, which is said to be one of the first clusters formed during the primordial nu-
cleosynthesis epoch [2]. The primordial nucleosynthesis epoch can be briefly summarized
as follows: as the temperature of the universe was cooling down, the probability of the
alpha particles (4He nuclei) becoming closer to form new clusters increased. For instance
when three alpha particles became closer, there was formation of the 12C which in turn
can lead to the formation 16O via the radiative process 12C + α −→ 16O +γ. Therefore,
the understanding of the dynamical properties of alpha clusters under the change of ther-
modynamical medium is one of the keys to understand the abundance of elements in the
universe.
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In spite of the complexity of the many−body problem, a remarkable progress towards
its solution has been made over the years [3]. Progress is made from two perspectives:
(i) formalism and (ii) numerical aspects. For example, earlier methods approximate the
problem as ”many one−body problems”, where one ignores the existence of interaction
between the constituent particles [1]. Another earlier method is the canonical transforma-
tion technique. This technique is based on the involvement in the basis of the many−body
system a new set of coordinates in which the interactions become small [4, 5]. These meth-
ods are, as expected inefficient.
Around the 1960s, the methods of quantum field theory (successful already in elementary
particles physics) provided another path towards the investigation of the many−body
problem [1, 2, 6, 7]. One mentions as an example the method by Hartree [8, 9], which
simplifies the problem by making an assumption that the many−body wave function is
just the product of a set of single−body wave functions. We mention also the Quantum
Monte Carlo Methods (QMC) [6, 10], Variational Methods [11, 12], the Cluster Reduction
Method (CRM) [13, 14], the IntegroDifferential Equation Approach (IDEA) [15, 16, 17, 18,
19, 20] and the Potential Harmonic Expansion Method (PHEM) [21, 22, 23, 25, 27, 28, 29].
For Few−body systems, the Faddeev and Faddeev−Yakubovsky equations (either in mo-
mentum space or configuration space) are popular and commonly used. Starting from
Jacobi coordinates, they lead to differential equations in configuration space whereas in
momentum space, they result into integral equations. Historically, the three−body inte-
gral equations were introduced by Faddeev in 1960 and extended to four−body systems by
Yakubovsky [30, 31]. The differential Faddeev equations in their complete form have been
analyzed by Merkuriev, Gignoux and Laverne [32, 33, 34], while the differential Faddeev-
Yakubovsky equations owe their existence to Yakubovsky and Yakovlev [30, 31, 35].
The advantages of the differential Faddeev and Faddeev-Yakubovsky equations over other
methods are found in:
• the convenient choice of the amplitudes,
• their solutions are uniquely defined by inhomogeneous terms.
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Also the differential equations are constructed such that for a given subsystem, only
two−body interactions are involved, corresponding to a particular amplitude. This sim-
plifies the boundary conditions and hence these equations are easier to solve numerically.
Furthermore the matrices of the discretized differential equations have a band structure,
which is another advantage over the integral ones in terms of numerical convergence.
Another approach is the total−angular−momentum representation [36, 37, 38], i.e no
partial wave decomposition is taken into account and only the total angular momentum
as a conserved quantity is used. Using this formalism, it can be shown that the Faddeev
operator is reduced to a simple form that avoids numerical instabilities [36, 39]. In spite
of the aforementioned remarkable features of the methods described above though, they
can only be valid and tractable for systems containing up to four interacting particles.
The A−body Faddeed-Yakubovsky equations, for A > 4 are extremely cumbersome to
construct and almost intractable numerically. However, there are many other available
methods that circumvent the aforementioned problems. The PHEM is one of them.
The PHEM finds its origin in the decomposition of the many−body wave function in
terms of the Faddeev−like amplitudes. It is based on the expansion of the amplitude
on the Potential Harmonic (PH) basis (being a complete basis on which any continuous
function of the inter-particle coordinate rij can be expanded) and taking into account
two−body correlations. Substituting this expansion into the many−body Schro¨dinger
equation, this method results in an infinite set of one−dimensional coupled differential
equations, which are truncated for numerical treatment. The method has been widely
used to study Bose-Einstein Condensates (BEC) and various systems [21, 22, 23, 24].
However, when the number of particles becomes large (A −→ ∞), the Jacobi polynomials
[ P α,βK (z), with α = (D− 5)/2 = (3A− 8)/2, β = ℓ+1/2 ] involved in the construction of
the potential harmonic basis, become highly oscillatory. In addition, the weight function
W (z ∼ −1) −→ 2α becomes extremely huge leading to numerical overflows, and naturally
the numerical difficulties arise, which complicate the evaluation of the resulting potential
matrix.
Another popular method that has been widely used in both Atomic, Molecular and Nu-
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clear physics, is the IntegroDifferential Equation Approach (IDEA) [15, 16, 17, 18, 19, 20].
This approach similar to the PHEM, is based on the expansion of the Faddeev−like am-
plitude in terms of some basis set. But unlike in the case of the PHEM, once the Faddeev
amplitude has been expanded, it is projected on the space of the coordinate rij . With
this technique, the infinite set of coupled differential equations is transformed into a
two−variable integrodifferential equation, namely the hyperradial variable and the the
angular one. In few−body bound states calculations, this approach has been successfully
used [15, 18, 19, 20]. But as A increases, one faces similar difficulties as in the PHEM.
Nevertheless the PHEM and IDEA have many advantages making them powerful meth-
ods in handling few−body systems and moreover with some modifications can be useful
and reliable in handling many−body systems. From physical and numerical perspectives,
these methods:
• are constructed in such a way that only two−body correlations are taken into ac-
count,
• are quite simple and fast in contrast to e.g the Diffusion Monte Carlo (DMC) Method
which, although it is an exact many-body method, it requires huge computational
efforts [27].
In practice, the (3N − 1) hyperspherical variables of the hyperspherical harmonic basis
are reduced to only 3 variables in the PH basis for a given A, resulting in a significant
simplification of the numerical calculations. For the PHEM we recall that it leads to
coupled differential equations to be solved directly using simple numerical methods such
as the Renormalized Numerov Method [40].
To describe few−and many−body systems in this work, we employ the differential Fad-
deev equations together with the total-angular-momentum representation for few−body
systems and the PHEM and the IDEA for many−body systems. The difficulties associ-
ated with the numerical implementation of these methods are in part due to the choice
of proper asymptotic boundary conditions imposed on the wave function, and to the fact
that realistic nucleon−nucleon interactions are often strongly repulsive at short distances.
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Several numerical techniques to handle few−and many−body systems exist. One men-
tions first the orthogonal collocation procedure [36, 39, 41, 42, 43, 44]. The expansion of
the wave function in terms of some basis functions followed by the orthogonal collocation
procedure, transforms the differential equations into an algebraic eigenvalue equation,
which in turn can be solved via the Renormalized Numerov Method and/or the Restarted
Arnoldi Algorithm [45] for example.
For three−body systems, once the differential Faddeev equations have been discretized,
the resulting eigenvalue equation involves large and sparse matrices, leading to a problem
of storage in terms of computer memory. To overcome this, a tensor−trick method as
described in [30, 36, 46] is often used. With this technique, the inversion of the resulting
large matrix, which is stored as tensor−product of small matrices is obtained easily. To
solve the equation, one can use the iterative Arnoldi Algorithm [45, 47, 48], which is a
Lanczos−type method. The use of iterative technique is necessary due to the fact that
large matrices can not be solved directly. Using Arnoldi iterative technique, the matrix is
reduced to upper Hessenberg form which one can manage easily than a full matrix. How-
ever, this technique is not enough to solve the problem because of the large size of the
matrix in the eigenvalue equation. Thus, to address this deficiency, we use in this work
the Restarted Arnoldi Algorithm, incorporating the Chebyshev polynomial accelerator.
For the PHEM i.e A > 3, to transform the coupled differential equations into an eigen-
value equation, the equations are first truncated to obtain a finite basis set. Second the
potential matrix, which is the crucial part from computational point of view, is calculated
using the Gauss-Jacobi quadrature. Finally the orthogonal collocation procedure is used.
We solve the resulting eigenvalue equation using the Renormalized Numerov Method.
The objective of this dissertation is to determine ground state properties of selected
nuclear systems, using the Malfliet-Tjon (MT), the Volkov, the S3 and S4 potentials. The
properties in which we are interested are the binding energies and root-mean-square radii.
For three−body systems, we solve the differential Faddeev equations via the Restarted
Arnoldi algorithm using the aforementioned potentials and obtain ground state binding
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energies of the 3H nucleus. To obtain final optimal results, we optimize different param-
eters on which the algorithm depends, such that the first nonzero x-grid point, say a0,
the grid sizes (Nx, Ny, Nz), the cutoff radii (xmax, ymax) and the breakup point xB. Going
beyond thee−body systems, we first test the stability and reliability of the Renormalized
Numerov Method by solving the coupled differential equations for A = 3, and obtain again
the binding energy of 3H as a function of the number of coupled differential equations(
Kmax +1, where Kmax is the cuttof of the global angular momentum K), the cutoff radius
(rmax) and the step size h, using as input the Volkov potential for simplicity and also for
comparison purpose. Once the convergence criteria are established, the method is used
to calculate binding energies and root-mean-square radii for 4He, 6He, 8Be, 12C, 16O and
40Ca. It is well know that the basis set grows with the number of particles [29]. This
implies that the number of the coupled differential equations to be solved should increase
with the number of particles. To this end, we analyze the convergence of the binding
energies as functions of Kmax using again the Volkov potential for the same reasons men-
tioned before. On the other hand, the first term in the potential harmonics is the most
dominant and accounts for more than 80% of the total binding energy for the 4He nucleus
[25]. In this work, we check whether this contribution depends on the number of particles.
We also calculate the binding energies and root-mean-square radii using the MT, the S3
and S4 potentials.
This dissertation is organized as follows: in Chapter 2 we discuss the few−body methods
used to treat three−body bound systems in configuration space. Particularly we con-
sider the differential Faddeev equations (as three−dimensional equations) and the total-
angular-momentum representation. We define the kinematics using Jacobi coordinates
and summarize these equations for the case where the particles are identical. Chapter 3
describes the many−body methods. Here we discuss two methods, namely the Potential
Harmonic Expansion Method and the IntegroDifferential Equation Approach. Computa-
tional methods employed in this work are discussed in Chapter 4. Finally we summarize
our results in Chapter 5 and the Concluding Remarks in Chapter 6. Appendix A presents
the Faddeev−Yakubovsky formalism, Appendix B includes the Space Discretization and




In this chapter we discuss the few−body methods employed towards the solution of the
three−body systems. First we discuss the kinematics and second the derivation the associ-
ated differential Faddeev equations, which are represented in the total-angular-momentum
representation framework.
2.1 Kinematics
The steps of kinematics are described in this section, starting from Jacobi coordinates.
2.1.1 Jacobi Coordinates
One of advantages of the Jacobi coordinates is that they remove the center−of−mass mo-
tion when one is interested in the individual motion of each particle. For a three−body
system consisting of particles α, β, γ with respective masses mα, mβ, mγ, the Jacobi coor-

















where α is the spectator particle and θα is the angle between the vectors (xα,yα),while
(βγ) is the interacting pair.
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Figure 2.1: Three−body Jacobi coordinates in configuration space.
By a permutation of the three particles (i.e α −→ β and α −→ γ), one generates the
pairs (αγ),(αβ) corresponding to the Jacobi coordinates (xβ ,yβ ) and (xγ,yγ ), where β
and γ are the spectator particles respectively. Using the permutation operators P+ and










































where M = mα +mβ +mγ is the total mass, the latter Jacobi coordinates are obtained





















The magnitudes of these permuted coordinates read
8

















































where D = (mα+mβ)(mα+mγ) and zα = xˆα.yˆα. For identical particles, equations (2.4)
become



























































































For A−body systems, it is convenient to use the hyperspherical coordinates (r,Ω), where
Ω = (ω1, ω2, θ1, θ2, . . . θN) is a set of angles and hyperangles and r is the hyperradius given
by r = (ρ21 + ρ
2









, with (ρ1, ρ2, . . . , ρN) being a set of Jacobi
coordinates. ωi = (φi, ϕi) are the angles of the coordinates ρi. In terms of inter-particle











where X is the center of mass coordinate of the system. The hyperspherical coordinates
are related to the Jacobi ones as follows [18]
ρN = r cos θN
ρN−1 = r sinφN cos θN−1
ρN−2 = r sin θN sin θN−1 cos θN−2
... (2.8)
...
ρ2 = r sin θN sin θN−1 . . . sin θ3 cos θ2
ρ1 = r sin θN sin θN−1 . . . sin θ3 sin θ2 (θ1 = 0).






3j−4 cos2 θj dθj, (2.9)
where N = A− 1.
For j = N , equation (2.9) can be expressed in the following form
dΩ = (sin θ)D−4 cos2 θ dθ dω dΩN−1, (2.10)
where θ ≡ θN , ω ≡ ωN and ΩN−1 = (θi, ωi, i = 1, 2 . . .N − 1) and D = 3N . With the
surface element in the (D − 3)−dimensional space and the hyperradius r we obtain a
volume element in the D−dimensional space which is given by
dDρ = rD−1drdΩ. (2.11)












From (2.12) one gets
dθ =
dz
2(1− z)1/2(1 + z)1/2 , (2.13)
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where the weight function W (z) is given by [25]
W (z) = (1− z)α(1 + z)β , (2.15)
with α = (D − 5)/2, and β = 1/2
2.2 Differential Faddeev Equations
The three−body Schro¨dinger equation satisfied by the wave function Ψ3B is
HΨ3B = E3BΨ3B, (2.16)
where E3B is the bound state energy and H is the Hamiltonian of the system. Assuming
the Hamiltonian H involves only two−body interactions, we have




where H0 is the Hamiltonian of the three free particles and Vi(xi) are the two−body poten-
tials. In general the potential has a Coulomb long-range part and a Nuclear short−range
part, written as Vi(xi) = V
c(xi) + V
n(xi), where V
c(xi) is the coulomb long−range part
and V n(xi) the nuclear short−range one. The coulomb part can be set to zero when not
considered.
In terms of Jacobi coordinates, the total wave function is decomposed into three Fad-





≡ ψα(xα,yα) + ψβ(xβ,yβ) + ψγ(xγ ,yγ). (2.18)
Inserting equations (2.18) and (2.17) into equation (2.16), one obtains the set of three
coupled differential Faddeev equations [12]
(H0 + Vα(rα)− E3B)ψα = −Vα(ψβ + ψγ)
(H0 + Vβ(rβ)−E3B)ψβ = −Vβ(ψα + ψγ)
(H0 + Vγ(rγ)− E3B)ψγ = −Vγ(ψα + ψβ), (2.19)
11
which reduces to a single equation
(H0 + V − E3B)ψα(xα, yα) = −V (I + P+ + P−)ψα(xα, yα), (2.20)
for three identical particles. P+ and P− are defined by equation (2.2) and I is a unit
matrix. From here we consider without loss of generality identical particles.
2.3 Total-angular-momentum representation
The Hamiltonian of three−body systems interacting via spherically symmetric two−body
forces commutes with the total orbital angular momentum as well as one of its projections
[42]. Therefore the Faddeev amplitude in equation (2.20) can be expanded in terms of







where φLα,M,N(xα, yα, zα) represent the projection of the amplitude in the subspaces with
fixed angular momentum L, and DLα,M,N(gα) are the Wigner functions, with gα represent-
ing the coordinates that describe the angular motion of the system. The free Hamiltonian



























Substituting equations (2.21) and (2.23) into (2.20) for L = 0 we get
(H00 + V − E3B)φ0α(xα, yα, zα) = −V (I + P+ + P−)φ0α(xα, yα, zα). (2.24)
The operators P± applied on the Faddeev amplitudes in total angular-momentum-representation,
give









The coordinates xβ , xγ , yβ, yγ, zβ and zγ are given by equations (2.5) and (2.6). Equation
(2.24) can be rewritten as (dropping the subscript α )
(H00 + V −E3B)φ(x, y, z) = −V (P+ + P−)φ(x, y, z). (2.26)
This is the equation we solve subject to boundary conditions necessary to obtain unique
solution as discussed below.
2.3.1 Boundary Conditions
In order to solve equation (2.26) one must implement regular boundary conditions. For
systems with only one bound state in each two−body subsystems, we write [39, 42, 52,
53, 54]




where ϕ2B(r) is the two−body wave function, ky =
√
E2B − E3B ,k3 =
√−E3B, with
E2B and E3B as the binding energies for the two−and three−body systems respectively.
A(x/y, z) is the amplitude of virtual decay into three single particles. The second term
decreases much faster than the first one and can be neglected for large distances, such
that equation (2.27) becomes
φ(x, y, z) ∼ ϕ2B(x) exp(−kyy). (2.28)




lnφ(x, y, z)|x=xmax = −kx
∂
∂y
lnφ(x, y, z)|y=ymax = −ky (2.29)
with kx = −i
√



















In this chapter we discussed the mathematical derivation of differential Faddeev equations
as a tool to use in this work to handle three−body systems. For four-body systems, the
Faddeev-Yakubovsky formalism is commonly employed. For completeness, this formalism
is discussed in Appendix A. To investigate many−body systems, we employ many−body




This chapter outlines features of the Potential Harmonics Expansion Method and the
IntegroDifferential Equation Approach in handling many−body systems. We recall that
these methods have been successfully used to treat few−and many−body systems (A ≥ 3)
[16, 17, 18, 21, 22, 25].
3.1 Potential Harmonic Expansion Method
This method consists in the expansion of the wave function on the PH basis. This expan-
sion, once substituted into the Schro¨dinger equation, results in an infinite set of coupled
differential equations. In the next subsections, we recapitulate briefly the essential fea-
tures of this method.
3.1.1 Potential Harmonic Basis
Let H[L](ρ) (ρ = ρ1, ρ2 . . . ρN) be a homogeneous polynomial of degree L, where [L] repre-
sents the (3N − 1) quantum numbers, including the degree L. By Harmonic Polynomial






H[L](ρ) = 0. (3.1)
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A Hyperspherical Harmonic (HH) which we represent by Y[L](Ω), is the value of the HP
at the surface of the unit hypersphere (r = 1), reading as [16, 25, 57]
Y[L](Ω) = r−LH[L](ρ), (3.4)
where r and Ω are still the hyperradius and the set of angles and hyperrangles respectively.
It can be shown that the HH satisfy the eigenvalue equation [25, 26]
[
L2(Ω) + L(L+D − 2)
]
Y[L](Ω) = 0, (3.5)
and fulfill the orthogonality relation
∫
dΩY∗[L](Ω)Y[L′](Ω) = δ[L][L′], (3.6)




1 if L = L′
0 if L 6= L′
is the delta function. The HH can be obtained via a recursive relation reading [58, 59, 60]




























Lj−1 P α,βµj (cos 2θj), (3.8)







(Lj − Lj−1 − ℓj). (3.9)
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A complete basis represented by the subset { Pℓ,m2K+ℓ(Ωij)} of HH of order (2K + ℓ) and
on which any function independent of the coordinates ρj, j < N can be expanded and
which satisfies following eigenvalue equation [22, 25]
[L2(Ω) + L(L+D − 2)]Pℓ,m2K+ℓ(Ωij) = 0, (3.10)
with L = 2K + ℓ, L2(ΩN−1)Pℓ,m2K+ℓ(Ωij) = 0 is called a PH basis, where Pℓ,m2K+ℓ(Ωij) are







= δKK ′δℓ,ℓ′δmm′ . (3.11)
The PH are defined by
Pℓ,m2K+ℓ(Ωij) = Y mℓ (ωij)(N)Pℓ,02K+ℓ(θ)Y[0](D − 3), (3.12)
where the function Pℓ,02K+ℓ(θ) is given by equation (3.8) for j = N,L ≡ LN , ℓ ≡ ℓN , µ ≡
µN = K) and
Y[0](D − 3) =
[




is the HH of zero degree in the (D−3)−dimensional space spanned by the vectors ρj , j < N
[25, 62]
3.1.2 Expansion of the potential






where P0,02K(Ωij) is the S−state PH which can be obtained from equation (3.12), and VK(r)








V (r cos θ)P0,02K(Ωij)dΩ, (3.15)



















W (z)P α,βK (z)dz, (3.16)
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where W (z) is the weight function given by equation (2.15). The coefficient Nα,βK is

















2α+β+1Γ[(K + β + 1]Γ(K + α + 1)
Γ(K + α + β + 1)Γ(2K + β + α + 1)K!
. (3.18)
The equation above is obtained using the definition of delta function and following [61].
From now on, we refer to the VK(r) as the hypercentral potential, which is defined as the
part of the potential operating on the ℓ 6= 0 orbitals, taking into account the long−range
component of the potential [64]. It is well know that the first term V0(r) of the hypercentral
potential contains the most important part of the potential [63]. Thus equation (3.15)













where Nα,β0 is obtained from equation (3.18).
3.1.3 Expansion of the wave function














Ψ(r) = 0, (3.20)
where (r = r1, r2, . . . , rA) is a set of coordinates of the particles. The wave function Ψ(r)




Φ(rij , r), (3.21)
where Φ(rij , r) are Faddeev amplitudes. Therefore, introducing the hypercentral poten-




















where [V (rij) − V0(r)] is the residual potential. Expanding the amplitude Φ(rij , r) in
terms of PH basis, one obtains





where uK(r) is the radial part of the wave function. Substituting equation (3.23) into





















P0,02K ′(Ωij)|V (rij)− V0(r)|P0,02K(Ωkl)
〉
uK ′(r) = 0, (3.24)





and V0(r) is given by equation (3.19). The
integral on the right side of (3.24) can be rewritten as [25, 28, 58]
〈
P0,02K ′(Ωij)|V (rij)− V0(r)|P0,02K(Ωkl)
〉
= f 2KVKK ′(r), (3.25)












P0,0∗2K (Ωij)[V (rij)− V0(r)]P0,02K ′(Ωij)dΩ, (3.27)
is the potential matrix.
An A−body system contains 2(A − 2) connected pairs and (A − 2)(A − 3)/2 discon-
nected pairs of particles [19]. Two pairs are connected when they have a common index,
otherwise they are disconnected. For example (i, j) and (i, k) are connected pairs, while













Substituting equation (3.28) into equation (3.26) and knowing that θkl = π/3 if (i, j) and
(k, l) are connected pairs and θkl = π/2 if (i, j) and (k, l) are disconnected pairs [25], one
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can write the overlap integral (3.26) as a function of both A and K, after some algebra
as [17, 19, 65, 66]
f 2K − 1 =
2(A− 2)P α,β
K







Similarly, from the definition of the PH, it can be shown that the potential matrix reads










































f 2K ′VKK ′(r)uK ′(r) = 0. (3.31)

















f 2K ′VKK ′(r)uK ′(r) = 0, (3.32)
where the potential matrix becomes

















Equations (3.31) and (3.32) represent the coupled differential equations for A−body sys-
tems with identical particles.
Once the wave function uK(r) is obtained, the root-mean-square radii
√
〈r2〉 are cal-















We conclude this section by summarizing as follows: expanding the wave function on
the potential harmonic basis, we obtained an infinite set coupled differential equations,
i.e the potential harmonic expansion method. The resulting potential matrix contains
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a product of two Jacobi polynomials and the weight function. For z −→ −1, we can
see from equation (2.15) that the weight function W (z) −→ 2α. For increasing A, the
weight function tends rapidly to infinity and Jacobi polynomials become highly oscillatory,
which complicates the numerical evaluation of the aforementioned potential matrix. In the
next section, we discuss another approach in which the mentioned infinite set of coupled
differential equations is reduced to a single integrodifferential equation.
3.2 IntegroDifferential Equation Approach
To obtain a single integrodifferential equation, we write the Faddeev amplitude Φ(rij, r)
of the wave function in equation (3.22) in terms of Hyperspherical coordinates. The sum
at the right side of the same equation is projected on the rij space and the resulting
projection is expanded on the potential harmonic basis. Carrying out this expansion as
before followed by a substitution into the Faddeev-like equations, we obtain the so-called
integrodifferential equation.
3.2.1 Projection on the rij space











In Hyperspherical coordinates, we transform the wave function Φ(rij , r) as
Φ(rij , r) = P (z, r)/r
L+1 (3.37)
In order to get an IDE depending only on the variables z and r, we need to project the




〈rij|Φ(rkl, r)〉 , (3.38)
with Θ(z, r) the projection function. Introducing equation (3.37) and (3.38) into equation











































(1− z2)W (z) ∂
∂z
. (3.41)








where the function ϕK(r) is evaluated in a similar way as the hypercentral potential given










(z′)P (z′, r)dz′. (3.43)




f(z, z′)P (z′, r)dz′, (3.44)
where the kernel f(z, z′) is given by [22, 25]
f(z, z′) = W (z′)
∑
K






with f 2K − 1 and is given by equation (3.29) and
W (z′) = (1− z′)α(1 + z′)β. (3.46)
























P (z, r) +
∫ 1
−1




which is the integrodifferential equation for A−body systems, involving identical particles.
The main concern in this chapter was the mathematical derivation of the PHEM and
the IDEA. It can be seen from the derived equations that the two methods take into
account two−body correlations only. It follows that the coupled differential equations
(3.32) are transformed into a two-variable integrodifferential equation (3.47). In the next
Chapter, we discuss computational methods used in this work to solve differential Faddeev




The computational methods used to solve differential Faddeev equations (2.26) and cou-
pled differential equations (3.32) are briefly discussed in this Chapter. As already men-
tioned elsewhere in this dissertation, this involves the transformations of both differential
Faddeev equations and coupled differential equations into eigenvalue equations.
4.1 Differential Faddeev Equations
Expanding the wave function of Equation (2.26) in terms of spline functions, we obtain
[41, 67]








where Cijk are the expansion coefficients, Si quintic Hermite splines and Nx,Ny and Nz
are number of splines in the variables x, y, z. Inserting equation (4.1) into equation (2.26)
followed by the orthogonal collocation procedure, one obtains an algebraic equation
(Hˆ00 + Vˆ (Iˆ + Pˆ
+ + Pˆ−)− E3B Iˆ)C = 0, (4.2)
where Hˆ00 is the operator containing differential terms, Vˆ contains the potential terms, Iˆ,
Pˆ+ and Pˆ− the unit matrix, cyclic and anticyclic operators, respectively.
Treating E3B as a parameter E0 for bound states, we obtain an eigenvalue equation
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reading
[Hˆ00 + Vˆ (Iˆ + Pˆ
+ + Pˆ−)− E0Iˆ]C = 0, (4.3)





Hˆ2C = λ(E0)C (4.4)
where λ(E0) is the eigenvalue , Hˆ1 = Hˆ
0
0 + Vˆ and Hˆ2 = Vˆ (Pˆ
+ + Pˆ−). Equation (4.4)
is what we need to solve to obtain the binding energies or corresponding eigenvalues
λ(E0), using the Restarted Arnoldi Algorithm where the physical solutions correspond to
λ(E0) = 1. The Algorithm is implemented following Ref. [42] and for completeness we
discuss the procedure in Appendix B.
4.2 Coupled Differential Equations
Equation (3.32) can be rewritten as
u′′K(r) +QK(r)uK(r) = 0, (4.5)
where















f 2KVKK ′(r). (4.7)
We recall that ( Kmax + 1) is the number of the coupled differential equations. Equation
(4.5) is solved subject to regular boundary conditions
uK(0) = uK(rmax) = 0. (4.8)


























where N is the number of grid points in the variable r, Nq is the number of quadrature
points. Nα,βK as given by equation (3.18) is evaluated in the same way as VKK ′(r). To
solve equation (4.5), we employed in this work the Renormalized Numerov Method, which
is discussed in Appendix C.
As applications of the methods discussed above, we calculate binding energies and root-





This chapter is divided into three sections. In the first section, we discuss the interac-
tions potentials used in the systems considered. The second section contains the results
obtained for 3H by solving equation (2.26). In the last section, we present the results
obtained for A−body calculations by solving equation (3.32). In all our calculations we
used h¯
2
m = 41.47 MeVfm
2, where m is the nucleon’s mass.
5.1 Potentials
The interactions used in this work are:
• the Malfliet-Tjon (MT) potentials. The MT potentials are of Yugawa form and
present the coulomb-like singularities associated with the short range behavior,
• the Volkov potential is of Gaussian form and exhibits a soft core,
• the S3 and S4, are also of Gaussian form where S3 presents the hardest core.
The S3 and S4 are spin dependent potentials and have the singlet and triplet compo-
nents. However, they can be spin independent by averaging the two components, i.e
[(V (x) = Vs(x) + Vt(x))/2] [46, 66]. Three versions of the MT were employed, i.e the
MTV Zabolitzky [46] [which we denote MTV(Z)], the MTV Friar [70] [which is denoted















where VA, VR, µA and µR are constants. The first term represents the attractive part and
the second term stands for the repulsive part. On the other hand, the Volkov, S3 and S4
potentials are written as [16, 46, 66, 71]







where VC , µC are also constants. The values of the constants are given in Table 5.1.
Table 5.1: Parameters of the MT, Volkov, S3 and S4 potentials. S3s,t and S4s,t represent
the singlet and triplet components for the S3 and S4 potentials, such that S3 = S3s+S3t
2




Potentials VA[MeV] VR[MeV] VC [MeV] µA[fm] µR[fm] µC [fm]
MTV(Z) [32] -578.09 1458.05 0 1.550 3.110 0
MTV(F) [32] -570.3316 1438.4812 0 1.550 3.110 0
MT-IV [37] -65.1090 0 0 0.6330 0.0 0
Volkov[16] -83.34002 144.84341 0 1.6 0.82 0
S3s[66] 1000.0 -166.0 -23.0 0.5774 1.1180 1.5811
S3t[66] 1000.0 -326.7 -43.0 0.5774 0.9759 1.2910
S4s[46] 880.0 -70.0 -21.0 0.4303 1.2500 1.4434
S4t[46] 600.0 -70.0 -27.0 0.4264 1.4142 1.6222
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These potentials are plotted in Fig. 5.1, for comparison. It can be seen from the figure
above that the Volkov potential exhibits the most soft core, whereas the S3 potential
presents the hardest core. The MTV-IV on the other hand, has no repulsive term. It is
expected to give the largest binding energy due to the strong attraction as x −→ 0.
5.2 Results for triton (3H)
In this section we calculate the binding energies for 3H, using the potentials presented
in section 5.1. The 3H nucleus is the simplest nuclear three−body bound system [72].
Therefore, it can serve as a test for methods employed in this work. In additional many
studies on the nucleus are available in the literature which makes the comparison possi-
ble. In order to check the convergence and stability of our results, numerical calculations
were repeated for various values of the first nonzero x-grid point, say a0, the grid sizes
(Nx, Ny, Nz), the cutoff radii (xmax, ymax) and the breakup point xB. The results are given
in Tables 5.2 and 5.3. With Nx = Ny = 24, Nz = 1, xmax = ymax = 40 fm, a minimum
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binding energy was plotted as a function of a0 using the MTV(F) potential. The plot in
Fig. 5.2 shows that the minimum binding energy occurs for a0 ∈ [0.04 : 0.05].
To improve the convergence, the parameters Nx, Ny, Nz and a0 were optimized. In
Table 5.2 we present the binding energy as a function of Nx and Ny grid points while
Nz = 3 and a0 = 0.045 fm. The table shows that a grid size Nx=Ny=28 was enough to
get a converged binding energy of -7.7364 MeV for the MTV(F) potential. Our results
are compared with those obtained in [63, 65] where the IDEA was used, [37] where the
Faddeev equations were solved in momentum space.
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Table 5.2: Convergence of the binding energy of 3H in (MeV) as a function of grid points,
obtained using the MTV(F) potential. The results are compared with the results obtained
in other works.
This work Others
Nx Ny Nz E3B[MeV] E3B[MeV]
14 14 3 -7.7724 -7.73383[37]
18 18 3 -7.7405 -7.73 [63]
20 20 3 -7.7366 -7.68 [65]
24 24 3 -7.7364
28 28 3 -7.7364
The breakup point xB which is used to separate the x-grid into two sub-domains, serves
to adjust the density of grid points where the wave function has its important structure,
and hence plays an important role in optimizing the convergence of the binding energy.
Therefore, in Fig. 5.3 the binding energy is plotted as a function of xB. From the same
figure, one may observe the convergence towards the same binding energy as in Table 5.2
for xB ∈]14 : 16].
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Figure 5.3: Plot of 3H binding energy (in MeV) as a function of the breakup point xB




















Using the optimal parameters described above (i.e Nx = Ny = 28, xmax = ymax = 40
fm and a0 = 0.045 fm), we obtained the binding energies using the MTV(Z), MT-IV,
Volkov, S3 and S4 potentials. The results compared with those obtained with the HH
(Hyperpherical Harmonics) [16, 73], the UAA (Uncoupled Adiabatic Approximation) [16]
and the SIDE (S-state Integrodifferential Equation) [46, 63] and DFE (Differential Fad-
deev Equations) [74], are presented in Table 5.3.
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Table 5.3: Binding energies of 3H in (MeV) obtained using MTV(Z), MT-IV, Volkov, S3
and S4 potentials.
This work
Potentials MTV(Z) MT-IV Volkov S3 S4
E3B[MeV] -8.2578 -25.0499 -8.4605 -6.6902 -7.0598
Others
E3B[MeV] -8.34[63] -25.08[37] -8.4082[73] -6.695[16] -7.08[16]
-8.2523[74] — -8.47[65] -6.612[46] -6.6983[73]
The results presented in this subsection are in good agreement with the literature. This
agreement explains a good optimization of the parameters Nx, Ny, Nz, a0 and rB on
which the algorithm depends. As one can see from Figs. 5.2 and 5.3, the parameters a0
and xB play an important role in obtaining final optimal results. This means that the
parameter a0, which we redefine as the core radius, must be carefully adjusted to obtain
good optimized results, otherwise one faces the overall numerical instabilities associated
with x −→ 0 behavior of the potentials. A high number of grid points in the region where
the wave function presents the most important structure dictated by the choice of xB,
improves the convergence of the algorithm. On the other hand, as expected the MT-IV
potential gives the largest binding energy.
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5.3 Results for A−Body calculations
This section deals with the calculation of the ground state binding energies and root-
mean-square radii of closed shell nuclei 4He, 8Be, 12C, 16O and 40Ca are calculated by
solving equation (3.32). The Renormalized Numerov Method and the Volkov, MTV(F),
MTV(Z), S3 and S4 potentials defined by equations (5.1) and (5.2) are employed, where
the Jacobi coordinate x is replaced by the inter-particle coordinate rij . We include in this
section also the results obtained for 6He nucleus. But in order to check the stability and
reliability of the Renormalized Numerov Method, we calculated the binding energy for
3H as a function of the parameters Kmax, defining the number of the coupled differential
equations, the cutoff radius rmax and the step size h using the Volkov potential. These
parameters are crucial in optimizing the final results.
For instance, the parameter Kmax defines the number of coupled differential equations
to be solved and therefore it must be optimized, otherwise one may be lead to solve an
unnecessary large number of equations, which requires a large memory storage. On the
other hand, one of the challenges in calculating the binding energies is the truncation of
the space for a particular potential. When adopting the cutoff technique, the question is
whether the considered space is enough to cover the most important structure of the wave
function. However, once the space has been estimated in connection with the range of
the potential, the step size is carefully adjusted to optimize the binding energy as well as
the wave function and hence all the other features of the system depending on the wave
function. The results obtained by optimizing these parameters are summarized in Tables
5.4, 5.5 and 5.6. From these tables, the same converged binding energy of -8.4328 MeV
is obtained for Kmax = 18, rmax ∈ [20 : 30] and h ∈ [0.05 : 0.1]. Our results are compared
with the -8.44 MeV of Ref. [31] and -8.42 MeV for Ref. [63].
It turns out that the parameters Kmax, rmax and h, contribute appreciably to optimize the
convergence of the binding energy. Using the other selected potentials (i.e the MTV(Z),
MTV(F), S3 and S4 potentials), we obtained the results presented in Table 5.7.
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Table 5.4: Convergence of the binding energy of 3H in (MeV) as a function of Kmax using
the Volkov potential.
Kmax 0 4 6 8 10 14 16 18
E[MeV] -7.7096 -8.3427 -8.4102 -8.4247 -8.4303 -8.4326 -8.4328 -8.4328
Table 5.5: Convergence of the binding energy of 3H in (MeV) as a function of rmax using
the Volkov potential, Kmax = 18.
rmax[fm] 8 10 12 14 15 18 20 30
E[MeV] -7.8707 -8.3254 -8.4124 -8.4291 -8.4312 -8.4327 -8.4328 -8.4328
Table 5.6: Convergence of the binding energy of 3H in (MeV) as a function of h using the
Volkov potential, Kmax = 18.
h[fm] 1.2 1.0 0.8 0.6 0.4 0.2 0.1 0.05
E[MeV] -8.6803 -8.6176 -8.4725 -8.4445 -8.4352 -8.4330 -8.4328 -8.4328
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It is well known that differential Faddeev equations are exact and correspond to exact
solutions [75]. Therefore, in Table 5.8 we compare the results obtained using the afore-
mentioned potentials with those obtained previously by solving the differential Faddeev
equations. A good agreement between the differential Faddeev equations and the PHEM
is shown in Table 5.8. The small differences can be attributed to overall numerical insta-
bilities.
Table 5.7: Binding energy in (MeV) of 3H, obtained using the MTV(F), MTV(Z), S3 and
S4 potentials. The results obtained are compared with the results from literature.
This work
Potentials MTV(Z) MTV(F) S3 S4
E[MeV] -8.2500 -7.7325 -6.5486 -7.1526
Others
E[MeV] -8.25[63] -7.73[63] -6.6403[66] -7.14[66]
Table 5.8: Comparison between the binding energies 3H obtained by the DFE and the
PHEM using the MTV(Z), MTV(V),Volkov, S3 and S4 potentials.
Potentials DFE PHEM ∆ E [MeV]
MTV(Z) -8.2578 -8.2500 0.0078
MTV(F) -7.7364 -7.7354 0.001
Volkov -8.4605 -8.4328 0.0277
S3 -6.6902 -6.5486 0.1416
S4 -7.0598 - 7.1526 -0.0928
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Having investigated the stability and reliability of the Renormalized Numerov Method,
we now consider the case where A ≥ 3. We particularly emphasize the convergence of the
binding energies as functions of Kmax. However, to have a general view on the truncation
of the coupled differential equations for A > 3, we checked the convergence of the function
(3.29), as K increases and for various A. Thus, the function is first separated into two
parts and we analyzed the behavior of each part separately
f 2K − 1 = f1(A,K) + f2(A,K), (5.3)
where
f1(A,K) =
2(A− 2)P α,βK (−1/2)
P α,βK (1)
, f2(A,K) =
[(A− 2)(A− 3)/2]P α,βK (−1)
P α,βK (1)
. (5.4)
In Tables 5.9, 5.10 and 5.11, the convergence of the functions f1(A,K), f2(A,K) and
f 2K − 1 were examined respectively for A =4, 8, 12, 16, 40 and K =0, 1, 2,. . . 10. From
Table 5.9, it follows that
∞∑
K>0
f1(A,K) < f1(A, 0) =⇒ lim
K−→∞
f1(A,K) = 0. (5.5)
Particularly, the table reveals that
lim
K−→7
f1(A,K) = 0 (5.6)
as A increases. Looking Table 5.10, we have as well that
lim
K−→7
f2(A,K) = 0, (5.7)
for increasing A. Therefore, one deduces from equations (5.5) and (5.7) that
∞∑
K>0
f 2K − 1 < f 20 − 1 =⇒ lim
K−→∞




f 2K − 1 = 0, (5.9)









The sum in equation (5.10) is vanishingly small since, for largeA the potential matrix itself
approaches 0 (see [22] for more details about the numerical evaluation of the potential
matrix for large A). This means that as A increases a large value of Kmax is required to
keep a significant contribution of the sum (5.10) on the binding energy.
Table 5.9: Convergence of the function f1(A,K) for A=4, 8, 12, 16, 40 and K=0, 1, 2 ,
. . . ,10.
Number of particles (A)
K 4 8 12 16 40
0 4.0000000 12.0000000 20.0000000 28.0000000 76.0000000
1 -0.5000000 1.5000000 3.5000000 5.5000000 17.5000000
2 -0.2968750 -0.2187500 0.1757812 0.6278409 3.5484914
3 0.2675781 -0.0436790 -0.0632755 -0.0096189 0.6139525
4 -0.0579834 0.0261208 -0.0026084 -0.0122454 0.0856479
5 -0.0717926 -0.0019919 0.0036410 0.0006374 0.0084521
6 0.0767300 -0.0032701 -0.0004064 0.0004750 0.0003238
7 -0.0183161 0.0015975 -0.0002533 -0.0000886 -0.0000552
8 -0.0292435 0.0000386 0.0001094 -0.0000199 -0.0000082
9 0.0335563 -0.0004126 0.0000026 0.0000111 0.0000005
10 -0.0083198 0.0001911 -0.0000177 -0.0000004 0.0000002
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Table 5.10: Convergence of the function f2(A,K) for A=4, 8, 12, 16, 40 and K=0, 1, 2,
. . . ,10.
Number of particles (A)
K 4 8 12 16 40
0 1.0000000 15.0000000 45.0000000 91.0000000 703.0000000
1 -0.5000000 -2.5000000 -4.5000000 -6.5000000 -18.5000000
2 0.3125000 0.6250000 0.7031250 0.7386364 0.7974138
3 -0.2187500 -0.1988636 -0.1447610 -0.1124012 -0.0473042
4 0.1640625 0.0745739 0.0361903 0.0210752 0.0035478
5 -0.1289062 -0.0315505 -0.0104761 -0.0046365 -0.0003199
6 0.1047363 0.0146484 0.0034047 0.0011591 0.0000335
7 -0.0872803 -0.0073242 -0.0012160 -0.0003220 -0.0000040
8 0.0741882 0.0038910 0.0004698 0.0000977 0.0000005
9 -0.0640717 -0.0021744 -0.0001941 -0.0000320 -0.0000001
10 0.0560627 0.0012684 0.0000849 0.0000112 0.0000000
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Table 5.11: Convergence of the function f 2K − 1 = f1(A,K) + f2(A,K) for A=4, 8, 12,
16, 40 and K=0, 1 2 ,. . . ,10.
Number of particles (A)
K 4 8 12 16 40
0 5.0000000 27.0000000 65.0000000 119.0000000 779.0000000
1 -1.0000000 -1.0000000 -1.0000000 -1.0000000 -1.0000000
2 0.0156250 0.4062500 0.8789062 1.3664773 4.3459052
3 0.0488281 -0.2425426 -0.2080365 -0.1220201 0.5666483
4 0.1060791 0.1006947 0.0335819 0.0088298 0.0891957
5 -0.2006989 -0.0335423 -0.0068351 -0.0039992 0.0081322
6 0.1814663 0.0113783 0.0029984 0.0016341 0.0003574
7 -0.1055964 -0.0057267 -0.0014693 -0.0004106 -0.0000592
8 0.0449447 0.0039296 0.0005792 0.0000778 -0.0000076
9 -0.0305153 -0.0025869 -0.0001914 -0.0000210 0.0000004
10 0.0477429 0.0014595 0.0000672 0.0000108 0.0000002
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Next we present and discuss the results obtained for the 4He, 6He, 8Be, 12C, 16O and 40Ca
nuclei. These results are presented different tables. In Table 5.12 we present the binding
energies of the 4He, 6He and 8Be nuclei, as functions of Kmax using the Volkov potential
and rmax = 30 fm, h = 0.05 fm. As we can see from the same table, converged binding
energies of -30.0987 MeV for 4He, -120.7583 MeV for 6He and -276.8842 MeV are obtained
for Kmax = 18. Our results are compared with those obtained in [31, 63, 64].
Table 5.12: Convergence of the binding energies (in MeV) of 4He, 6He and 8Be in terms
of Kmax obtained with the Volkov potential.
Binding energies [MeV] (This work) Others
Kmax
4He 6He 8Be
0 -28.5862 -117.2250 -271.2943 (30.2)4He[31]
2 -29.1157 -118.1382 -272.6871 (-30.25)4He[63]
4 -29.8599 -119.9791 -275.4594 (-28.6)4He[64]
6 -30.0504 -120.6170 -276.6124 (-271.1)8Be[64]
8 -30.0895 -120.7389 -276.8460 (-30.1)4He[64]
10 -30.0987 -120.7560 -276.8799 (-117.1)6He[64]
12 -30.0984 -120.7580 -276.8832
14 -30.0986 -120.7582 -276.8842
16 -30.0987 -120.7583 -276.8842
18 -30.0987 -120.7583 -276.8842
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Using the same optimal parameters (rmax = 30 fm, h = 0.05 fm), in Table 5.14 the binding
energies obtained for the 12C, 16O and 40Ca nuclei are given. Looking at that table, we
observe converged binding energies of -789.3959 MeV for 12C, -1571.4543 MeV for 16O and
-8898.1997 MeV for 40Ca. Our results are compared with the results reported in [63, 64].
A careful observation of Tables 5.12 and 5.14 reveals that for A ≤ 16, the convergence
of the binding energies is obtained for Kmax = 18, whereas for
40Ca the convergence is
obtained for Kmax = 28.
The contributions of the first term (Kmax = 0) on the converged binding energies, can








where E is the converged binding energy and E−1 is set to 0. Then from Tables 5.4, 5.12
and 5.14, we employed the relation above to obtain the results given in Table 5.13.
Table 5.13: Contribution [C0(%)] of the first term (Kmax = 0) on the converged binding
energies of the nuclei under investigation, using the Volkov potential.
Nucleus 3H 4He 6He 8Be 12C 16O 40Ca
C0(%) 91.42% 94.97% 97.07% 97.98% 98.84% 99.24% 99.72%
It can be seen that the contribution of the first term is proportion to the number of
particles. This can be justified by the results obtained in Table 5.11.
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Table 5.14: Convergence of the binding energies (in MeV) of the closed shell nuclei 12C,
16O and 40Ca in terms of Kmax using the Volkov potential. The results are compared with
other results from the literature.
Binding energies [MeV] (This work) Others
Kmax
12C 16O 40Ca
0 -780.3012 -1559.5220 -8874.1508 (-1571)16O[64]
2 -782.8049 -1563.2262 -8887.0911 (-780)12C[64]
4 -786.8792 -1568.2090 -8892.6887 (-1559)16O[64]
6 -788.8436 -1570.6676 -8895.3424 (-1560)16O[63]
8 -789.3045 -1571.3062 -8896.8304 (-1571)16O[63]
10 -789.3837 -1571.4313 -8897.5858
12 -789.3946 -1571.4513 -8897.9590
14 -789.3958 -1571.4540 -8898.0942
16 -789.3959 -1571.4543 -8898.1588






With again the Volkov potential, we calculated the root-mean-square radii of the nuclei
under investigation. Our results which are compared with the results from [64] are re-
ported in Table 5.15. For 3H, the experiment value is 1.67 fm [76].
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Table 5.15: Root-mean-square radii in (fm) of the 3H, 4He, 6He, 8Be, 12C ,16O and 40Ca
nuclei obtained using the Volkov potential.
This work
Nuclei 3H 4He 6He 8Be 12C 16O 40Ca
√
〈r2〉[fm] 1.7468 1.4833 1.3457 1.2909 1.2398 1.2077 1.5025
Ref.[64]
√
〈r2〉[fm] – 1.49 1.35 1.30 1.25 1.20 –
Keeping on optimizing the different parameters on which the algorithm depends, we also
calculated the binding energies and root-mean-square radii of the 4He, 6He, 8Be, 12C, 16O
and 40Ca using the other potentials mentioned elsewhere in this work. Thus, in Table 5.16,
the results obtained for 4He and 6He are presented obtained using the MTV(Z), MTV(F),
S3 and S4 potentials. In Table 5.17 we summarize the results obtained for 8Be, 12C, 16O
and 40Ca and where the MTV(Z) and S3 potentials were employed, for which results in
the literature are available making the comparison easy. In each table, the corresponding
radii are given in brackets.
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Table 5.16: Binding energies and radii(in brackets) of the 4He and 6He nuclei, obtained
using the MTV(Z), MTV(F), S3 and S4 potentials. The results obtained are compared
with the results from literature.
Binding energies (in MeV) and radii (in fm) (This work)
Potentials MTV(Z) MTV(F) S3 S4
4He -29.8173(1.42) -28.5253(1.43) -25.4743(1.47) -28.0121(1.41)
6He -116.8352(1.31) -112.6680(1.31) -110.3397(1.36) -116.0504(1.28)
Others
4He -30.63[63] -28.47[77] -25.42[80] –
(1.407)[79] -29.21[63] (1.45)[64] –
6He -116.41[78] – -111.17[79] –
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Table 5.17: Binding energies and radii(in brackets) of the closed shell nuclei 8Be, 12C, 16O
and 40Ca, obtained using the MTV(Z) and S3 potentials. The results are compared with
the results obtained in other works.
Binding energies (in MeV)and radii (in fm) (This work)
Potentials 8Be 12C 16O 40Ca
MTV(Z) -237.3082 -729.0610 -1334.7124 –
(1.6514) (1.6007) (1.3273) –
S3 -246.7 -629.2528 -1229.9369 -7839.8160
(1.3665) (1.3810) (1.3977) (1.3881)
Others
MTV(Z) -273.5[64] -730.5[64] -1363[64] –
– – (1.33)[64] –
S3 -248.36[79] -659.3[64] -1236.44[79] -7826[79]
(1.33)[79] (1.34)[79] (1.35)[79] (1.42)[79]
Throughout this Chapter, we discussed the results obtained using the differential Faddeev
equations and the PHEM for nuclear systems. We first solved the three−dimensional
differential Faddeev equations using the Restarted Arnoldi algorithm and obtained the
ground state binding energies of 3H for comparison purpose, using different nucleon-
nucleon potentials. The convergence of our results was checked by optimizing different
parameters on which the algorithm depends. For A ≥ 3, we solved the coupled differential
equations where we employed the Renormalized Numerov Method to obtain ground state
binding energies and radii of selected nuclei. Again optimal results were obtained by
improving the convergence rate of the algorithm. Our results are in good agreement with




Our main concern in this work was to obtain ground state binding energies and root-
mean-square radii of nuclear systems, and more particularly we considered closed shell
nuclei. To reduce the many−body Schro¨dinger equation to a manageable equation, the
many−body wave function was decomposed into two−body Faddeev amplitudes, which
in turn we expanded on the PH basis. Substituting this expansion in the Schro¨dinger
equation, an infinite set of one−dimensional coupled differential equations was obtained.
The coupled differential equations were truncated and the Renormalized Numerov Method
was employed to solve the equations and obtain binding energies and root-main-square of
3H, 4He, 6He, 8Be, 12C, 16O and 40Ca nuclei (representing A = 3, 4, 6, 8, 12, 16, 40).
For three−body systems, and for comparison purpose, we solved the three−dimensional
differential Faddeev equations. For numerical implementation, the orthogonal collocation
procedure using triquintic Hermite splines was employed to obtain an eigenvalue equation.
The latter was solved via the Restarted Arnoldi olgorithm where the Chebyshev polyno-
mial accelerator was incorporated to speed up the convergence of the algorithm. We
calculated binding energies of the 3H nucleus, using MTV(Z), MTV(F), MT-IV, Volkov,
S3 and S4 potentials. The convergence of the binding energies was handled by optimizing
various parameters on which the algorithm depends. The results obtained are in good
agreement with the results obtained from the literature. However, the value of the bind-
ing energy obtained using the MT-IV was larger than the values obtained using other
potentials, whereas the S3 corresponded to the smallest value. This is due to the fact
that the MT-IV potential contains only an attractive term, making a strong attraction
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between particles while the S3 potential exhibits the hardest core than all the potentials
used.
Going beyond three−body systems, the coupled differential equations were transformed
into an eigenvalue equation. To this end, these equations were first truncated up to Kmax,
subject to convergence requirements. Second, the Gauss-Jacobi quadrature was employed
together with the orthogonal collocation procedure. The resulting eigenvalue equation
was solved using the Renormalized Numerov method. But to test the stability and relia-
bility of the Renormalized Numerov method, we solved the eigenvalue equation for A = 3
and obtain again binding energies using the Volkov, MTV(Z), MTV(F), S3 and S4 po-
tentials. With the Volkov potential, the convergence of the binding energy was analyzed
by optimizing the parameters Kmax, rmax and h. For optimal values of the three param-
eters, the same converged binding energy of -8.4328 MeV was obtained, which agreed
with the literature. The results were compared with the results obtained previously i.e
by solving the differential Faddeev equations and the differences were ∆E= 0.0078 MeV
for the MTV(Z) potential, ∆E=0.001 for MTV(F) potential, ∆E= 0.0277 MeV for the
Volkov potential, ∆E=0.1416 MeV for the S3 potential and ∆E=0.0928 MeV for the S4
potential, resulting in a good agreement between the Faddeev formalism and the PHEM.
To have a general idea about the truncation of the coupled differential equations for
A > 3, the convergence of the function (3.29) was examined. We found that this func-
tion converges to 0 as K increases and even fast as A becomes large, leading to a large
dominance of the first term (K = 0). We therefore solved the corresponding eigenvalue
equation using as input the Volkov potential, where the convergence of the binding en-
ergies as functions of Kmax was investigated. For A ≤ 16, converged binding energies
were obtained for Kmax = 18, whereas for A = 40 the convergence of the binding energy
was obtained for Kmax = 28. We have shown that as A increases, many terms must be
retained to keep a significant contribution of the sum at the right side of (3.32) on the
binding energy, due to the behavior of the potential matrix for large A. This results in
a solution of a large number of coupled differential equations, which in turn slows down
the convergence of the algorithm, explaining the results obtained for A = 40. The results
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obtained for Kmax = 0, revealed that the contribution of the first term of the potential
harmonics on the binding energy, is proportional to the number of particles and accounts
for more than 90% of the converged binding energy for all the nuclei investigated. Re-
sults obtained using other selected potentials showed a good agreement with the literature.
Considering the convergence of our results for A = 40, it turns out that the investigation
of heavy nuclei properties via the PHEM is still a huge challenge in terms convergence
handling, especially when realistic potential are employed. On the other hand, the nuclei
are known to be dense, requiring the inclusion of many−body correlations. Therefore, to
handle any A−body nuclear bound system, improved integration techniques and numeri-
cal algorithms are still highly required to tackle the potential matrix and hence to improve
the convergence rate of the PHEM. Even the IDEA which is another method described
in this work, since it takes into account only two−body correlations and depends on the
Jacobi polynomials, its applications to heavy nuclei is still subject to some improvement.
Techniques to include many−body correlations in the PHEM and/or in the IDEA and





We discuss the Faddeev−Yakubovsky formalism for four−body systems in configuration
space in this Appendix. Starting from Jacobi coordinates, we obtain eighteen coupled
differential Faddeev−Yakubovsky equations which are reduced to only two differential
equations when the interacting particles are identical.
A.1 Four−body Jacobi Coordinates
Let us consider a four−body system consisting of particles (α, β, γ, δ) with respective
masses mα, mβ, mγ, mδ. Unlike to the three-body system, there are two possibilities of
associating the four−body particles, namely the 3 + 1 configuration (sometimes called
configuration K) and the 2+2 configuration (which we call here configuration H). These
configurations are shown in Figs. A.1 and A.2.
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Figure A.1: Four−body Jacobi coordinates in configuration K
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for configuration H . For four identical particles, the Jacobi coordinates reduce to
x
K


























= (rβ − rα)
y
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(rδ + rγ − rβ − rα).
A.2 Differential Faddeev−Yakubovsky Equations





ψij = ψαβ + ψαγ + ψαδ + ψβγ + ψβγ + ψγδ (A.5)
where ψij are the Faddeev amplitudes. With this decomposition, the four−body Schro¨dinger
equation is




where H , E4B are the Hamiltonian and the energy of the system respectively and Vij the
two−body interaction. The Faddeev amplitudes satisfy the differential equation
(H −E4B)ψαβ = −Vαβ(ψαγ + ψαδ + ψβγ + ψβδ + ψγδ), (A.7)
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In each configuration, we apply the particle permutation. To each pair of particles corre-
spond three amplitudes (two of configuration K and one of configuration H) of the total































where the ψlij,k are the amplitudes of the wave function in configuration K (with ijk
forming a three−body subsystem and l represents the spectator particle) and the ψij,kl
are the amplitudes of the wave in configuration H . As we can see, among the eighteen
amplitudes twelve are of configuration K and six are of configuration H . In the case
where all the particles are identical, we have [13, 14, 30]
(Ho + Vαβ − E4B)ψδαβ,γ = −Vαβ(ψαγ + ψβγ)
(Ho + Vαβ −E4B)ψγαβ,δ = −Vαβ(ψαγ + ψβγ) (A.9)
(Ho + Vαβ − E4B)ψαβ,γδ = −Vαβψγδ.
Since the amplitudes ψδαβ,γ and ψ
γ
αβ,δ are identical equations (A.9) are reduced to two
equations which are similar to those in [31, 35, 38]
(Ho + Vαβ − E4B)ψδαβ,γ = −Vαβ(ψδαγ,β + ψβαγ,δ + ψ(αγ)(βδ) + ψδβγ,α
+ ψαβγ,δ + ψ(βγ)(αδ))
(Ho + Vαβ − E4B)ψ(αβ)(γδ) = −Vαβ(ψβγδ,α + ψαγδ,β + ψ(γδ)(αβ)). (A.10)
Let ψ
K
≡ ψδαβ,γ and ψH ≡ ψ(αβ)(γδ) be the components of the wave function for the K and
H configurations, one obtains
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(Ho + V − E4B)ψK (ζK ) = −V [(P+ + P−)(1 + P )ψK(ζK )







































δβ,γ , SψH = ψγδ,αβ , RψK = ψ
β
αδ,γ . The matrices defining these permutation


































where µK and µH are reduced masses. Equations (A.11) represent the Faddeev−Yakubovsky
equations in configuration space for four identical particles. The total wave function is
then given by









1 + P+ + P− + T +R + S
)
ψH (A.15)
The wave function ψi, i = K,H can be expanded as follows [31, 35]






Carrying out the triple integration (A.16), we obtain a system of two coupled integrodif-















































































where x = |x|, y = |y|, z = |z|, u = xˆ.yˆ and v = yˆ.zˆ. The different coordinates involved
in the equations above are reported as well in section A.3. For the numerical solution of
the system of coupled equations (A.17), an interested reader can find details in [31, 46].
A.3 Permutation Operators
The matrices defining the permutation operators in Faddeev−Yakubovsky equations (A.11)
can be derived following [25, 59] and using the concept of consecutive and nonconsecutive
































































































































































































































































































To implement the Restarted Arnoldi Algorithm, several steps must be taken ahead. We
first reduce the infinite space into a finite space, using the cutoff technique on the variables
x and y. The cutoff radii (xmax, ymax) are values at which the wave function is expected
to vanish. Once the cutoff radii are obtained, the variables ( x, y, z) are discretized. Here
below we explain the way these variables are discretized. We define the x−grid as follows.
Let Dx = [a0, xmax] be a domain of x-grid points such that
a0 < x1 < x2 . . . < xB < . . . < xmax,
where a0 is the first nonzero point. The point a0 must be carefully chosen to avoid the
numerical instabilities in connection with x → 0 behavior of the potentials. In order
to handle the convergence of the algorithm towards correct solution and optimize the
accuracy of the method, we divide the Dx into two sub-domains, namely Dx,I the so-
called inner sub-domain and Dx,O the outer sub-domain, separated by the breakup point
xB.
Dx,I = [a0, xB], Dx,O = [xB , xmax] (B.1)
By splitting the domain Dx we need to have more grid points in the sub-domain where
the potential is stronger, which in turn means where the wave function presents the most
important structure. The break up point xB is well adjusted so that the density of grid
points in the inner sub-domain is higher than in the outer sub-domain. In the construction
of the x−grid of such characteristics, the following informations must be considered [42]
xi+1 = a0 + iδx
(I)
i , i = 1, 2, . . . Nx,I − 1
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xi = ri−1 + δx
(O)
i , i = Nx,I , . . . Nx
where δxi are scaling functions, and Nx,I is the number of inner points and Nx is the
number of x−grid points.
Because the two−body potential is independent of the y−variable, there is no need to
consider grid point density. Hence the y−grid is constructed as follows
y0 = 0 < y1 < y2 < . . . < yB < . . . < ymax. (B.2)
On z−grid we have the following partition
z0 < z1 < z2 < . . . < zmax (B.3)
Since z is an angular variable, the cutoff technique can not apply. To obtain z−grid
points, we follow [42] and set
zi = g(ti), i = 1, 2, . . . , Nz (B.4)





with z0 = −1 and zNz = 1 and the control parameter is chosen within −1 < C0 ≤ 0. A
typical value of C0 is -0.333 and g(t) is such that g(0) = 0 and g(1)=1.
B.1 Quintic Spline Functions
The advantages of using splines for approximation are such that they have good conver-
gence rate [44, 67, 82, 83]. Their analytical first and second derivatives can be analytically
obtain. Three quintic splines Siσ (σ = 0, 1, 2) being only nonzero on two adjacent subin-
tervals [xi−1, xi]
⋃






[6(x− xi)2 − 3(x− xi)hi + h2i ] xi−1 ≤ x ≤ xi
(x− xi+1)3
h5i+1








[(x− xi−1)(x− xi)− 4(x− xi)2] xi−1 ≤ x ≤ xi
(x− xi+1)3
h4i+1











xi ≤ x ≤ xi+1
0 otherwise




To derive the Renormalized Numerov Method, we find first the three term recurrence
relation of the Numerov method, starting by the expansion of the wave function u(r)
[equation (4.5)] in terms Taylor series in the neighborhood of h as follows









uIV (r) + .... (C.1)
An addition of the two expansions gives
u(r + h) + u(r − h) = 2u(r) + h2u′′(r) + h
4
12
uIV (r) +O(h6). (C.2)
From equation (C.2), one obtains
u′′(r) = u(r + h) + u(r − h)− 2u(r)− h
4
12
uIV (r) +O(h6). (C.3)
Substituting equation (C.3) into equation (4.5), results in





[Q(r)u(r)] = 0. (C.4)






[Q(r + h)u(r + h) +Q(r − h)u(r − h)− 2Q(r)u(r)] (C.5)
Defining a partition r ≡ rn = r0+nh of N +1 grid points spaced by the step size h on the
r-grid, and substituting equation (C.5) into equation (C.4), we obtain after some algebra
[Iˆ − Tˆn+1]Ψˆn+1 − [2Iˆ + 10Tˆn]Ψˆn + [Iˆ − Tˆn−1]Ψˆn−1 = 0, (C.6)
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where Ψˆn ≡ Ψˆ(rn) stands for an N × N square matrix of linearly independent solutions
equation (4.5) [40], with the boundary conditions Ψˆ(r0) = Ψˆ(rN) = 0, and
Tˆn = −(h2/12)Q(rn). (C.7)
Going further, we start with the following transformation [40, 84].
Hˆn = [Iˆ − Tˆn]Ψˆn ⇐⇒ Ψˆn = [Iˆ − Tˆn]−1Hˆn. (C.8)
and
Ψˆn+1 = [Iˆ − Tˆn+1]−1Hˆn+1
Ψˆn−1 = [Iˆ − Tˆn−1]−1Hˆn−1. (C.9)
The substitution of equation (C.8) into (C.6) results in
Hˆn+1 − UˆnHˆn + Hˆn−1 = 0, (C.10)
where
Uˆn = [2Iˆ + 10Tˆn][Iˆ − Tˆn]−1. (C.11)
Let Rˆn be a ratio matrix defined as [40]
Rˆn = Hˆn+1Hˆ
−1
n ⇐⇒ Rˆn−1 = HˆnHˆ−1n−1
⇐⇒ Rˆ−1n−1 = Hˆ−1n Hˆn−1. (C.12)
From equations (C.10) and (C.12), we have that
Hˆn+1 = UˆnHˆn − Hˆn−1, Hˆn+1 = RˆnHˆn. (C.13)
Then using equations (C.13), we may write
RˆnHˆn = UˆnHˆn − Hˆn−1
Rˆn = Uˆn − HˆnHˆn−1
= Uˆn − Rˆ−1n−1 (C.14)
Equation (C.14) is the basic of the Renormalized Numerov method, which is a two-term
recursion relation. Since Ψ(r0) = 0, consequently we have from equation (C.12) that
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Rˆ−10 = 0, implying that Rˆ0 = Uˆ0.
Let
Fˆn = [Iˆ − Tˆn], (C.15)
then, equation (C.11) is rearranged to obtain
Uˆn = Fˆ
−1
n [2Iˆ + 10(Iˆ − Fˆn)]
= Fˆ−1n (2Iˆ + 10Iˆ − 10Fˆn)
= Fˆ−1n (12Iˆ − 10Fˆn)
= 12Fˆ−1n − 10Iˆ. (C.16)
Equation (C.16) has a simpler form than (C.11) from computational point of view.
Defining Rˆn as the new ratio matrix [40]
Rˆn = Hˆn−1Hˆ−1n , (C.17)
we have from previous calculations that
Rˆn = Uˆn − Rˆ−1n+1. (C.18)
This is again a two-term recursive equation, which is solved once RˆN has been specified.
From the boundary conditions, we have Ψ(rN) = 0 and then Rˆ−1N = 0, RˆN = UˆN , meaning
that (C.18) is an inward recursion, whereas (C.14) represents the outward recursion. At
the matching point rm, the solutions are equivalent, that is [40, 84]
Uˆm − Rˆm+1 = Uˆm − Rˆm
Rˆm − Rˆm+1 = 0 (C.19)
For nontrivial solution of equation (C.19), the following condition is imposed
∆(E0) = |Rˆm − Rˆ−1m+1| = 0. (C.20)
Thus, the determinant ∆(E0) being a function of the trial energy E0 is expected to vanish
at each of the eigenvalues.
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