Joint Video Team developed a joint multiview video model (JMVM) with multi-reference frame technology. Motion and disparity estimation are employed in multi-reference frame technology to provide better rate distortion performance. However, the process of searching blocks with variable sizes for motion and disparity estimation in multi-reference frames significantly increases the computational complexity. After analyzing the statistical features of multi-reference frames in MVC, this paper proposes a fast multi-reference frame selection algorithm based on a dynamic threshold technology correlated with the types of frames. All views of prediction structure in JMVM are categorized into three types, that is, the basic view without inter-view reference relation, the first layer views that only refer anchor frame from upper view, the second layer views that need to refer the basic view and the first layer views. Furthermore, all frames in MVC prediction structure are divided into three categories, the anchor frame without any reference, non-anchor frame in the base view and the first layer view, and the non-anchor frame in other views. Dynamic threshold technique is given to terminate the process of searching multi-reference frames early. The proposed algorithm also reduces the useless candidate reference frames by filtering out those reference frames that are less likely to contain the best matched results and achieves significant speed-up. Experimental results show that the proposed algorithm can achieve 50.13% ~ 72.19% reduction of encoding time in comparison with JMVM7.0, while the proposed algorithm hardly influences the rate distortion performance of MVC.
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I. INTRODUCTION
With the development of multimedia technologies and the demand for realistic visual systems [1] , three dimensional (3D) video technologies have been widely researched and gradually used. It can give users vivid information about scene structure. Moreover, it can also provide the capability of 3D perception by respectively showing two of these views to the eyes. With the technology of free-viewpoint television (FTV) [2] , 3D television [3] and surveillance systems [4] which can provide free viewpoints of scenes and have realistic sight getting more and more mature, multiview video coding (MVC) draws more and more attention. Multiview video are captured simultaneously at different positions and angles by multiview imaging system [5] - [6] . Compared with mono-view video, the amount of multiview video data is much more enormous because it is proportional to the number of cameras. In order to transmit and store these signals for practical use, they must be effectively compressed. The straightforward solution for MVC is to encode all the videos independently by using the existing state-of-the-art video codecs such as H.264/AVC [7] - [9] . However, multiview video signals contain a large amount of inter-view redundancies between neighboring views and temporal redundancy between frames in the same view, since all cameras capture the same scene from different viewpoints simultaneously [10] .
In recent years, 3D audio/video (3DAV) group in MPEG standard organization explored 3D researches in 2001. From 2005, the Joint Video Team (JVT) formed by ISO/IEC MPEG and ITU-T VCEG started the standardization for MVC. From the discussion in JVT meetings, the developed coding scheme for multiview video settings mainly uses H.264/AVC with exploiting temporal and inter-view dependencies [11] . The joint multiview video model (JMVM) is developed by JVT as the reference software and the research platform, and it uses Hierarchical B Pictures (HBP) prediction structure to exploit both temporal and inter-view correlations [12] . JMVM provides various sophisticated coding techniques for MVC, in which multi-reference frame search technology is exploited to encode and decide the current frame with the found optimal reference frame, motion estimation (ME) is utilized to encode temporal predicted frames, and disparity estimation (DE) is used in the process of encoding inter-view frames. These methods can achieve the best coding rate distortion (RD) performance with removing the temporal and spatial redundancies. However, the corresponding complexity will increase significantly. Hence, it is urgent to propose a fast algorithm to improve the encoding efficiency and compress the multiview video data efficiently.
There had been many fast algorithms for mono-view proposed about mode selection and multi-reference frame selection recently. A fast multi-frame based motion estimation algorithm was proposed for MPEG-4 to H.264 video transcoder, and it employs both temporal and spatial prediction methods form a high accuracy prediction scheme [13] . Anjali et al. proposed a fast multi-reference frame selection method that used the strategy of Most-Used-Reference-First based on the usage history of reference frames [14] .A fast block-based motion estimation using early stop search techniques for H.264/AVC standard which reduces the computational cost by reducing the number of candidate pixels required for the sum of absolute difference (SAD) for each block has been proposed in [15] , it reduces the computational cost by decreasing the number of candidate pixels. However, the coding structures in MVC are more complex than that in stereo video coding, these fast algorithms for mono-view video coding can not be used directly for MVC. Besides, the previous work cannot deal with variable-block-size DE and complex mode decision. In addition, some fast macroblock mode selection algorithms for MVC had been proposed [16] - [17] . A fast macroblock mode selection algorithm for multiview video coding which had been proposed in [16] used the correlations of the macroblock modes during the neighboring views to simplify the process of searching all kinds of macroblock modes. In [17] , a new fast prediction algorithm, content-aware prediction algorithm with inter-view mode decision, is proposed. The algorithm utilized the information of corresponding blocks found by DE to reduce the computation of ME.
The remaining of this paper is organized as follow. In section II, we first describe the principle of multi-reference frame selection algorithm in JMVM and investigate why searching all reference frames is unnecessary. Then we propose a fast multiple reference frame selection algorithm based on dynamic threshold. Experimental results will be given in Section III and the work is concluded in Section IV.
II. FAST MULTIPLE REFERENCE FRAME SELECTION ALGORITHM
A. Multi-reference frame selection in JMVM ME/DE involves searching an area in a reference frame previously encoded, which closely matches the current block. H.264 standard supports ME/DE in multiple reference frames. The reference frame with the minimal sum-absolute-difference (SAD) value is then selected as the best reference frame for inter frame coding. SAD value is calculated by 
where s and c denote the source and reconstructed signals, respectively, B 1 and B 2 denote the numbers of horizontal and vertical pixels. In JMVM, HBP is used as a prediction structure for MVC, as shown in Fig. 1(a) , where the arrows indicate the prediction directions of ME or DE. There are eight views in HBP structure in Fig. 1(a) , where vertical direction denotes the individual views and horizontal direction denotes the consecutive time. Here, Sn denotes the individual view and Tn is the consecutive time instant. For example, S1T5 represents the frame locating at the 5th time instant in the view 1. The length of group of pictures (GOP) in Fig. 1(a) is eight, and the frames that the arrows point to are referred by the other frames. For instance, S1T0, S1T8, S0T4 and S2T4 are the reference frames for S1T4. In implementation, the referring relations in HBP structure can be divided into two categories, that is, the inter-view referring relation and the temporal referring relation. The frames in each GOP can be divided into two types: anchor frames and non-anchor frames. Each GOP starts I frames to allow synchronization and random access, B-frames have four hierarchies, and denote B1, B2, B3 and B4, respectively. The proportion of B-frames is very high in HBP structure, since B-frames can take advantage of ME and DE to reduce the temporal and spatial redundancy. Taking coding efficiency into consideration, ME is more appropriate for MVC because it has better compatibility with the existing video coding standards. Different from mono-view video coding, DE is also utilized to reduce the inter-view redundancy in MVC. Fig. 1(b) shows the process of ME and DE. The current macroblock can be predicted by ME from the reference frame in the same view channel. On the other hand, DE can remove inter-view redundancy by using the reference frame in the neighboring view channel. Although MVC is an emerging technology, huge amount of video data and ultra high computational complexity make it difficult to be realized. Hence, it is necessary to develop a fast algorithm to reduce computational complexity of encoding B-frames.
Decoded Picture Buffer (DPB) in JMVM contains the previously decoded N frames in order,
, and these are used as reference frames to find the best reference block for each motion compensated partition sizes i.e., SKIP, Inter16×16, Inter16×8, Inter8×16, Inter8×8, Inter8×8Frext, Intra16×16, Intra8×8 and Intra4×4. ME and DE are employed in multi-reference frame to provide the best RD performance for MVC, but it consumes too much computational time. Generally, the probability of getting the best macroblock match in Ref 1 is higher than other reference frames. Therefore, for most of test sequences, the efficiency of using multiple reference frames which will significantly increase the coding complexity to improve the coding performance is not to be used.
B. Analyses the statistical feature of multi-reference frames in MVC
As we know, the distribution of the reference blocks is not uniform across reference frames, since the strong correlations due to spatial redundancy in neighboring views and temporal redundancy between neighboring frames in the same view. To verify this phenomenon, we carry out the following experiments in which the proportion of reference blocks in each reference frame is analyzed. Because the ME/DE methods performs an exhaustive search of all the candidate search points and is assured to find the best matching result, the full search technique of the JMVM is used in experiments. To analyze statistical features of multi-reference frames in MVC, three test sequences are used, including Ballroom sequence provided by Mitsubishi Electric Research Laboratories (MERL) which has great disparity and violent motion, Exit sequence also provided by MERL which has great disparity, Race1 sequence provided by KDDI Corp, which has violent motion. According to the analyses in last section that the majority of frames in HBP prediction structure are B-frames, we have done motion search of all the candidate blocks with two forward reference frames and two backward reference frames. Table I shows the average proportion of the optimal macroblocks found in each reference frame. Here, list0 means the list of forward reference frames and list1 means the list of backward reference frames. It is clear that the first reference frame contains on average 94.52% optimal reference blocks in list0 and 95.08% in list1, respectively. Compared with the first reference frame, the second one contains 5.48% in list0 and 4.92% in list1, respectively. For a given encoded frame, the distribution of the optimal reference blocks whose SAD value is the smallest within all reference frames is not uniform, and the proportion of the best reference frames is not balanced. Obviously, the probability of getting the best matched block in Ref1 is high and decreases very fast to Ref2. This suggests that we have high probability to find the optimal matched block early in the process of searching the first frame in DPB, and thus may terminate the process of ME/DE early without searching all Refi, (i = 1,2,...N). When a B-frame is encoded, three motion predication methods are used in JMVM to get accurate predication motion vector, that is, forward predication, backward predication and bi-directional prediction which is the most complicated and time-consuming among the three methods. During the process of encoding B-frame, the macroblocks with various degrees of motion use different motion predication methods. Before designing the fast multi-reference frames selection algorithm, we select the frame S0T4 of Exit sequence to investigate the motion predication methods of the JMVM. As shown in Fig. 2 , the area with black rim denotes the macroblocks using the forward or backward predication method, and the blocks with red border use bi-directional prediction.
Obviously, the macroblocks with red border mainly concentrate in the area with violent motion, such as the man who is walking and the doorframe caused by the changes of man's shadow. It suggests that bi-directional predication is used when macroblocks with violent motion are encoded. We know that the majority of blocks are background or flat areas in test sequence. So it is possible to find the best matched block early in the process of forward predication and backward predication, and there is unnecessary to implement bi-directional predication in flat areas.
Based on the analyses of the reference frames selection process of the JMVM, a fast multi-reference frames selection algorithm is proposed to reduce the computational complexity in MVC.
C. The proposed fast multi-reference frames selection algorithm
For HBP prediction structure shown in Fig. 1(a) , eight views are categorized into three types, the basic view (S0) within which the frames have no inter-view reference frames, the first layer views (S2, S4, S6) that only refer anchor frame from upper view (such as S2 refers to S0), the second layer views (S1, S3, S5, S7) that need to refer basic view and the first layer views. So we can divide all the frames in HBP structure into three categories, that is, C1, C2 and C3. C1 denotes the anchor frame without any reference frames in the eight views, C2 is non-anchor frame in the base view and the first layer view, and C3 is the non-anchor frame in other views.
Since the frames with the basic view and first layer view are located in high level in reference relationship, it is reasonable for these frames performing the full search algorithm to keep the best RD performance. The previous experiments seem to suggest that we can terminate the process of searching multi-reference frames early by using a dynamic threshold recorded as T. It is necessary to research how to design the dynamic threshold with the least chance of missing optimal blocks. As described in introduction, multiview videos have strong correlations owning to spatial and temporal redundancy. It suggests that SAD values of blocks at corresponding position at the same time are nearly alike or same completed between neighboring views. Therefore, we can make use of the correlations of SAD values of blocks previously encoded to design the threshold. The dynamic threshold is calculated by , ,
where RdA, RdB and RdC denote SAD values of the neighboring left-top block, top block and top-right (or top-left) block of the current block, respectively, and median(RdA,, RdB, RdC) denotes the median of RdA, RdB and RdC. And min(Rdv, Rdt) is the minimal SAD value between the corresponding block at the same time and the block in neighboring views. C(n) denote the type of the current frame n. The above analysis motivates to develop a fast multi-reference frame selection algorithm based on dynamic threshold. Fig. 3 shows the flow chart of the proposed algorithm and it can be depicted as follows 1) If C(n) is C1, search all the frames in list of reference frames and do bi-directional prediction. Otherwise, use the fast algorithm proposed with dynamic threshold.
2) Search the reference frames of list0/list1 in order and calculate SAD value of reference frame. If SAD value of current block (Rd c ) meets the formula that (Rd c -T) < T×0.1, the multi-reference frame searching process will be stopped in advance and the reference block is selected as the best matched block.
3)
To analyze the possibility of having bi-directional predication, S(V) is defined to describe the motion intensity of current encoded block. It is calculated by
where V denotes motion vector of the current block, and S(V) represents a set of motion vectors whose mode less than 10. Here, VA, VB and VC denote the motion vector on the neighboring left block, top block and top-right (or top-left) block, respectively. If there are two belong to S(V) at least in VA, VB and VC, bi-directional prediction operation is not used in searching prediction motion vector. Otherwise, perform bi-directional prediction operation.
III. EXPERIMENTAL RESULTS AND ANALYSES
In experiments, the proposed fast multi-reference frame selection algorithm is evaluated compared with JMVM7.0. The experiments have been carried out on PC with the Intel Core 3.0GHz CPU and 3.25GB RAM. Test sequences are Door Flowers (1024×768), Alt Moabit (1024×768), Exit (640×480), Ballet (1024×768), Race1 (320×240) and Breakdancers (1024×768), respectively. Fig. 4 (a)-(f) show the first frame in each view of the test sequences. Test configurations are listed in Table II.  Table III shows the comparison experimental results of JMVM7.0 implementation and the proposed algorithm. In Table III , TS indicates the average time saving in encoding process and it is defined by
where T JMVM and T proposed are the encoding time of the JMVM and the proposed fast algorithm, respectively The proposed fast multi-reference frames selection algorithm effectively reduces the useless candidate reference frames by filtering out those reference frames that are less likely to contain the best matched results and achieves significant speed-up. From Table III , it is clear that the proposed algorithm can reduce the encoding time ranging from 50.13% to 72.19% encoding time, while it hardly influences the RD performance. The real speedup performance of the proposed fast method may be better because the data listed in Table III include the encoding time of the anchor frames which the full search method is adopted. Fig. 5 also shows encoding time comparison between JMVM and the proposed algorithm, and the total encoding speedup is 2.00-3.59 times. Since the majority of blocks in Race1 belong to background or flat areas, it prevents the process of finding the optimal prediction motion vector from searching in Ref2 and doing bi-directional prediction which need much more encoding time. As seen in Table III , the proposed algorithm has great adaptability for different kinds of sequences and Basis QP.
Every cell in Table IV shows an average PSNR-Y and bit rate of a test sequence with respect to a certain basis QP. Compared with the JMVM, PSNR Y decreases less than 0.05 dB and the bit rate nearly keeps the same when the proposed hybrid algorithm is implemented. Fig. 6 shows the RD performance of the proposed algorithm. The fast algorithm may cause the declination of RD performance because not all blocks select the best matched reference block. 
IV. CONCLUSIONS
Multiview video coding (MVC) has attracted great attention from industries and research institutes. It is essential to design a fast multi-reference frames selection algorithm to reduce computational complexity of MVC. This paper presents an efficient fast algorithm for the prediction part in MVC. Based on high inter-view correlations between views and the distribution features of the optimal matched blocks, unnecessary computation of searching multi-reference frames can be early terminated. The features of the best reference frame distribution, SAD values of various modes are exploited as the basis of the proposed algorithm.
In this paper, we propose a fast multi-reference frame selection algorithm for MVC, which use a dynamic threshold to terminate the process of searching multi-reference frames early. Firstly, we have analyzed the statistical features of multi-reference frames in MVC and defined a dynamic threshold according to the type of frames. Secondly, motion intensity of the current encoded block is used to make sure if we can do bi-directional predication. Experimental results show that the proposed algorithm can reduce 62.63% coding time on average with the similar same coding quality.
