A Natural Language Generation (NLG) system is able to generate text from nonlinguistic data, ideally personalising the content to a user's specific needs. In some cases, however, there are multiple stakeholders with their own individual goals, needs and preferences. In this paper, we explore the feasibility of combining the preferences of two different user groups, lecturers and students, when generating summaries in the context of student feedback generation. The preferences of each user group are modelled as a multivariate optimisation function, therefore the task of generation is seen as a multi-objective (MO) optimisation task, where the two functions are combined into one. This initial study shows that treating the preferences of each user group equally smooths the weights of the MO function, in a way that preferred content of the user groups is not presented in the generated summary.
Introduction
Summarisation of time-series data refers to the task of automatically generating summaries from attributes whose values change over time. Content selection is the task of choosing what to say, i.e. what information to be included in a report (Reiter and Dale, 2000) . Here, we consider the task of automatically generating feedback summaries for students describing their performance during the lab of a computer science module over the semester. This work is motivated by the fact that different user groups have different preferences of the content that should be conveyed in a summary, as shown by Gkatzia et al. (2013) .
Various factors can influence students' learning, such as difficulty of the material (Person et al., 1995) , workload (Craig et al., 2004) , attendance in lectures (Ames, 1992) etc. These factors change over time and can be interdependent. The different stakeholders (i.e. lecturers and students) have different perceptions regarding what constitutes good feedback. Therefore, when generating feedback, we should take into account all preferences in order to be able to produce feedback summaries that are acceptable by both user groups.
Stakeholders often have conflicting goals, needs and preferences, for example managers with employees or doctors with patients and relatives. In our data, for instance, lecturers tend to comment on the hours that a student studied, whereas the students disprefer this content. Generating the same summary for both groups allows for meaningful further discussion with common ground.
Previous work on NLG systems that address more than one user group use different versions of a system for each different user group (Gatt et al., 2009) or make use of User Models (Janarthanam and Lemon, 2010; Thompson et al., 2004; Zukerman and Litman, 2001 ). Here, we explore a method that adapts to both expert preferences and users simultaneously (i.e. lecturer and students preferences), by applying Multi-Objective optimisation (MOO). MOO can be applied to situations where optimal decisions are sought in the presence of trade-offs between conflicting objectives (Chankong and Haimes, 1983) . We explore whether balancing the preferences of two user groups can result in an adaptive system that is acceptable by all users. At the same time, the programming effort is reduced as only one system needs to be developed. Moreover, by pooling all available data together, there is less need for an extensive data collection.
In the next section, we present three systems: one tuned for lecturers, one for students, and one that attempts to find middle ground. In Section 3, we describe an evaluation of these three systems and in Section 4 we discuss the results. Finally, in Section 5, directions for future work are discussed.
Methodology
Reinforcement Learning (RL) is a machine learning technique that defines how an agent learns to take optimal sequences of actions so as to maximize a cumulative reward (Sutton and Barto, 1998) . Here we extend the framework proposed by Gkatzia et al. (2013) whereby the content selection is seen as a Markov Decision problem and the goal of the agent is to learn to take the sequence of actions that leads to optimal content selection. A Temporal Difference learning method (Sutton and Barto, 1998) was used to train an agent for content selection. Firstly, we will describe the data in general. Secondly, we refer to the RL system that adapts to lecturers' preferences as described by Gkatzia et al. (2013) . Thirdly, we will describe how we collected data and developed a methodology that adapts to students' preferences and finally how we combined the knowledge of both steps to develop an MO system. The three systems (Lecturer-adapted, Student-adapted, MO) share the same architecture but the difference lies in the reward functions used for training.
The Data
For this study, the dataset described by Gkatzia et al. (2013) was used. Table 1 shows an example of this dataset that describes a student's learning habits and a corresponding feedback summary provided by a lecturer. The dataset is composed of 37 similar instances. Each instance consists of time-series information about the student's learning routine and the selected templates that lecturers used to provide feedback to this student. A template is a quadruple consisting of an id, a factor (Table 1) , a reference type (trend, weeks, average, other) and surface text. For instance, a template can be (1, marks, trend, 'Your marks were <trend>over the semester'). The lexical choice for <trend>(i.e. increasing or decreasing) depends on the values of time-series data. There is a direct mapping between the values of factor and reference type and the surface text. The timeseries attributes are listed in Table 1 (bottom left).
Time-series summarisation systems
Actions and states: The state consists of the timeseries data and the selected templates. In order to explore the state space the agent selects a timeseries attribute (e.g. marks, deadlines etc.) and then decides whether to talk about it or not. The states and actions are similar for all systems.
Lecturer-adapted reward function
The reward function is derived from analysis with linear regression of the provided dataset and is the following cumulative multivariate function:
where X = {x 1 , x 2 , ..., x n } is the vector of combinations of the data trends observed in the time-series data and a particular reference type of the factor. The value of x i is given by the function:
1, if the combination of a factor trend and a particular reference type is included in the feedback 0, if not. The coefficients represent the preference level of a factor to be selected and how to be conveyed in the summary. Important factors are associated with high positive coefficients and the unimportant ones with negative coefficients. In the training phase, the agent selects a factor and then decides whether to talk about it or not. If it decides to refer to a factor, the selection of the template is performed deterministically, i.e. it selects the template that results in higher reward. Length represents the number of factors selected for generation.
Student-adapted reward function
The Student-adapted system uses the same RL algorithm as the Lecturer-adapted one. The difference lies in the reward function. The reward function used for training is of a similar style as the Lecturer-adapted reward function. This function was derived by manipulating the student ratings in a previous experiment and estimating the weights using linear regression in a similar way as Walker et al. (1997) and Rieser et al. (2010) .
Multi-objective function
The function used for the multi-objective method is derived by weighting the sum of the individual reward functions.
R M O = 0.5 * R LECT + 0.5 * R ST U DEN T To reduce the confounding variables, we kept the ordering of content in all systems the same.
Evaluation
The output of the above-mentioned three systems were evaluated both in simulation and with real users. Example summaries of all systems are presented in Table 2 .
Evaluation in Simulation
26 summaries were produced by each system. The output of each system was evaluated with the three reward functions. Table 3 shows the results. As expected, all systems score highly when evaluated with the reward function for which they were trained, with the second highest reward scored from the MO function. Table 2 illustrates this with the MO Policy clearly between the other two policies. Moreover, the MO function reduces the variability between summaries as is also reflected in the standard deviation given in Table 3 .
We used BLEU (4-grams) (Papineni et al., 2002) to measure the similarities between the feedback summaries generated by the three systems. BLEU score is between 0-1 with values closer to 1 indicating texts are more similar. Our results demonstrate that the summaries generated by the three systems are quite different (BLEU score between 0.33 and 0.36). This shows that the framework presented here is capable of producing quite different summaries based on the various reward functions.
Evaluation with real users
The goal of the evaluation is to determine whether the end-user can pick up on the above-mentioned differences in the feedback and rank them according to their preferences. The output of the three systems was ranked by 19 lecturers and 48 firstyear Computer Science students. Time-series data of three students were presented on graphs to each participant. They were also shown 3 feedback summaries and they were asked to rank them in terms of preference.
As we can see from Table 4 , the two user groups significantly preferred the output of the system which was trained for their preferences (MannWhitney U test, p < 0.05). Interestingly, lecturers found both the outputs produced by the Lectureradapted system and the Student-adapted system significantly preferable (p < 0.05) to the output produced by the MO system. In contrast, students significantly preferred the output generated by the Student-adapted system over the other two. Finally, both user groups rated the MO system 3rd, but there is not a significant difference between the student ratings for the MO system and the Lecturer-adapted system.
Discussion
It is interesting to examine the weights derived from the multiple-linear regression to determine the preferences of the different user groups. For instance, lecturers' most preferred content is hours studied, therefore the reward function gives high scores to summaries that mention the hours that a student studied in all cases (i.e. when the hours studied increased, decreased, or remained stable). This, however, does not factor heavily into the student's reward function. Secondly, lecturers find it useful to give some advice to students who faced personal issues during the semester, such as advising them to talk to their mentor. Students, on the other hand, like reading about personal issues only when the number of issues they faced was increasing over the semester, perhaps as this is the only trend that may affect their performance. Students seem to mostly prefer a feedback summary that mentions the understandability of the material when it increases which is positive feedback. Finally, the only factor that both groups agree on is that health issues is negatively weighted and therefore not mentioned.
The MO reward function attempts to balance the preferences of the two user groups. Therefore, for this function, the coefficient for mentioning health issues is also negative, however the other coefficients are smoothed providing neither strong negative or positive coefficients. This means that there is less variability (see Table 3 ) but that perhaps this function meets neither group's criteria.
Conclusion and Future Work
In conclusion, we presented a framework for developing and evaluating various reward functions for time-series summarisation of feedback. This framework has been validated in that both simulation and subjective studies show that each group does indeed prefer feedback generated using a highly tuned reward function, with lecturers being slightly more open to variation. Further investigation is required as to whether it is indeed possible to find middle ground between these two groups. Choices for one group may be negatively rated by the other and it might not be possible to find middle ground but it is worth investigating further other methods of reward function derivation using stronger feature selection methods, such as Principal Component Analysis.
