A matching M in a graph G is connected if all the edges of M are in the same component of G. Following Figaj and Łuczak, there are a number of results using the existence of large connected matchings in cluster graphs with respect to regular partitions of large graphs to show the existence of long paths and other structures in these graphs. We prove exact Ramsey-type bounds on the sizes of monochromatic connected matchings in 2-edge-colored multipartite graphs. In addition, we prove a stability theorem for such matchings.
Introduction
Recall that for graphs G 0 , . . . , G k we write G 0 → (G 1 , . . . , G k ) if for every k-coloring of the edges of G 0 , for some i ∈ [k] there will be a copy of G i with all edges of color i. The Ramsey number R k (G) is the minimum N such that K N → (G 1 , . . . , G k ), where
Since the papers [10, 5, 6] were proving asymptotic bounds, they used approximate bounds on maximum sizes of monochromatic connected matchings in edge-colored dense multipartite graphs. But for the exact bound [11, 12] (for large N) on long paths in 3-edgecolored K N and for the exact bound by DeBiasio and Krueger [7] on long paths and cycles in 2-edge-colored bipartite graphs, one needs a stability theorem: either the edge-colored graph has a large monochromatic connected matching, or the edge-coloring is very special.
In this paper, we find exact bounds on the size of a maximum monochromatic connected matching in each 2-edge-colored complete multipartite graph K n 1 ,...,n k . This generalizes, sharpens and extends the corresponding results in [10] and can be considered as an extension of one of the results in [7] . We also prove a corresponding stability theorem in the spirit of [11] and [7] . In our follow-up paper [1] we use this stability theorem to prove among other results that for large n, Conjecture 3 and the relation K n,n,n → (C 2n , C 2n ) hold.
Notation and results
Let α ′ (G) denote the size of a largest matching in G and α ′ * (G) denote the size of a largest connected matching in G. Let α(G) denote the independence number and β(G) denote the size of a smallest vertex cover in G. We seek minimal restrictions on n 1 ≥ n 2 ≥ . . . ≥ n s guaranteeing that every 2-edgecoloring of K n 1 ,n 2 ,...,ns contains a monochromatic M n . An obvious necessary condition is that N := n 1 + . . . + n s ≥ 3n − 1.
Indeed, even K 3n−2 → (M n , M n ): for G = K 3n−2 , partition V (G) into sets U 1 and U 2 with |U 1 | = 2n − 1, |U 2 | = n − 1, and color the edges of G[U 1 , U 2 ] with red and the rest of the edges with blue. Then there is no monochromatic M n ; see Figure 1 . The other natural requirement is that N − n 1 = n 2 + . . . + n s ≥ 2n − 1.
Indeed, for arbitrarily large n 1 and N = n 1 + 2n − 2, consider the graph H obtained from K N by deleting the edges inside a vertex subset U 1 with |U 1 | = n 1 . Graph H contains every K n 1 ,n 2 ,...,ns with n 2 + . . . + n s = 2n − 2. Partition V (H) − U 1 into sets U 2 and U 3 with |U 2 | = |U 3 | = n − 1. Color all edges incident with U 2 red, and the remaining edges of H blue. Again, there is no monochromatic M n ; see Figure 2 .
Figure 1: Example for condition (1) .
Figure 2: Example for condition (2) .
Our first main result is that the necessary conditions (1) and (2) together are sufficient for K n 1 ,n 2 ,...,ns → (M n , M n ). We prove it in the following more general form. 
and N − n i ≥ x 1 + x 2 − 1 for every 1 ≤ i ≤ s.
Let E(G) = E 1 ∪ E 2 be a partition of the edges of G, and let G i = G [E i ] for i = 1, 2. Then for some i, α ′ * (G i ) ≥ x i . There are at least two types of 3-edge-colorings of K 4n−3 with no monochromatic M n . We use Theorem 4 to show the following generalization of the existence of a monochromatic connected matching M n in each 3-edge-coloring of K 4n−2 .
Theorem 5. Let 1 ≤ x 2 , x 3 ≤ x 1 , N = 2x 1 + x 2 + x 3 − 2, and G = K N . Let E(G) = E 1 ∪ E 2 ∪ E 3 be a partition of the edges of G, and let G i = G [E i ] for i = 1, 2, 3. Then for some i, α ′ * (G i ) ≥ x i . Finally, for the case x 1 = x 2 = n of Theorem 4, we prove a stability result which will be used in [1] to prove Conjecture 3 for large N. This will require a few definitions to state.
Definition 6.
For ε > 0 and s ≥ 2, an N-vertex s-partite graph G with parts V 1 , . . . , V s of sizes n 1 ≥ n 2 ≥ . . . ≥ n s , and a 2-edge-coloring E = E 1 ∪ E 2 , is (n, s, ε)-suitable if the following conditions hold:
and if V i is the set of vertices in
We do not require E 1 ∩ E 2 = ∅; an edge can have one or both colors. We write
Our stability result gives a partition of the vertices of near-extremal graphs called a (λ, i, j)-bad partition. There are two types of bad partitions.
Our stability theorem is:
In the next section, we remind the reader the notion and properties of the Gallai-Edmonds decomposition, and in each of the next three sections we prove one of the Theorems 4, 5 and 9.
Tools from graph theory
We make extensive use of the Gallai-Edmonds decomposition (called below the GE-decomposition for short) of a graph G, defined below. 
Edmonds and Gallai described important properties of this decomposition:
Theorem 11 (Gallai-Edmonds Theorem; Theorem 3.2.1 in [15] 
For bipartite graphs, we use the simpler König-Egerváry theorem, which we apply in two equivalent forms:
Theorem 12 (König-Egerváry Theorem; Theorem 1.1.1 in [15] ). In a bipartite graph, the number of edges in a maximum matching is equal to the number of vertices in a minimum vertex cover.
Equivalently, if H is a bipartite graph with bipartition (U, V ), then
Finally, we also will use the following theorem on Hamiltonian cycles.
Theorem 13 (Las Vergnas [14] , see also Theorem 11 on p. 214 in [4] 
then each set of q edges that form vertex-disjoint paths is contained in a Hamiltonian cycle of G.
Connected matchings in 2-edge-colorings (Theorem 4)
Let G be a complete s-partite graph K n 1 ,...,ns satisfying (3) and (4). Let V 1 , . . . , V s be the parts of G with
We proceed by contradiction, assuming that there is a partition
Among such edge partitions, we will find partitions with additional restrictions and study their properties. Eventually we will prove that such partitions do not exist.
Structure of G
Among all G and partitions E(G) = E 1 ∪ E 2 satisfying (3), (4) and (5), choose one with the smallest N.
Then (3) and (5) hold for G ′ . Hence by the minimality of G, (4) does not hold for G ′ . Since (4) does hold for G, we conclude that n 1 = n 2 and N − n 1 = x 1 + x 2 − 1. The last equality implies that
Proof. Suppose s = 2. Then by (4), n 1 = N −n 2 ≥ x 1 +x 2 −1 and n 2 = N −n 1 ≥ x 1 +x 2 −1. It is sufficient to consider the situation that n 1 = n 2 = x 1 + x 2 − 1.
Suppose that for some i ∈ {1, 2}, α
. This means that each of G 1 and G 2 has more than one nontrivial component. Let A be the vertex set of one nontrivial component in
Then for both i ∈ {1, 2}, 
This means that min{a 1 , a 2 } < x 2 and min{b 1 , b 2 } < x 2 . By the symmetry between a 1 and a 2 , we may assume
Components of G i
Next, by analyzing the components of G 1 and G 2 , we will reduce the problem to a case where G 1 and G 2 have no nontrivial components. Then it will be enough to find a large matching in either G 1 or G 2 ; the matching will automatically be connected, which will contradict assumption (5).
Claim 4.3. For any
We consider three cases:
Since V j is independent, every edge in G 2 has a vertex in V (G) − V j , and hence lies in D.
∅, and by the case, each vertex in 
Claim 4.4. If there are partitions E(G)
, then there is one satisfying all of the following:
Therefore every maximum matching in G i leaves at least two vertices uncovered; by Theorem 11, this means k ≥ 2, since the number of uncovered vertices is k − a.
We want to show that G i − A actually has at least 3 components. Since k ≥ 2, D 1 and
and D 2 cannot both be nontrivial components. This leaves the possibility that D 2 is an isolated vertex of G i and D 1 is the rest of V (G), which we must also rule out. In this case, by Theorem 11, a maximum matching in G i covers all vertices of D 1 except for one of them; we have
But by assumption (5), α
and it is isolated in
Let Q be the set of edges in G 3−i that are either incident to A or else have both ends in the same D i (including D 0 ). Modify the partition E 1 ∪ E 2 by removing all edges of Q from E 3−i and adding them to
Therefore the resulting partition still satisfies (5) .
Next, we show that G ′ 3−i has at most one nontrivial component: equivalently, that α
. Suppose for the sake of contradiction that G ′ 3−i has at least two nontrivial components, say H 1 and
We may rename the parts of G so that
By the symmetry between V 1 and V 2 , we may assume w V 1 . Then w is adjacent in G ′ 3−i with both u 1 and v 1 , a contradiction. The resulting partition E
. The second condition of Claim 4.4 also holds if we had i = 1 in the proof above. If we had i = 2, then we may repeat this procedure with i = 1, finding a third partition E
, but now the Gallai-Edmonds partition of G 1 has the properties we want, proving the claim.
Completing the proof of Theorem 4
From now on, we assume that the partition E 1 ∪ E 2 satisfies the conditions guaranteed by 
The following claim allows us to gradually grow a connected matching R.
Claim 4.5. Let R be a matching in
Suppose that R cannot be made larger by either of the following operations:
• Adding an edge of G 2 which has one endpoint in I and the other outside A ∪ I ∪ V (R).
• Replacing an edge e ∈ R with two edges e ′ , e ′′ ∈ E(G 2 − A) such that e ⊂ e ′ ∪ e ′′ and e ′ ∪ e ′′ has one vertex in I and one in V (G) − A − R − I.
Then G violates assumption (5).
Proof. Let u be a vertex of G outside A ∪ I ∪ V (R) and let v ∈ I. Since v is an isolated vertex in G 1 − A, uv cannot be an edge of G 1 ; by the maximality of R, uv cannot be an edge of G 2 . Therefore there is some part V i of G containing both u and v. Next, we show that every edge of R has one endpoint in V i . Suppose not; let w 1 w 2 ∈ R be an edge with w 1 , w 2 V i . Note that uw 1 , uw 2 , vw 1 , vw 2 are all edges of G. Since w 1 w 2 ∈ E 2 , w 1 and w 2 cannot be in the same component of G 1 − A. Therefore uw 1 , uw 2 cannot both be in E 1 ; without loss of generality, uw 1 ∈ E 2 . Since v is isolated in G 1 − A, the edge w 1 w 2 ∈ R can be replaced by the edges uw 1 , vw 2 ∈ E 2 , violating the maximality of R.
By (4), v has at least x 1 + x 2 − 1 neighbors in G, so it has at least (
by the maximality of R, they all are in R, and by the argument in the previous paragraph, they are all in different edges of R.
Therefore |R| ≥ (
We consider two cases; in each, we construct the pair (I, R) of Claim 4.5 and arrive at a contradiction. 
At least one endpoint of e i is a vertex v i not in the same part of G as u i+1 , and is therefore adjacent to u i+1 in G 2 .
To begin, let R 0 be the set of the r − 1 edges u i+1 v i found in this way, when r > 0, and the empty set otherwise. If I 0 is the set of all isolated vertices in
Now build I and R by the following procedure. Start with I = I 0 and R = R 0 . Whenever an edge (in G 2 ) connects I to V (G)−(A∪I ∪V (R)), add it to R and remove its endpoint from I. Whenever we can replace an edge e ∈ R with two other edges e ′ , e ′′ such that e ⊂ e ′ ∪ e ′′ and e ′ ∪ e ′′ has exactly one vertex in I, do so, and remove from I the vertex contained in e ′ ∪ e ′′ . Once this process is complete, R satisfies the maximality conditions of Claim 4.5. In this process, |I| + |R| never changes. Therefore |I| + |R| ≥ k − 1 at the end of this procedure.
By assumption (5),
, since by the assumption in the case R cannot cover all the non-isolated vertices of G 1 − A. Therefore Claim 4.5 applies to the pair (I, R), contradicting assumption (5).
Case 2. G 2 − A has a matching that covers all vertices which are not isolated in G 1 − A. In this case, let R 0 be such a matching, and let R be a maximal matching in G 2 − A that covers all vertices of V (R 0 ).
By Theorem 11, there is a matching in G 1 saturating A; therefore a ≤ α ′ (G 1 ) ≤ x 1 − 1, and
Choose any u ∈ I 0 and let I = I 0 − {u}. Then Claim 4.5 applies to the pair (I, R), with the maximality conditions holding because R is a maximum matching; once again, this contradicts assumption (5).
Connected matchings in 3-edge-colorings (Theorem 5)

Components of G i
To prove Theorem 5, we begin by proving bounds on the sizes of components in G 2 and G 3 . This is done by applying Theorem 4 to an appropriate subgraph of G. Proof. Without loss of generality, say i = 3. For each component of G 3 , delete all edges in G between vertices of that component to create a graph G ′ . This graph has a 2-edgecoloring given by G 1 and G 2 . It satisfies Condition (3) of Theorem 4 automatically, since N ≥ 2x 1 + x 2 − 1. Also, no part is larger than x 1 + x 3 − 1, so
and G ′ satisfies Condition (4) . By Theorem 4, we have α
From now on, we assume that for each i ∈ {2, 3}, there is a component in color i on vertex set
However, neither S 2 nor S 3 can be too large. 
vertices. This verifies Condition (4) of Theorem 4 for the parts of G ′ that are contained in S 3 . It remains to check this condition for parts of G ′ that are contained in B. Since all the vertices of S 3 − A are vertices of G ′ outside such a part, the number of such vertices is at least
So Theorem 4 applies to G ′ . Therefore, for some i ∈ {1, 2}, α
, and the conclusion of Theorem 5 holds.
Completing the proof of Theorem 5
From now on, we assume that the hypothesis of Claim 5.2 does not hold. Let S i = V (G)−S i ; our assumption implies that |S i | ≥ x 1 + 1 for both i ∈ {2, 3}. We can use this to obtain a decomposition of V (G) in which we know the colors of many edges.
Claim 5.3. Theorem 5 holds unless there is a decomposition
• All edges of
Proof. Define the parts as follows:
Because S 2 and S 3 induce components in G 2 and G 3 respectively, the edges out of S 2 cannot be in E 2 , and the edges out of S 3 3 ] is a subgraph of G 1 . A vertex cover of this bipartite graph has to include either the entire Z 0 or the entire Z 1 , and it has to include either the entire Z 2 or the entire Z 3 . This means a vertex cover contains one of
Each of them has size at least x 1 + 1 by Claims 5.1 and 5.2.
So this bipartite graph has minimum vertex cover of order at least x 1 + 1; by Theorem 12 theorem, its maximum matching has size at least x 1 + 1. This maximum matching is connected if there is at least one edge from 3 , so they must all be in E 2 , and the partition has the structure we wanted.
Now we complete the proof of Theorem 5.
Proof of Theorem 5. Induct on min{x 1 , x 2 , x 3 }. The base case is when min{x 1 , x 2 , x 3 } = 0, which holds because we can always find a connected matching of size 0.
If the theorem holds for all smaller min{x 1 , x 2 , x 3 }, then it holds for the triple (x 1 − 1, x 2 − 1, x 3 − 1), so assume this case as the inductive hypothesis.
For the triple (x 1 , x 2 , x 3 ), let G = K 2x 1 +x 2 +x 3 −2 with a 3-edge-coloring as in Theorem 5. If the hypotheses of any of the Claims 5.1-5.3 hold for G, then we are done. Otherwise, G has the decomposition (Z 0 , Z 1 , Z 2 , Z 3 ) described in Claim 5.3.
Construct a 3-edge-colored subgraph
vertices, so the inductive hypothesis applies. We find a connected matching in G ′ i of size x i − 1 for some i. The vertices of this matching have to be contained in two of the parts Z j , Z k , with the edges between Z j and Z k all having color i. So we can add the edge v j v k to this matching, getting a connected matching of size x i in the original G i .
Stability for 2-edge-colorings (Theorem 9)
Proof setup
Among counter-examples for fixed n, γ and ε such that 0 < ε < 10 −3 γ < 10 −6 and n > 100/γ, choose a 2-edge-colored (n, s, ε)-suitable graph G with the fewest vertices and modulo this, with the smallest s.
If both (S1) and (S2) are strict inequalities, we can delete a vertex from V s and still have a 2-edge-colored (n, s, ε)-suitable graph contradicting the minimality of N.
If N = 3n − 1 and (S2) is strict, then s ≥ 3 and n s−1 + n s > n, since otherwise we can consider the (s − 1)-partite graph obtained from G by deleting all edges between V s−1 and V s . This also yields that for s ≥ 6, also n 1 + n 2 ≥ n 3 + n 4 ≥ n s−1 + n s > n implying N > 3n. This contradicts the condition N = 3n − 1. Thus, if N − n 1 > 2n − 1, then N = 3n − 1, s ≤ 5 and n 1 < n.
On the other hand, if N > 3n − 1 and N − n 1 = 2n − 1, then n 1 = n 2 , since otherwise by deleting a vertex from V 1 we get a smaller (n, s, ε)-suitable graph. Furthermore, in this case n 1 = n 2 > (3n − 1) − (2n − 1) = n and hence n 3 + . . . + n s < (2n − 1) − n = n − 1. So, if s ≥ 4, then we can replace the parts V 3 , . . . , V s with one part V
Summarizing, we will replace (S1) and (S2) with the following more restrictive conditions:
We obtain G ′ by deleting from G the set V and in the case
The structure of the proof resembles that of the proof of Theorem 4, but everything becomes more complicated. For example, instead of a simple Claim 4.2, we need a 2-page Subsection 6.2 below considering the case of almost bipartite graphs. After this, in Subsection 6.3 we prove three important claims, and present the main proof in Subsection 6.4. We will many times use that γ > 1000ε.
Almost bipartite graphs
Suppose G is an (n, s, ε)-suitable graph satisfying also (S1 ′ ), (S2 ′ ) and (S5), and that s ′ = 2, i.e., G ′ is bipartite. This means 0 ≤ |V 3 | ≤ 4εn. By (S2) and the definition of G ′ , 
Hence by Theorem 12, F has a vertex cover Q with |Q| ≤ (1 + γ)n. Choose j ∈ {1, 2} so that
Furthermore, since Q is a vertex cover in F ,
In particular, (9) together with r ≤ 2εn implies that
Hence (10) 
. This matching is connected by (11) . Thus we may assume that
. By the assumption,
Thus by (8) , |U 1 | ≥ (2 − 1 − γ − 12ε)n − 1. On the other hand, |U 1 | ≤ |Q| ≤ (1 + γ)n, and symmetrically, |U 2 | ≥ (2 − 1 − γ)n − 1. Thus Conditions (iv) and (v) in the definition of an (8γ, 2, 2)-bad partition (V j , U 1 , U 2 ) are satisfied.
Condition (iii) of the definition holds by (8) . Since Q is a vertex cover in F , every edge in G
By (S3) and the fact that |Q| ≤ (1 + γ)n,
Similarly, by (12) ,
Since the degree of each vertex in
] has a matching M 1 of size β ≥ 2.5γn. Let Z 1 be the set of the ends of the edges in M 1 that are in F j − Q. By (10), each vertex in (8) and (12), this is at least
And by (8) ,
2 , which means Condition (i) for a (8γ, 2, 2)-bad partition also holds. So, partition (V j , U 1 , U 2 ) is (8γ, 2, 2)-bad.
In this case, we choose j ∈ {1, 2} so that |F j | ≥ |F 3−j |. Case 2.1: to at least |F j | − εn vertices in F j , and by (8) , each vertex in F j is adjacent in G ′ 2 to at least
, and the size of this component is larger than |F |, a contradiction to the choice of F . Case 2.3: 5ε) n, and G ′ 2 has an edge xy with x ∈ F j and y ∈ F 3−j . By (13) 
Case 2.5: |F j | ≥ |F 3−j | > (1 − 5ε)n, |F 3−j | ≤ (1 + γ)n, and Case 2.3 does not hold. Let
proving the left part of Condition (i) of a (2γ, 1, 1) -bad partition. On the other hand, since |F j | ≥ |F 3−j | > (1 − 5ε)n, using (8),
proving the right part of Condition (i).
Since Case 2.3 does not hold,
Thus Condition (ii) also holds. This proves Theorem 9 for s ′ = 2.
General claims
We start from finding large matchings in
has a matching of size at least |W 1 | − 7εn.
Proof. By symmetry, let i = 1. By Theorem 12, it is enough to show that for every A ⊆ W 1 ,
Suppose first that A intersects at least two distinct V ′ j s, say contains vertices
i.e., (14) holds for A.
and again (14) holds for A.
A similar proof gives the following. 
has no edges, min{|W 1 |, |W 3 |} > (1 + γ + 4ε)n, and neither of (a) and (b) holds.
So the graph 
Since Case 1 does not hold, we have and
). This means G 
Let
, then since (a) does not hold,
and (17) holds. If W intersects two distinct V ′ j s, then
and again (17) holds.
Case 3: Case 1 does not hold, and for k ∈ {1, 3} there are
. If {j 1,1 , j 1,2 } {j 3,1 , j 3,2 }, then repeating the argument of Case 2, we again find a connected matching of size at least (1 + γ) 
Note that the last sum of the minima is always at least (1 + γ)n: if it has the form |W k,1 | + |W k,2 |, then it is equal to |W k | > (1 + γ)n; otherwise this holds because (a) is false. Now we discuss largest components in G
3−i has only one nontrivial component D, and there is some
In any case,
Main part
We work with s ′ ≥ 3. 
Comparing the first and the last expressions in the chain, we get n ′ 1 ≥ 2b. Since by Claim 6.4,
and α 
Since N ′ ≥ 3n − 1 − 5εn and α ′ (G 
Construct an independent set I in G
