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In this paper, the global asymptotic stability of Hopfield neural networks with delays is
investigated. Distinct differences from other analytical approaches lie in transforming to
an equivalent system by using a parameterized transformation which allows free variables
in an operator. A novel, less conservative and restrictive criterion than those established
in the earlier references is given in terms of several matrix inequalities by utilizing the
Lyapunov theory and matrix inequality framework. The results are related to the size of
delays. Numerical examples are given to show the effectiveness of our proposed method.
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1. Introduction
During the past several years, the stability of a unique equilibrium point of Hopfield neural networks [1] with delays has
been extensively studied. Stability results that impose constraint conditions on the network parameters will be dependent
of the intended applications in investigating the stability properties of neural networks. Time delays are likely to be present
due to the finite switching speed of amplifiers that are the core elements for implementing artificial neurons in themodels of
neural networks. Time delays occurring in the interaction between neurons will affect the stability of a network by creating
instability, oscillation and chaos phenomena. In view of this, the stability issue of time-delay neural networks is a topic of
great practical importance [6–9], which has gained increasing interest due to the potential applications in signal processing,
optimization problems, image processing and other fields.
Recently, a number of global stability criteria of Hopfield networks with time delays have been proposed (see [10–14]).
Liao etc. [9] derives some sufficient conditions for asymptotic stability of neural networks with constant or time-varying
delays. The Lyapunov–Krasovskii stability theory for functional differential equations and the linear matrix inequality (LMI)
approach are employed to investigate the problem. It shows how some well-known results can be refined and generalized
in a straightforward manner. For the case of constant time delays, the stability criteria are delay-independent; for the case
of time-varying delays, the stability criteria are delay-dependent. In [12], the authors have provided an extended upper
bound of delays for the global asymptotic stability of the equilibrium of Hopfield neural networks with transmission delays.
Such a bound has an important significance in both theory and application for the design of these globally stable networks.
In [13], the authors analyze the global asymptotic stability of Hopfield neural networks with time delays by utilizing the
Lyapunov functional method and the linear matrix inequality approach, and present a new sufficient condition ensuring
global asymptotic stability of the unique equilibrium point of delayed Hopfeld neural networks.
To the best of our knowledge, most of the existing results for the global asymptotic stability are independent of delays.
However, in some applications, network delays are frequently fixed and their bounds are known. The main aim of this
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paper is to present a sufficient condition for global asymptotic stability of delayed neural networks, provided that the
time delays is sufficiently small. The results here are also discussed from the point of view of its comparison with the
earlier results. In this paper, we deal with the problem of global asymptotic stability for Hopfield neural networks with
time delays. By constructing a suitable Lyapunov functional, a new condition for global asymptotic stability of HNNs with
constant delay is given in terms of LMIs. Distinct difference from other analytical approaches lies in the following aspect:
transforming to an equivalent systems by using a parameterized transformation which allows free variables in operator.
Then, we establish novel sufficient conditions for the Hopfield neural networks to be globally asymptotically stable by
utilizing Lyapunov–Krasovskii functional method and using some well-known inequalities. Compared with the earlier
results in the literature, those results are less restrictive and conservative. The advantage of the proposed approaches are
that resulting stability criteria can be used efficiently via existing numerical convex optimization algorithms such as the
interior-point algorithms for solving LMIs [4]. An example is given to support our results.
The rest of this paper is organized as follows. In Section 2, the problem to be studied is stated and some of the required
preliminaries and lemmas are given. In Section 3, some global asymptotic stability criteria are presented for delayedHopfield
neural networks by means of the Lyapunov–Krasovskii stability theorem and linear matrix inequality. In Section 4, an
illustrative example is given to show the effectiveness of our results. Finally, some conclusions are drawn in Section 5.
2. Neural network model and preliminaries
The delayed neural network model we consider is defined by the following state equations:
u˙i(t) = −diui(t)+
n∑
j=1
aijgj(uj(t))+
n∑
j=1
bijgj(uj(t − τ))+ Ii, i = 1, . . . , n, (2.1)
or equivalently
u˙(t) = −Du(t)+ AG(u(t))+ BG(u(t − τ))+ I, (2.2)
where u(t) = [u1(t), u2(t), . . . , un(t)]T is the state vector of the neural networks, D = diag(d1, d2, . . . , dn) is a positive
diagonal matrix, i.e. di > 0, A = [aij]n×n and B = [bij]n×n are the connection weight matrix and the delayed connection
weight matrix, respectively, G(u(t)) = [g1(u1(t)), g2(u2(t)), . . . , gn(un(t))]T denotes the neuron activation function,
I = [I1, I2, . . . , In]T is a constant external input vector. τ denote the axonal signal transmission delay vector with τ ≥ 0. The
initial conditions associated with system (2.1) are of the form
ui(t) = φi(t), t ∈ [−τ , 0], (2.3)
in which φi are continuous functions for i = 1, 2, . . . , n.
Throughout this paper, we always assume that the activation functions are bounded and satisfy the following condition,
i.e., (H1) There exists constants Li > 0 such that, for any x, y ∈ R, i = 1, 2, . . . , n, | gi(x) − gi(y) |≤ Li | x − y |.
gi(i = 1, 2, . . . , n) is bounded on R.
It is easy to see that the assumption (H1) implies that the activation functions are continuous but not always monotonic.
We also see that the usual sigmoid functions in Hopfield neural model and in the cellular neural networkmodel both satisfy
the assumptions (H1).
For notational convenience, we will always shift an intended equilibrium point u∗ = [u∗1, u∗2, . . . , u∗n]T ∈ Rn of system
(2.1) to the origin by letting x(t) = u(t)− u∗, then system (2.1) can be rewritten as:
x˙i(t) = −dixi(t)+
n∑
j=1
aijfj(uj(t))+
n∑
j=1
bijfj(uj(t − τ)), (2.4)
xi(θ) = φi(θ)− u∗i = ϕi(t), θ ∈ [−τ , 0] (2.5)
or equivalently the matrix form
x˙(t) = −Dx(t)+ AF(x(t))+ BF(x(t − τ)), x(t) = ϕ(t), t ∈ [−τ , 0], (2.6)
where x(t) = [x1(t), x2(t), . . . , xn(t)]T is the state vector of the transformed system, and
F(x(t)) = [f1(x1(t)), f2(x2(t)), . . . , fn(xn(t))]T with fi(xi(t)) = gi(xi(t)+ u∗i )− gi(u∗i ), i = 1, 2, . . . , n.
From the assumption (H1), we can see that the function vector, F , possesses the following properties:
(H2) For any x ∈ R, | fi(x) |≤ Li | x |, and fi(x) is bounded with fi(0) = 0.
Obviously, the equilibrium point of system (2.1) with (H1) is globally asymptotically stable if and only if the origin of
system (2.6) with (H2) is globally asymptotically stable. This in the sequel, we only consider global asymptotic stability of
the trivial solution of system (2.6) with condition (H2).
Recalling the assumption (H2) on the activation functions, we can define, for i = 1, 2, . . . , n,
si(t) =

fi(xi(t))
xi(t)
, xi(t) 6= 0,
0, xi(t) = 0.
(2.7)
From (2.7) and the assumption (H2), we have fi(xi(t)) = si(t) · xi(t) and−Li ≤ si ≤ Li.
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Furthermore, system (2.4) and (2.6) can be rewritten as, respectively,
x˙i(t) = −dixi(t)+
n∑
j=1
aijsj(t)xj(t)+
n∑
j=1
bijsj(t − τ)xj(t − τ), (2.8)
and
x˙(t) = −Dx(t)+ AS(t)x(t)+ BS(t − τ)x(t − τ). (2.9)
Sign S0 = S(t), Sτ = S(t − τ), Si(t) = diag(si(t)). System (2.9) can be rewritten as
x˙(t) = −Dx(t)+ AS0x(t)+ BSτ x(t − τ). (2.10)
From the assumption (H2), we have−L ≤ S ≤ L, and define L = diag(Li).
In this paper, we will use the notation A > 0 (or A < 0) to denote the matrix A is a symmetric and positive definite (or
negative definite) matrix. The notation AT and A−1 means the transpose of and the inverse of a square matrix A.
Before starting the main results, we first need the following Lemma.
Lemma 2.1 ([2]). Given any real matrices Σ1,Σ2,Σ3 of appropriate dimensions and a scalar ε > 0 such that 0 < Σ3 = ΣT3 .
Then, the following inequality holds:
ΣT1Σ2 +ΣT2Σ1 ≤ εΣT1Σ3Σ1 +
1
ε
ΣT2Σ
−1
3
Σ2. (2.11)
Lemma 2.2 ([3]). For any constant matrix M ∈ Rm×m,M = MT > 0, scalar γ > 0, vector function ω : [0, γ ] → Rm such that
the integrations concerned are will defined, then
γ
∫ γ
0
ωT(β)Mω(β)dβ ≥
(∫ γ
0
ω(β)dβ
)T
M
(∫ γ
0
ω(β)dβ
)
. (2.12)
Lemma 2.3 ([4]). The following linear matrix inequality (LMI)(
Q (x) S(x)
ST(x) R(x)
)
> 0 (2.13)
where Q (x) = Q T(x), R(x) = RT(x), and depend affinely on x, is equivalent to
R(x) > 0, Q (x)− S(x)R−1(x)ST(x) > 0. (2.14)
Lemma 2.4 ([5]). Consider an operator Φ(·) : ζn,τ → Rn with Φ(xt) = x(t) + Bˆ
∫ t
t−τ x(ξ)dξ , where x(t) ∈ Rn and Bˆ ∈ Rn×n.
For a given scalar p, where 0 < p < 1, if a positive definite symmetric matrix N exists, such that[−pN τ BˆTN
τNBˆ −p
]
< 0 (2.15)
holds, then the operator Φ(xt) is stable.
3. Global asymptotic stability analysis for delayed HOPFIELD neural networks
In this section, we present a stability criterion for global asymptotic stability of the equilibrium point for the delayed
neural networks. Now, define an operatorΦ(xt) : ζn,τ → Rn as
Φ(xt) = x(t)+
∫ t
t−τ
Cx(ξ)dξ (3.1)
where xt = x(t + s), s ∈ [−τ , 0] and C is a free parameter to be determined later. From the definitions of Φ(x), the
transformed systems is
Φ˙(xt) = (−D+ C)x(t)+ AS0x(t)+ BSτ x(t − τ)− Cx(t − τ). (3.2)
Now the following theorem gives a new criterion for asymptotic stability of system (2.1).
Theorem 3.1. Suppose that the assumption (H1) is satisfied. If there exists symmetric and positive definitematrices P,Q , diagonal
positive matrices R1, R2, R3, R4, and constant matrix W ∈ Rn×n such that the following inequalities (3.3) and (3.4) hold:
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∆
√
τW PAL PBL −W −PD+W 0 0√
τW T −P 0 0 0 0 0 0
LATP 0 −R1 0 0 0 0 0
LBTP 0 0 −R2 0 0 0 0
−W T 0 0 0 −Q −W 0 0
−DP +W T 0 0 0 −W T −τ−1P PAL PBL
0 0 0 0 0 LATP −R3 0
0 0 0 0 0 LBTP 0 −R4

< 0 (3.3)
[−P τW T
τW −P
]
< 0 (3.4)
where∆ = −PD− DP +W +W T + Q + R1 + R2 + R3 + R4,W = PC and L = diag(Li). Then the origin of system (2.1) is the
unique equilibrium point and it is globally asymptotically stable.
Proof. In order to study global asymptotic stability of the origin of system (3.2), we consider the following general
Lyapunov–Krasovskii functional:
V (x) = ΦT(xt)PΦ(xt)+
∫ t
t−τ
xT(ξ)Qx(ξ)dξ +
∫ t
t−τ
(∫ t
ξ
xT(θ)CTPCx(θ)dθ
)
dξ + 2
∫ t
t−τ
xT(ξ)(R2 + R4)x(ξ)dξ . (3.5)
The time derivative of Lyapunov–Krasovskii functional V (x(t)) along the trajectories of system (3.2) is derived as follows:
V˙ (x(t)) = 2ΦT(xt)PΦ˙(xt)+ xT(t)Qx(t)− xT(t − τ)Qx(t − τ)
+
∫ t
t−τ
[xT(t)CTPCx(t)− xT(ξ)CTPCx(ξ)]dξ + xT(t)(R2 + R4)x(t)− xT(t − τ)(R2 + R4)x(t − τ)
= 2[x(t)+
∫ t
t−τ
Cx(ξ)dξ ]TP[(−D+ C)x(t)+ AS0x(t)+ BSτ x(t − τ)− Cx(t − τ)]
+ xT(t)Qx(t)− xT(t − τ)Qx(t − τ)+ τxT(t)CTPCx(t)−
∫ t
t−τ
xT(ξ)CTPCx(ξ)dξ
+ xT(t)(R2 + R4)x(t)− xT(t − τ)(R2 + R4)x(t − τ)
= 2xT(t)P(−D+ C)x(t)+ 2xT(t)PAS0x(t)+ 2xT(t)PBSτ x(t − τ)− 2xT(t)PCx(t − τ)
+ 2
(∫ t
t−τ
Cx(ξ)dξ
)T
P(−D+ C)x(t)+ 2
(∫ t
t−τ
Cx(ξ)dξ
)T
PAS0x(t)
+ 2
(∫ t
t−τ
Cx(ξ)dξ
)T
PBSτ x(t − τ)− 2
(∫ t
t−τ
Cx(ξ)dξ
)T
PCx(t − τ)
+ xT(t)Qx(t)− xT(t − τ)Qx(t − τ)+ τxT(t)CTPCx(t)−
∫ t
t−τ
xT(ξ)CTPCx(ξ)dξ
+ xT(t)(R2 + R4)x(t)− xT(t − τ)(R2 + R4)x(t − τ), (3.6)
From Lemma 2.1, we have the following inequalities:
2xT(t)PAS0x(t) ≤ xT(t)R1x(t)+ xT(t)PAS0R−11 ST0ATPx(t)
≤ xT(t)R1x(t)+ xT(t)PALR−11 LATPx(t), (3.7)
2xT(t)PBSτ x(t − τ) ≤ xT(t − τ)R2x(t − τ)+ xT(t)PBSτR−12 S−1τ BTPx(t)
≤ xT(t − τ)R2x(t − τ)+ xT(t)PBLR−12 LBTPx(t), (3.8)
2
(∫ t
t−τ
Cx(ξ)dξ
)T
PAS0x(t) ≤ xT(t)R3x(t)+
(∫ t
t−τ
Cx(ξ)dξ
)T
PAS0R−13 S
T
0A
TP
(∫ t
t−τ
Cx(ξ)dξ
)
≤ xT(t)R3x(t)+
(∫ t
t−τ
Cx(ξ)dξ
)T
PALR−13 LA
TP
(∫ t
t−τ
Cx(ξ)dξ
)
, (3.9)
2
(∫ t
t−τ
Cx(ξ)dξ
)T
PBSτ x(t − τ) ≤ xT(t − τ)R4x(t − τ)+
(∫ t
t−τ
Cx(ξ)dξ
)T
PBSτR−14 S
T
τB
TP
(∫ t
t−τ
Cx(ξ)dξ
)
≤ xT(t − τ)R4x(t − τ)+
(∫ t
t−τ
Cx(ξ)dξ
)T
PBLR−14 LB
TP
(∫ t
t−τ
Cx(ξ)dξ
)
, (3.10)
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−
∫ t
t−τ
xT(ξ)CTPCx(ξ)dξ ≤ −τ−1
(∫ t
t−τ
Cx(ξ)dξ
)T
P
(∫ t
t−τ
Cx(ξ)dξ
)
, (3.11)
where Lemmas 2.1 and 2.2 are used to derive the inequalities.
Substitute Eqs. (3.7)–(3.11) into (3.6), we get
V˙ (x(t)) ≤ xTtτ (t)
 ∆1 −PC P(−D+ C)−CTP −Q −PC
(−D+ C)TP −CTP −τ−1P + PALR−13 LATP + PBLR−14 LBTP
 xtτ (t)
= xTtτ (t)Ωxtτ (t), (3.12)
where xtτ (t) =
[
x(t) x(t − τ)
(∫ t
t−τ
Cx(ξ)dξ
)]T
and
∆1 = −PD− DP + PC + CTP + Q + R1 + R2 + R3 + R4 + PALR−11 LATP + PBLR−12 LBTP + τCTPC . (3.13)
LetW = PC , we get
Ω =
 ∆2 −W −PD+W−W T −S −W T
−DP +W T −W T −τ−1P + PALR−13 LATP + PBLR−14 LBTP
 (3.14)
where
∆2 = −PD− DP +W +W T + Q + R1 + R2 + R3 + R4 + PALR−11 LATP + PBLR−12 LBTP + τW TP−1W . (3.15)
Therefore V˙ (x(t)) < 0 for all x(t) 6= 0 ifΩ < 0, and V˙ (x(t)) = 0 if and only if x(t) = 0. By Lemma 2.1 (Schur complement),
the inequalityΩ < 0 is equivalent to the LMI (3.3). Also, the inequality (3.4) is equivalent to[−P τCTP
τPC −P
]
< 0. (3.16)
Then we have that a positive scalars p satisfying p < 1 exists such that[−pP τCTP
τPC −P
]
< 0 (3.17)
according to matrix theory. Therefore, from Lemma 2.4, if the inequality (3.14) holds, then operators Φ(x) are stable.
According to the Theorem 9.8.1 in [16], we conclude that if matrix inequalities (3.3) and (3.4) hold, then, the origin of system
(3.2) or the equilibrium point x∗ of system (2.1) is globally asymptotically stable. This completes the proof. 
In Theorem 3.1, if we select transformation matrix C as matrix A in system (3.2), consequently, W = PA, then from
Theorem 3.1, we have the following corollary:
Corollary 3.2. System (2.1) is globally asymptotically stable if there exist symmetric and positive definite matrices P,Q and
positive diagonal matrices R1, R2, R3, R4 such that the following LMIs (3.16) and (3.17) hold:
∆3
√
τPA PAL PBL −PA −PD+ PA 0 0√
τATP −P 0 0 0 0 0 0
LATP 0 −R1 0 0 0 0 0
LBTP 0 0 −R2 0 0 0 0
−ATP 0 0 0 −Q −PA 0 0
−DP + ATP 0 0 0 −ATP −τ−1P PAL PBL
0 0 0 0 0 LATP −R3 0
0 0 0 0 0 LBTP 0 −R4

< 0 (3.18)
[−P τATP
τPA −P
]
< 0 (3.19)
where
∆3 = −PD− DP + PA+ ATP + Q + R1 + R2 + R3 + R4.
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Fig. 1. The time response curve of the system (4.1).
Remark 3.1. The criteria given in Theorem 3.1 is dependent on the time delays. It is well known that the delay-dependent
criteria are less conservative than delay-independent criteria when the delay is small. In this paper, we utilize Matlab’s LMI
Control Toolbox [15], which implements interior-point algorithm. This algorithm is significantly faster than classical convex
optimization algorithms [4].
4. Numerical example
In this section, wewill show bymeans of a numerical example that the proposed results provide new stability criteria for
a general class of delayed neural networks by comparing with those reported recently in the literature. The program dde23
in MATLAB is applied to solve the involved Delayed Differential Equations.
Example 1. Consider the following delayed Hopfield neural networks in reference [15].
x˙1(t) = −2.5x1(t)− 0.5f (x1(t))+ 0.1f (x2(t))− 0.1f (x1(t − τ))+ 0.2f (x2(t − τ))− 1,
x˙2(t) = −2x2(t)+ 0.2f (x1(t))− 0.1f (x2(t))+ 0.2f (x1(t − τ))+ 0.1f (x2(t − τ))+ 4, (4.1)
where the activation function is described by f (x) = 12 (|x+ 1| − |x− 1|). The matrix D, A, B are
D =
[
2.5 0
0 2
]
, A =
[−0.5 0.1
0.2 −0.1
]
, B =
[−0.1 0.2
0.2 −0.1
]
.
Clearly, f (x) satisfies (H1) with L = E (E is identity matrix). However, there exists at least a feasible solution to the
conditions in Theorem 3.1, where τ = 0.3108, e.g.,
P =
[
276.2112 0
0 224.5626
]
, Q =
[
0.7656 0
0 1.6143
]
, R1 =
[
168.6919 0
0 63.3294
]
,
R2 =
[
58.1496 0
0 104.0595
]
, R3 =
[
168.2956 0
0 61.5050
]
, R4 =
[
54.9646 0
0 103.2912
]
,
W =
[
8.9054 5.4663
5.3783 −11.7511
]
.
Hence, the system (4.1) is globally asymptotically stable.
The equilibrium point of Eq. (4.1) is asymptotically stable if the delay τ ≤ τ ∗ = 0.0279 by the criteria in [13], and the
equilibrium point of Eq. (4.1) is asymptotically stable if the delay τ = 0.17 by the criteria in [14], whichwasmore restrictive
and conservative than that of our result. Moreover, our result is more easily testable conditions than the results in [13,14].
Therefore, our result presents a less conservative result than that in [13,14] for this example.
If choosing the initial values φ = [1.6, 1.8]T, we can calculate the unique equilibrium point u∗ = [−0.3338, 1.9000]T,
as shown in Fig. 1.
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5. Conclusion
We have investigated the global asymptotic stability problem via a novel approach. By employing a simple
transformation, we first shifted the nonlinear neural network model to the linear system, a process called a parameterized
first-order model transformation, which is used to transform the linear system. Then, via an approach combining the
Lyapunov stability theorem and linear matrix inequality technique, we have derived some new sufficient conditions for
the global asymptotic stability of delayed Hopfield neural networks. In comparison with some recent results reported in
the literature, the present results provide new stability criteria for delayed neural networks. A numerical example has been
used to demonstrate our results.
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