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Introduction générale 
 
 
Les distributeurs d’énergie électrique s’efforcent de fournir un produit de qualité caractérisé 
par un système triphasé équilibré de tensions sinusoïdales. Cependant, vu la prolifération 
d’équipements à caractéristiques courant / tension non linéaires, la distorsion harmonique de 
l’onde de tension prend de plus en plus d’ampleur. C’est le cas notamment d’équipements à 
convertisseurs statiques (redresseurs, gradateurs et cycloconvertisseurs) qui ont la propriété 
d’injecter des courants non sinusoïdaux dans le réseau d’alimentation. Les redresseurs à diode 
étant l’une des premières sources des perturbations harmoniques, la conception de redresseurs 
dont le courant en entrée est asservi à une sinusoïde, présente la solution la mieux adaptée 
pour respecter les contraintes normatives. 
 
Jusqu’à présent, de nombreux redresseurs à prélèvement sinusoïdal du courant ont été 
proposés et étudiés [KOL-99] [MAO-97] [SIN-00]. En triphasé, le redresseur Boost à 
prélèvement sinusoïdal est de loin le plus utilisé et a fait l’objet de plusieurs travaux de 
recherche [HAB-93] [LEE-00] [MAL-01]. Toutefois, la propriété d’élévateur de tension pose 
des problèmes lors de la mise sous tension et lors du changement de consigne de la tension 
continue. Afin de contourner ces limites, la solution est d’intercaler un circuit de stockage 
intermédiaire commandable, entre le pont triphasé et la charge [SHI-02] [KIK-02]. Ce circuit 
de stockage intermédiaire est, dans la plupart des cas, un hacheur abaisseur élévateur de la 
tension continue. L’inconvénient de cette solution est qu’elle augmente le coût du 
convertisseur et détériore sa fiabilité. Le travail présenté dans ce mémoire de thèse, concerne 
la mise en place d’une architecture de commande d’un redresseur Cuk triphasé, réversible et à 
prélèvement sinusoïdal. L’objectif est de réduire le coût associé aux capteurs tout en 
améliorant la fiabilité, le rendement et la qualité CEM du convertisseur, afin d’aboutir à une 
structure susceptible de concurrencer le redresseur Boost triphasé à prélèvement sinusoïdal. 
Pour améliorer la qualité du convertisseur, nous étudions une autre modulation pour 
remplacer la modulation MLI classique, afin d’atténuer le spectre du courant sans détériorer le 
fondamental. En l’occurrence la modulation à fréquence aléatoire RPWM. 
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Ce travail de thèse s’inscrit dans la thématique de recherche visant à concevoir des 
convertisseurs propres. Ce mémoire, comportant cinq chapitres, est organisé de la façon 
suivante : 
 
Dans le premier chapitre, après un bref rappel de la pollution harmonique, de ses effets ainsi 
que des normes en vigueur, les solutions existantes pour minimiser cette pollution sont 
présentées. En outre, une étude comparative des différentes familles des redresseurs à 
prélèvement sinusoïdal, des contraintes liées à leur fiabilité et des différentes techniques de 
modulation susceptibles de réduire les harmoniques et améliorer leur qualité de point de vue 
de la compatibilité électromagnétique sont développées. 
 
Le deuxième chapitre est consacré à la présentation de la structure étudiée et de tous les 
paramètres permettant de modéliser les différentes fonctionnalités de cette structure. Dans ce 
chapitre, nous nous intéressons également au dimensionnement des circuits de puissance et de 
commande. Ce dimensionnement traduit la complexité de la structure étudiée par rapport aux 
structures classiques (Boost), que ce soit du point de vue linéarité, stabilité ou comportement 
dynamique. L’architecture de commande développée dans ce mémoire utilise les boucles 
d’asservissement dimensionnées dans ce chapitre, mais avec des informations sur les sorties 
reconstruites en interne. Ainsi, en réduisant considérablement le nombre des capteurs, nous 
maîtrisons le coût du convertisseur. 
 
L’analyse de la technique de modulation utilisée, fait l’objet du troisième chapitre. Comme 
nous l’avons signalé au début de cette introduction, la MLI est remplacée par une modulation 
à fréquence aléatoire. Dans ce chapitre nous étudions théoriquement l’effet de cette 
modulation sur le convertisseur Cuk réversible, en fonction des fréquences aléatoires utilisées. 
Nous nous intéressons plus particulièrement au courant de phase. L’élaboration d’une 
fonction mathématique dont le comportement spectral traduit celui du courant de phase 
représente la première étape de notre analyse. Pour évaluer la densité spectrale de puissance 
de cette fonction, nous avons développé une méthode utilisant un échantillonnage aléatoire 
correspondant aux périodes de découpage réelles. L’objectif de cette étude est de prévoir le 
comportement du courant de phase avant l’implémentation réelle de la modulation à 
fréquence aléatoire dans le convertisseur. 
 
Dans le quatrième chapitre, nous présentons la démarche de conception d’une architecture du 
convertisseur Cuk s’affranchissant des capteurs de courant alternatif, et réduisant le nombre 
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total des capteurs utilisés dans le système de commande. Cette architecture est caractérisée 
par des algorithmes de reconstruction des différents signaux dans un environnement temps 
réel, et avec des contraintes liées aux variations aléatoires de la modulation. Cet 
environnement et ces contraintes imposent la précision et la robustesse des méthodes et 
techniques utilisées d’une part, et la rapidité d’exécution des instructions d’autre part. Ce 
compromis est le critère principal du choix des méthodes retenues dans cette architecture de 
commande. 
 
Pour finir, le chapitre 5 présente l’étude de l’architecture de commande par expérimentation et 
simulation. Dans un premier temps, les résultats théoriques de l’analyse de la modulation à 
fréquence aléatoire sont confrontés aux résultats expérimentaux. Dans un deuxième temps, un 
modèle de simulation incluant des contraintes expérimentales est mis en œuvre. Les 
contraintes expérimentales dont nous tenons compte, sont les suivantes : tension réseau non 
parfaite, quantification des signaux mesurés et le retard dû au temps d’exécution de 
l’algorithme de commande et à l’électronique de pilotage du circuit de puissance. Viennent 
ensuite la présentation des résultats de simulation et l’analyse spectrale du courant de phase 
résultant ; les commentaires qui leur sont inhérents sont ensuite développés. 
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Chapitre 1 : Etat de l’art 
 
 
 
 
Introduction 
 
Au cours des dix dernières années, on a assisté à une multiplication des convertisseurs 
d’énergie électrique raccordés au réseau de distribution. Ces charges non linéaires absorbent 
des courants non sinusoïdaux et les courants perturbateurs (harmoniques) de telles charges 
sont à l’origine de distorsions sur l’onde de tension au travers de l’impédance de court-circuit 
au point de raccordement. C’est cette pollution harmonique des réseaux, qui remet donc en 
cause leur aptitude à délivrer une tension sinusoïdale quelle que soit la forme du courant 
absorbé par la charge. 
Plusieurs solutions existent pour lutter contre cette pollution harmonique. Le redressement à 
correction de facteur de puissance disposé en série avec le convertisseur incriminé et le 
filtrage actif placé en parallèle avec le convertisseur polluant. Ces deux solutions permettent 
de limiter la pollution harmonique à la source. 
Après une brève description de la pollution harmonique, des nuisances occasionnées par le 
raccordement des charges non linéaires au réseau, et des solutions pour lutter contre cette 
pollution, nous présenterons dans ce chapitre les différentes topologies des convertisseurs à 
prélèvement sinusoïdal du courant. Nous évoquerons ensuite les contraintes de fiabilité liées à 
ce type de convertisseurs. Nous rappellerons les différentes techniques de modulation 
susceptibles d’être utilisées par les convertisseurs à prélèvement sinusoïdal, ainsi que les 
possibilités qu’elles offrent pour améliorer la qualité de ces convertisseurs du point de vue de 
la compatibilité électromagnétique. Nous terminerons par une brève présentation des objectifs 
de notre étude ainsi que des outils utilisés. 
I. La pollution harmonique 
I.1. Principales charges polluantes 
Outre les machines et les transformateurs, les sources principales de la pollution harmonique 
ont pour origine les charges non linéaires, principalement les fours à arc (en ce qui concerne 
les fortes puissances) et les convertisseurs d'énergie. On qualifie de charges non linéaires des 
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charges qui absorbent un courant non sinusoïdal, donc des courants harmoniques, même 
lorsqu’elles sont alimentées par des tensions parfaitement sinusoïdales. 
Les convertisseurs statiques sont les plus représentatifs de ces charges en terme de puissance 
déformante générée : 
 
- Les montages gradateurs, que ce soit pour les entraînements à faible puissance, pour les 
systèmes d’éclairage et de chauffage ou pour les systèmes de conduite des réseaux. 
- Les redresseurs de tension à diodes ou à thyristors, présents dans la métallurgie ou encore 
dans les variateurs de vitesse. 
- Les redresseurs de courant à diodes avec filtrage capacitif, présents dans les alimentations 
des ordinateurs ou des téléviseurs. 
 
A titre d’exemple, la forme d’onde et le spectre du courant absorbé par un redresseur triphasé 
à diodes sont présentés sur la figure I.1.1. 
 
Pont à diodes Forme d’onde du courant Spectre du courant 
 
 
 
 
 
 
Figure I.1.1 : Exemple de charge polluante 
I.2. Les effets de la pollution harmonique [SUB-90] 
I.2.1. La nécessité de surdimensionner les équipements 
Comme le fondamental du courant, les harmoniques participent à l’effet Joule dans tous les 
conducteurs et imposent donc un surdimensionnement des câbles et des lignes, ce qui se 
traduit, pour un réseau national, par des quantités élevées de matériaux supplémentaires. 
Lorsque les conducteurs ne sont pas dimensionnés en conséquence, la circulation 
d’harmoniques de courant conduit irrémédiablement à une surchauffe. Ainsi, pour les 
installations triphasées, l’existence d’harmoniques de courant peut dans certains cas conduire 
à la circulation d’un courant efficace dans le fil du neutre supérieur au courant dans chaque 
phase. De ce fait, à section égale, la puissance dissipée par effet Joule dans le fil du neutre 
peut atteindre jusqu’à trois fois celle d’un fil de phase. Le problème est souvent aggravé par le 
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fait que la section du fil du neutre est généralement plus petite que celle des fils de phase, car 
en régime sinusoïdal le neutre ne conduit que les courants dus au déséquilibre entre les 
phases. 
Plus généralement et indépendamment de l’effet Joule, les effets des courants harmoniques 
doivent être pris en considération au niveau du dimensionnement de chaque appareil, voire de 
chaque composant [TOL-96]. Prenons, à titre d’exemple le redresseur à diodes de la figure 
I.1.1, le choix des diodes constituant le pont ne peut être guidé par de simple considérations 
sur la puissance active délivrée par le redresseur. En effet, ce type de convertisseur est connu 
pour prélever des pics de courant sur le réseau électrique. Une contrainte forte lors du choix 
des diodes : elles doivent être dimensionnées pour supporter ces pics de courant. 
I.2.2. La dégradation de la qualité de la tension disponible sur le réseau 
Les harmoniques de courants créent des harmoniques de tension du fait de l’impédance 
(principalement inductive) du réseau. Les harmoniques du courant ont donc des effets 
potentiels sur tous les dispositifs connectés au réseau. Les harmoniques de tension peuvent 
notamment avoir des effets désastreux sur les filtres passifs anti-harmoniques des installations 
industrielles. On peut aussi observer des couples oscillatoires dans les machines tournantes 
connectées directement sur le réseau. 
I.2.3. Le vieillissement prématuré du matériel 
C’est un effet à long terme des harmoniques de courant. Ce vieillissement prématuré concerne 
différentes catégories de matériel, principalement les condensateurs de compensation de 
l’énergie réactive et les conducteurs de neutre. On observe notamment, une usure accélérée 
des conducteurs et des composants traversés par les courants déformés et soumis à un 
échauffement non prévu, et la dégradation des isolants soumis à des surtensions. Les effets à 
long terme de la pollution harmonique ne se manifestent pas uniquement sur les éléments 
électriques. Ainsi, dans le cas des machines tournantes connectées directement au réseau, les 
couples oscillatoires générés par les harmoniques contribuent au vieillissement des éléments 
mécaniques (roulements, réducteurs, …). Plus généralement, les harmoniques de courant sont 
à l’origine d’efforts électrodynamiques non prévus et participant à l’usure prématurée des 
éléments mécaniques [SUB-90]. 
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I.2.4. Le dysfonctionnement de certains dispositifs de télécommande 
Sur les réseaux de distribution d’énergie (EDF, réseaux ferroviaires) circulent non seulement 
un courant fondamental assurant le transfert de la puissance électrique mais aussi des signaux 
de télécommande ou de signalisation sous la forme de courants sinusoïdaux de faible 
amplitude et de fréquence supérieure à la fréquence fondamentale. Les courants harmoniques 
générés par les dispositifs de puissance peuvent leurrer les dispositifs de télécommande et de 
signalisation et conduire à des informations erronées ou à des disfonctionnements. Afin de 
pallier ces problèmes, les signaux de télécommande et de signalisation sont généralement 
transmis à des fréquences qui ne sont pas multiples de la fréquence réseau (175 Hz par 
exemple pour les signaux de télécommande EDF) [CHE-00]. Ainsi aucun des harmoniques 
n’est sensé interférer avec les signaux de télécommande. Néanmoins cette parade n’est pas 
toujours efficace car des phénomènes d’inter modulation peuvent réinjecter des perturbations 
liées aux harmoniques de courant dans la bande des signaux de télécommande. Dans le 
domaine de la traction ferroviaire, ces phénomènes d’inter modulation doivent être pris en 
compte sur les réseaux d’alimentation des motrices électriques, car les signaux de 
télécommande sont généralement liés à des impératifs de sécurité. 
I.2.5. Les problèmes de résonances sur les bancs de condensateurs 
Les bancs de condensateurs de compensation d’énergie réactive des installations industrielles 
constituent des circuits résonants LC avec les inductances des lignes de distribution et des 
transformateurs. On peut donc en présence d’harmoniques de courant observer l’apparition de 
tensions harmoniques très importantes conduisant à la destruction des équipements. 
Cette liste n’est pas exhaustive, car les problèmes rencontrés peuvent être extrêmement variés 
(bruits acoustiques sur les appareils HI-FI [TOL-96], bruits acoustiques dans les ballasts des 
éclairages fluorescents [TOL-96], vibration et bruits acoustiques dans les moteurs, les 
inductances et les transformateurs [TOL-96], mauvaise qualité d’image sur les téléviseurs et 
les moniteurs, interférence avec certains dispositifs de télécommunication, etc.). 
I.3. Réglementations et normes 
Le niveau des perturbations électriques engendrées par les appareils électriques sur le réseau 
basse tension peut être qualifié à l’aide du facteur de puissance, du spectre du courant absorbé 
et du spectre des ondes électromagnétiques rayonnées. Le facteur de puissance permet 
d’estimer la puissance apparente transitée par l’appareil, qui peut être plus grande que la 
puissance active consommée (Annexe -A-). 
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Depuis le 5 août 1995, la norme européenne EN 61000-3-2 [NOR-95], qui traite de la 
limitation des courants harmoniques injectés dans le secteur par les appareils électriques, est 
entrée en vigueur. Elle définit les limites des harmoniques du courant qui peuvent être 
produits par ces appareils (consommation inférieure à 16A par phase). Cette limitation a 
introduit une classification des appareils de la manière suivante : 
Classe A : Appareil triphasé équilibré et tout autre appareil à l’exception de ceux qui sont 
indiqués dans l’une des classes suivantes. 
 
Classe B : Outils portatifs (outils électriques tenus à la main pendant leur fonctionnement 
normal et utilisés pendant une courte période uniquement). 
 
Classe C : Appareil d’éclairage y compris les dispositifs variateurs de lumière. 
 
Classe D : Appareil ayant un courant d’entrée à "forme d’onde spéciale" et dont la 
puissance active est inférieure à 600W. 
Dans notre cas, compte tenu de la puissance pour laquelle le convertisseur étudié sera 
dimensionné, c’est la classe ‘A’ qui spécifiera la limitation des courants harmoniques. Les 
valeurs limites pour les appareils de classe A sont données dans le tableau I.1.1. 
 
Rang d’harmonique 
n 
Courant harmonique maximal autorisé 
A (eff) 
Harmoniques impairs 
3 2.30 
5 1.14 
7 0.77 
9 0.40 
11 0.33 
13 0.21 
15 ≤ n ≤ 39 0.15*15/n 
Harmoniques pairs 
2 1.08 
4 0.43 
6 0.30 
8 ≤ n ≤ 40 0.23*8/n 
 
Tableau 1.1 : Limites pour les émissions des courants harmoniques (EN 61000-3-2) 
I.4. Réduction de la pollution harmonique 
Bien au-delà des contraintes normatives, nous avons vu que la minimisation des perturbations 
harmoniques au sein d’un dispositif électrique évite un surdimensionnement, permet une 
augmentation de sa fiabilité, une réduction de sa fatigue mécanique et une discrétion 
  Chapitre 1 : Etat de l’art 
 
- 14 / 188 - 
acoustique… Pour pallier les problèmes générés par les convertisseurs et notamment la 
production d’harmoniques, plusieurs solutions peuvent être envisagées : les solutions 
traditionnelles reposent sur des composants passifs (inductances, condensateurs, 
transformateurs) [SO-96], et les nouvelles solutions reposent sur des dispositifs actifs (filtres 
actifs, redresseurs à absorption sinusoïdale des courants) [SO-96] [SAN-03]. 
 
I.4.1. Transformateur à secondaire zig-zag 
L’utilisation d’un couplage zig-zag au secondaire (figure I.1.2) permet d’éviter le transfert de 
la composante homopolaire (harmonique de rang 3n, n entier naturel) au primaire. Elle est 
bien adaptée au cas de charges non linéaires du type redresseurs de courant et gradateurs, dont 
le contenu harmonique homopolaire est statistiquement très élevé [SO-96]. 
 
 
Figure I.1.2 : Transformateur Yz 
 
I.4.2. Transformateur à plusieurs secondaires 
Un autre exemple est l’utilisation de transformateur ou autotransformateur avec plusieurs 
secondaires déphasés. Le plus connu de ces montages, représenté sur la figure I.1.3, est le 
redresseur constitué de deux ponts à thyristors alimentés par un transformateur à deux 
secondaires dont l’un est en étoile et l’autre en triangle. Ainsi, les deux ponts sont alimentés 
par des systèmes de tensions décalées de 30° entre elles. Cette approche est basée sur le fait 
que le courant d’entrée de chaque pont est formé de créneaux positifs de largeurs 2π/3 suivi π/3 plus loin de créneaux négatifs de même largeur [XU-94]. Sous la condition que les 
redresseurs fournissent des courants continus identiques, il y a recombinaison des courants 
harmoniques au primaire du transformateur : les harmoniques de rang 6n ± 1 (n entier naturel 
impair) sont éliminés. Les premiers harmoniques éliminés par l’utilisation du pont 
dodécaphasé sont les harmoniques de rang 5 et 7 (n = 1) qui ont les amplitudes les plus 
grandes. Les premiers harmoniques présents sont le 11 et le 13. La forme du courant résultant 
au primaire, représentée sur la figure I.1.4, dont le contenu harmonique ne comporte plus que 
des harmoniques de rang 12n ± 1 (n entier naturel impair) est beaucoup plus proche d’une 
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sinusoïde que le courant obtenu avec un seul redresseur. Grâce à ce montage, on repousse le 
rang du premier harmonique présent sur le réseau, ce qui constitue une solution à la réduction 
du taux de distorsion harmonique. 
Il est possible d’étendre cette propriété : en augmentant le nombre de redresseurs et le nombre 
de secondaires du transformateur avec des déphasages relatifs appropriés, d’autres 
harmoniques de courant peuvent être éliminés. Ainsi, l’association de 3 redresseurs connectés 
avec des phases décalées deux à deux de 20° donne un courant à 18 niveaux. C'est-à-dire que 
seuls restent les harmoniques de rang 18n ± 1. L’association de 4 redresseurs connectés avec 
des phases décalées deux à deux de 15° donne un courant à 24 niveaux. 
 
Figure I.1.3 : Schéma de principe d’un redresseur à 2 ponts décalés 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.1.4 : Forme d’onde des courants absorbés aux secondaires  
et résultante au primaire 
 
Cette solution est intéressante dans la mesure où elle permet de réduire le contenu spectral des 
courants de charge et donc d’obtenir des taux de distorsion harmonique en courant 
relativement faibles. En revanche, ces montages sont complexes et onéreux. Leur utilisation 
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se cantonne donc aux redresseurs de très fortes puissances. A titre d’exemple, l’électrolyse de 
l’aluminium qui fait appel à des puissances de plusieurs MW utilise des montages allant 
jusqu’à 72 phases [GUF-00]. 
 
I.4.3. Le filtrage passif 
Il s’agit généralement de circuits LC placés en parallèle sur le réseau, comme illustré sur la 
figure I.1.5, et accordés sur la pulsation de l’harmonique à atténuer. Le filtre, qui présente une 
impédance minimale pour sa fréquence d’accord, se comporte comme un court-circuit pour 
l’harmonique considéré. Simple, ce mode de filtrage présente toutefois plusieurs 
inconvénients. Il est sélectif, ainsi si on souhaite atténuer plusieurs rangs d’harmoniques, 
autant de filtres sont nécessaires, ce qui peut poser des problèmes en terme d’encombrement. 
Par ailleurs, le filtre est raccordé à l’impédance variable du réseau et il se peut que cette 
dernière forme avec lui un circuit résonant : les harmoniques aux fréquences voisines de la 
fréquence de résonance risquent alors d’être amplifiés. 
 
 
Figure I.1.5 : Filtrage passif des harmoniques 
 
 
Enfin dans le cas d’une installation, du type réseau embarqué par exemple, soumise à des 
variations importantes de la fréquence (de l’ordre de 10%), de la puissance de court-circuit et 
où les fréquences de certains harmoniques sont variables (fonction de la vitesse), les filtres 
passifs sont mal adaptés : pour être toujours efficaces, ils doivent être à large bande, ce qui 
rend leur réalisation délicate et entraîne une augmentation des pertes, de leur puissance, de 
leur volume et de leur coût. 
 
 
I.4.4. Le filtrage actif 
Le principe du filtrage actif est de compenser les harmoniques présents sur le réseau en 
injectant des harmoniques de même amplitude mais en opposition de phase. On peut agir sur 
les courants harmoniques (figure I.1.6) injectés par une charge polluante (filtrage actif shunt 
  Chapitre 1 : Etat de l’art 
 
- 17 / 188 - 
ou parallèle) mais aussi sur les tensions harmoniques présentes sur le réseau (figure I.1.7) afin 
de protéger une installation sensible (filtrage actif série). 
Le filtrage série est destiné à protéger les installations sensibles aux perturbations provenant 
du réseau telles que les harmoniques en tension, les surtensions,…. En revanche, le filtrage 
série ne permet pas de compenser les courants harmoniques consommés par la charge [GUF-
00]. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.1.6 : Filtrage actif parallèle 
 
 
 
 
 
 
 
 
 
Figure I.1.7 : Filtrage actif série 
 
 
Exemple : le filtrage actif parallèle 
 
Le filtre actif parallèle est un convertisseur statique connecté au réseau en parallèle sur la 
charge polluante (figure I.1.8). Il est commandé pour absorber un courant compensant les 
harmoniques prélevés au réseau par la charge polluante. Globalement, c’est un courant 
sinusoïdal qui circule sur le réseau. Plusieurs solutions technologiques à base d’électronique 
de puissance sont envisageables. Selon que la source de courant commandée est construite à 
partir d’un onduleur de tension (figure I.1.8a) ou d’un commutateur de courant (figure I.1.8b), 
le filtre actif est dit à "structure tension" ou à "structure courant". Dans tous les cas les filtres 
actifs n’échangent théoriquement aucune énergie active avec le réseau, si l’on fait abstraction 
des pertes dans les composants. 
 
réseau 
filtre actif 
parallèle 
charge 
polluante 
courant absorbé par la charge 
courant absorbé par le filtre 
courant fourni par le réseau 
réseau charge 
sensible 
filtre actif 
série 
tension réseau tension sinusoïdale 
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Les filtres actifs ont fait l’objet de divers travaux de recherche concernant les structures 
possibles de convertisseurs [LOT-95], les commandes envisageables [GUF-00] ou 
l’amélioration de la robustesse et des performances dynamiques [GUF-00]. Des filtres actifs 
sont d’ores et déjà proposés sur le marché par les industriels. C’est en effet une solution très 
confortable pour l’utilisateur : le fait de connecter une "boîte noire" sur un appareillage 
électrique le rend immédiatement conforme aux normes. Toutefois, ces filtres sont 
dimensionnés pour une puissance donnée, et doivent être réétudiés si la charge varie. 
 
 
(a) Structure tension (b) Structure courant 
Figure I.1.8 : Exemple de filtres actifs parallèles 
 
I.4.5. Le redressement avec prélèvement sinusoïdal du courant (PFC) 
Dans le cas du filtrage actif parallèle, pour compenser exactement les harmoniques de courant 
générés par un redresseur de 6 kW un filtre actif de 6 kVA est nécessaire. Ce filtre peut être 
constitué de n’importe quel convertisseur statique dont le courant d’entrée est contrôlable. 
Théoriquement un filtre actif ne consomme que les puissances réactive et déformante. 
Toutefois, vue les dispositifs de stockage d’énergie (condensateurs ou bobines) et les pics en 
courant (dus aux harmoniques à compenser), pratiquement le filtre actif est dimensionné pour 
une puissance équivalente à celle de la charge à compenser. 
On peut donc se demander s’il n’est pas plus avantageux d’utiliser directement un 
convertisseur AC/DC dont le courant d’entrée est asservi à une sinusoïde [CHE-00] [BEN-
98]. Ces convertisseurs statiques à absorption quasi sinusoïdale de courant sont appelés PFC 
(Power Factor Corrector) : le courant d’entrée est asservi à une sinusoïde de référence par une 
technique de découpage. L’amplitude de la référence est donnée par une boucle de régulation 
réseau réseau 
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de la tension redressée. Le paragraphe II est consacré à la description des différentes 
structures triphasées à prélèvement sinusoïdal. 
II. Convertisseur AC/DC à prélèvement sinsoïdal 
 
Nous allons dans ce paragraphe présenter quelques structures triphasées permettant 
d’effectuer la conversion alternatif/continu avec prélèvement sinusoïdal du courant. 
Etant donné le nombre important des travaux publiés dans ce domaine [KOL-99] [MAO-97] 
[SIN-00], une présentation exhaustive de toutes les structures existantes dépasse le cadre de 
ce mémoire. Toutefois, il existe trois familles de redresseurs qui permettent de caractériser 
tous ces convertisseurs. Il s’agit des redresseurs : élévateurs (Boost), abaisseurs (Buck) et 
abaisseur / élévateur (Buck-Boost). 
Le nombre important de publications reflète l’intérêt d’améliorer la qualité de l’énergie 
électrique [WAT-03], et aussi une certaine maturité dans cette thématique de recherche. 
Cependant, le nombre des publications sur les structures Buck-Boost bidirectionnelles en 
courant est moins important [KIK-02] [SHI-02]. Cela peut s’expliquer par la complexité de la 
commande de ces structures, engendrant un coût de réalisation élevé non justifié dans l’état 
actuel des contraintes normatives. 
Dans ce paragraphe, nous avons choisi de présenter les structures de redresseurs à 
prélèvement sinusoïdal suivant leur classement par familles, avec une brève description pour 
chacune d’entre elles. 
II.1. Redresseurs élévateurs 
II.1.1. Pont PD3 suivi d’un hacheur parallèle 
La figure I.2.1 présente la structure la plus simple des redresseurs à prélèvement sinusoïdal, 
ne nécessitant qu’un seul interrupteur commandable. 
 
 
Figure I.2.1 : Pont PD3 suivi d’un hacheur parallèle 
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Ce montage économique permet le découpage du courant d’entrée de sorte qu’il n’y ait pas 
d’harmoniques en basse fréquence [PRA-89] [KOL-93]. Le courant absorbé présente 
cependant des ondulations élevées à la fréquence de découpage du hacheur, et nécessite donc 
la présence d’un filtre passif (LC) encombrant en entrée. La tension de l’étage continu doit 
être asservie à une valeur supérieure au maximum de la tension composée en entrée afin 
d’assurer le contrôle du courant absorbé sur le réseau. Ce convertisseur ne convient que pour 
une gamme de puissance inférieure à 8 kW [JAN-98]. 
 
II.1.2. Pont PD3 suivi d’un hacheur à deux interrupteurs 
 
 
 
Figure I.2.2 : Pont PD3 d’un hacheur à deux interrupteurs 
 
Cette structure (figure I.2.2) fonctionne dans des gammes de puissance plus importantes que 
la précédente [MOH-92]. Le principe de fonctionnement est différent, car la commande est 
inspirée du principe du filtrage actif. La commande du hacheur assure deux fonctions : 
l’asservissement de la tension de sortie et l’injection d’harmoniques en opposition de phase 
avec ceux générés par le pont redresseur PD3 dans le réseau, via des filtres LC [MOH-92]. 
Ceci permet de réduire la puissance déformante. Les filtres LC sont accordés pour 
l’harmonique de rang 3. Dans [SAL-96] une approche utilisant la commutation des 
interrupteurs au lieu du filtre LC, est présentée. 
 
II.1.3. Redresseur Boost trois niveaux (Redresseur VIENNA) 
Le circuit de puissance de cette structure est illustré sur la figure I.2.3. Cette structure contient 
trois interrupteurs commandables. Avec un système de commande relativement simple [KOL-
94] [KOL-96] on obtient un facteur de puissance proche de 1. La difficulté de cette structure 
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réside dans l’asservissement de la tension continue, car l’équilibre entre les tensions aux 
bornes des deux condensateurs doit être soigneusement maintenu [OOI-85] [WU-88] [WU-
91]. En plus des deux sources de tension continues, cette structure offre aussi la possibilité de 
contrôler le déphasage courant tension, sans dépasser toutefois 30° [KOL-94], ce qui reste 
insuffisant pour assurer la bidirectionnalité en puissance. Par contre si la bidirectionnalité en 
courant n’est pas nécessaire, ce convertisseur est très avantageux. 
 
 
Figure I.2.3 : Redresseur VIENNA 
 
II.1.4. Redresseur Boost réversible en courant 
C’est le convertisseur le plus répandu dans les applications à prélèvement sinusoïdal. Sa 
réversibilité en puissance le rend très populaire et il peut être utilisé en redresseur ou en 
onduleur. La plupart des travaux publiés sur les convertisseurs à prélèvement sinusoïdal 
concernent cette structure [HAB-93] [LEE-00] [MAL-01]. La figure I.2.4 illustre le circuit de 
puissance de ce convertisseur. 
Dernièrement, les travaux menés sur ce convertisseur concernent son perfectionnement ainsi 
que son utilisation en dehors du mode normal de fonctionnement. Par exemple le 
fonctionnement en surmodulation [HOL-93], en régime triphasé déséquilibré [MAL-01], ou la 
réduction du coût de réalisation en réduisant le nombre des capteurs utilisés [BHO-97] [LEE-
99] [LEE -02]. 
A cette structure nous pouvons associer tous les convertisseurs multiniveaux bidirectionnels 
fonctionnant en mode onduleur de tension et en mode redresseur à prélèvement sinusoïdal 
[NAB-81], comme le montre la figure I.2.5. 
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Figure I.2.4 : Redresseur Boost (réversible) 
 
Figure 1.2.5 : Redresseur trois niveaux clampé par le neutre (réversible) 
 
 
Indépendamment de la réversibilité en courant, les structures Boost ne sont intéressantes que 
lorsque la tension de sortie est supérieure à la tension instantanée maximale de l’alimentation. 
Elles ne peuvent être utilisées directement dans des applications nécessitant une tension 
continue inférieure à la tension alternative. En plus, cette famille de redresseurs présente un 
grand défaut, qui est le pic de courant lors de la mise sous tension, ce qui nécessite des 
circuits auxiliaires de précharge des condensateurs pendant la phase de démarrage. 
La deuxième famille de redresseurs, regroupe tous les convertisseurs fonctionnant en mode 
abaisseur de tension (Buck). Cette famille permet d’avoir des niveaux de tensions plus bas en 
sortie, ainsi qu’un contrôle du courant d’entrée dès la mise sous tension. 
II.2. Redresseurs abaisseurs 
II.2.1. Pont PD3 suivi d’un hacheur série 
 
Dans ce convertisseur (figure I.2.6), le courant d’entrée ne peut être prélevé à la source que si 
la tension d’entrée est supérieure à la tension de sortie. En conséquence, le courant d’entrée 
prélevé aura de fortes composantes harmoniques de rangs faibles. De plus, le courant d’entrée 
est haché ce qui explique l’utilisation du filtre LC du côté réseau [ISM-92]. Si on désire un 
fonctionnement continu tout au long de la période réseau, ce convertisseur se trouve écarté. 
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Figure I.2.6 : Pont PD3 suivi d’un hacheur série 
 
II.2.2. Redresseur Buck (3 interrupteurs IGBT) 
 
La figure I.2.7 illustre le circuit de puissance d’un redresseur Buck. Les travaux de [MAL-87] 
ont démontré que l’absorption sinusoïdale du courant peut être obtenue facilement par ce 
redresseur, et que cet état de fonctionnement n’est assuré que lorsque le déphasage courant 
tension d’entrée est compris entre -30° et +30°. Pour φ = 0°, la tension de sortie est inférieure 
de 10% à la tension d’alimentation, et ce pourcentage augmente lorsque le déphasage 
s’éloigne de 0°. Baumann [BAU-01] a approfondi l’étude de ce convertisseur en évaluant 
expérimentalement les pertes dues aux commutations ainsi que sa fiabilité. 
 
 
Figure I.2.7 : Redresseur Buck (3 IGBT) 
 
II.2.3. Redresseur Buck (6 IGBT) 
 
Les circuits de puissance correspondant à cette structure sont illustrés sur la figure I.2.8. Ce 
convertisseur peut être considéré comme une extension du redresseur à thyristors [KAT-79] 
[BUS-82] [WIE-84] [ZIO-85]. Chaque thyristor est remplacé par un IGBT avec une diode en 
série. Cette structure assure le prélèvement sinusoïdal. Cependant, le courant absorbé présente 
des ondulations élevées à la fréquence de découpage, et nécessite la présence d’un filtre passif 
(LC) en entrée. L’inconvénient majeur de ce convertisseur est celui des pertes en conduction 
dues à la présence des diodes [WAL-01]. 
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(a) Structure courant (b) Structure tension 
 
Figure I.2.8 : Redresseur Buck (les deux configurations d’utilisation possible) 
 
Cette famille de convertisseurs ne nécessite pas de circuits auxiliaires pour la phase de 
démarrage, parce que les courants sont contrôlés dès la mise sous tension. Cependant malgré 
cet avantage, les redresseurs abaisseurs ne sont presque jamais utilisés pour assurer un 
prélèvement sinusoïdal du courant car leurs performances restent limitées en régime 
permanent. 
Après cette description des structures Boost et Buck, nous pouvons déduire que pour pallier 
les défauts de ces deux structures, il faut avoir un convertisseur regroupant les deux 
fonctionnalités. Dans le paragraphe qui suit, sera présentée succinctement la famille des 
structures qui remplissent la fonction abaisseur/élévateur avec absorption sinusoïdale du 
courant. 
II.3. Redresseurs abaisseurs/élévateurs 
II.3.1. Redresseur VIENNA avec stockage intermédiaire de l’énergie 
Les figures (I.2.9 et I.2.10) présentent deux structures améliorées du redresseur élévateur 
VIENNA. Afin d’assurer un fonctionnement abaisseur/élévateur, des circuits de stockage 
intermédiaires sont ajoutés [PAN-99] [SHI-00]. Comme le redresseur VIENNA, ces deux 
structures ne permettent pas d’avoir une réversibilité en courant. 
 
 
Figure I.2.9 : Redresseur VIENNA à accumulation capacitive 
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Figure I.2.10 : Redresseur VIENNA à accumulation capacitive et inductive 
 
Le cas de la figure I.2.9 est inspiré du concept du hacheur à accumulation capacitive [PAN-
99]. Le second convertisseur (figure I.2.10), est inspiré de la structure SEPIC (Single Ended 
Primary Inductance Converter) [KOL-97] [SHI-00]. 
 
Dans [KOL-97] le principe de fonctionnement ainsi que des résultats de simulation ont été 
présentés. Toutefois les auteurs n’ont pas approfondi leur travail avec une étude 
expérimentale et/ou une étude de la fiabilité comme dans le cas du redresseur Buck. Cela peut 
s’expliquer, à notre avis, par la complexité engendrée par le nombre important de composants 
passifs ajoutés à la structure de base. 
 
II.3.2. Redresseur Buck-Boost réversible 
Dans ce type de convertisseur, des circuits LC de stockage intermédiaire ainsi qu’un 
interrupteur commandable à l'ouverture/fermeture sont ajoutés à la structure Boost (figure 
I.2.4) afin d’assurer le fonctionnement abaisseur/élévateur [TSA-99] [MAR-98]. Les deux 
redresseurs correspondant à cette famille sont illustrés dans les figures I.2.11 et I.2.12. 
 
 
Figure I.2.11 : Redresseur SEPIC réversible 
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Figure I.2.12 : Redresseur à accumulation capacitive réversible (Cuk) 
 
Le stockage intermédiaire de l’énergie modifie la commande par rapport à celle de la structure 
Boost. Le principe de cette commande est basé sur la notion du vecteur de commande utilisé 
dans la MLI vectorielle (paragraphe III.2) [KIK-00]. Ainsi les vecteurs de commande ‘zéro’ 
[TSA-99] correspondent à la fermeture du septième interrupteur (quatrième bras), permettant 
de charger le condensateur de stockage intermédiaire et la bobine libère l’énergie 
emmagasinée vers le condensateur de sortie afin d’assurer une tension continue et stable. Les 
vecteurs de commande ‘actifs’ correspondent à l’ouverture du septième interrupteur. Pour ces 
vecteurs actifs, la commande coïncide avec celle des convertisseurs Boost. 
 
Les structures réversibles SEPIC (figure I.2.11) et Cuk (figure I.2.12) ont été étudiées 
respectivement dans les travaux de [SHI-02] et [KIK-02]. Le principe de la commande est 
exactement le même dans les deux structures. La seule différence significative concerne les 
circuits logiques permettant de générer la commande des sept interrupteurs à partir de la MLI 
vectorielle standard (six interrupteurs). Dans le cadre de ce mémoire, notre travail porte sur la 
conception d’une nouvelle technique de commande de la structure Cuk réversible. Le principe 
de notre méthode pourra facilement être adapté à la structure SEPIC réversible. 
 
II.4. Fiabilité des convertisseurs à prélèvement sinusoïdal  
Ces convertisseurs constituent une fonction incontournable de l’électronique de puissance, 
présente dans les domaines d’application les plus variés, dont le plus connu sans doute est 
l’étage en amont des variateurs de vitesse des machines à courant alternatif. Le prélèvement 
sinusoïdal du courant nécessite l’utilisation de boucles d’asservissement du courant de phase 
par rapport à des sinusoïdes de référence. Ainsi, des capteurs mesurant les courants prélevés 
sont nécessaires dans tous ces systèmes [KOL-99] [LEE-00]. Cependant l’utilisation de ces 
capteurs de mesure impose un contact direct entre le système de commande et le réseau 
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d’alimentation. Cette commande étant réalisée dans la majorité des cas avec des circuits 
numériques sensibles, les perturbations provenant du réseau peuvent entraîner le 
dysfonctionnement de ces circuits, voire même leur destruction. 
 
En plus de l’asservissement des courants alternatifs, la commande doit aussi assurer une 
tension continue en sortie quelle que soit la nature de la charge. Cette fonction nécessite 
l’asservissement en temps réel de la tension de sortie en tenant compte de deux paramètres : la 
tension de sortie et le courant dans la charge [LEE-00]. La connaissance de ces deux 
paramètres exige une augmentation du nombre des capteurs afin de mesurer ces deux signaux. 
En conséquence, cette augmentation du nombre de capteurs engendre une augmentation 
considérable du coût de la réalisation. De plus, d’après [B-E380], le nombre de capteurs et de 
composants utilisés est inversement proportionnel à la fiabilité des convertisseurs statiques. 
C’est pour cette raison que depuis 1997, plusieurs travaux ciblent la réduction du nombre de 
capteurs dans les convertisseurs à prélèvement sinusoïdal, plus particulièrement la structure 
Boost réversible en courant. Les travaux les plus récents [LEE-02] ont permis de réaliser un 
nouveau système de commande, pour la structure Boost, n’utilisant aucun capteur du côté 
alternatif. 
 
Le fonctionnement en mode PFC impose l’utilisation des techniques de modulation de largeur 
d’impulsion (MLI) ou Pulse Width Modulation (PWM), afin de réduire les harmoniques de 
courant, en s’appuyant sur les performances en fréquence de découpage permises par les 
composants à semi-conducteurs. 
Le paragraphe III présente le principe de la modulation MLI ainsi que quelques nouvelles 
techniques de modulation permettant d’améliorer la qualité des convertisseurs à prélèvement 
sinusoïdal. 
III. Techniques de modulation 
 
L’utilisation de la modulation MLI permet d’éliminer les premiers rangs d’harmoniques de 
courant afin d’améliorer le facteur de puissance. Cependant, cette technique ne résout pas 
totalement le problème des harmoniques de courant, parce que les harmoniques disparus en 
basse fréquence, apparaissent en haute fréquence (aux multiples de la fréquence de 
découpage) figure I.3.1. Afin de pallier ce défaut, de nouvelles techniques de modulation sont 
apparues, telle que la modulation à découpage aléatoire. 
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III.1. Modulation MLI 
 
La modulation MLI est fortement inspirée des techniques utilisées dans la transmission de 
l’information. Elle consiste à moduler une onde porteuse (issue d’un découpage à fréquence 
‘Fd’) par une onde modulante (fréquence ‘Fs’) à fréquence beaucoup plus basse. 
Il existe néanmoins une différence fondamentale puisque à l’inverse de la transposition 
spectrale recherchée en transmission, une composante basse fréquence est générée à partir de 
l’onde porteuse. Pour obtenir ce résultat, c’est la valeur moyenne de cette onde porteuse 
définie sur la période ‘Td’ qui est modulée tandis qu’elle reste nulle en transmission. Le 
principe et les résultats purement qualitatifs de cette technique de modulation sont donnés 
dans la figure I.3.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
La modulation MLI peut être décomposée en deux grandes familles. La première famille 
rassemble les stratégies autorisant des modifications de la largeur d’impulsion imposées par 
les variations d’une grandeur instantanée générée par les organes de contrôle, à l’échelle de la 
période de découpage ‘Td’. On parle alors de MLI instantanées, qui peuvent être locales 
(commande d’une cellule ou interrupteur) ou globales (gestion vectorielle de la commande de 
plusieurs cellules). Elles correspondent généralement à des cas pour lesquels la fréquence de 
découpage ‘Fd’ est grande devant la fréquence fondamentale ‘Fs’ [F-D3176]. 
La seconde famille inclut les stratégies dans lesquelles les formes de l’onde découpée sur une 
période fondamentale sont calculées a priori pour minimiser les composantes harmoniques 
parasites, à valeur donnée de la composante fondamentale. Les résultats de ces calculs sont 
mémorisés puis utilisés selon les besoins en cours de fonctionnement. On ne peut changer de 
configuration qu’à l’échelle de la période de modulation ‘Ts’ (Ts/4 en monophasé, Ts/6 en 
triphasé). Le principe de cette stratégie empêche d'agir en temps réel à l'échelle de la période 
Figure I.3.1 : Exemple de modulation MLI 
Ts Td 
Fd 
Fs 
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de découpage et l'on perd donc le caractère quasi-instantané nécessaire pour la commande des 
convertisseurs à prélèvement sinusoïdal des courants. 
Comme l’objectif est de contrôler en temps réel le courant d’entrée, seule la première famille 
de modulation présente un intérêt dans la commande des convertisseurs à prélèvement 
sinusoïdal. En particulier en triphasé, la MLI vectorielle reste une stratégie incontournable 
dans la conception de ce type de convertisseur [HOL-92]. 
III.2. MLI vectorielle 
 
L’apparition du concept de la MLI vectorielle correspond au développement des techniques 
de commande des machines à courant alternatif qui utilisent largement les transformations et 
changement de repère (Park, Clarke, Concordia) et procède d’une vision globale du système 
polyphasé. La commande d’un redresseur réversible triphasé peut donc se concevoir dans ce 
cadre [ALL-02]. Pour présenter le principe des MLI vectorielles, nous avons choisi le cas 
d’un onduleur triphasé (ou redresseur triphasé "Boost") qui facilite grandement l’explication 
de cette approche. 
 
 
 
 
Figure I.3.2 : Onduleur triphasé 
 
Si l’on s’appuie sur le schéma de la figure I.3.2a, il apparaît clairement que l’objectif final est 
de contrôler le système triphasé {vaN,vbN,vcN} aux bornes d’une charge triphasée équilibrée. 
On peut alors se ramener à un vecteur diphasé, image du système triphasé, à travers la 
transformation de Concordia inverse. 
La commande en MLI vectorielle de l’onduleur consiste à le piloter dans le repère α, β, dans 
lequel il peut générer six vecteurs dont la représentation est donnée sur la figure I.3.2b. Si l’on 
utilise directement ces états, on se place dans le cadre limité de la commande pleine onde. 
Pour contrôler le vecteur (vα, vβ) en phase et en amplitude, il faut ajouter un aspect temporel, 
c’est à dire la modulation de largeur d’impulsion. On fabrique un vecteur moyen à l'échelle de 
  
(a) Structure (b) Tension de sortie dans le repère α, β 
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la période de découpage qui résulte du moyennage temporel des deux vecteurs les plus 
proches du diagramme (figure I.3.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure I.3.3. Construction par modulation d’un vecteur (vα, vβ) 
 
Dans ce type de modulation, le système de commande obligatoirement numérique, est basé 
sur un algorithme qui identifie le secteur [vα, vβ] désiré et calcule la modulation adéquate pour 
générer le vecteur souhaité à partir des deux vecteurs délimitant le secteur. Ces notions de 
modulation vectorielle et de vecteur de commande seront détaillées dans le chapitre 4. 
Le principal intérêt de ce type de modulation est de s’insérer naturellement dans un organe de 
contrôle fonctionnant dans un repère diphasé, comme c’est le cas dans la plupart des 
commandes de redresseurs triphasés à prélèvement sinusoïdal. 
III.3. Modulation à découpage aléatoire 
 
La modulation MLI à découpage aléatoire RPWM (Random Pulse Witdh Modulation) est 
l’une des solutions pour minimiser le problème des harmoniques en haute fréquence. Dans la 
littérature, cette technique a été utilisée dans la commande des hacheurs [TS1-00] [TS2-00] 
ainsi que dans les onduleurs triphasés [LIA-00]. Le découpage aléatoire permet d’atténuer la 
densité spectrale en haute fréquence du signal modulé [TSE-02] [BEC-99]. Au lieu d’avoir 
des composantes spectrales en chaque multiple de la fréquence de découpage, on obtient des 
composantes étalées sur tout le spectre de fréquence avec des amplitudes aux fréquences 
centrales atténuées. 
Pour expliquer le principe de la modulation à découpage aléatoire, nous allons revenir sur la 
notion du rapport cyclique. Rappelons que la fonction de modulation d’une commande s’écrit 
sous la forme suivante : 
Td 
fm1 
fm2 
fm3 
(100) (110) 
Td/2 
R2 Td/2 
R1 Td/2 
vαβ 1 
vαβ 2 
vαβ 
(R1 Td) vαβ1 
(R2 Td) vαβ2 
(110) 
(100) 
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et le rapport cyclique au sein d’une période de découpage ‘T’ est : 
0
0
t T
mt
1
d f (t).dt
T
+= ∫           (4) 
D’après (4) nous remarquons que si la période de découpage ‘T’ varie, nous pouvons obtenir 
le même rapport cyclique en faisant varier la durée de fermeture de la cellule de commutation. 
Dans le même contexte, dans le cas où la période ‘T’ est constante, on obtient ce même 
rapport cyclique en changeant la position de l’impulsion de commande sur l’intervalle 
[t0, t0+T], [BEC-99]. 
Donc le principe de la RPWM, consiste à faire varier aléatoirement l’un de ces deux 
paramètres (la période de découpage ou la position de l’impulsion) tout en adaptant le second 
paramètre afin d’obtenir le même rapport cyclique ‘d’. 
Pour l’élaboration de la modulation MLI à commande aléatoire, trois concepts existent dans la 
littérature : Random Switching (RS), Random Pulse Position (RPP) et Randomized Carrier 
Frequency Modulation (RCFM). 
 
 
 
III.3.1. Random switching (RS) 
 
Le premier concept RS [TRZ-94] [BEC-99] consiste à subdiviser chaque période de 
découpage en un nombre entier de sous périodes. Ensuite, pour chaque sous période, un 
nombre aléatoire (ayant une distribution uniforme) est comparé au signal de référence. Ainsi, 
un vecteur de commande est généré pour chaque sous période. Plus le nombre de sous 
périodes est important, plus la valeur moyenne du rapport cyclique s’approche de celle de la 
MLI. La figure I.3.4 présente l’exemple d’un découpage en 5 sous périodes. 
Ce concept est inapplicable dans la commande des convertisseurs à prélèvement sinusoïdal 
pour deux raisons : • les cellules de commutation doivent fonctionner à des fréquences de l’ordre de 
400 kHz [TRZ-94], • l’aspect temps réel du système de commande ne permet pas d’avoir une connaissance 
préalable de la valeur moyenne du rapport cyclique dans chaque période de 
découpage. 
  
m
1, si Interrupteur fermé
f (t)
0, si Interrupteur ouvert
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Figure I.3.4 : Random switching (RS) 
 
 
III.3.2. Random Pulse Position (RPP) 
 
Dans le deuxième concept RPP [TRZ-94] [BEC-99], la période de découpage est fixe et la 
position de l’impulsion de commande se déplace aléatoirement sur chaque période (figure 
I.3.5). Le fait de varier la position de l’impulsion de commande atténue le spectre résultant de 
cette technique de modulation. Toutefois, son effet sur les multiples de la fréquence de 
découpage reste très limité. 
 
 
 
 
 
 
 
 
 
Figure I.3.5 : Random Pulse Position (RPP) 
 
Les deux techniques RS et RPP sont utilisés dans les convertisseurs DC/DC pour la 
commande des machines à courant continu [TS1-00] afin d’injecter un découpage aléatoire 
dans la tension de sortie de ces convertisseurs. Cela permet de réduire le bruit acoustique des 
machines. 
 
 
III.3.3. Randomized Carrier Frequency Modulation (RCFM) 
 
Le troisième concept RCFM [TRZ-94] [BEC-99] consiste à utiliser une porteuse à fréquence 
aléatoire. Le signal triangulaire (la porteuse) est à fréquence fixe pendant une période de 
découpage et seule la période de découpage varie aléatoirement (figure I.3.6b). Le principe de 
cette méthode consiste à faire varier aléatoirement la période de découpage tout en maintenant 
le même rapport cyclique ‘di’ de la MLI (figure I.3.6a). 
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(a) Principe de la RCFM (b) signal triangulaire de la RCFM 
 
Figure I.3.6 : Randomized Carrier Frequency (RCFM) 
 
La figure I.3.6 illustre le principe de cette méthode, le signal de modulation est un signal 
triangulaire à fréquence aléatoire variant entre fmin = 500 Hz et fmax = 1,5 kHz. 
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(a) Modulation MLI (1 kHz)   (b) Modulation RCFM (500 Hz ? 1,5 kHz) 
 
Figure I.3.7 : Comparaison de la MLI et de la RCFM (simulation) 
 
La figure I.3.7 compare la modulation RCFM avec la modulation MLI. Nous constatons que 
dans le cas de la RCFM, la densité spectrale du signal modulé, est atténuée et étalée sur tout le 
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spectre de fréquence. Cette technique est la plus adéquate pour notre étude car, d’une part, le 
système garde exactement les mêmes vecteurs de commande et, d’autre part, parce que pour 
un fonctionnement en temps réel, la RCFM se comporte de la même manière que la MLI. Une 
étude plus détaillée de cette technique de modulation sera élaborée dans le chapitre III. 
IV. Convertisseur étudié : définition du cahier des charges 
 
IV.1. Structure étudiée 
Notre étude porte sur le convertisseur Cuk réversible décrit dans le paragraphe II.3.2. Les 
fonctionnalités de ce convertisseur sont les suivantes : abaisseur/élévateur de la tension de 
sortie, absorption sinusoïdale du courant réseau et bidirectionnalité en puissance. Le schéma 
de principe du convertisseur est représenté dans la figure I.4.1. 
 
Figure I.4.1 : Structure existante 
 
Notre étude s’inscrit dans la continuité du travail conçu par J. KIKUCHI [KIK-02] de 
l’Université de Madison (USA). D’après [KIK-02], quatre capteurs sont utilisés dans la 
structure existante (figure I.4.1). Deux capteurs mesurent les courants de phase afin que la 
commande puisse corriger la déformation du courant absorbé. Le troisième capteur permet de 
mesurer la tension de sortie afin que le système d’asservissement assure sa stabilité. Enfin, le 
rôle du dernier capteur est de mesurer le courant consommé par la charge. L’objectif de ce 
capteur est de tenir compte de la nature de la charge, ce qui permet au système de commande 
de suivre rapidement les variations du courant de charge. Ce dernier capteur est également 
utilisé dans le convertisseur Boost triphasé pour les mêmes objectifs [SIN-00]. 
Le circuit de stockage intermédiaire appelé aussi circuit de découplage, assure deux 
fonctionnalités : le fonctionnement en abaisseur/élévateur de la tension de sortie, et la 
réversibilité en puissance. La présentation de toutes les fonctionnalités du convertisseur sera 
élaborée dans le chapitre 2. 
Circuit de découplage 
g1 g3 g5 
g4 g6 g2 
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Le prélèvement sinusoïdal du courant utilise une technique de découpage basée sur la 
modulation MLI. Ce découpage permet de réduire les harmoniques basse fréquence. 
Cependant cette technique ne résout pas complètement le problème des harmoniques, car les 
harmoniques disparus en basse fréquence se retrouvent en haute fréquence (aux multiples de 
la fréquence de découpage). Le découpage peut donc engendrer des problèmes de 
Compatibilité ElectroMagnétique (CEM) et plus particulièrement le mode différentiel. La 
solution la plus courante consiste à utiliser des filtres à l’entrée du convertisseur (filtres 
relativement facile à mettre en œuvre), mais l’augmentation du nombre des composants 
détériore la fiabilité du convertisseur. 
 
IV.2. Cahier des charges 
L’objectif de notre travail se présente en quatre points essentiels : ? Améliorer la qualité du convertisseur du point de vue de la CEM sans utiliser de circuit de 
filtrage haute fréquence. ? Maîtriser le coût de réalisation en réduisant le nombre de capteurs utilisés et en 
s’affranchissant des circuits de filtrage haute fréquence. ? Utiliser des mesures uniquement sur des signaux continus afin de protéger le système de 
commande des perturbations provenant du réseau et d’améliorer sa fiabilité. ? Avoir un système de commande entièrement programmable permettant d’évoluer sans 
modification du matériel. 
 
Figure I.4.2 : Nouvelle structure 
 
Pour atteindre ces objectifs, nous avons amélioré la commande de façon à ne nécessiter que 
deux capteurs de mesure (figure I.4.2), et utilisant une technique de modulation à découpage 
aléatoire permettant d’atténuer la densité spectrale en haute fréquence sans utiliser les circuits 
de filtrage (paragraphe III.3). Ce nouveau positionnement des capteurs de mesure engendre 
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g4 g6 g2 
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une reconstruction interne des courants de phase et de la tension de sortie à partir des 
différents signaux mesurés. 
 
IV.3. Méthodes et outils 
La reconstruction des différents signaux, nécessite le développement d’algorithmes avec des 
contraintes temps réels. Ces algorithmes sont basés sur deux principes : 
 ? La reconstruction des signaux à partir des vecteurs de modulation (paragraphe III.2), tout 
en tenant compte des variations aléatoires de la fréquence de découpage. ? L’utilisation d’observateur des variables d’états afin de tenir compte des retards dus à 
l’acquisition (conversion analogique/numérique) et aux temps de calcul nécessaires à 
l’exécution des instructions, pour la reconstruction des signaux de façon synchrone. 
 
Afin de réaliser cette nouvelle commande, la première étape consiste en une phase de 
simulation. L’objectif est de vérifier tout d’abord la faisabilité et les limites de cette approche 
avant de se lancer dans la réalisation du convertisseur. Pour les simulations, nous utilisons 
MATLAB/SIMULINK avec la bibliothèque Power System Toolbox. Le choix de cet outil de 
simulation est justifié par sa flexibilité ainsi que par les grands avantages qu’il offre dans les 
simulations des systèmes dynamiques grâce à des outils de programmation adaptés tels que 
les S-Functions. 
Pour la réalisation du nouveau système de commande, nous utilisons le processeur de signal 
TMS320LF2407A. Ce DSP (Digital Signal Processor) est adapté pour la commande des 
convertisseurs de puissance en particulier les convertisseurs utilisant la modulation de largeur 
d’impulsion. La construction des signaux de commande des IGBT à partir des fonctions de 
modulation est réalisée par des circuits logiques programmables de type ISPGAL. 
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Conclusion 
 
L’augmentation de la pollution harmonique est principalement due à la multiplication des 
convertisseurs statiques connectés au réseau. Les principales sources de pollution harmonique 
sont les redresseurs à diodes avec filtrage capacitif. Depuis 1995, diverses normes imposent 
une limitation à la génération des harmoniques de courant par les appareils électriques. En 
triphasé comme en monophasé, l’utilisation des redresseurs à diodes, très polluants, devient 
problématique dès que la puissance dépasse quelques centaines de Watts, d’où un intérêt 
croissant pour les redresseurs à prélèvement sinusoïdal. 
Plusieurs types de redresseurs à prélèvement sinusoïdal existent, mais seules les structures 
Boost connaissent un vrai succès que ce soit en monophasé [TAK-02] ou en triphasé [LIA-00] 
[LEE-02]. Les structures Buck-Boost sont les moins maîtrisées, et ce malgré le grand 
avantage qu’elles apportent par rapport à la structure Boost. Dans le cadre de ce travail de 
thèse, notre objectif est de développer une commande de la structure Cuk réversible qui 
améliore la fiabilité et la qualité du convertisseur tout en réduisant le coût de réalisation afin 
d’aboutir à un convertisseur plus compétitif par rapport au convertisseur Boost. 
En effet, la fiabilité peut être améliorée en réduisant le nombre de capteurs utilisés dans ce 
convertisseur. Cette réduction des capteurs nécessite le développement d’algorithmes 
permettant de reconstruire les différents signaux (non mesurés) à partir de mesures d’états 
internes. 
Cette amélioration concerne aussi la qualité du convertisseur du point de vue de la 
compatibilité électromagnétique. En remplaçant la modulation de largeur d’impulsion (MLI) 
standard par une modulation MLI à fréquence de découpage aléatoire, on atténue ainsi la 
densité spectrale en haute fréquence des courants d’entrée en conservant l’amplitude de la 
composante fondamentale (50 Hz). L’étude d’une telle commande sera développée dans les 
chapitres suivants. 
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Chapitre 2 : Présentation du convertisseur 
 
 
 
 
 
Introduction 
 
Dans le premier chapitre, nous avons présenté le convertisseur Cuk réversible qui fera l'objet 
de notre étude. La conception d’un tel convertisseur nécessite une connaissance détaillée de 
son modèle théorique qui fait appel à deux aspects : 
- L'état statique des interrupteurs : il définit l’évolution dans le temps de la 
configuration ON ou OFF de chaque semi-conducteur. Cette évolution est représentée 
par des fonctions de modulation associées à chaque interrupteur. 
- La mise en équation de chaque configuration du montage de puissance : elle permet de 
résoudre séquentiellement plusieurs équations d'état et de déduire l'évolution 
temporelle des variables d'état associées. Le dimensionnement des différents éléments 
du convertisseur s'en déduit aisément. 
Le modèle du convertisseur sera notre base de travail pour l'étude et l'analyse des variables 
d'état tant pour la commande MLI classique qu'aléatoire. 
Ce chapitre consacré à la modélisation est scindé en trois parties : La première partie concerne 
la description du principe de fonctionnement du convertisseur Cuk réversible et l’élaboration 
des fonctions de modulation régissant ce convertisseur. Dans la deuxième partie, nous 
présenterons le dimensionnement des circuits de stockage d’énergie et de filtrage du circuit de 
puissance tandis que la stratégie de commande sera traitée dans la dernière partie de ce 
chapitre. 
I. Description du convertisseur 
La figure 2.1.1 présente la structure de puissance du redresseur Cuk réversible. À l’inverse 
des structures traditionnelles, chaque IGBT est commandé indépendamment pour assurer le 
redressement de la tension de sortie, le fonctionnement en abaisseur élévateur de la tension de 
sortie, le prélèvement sinusoïdal du courant de phase et la réversibilité en puissance. 
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Figure 2.1.1 : Circuit de puissance du Cuk réversible 
 
De plus, durant certaines phases de fonctionnement, les bras du pont triphasé sont 
volontairement court-circuités afin d’assurer le transfert d’énergie du circuit de stockage 
intermédiaire vers la charge et vice-versa. Dans la suite de ce mémoire, nous allons appeler ce 
circuit de stockage intermédiaire circuit de découplage. Ce dernier est constitué de 
composants réactifs (capacité Cc et inductance Ldc) et d’une diode montée en antiparallèle 
avec un IGBT. Dans ce paragraphe, nous présentons le rôle de ce circuit et l’état du 
convertisseur dans les modes de fonctionnement redresseur MLI et onduleur non autonome. 
I.1. Fonctionnement en mode redresseur MLI 
Pour présenter le fonctionnement en mode redresseur MLI, nous avons choisi une période de 
découpage qui débute à l'un instant t1 où ia > 0 > ib > ic et vaca > vacb > vacc. La figure 2.1.2 
illustre les impulsions de commande des sept IGBT, résultantes de la comparaison des 
tensions vac(a,b,c) avec la porteuse. Ces impulsions sont caractérisées par trois zones de 
modulation ‘x’, ‘y’ et ‘z’. Les zones ‘x’ et ‘y’ correspondent aux vecteurs de commande actifs 
au sein de chaque période de découpage, et les zones ‘z’ correspondent aux vecteurs nuls. 
Dans ‘x’ et ‘y’ la commande du convertisseur Cuk est identique à celle du redresseur Boost 
(figure 2.1.2). Dans ces deux intervalles, la diode du circuit de découplage est passante, ce qui 
permet la charge du condensateur de découplage Cc et le maintien de la tension dans Cdc par le 
courant iLdc (figure 2.1.3). 
Dans la zone de commande ‘z’ l’énergie stockée dans Cc est transférée vers la charge, ce qui 
nécessite de court-circuiter au minimum un bras du pont triphasé. Trois cas de commande 
sont possibles (figure 2.1.4). Dans les figures 2.1.2(a) et 2.1.4(a) le bras du pont 
correspondant au courant de phase intermédiaire ib (ic < ib < ia) est court-circuité. Dans ce cas, 
les IGBT 3 et 6 du bras de la phase ‘b’ doivent supporter respectivement les courants 
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(ia + iLdc) et (ic + iLdc), et la fréquence de commutation moyenne des cellules du pont triphasé 
est inférieure à la fréquence de découpage (2.1). 
découpage découpage
2 2
= .2.f = .ff
6 3
      (2.1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1.2 : Impulsions de commande possibles dans le cas 
(ia > 0 > ib > ic et vaca > vacb > vacc) 
 
Le deuxième cas est le court-circuit de deux bras du pont triphasé (figures 2.1.4(b) et 
2.1.2(b)). Ces deux bras correspondent aux phases dont les courants sont de même signe. 
Dans l’exemple de la figure 2.1.4(b), les deux bras concernés sont ‘b’ et ‘c’. Les deux IGBT 3 
et 5 sont parcourus par les courants respectifs (ib + iLdc/2) et (ic + iLdc/2) et les IGBT 2 et 6 
Vaca Vacb Vacc
Vaca.sin(wt - φ) 
Vacb.sin(wt - φ - 2π/3) 
Vacc.sin(wt - φ + 2π/3) 
Vdécoupage 
x z y z y x z 
g1 
g4 
g3 
g6 
g5 
g2 
g7 
Un seul bras du pont triphasé 
court-circuité dans la zone ‘z’ 
g1 
g4 
g3 
g6 
g5 
g2 
g7 
Deux bras du pont triphasé 
court-circuités dans la zone ‘z’ 
g1 
g4 
g3 
g6 
g5 
g2 
g7 
Trois bras du pont triphasé 
court-circuités dans la zone ‘z’ 
(a) 
(b) 
(c) 
  Chapitre 2 : Présentation du convertisseur 
 
- 42 / 188 - 
sont parcourus par le courant iLdc/2. La fréquence de commutation moyenne des cellules du 
pont triphasé est égale à la fréquence de découpage (2.2). 
découpage découpage
3
= .2.f = ff
6
       (2.2) 
 
(a) Intervalle ‘x’ 
 
(b) Intervalle ‘y’ 
 
Figure 2.1.3 : Etat du convertisseur Cuk dans les zones ‘x’ et ‘y’ (mode redresseur MLI) 
 
Dans les figures 2.1.2(c) et 2.1.4(c), trois bras du pont triphasé sont court-circuités. Dans ce 
cas, le courant supplémentaire iLdc est supporté par les trois bras du pont, ce qui représente le 
cas le plus avantageux de ce point de vu par rapport aux deux premiers cas. Cependant, vu 
que quatre cellules commutent deux fois pendant une période de découpage, la fréquence de 
commutation moyenne du pont triphasé augmente (2.3). 
découpage découpage
4 4
= .2.f = .ff
6 3
      (2.3) 
 
(a) un seul bras du pont triphasé est court-circuité 
iLdc 
iLdc 
iLdc 
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(b) Deux bras du pont triphasé sont court-circuités 
 
 
(c) Trois bras du pont triphasé sont court-circuités 
 
Figure 2.1.4 : Etat du convertisseur Cuk dans la zone ‘z’ 
 
En résumé, le meilleur compromis est de court-circuiter deux bras du pont triphasé, car d’une 
part le courant supplémentaire (iLdc) qui se superpose aux courant de phase est supporté par 
deux bras du pont, et d’autre part la fréquence de commutation moyenne du pont est égale à la 
fréquence de découpage. La symétrie du circuit de découplage et des cellules de commutation 
identiques dans le pont triphasé sont indispensables pour le bon fonctionnement du 
convertisseur. Nous utilisons deux condensateurs de capacité 2Cc et deux bobines 
d’inductance Ldc/2 pour obtenir l’équivalent de la capacité et de l’inductance de découplage 
Cc et Ldc nécessaires. 
I.2. Fonctionnement en mode onduleur non autonome 
Lors de la récupération d’énergie, la charge se comporte en génératrice de courant, le type de 
charge le plus répandu est le variateur de vitesse des machines électrique lors de la phase de 
récupération d’énergie (freinage). Dans ce mode de fonctionnement, le courant de phase est 
déphasé de π par rapport à la tension d’alimentation afin de maintenir un facteur de puissance 
unitaire. 
Pour présenter ce mode de fonctionnement, nous avons choisi une période de découpage 
située à un instant t2 où ia < 0 < ib < ic et vaca < 0 < vacb < vacc. La figure 2.1.5 illustre les 
impulsions de commande des sept IGBT, résultantes de la comparaison des tensions vac(a,b,c) 
iLdc 
iLdc 
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avec la porteuse. Ces impulsions sont caractérisées par quatre zones de modulation ‘z0’, ‘x’, 
‘y’ et ‘z1’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1.5 : Les impulsions de commande dans le cas 
(ia < 0 < ib < ic et vaca < 0 < vacb < vacc) 
 
Dans les zones ‘x’ et ‘y’, l’interrupteur g7 est fermé, et la commande du pont triphasé est 
similaire à celle du convertisseur Boost (figure 2.1.7). Pendant ces deux phases de 
fonctionnement, le condensateur de découplage fournit l’énergie au réseau (énergie 
accumulée durant les intervalles ‘z0’ et ‘z1’). 
 
(a) Intervalle ‘x’ 
 
(b) Intervalle ‘y’ 
 
Figure 2.1.6 : Etat du convertisseur Cuk dans les zones ‘x’ et ‘y’ (mode onduleur non 
autonome) 
Vaca.sin(wt - φ) 
Vacb.sin(wt - φ - 2π/3) 
Vacc.sin(wt - φ + 2π/3) 
Vdécoupage 
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L’IGBT g7 n’est commandé que dans le mode de fonctionnement onduleur non autonome, car 
contrairement au mode redresseur, la conduction naturelle de la diode D7 n’est pas assurée. La 
charge du condensateur de découplage est effectuée dans les intervalles de commande ‘z0’ et 
‘z1’ via le pont triphasé. Dans ce cas le pont triphasé est court-circuité naturellement par la 
conduction des diodes en antiparallèle dans le pont triphasé. La conduction des diodes dépend 
de la comparaison du courant iLdc avec le(s) courant(s) de phase de même signe. 
 
 
(a) Intervalle ‘z0’ 
 
 
(b) Intervalle ‘z1’ 
 
Figure 2.1.7 : Etat du convertisseur dans les intervalles ‘z0’ et ‘z1’  
lorsque iLdc < ia (mode inverseur) 
 
 
Par exemple, lorsque iLdc < ia (figure 2.1.7), dans l’intervalle de commande ‘z0’ la conduction 
des deux diodes D3 et D5 engendre le court-circuit de deux bras du pont triphasé. Dans 
l’intervalle ‘z1’ la conduction de la diode D4 permet la charge du condensateur Cc via le bras 
de la phase ‘a’. Le deuxième exemple de la figure 2.1.8 concerne le cas iLdc > ia, où les trois 
bras sont court-circuités par la conduction du pont triphasé à diodes dans les deux intervalles 
‘z0’ et ‘z1’. 
iLdc 
iLdc 
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Figure 2.1.8 : Etat du convertisseur dans les intervalles ‘z0’ et ‘z1’ 
 lorsque iLdc > ia (mode inverseur) 
 
Après cette description du principe de fonctionnement, nous allons élaborer la commande des 
interrupteurs du convertisseur Cuk réversible par une approche générique . Le paragraphe qui 
suit est consacré à la présentation des différents variables régissant les signaux de commande 
des quatre bras du convertisseur. 
II. La commande des IGBT 
II.1. Les fonctions de modulation du convertisseur 
Ces fonctions décrivent la modulation au sein de chaque bras du convertisseur. Nous 
nommons Ha la fonction de modulation du bras de la phase ‘a’, Hb la fonction de modulation 
du bras de la phase ‘b’, Hc celle du bras de la phase ‘c’ et Hz décrit la modulation du 
quatrième bras et des bras court-circuités dans le pont triphasé. D’après le schéma du 
convertisseur de puissance de la figure 2.1.1, ces quatre fonctions doivent satisfaire les 
relations suivantes : 
aca bn a cc
acb bn b cc
acc bn c cc
7 z cc
v - v = H v
v - v = H v
v - v = H v
v = H v

        (2.4) 
En se basant sur la comparaison directe des tensions de référence vac(a,b,c) avec la porteuse, 
nous avons défini les quatre fonctions de modulation du convertisseur. Nous notons Ha_bst, 
Hb_bst et Hc_bst les fonctions de modulation résultantes de cette comparaison directe 
(figure 2.2.1), et Hmax_bst et Hmin_bst la fonction H(a,b,c)_bst correspondante à la tension de 
référence vac(a,b,c) respectivement la plus grande et la plus petite. Les relations dans (2.5) 
récapitulent la correspondance entre les fonctions Ha_bst, Hb_bst et Hc_bst avec Ha, Hb, Hc et Hz. 
La figure 2.2.1 présente l’allure des quatre fonctions de modulation au sein d’une période de 
découpage lorsque vaca > vacb > vacc. 
iLdc 
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z max_bst min_bst
a a_bst min_bst
b b_bst min_bst
c c_bst min_bst
H = H + H
H = H - H
H = H - H
H = H - H

       (2.5) 
 
La détermination de ces fonctions de modulation présente trois intérêts pour l’étude de ce 
convertisseur. Elle facilite la modélisation du circuit de puissance et du système 
d’asservissement, elle permet de prévoir l’effet de la modulation sur le convertisseur avant 
son implantation dans le système de commande (chapitre 3), et enfin elle permet le 
paramétrage de la procédure de fonctionnement du convertisseur, ce qui facilite l’adaptation 
des signaux de commande des IGBT. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2.1 : Comparaison des fonctions de modulation du convertisseur Cuk avec les 
fonctions de modulation du convertisseur Boost triphasé 
 
 
Dans le convertisseur Boost, Lorsque le vecteur de commande (Ha_bst, Hb_bst, Hc_bst)
t est à 
l’état (1, 1, 1)t ou (0, 0, 0)t il est appelé vecteur de commande zéro, et dans les autres cas il est 
appelé vecteur de commande actif. Par correspondance avec le convertisseur Boost, le vecteur 
de commande du convertisseur Cuk (Ha, Hb, Hc, Hz) est actif lorsque Hz = 0 quelque soit les 
valeurs des autres fonctions de commande (figure 2.2.1). Le vecteur de commande zéro 
correspond à Hz = 1. 
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Vacc.sin(wt - φ + 2π/3) 
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Figure 2.2.2 : Algorithme d’adaptation des signaux de commande 
II.2. Adaptation des signaux de commande 
Afin de générer les impulsions de commande à partir des fonctions de modulation, nous avons 
élaboré une procédure de fonctionnement générique (figure 2.2.2). Les paramètres d’entrée de 
l’algorithme sont les suivants : 

a_bst1
c_bst2
b_bst3
a_bst4
c_bst5
b_bst6
7
g := H
g := H
g := H
g := H
g := H
g := H
1 si intervalles 'x' ou 'y'
g :=
0 sinon
 
 signe_i > 0 
a a_bst min
b b_bst min
c c_bst min
z max min
H := H - H
H := H - H
H := H - H
H := H + H
 
( )
( )
( )
a z a b a c1 4 1
1 4
b z b c b a3 6 3
3 6
c z c b c a5 2 5
5 2
7
g := H + H et g := g si S S & S S ,
g := 1 et g := 1 sinon.
g := H + H et g := g si S S & S S ,
g := 1 et g := 1 sinon.
g := H + H et g := g si S S & S S ,
g := 1 et g := 1 sinon.
g := 0
 ≠ ≠ ≠ ≠ ≠ ≠
Intervalle 'z'
- - - - - - - - - - - - - - - - - - - -
a z1
4 1
b z3
6 3
c z5
2 5
7
g := H + H
g := g
g := H + H
g := g
g := H + H
g := g
g := 0
- - - - - - - - - - - - - - - - - - -
Intervalles 'x' et 'y'
 
générer les signaux de commande des sept IGBT  
charger tous les paramétres d'entrée du système  
( )( )( )
( )( )( )
a_bst ab ca a_bst ab ca
max b_bst bc ab min b_bst bc ab
c_bst ca bc c_bst ca bc
H si C et C H si C et C
H := H si C et C H := H si C et C
H si C et C H si C et C
       
 
OUI 
NON 
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- Les trois fonctions Ha_bst, Hb_bst et Hc_bst définies ci-dessus, 
- Les trois fonctions Sa, Sb et Sc représentent les signes des courants de phase 
respectivement ia, ib et ic. Sa,b,c est égale à 1 pour un signe positif est à 0 pour un signe 
négatif, 
- Cab, Cbc et Cca sont trois fonctions décrivant la position d’une tension de phase vac(a,b,c) 
par rapport aux deux autres tensions de phase. Par exemple : 
aca acb
ab
1 si v > v ,
C :=
0 sinon.
  
- Le paramètre signe_i spécifie le mode de fonctionnement du convertisseur. Lorsqu’il 
est positif le convertisseur fonctionne en redresseur, et lorsqu’il est négatif le 
convertisseur fonctionne en inverseur (absorbant la puissance provenant de la charge). 
 
Les signaux de sortie sont les impulsions de commande des sept IGBT correspondant à 
g1…g7. Les fonctions intermédiaires calculées, sont dans un premier temps les deux fonctions 
Hmax_bst et Hmin_bst, ensuite les quatre fonctions de modulation Ha, Hb, Hc et Hz, pour enfin 
générer les impulsions de commande spécifiques à chaque état du convertisseur. 
L’algorithme de la figure 2.2.2 est implanté dans des circuits logiques programmables de type 
ISPGAL en utilisant le langage de description matériel ABEL-HDL. 
II.3. Modélisation du convertisseur 
Dans cette modélisation, nous considérons les cellules de commutation parfaites, tout comme 
les inductances, les capacités et la tension réseau. Nous négligeons les variations du courant 
de phase dues au découpage par rapport aux variations du fondamental (50 Hz), et nous 
considérons que le convertisseur débite sur une charge purement résistive Rcharge. Le 
fonctionnement du convertisseur Cuk est régi par les six équations de (2.6). 
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dc
dc
dc
dc
a
ac ac a a cc a bn
b
ac ac b b cc b bn
c
ac ac b c cc c bn
cc
c a a b b c c z L
L
dc z cc dc L dc
dc dc
dc L
charge
di
L = -R i - H v + v - v
dt
di
L = -R i - H v + v - v
dt
di
L = -R i - H v + v - v
dt
dv
C = H i + H i + H i + H i
dt
di
L = H v - R i - v
dt
dv v
C = i -
dt R

     (2.6) 
avec Rac et Rdc sont respectivement les résistances internes des inductances Lac et Ldc. 
Le réseau triphasé étant équilibré (ia + ib + ic= 0 et va + vb + vc= 0), les trois premières 
équations dans (2.6) permettent de déterminer la tension vbn en fonction de Ha, Hb, Hc et vcc. ( )bn cc a b c1v = - v H + H + H3         (2.7) 
Ainsi, en remplaçant vbn dans (2.6), les équations de cette dernière peuvent être exprimées 
sous la forme matricielle suivante : ( )
( )
( )
dc
ac
a b c
ac ac
ac
a b ca
ac ac
b
ac
a b c
c ac ac
a b c zcc
c c c cL
dcz
dc
dc dc dc
dc dc charge
R 1
- 0 0 -2H + H + H 0 0
L 3L
R 1
0 - 0 H - 2H + H 0 0i L 3L
i R 1
0 0 - H + H - 2H 0 0
i L 3Ld
=
H H H Hvdt
0 - 0
C C C Ci
RH 1v 0 0 0 - -
L L L
1 1
0 0 0 0 -
C C R
                         
dc
a
ac
b
a
ac
b
c
c ac
cc
L
dc
v
L
v
i
L
i v
i L
+
v
0
i
v 0
0
                                                     
 (2.8) 
Dans la suite de cette étude nous considérons le cas particulier vaca > vacb > vacc, c'est à dire 
que vaca est la tension la plus positive, ce test est vérifié sur un sixième de la période 
fondamentale. L'extrapolation à toute la période nécessite une adaptation des indices des 
fonctions de modulation : 
z a_bst c_bst
a a_bst c_bst
b b_bst c_bst
c
H = H + H
H = H - H
H = H - H
H = 0

       (2.9) 
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Dans l’hypothèse où les variations dues au découpage (Fd de l'ordre de quelques kHz) sont 
négligeables devant les variations du signal basse fréquence (50 Hz), et en négligeant les 
ondulations de la tension vcc, nous pouvons remplacer les fonctions Ha_bst, Hb_bst et Hc_bst par 
les rapports cycliques moyens da, db et dc. Ainsi : 
( )a_bst a
b_bst b
c_bst c
1
H = d = m 1+ sin wt -δ
2
1 2π
H = d = m 1+ sin wt -δ -
2 3
1 2π
H = d = m 1+ sin wt -δ+
2 3
                     
     (2.10) 
avec m = 2.Vac_amplitude / vcc et δ le déphasage entre la tension secteur v(a,b,c) et les tensions 
vac(a,b,c). D’après (2.5), les fonctions Ha, Hb, Hc et Hz deviennent sur un sixième de période : 
a
b
c
z
3 π
H = m.sin wt -δ -
2 6
3 π
H = m.sin wt -δ -
2 2
H = 0
3 π
H = 1- m.sin wt -δ -
2 6
                 
      (2.11) 
La figure 2.2.3 illustre l’évolution de ces fonctions de modulation durant une période de 
20 ms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2.3 : Evolution des fonctions de modulation du convertisseur Cuk sur 20ms 
Ha 
Hb 
Hc 
Hz 
Temps [s] 
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En appliquant la transformation de Park à (ia, ib, ic), (va, vb, vc) et (Ha, Hb, Hc) nous exprimons 
la relation (2.8) dans le référentiel synchrone d-q-0. La matrice de transformation ‘T’ d’un 
référentiel stationnaire (a, b, c) à un référentiel d-q-0 est exprimée dans (2.12). ( )
( )
2π 2π
sin wt sin wt - sin wt +
3 3
d a a
2 2π 2π
q = T b = cos wt cos wt - cos wt + b
3 3 3
0 c c
1 1 1
2 2 2
                                                     
   (2.12) 
L’équation (2.8) exprimée dans le référentiel d-q-0 s’écrit alors sous la forme : 
dc
ac d
ac ac
qac
d d
ac ac
q q
ac
0 0ac
qcc d 0 z
c c c cL
dcz
dc
dc dc dc
dc dc charge
R H
- -w 0 - 0 0
L L
HR
w - 0 - 0 0i iL L
i iR
0 0 - 0 0 0
i iLd
=
Hvdt H H H3 3 3
0 - 0
2 C 2 C 2 C Ci
RH 1v 0 0 0 - -
L L L
1 1
0 0 0 0 -
C C R
                                         
dc
d
ac
q
ac
0
ac
cc
L
dc
v
L
v
L
v
L
+
v
0
i
v 0
0
                                         
 (2.13) 
avec ( )( )dq
1
H = m.cos δ
2
1
H = m.sin δ
2

        (2.14) 
 
Le système triphasé étant équilibré, la composante homopolaire i0 du courant de phase et la 
composante vq de la tension réseau sont égales à zéro, et la composante id est égale à 
l’amplitude du courant de phase. La représentation matricielle (2.13) devient : 
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ac d d
ac ac ac
qac
d d
ac ac
q q
qd z
cc cc
c c c
L Ldc dc
dcz
dc dc
dc dc dc
dc dc charge
R H v- -w - 0 0
L L L
HR
i w - - 0 0 i 0
L L
i i
HH3 3 Hd
0v v0 - 0= +
2 C 2 C Cdt
i i
RH 1
00 0 - -v v
L L L
1 1
00 0 0 -
C C R
                                            
            
  (2.15) 
 
La relation (2.15) caractérise le convertisseur Cuk réversible. Elle est la base théorique de 
toute la suite de notre étude (dimensionnement du circuit de puissance et du système 
d’asservissement). Le seul paramètre variable dans la matrice carrée de (2.15) est la fonction 
Hz (figure 2.2.3). Le développement en série de Fourier de cette fonction conduit à : 
z z z_6n
n=1
3 3 3 3 1 1 π
H = 1- m + m - cos 6nwt - 6n δ+ = D + d
2π 2π 6n -1 6n +1 6
∞             ∑      (2.16) 
Pour atténuer l’effet des variations de cette fonction, le dimensionnement des éléments 
réactifs du circuit de puissance doit éviter toute résonance avec les fréquences 6nf1 (multiples 
de 300 Hz). 
III. Dimensionnement du circuit de puissance 
III.1. L’inductance de ligne Lac 
L’inductance Lac étant identique pour les trois phases, la démarche de dimensionnement est 
élaborée pour une seule phase (phase a). Le rôle de cette inductance est de filtrer le courant de 
phase et non pas de stocker l’énergie. Nous allons dimensionner cette inductance pour une 
puissance de 6 kW, en considérant la fréquence de découpage fixe et en autorisant une 
ondulation maximale du courant de phase ∆I = 1 A. 
Le courant de phase croît lorsque la fonction de modulation associée est égale à 1 et décroît 
lorsqu’elle est égale à zéro (figure 2.3.1). D’après (2.8), le courant de phase ia s’exprime sous 
la forme d'une équation différentielle du 1er ordre : ( ) ( )aac ac a a cc a b cdi 1L = -R i + V sin wt - v 2H - H - Hdt 3     (2.17) 
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D’après la figure 2.3.1, nous avons ∆I = Imax - Imin = ia(t2) - ia(t1). En exprimant (2.17) dans 
l’intervalle [t1 ; t2], nous obtenons : 
( ) ( ) ( )( ) ( ) ( )
ac ac M 1 a 1
d
a 1
cc a 1 b 1 c 1
∆I ∆I
L = -R i - sin wt + V sin wt
T 2H t
2
1
- v 2H t - H t - H t
3
   
   (2.18) 
avec 
( )
( ) ( ) ( ) ( )( )
a
a b c
a_M M
ac_amplitude
cc
ac M
a
3 π
H t = m.sin wt - δ -
2 6
3
2H t - H t - H t = m.sin wt - δ
2
i = I .sin wt
V
m =
1
V
2
L w.Iδ = arctan
V
           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.1 : Evolution du courant de phase ia pendant une demi période de découpage 
 
 
La fréquence de découpage Fd peut ainsi s’écrire : ( ) ( ) ( )
( ) ( ) ( )
a
d ac M a
d ac
cc a b c
H t1 ∆I
F = = -R i - sin wt + V sin wt
T 2.L .∆I 2
1
- v 2H t - H t - H t
3
      
   (2.19) 
t + Td 
Td/2 
t1 t2 
Imin 
Imax 
ia_M 
ia 
t 
Ha 
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Si l’on se met dans le cas où ∆I est maximal, cela correspond à ( ) 0=ad H t
dwt
, et la valeur de 
‘wt’ satisfaisant cette égalité est 
2π
wt = δ+
3
. En remplaçant cette valeur de ‘wt’ dans (2.19), 
on obtient les courbes de la figure 2.3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.2 : Evolution de la largeur de l’enveloppe du courant de phase en fonction 
de la fréquence de découpage et de l’inductance Lac 
 
D’après la figure 2.3.2, nous constatons qu’une inductance de 2,5 mH autorisera une 
enveloppe maximale du courant de largeur 1 A pour une fréquence de découpage 10 kHz. 
Étant donné que la modulation RCFM utilise des fréquences inférieures ou égales à 10 kHz, 
nous allons adopter cette valeur d’inductance dans toute la suite de ce travail. 
III.2. Circuit de découplage (Cc et Ldc) et le condensateur de sortie (Cdc) 
Le rôle des composants du circuit de découplage (Cdc, Ldc) est le stockage intermédiaire de 
l’énergie, tout en atténuant l’effet des ondulations résultantes de la composante dz_6n. Alors 
que le condensateur Cdc stabilise la tension de sortie vdc. Nous dimensionnons Cdc pour une 
fluctuation maximale de 1% de la tension de sortie. 
Dans le cas du redresseur Boost, le dimensionnement du condensateur de sortie est 
relativement simple. Car l’équation (2.15) permet de déterminer facilement le comportement 
de la tension de sortie en fonction de la capacité du condensateur de sortie. Alors que dans le 
cas du redresseur Cuk, la présence de la fonction Hz et des deux variables supplémentaires iLdc 
∆I = 0,25 A 
∆I = 0,5 A 
∆I = 0,75 A 
∆I = 1 A 
∆I = 1,5 A 
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et vcc augmente le degré de complexité du système. Ceci engendre une grande différence en 
terme d’analyse entre les deux structures Cuk et Boost. 
Dans la suite de cette section, nous posons x = (id, iq, vcc, iLdc, vdc)
t vecteur d’état. Pour 
résoudre l’équation (2.15), nous nous sommes basés sur le travail de Kikuchi [KIK-02] qui 
consiste à évaluer chaque variable du vecteur d’état en régime dynamique. Dans un premier 
temps, nous décomposons cette équation en deux parties : statique (2.20) et dynamique (2.21), 
ensuite dans un second temps, nous évaluons le comportement des variables d’état associés à 
chaque élément réactif. 
 
dc
ac d d
ac ac ac
qac d
ac ac
q
qd z
cc
c c c
L
dcz
dc
dc dc dc
dc dc charge
R H V- -w - 0 0
L L L
HR Iw - - 0 0 00
L L I0
HH D3 3
V 00 - 0= +0
2 C 2 C C
0 I
RD 1
00 0 - -0 VL L L
1 1
00 0 0 -
C C R
                                                      
  
   (2.20) 
 
 
dc_6n dc_6n
ac d
ac ac
qacd_6n d_6n
ac ac
q_6n q_6n
qd z
cc_6n cc_6n
c c c
L L
z dc
dc_6n dcdc dc dc
dc dc charge
R H
- -w - 0 0
L L
HRI I
w - - 0 0
L LI I
H3 H 3 DV V0 - 06 =
2 C 2 C C
I I
D R 1
0 0 - -V VL L L
1 1
0 0 0 -
C C R
j nw
                                 
dcL
z_6n
c
cc
_6n
dc
0
0
I
-+ .d
C
V
L
0
                                  
     (2.21) 
 
La première partie (2.20) décrit le comportement en régime statique du vecteur d’état, elle 
permet de déterminer les composantes continues des signaux ainsi que la charge résistive à 
utiliser pour que le convertisseur puisse fonctionner dans la gamme de puissance souhaitée 
(6 kW). La deuxième partie (2.21) présente les équations régissant le régime dynamique du 
vecteur d’état. Son rôle est d’évaluer les valeurs de (Cc, Ldc, Cdc) permettant d’empêcher la 
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résonance par rapport aux fréquences 6nf avec une atténuation maximale des oscillations dues 
à dz_6n. L’équation (2.21) peut être résolue pour chaque fréquence 6nf, et le vecteur d’état 
résultant est le suivant : [ ]-16n z_6nx = j6nwI - A B.d        (2.22) 
avec I la matrice identité de rang 5, et 
dc
ac d
ac ac
qac
ac ac
Lqd z
c c c c
dcz cc
dc dc dc dc
dc dc charge
R H
0- -w - 0 0
L L
HR
0w - - 0 0
L L
IHH D3 3
0 - 0A = , B = -
2 C 2 C C C
RD 1 V0 0 - -
L L L L
1 1
0 0 0 - 0C C R
                                                
 
 
Le développement de (2.21) nous a permis de déterminer l’évolution des signaux Vcc-6n, ILdc_6n 
et Vdc_6n respectivement en fonction de Cc, Ldc et Cdc. La figure 2.3.3 illustre l’évolution de la 
tension Vcc_6n pour les cinq premières composantes de 6nf. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.3 : Evolution de |Vcc_6n| en fonction de Cc pour les 5 premières composantes de 6nf 
(Rac=0,33Ω ; Lac=2.5mH ; Rcharge=15Ω ; ILdc=20A ; Rdc=0.24Ω ; Ldc=2,5mH ; m=0,75 ; δ=3,5° ; Vcc=810V ; Vdc=300V ; Vd=311V) 
Cc [F] 
|V
cc
_6
n
| [
V
] 
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Nous constatons que la valeur de la capacité Cc doit être supérieure à 34 µF qui correspond à 
une résonance supérieure à 350 V pour n = 1. Pour avoir une ondulation de 1% de la tension 
vcc (8 V), la capacité à utiliser est de l’ordre de 470 µF. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.4 : Evolution de |ILdc_6n| en fonction de Ldc pour les 5 premières composantes de 
6nf (Rac=0,33Ω ; Lac=2.5mH ; Rcharge=15Ω ; ILdc=20A ; Rdc=0.24Ω ; Cc=470µF ; Vdc=300V ; Vd=311V ; m=0,75 ; δ=3,5° ; Vcc=810V) 
 
La figure 2.3.4 présente l’évolution de la composante variable du courant ILdc_6n en fonction 
de Ldc. Les résonances par rapport aux fréquences 6nf se produisent pour des valeurs de Ldc 
inférieures à 0,5 mH. Nous constatons que la résonance est d’autant plus importante pour les 
deux fréquences 6f et 12f, et que ILdc_6n se stabilise pour les valeurs d’inductance Ldc 
supérieures à 2 mH. Nous avons opté pour une inductance de découplage Ldc = 2,5 mH, choix 
confirmé par les simulations (chapitre 5). 
La figure 2.3.5 illustre l’évolution de Vdc_6n en fonction de Cdc. Nous constatons que la 
résonance par rapport aux fréquences 6nf risque de se produire lorsque la capacité Cdc est 
inférieure à 150 µF. Cette résonance est d’autant plus importante pour la fréquence 300 Hz. 
De plus, l’ondulation de la tension vdc ne descend sous la barre des 10 V (|Vdc_6n| = 5 V) qu’à 
partir de Cdc = 1000 µF. Afin d’avoir une ondulation de la tension vdc de l’ordre de 1% (3 V), 
la capacité que nous avons utilisé est de 2350 µF. 
 
 
Ldc [H] 
|I
L
d
c_
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Figure 2.3.5 : Evolution de |Vdc_6n| en fonction de Cdc pour les 5 premières composantes de 
6nf (Rac=0,33Ω ; Lac=2.5mH ; Rcharge=15Ω ; ILdc=20A ; Rdc=0.24Ω ; Ldc=2,5mH ; m=0,75 ; δ=3,5° ; Vcc=810V ; Vdc=300V ; Cc=470µF) 
 
Dans une étude complémentaire, nous avons déterminé l’évolution de la tension de sortie en 
fonction de Cc et Ldc. Avec les valeurs choisies ci-dessus, nous n’avons relevé aucun 
problème de résonance sur la tension de sortie. 
Après le dimensionnement du circuit de puissance du convertisseur, la deuxième étape de 
notre étude consiste à dimensionner les boucles d’asservissement du courant de phase et de la 
tension de sortie. 
IV. Modélisation du système d’asservissement 
Les deux principales fonctionnalités du redresseur Cuk sont d’assurer une tension en sortie 
continue et un prélèvement sinusoïdal du courant de phase. La modélisation du système de 
commande de ce convertisseur est une étape indispensable en vue de calculer les paramètres 
de l’asservissement de ces signaux. Dans cette section, nous modélisons dans un premier 
temps les boucles d’asservissement du courant de phase et de la tension de sortie, ensuite dans 
un second temps nous présentons une troisième boucle désignée par Feed-Forward, 
permettant d’améliorer les performances dynamiques du système de commande. Dans toutes 
les équations de ce paragraphe le symbole ‘*’ spécifie les grandeurs de commande, les termes 
|V
d
c_
6n
| [
V
] 
Cdc [F] 
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sans ce symbole correspondent aux grandeurs physiques mesurées, et une variable d’état en 
majuscule spécifie la partie continue du signal associé. 
IV.1. Dimensionnement de la boucle d’asservissement en courant 
Dans la boucle de courant, la commande consiste à asservir les projections dans le référentiel 
de Park des courants de phase. Cette structure, qui met à profit que le système est équilibré, ne 
comporte que deux boucles de courant couplées (composantes id et iq) [LEE-00]. D’après 
(2.15), les courants de phase sont régis par les deux premières équations. Etant donné que le 
condensateur de découplage Cc est dimensionné pour atténuer les ondulations 6nf et comme la 
tension d’entrée est purement sinusoïdale, nous pouvons exprimer ces deux équations sous la 
forme suivante : 
d
ac ac d ac q d cc d
di
L = -R i - L wi - H V + V
dt
       (2.23) 
q
ac ac q ac d q cc
di
L = -R i + L wi - H V
dt
       (2.24) 
En se basant sur (2.14), HdVcc et HqVcc s’écrivent : ( ) ( ) ( ) ( )ac_amplituded cc cc cc ac_amplitude acdccV1 1H V = m.cos δ V = cos δ V = V cos δ = v2 2 V /2  (2.25) ( ) ( ) ( ) ( )ac_amplitudeq cc cc cc ac_amplitude acqccV1 1H V = m.sin δ V = sin δ V = V sin δ = v2 2 V /2   (2.26) 
avec 
   acdacqvv  la transformée de Park du vecteur tension 
     
aca
acb
acc
v
v
v
, et ac _ amplitudeV  l’amplitude des 
tensions 
ac( a ,b ,c )v . 
En remplaçant (2.25) et (2.26) dans (2.23) et (2.24), la transformée de Laplace des deux 
dernières relations conduit à : ( )ac ac d d acd ac qL s + R i = V - v - L wi        (2.27) ( )ac ac q acq ac dL s + R i = -v + L wi        (2.28) 
D’après (2.27) et (2.28) le modèle du procédé décrivant le courant de phase ne dépend pas de 
Hz, ce qui engendre une boucle de courant similaire à celle du convertisseur Boost réversible 
[LEE-00]. Nous avons élaboré le modèle de la figure 2.4.1 en se basant sur ces deux relations. 
La boucle de régulation du courant de phase est établie sous l’hypothèse que =*acd acdv v  et 
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=*acq acqv v . Hypothèse justifiée par le fait que les fréquences de la modulation RCFM sont 
suffisamment élevées par rapport à 50 Hz. Les consignes de courant ( * *d qi , i ) sont issues de la 
boucle externe de tension. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4.1 : Modèle du système d’asservissement du courant de phase 
 
Si l’on considère que la boucle de courant assure un facteur de puissance unitaire et que la 
tension d’alimentation est purement sinusoïdale, le modèle du procédé en régime permanent 
est équivalent à une fonction de transfert du premier ordre (2.29). ( )
ac ac
1
G s =
L s + R
        (2.29) 
La synthèse du correcteur de la boucle de courant est établie pour cette fonction de transfert. 
Toutefois, le découpage du courant engendre des petites variations dues au couplage entre les 
deux composantes id et iq. Dans le système de commande, nous avons ajouté Lacwi(d,q) à la 
sortie des correcteurs afin de tenir compte de ces variations dans les signaux corrigés sans 
toutefois les amplifier. Le correcteur utilisé dans la boucle d’asservissement est de type PI 
[LEE-00]. Les coefficients Kpi et Kii de ce convertisseur sont choisis pour avoir un système 
d’asservissement stable, ayant une marge de phase supérieure à 45° et une fréquence de 
coupure avoisinant 2 kHz. 
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L w  
Correcteur 
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1
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 Modulation 
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L w
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L w
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Figure 2.4.2 : Diagramme de bode du modèle de la figure 2.17 en boucle ouverte  
en présence du correcteur PI 
   32s + 310s  
 
La figure 2.4.2 illustre le diagramme de bode du modèle de courant en boucle ouverte avec les 
coefficients du correcteur suivant : Kii = 310 et Kpi = 32. Dans ce diagramme, nous ne 
relevons aucun problème de stabilité, la marge de phase est de 90° et la fréquence de coupure 
est de l’ordre de 2 kHz. Pour tester la validité de ce dimensionnement, nous avons simulé le 
cas correspondant à une transition du mode redresseur MLI vers le mode onduleur non 
autonome, tout en introduisant les variations dues à une modulation RCFM sur l’intervalle de 
fréquence [6 kHz ; 10 kHz]. La figure 2.4.3 présente les résultats de simulation de ce cas de 
fonctionnement. 
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(a) Consigne de courant 
*
di  
 
 
 
(b) Sortie de la boucle de courant di  
 
Figure 2.4.3 : Résultats de simulation de la boucle de courant (transition du mode redresseur 
au mode onduleur non autonome avec une modulation RCFM [6 kHz ; 10 kHz]) 
 
D’après la figure 2.4.3, nous avons pu vérifier le comportement dynamique de la boucle de 
courant dans le cas de fonctionnement le plus défavorable. Ces résultats consolident le 
dimensionnement du système d’asservissement du courant de phase, qui répond aux 
exigences fonctionnelles du convertisseur Cuk réversible en terme de suivi de consigne et de 
temps de réponse. 
 
 
(s) 
(A
) 
(A
) 
(s) 
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IV.2. Dimensionnement de la boucle d’asservissement de la tension de sortie 
D’après (2.15), le côté continu du convertisseur est régi par les trois dernières équations et 
s’exprime sous la forme du système (2.30). Contrairement au convertisseur Boost triphasé, il 
n’y a pas de relation liant directement la tension de sortie au courant de phase. De plus, la 
fonction Hz étant variable dans le temps, elle engendre un procédé non linéaire et variable 
dans le temps. Ceci rend le dimensionnement du système d’asservissement assez complexe 
comparé au cas du redresseur Boost triphasé. 
 
z d q
c c c
cc cc
ddc
L z Ldc dc
qdc dc dc
dc dc
dc dc Load
1 1 1
0 - H 0 H H
C C C
v v
iRd 1 1 3
i = H - - i + 0 0
idt L L L 2
v v
1 1
0 - 0 0
C C R
                                                 
  (2.30) 
 
Le modèle résultant de ces trois équations est présenté dans la figure 2.4.4. Dans ce modèle la 
boucle de tension est établie sous l’hypothèse d’une boucle de courant parfaite. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(*) : Boucle de courant ;   (**) : Filtre Passe Bas (bande passante 30 Hz) 
 
 
Figure 2.4.4 : Modèle du système d’asservissement de la tension de sortie 
 
La consigne de courant de phase étant issue de la boucle de tension, cette dernière doit avoir 
une bande passante réduite afin de ne pas introduire les ondulations de la tension de sortie 
dans id. Cette bande passante doit être inférieure à 50 Hz [LEE-00]. Pour satisfaire cette 
contrainte, nous avons inséré un filtre passe bas dans la chaîne de retour du modèle de la 
figure 2.4.4. La simulation du convertisseur nous a amené à choisir un filtre avec une bande 
passante de 30 Hz. 
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Partant de ce postulat, toutes les oscillations dues à dz_6n pourraient être négligées. Ceci 
conduit à modéliser un système non linéaire invariant dans le temps, et autorise une séparation 
entre les régimes dynamique et statique. La relation (2.30) devient alors : 
( )
( )
( ) ( )
z z
c
cc cc cc cc
dc
L L z z L Ldc dc dc dc
dc dc dc
dc dc dc dc
dc dc Load
d d q q
c c
d d
q
1
0 - D +∆d 0
C
V +∆v V +∆v
Rd 1 1
I +∆i = D +∆d - - I +∆i
dt L L L
V +∆v V +∆v
1 1
0 -
C C R
1 1
D +∆H D +∆H
C C
I +∆i3
+ 0 0
I +∆2
0 0
                                   
d
i
   
 (2.31) 
 
La partie continue de la relation (2.31) s’exprime sous la forme (2.32), et spécifie un lien 
direct entre la composante continue Id du courant de phase dans le référentiel (d ; q) avec les 
composantes continues de tension de sortie et du courant de charge (2.33). 
z d q
c c c
cc
ddc
z Ldc
qdc dc dc
dc
dc dc Load
1 1 1
0 - D 0 D D
C C C
0 V
IR1 1 3
0 = D - - I + 0 0
IL L L 2
0 V
1 1
0 - 0 0
C C R
                                                 
 (2.32) 
 
d
dc charge d
z
z
d charge
d
D3
V = R I
2 D
2 D
I = I
3 D

        (2.33) 
 
Cette représentation permet d’avoir un lien direct entre Id et Vdc. Ce qui se traduit par une 
boucle de tension qui fonctionnera correctement avec un simple correcteur proportionnel. 
Nous avons simulé le modèle de la figure 2.4.4 sur Matlab/Simulink en introduisant le gain 
d charge
z
3D R
K = 2D  à l’entrée de la boucle. La figure 2.4.5 illustre la réponse de ce modèle en 
boucle ouverte à une consigne échelon de 300 V. Malgré que la sortie se stabilise en régime 
  Chapitre 2 : Présentation du convertisseur 
 
- 66 / 188 - 
permanent, les problèmes suivant se posent : le temps de réponse est très élevé, le régime 
transitoire est incontrôlable, l’erreur statique est non nulle et les variations de la tension de 
sortie restent inacceptables vue que l’un des objectifs de ce convertisseur est d’avoir une 
consigne de tension de sortie variable (abaisseur / élévateur). 
 
 
 
 
 
 
 
 
 
 
Figure 2.4.5 : Réponse en boucle ouverte du modèle de la boucle de tension  
à une consigne échelon de 300 V 
 
z Ldc
c c
cc cc
dc
L z L cc zdc dc
dc dc dc dc
dc dc
dc dc Load
d q
c c
d
q
1 -1
0 - D 0 I
C C∆v ∆v
Rd 1 1 1∆i = D - - ∆i + V ∆H
dt L L L L∆v ∆v
1 1 0
0 -
C C R
1 1
D D
C C
∆i3 3
+ 0 0 +∆i2
0 0
                                                        
d q
c c
d
q
1 1
I I
C C
∆H
0 0 ∆H2
0 0
             
  (2.34) 
 
Ainsi, nous pouvons déduire que l’asservissement de la tension de sortie concerne 
essentiellement le régime dynamique, décrit par la relation (2.34). Afin de pouvoir 
dimensionner le correcteur de cette boucle, nous allons tenter de transformer cette dernière 
relation en une équation d’état d’un système linéaire liant l’entrée ( )td q∆i , ∆i , la 
sortie ( )dc∆v et le vecteur d’état ( )dc tcc L dc∆v , ∆i , ∆v . 
(s) 
(V
) 
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D’après (2.14) nous avons 2 2d qm = 2 H + H ,  et comme nous négligeons la composante dz_6n 
dans l’étude de cette boucle, la fonction Hz peut s’écrire sous la forme suivante : 
2 2
z d q
3 3
H 1- H + Hπ≈        (2.35) 
Cette représentation de Hz permet d’exprimer ∆Hz en fonction de ∆Hd et ∆Hq. 
d q d q
z z
z d q
d qD ,D D ,D
qd
d q2 2 2 2
d q d q
H H∆H = ∆H + ∆H
H H
DD3 3
= - ∆H + ∆Hπ D + D D + D
∂ ∂∂ ∂
    
    (2.36) 
En remplaçant (2.36) dans (2.34), cette dernière devient : 
z d q
c c c
cc cc
ddc
L z Ldc dc
qdc dc dc
dc dc
dc dc Load
L L qdc d dc
d q
c c c c
cc
d
1 1 1
0 - D 0 D D
C C C∆v ∆v ∆iRd 1 1 3∆i = D - - ∆i + 0 0 ∆idt L L L 2∆v ∆v
1 1
0 - 0 0
C C R
I I II3 3
kD + kD +
C 2 C C 2 C
V
+ -kD
                                                 
dcc
q
qdc dc
∆HV
-kD ∆HL L
0 0
             
 (2.37) 
avec  
2 2
d q
3 3 1
k = π D + D         (2.38) 
Dans l’hypothèse d’une boucle de courant parfaite, les composantes d-q du courant de phase 
vues de la boucle de tension restent invariables. Ceci autorise l’approximation suivante : 
ac d ac q d cc d
ac q ac d q cc
0 -R i - L wi - H v + v
0 -R i + L wi - H v
≈ ≈       (2.39) 
De plus, vu que la boucle de courant assure un facteur de puissance unitaire (iq = 0) et que la 
tension d’alimentation est sinusoïdale, les fonctions Hd et Hq deviennent : 
  Chapitre 2 : Présentation du convertisseur 
 
- 68 / 188 - 
( )d cc d cc
d d
d d cc
d ccI ,V I ,V
ac
d ac d d cc2
cc cc
H H∆H = ∆i + ∆v
i v
R 1
= - ∆i + R I - V ∆v
V V
∂ ∂∂ ∂
     (2.40) 
d cc d cc
q q
q d cc
d ccI ,V I ,V
ac d ac d cc2
cc cc
H H∆H = ∆i + ∆v
i v
1 1
= wL ∆i - wL I ∆v
V V
∂ ∂∂ ∂
      (2.41) 
Le remplacement de (3.40) et (3.41) dans (3.37), mène à l’équation d’état suivante : 
x = Ax + Bu
y = Cx
 &           (2.42) 
avec 
 
( )cc dL dcdc
q
dc
∆v ∆i
x = ∆i , u = , C = 0 0 1 , y = ∆v∆i∆v
               (2.43) 
 
 
L Lac d d dc d ac d dc
d q z2 2
cc c c cc c c
ac d d ac d dc
z d q
dc cc dc cc dc dc dc
dc dc Load
I IR I - V I wL I3 1
kD + - kD - D 0
V C 2 C V C C
R I - V wL I R1 1
A = D - kD + kD - -
L V L V L L L
1 1
0 -
C C R
             
  (2.44) 
 
 
L Ldc d ac dc
d q q
c c c cc c c
ac ac
d q
dc dc
I II wL3 1 3 3 1
kD + + kD D
2 C C 2 C V C 2 C
R wL
B = kD - kD 0
L L
0 0
             
    (2.45) 
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Cette équation d’état représente un système linéaire commandable et observable. Donc en 
utilisant un outil de calcul numérique tel que Matlab, nous pouvons facilement déterminer sa 
fonction de transfert à partir de la relation (2.46). ( ) ( )( ) ( )-1G s = C sI - A B         (2.46) 
L’objectif initial de notre travail étant de concevoir une structure de convertisseur Cuk 
susceptible de concurrencer la structure Boost triphasée, nous avons opté pour un correcteur 
simple de type PI comme dans l’asservissement de la tension de sortie dans le Boost. En 
utilisant un correcteur PI avec les coefficients Kiv = 2.5 et Kpv = 0.25 nous avons obtenu le 
diagramme de bode du système en boucle ouverte de la figure 2.4.6. 
 
Figure 2.4.6 : Diagramme de bode du modèle (2.42) en boucle ouverte  
Associé au correcteur PI 
   0,25s + 2,5s  
 
Comme nous pouvons le constater dans la figure 2.4.6, la bande passante de la boucle de 
tension est de l’ordre de 20 Hz avec une marge de phase très satisfaisante. Nous avons simulé 
dans un premier temps la réponse indicielle en boucle fermée pour une variation de la 
consigne de 0 V à 300 V (cas représentant la mise sous tension du convertisseur), ensuite dans 
un second temps nous avons baissé la consigne de 300 V à 200 V. Le résultat de cette 
simulation est illustré dans la figure 2.4.7. Nous n’observons aucun dépassement de la tension 
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de sortie par rapport à la consigne dans les deux cas avec un temps de réponse satisfaisant et 
répondant aux exigences fonctionnelles de la boucle de tension. 
 
Figure 2.4.7 : Comportement du modèle de la boucle de tension lors  
d’une variation de la consigne 
 
Cependant, la modélisation du système d’asservissement est élaborée pour un courant de 
charge représentant un seul mode de fonctionnement redresseur ou onduleur non autonome, et 
ne tenant pas compte des variations que pourrait engendrer un changement de mode de 
fonctionnement. De plus, en modélisant le système pour une charge résistive, nous avons 
omis le cas des charges absorbant un courant évoluant différemment de la tension de sortie. 
Afin de tenir compte des variations et du changement de signe du courant dans la charge, ce 
courant est mesuré et introduit dans le système d’asservissement via une boucle que nous 
appelons Feed-Forward du courant de charge [SIN-00] [PAN-95]. 
IV.3. La boucle Feed-Forward du courant de charge 
Dans la boucle de tension, nous avons introduit un filtre passe bas dans la chaîne de retour 
pour éviter une amplification des fluctuations de la tension par le correcteur PI. Cependant, ce 
choix détériore le comportement dynamique de cette boucle lors de la variation du courant de 
charge. Dans la figure 2.4.9, nous constatons qu’une variation du courant de charge de 20 A à 
10 A engendre un temps de réponse de 45 ms. 
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L’objectif de la boucle Feed-Forward du courant de charge est de construire *
d
i  à partir de 
l’erreur corrigée de la tension de sortie et du courant de charge. De cette façon, même si la 
boucle de tension est lente, la consigne de la boucle de courant *
d
i  évoluera plus rapidement. 
 
Figure 2.4.8 : Modèle de simulation de la boucle de tension en présence  
de la boucle Feed-Forward du courant de charge 
 
 
Figure 2.4.9 : Résultat de simulation du modèle de la boucle de tension  
(avec et sans la boucle Feed-Forward) 
 
Toutefois, comme dans la boucle de tension, la boucle Feed-Forward doit empêcher 
l’intrusion des oscillations de fréquence 6nf dans le système de commande. Donc un filtre 
passe bas ayant une fréquence de coupure inférieure à 300 Hz doit être introduit en aval du 
  Chapitre 2 : Présentation du convertisseur 
 
- 72 / 188 - 
capteur de mesure du courant de charge. Le modèle de simulation de la figure 2.4.8 évalue le 
cas où le courant de charge varie de 20 A à 10 A en présence de la boucle Feed-Forward du 
courant de charge et utilisant un filtre passe bas avec une fréquence de coupure de 150 Hz. 
Dans la figure 2.4.9, nous constatons que la boucle Feed-Forward améliore le comportement 
dynamique de l’asservissement de la tension de sortie vis-à-vis des variations du courant de 
charge tout en réduisant le dépassement par rapport à la consigne. 
IV.4. Système de commande du convertisseur 
D’après la modélisation du système de commande, la connaissance de quatre signaux est 
indispensable pour assurer toutes les fonctionnalités du convertisseur. Ces signaux sont : les 
deux courants de phase, la tension de sortie est le courant dans la charge. 
Comme nous l’avons signalé au chapitre 1, la commande que nous proposons n’utilise que 
deux capteurs (courants dans le circuit de découplage et dans la charge) placés dans la partie 
continue du convertisseur. Ceci présente deux avantages : minimisation du coût de réalisation 
et amélioration de la fiabilité du convertisseur puisque tous les capteurs utilisés ne sont plus 
soumis aux perturbations harmoniques présentes dans le réseau électrique d’alimentation. 
 
 
 
 
 
 
 
 
 
 
Figure 2.4.10 : Le système de commande du convertisseur triphasé Cuk réversible 
 
La figure 2.4.10 illustre ce système de commande. Les courants de phase sont reconstruits à 
partir du courant mesuré dans le circuit de découplage. Alors que la tension de sortie est 
reconstruite à partir des courants circulant dans la charge et dans le circuit de découplage. Les 
démarches et les algorithmes de reconstruction des courants de phase et de la tension de sortie 
seront développés dans le chapitre 4 de ce mémoire. 
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Conclusion 
 
Le convertisseur de puissance étudié présente quelques similitudes en terme d’architecture de 
commande avec la structure Boost triphasée. Toutefois, le fonctionnement atypique du Cuk 
(court-circuit des bras du pont triphasé durant certaines phases de fonctionnement et la 
présence d’un circuit de stockage intermédiaire d’énergie) engendre une modélisation et un 
dimensionnement différents du Boost. 
Nous avons dimensionné le convertisseur pour une puissance de 6 kW. Le circuit de 
découplage et le condensateur de sortie sont dimensionnés pour éviter toute résonance par 
rapport aux fréquences 6nf, et pour une fluctuation de 1% des tensions vcc et vdc. Les 
inductances de filtrage Lac sont dimensionnées pour autoriser une enveloppe de courant de 
1 A pour une fréquence de découpage maximale de 10 kHz. 
Vu que la fonction de modulation Hz n’intervient pas dans les équations régissant les courants 
de phase, le système d’asservissement du courant de phase est élaboré d’une façon similaire 
au convertisseur Boost. Cependant, la fonction Hz étant présente dans toutes les équations des 
signaux continus, la boucle d’asservissement de la tension de sortie présente un degré de 
complexité assez important par rapport au Boost. Dans la mise en œuvre de l’asservissement 
de la tension de sortie, nous avons ramené le modèle initial (non linéaire et variable dans le 
temps) en un modèle moyen petits signaux sur lequel on a pu appliquer des techniques 
d’analyse et de commande linéaires. 
Dans ce chapitre, nous avons présenté et dimensionné le convertisseur (puissance et 
commande) pour une fréquence de découpage maximale de 10 kHz. Car en effet, nous 
utilisons une modulation RCFM avec des fréquences de découpage aléatoires inférieures à 
10 kHz. Afin de justifier le choix de cette technique de modulation, le chapitre 3 est consacré 
à sa description, à son analyse théorique et au choix de la gamme des fréquences aléatoires 
adéquate pour le Cuk triphasé réversible. 
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Introduction 
 
Comme nous l’avons signalé au chapitre1, la fréquence aléatoire varie entre deux valeurs fb et 
fa représentant respectivement les fréquences minimale et maximale. Le choix de cet 
intervalle ainsi que la loi de variation de la fréquence aléatoire sont les deux paramètres les 
plus importants dans la conception d’une telle modulation. En plus, l’analyse spectrale des 
signaux obtenus ne peut être effectuée correctement sans la connaissance préalable de ces 
deux paramètres. Dans notre cas, nous avons choisi d’utiliser cette technique de modulation 
pour deux raisons : 
 • Atténuer la densité spectrale des courants de phase sans détériorer la composante 
fondamentale et le spectre basse fréquence. • Réduire les pertes en commutation en faisant commuter les IGBT à des fréquences 
inférieures à la fréquence utilisée dans la structure existante. 
 
L’étude préalable de la technique utilisée, la définition des différents paramètres ainsi que le 
choix optimisé de l’intervalle [fb ; fa] représentent trois axes indispensables pour 
l’implémentation de cette technique ainsi que l’analyse des résultats. 
Dans ce chapitre, après la présentation des lois de variation de la fréquence aléatoire, nous 
effectuerons une comparaison entre ces différentes approches. Ensuite, dans la deuxième 
partie, les hypothèses de l’étude ainsi que l’analyse spectrale de la modulation RCFM dans le 
convertisseur Cuk, seront présentées. Enfin le dernier paragraphe sera consacré à 
l’interprétation et l'analyse des résultats et au choix de l’intervalle [fb ; fa]. 
I. La génération des périodes aléatoires 
I.1. La fonction "densité de probabilité" 
 
Dans l’introduction de ce chapitre, nous avons associé la RCFM à une variation de la 
fréquence de découpage entre deux valeurs fb = 1/Tb et fa = 1/Ta. Dans la modulation RCFM, 
c’est l’aspect temporel (période, rapport cyclique, fonction de modulation…) qui décrit le 
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mieux le fonctionnement de cette technique. Pour cette raison, nous avons choisi d’utiliser ‘T’ 
au lieu de ‘f’ dans la suite de notre étude théorique. 
Dans la modulation RCFM, la fonction régissant les variations de la période de découpage est 
le paramètre principal qui détermine le contenu spectral du signal modulé. Cette fonction est 
appelée la fonction "densité de probabilité (PDF)" définie par : 
 [ ]a bΡ(T) 0 pour tout T T ;T
P(T)dT 1
+∞
−∞
 ≥ ∈ = ∫        (3.1) 
 
 
 
 
 
 
 
 
 
 
 
 
  (a) Distribution continue   (b) Distribution discrète 
 
 
Figure 3.1.1 : Exemple de fonction "densité de probabilité" (continue et discrète) 
 
Il existe plusieurs techniques permettant d’obtenir cette fonction "densité de probabilité". 
Toutes ces techniques appartiennent à deux familles : la première famille regroupe les 
fonctions à densité de probabilité continue et la seconde famille regroupe les fonctions à 
densité de probabilité discrète. 
Dans la première famille, toutes les valeurs de ‘T’ appartenant à [Ta ; Tb] ont une probabilité 
différente de zéro. La figure 3.1.1a illustre l’exemple de deux distributions uniforme et 
gaussienne (loi normale). 
Dans la deuxième famille, l’intervalle [Ta ; Tb] contient un nombre fini de périodes ‘Ti’ 
comme l’illustre la figure 3.1.1b. Dans ce cas, P(T) s’écrit de la manière suivante : 
N
i i
i 1
P(T) p .δ(T T )== −∑         (3.2) 
Avec N le nombre total des périodes entre Ta et Tb, et pi est le poids associé à la i
ème période 
Ti. Ces poids sont strictement positifs et vérifient la relation (3.3). 
N
i
i 1
p 1= =∑           (3.3) 
Distribution 
uniforme 
Distribution 
Gaussienne P(T) 
Tb Ta Tµ T 
2Tı 
P(T) 
T1 T2 Ti TN 
… … 
p1 
p2 
pi 
pN 
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I.2. Choix de la densité de probabilité adéquate à notre étude 
 
Le choix de la fonction de densité de probabilité associée aux périodes de découpage doit 
répondre à deux critères : • Facilité d’implémentation du générateur des périodes aléatoires, et conformité au 
fonctionnement du convertisseur, • Obtenir le niveau d’atténuation souhaité pour la densité spectrale du courant, 
I.2.1. Implémentation du générateur de périodes aléatoires 
Toutes les lois de probabilité ont pour origine la loi de distribution uniforme (figure 3.1.1a). 
Pour cette raison nous avons choisi d’utiliser deux lois de probabilité comme support pour 
notre étude : distribution uniforme et non uniforme (Gaussienne). 
Dans le cas d’une PDF continue et uniforme, la période aléatoire T est déterminée en temps 
réel à partir de la relation (3.4) où x est un nombre aléatoire dans l’intervalle [0,1] suivant 
cette loi de probabilité. 
 
T = Ta + (Tb – Ta).x         (3.4) 
 
Si cette PDF est non uniforme, on utilise des méthodes de transformation permettant de passer 
de la distribution uniforme à la loi désirée. Par exemple dans [BEC-00], un générateur de 
périodes de découpage aléatoires utilisant la transformation de la distribution uniforme en une 
distribution gaussienne a été élaboré. L’utilisation de telles distributions exige des calculs 
supplémentaires comparés au cas de la distribution uniforme. De plus, les travaux de [ELK-
02] ont démontré que les spectres résultant des distributions uniformes et non uniformes sont 
similaires dans le cas de la RCFM. 
Dans le cas de la fonction de densité de probabilité discrète, le nombre de périodes aléatoires 
Ti est fini, et ces périodes sont déterminées à partir de (3.5). Ce type de générateur correspond 
à un choix aléatoire de T dans un ensemble {Ti} en effectuant une série de comparaisons 
[BEC-00]. Cette procédure nécessite N-1 opérations de comparaison une fois que ‘x’ est 
connue. C’est une solution très avantageuse pour une petite valeur de N, mais reste très lourde 
à mettre en place pour N >> 10 dans le cas d'un système temps réel. 
 
1 1
2 1 1 2
N 1 2 N 1
T si 0 x p ,
T si p x p p ,
T
T si p p p x 1.−
≤ < ≤ < +=  + + + ≤ <M L
      (3.5) 
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En résumé, on peut considérer qu’une fonction de densité de probabilité continue ayant une 
loi de distribution uniforme est une solution optimale pour le système de commande de la 
structure existante du convertisseur Cuk réversible, d’une part par sa simplicité, et d’autre part 
par sa rapidité d'implémentation. 
I.2.2. Niveau d’atténuation souhaité de la densité spectrale du courant 
Les travaux menés sur les convertisseurs DC/DC [TSE1-00] [TSE-02] [TSE3-00] et DC/AC 
[LIA-00] [TRZ-94] en utilisant un découpage avec une densité de probabilité continue ont 
tous démontré que le spectre de tension est une fonction purement continue, excepté une 
composante discrète correspondant à la fréquence moyenne et multiples. Cela peut se 
généraliser pour tous les signaux résultant d’une telle modulation [BEC-00]. 
Cependant dans le cas des distributions discrètes, l’atténuation du spectre n'est pas garantie. 
Car de nouveaux harmoniques peuvent apparaître à des fréquences non multiples de la 
fréquence fondamentale [BEC-99] si l’ensemble des périodes Ti n’est pas  choisi 
correctement. Aussi, des harmoniques peuvent apparaître à la fréquence correspondant au plus 
petit multiple commun des fréquences utilisées et ses multiples. Mais les distributions 
discrètes peuvent aussi donner exactement les mêmes résultats que les distributions continues, 
à condition d’utiliser un ensemble de périodes dont les fréquences associées sont des 
multiples de la fondamentale, et que le plus petit multiple commun des fréquences utilisées se 
trouve éloigné dans le spectre [BEC-00]. 
L’utilisation d’une fonction "densité de probabilité" ayant une distribution continue assure 
une atténuation de la densité spectrale en haute fréquence sans aucune contrainte sur la loi de 
distribution, ce qui renforce nos conclusions dans le dernier paragraphe. Toutefois, cette 
garantie ne couvre pas le spectre basse fréquence, car ce dernier dépend en plus de la loi de 
probabilité de l’intervalle de variation des périodes aléatoires. 
Afin de justifier l’intérêt de cette technique de modulation et de déterminer l’intervalle de 
variation de la fréquence de découpage, les paragraphes (II et III) sont consacrés à l’étude 
théorique de la modulation RCFM dans le convertisseur Cuk réversible. 
II. Analyse de la modulation RCFM 
 
Dans ce travail, notre analyse porte sur l’effet de la modulation RCFM sur le courant de 
phase. L’analyse de la modulation RCFM utilisant une PDF continue est assez complexe, car 
d’une part elle nécessite de tenir compte d’un nombre important de paramètres aléatoires, et 
d’autre part, la continuité de la PDF engendre des calculs d’intégrales laborieux dont les 
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solutions risquent de ne pas exister. Pour cette raison, nous utiliserons dans notre étude une 
PDF discrète mais paramétrée de telle sorte que la valeur moyenne de la fréquence de 
découpage coïncide avec celle du cas continu, et le spectre du courant de phase ne présente 
pas de discontinuités dans la plage de fréquence analysée. 
 
Plusieurs études menées sur cette technique de modulation ont été publiées dans la littérature 
[LIA-00] [TSE2-00]. Certes ces travaux ne concernent que les convertisseurs DC/DC et les 
onduleurs, mais ils ont tous démontré que l’analyse spectrale des signaux résultants de cette 
modulation se ramène à l’analyse spectrale des fonctions de modulation associées aux cellules 
de commutations. Dans le cas de notre convertisseur, la présence du septième interrupteur 
engendre une certaine dépendance entre toutes les fonctions de modulation. Dans la suite du 
chapitre, nous analysons l’effet de la modulation RCFM sur le courant de phase ia, les 
résultats et conclusions liés à ce dernier s'appliquent aux deux autres courants de phase. 
D’après le chapitre 2, et en négligeant la résistance interne de l’inductance Lac nous avons : 
a
ac a cc a bn
b
ac b cc b bn
c
ac c cc c bn
di
L = -H .V + v - v
dt
di
L = -H .V + v - v
dt
di
L = -H .V + v - v
dt

        (3.6) 
En plus, 
a b c
a b c
i + i + i = 0
v + v + v = 0
          (3.7) 
La somme des trois équations de (3.6) en tenant compte de (3.7) permet de déduire que ( )aca cc a b c an cc1 1V = V 2H - H - H = H V3 3       (3.8) 
Ainsi, le courant de phase s’écrit 
a
a an cc
ac
di 1 1
= v - H  V
L 3
   dt         (3.9) 
D’après (3.9), nous remarquons qu’analyser le courant de phase ia revient à analyser la 
fonction Han. Afin d’analyser cette fonction, la première étape consiste à la modéliser et à 
définir les paramètres qui la caractérise. Comme Han dépend des trois autres fonctions de 
modulation Ha, Hb et Hc, nous allons dans un premier temps modéliser l’une des fonctions 
Ha,b,c. 
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II.1. Modélisation de la fonction de modulation Ha 
 
Comme nous l’avons évoqué au chapitre II, les commutations des sept cellules sont élaborées 
à partir de quatre fonctions de modulations Ha, Hb, Hc et Hz. Ces fonctions de modulation 
correspondent respectivement aux bras des phases a, b, c et au quatrième bras du circuit de 
couplage. La figure 3.2.1 récapitule ces fonctions et les compare aux fonctions de modulation 
du redresseur Boost. Dans la figure 3.2.1, nous remarquons que la différence avec les 
fonctions de modulation du redresseur Boost se situe au niveau des vecteurs zéros où les 
fonctions Ha,b,c s’annulent. En plus, la phase correspondant à la tension vac(a,b,c) la plus basse a 
une fonction de modulation égale à zéro. Dans l’exemple de la figure 3.2.1, c’est la fonction 
Hc qui se retrouve égale à zéro. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.1 : Comparaison des fonctions de modulation des deux structures Boost et Cuk 
 
En résumé, si la période du fondamental est T1 = 20 ms alors la fonction de modulation est 
égale à zéro pendant une durée égale à 6,6667 ms. La figure 3.2.2 illustre cet exemple. 
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Figure 3.2.2 : La fonction de modulation de la phase a 
 
Pour que notre étude soit réalisable, nous avons utilisé certaines hypothèses facilitant la 
modélisation des fonctions de modulation du convertisseur. Ces hypothèses sont : 
(1) Les impulsions de la fonction de modulation sont centrées par rapport à chaque période 
de découpage (figure 3.2.3). 
(2) Le signal de référence est purement sinusoïdal (figure 3.2.2). 
(3) On suppose que les périodes utilisées pour le découpage sont connues préalablement. 
Nous utilisons ‘J’ périodes générées aléatoirement suivant une loi de probabilité 
uniforme. L’intérêt de ce choix est de réduire le temps de calcul et aussi de permettre 
l’échantillonnage du signal correspondant au rapport cyclique moyen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.3 : Caractéristiques de la fonction u(t,δ) 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.4 : Train d’impulsions d’une fonction de modulation 
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Généralement, sur une période fondamentale ‘T1’ (n
ème bloc) contenant ‘K’ périodes de 
découpage, seules approximativement 2K/3 périodes sont réellement modulées. Sur la figure 
3.2.4 nous pouvons voir que le train d’impulsions de la fonction Ha est caractérisé par la 
concaténation de plusieurs blocs contenant chacun ‘K’ périodes de découpage. La fonction Ha 
peut s’écrire sous la forme (3.10). 
n ,m
N K
a a
n N m 1
H (t) H (t)=− == ∑ ∑        (3.10) 
K
n,m
m 1
Ha (t)=∑  représente la fonction de modulation correspondant au nème bloc (une période T1). 
Han,m représente la fonction de modulation au sein d’une période de découpage. Elle s’écrit : 
 
n ,m
n,m n,m n,M n,M
a
n,1 n,M n,Kn,M
u(t (t ∆a )), si t t ; t
H (t)
0, si t t ; t t ; t
  − + ∈  =    ∈ ∪         (3.11) 
 
tn,m représente l’instant initial de la période de découpage Tn,m. ∆n,m détermine la position de 
chaque impulsion par rapport à tn,m, et δn,m représente la largeur des deux impulsions au sein 
de chaque période Tn,m (figure 3.2.3). Ainsi la fonction Ha(t) devient : 
N M
a n,m n,m
n N m M
H (t) u(t (t ∆a ))=− == − +∑ ∑       (3.12) 
n,m n,m n,m n,m n,m1 si t t ' 0;δa / 2 δa / 2 ∆a ' ;δa ∆a 'et u(t t ')
0 sinon
    − ∈ ∪ + +    − =              (3.13) 
La difficulté de modélisation de la fonction de modulation associée à une phase, réside dans la 
détermination de ∆n,m et δn,m et ∆’n,m. Parce que les trois fonctions Ha, Hb et Hc dépendent 
l’une de l’autre à travers la fonction Hz. Pour déterminer les paramètres de la fonction u(t), 
nous n’allons étudier que le cas de la phase a. cette modélisation est similaire pour les deux 
autres phases. Soit da, db et dc respectivement les rapports cycliques des trois phases a, b et c. 
D’après l’hypothèse (1), les impulsions sont centrées, donc les trois termes δn,m ∆n,m et ∆’n,m 
peuvent être exprimés en fonction de Tn,m et des rapports cycliques da,b,c(n,m). 
 
n ,m n ,m n ,m n ,m
n ,m n ,m
n ,m n ,m n ,m n ,m
a b b c
n,m a n,m a
a c b c
(d d ) si d dδa λ T avec λ
(d d ) si d d
− <= =  − >    (3.14a) 
 
  Chapitre 3 : Analyse théorique de la RCFM 
- 83 / 188 - 
n ,m n ,m
n ,m n ,m n ,m n ,m
n,m a n,m a n,m
n,m a n,m a a a
1∆a α T avec α (1 da )
2
∆ 'a β T avec β (1 λ 2α )
 = = − = = − −     (3.14b) 
II.2. Modélisation de la fonction Han 
 
Après la modélisation de la fonction de modulation du bras du pont associé à la phase ‘a’, 
nous allons maintenant modéliser la fonction Han. D’après (3.8), cette fonction dépend 
simultanément des trois fonctions de modulation Ha,b,c. Dans la figure 3.2.5, nous remarquons 
que suivant la largeur des impulsions δa,b,c (définies dans II.1), la fonction Han prend trois 
formes possibles. δmin δmid et δmax qui sont respectivement la plus petite largeur, la largeur 
moyenne et la plus grande largeur des trois fonctions δa,b,c. Par exemple, soit δa<δb<δc, dans 
ce cas δmin = δa, δmid = δb et δmax = δc. 
 
 
 
        
        
        
        
        
        
        
         
        
        
        
        
        
        
        
        
         
        
        
        
        
        
        
        
        
        
         
 
Figure 3.2.5 : Représentation de la fonction Han pour toutes les combinaisons possibles dans 
l’ordre des fonctions de modulation (Ha, Hb et Hc) 
 
Afin de modéliser la fonction Han, nous l’avons paramétrée de telle sorte qu’elle regroupe les 
trois cas possibles de la figure 3.2.5. Le modèle théorique de cette fonction est présenté dans 
la figure 3.2.6. 
 
 
        
        
        
 
 
Figure 3.2.6 : Modélisation de la fonction Han au sein d’une période de découpage 
aH  
bH  
cH  
anH  
δa == δmax 
aH  
bH  
cH  
anH  
δa == δmid 
aH
bH
cH
anH
δa == δmin 
Tα
Une période de découpage ‘T’ 
Tα  
1Tλ  1Tλ
2Tλ 2Tλ
'Tλ  
1A
2A t  
n,mt T+  n,mt  
  Chapitre 3 : Analyse théorique de la RCFM 
- 84 / 188 - 
 
Les différents paramètres du modèle de la figure 3.2.6 sont les suivants : ( )
n,mn,m max
1α = 1- δ ,
2
         (3.15) 
( )n,m n,m n,m1 max mid1λ = δ - δ ,2         (3.16) 
n,m n,m
n,m
a max
1
2, si δ == δ ,
A =
-1, sinon,
        (3.17) 
n,mn,m min
β = δ ,           (3.18) ( )
n,m n,m n,m2 mid min
1λ = δ - δ ,
2
        (3.19) 
n,m n,m
n,m
a min
2
-2, si δ == δ ,
A =
1, sinon,
        (3.20) 
La figure 3.2.7 illustre la fonction Han sur une durée temporelle de 60ms. La modélisation de 
cette fonction sur 2N+1 périodes fondamentales peut s’écrire sous la façon suivante : 
N K
an n,m n,m n,m
n N m 1
H (t) H(t (t α T ))=− == − +∑ ∑       (3.21) 
où K est le nombre total des périodes de découpage dans une période fondamentale. ( ) ( ) ( ) ( ) ( )
n,m n,m
' '
1 2 1 n,m 2 n,m n,m 1 n,m n,m 2 n,mH t = H t + H t - λ T + H t - λ T + H t - λ T - λ T  (3.22) 
avec 
n,m n,m
'
n,m 1 2 n,mλ = λ + λ + β  
et les deux fonction H1 et H2 sont : ( ) n,m n,m1 1 n,m1 A , si 0 t - t' λ T ,H t - t' =
0, sinon,
≤ ≤      (3.23) 
( ) n,m n,m2 2 n,m2 A , si 0 t - t' λ T ,H t - t' =
0, sinon,
≤ ≤      (3.24) 
(3.10) et (3.21) ne sont valables que lorsque le nombre ‘K’ est le même dans tous les blocs, ce 
qui implique un échantillonnage préalable de tous les blocs en ‘K’ échantillons. 
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Figure 3.2.7 : Résultat de la modélisation de la fonction Han sur 60ms 
 
II.3. Analyse spectrale de la RCFM 
 
Nous utilisons dans l’étude théorique une loi de distribution uniforme discrète, et paramétrée 
de telle sorte que la différence avec la distribution continue soit minime. En plus des 
arguments cités au début de cette section (II), ce choix est justifié pour deux raisons : 
premièrement parce que c’est la seule approche qui permet d’avoir une connaissance 
préalable des périodes de modulation, et deuxièmement car l’utilisation de la distribution 
continue augmente le nombre des paramètres et des variables, et conduit à des calculs 
d’intégrales très lourds. 
Rappelons que dans le cas des signaux périodiques, la densité spectrale de puissance S(f) est 
la transformée de Fourrier de la fonction d’autocorrélation ℜ(τ). L’expression de la fonction 
d’autocorrelation pour un signal périodique x(t) est la suivante : 
 
0
00
T *
TT
0
1
(Ĳ) lim x(t).x (t Ĳ)dĲ
2T −→∞ℜ = −∫        (3.25) 
 
et la densité spectrale de puissance S(f) est définie par la formule (3.14) 
 
j2πfĲS(f ) (Ĳ) e dĲ+∞ −−∞= ℜ∫         (3.26) 
 
Dans le cas des signaux aléatoires et d’après [TSE2-00] et [BEC-00], S(f) s’écrit : 
 
j2πfĲS(f ) R(Ĳ) e dĲ+∞ −−∞= ∫         (3.27) 
Temps [s] 
0 
2−  
0 0.01 0.02 0.03 0.04 0.05 0.06 
Han 
2  
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{ }0
00
T
*
TT
0
1
avec R(Ĳ) lim E dĲx(t).x (t Ĳ)
2T −→∞= −∫  
E{x} est l’espérance mathématique de x dont la définition est la suivante : 
 
{ }
{ }
J
i i
i 1
J
i i
i 1
Soit g(T) une fonction quelconque de T
E P(T)g(T)dTg(T)
avec P(T) p .δ(T T )
donc E p .g(T )g(T)
+∞
−∞
=
=
=
= −
=
∫ ∑ ∑
      (3.28) 
 
II.3.1. La fonction d’autocorrélation 
La fonction d’autocorrélation de Han(t) s’écrit : 
0
00
T *
an anTT
0
N K
n,m n,m n,m
N
n N m 11
N K
n,m n,m n,m
n N m 1
1
(Ĳ) lim H (t)H (t Ĳ)dt
2T
1
lim H(t (t α T ))
(2N 1)T
H(t (t α T Ĳ))dt
−→∞
+∞
−∞→∞ =− =
=− =
ℜ = −
= − ++
× − + +
∫ ∑ ∑∫ ∑ ∑ % % % % % %
% %
   (3.29) 
où T1 est la période fondamentale, et en utilisant la transformée de Fourrier inverse, on peut 
écrire : 
1 n ,m n ,m n ,m 1
2 n ,m n ,m n ,m 2
jw (t α T ) jw t
n,m n,m n,m n,m 1 1
jw (t α T Ĳ) jw t
n,m n,m n,m n,m 2 2
H(t (t α T )) U (f )e e df
H(t (t α T Ĳ)) U (f )e e df
+∞ − +−∞ +∞ − + +−∞
− + =
− + + =∫ ∫ % % % % % %% % % % % % % %    (3.30) ( )n,m 2où U (f) est la transformée de fourrier de H(t) et ,1 1 2w = 2πf w = 2πf  
 ( ) ( ) ( ) ( )( )' 'n,m 2 n,m 1 n,m n,mn,m n,m n,mn,m n,m-j2πf λ +λ T -j2πf.λ T -j2πf.λ Tn,m 1 2U f = U f 1+ e + U f e + e     (3.31) 
avec 
( ) ( )1 n,mn,m n,m
n,m
-j2πf.λ T1
1
A
U f = 1- e
j2πf        (3.32) 
( ) ( )2 n,mn,m n,m
n,m
-j2πf.λ T2
2
A
U f = 1- e
j2πf        (3.33) 
 
Soit n,m n,m n,m∆ α T= , en utilisant (3.29) et (3.30), la fonction d’autocorrélation devient : 
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1 n ,m n ,m 1
2 n ,m n ,m 2
K K N N
jw (t ∆ ) jw t
n,m 1
N
m 1 m 1 n N n N
jw (t ∆ Ĳ) jw t
n,m 2 2 1
1
(Ĳ) lim U (f )e e
(2N 1)KT
U (f )e e df df dt
+∞ +∞ − +−∞ −∞→∞= = =− =− − + +
ℜ =  + 
∑∑ ∑ ∑∫ ∫ ∫
% % % %
% %
% %
 (3.34) 
II.3.2. La fonction d’autocorrélation partielle 
D’après (3.27) nous pouvons exprimer la fonction d’autocorrélation sous la forme : 
K K
m,m
m 1 m 1
(Ĳ) (Ĳ)= =ℜ = ℜ∑∑ %%        (3.35) 
nous appelons m,m (Ĳ)ℜ % la fonction d’autocorrélation partielle, 
1 n ,m n ,m 1
2 n ,m n ,m 2
N N
jw (t ∆ ) jw t
m,m n,m 1
N
n N n N1
jw (t ∆ Ĳ) jw t
n,m 2 2 1
1
(Ĳ) lim U (f )e e
(2N 1)T
U (f )e e df df dt
+∞ +∞ − +−∞ −∞→∞ =− =− − + +
ℜ = + ∑ ∑∫ ∫ ∫
% % % %
%
%
% %
  (3.36) 
 
En permutant l’intégration par rapport à la somme nous obtenons : 
1 n ,m n ,m
2 n ,m n ,m 1 2
N N
jw (t ∆ )
m,m n,m 1
N
n N n N1
jw (t ∆ Ĳ) j(w w )t
n,m 2 2 1
1
(Ĳ) lim U (f )e
(2N 1)T
U (f )e e dt df df
+∞ − +−∞→∞ =− =− − + + +
ℜ = + 
∑ ∑ ∫∫ ∫
% % % %
%
%
% %
 (3.37) 
Comme le terme entre crochés dans (3.37) ne dépend pas de t, nous pouvons simplifier (3.37) 
en utilisant la propriété de la distribution de Dirac décrite dans (3.38) : 
 
1 2j(w w )t
1 2e dt δ(f f )
+∞ +−∞ = +∫         (3.38) 
 
Ainsi la fonction d’autocorrélation partielle devient : 
1 n ,m n ,m
2 n ,m n ,m
N N
jw (t ∆ )
m,m n,m 1
N
n N n N1
jw (t ∆ Ĳ)
n,m 2 1 2 2 1
1
(Ĳ) lim U (f )e
(2N 1)T
U (f )e δ(f f )df df
+∞ − +−∞→∞ =− =− − + +
ℜ = + +
∑ ∑ ∫∫
% % % %
%
%
% %
  (3.39) 
En utilisant cette deuxième propriété de la distribution de Dirac (3.40) : 
g(f )δ(f f ') df g(f ')+∞−∞ − =∫         (3.40) 
1 n ,m n ,m 1 n ,m n ,mjw (t ∆ Ĳ) jw (t ∆ Ĳ)*
n,m 2 1 2 2 n,m 1U (f )e δ(f f )df sera remplacéepar U (f )e
+∞ − + + + +−∞ +∫ % % % % , où U* est le 
complexe conjugué de U (car U(-f) = U*(f)). 
 
Maintenant la fonction d’autocorrélation partielle peut s’écrire sous la forme : 
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1 n ,m n ,m 1 n ,m n ,m 1
N N
*
m,m n,m 1 n,m 1
N
n N n N1
jw (t t ) jw (∆ ∆ ) jw Ĳ
1
1
(Ĳ) lim U (f )U (f )
(2N 1)T
                                                              e e e df
+∞
−∞→∞ =− =− − − − −
ℜ = + ∑ ∑ ∫
% % % %
% % %
%   (3.41) 
En introduisant une variable ∂ (∂ ∈ Z) représentant la différence entre n et ñ, nous pouvons 
remplacer ñ par n + ∂ dans (3.27), et cette relation devient : 
 
n ,m n ,m n ,m n ,m
N N n
*
m,m n,m n ,m
N
n N N n1
jw(t t ) jw (∆ ∆ ) jwĲ
1
(Ĳ) lim U (f )U (f )
(2N 1)T
                                                  e e e df+∂ +∂
−+∞ +∂−∞→∞ =− ∂=− −− − − −
ℜ = + ∑ ∑∫
% %
% %
  (3.42) 
 
La relation (3.42) peut être transformée en (3.43) en introduisant les deux fonctions 
n,my et n ,my +∂ %  : 
n,m n ,m
1, si n N 1, si n N
y y
0, sin on 0, sin on
+∂ < + ∂ <= =  %  
 
n ,m n ,m n ,m n ,m
N
*
m,m n,m n ,m n,m n ,m
N
n N1
jw(t t ) jw(∆ ∆ ) jwĲ
1
(Ĳ) lim y y U (f )U (f )
(2N 1)T
                                                  e e e df+∂ +∂
+∞+∞ +∂ +∂−∞→∞ ∂=−∞ =− − − − −
ℜ = + ∑ ∑∫
% %
% % %
  (3.43) 
Comme nous l’avons défini dans (3.15), la fonction ‘R’ associée à un signal aléatoire est 
l’espérance mathématique de sa fonction d’autocorrélation. En appliquant cette propriété à 
(3.43), cette fonction s’écrit : 
 
}n ,m n ,m n ,m n ,m
N
*
m,m n,m n ,m n,m n ,m
N
n N1
jwĲjw(t t ) jw(∆ ∆ )
1
R (Ĳ) lim E y y U (f )U (f )
(2N 1)T
                                                  e dfe e+∂ +∂
+∞+∞ +∂ +∂−∞→∞ ∂=−∞ =− − − − −
= + ∑ ∑∫
% %
% % %
  (3.44) 
En permutant E{.} avec les sommes dans la relation (3.44), cette dernière devient : 
 
}n ,m n ,m n ,m n ,m
N
*
m,m n,m n ,m n,m n ,m
N
n N1
jwĲjw(t t ) jw(∆ ∆ )
1
R (Ĳ) lim E y y U (f )U (f )
(2N 1)T
                                                  e dfe e+∂ +∂
+∞+∞ +∂ +∂−∞→∞ =− ∂=−∞− − − −
= + ∑ ∑∫
% %
% % %
  (3.45) 
soit n ,m n ,m n ,m n ,mjw(t t ) jw(∆ ∆ )*n, ,m,m n,m n ,m n,m n ,mD y y U (f )U (f )e e
+∂ +∂+∞ − − − −∂ +∂ +∂∂=−∞= ∑ % %% % %                         (3.46) 
En considérant que la loi de distribution uniforme des périodes Ti est un processus aléatoire 
stationnaire d’une période fondamentale à l’autre, on peut écrire : 
 { } { } { } { }n, ,m,m n 1, ,m,m 1, ,m,m 0, ,m,mD D D DE E E E∂ − ∂ ∂ ∂= = ⋅⋅⋅ = =% % % %    (3.47) 
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Donc { } { }N n, ,m,m 0, ,m,m
n N
D DE (2N 1) E∂ ∂=− = +∑ % % . 
De plus, lorsque n = 0 ? 0,m 0 ,my 1 et y 1+∂= =% . 
Finalement la fonction ‘R’ s’exprime de la façon suivante : 
 
0,m ,m 0,m ,mjw(t t ) jw(∆ ∆ )* jwĲ
m,m 0,m ,m
1
1
R (Ĳ) E U (f )U (f ) e e e df
T
∂ ∂+∞+∞ − − − −∂−∞ ∂=−∞
 =   ∑∫ % %% %   (3.48) 
Comme la densité spectrale de puissance partielle est la transformée de Fourier de m,mR % , 
alors : 
 
0,m ,m 0,m ,mjw(t t ) jw(∆ ∆ )*
m,m 0,m ,m
1
1
S (f ) E U (f )U (f ) e e
T
∂ ∂+∞ − − − −∂∂=−∞
 =   ∑ % %% %    (3.49) 
La densité spectrale de puissance de Han est construite à partir des densités spectrales de 
puissance partielles comme le montre la relation (3.49) 
K K
m,m
m 1 m 1
S(f ) S (f )= ==∑∑ %%         (3.50) 
 
1,1 1,2 1,K
2,1 2,2 2,K
K,1 K,2 K,K
S (f ) S (f ) S (f )
S (f ) S (f ) S (f )
S(f )
S (f ) S (f ) S (f )
    =     
∑
L L
L L
M M O M
M M O M
L L
    (3.51) 
Cette densité spectrale de puissance est la somme de tous les éléments de la matrice carrée de 
degré K (3.51). Le calcul de chaque élément de cette matrice passe par l’évaluation de la 
relation (3.49). Cependant cette relation est assez difficile à évaluer à cause de la présence de 
la somme infinie. Dans la section II.3.3 nous présentons la méthode que nous avons mise en 
place pour évaluer cette relation. 
 
II.3.3. Evaluation de la densité spectrale de puissance 
L’une des solutions permettant de faciliter l’évaluation des densités spectrales de puissance 
partielles est d’échantillonner suivant une période T  égale à l’espérance mathématique des 
périodes de découpage possibles Ti (figure 3.2.8). 
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Figure 3.2.8 : Signal de référence de la RCFM échantillonné suivant T  
Ainsi : 
{ } J i i
i 1
T E p TT == =∑          (3.52) 
 
où ‘J’ est le nombre de périodes Ti générées aléatoirement, et pi les poids, de chaque période 
Ti suivant la loi de probabilité utilisée. K est égale à : 
1
1
K
f T
 =              (3.53) 
avec f1 : la fréquence du fondamental (50 Hz). 
En utilisant cette hypothèse, on considère que le découpage moyen est identique dans toutes 
les périodes fondamentales, ce qui facilite grandement l’analyse par l’approximation de la 
somme infinie (Annexe B). D’après [KIR-00] [KIR-01], cette hypothèse permet d’évaluer la 
moyenne de S(f) et n’affecte pas l’analyse du spectre haute fréquence. En principe, ce spectre 
est considéré comme continu, et l’effet des variations aléatoires des périodes de découpage est 
minime. Toutefois, l’inconvénient majeur de cette méthode est le spectre basse fréquence 
puisque la moyenne du spectre en basse fréquence confond la partie continue du spectre avec 
les harmoniques et conduit à des résultats complètement erronés. L’objectif étant d’étudier 
l’effet de la modulation RCFM en basse et haute fréquence, cette méthode se trouve écartée. 
Pour atteindre notre objectif, nous avons mis en place une nouvelle méthode pour évaluer la 
relation (3.49). Notre méthode consiste à utiliser un échantillonnage aléatoire correspondant 
aux périodes de découpage réelles (figure 3.2.9). Afin de pouvoir réaliser cet échantillonnage, 
nous utilisons un signal constitué de dix périodes fondamentales (200 ms). Nous avons choisi 
un nombre fini de 10 périodes car dans une analyse préalable sur 20 périodes nous n’avons 
pas relevé de différence avec l’analyse à 10 périodes, mais également parce que c’est le même 
nombre utilisé dans l’analyse spectrale des résultats expérimentaux et de simulation. 
T
dadc db
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Figure 3.2.9 : Signal de référence de la RCFM échantillonné suivant le découpage aléatoire 
 
Nous avons élaboré un générateur de périodes aléatoires de telle sorte que chaque période 
fondamentale contienne ‘K’ périodes de découpage, et ce nombre ‘K’ est le même dans les 
dix périodes. Ces périodes sont générées suivant une loi de densité de probabilité uniforme (la 
fonction ‘rand()’ de Matlab). Cependant le nombre entier K de périodes de découpage doit 
satisfaire les contraintes suivantes : 
- la somme des K périodes de découpage au sein de chaque période du fondamental 
doit être égale à 20 ms. 
- La valeur moyenne de la fréquence de découpage doit correspondre à celle résultante 
de l’utilisation d’une distribution continue. 
- Le choix des périodes aléatoires dans chaque intervalle est effectué sur un ensemble 
de cinq périodes définies préalablement afin que les premières composantes 
harmoniques haute fréquence apparaissent au voisinage de 2,5 MHz. 
Il est pratiquement impossible de respecter rigoureusement ces trois contraintes dans tous les 
intervalles de fréquences aléatoires. Afin de rendre notre méthode plus flexible et applicable à 
des intervalles moins larges que [7kHz ; 10kHz], nous avons allégé la première contrainte. Au 
lieu que la somme des K périodes aléatoires soit égale exactement à 20 ms, nous lui avons 
associé une erreur relative maximale de 0.05%. Approximation justifiable par le fait que le 
courant de phase varie dans une enveloppe sinusoïdale représentant une erreur de 5% (voir 
dimensionnement de l’inductance Lac). Dans la suite, nous nommerons la méthode qui 
respecte rigoureusement les contraintes 1 et 3 "méthode rigoureuse" et la méthode associant 
une erreur relative de 0.05% à la somme des K périodes aléatoires "méthode adaptée". La 
figure 3.2.10 présente une comparaison entre les deux méthodes dans le cas de l’intervalle des 
fréquences aléatoires [6 kHz ; 10 kHz] pour une distribution uniforme. Pour la méthode 
da dcdb
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adaptée, nous utilisons l’ensemble des fréquences {6, 7, 8, 9, 10} kHz avec K = 154, et pour 
la méthode rigoureuse l’ensemble des fréquences est {6, 8, 8.4, 8.75, 10} kHz avec K = 160. 
Cette comparaison montre que les deux spectres varient de la même façon et conservent la 
même composante fondamentale, avec un avantage pour la méthode adaptée qui conserve la 
même fréquence moyenne de découpage par rapport à une distribution continue et uniforme. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.10 : Comparaison des spectres basse fréquence de ‘Han’ résultant de la méthode 
adaptée et de la méthode rigoureuse dans le cas de l’intervalle [6kHz ; 10kHz]. 
 
La figure 3.2.11 illustre l’algorithme de calcul de la densité spectrale de puissance en utilisant 
la méthode adaptée. Nous ne présentons que le cas d’un seul intervalle de fréquences 
aléatoires, car le principe est le même pour les autres intervalles. La première étape de 
l’algorithme est de définir le découpage préalable adéquat. Ensuite, dans la seconde étape, ce 
découpage préalable est utilisé afin de déterminer les différentes périodes T∂,m et tous les 
instants t∂,m. La dernière étape consiste en l’évaluation de la densité spectrale de puissance de 
la fonction Han en se basant sur les calculs théoriques développés ci-dessus. 
Nous avons développé et automatisé cet algorithme en utilisant le logiciel Matlab. Le 
paragraphe III est consacré à l’analyse des résultats de calcul ainsi qu’au choix de l’intervalle 
des fréquences aléatoires optimal pour la modulation RCFM du convertisseur étudié. 
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Figure 3.2.11 : Algorithme de calcul de la densité spectrale de puissance 
Début 
Fin 
Sélectionner l’intervalle de fréquences à analyser 
Déterminer l’ensemble de 5 fréquences aléatoires 
et calculer le nombre ‘K’ des périodes à générer 
Initialiser une matrice de 10 lignes et ‘K’ colonnes. 
Initialiser l’indice des lignes (i = 1) 
Pointer sur la ligne d’indice ‘i’ 
Initialiser 2 instants correspondants au début et à la 
fin du signal basse fréquence à la même valeur 
Initialiser le compteur des nombres aléatoires 
Générer un nombre aléatoire dans l’intervalle 
[0 ; 1] (fonction rand()) 
Générer la période associée au nombre aléatoire 
Ajouter la période de découpage générée à l’instant 
final et l’affecter à ce dernier 
Incrémenter de 1 le compteur des nombres 
aléatoires  
Affecter les ‘K’ périodes générées à la ligne 
d’indice ‘i’ de la matrice 
Calculer les instants t∂,m et les périodes T∂,m 
Calculer tous les paramètres de la fonction Han(t) 
Evaluer les densités spectrales de puissance 
partielles m,mS (f)%  
Evaluer la densité spectrale de puissance S(f) 
Compteur == K 
Instant final - instant initial == 20ms ± 0.01ms 
i == 10 
Incrémenter de 1 l’indice ‘i’ 
OUI 
NON 
NON 
NON 
OUI 
OUI 
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III. Choix de l’intervalle des fréquences aléatoires 
 
Les densités spectrales de puissance partielles sont évaluées dans les plages de fréquence 
[50Hz ; 40kHz] et [95kHz ; 125kHz] avec un pas ∆f = 5 Hz. Le choix de l’intervalle des 
fréquences aléatoires adéquat pour la RCFM consiste en la détermination de l’intervalle pour 
lequel le spectre haute fréquence de la fonction Han est atténué, sans détérioration du spectre 
harmonique basse fréquence. L’analyse du spectre basse fréquence porte sur la plage 
[50Hz ; 2kHz], alors qu’en haute fréquence, deux plages de fréquence sont analysées 
[2kHz ; 40kHz] et [95kHz ; 125kHz]. 
Le tableau 3.1 récapitule les intervalles des fréquences utilisés ainsi que les informations 
associées à chaque intervalle (le nombre des périodes de découpage ‘K’, l’ensemble des 
fréquences aléatoires associées ainsi que la précision obtenue des périodes fondamentales des 
signaux résultants). 
 
Intervalle des 
fréquences 
Ensemble des fréquences 
de découpage utilisées 
Nombre entier 
des périodes ‘K’ 
Période du signal 
‘basse fréquence’ 
[4kHz ; 10kHz] {4, 6.5, 7.5, 9, 10} kHz 132 19.9942 [ms] 
[5kHz ; 10kHz] {5, 7.5, 8.5, 9, 10} kHz 142 19.9935 [ms] 
[6kHz ; 10kHz] {6, 7, 8, 9, 10} kHz 154 19.9965 [ms] 
[7kHz ; 10kHz] {7, 7.5, 8, 9, 10} kHz 167 19.9915 [ms] 
[8kHz ; 10kHz] {8, 8.5, 9, 9.5, 10} kHz 178 19.9912 [ms] 
[9kHz ; 10kHz] {9, 9.25, 9.5, 9.75, 10} kHz 189 19.9954 [ms] 
 
Tableau 3.1 : Caractéristiques des gammes de fréquence utilisées pour générer la RCFM 
III.1. Effet de la RCFM en haute fréquence 
 
Les figures de 3.3.1 à 3.3.6 présentent les densités spectrales de puissance de la fonction Han 
sur [50Hz ; 40kHz], respectivement pour les intervalles des fréquences aléatoires 
[4kHz ; 10kHz], [5kHz ; 10kHz], [6kHz ; 10kHz], [7kHz ; 10kHz], [8kHz ; 10kHz] et 
[9kHz ; 10kHz]. Ces densités spectrales sont continues, et nous remarquons que plus 
l’intervalle des fréquences aléatoires est large plus le spectre est atténué. 
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Figure 3.3.1 : Spectre de la RCFM utilisant des fréquences aléatoires dans [4kHz ; 10kHz] 
 
 
 
Figure 3.3.2 : Spectre de la RCFM utilisant des fréquences aléatoires dans [5kHz ; 10kHz] 
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Figure 3.3.3 : Spectre de la RCFM utilisant des fréquences aléatoires dans [6kHz ; 10kHz] 
 
 
 
 
Figure 3.3.4 : Spectre de la RCFM utilisant des fréquences aléatoires dans [7kHz ; 10kHz] 
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Figure 3.3.5 : Spectre de la RCFM utilisant des fréquences aléatoires dans [8kHz ; 10kHz] 
 
 
 
Figure 3.3.6 : Spectre de la RCFM utilisant des fréquences aléatoires dans [9kHz ; 10kHz] 
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Dans la plage de fréquence [2kHz ; 40kHz], nous constatons que plus l’intervalle des 
fréquences aléatoires est large plus le spectre est atténué. Par exemple, l’utilisation de 
l’intervalle [4kHz ; 10kHz] présente une atténuation de plus de 10 dB par rapport à 
l’intervalle [9kHz ; 10kHz]. Dans la plage [95kHz ; 125kHz], les remarques concernant 
l’atténuation et la continuité du spectre restent valable (figure 3.3.7). Cependant, la différence 
en terme d’atténuation du spectre entre les intervalles des fréquences aléatoires devient 
minime. Donc en très haute fréquence (fréquence supérieure à 100 kHz) tous les intervalles 
des fréquences de modulation se comportent de la même façon. En résumé, en haute 
fréquence les intervalles de modulation les plus intéressants sont plus larges que 
[7kHz ; 10kHz]. 
 
 
  
  
  
Figure 3.3.7 : Comportement de la densité spectrale de puissance  
dans la plage de fréquence [95kHz ; 125kHz] 
 
L’objectif initial de l’utilisation de cette modulation étant d’atténuer la densité spectrale en 
haute fréquence, nous avons pu vérifier que tous les intervalles de modulation plus larges que 
[7kHz ; 10kHz] présentent un intérêt pour le convertisseur Cuk. 
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A ce stade de l’étude, le comportement des harmoniques basse fréquence est le critère qui 
reste à vérifier pour déterminer l’intervalle optimal de la modulation RCFM. En basse 
fréquence, ce critère est le respect de la norme EN 61000-3-2. 
Le paragraphe III.2 est consacré à l’analyse du comportement du spectre basse fréquence des 
différents intervalles de modulation de la modulation RCFM. 
III.2. Effet de la RCFM en basse fréquence 
 
D’après (3.25), les harmoniques de courant sont caractérisés par le signal Vcc.Hannf / 3Lacwn, 
et sa composante fondamentale par (Va – 1/3.Vcc.|Hanf1|) / Lacw1. En se basant sur cette 
remarque et en considérant que la tension Vcc est constante, nous avons pu déterminer le 
spectre de la fonction Han correspondant à un courant ia respectant exactement la norme EN 
61000-3-2 (tableau 1.1 du chapitre 1). Ainsi, en basse fréquence les spectres résultant de la 
RCFM pour les différents intervalles de modulation pourront être comparés au spectre 
correspondant à la limite des harmoniques imposée par la norme EN 61000-3-2 (Fig. 3.3.8). 
En basse fréquence, le comportement du spectre de la modulation RCFM peut se résumer en 
trois points : 
- La composante fondamentale n’est pas affectée par la modulation RCFM quelque soit 
l’intervalle des fréquences aléatoires utilisé, 
- Plus l’intervalle des fréquences de modulation est large, plus le spectre des harmoniques 
est détérioré. Cela peut s’expliquer par le fait que plus l’intervalle est large plus la 
fréquence de découpage moyenne est inférieure à 10 kHz. Ce qui est équivalent au spectre 
d’une MLI à fréquence de découpage inférieure à 10 kHz. 
- Par rapport à la norme EN 61000-3-2, l’utilisation de l’intervalle [4kHz ; 10kHz] 
engendre le non respect de la norme, et le spectre résultant de l’intervalle [5kHz ; 10kHz] 
est à la limite de cette norme. Ceci écarte donc les intervalles plus larges que 
[5kHz ; 10kHz] de la liste des intervalles de fréquences de modulation susceptibles d’être 
utilisés par le convertisseur. 
En tenant compte des résultats d’analyse en haute et basse fréquence, nous pouvons déduire 
que la plage de fréquence des intervalles de modulation adéquate pour le bon fonctionnement 
du convertisseur est située dans l'intervalle [5,5?7 kHz ; 10 kHz]. Toutefois, si le cahier des 
charges impose une marge plus importante par rapport aux normes basse fréquence, des 
intervalles moins larges que [7kHz ; 10kHz] pourront être utilisés. Dans ce cas, la contrainte 
significative concerne la détérioration du spectre dans la plage de fréquence [5 kHz ; 100kHz] 
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et l’augmentation de la fréquence de commutation moyenne engendrera à son tour une 
augmentation des pertes de commutation dans les IGBT. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3.8 : Comparaison des harmoniques résultant des différents intervalles de 
modulation et la norme EN 61000-3-2 
 
L’objectif initial étant d’atténuer le spectre haute fréquence tout en respectant les normes 
basse fréquence, nous pensons que le meilleur compromis est l’intervalle [6kHz ; 10kHz]. 
Afin de valider cette étude, nous avons élaboré des simulations [TOU1-04] ainsi qu’une 
maquette expérimentale de l'architecture de commande qui seront présentées dans le chapitre 
5 de ce mémoire. 
 
 
Conclusion 
 
Dans ce chapitre, nous avons pu analyser théoriquement le comportement de la modulation 
RCFM. Cette analyse a concerné l’étude de l’effet de cette modulation sur le courant de phase 
du convertisseur. L’effet sur la tension de sortie étant moins contraignant, nous l’avons vérifié 
par des simulations [TOU1-04] qui seront présentées au chapitre 5. 
Nous avons procédé en trois étapes : la première étape a consisté en la détermination d’une 
fonction mathématique décrivant le courant de phase. Ensuite, nous avons modélisé et 
paramétré cette fonction afin de pouvoir calculer sa densité spectrale de puissance. Pour le 
calcul de cette densité spectrale, nous avons élaboré une méthode permettant de prévoir le 
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comportement des harmoniques résultants de la modulation RCFM. Cette étude nous a permis 
de comprendre deux aspects de cette technique de modulation. Le premier aspect est qu’en 
haute fréquence, cette technique est très avantageuse par rapport à la MLI et n’impose pas de 
contraintes sévères sur la largeur de l’intervalle de modulation. Ceci explique son utilisation 
massive dans les convertisseurs DC/DC qui n’imposent pas de contraintes sur les 
harmoniques. Le deuxième aspect concerne son comportement en basse fréquence. 
L’utilisation de la modulation RCFM n’affecte pas la composante fondamentale. Mais, pour 
utiliser cette méthode dans des convertisseurs AC/DC à prélèvement sinusoïdal du courant, 
une étude préalable du convertisseur et de la largeur de l’intervalle de modulation s’impose. 
Le comportement des harmoniques résultant de la RCFM est extrêmement lié à la structure du 
convertisseur et aux fréquences aléatoires utilisées. 
Nous pensons que la démarche d’analyse que nous avons développé dans ce chapitre est 
générique et peut être applicable à tous les convertisseurs AC/DC. Toutefois, la première 
étape concernant la modélisation et le paramétrage des fonctions de modulation reste propre à 
chaque convertisseur. 
En utilisant la modulation RCFM, on améliore la qualité du courant prélevé tout en réduisant 
la fréquence de commutation, ce qui réduit les pertes dans les IGBT. Pour continuer sur cette 
voie d’amélioration, nous avons élaboré une architecture du convertisseur Cuk utilisant moins 
de capteurs et améliorant sa fiabilité. Cette architecture est présentée dans le chapitre 4.
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Chapitre 4 : Reconstruction du courant de phase 
et de la tension de sortie 
 
 
 
Introduction 
 
Le prélèvement sinusoïdal du courant nécessite l’utilisation au minimum de deux capteurs de 
courant alternatif. Cependant l’utilisation de ces capteurs de mesure impose un contact direct 
entre le système de commande et le réseau d’alimentation. Cette commande étant réalisée 
avec des circuits numériques sensibles (processeurs, logique programmable,…), les 
perturbations provenant du réseau peuvent entraîner le dysfonctionnement de ces circuits, 
voire même leur destruction. De plus, comme nous l’avons signalé au premier chapitre 
l’augmentation des capteurs de mesure détériore la fiabilité du convertisseur, et augmente 
considérablement son coût. 
Dans ce chapitre, nous présentons une architecture du convertisseur Cuk s’affranchissant des 
capteurs de courant alternatif, et réduisant le nombre total des capteurs utilisés dans le 
système de commande.  
I. Principe de la reconstruction des signaux 
 
La relation (4.1) exprime le courant icoup (figure 4.1.1) dans le circuit de découplage en 
fonction des courants de phase, des fonctions de modulation et du courant iLdc. 
dccoup a a b b c c z L
i H i H i H i H i= + + +        (4.1) 
 
Figure 4.1.1 : Circuit de puissance (capteurs de mesure de icoup et icharge) 
 
La relation (4.1) implique que si l’on mesure le courant icoup à un instant donné, le courant 
mesuré correspond nécessairement à l’un des courants ia, ib, ic ou iLdc. Le principe de la 
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reconstruction du courant de phase consiste en la mesure du courant icoup lorsqu'au moins 
l’une des fonctions Ha, Hb ou Hc est activée (égale à 1). La tension de sortie étant régie par 
(4.2), son estimation nécessite la mesure des courants iLdc et icharge. La connaissance du 
courant icoup lorsque Hz est activée, permet d’estimer le courant iLdc et plus globalement la 
tension vdc. 
dc
dc
dc L ch arge
dv
C i i
dt
= −          (4.2) 
 
Vecteur de commande Ha Hb Hc Hz icoup 
V1 (1000) 1 0 0 0 ia 
V2 (1100) 1 1 0 0 -ic 
V3 (0100) 0 1 0 0 ib 
V4 (0110) 0 1 1 0 -ia 
V5 (0010) 0 0 1 0 ic 
V6 (1010) 1 0 1 0 -ib 
V7 (0001) 0 0 0 1 -iLdc 
 
Tableau 4.1 : Correspondance entre le courant icoup mesuré et les courants  
estimés en fonction des vecteurs de commande 
 
Le tableau 4.1 récapitule les sept vecteurs de commande possibles dans le cas du 
convertisseur Cuk et le courant associé à chaque vecteur. Les vecteurs V1 à V6 sont appelés 
vecteurs actifs, ils permettent d’estimer les courants de phase. Au sein de chaque période de 
découpage, seuls deux vecteurs actifs sont générés. Dans l’exemple de la figure 4.1.2(a) 
(vaca > vacb > vacc), les courants de phase concernés sont ia et ic. L’état du convertisseur 
pendant les durées T1 et T2 respectivement des vecteurs V1(1000) et V2(1100) est illustré dans 
les figures 4.1.2(b-c). L’ensemble des vecteurs actifs définit six zones de modulation (figure 
4.1.3) similaires aux zones de modulation dans le redresseur triphasé Boost. 
Le vecteur V7(0001) est appelé vecteur zéro, parce que pendant la durée de cet état, les bras 
du pont triphasé sont court-circuités (figure 4.1.2(d)) et icoup = -iLdc. 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Exemple de courants estimés pendant une période de découpage 
← T1 → ← T2 → ← T3 → ← T4 → ← T1 → ← T2 → ← T3 → ← T4 → 
t1 t2 (tk-1) (tk) (tk+1) 
t 
t 
t 
t 
t 
icoup 
Ha 
Hb 
Hc 
Hz 
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1100 1000 
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1100 1000 
ia 
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-iLdc 
0001 
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(b) Cas du vecteur actif (1000)t 
 
 
(c) Cas du vecteur actif (1100)t 
 
 
(d) Cas du vecteur zéro (0001)t 
 
Figure 4.1.2 : Exemple de correspondance entre le courant icoup et les différents courants 
estimés en fonction de la commande 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1.3 : Diagramme vectoriel de commande du convertisseur Cuk 
(six zones de modulation) 
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Les tensions de référence de la modulation n’étant pas constantes pendant chaque période de 
découpage, la symétrie des vecteurs de commande dans la figure 4.1.2(a) n’est pas toujours 
valide. Toutefois, pendant chaque demi période de découpage, deux vecteurs actifs et deux 
vecteurs zéros sont produits. Donc, nous pouvons reconstruire les courants de phase et la 
tension de sortie à la fin de chaque demi période de découpage (ou au début de la demi 
période suivante) [LEE-02]. 
II. Reconstruction du courant de phase 
 
Comme nous l’avons signalé précédemment, seuls deux courants de phase sont estimés à la 
fin de chaque demi période de découpage et le troisième courant est automatiquement déduit 
de ces derniers. Par exemple dans le cas de la figure 4.1.2, les deux courants estimés sont ia et 
ic et le troisième courant est déduit par la relation ib = -(ia + ic). Cependant, cette relation n’est 
valable que lorsque les deux courants ia et ic sont prélevés au même instant. De plus, il est 
impossible de générer simultanément deux vecteurs de commande. Pour contourner ceci, nous 
avons développé et évalué deux méthodes : la première consiste à estimer les trois courants à 
la fin de chaque demi période de découpage, et dans la seconde méthode les courants sont 
estimés à la transition entre deux vecteurs de commandes actifs. 
II.1. Estimation des courants à la fin de chaque demi période de découpage 
Comme son nom l’indique, cette méthode permet d’estimer les courants de phase à la fin de 
chaque demi période de découpage. Si l’on revient sur l’exemple de la figure 4.1.2, les 
courants sont calculés suivant les relations de (4.3) [TOU2-04]. ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( )( )
3 4
a k coup 1 a 1 aca ac coup 1
ac
4
c k coup 2 c 2 ac coup 2
ac
b k a k c k
T T
i t i t V t V R i t
L
T
i t i t V t R i t
2 L
i t i t i t
+  = + − − 
 = − + − ⋅= − +
    (4.3) 
avec 
( )cc 13
aca
3 4
V tT
V
T T 3
= +  la valeur moyenne de la tension Vaca calculée sur [ ]1 kt ; t . 
L’une des tensions ( )ac a,b,cV  intervient dans le calcul du courant de phase associé au premier 
vecteur de commande actif. Ceci nécessite un capteur supplémentaire de la tension Vcc du côté 
continu [TOU2-04]. Le réseau d’alimentation étant triphasé équilibré, les trois tensions du 
réseau Va,b,c sont facilement calculables par le processeur de commande et donc ne sont pas 
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mesurées. Ainsi, suivant l’ordre du vecteur de commande, l’estimation du courant de phase 
associé est effectuée différemment. Le tableau 4.2 illustre les différentes configurations 
possibles d’estimation des trois courants de phase. 
 
Zone de 
modulation 
Vecteurs actifs 
Courant icoup 
mesuré 
Signaux utilisés 
dans les calculs  
1er vecteur 1000 ia icoup, Vcc, Va 
2nd vecteur 1100 -ic icoup, Vc 
1er vecteur 1100 -ic icoup, Vcc, Vc 
Zone "I" 
2nd vecteur 1000 ia icoup, Va 
1er vecteur 1100 -ic icoup, Vcc, Vc 
2nd vecteur 0100 ib icoup, Vb 
1er vecteur 0100 ib icoup, Vcc, Vb 
Zone "II" 
2nd vecteur 1100 -ic icoup, Vc 
1er vecteur 0100 ib icoup, Vcc, Vb 
2nd vecteur 0110 -ia icoup, Va 
1er vecteur 0110 -ia icoup, Vcc, Va 
Zone "III" 
2nd vecteur 0100 ib icoup, Vb 
1er vecteur 0110 -ia icoup, Vcc, Va 
2nd vecteur 0010 ic icoup, Vc 
1er vecteur 0010 ic icoup, Vcc, Vc 
Zone "IV" 
2nd vecteur 0110 -ia icoup, Va 
1er vecteur 0010 ic icoup, Vcc, Vc 
2nd vecteur 1010 -ib icoup, Vb 
1er vecteur 1010 -ib icoup, Vcc, Vb 
Zone "V" 
2nd vecteur 0010 ic icoup, Vc 
1er vecteur 1010 -ib icoup, Vcc, Vb 
2nd vecteur 1000 ia icoup, Va 
1er vecteur 1000 ia icoup, Vcc, Va 
Zone "VI" 
2nd vecteur 1010 -ib icoup, Vb 
 
Tableau 4.2 : Signaux utilisés dans l’estimation de chaque courant de phase en  
fonction de l’ordre d’apparition des vecteurs actifs 
 
De plus, les durées des vecteurs de commande doivent être connues à la fin de chaque demi 
période de découpage pour pouvoir estimer correctement les tensions ( )ac a,b,cV  à partir de Vcc. 
Toutefois, malgré son utilisation dans [NOG-98], [LEE-02] et [BOH-97], elle reste une 
méthode très exigeante en terme de temps de calcul. 
II.2. Estimation des courants à la transition entre deux vecteurs actifs 
Cette méthode consiste à mesurer le courant associé au premier vecteur de commande actif 
lors de la dernière acquisition du courant icoup dans la plage temporelle de ce vecteur. Alors 
que le courant de phase associé au second vecteur actif est estimé par la mesure de icoup lors de 
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la première acquisition associée à ce vecteur. Le principe de cette méthode est illustré dans la 
figure 4.2.1. ‘Tacq’ est la période d’acquisition du courant icoup. La génération des trois 
courants de phase estimés est effectuée à la fin de chaque demi période de découpage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.1 : Acquisition du courant icoup lors de la transition entre deux vecteurs actifs 
 
 
 
Estimation des courants à la fin de 
chaque demi période de découpage 
Estimation des courants à la transition 
entre deux vecteurs actifs 
Nombre de capteurs utilisés 
Deux capteurs de mesure (icoup et Vcc). Un seul capteur de mesure (icoup). 
Temps de calcul 
Calcul de la durée de chaque vecteur 
actif. 
Calcul des trois courants de phase. 
Pas de calcul de durée des vecteurs 
actifs. 
Mesure des deux courants de phase et 
déduction directe du troisième courant. 
Précision 
Imprécision dans le calcul des tensions 
( )ac a,b,cV  et des courants ia,b,c(tk) (car la 
précision sur la durée de chaque vecteur 
actif dépend de la période d’acquisition). 
Erreur importante lorsqu’une seule 
acquisition est effectuée sur un vecteur 
de commande. 
 
Méthode plus précise lorsqu’une seule 
acquisition est effectuée sur un vecteur 
de commande. 
 
 
Retard des courants estimés 
Le courant estimé à l’instant tk n’est pas 
retardé par rapport au courant réel. 
 
Si ti est l’instant de transition entre deux 
vecteurs actifs, le courant estimé à 
l’instant tk est retardé de (tk - ti) par 
rapport au courant réel. 
 
Tableau 4.3 : Comparaison des deux méthodes d’estimation du courant de phase 
icoup = ia 
icoup = -ic 
icoup = -iLdc 
tk tk + T/2 τ1 τ2 
1
1
0
V
0
0
       
 
2
1
1
V
0
0
       
 
t 
icoup[A] 
Tacq 
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L’avantage de cette méthode est qu’elle ne nécessite qu’un capteur de courant icoup, et ne 
nécessite quasiment pas de calcul des courants de phase. Le tableau 4.3 présente une 
comparaison de ces deux méthodes. 
Pour les deux méthodes, les trois courants de phase sont calculés à la fin de chaque demi 
période de découpage, et ces courants estimés gardent les valeurs calculées pendant toute la 
durée de la demi période de découpage suivante. 
Après cette brève comparaison des deux méthodes, nous avons choisi d’utiliser la méthode 
consistant à estimer les courants de phase à la transition entre deux vecteurs actifs. L’objectif 
étant d’élaborer un système de commande fonctionnant dans un environnement temps réel, 
cette méthode est parfaitement adaptée au cahier des charges car elle ne nécessite pas de 
calculs supplémentaires par rapport au système de commande (chapitre 2). De plus, elle 
n’utilise qu’un seul capteur de mesure, ce qui permet de réduire le coût du convertisseur. 
II.3. Contraintes d’implémentation de l’estimateur du courant de phase 
Le courant icoup présenté dans les deux figures 4.1.2(a) et 4.2.1 ne tient pas compte de l’effet 
des commutations forcées des IGBT lors des transitions entre vecteurs de commande. La 
figure 4.2.2(a) illustre le courant icoup mesuré. Nous constatons que les variations du courant 
icoup risquent de fausser l’estimation des courants de phase. Par exemple dans les zones B et C 
correspondant au vecteur 1100, le courant icoup est dans une phase transitoire qui ne reflète 
aucunement l’état du courant de la phase ‘c’. 
 
 
 
 
 
 
 
 
 
 
 
 
 (a) Courant icoup sans filtrage   (b) Courant icoup filtré 
 
Figure 4.2.2 : Influence du filtrage sur le courant icoup 
 
Afin de calquer le courant icoup à la théorie, nous avons introduit un filtre passe bas de 
Butterworth (ordre 2). La fréquence de coupure de ce filtre est de 300 kHz. Dans la figure 
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4.2.2(b), nous constatons que ce filtrage empêche les oscillations transitoires du courant icoup. 
Ce qui permet d’améliorer la qualité des courants estimés. 
De plus, dans le cas du processeur TMS320LF2407, le temps minimal entre deux acquisitions 
successives est de l’ordre de 500 ns. Compte tenu du temps nécessaire pour l’exécution de 
l’algorithme du système de commande, le retard des impulsions de commande dû aux drivers 
des IGBT et le retard engendré par le filtrage du courant icoup, nous estimons la durée Tacq 
minimale de l’ordre de 4 µs. La contrainte liée à cette période d’acquisition est que le courant 
icoup risque de ne pas être prélevé pendant certains vecteurs de commande. Surtout lorsque la 
durée du vecteur actif est inférieure à Tacq. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Les zones de commande        (b) Courant ic non estimable 
   où icoup n’est pas mesurable        pendant le vecteur actif (1100)
t
 
 
Figure 4.2.3 : Exemple de cas où le courant de phase n’est pas estimable 
 
 
Dans la figure 4.2.3, les parties hachurées du diagramme vectoriel de commande illustrent les 
zones où risquent de se produire un tel dysfonctionnement. Ces zones sont calculées à partir 
de la largeur des enveloppes sinusoïdales des tensions de référence de la modulation ( )*ac a,b,cV . 
Ce cas de figure se produit lors de l’intersection entre deux tensions de références de la 
modulation. Dans la figure 4.2.4, nous constatons que la largeur de l’enveloppe des tensions 
( )*ac a,b,cV  peut atteindre jusqu’à 30 V. Les zones hachurées de la figure 4.2.4 spécifient les 
endroits où l’estimation du courant de phase peut conduire à des résultats complètement 
erronés. Ceci est dû à la superposition des tensions ( )*ac a,b,cV dans ces zones, et aux variations de 
ces tensions pendant chaque période de découpage. 
 
← T1 → ←         T2        → ← T4 → ← T1 → 
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Figure 4.2.4 : Les tensions de référence de la modulation ( )*ac a,b,cV et les zones susceptibles 
d’engendrer des estimations erronées du courants de phase 
 
A titre d’exemple, la figure 4.2.5 présente le courant de la phase ‘a’ résultant de la méthode 
d’estimation décrite dans le paragraphe précédent. Pour obtenir les résultats de cette figure, 
nous avons simulé le fonctionnement normal du convertisseur avec une estimation parallèle 
du courant de phase.  
 
Figure 4.2.5 : Estimation du courant de phase ia en utilisant la méthode  
d’estimation à l’intersection entre deux vecteurs actifs 
 
Par rapport au courant réel, ces erreurs d’estimation sont intolérables. Pour contourner cette 
anomalie dans l’estimation, nous avons étudié et élaboré deux méthodes de correction des 
courant estimés. La première méthode consiste à corriger directement les vecteurs de 
commande, en agissant sur la largeur du vecteur en fonction de son angle polaire dans le 
diagramme de commande vectoriel [TOU2-04]. La deuxième méthode est basée sur la 
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transformation de Park des signaux triphasés, et consiste à corriger la trajectoire du courant 
estimé par rapport à son comportement dans les zones non hachurées. 
II.3.1. Correction des vecteurs actifs 
Cette méthode est inspirée des travaux de [BLA-97] et [LEE-02]. Son principe consiste à fixer 
la largeur minimale d’un vecteur de commande à Tacq. Etant donnée que dans les phases de 
fonctionnement critiques, deux fonctions de modulation se retrouvent superposées, la 
correction consiste à laisser l’une des deux inchangée et élargir ou rétrécir l’autre en fonction 
de l’angle polaire du vecteur de commande. 
 
Figure 4.2.6 : Découpage du diagramme de commande vectoriel en douze secteurs  
définis par un angle de 30° 
 
Afin de pouvoir suivre les angles des vecteurs de commande et agir sur les fonctions de 
modulation, le diagramme vectoriel est découpé en douze secteurs (figure 4.2.6). La présence 
de l’angle ș dans chaque secteur spécifie la fonction de modulation sur laquelle on doit agir. 
Si l’on se place dans le cas de la figure 4.2.7, un angle de commande dans la zone ‘1’ signifie 
que la fonction Hb doit être plus large d’au moins Tacq par rapport à Hc_bst. La présence de cet 
angle dans la zone ‘2’ implique que Ha doit être au moins Tacq plus large que Hc_bst pour 
pouvoir estimer le courant de la phase ‘a’. Le tableau 4.4 récapitule le principe de la 
correction des fonctions de modulation dans chaque secteur. Une fonction de modulation de 
référence signifie la référence par rapport à laquelle on agit (élargir ou rétrécir Tacq) sur la 
fonction de modulation à corriger dans un secteur donné. Le but est que la somme des durées 
des deux vecteurs actifs après correction reste identique qu’avant la correction. 
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Figure 4.2.7 : La différence en terme de correction des vecteurs actifs entre les deux secteurs 
(1) et (2), malgré que les deux secteurs appartiennent à la même zone de commande (I) 
 
 
Secteur 
Fonction à 
corriger 
Fonction de 
référence 
Action 
1 Hb Hc_bst élargir Hb de Tacq 
2 Hb Ha_bst rétrécir Hb de Tacq 
3 Ha Hb_bst rétrécir Ha de Tacq 
4 Ha Hc_bst élargir Ha de Tacq 
5 Hc Ha_bst élargir Hc de Tacq 
6 Hc Hb_bst rétrécir Hc de Tacq 
7 Hb Hc_bst rétrécir Hb de Tacq 
8 Hb Ha_bst élargir Hb de Tacq 
9 Ha Hb_bst élargir Ha de Tacq 
10 Ha Hc_bst rétrécir Ha de Tacq 
11 Hc Ha_bst rétrécir Hc de Tacq 
12 Hc Hb_bst élargir Hc de Tacq 
 
Tableau 4.4 : Principe de correction des fonctions de modulation en fonction 
 de la présence du vecteur de commande dans chaque secteur. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.8 : Synoptique de correction des vecteurs de commande 
ș = 0° 
(1000) 
ș = 60° 
(1100) 
ș = 30°
2 
1 
'
2T  
'
1T  
2T  
1T  
V
V’
Transformation de ( )* * *aca acb accV , V , V  dans le plan 
diphasé ( )* * *aca acb accV , V , V  ? ( )* *V , Vα β  
Détecter le secteur i dans le diagramme 
vectoriel. i ∈ [1 ; 12] 
Algorithme de détection 
d’un secteur dans la MLI 
vectorielle. 
[D-3643] 
Tableau 4.4 
Durée d’un vecteur  
actif inférieure à Tacq ? 
Générer les trois fonctions 
de modulation réelles 
Générer les trois fonctions 
de modulation corrigées 
OuiNon
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L’algorithme simplifié de la figure 4.2.8 donne une vue générale de la méthode de correction 
des vecteurs actifs. 
L’algorithme de la MLI vectorielle (indispensable dans cette méthode) générant les fonctions 
de modulation corrigées et la connaissance en temps réel de l’angle polaire ș sont 
relativement complexes et nécessitent l’exécution d’un nombre important d’instructions [D-
3643]. Ce qui représente un handicap majeur de cette méthode. De plus, lorsque l’on corrige 
un vecteur de commande à un angle și donné, le signal modulé correspond à un angle polaire 
antérieur șj, ce qui risque d’engendrer la déformation des courants de phases estimés. 
 
Figure 4.2.9 : Estimation du courant ia par correction des vecteurs actifs 
 
Dans la figure 4.2.9, nous présentons un résultat de simulation de l’estimateur de courant 
utilisant la méthode corrigeant les vecteurs actifs. Nous constatons que les déformations dues 
à la correction des fonctions de modulation (zones encerclées) sont minimes et peuvent être 
négligées [TOU2-04]. 
II.3.2. Correction de la trajectoire du courant 
Cette méthode est basée sur le principe que le système triphasé ( )a _ est b _ est c _ esti , i , i est 
équilibré, et que la transformation de Park de ce système conduit à : 
 
d _ est est _ amplitude
q _ est
i i
i 0
= =         (4.4) 
 
avec est _ amplitudei  l’amplitude des trois courants de phase estimés. 
Dans cette méthode, au lieu de scruter l’angle ș, on scrute les endroits où deux des tensions de 
référence de la modulation ( )* * *aca acb accV , V , V  se croisent. Le principe est de calculer la 
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transformée de Park du système triphasé ( )a _ est b _ est c _ esti , i , i  à la fin de chaque demi période 
de découpage, et si à un instant tk deux tensions de référence se retrouvent confondues 
l’estimation des trois courants de phases est effectuée suivant la relation (4.5). 
 ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )
a _ est k d _ est k 1 k
b _ est k d _ est k 1 k
c _ est k d _ est k 1 k
i t i t sin 2wt
2i t i t sin 2wt 3
2i t i t sin 2wt 3
−
−
−
 = ⋅ π= ⋅ − π = ⋅ +
      (4.5) 
 
Etant donné que les tensions ( )*ac a,b,cV ont des enveloppes sinusoïdales pouvant atteindre jusqu’à 
30 V, nous appliquons cette méthode lorsque la valeur absolue de la différence entre deux 
tensions de référence est inférieure ou égale à 30 V. L’algorithme de la figure 4.2.10 décrit le 
principe de la méthode et son intégration dans la procédure d’estimation de courants décrite 
précédemment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.10 : Algorithme simplifié de l’estimation du courant par correction 
 de la trajectoire du courant 
 
L’avantage de cette méthode par rapport à la précédente est que de part sa simplicité, elle ne 
modifie pas les fonctions de modulation, et engendre moins de calcul que l’estimation des 
courants de phase à partir des mesures de icoup. De plus, les déformations du courant estimé 
sont moins importantes comparées à la première méthode (figure 4.2.11). 
Données
La composante id_est(tk-1) de la transformée de 
Park du système triphasé (ia_est, ib_est, ic_est) 
 
Les tensions ( )* * *aca acb accV , V , V à l’instant tk Données 
Courant icoup 
* *
aca acb
* *
acb acc
* *
acc aca
V V 30 ou
V V 30 ou
V V 30
− ≤− ≤− ≤  
Calculer les trois 
courants estimés à partir 
de la relation (4.5) 
Générer les fonctions de 
modulations Ha, Hb, Hc et Hz 
Calculer les trois courants estimés 
en utilisant la méthode de II.2 
Oui
Non
découpage
k k
T
t t
2
= +  
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Figure 4.2.11 : Estimation du courant ia en utilisant la correction 
 de la trajectoire du courant 
 
L’inconvénient de cette méthode, est qu’elle rend le système de commande incapable de 
réagir aux changements de consigne et/ou aux perturbations dans les zones hachurées de la 
figure 4.2.4, elle engendre également un retard de quelques dizaines de microsecondes par 
rapport au courant de phase réel. Dans le cas d’un fonctionnement normal du convertisseur, le 
rendement de cette méthode est plus avantageux par rapport à la première qui n’est pas 
adaptée au fonctionnement temps réel du système de commande. La solution que nous avons 
retenu pour améliorer la dynamique de cette méthode est d’introduire un constructeur à base 
d’observateur des variables d’état qui tient compte des changements de consignes par 
l’intermédiaire de ( )* * *aca acb accV , V , V . De plus, l’observateur produit un effet de filtrage sur le 
courant estimé, et réduit ainsi son retard par rapport au courant réel (retard dû au temps de 
calcul et à l’acquisition) [MOY-91]. Le comportement dynamique de cet observateur doit être 
plus rapide que le processus réel, de manière à ce que l’erreur d’observation soit aussi faible 
que possible, même dans les phénomènes transitoires. 
II.4. Constructeur à observateur d’état 
Afin de dimensionner l’observateur des variables d’état (ia, ib, ic), nous allons revenir sur le 
modèle de la boucle de courant décrit dans le chapitre 2. D’après les équations de (2.15) 
régissant les composantes id et iq du courant de phase nous avons : 
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ac
d d d acdac
q q q acqac ac
ac
R
w
i i v vL 1
i i v vR L
w
L
 − −  −      = +     −      −  
     (4.6) 
L’équation (4.6) peut s’exprimer sous la forme de la représentation d’état de (4.7) 
x Ax Bu
y Cx
= +=&           (4.7) 
avec ‘y’ le vecteur de sortie et 
ac
d d acdac ac
q q acqac
ac ac
R 1
w 0
i v vL L 1 0
A , B , C , x , u
i v vR 1 0 1
w 0
L L
   − −    −       = = = = =     −         −      
 
La discrétisation de (4.7) conduit à la représentation suivante : ( ) ( ) ( )( ) ( )X k 1 F.X k G.U kY k C.X k+ = +=        (4.8) 
avec  
( ) ( ) ( )( ) ( )
ac
d acdac ac découpage
q acqac
acac
R T
1 T wT 0
v k v kL L T
F , G , U k et T
v k v kR T 2
0wT 1 T
LL
   − −    −    = = = =    −   −     
 
Ainsi l’équation de l’observateur s’écrit : ( ) ( ) ( ) ( ) ( )( )Eˆ ˆ ˆX k 1 F.X k G.U k K Y k Y k+ = + + −      (4.9) 
où KE le vecteur gain de contre-réaction d’état et le symbole “^” représente les valeurs 
estimées. Xˆ(k +1)  est le vecteur d’état estimé à la fin d’une demi période de découpage 
[tk ; tk+1]. La dynamique de l’erreur d’observation ( ) ( )rr ˆe (k) = X k X k−  s’écrit : ( ) [ ] ( )rr E rre k 1 F K C e k+ = −         (4.10) 
Nous remarquons que l'erreur est indépendante de l’entrée du système et ne dépend que de 
l'erreur initiale. La dynamique de l’erreur d’observation est régie par les valeurs propres de la 
matrice [ ]EF K C− . Si ces valeurs propres sont toutes à parties réelles négatives, on aura ( )rr
t
lime t 0→∞ =           (4.11) 
En d’autres termes, Xˆ  convergera vers X. De plus, pour que l’erreur d’estimation puisse 
converger rapidement vers zéro, les valeurs propres doivent être situées à l’intérieur du cercle 
. 
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unitaire de centre 0 [LEE-02] [BÜH-83]. Aussi, les pôles de l’observateur doivent être plus 
rapides que ceux de la boucle de courant sans toutefois augmenter la bande passante du 
système (rendant celui-ci très sensible au bruit de mesures). 
Le vecteur gain KE de l’observateur peut être déterminé de différentes façons (estimation 
optimale - filtre de Kalman, placement des pôles, compagne observable…) pour que 
l’équation caractéristique de (4.10) possède les deux pôles désirés, soit : [ ]Edet sI A K C 0− + =         (4.12) 
Après la caractérisation de la boucle d’asservissement du courant, nous avons opté pour le 
choix des pôles suivants : p1 = -0,4 + i 0,3 et p2 = -0,4 - i 0,3. Soit KE = (k1 , k2)
t le vecteur 
gain de l’observateur d’état. Les deux boucles d’asservissement de id et iq étant identiques, 
nous pouvons considérer k1 = k2. Dans le cadre de cette hypothèse, l’équation (4.12) conduit 
au vecteur gain suivant : KE = (1.3967 ; 1.3967)
t. 
 
 
 
 
 
 
 
 
 
 
Figure 4.2.12 : Résultat de la reconstruction du courant ia par observateur d’état 
 
L’utilisation de l’observateur d’état améliore la robustesse de la reconstruction du courant de 
phase. Dans la figure 4.2.12(a), nous constatons que le courant reconstruit coïncide 
parfaitement avec le fondamental du courant de phase. La figure 4.4.12(b) représente le cas de 
changement de fonctionnement du mode redresseur au mode onduleur non autonome. Nous 
constatons que la dynamique de l’observateur suit l’évolution du courant de phase même dans 
le cas de fonctionnement du convertisseur le plus défavorable. De plus, l’observateur des 
variables d’état permet de supprimer l’effet du retard dû au temps de calcul du processeur, car 
les trois courants de phase ne peuvent pas être calculés simultanément. 
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III. Reconstruction de la tension de sortie 
III.1. Méthode de reconstruction directe 
Dans la reconstruction du courant de phase, le courant icoup est mesuré suivant la présence des 
vecteurs actifs. Pour reconstruire la tension de sortie, le principe est différent. Car aucune 
mesure dans le circuit de puissance ne permet de prélever directement la tension de sortie à un 
instant tk. D’après la relation (2.6) du chapitre 2, la tension de sortie est régie par la relation 
suivante : 
dc
dc Ldc ch arge
dv
C i i
dt
= −          (4.13) 
Si l’on utilise le même principe de discrétisation que pour le courant de phase (demi période 
de découpage), la relation (4.13) devient : ( ) ( ) ( ) ( )dc k 1 dc k Ldc k ch arge k
dc
T
v t v t i t i t
C+  = + −       (4.14) 
D’après (4.14), la reconstruction de la tension dépend de sa valeur initiale et des courants iLdc 
et icharge. Le courant de charge icharge étant mesurable, la reconstruction de la tension de sortie 
dépend de l’estimation du courant iLdc. Comme nous l’avons signalé dans la figure 4.1.2(a), le 
courant icoup mesuré pendant le vecteur nul (Hz = 1) est égale au courant –iLdc. Dans le courant 
mesuré icoup de la figure 4.3.1, nous constatons des surintensités lors des transitions des 
vecteurs actifs aux vecteurs zéro. Les endroits où le courant –icoup coïncide exactement avec le 
courant iLdc sont les centres des vecteurs nuls. Cette remarque est très avantageuse pour la 
reconstruction de la tension de sortie lorsque la fréquence de modulation est fixe. Parce 
qu’avec une fréquence d’acquisition multiple de la fréquence de modulation, le courant icoup 
est mesuré au voisinage de chaque instant tk. Cependant, dans le cas de la modulation RCFM, 
l’acquisition du courant icoup correspondant à iLdc nécessite la détection du vecteur zéro et 
augmente par conséquent le temps de calcul. 
                            Chapitre 4 : Reconstruction du courant de phase & de la tension de sortie 
 
- 120 / 188 - 
 
Figure 4.3.1 : Correspondance entre les courants icoup, iLdc et les fonctions de modulation 
 
La connaissance de la tension de sortie, du courant de charge et du courant circulant dans 
l’inductance de découplage à l’instant tk permet d’estimer la valeur de la tension de sortie à 
l’instant tk+1. Etant donnée que seule la composante continue de la tension de sortie est utilisée 
dans le système d’asservissement, l’estimation de cette tension en régime permanent est 
moins contraignante en terme de précision. En cas de problème de calcul pour un échantillon 
(k), le signal reconstruit garde la valeur précédente calculée pour l’échantillon (k-1). 
Toutefois, les variations rapides de la tension de sortie lors de la mise sous tension imposent 
l’implémentation d’un algorithme de reconstruction fiable, rapide et précis. 
III.2. Reconstruction de la tension par observateur d’état 
Une autre méthode d’estimation de la tension de sortie consiste en l’utilisant d’un observateur 
avec une contre réaction d’état. La représentation d’état est celle de (4.15) 
 
z d q
c c c
cc cc
ddc
L z Ldc dc
qdc dc dc
dc dc
dc dc Load
1 1 1
0 - H 0 H H
C C C
v v
iRd 1 1 3
i = H - - i + 0 0
idt L L L 2
v v
1 1
0 - 0 0
C C R
                                                 
  (4.15) 
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Afin de traiter un système invariant dans le temps, la fonction Hz est approximée par sa 
composante continue 
3 3
1- m
2π  (Chapitre 2). Le courant iLdc étant la seule grandeur 
mesurable, il est considéré l'unique sortie du système. L’équation de l’observateur d’état 
s’exprime alors 
 ( ) ( ) ( ) ( ) ( )( )( ) ( )V V V V EV V Vv vˆ ˆ ˆX k 1 F.X k G .U k K Y k Y kˆ ˆY k C X k+ = + + −=    (4.16) 
avec  
( ) ( )( )
z d q
c c c
ddc
z
qdc dc dc
dc dc Load
1 T T
1 - H T 0 H H
C C C
i kR1 T 3
F H T 1- T - , G 0 0 , U k
i kL L L 2
T T
0 1- 0 0
C C R
              = = =                       
 
( ) ( )( )( ) ( ) ( )
cc
V Ldc v Ldc V
dc
v k 0 0 0
X k i k , Y k i k et C 0 1 0
v k 0 0 0
      = = =          
L’utilisation de l’observateur d’état pour la reconstruction de la tension de sortie conduit à des 
résultats semblables à la première méthode en régime permanent. Toutefois, lors de la mise 
sous tension, si l’on démarre le convertisseur avec des condensateurs non chargés 
l’algorithme de l’observateur diverge. De plus, le temps de calcul nécessaire pour cette 
méthode est trois fois supérieur par rapport à la première méthode. Pour ces raisons, nous 
avons opté pour l’utilisation de la première méthode de reconstruction. Théoriquement, la 
reconstruction de la tension vdc est relativement simple comparée à la reconstruction du 
courant de phase. Cependant, certaines contraintes imposent des modifications dans la relation 
(4.14) et dans l’algorithme de reconstruction. 
III.3. Contraintes d’implémentation de l’estimateur de la tension de sortie 
Dans les deux sections précédentes, nous avons évoqué l’importance de l’instant d’acquisition 
du courant icoup dans la précision de l’estimation de la tension de sortie. La figure 4.3.2 illustre 
les résultats de simulation de l’estimation de cette tension, lorsque l’acquisition est effectuée à 
la fin de chaque demi période de découpage (figure 4.3.2(a)) et lors de chaque vecteur nul 
(figure 4.3.2(b)). 
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(b) Tension estimée avec une acquisition des courants lors de chaque vecteur nul 
 
Figure 4.3.2 : Comparaison de l’estimation de la tension de sortie résultante des acquisitions 
effectuées à la fin de la période d’échantillonnage et durant le vecteur nul 
 
Nous constatons que la tension estimée de la figure 4.3.2(a) diverge de la tension consigne à 
cause d’une seule acquisition erronée du courant icoup. En effet, la variation des tensions de 
référence de la modulation ( )*ac a,b,cV  a engendré une translation du vecteur zéro, et la fin de la 
demi période de découpage a coïncidé avec un vecteur actif. Comme la reconstruction de la 
tension de sortie à un instant tk dépend de sa valeur à l’instant tk-1, une forte erreur 
d’estimation du courant iLdc, conduit à une succession d’erreurs engendrant la divergence de 
l’algorithme d’estimation. Ce résultat implique que lors de chaque période de découpage, un 
algorithme de détection du vecteur nul et de l’état de l’acquisition est indispensable, et la 
relation de la reconstruction de la tension (4.14) devient : ( ) ( ) ( ) ( )k 1 acqdc k 1 dc k Ldc acq ch arge acq
dc
t t
v t v t i t i t
C
++ −  = + −      (4.16) 
avec ‘tacq’ l’instant de la dernière acquisition de iLdc et icharge pendant la période Tk. 
Dans la figure 4.3.2(b), nous constatons que l’acquisition du courant icoup lors du vecteur nul 
implique une convergence de l’algorithme de reconstruction vers la tension réelle de sortie. 
Nous avons introduit dans le modèle de simulation un retard entre les deux acquisitions de 
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icoup et icharge équivalent au temps séparant deux acquisitions successives dans le processeur 
TMS320LF2407. Ceci explique en partie le décalage entre la tension estimée et la tension 
réelle. Aussi, plus l’instant tacq est proche de tk, plus la tension estimée converge vers la 
tension réelle. 
Un autre aspect dans la reconstruction de la tension de sortie est si la durée du vecteur nul est 
inférieure à Tacq, cela nécessite un traitement semblable à la reconstruction du courant de 
phase. Dans ce cas de figure deux solutions se présentent : la première consiste à corriger les 
trois fonctions de modulation, et la seconde solution consiste à affecter vdc(tk-1) directement à 
vdc(tk). Cette deuxième solution est la plus appropriée, et elle est justifiée par le fait que seule 
la partie purement continue de vdc intervient dans le système d’asservissement. Dans 
l’estimation de la tension (figure 4.3.2(b)), nous avons pris en compte cette deuxième solution 
lorsque Tvecteur_nul < Tacq. Nous constatons que malgré l’imprécision de l’estimateur, la tension 
de sortie mesurée n’est pas détériorée. Ceci implique la convergence de l’algorithme de 
reconstruction de la tension vdc. 
IV. Influence du découpage aléatoire 
 
Toutes les méthodes de reconstruction décrites dans ce chapitre nécessitent un 
échantillonnage suivant une demi période de découpage. Lorsque la modulation utilisée est à 
fréquence fixe, toutes les règles d’échantillonnage numériques sont respectées (période fixe, 
système invariant) [BÜH-82]. Les résultats précédents sont élaborés pour une modulation 
MLI à fréquence 10 kHz. Dans cette section, nous allons déterminer le domaine de validité 
des méthodes de reconstruction lorsque la modulation utilisée est la RCFM. 
IV.1. Cas de la modulation RCFM à distribution continue 
Pour une RCFM avec une loi de distribution continue, la faible précision de la période de 
découpage conduit à une succession d’erreurs sur les instants tk. La figure 4.4.1 illustre un 
exemple de correspondance entre la modulante et les instants tk après un temps de calcul de 
10 ms et une précision de calcul de 10-6. Un tel décalage provoque des dysfonctionnements 
lors de l’initialisation des algorithmes de reconstruction d’une période d’échantillonnage à 
l’autre, engendrant des erreurs d’estimation dans la reconstruction des courants de phase et de 
la tension de sortie. 
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Figure 4.4.1 : Correspondance entre les instants tk et les périodes de découpage aléatoires 
 
Dans l’exemple de la figure 4.4.2, le courant estimé de la phase ‘a’ (RCFM à densité de 
probabilité continue) est déformé malgré l’utilisation de l’observateur des variables d’état. 
L’estimation erronée ne concerne pas la reconstruction de la tension de sortie, car l’instant tacq 
dans la relation (4.16) permet de tenir compte de toutes les variations dans le signal de 
modulation. De plus, comme la reconstruction de la tension ne dépend que de la précision de 
l’instant d’acquisition de icoup, elle se comporte avec la RCFM de la même façon qu’avec la 
MLI. 
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Figure 4.4.2 : Estimation du courant ia dans le cas de la modulation RCFM  
à densité de probabilité continue (intervalle [6 kHz ; 10 kHz]) 
 
En résumé, la modulation RCFM à densité de probabilité continue est très avantageuse 
lorsque tous les capteurs de mesure nécessaires sont déployés (courant de phase, tension de 
sortie, courant de charge). Cependant, la distribution continue des fréquences aléatoires de 
tn tn+1 tn+2 tn+3 tn+4 tn+5 tn+6 tn+7 tn+8 tn+9 tn+10 tn+11 tn+12 tn+13 tn+14 
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modulation empêche la reconstruction en temps réel des courants. En particulier dans la 
détermination des instants de début et de fin de chaque période de découpage aléatoire. 
IV.2. Cas de la modulation RCFM à distribution discrète 
Dans ce cas, l’ensemble des fréquences utilisé est préalablement connu. La reconstruction est 
d’autant plus précise lorsqu’il y a moins de fréquences dans cet ensemble. Pour un rendement 
équivalent à la MLI, les périodes des fréquences aléatoires doivent être des multiples de la 
période de l’horloge interne du processeur. Par exemple dans le TMS320LF2407, les périodes 
de découpage doivent être des multiples de 25 ns (horloge interne). 
L’utilisation d’une telle technique de modulation présente beaucoup d’intérêt par rapport à la 
distribution continue, intérêt que nous avons résumé en cinq points : 
- Erreur minime dans le calcul des instants de début et de fin des périodes de découpage. 
- Calcul préalable des périodes aléatoires de toutes les fréquences utilisées, ce qui réduit 
le temps de calcul dans le processeur de commande (arrondir à un multiple de 25 ns). 
- Le dimensionnement des estimateurs pour un intervalle à fréquence donnée, peut être 
effectué à une fréquence fixe correspondant à la fréquence maximale de cet intervalle. 
- Dans la reconstruction de la tension de sortie, la durée (t – tacq) étant variable, la 
variation aléatoire de la fréquence n’engendre pas de calculs supplémentaires dans 
l’algorithme. 
- La fréquence de découpage moyenne étant inférieure à 10 kHz, les périodes de 
découpage sont plus larges. Ceci implique plus de précision lors du prélèvement des 
deux courants icoup et iload, et aussi plus de temps disponible pour l’exécution de 
l’algorithme de commande. 
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Figure 4.4.3 : Reconstruction du courant de phase dans le cas de la RCFM  
à densité de probabilité discrète (intervalle [6 kHz ; 10 kHz]) 
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Figure 4.4.4 : Reconstruction de la tension de sortie dans le cas de la RCFM  
à densité de probabilité discrète (intervalle [6 kHz ; 10 kHz]) 
 
La reconstruction du courant de phase et de la tension de sortie dans le cas de la RCFM à 
distribution discrète est plus performante par rapport à la RCFM à distribution continue. 
L’exemple des deux figures 4.4.3 et 4.4.4 illustre les résultats d’estimation dans l’intervalle 
des fréquences aléatoires [6 kHz ; 10 kHz]. L’estimation des courants de phase engendre un 
spectre équivalent à ceux mesurés par des capteurs de courant. D’amples détails concernant ce 
résultat seront présentés dans le chapitre 5. L’effet de la RCFM (à distribution discrète ou 
continue) sur l’estimation de la tension de sortie est minime et peut être négligé. 
V. Algorithmes de reconstruction 
 
Dans cette étude de la nouvelle architecture du convertisseur Cuk, nous avons traité 
séparément les algorithmes de reconstruction des courants alternatifs et de la tension continue. 
Toutefois, nous n’avons intégré ni l’aspect temporel ni l’interdépendance entre ces 
algorithmes. Cette section est consacrée à la présentation de l’algorithme général de la 
reconstruction, ainsi qu’à son exécution à chaque cycle de calcul. 
La figure 4.5.1 illustre l’algorithme général de l’estimation des signaux non mesurés. Le 
‘Tend’ correspond au dernier instant d’une demi période de découpage. Les trois courants de 
phases sont générés au début de chaque demi période de découpage et gardent les valeurs 
calculées pendant toute la durée de cette période. Le chargement des entrées du système de 
commande consiste à charger au début de chaque cycle de calcul les informations suivantes : 
- Les fonctions de modulation Ha, Hb, Hc et Hz. 
- Les tensions de référence de la modulation ( )* * *aca acb accV , V , V . 
- La période de découpage Tdécoupage. 
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- Pour la reconstruction de la tension de sortie, des données déterminées lors de la demi 
période de découpage précédente sont chargées : icoup, iLoad et tacq. 
 
Tous les calculs concernant la reconstruction du courant de phase s’effectuent pendant la 
durée des vecteurs actifs. Lorsque l’estimation du courant est effectuée par correction de la 
trajectoire sinusoïdale, les calculs sont réalisés durant les deux vecteurs actifs. Alors que 
lorsque l’estimation s’effectue à la transition entre deux vecteurs actifs, les calculs sont 
exécutés durant le second vecteur actif. 
Concernant la reconstruction de la tension de sortie, l’acquisition s’effectue pendant le vecteur 
nul. Suivant la durée de ce vecteur, les calculs de la tension estimée peuvent être lancés 
pendant le vecteur actif où à la fin de la demi période de découpage. Lorsque l’on arrive à 
mesurer une première fois les courants icoup et icharge, à partir de la seconde possibilité 
d’acquisition, les calculs de la tension de sortie de la période courante sont exécutés. Une fois 
ces calculs achevés, le système de commande continue l’acquisition des courants icoup et icharge 
qui seront utilisés dans l’estimation de la tension de la période suivante. Dans le cas où au 
plus une seule acquisition est possible pendant le vecteur nul, l’estimation de la tension de 
sortie s’effectue au début de la demi période de découpage suivante (lors de la mise à jour de 
l’algorithme de reconstruction). Ainsi, on profite de la durée du premier vecteur nul (non 
utilisable dans l’algorithme de reconstruction) de la demi période de découpage suivante. 
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Figure 4.5.1 : Algorithme générique de la reconstruction des signaux. 
 
Pour réduire considérablement le temps de calcul, l’acquisition de tous les signaux est 
programmable. C'est-à-dire, que l’acquisition d’un courant est effectuée sur demande de 
l’algorithme de calcul. Par exemple, lorsque la relation (4.5) est utilisée pour estimer le 
courant de phase, aucune acquisition de icoup pendant les deux vecteurs actifs n’est effectuée. 
L’algorithme de reconstruction est mis à jour à la fin de chaque demi période de découpage. 
Cette mise à jour consiste en la définition du nouvel instant de fin de la demi période ‘Tend’ et 
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en l’initialisation des drapeaux spécifiant l’ordre d’apparition des vecteurs actifs. La figure 
4.5.2 illustre cette procédure de mise à jour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5.2 : Procédure de mise à jour de l’algorithme de reconstruction 
 
Avant d’initialiser les drapeaux et l’instant ‘Tend’, la première étape de cette procédure est de 
générer les courants de phase et la tension de sortie. Les courants de phase étant calculés 
durant les vecteurs actifs, leur génération n’engendre pratiquement pas de temps de calcul 
(une seule opération d’affectation). Cependant la tension de sortie, si elle n’est pas calculée 
pendant le dernier vecteur nul, elle doit être estimée avant la mise à jour. Si aucune 
acquisition ne permet cette estimation, le système génère cette tension en utilisant la valeur 
précédente de la tension vdc. 
La modulation à fréquence de découpage aléatoire impose un échantillonnage suivant une 
fréquence aléatoire. Donc au démarrage du système, la première période de découpage est 
inconnue. Pour pallier à ce problème, nous démarrons le système avec une fréquence de 
découpage correspondant à la fréquence maximale de la gamme de fréquence utilisée. 
Ensuite, une fois la première période aléatoire connue, le système prend pour référence la fin 
de cette période ‘Tend’. 
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Conclusion 
 
Certes, la reconstruction des signaux réduit le coût associé au matériel, mais au détriment 
d’une augmentation de la complexité du système de commande. Cette complexité se traduit 
par des algorithmes assez lourds à mettre en place, et qui sont souvent inexploitables dans les 
systèmes temps réels. Dans la conception de ces algorithmes, la grande difficulté réside dans 
le choix à faire entre la précision et le temps de calcul. Le temps de calcul doit être le plus 
petit possible pour ne pas perturber l’algorithme du système de commande, et la précision doit 
être la plus importante possible pour ne pas détériorer la qualité du convertisseur par rapport à 
sont état en présence des capteurs de mesure. Donc, le compromis temps de calcul / précision 
représente le critère principal du choix des méthodes retenues pour la reconstruction. 
Dans ce chapitre nous avons étudié et comparé plusieurs méthodes d’estimation et de 
correction du courant de phase et de la tension de sortie. Pour la reconstruction du courant, 
nous avons présenté le principe de l’estimateur, et nous avons étudié différentes méthodes 
pour pallier les défauts d’acquisition du courant icoup. La solution retenue est l’estimation du 
courant à la transition entre deux vecteurs actifs avec correction de la trajectoire du courant. 
Afin d’améliorer la dynamique de l’estimateur du courant, nous avons introduit un 
observateur des variables d’état. En plus de l’amélioration de la dynamique du système, cet 
observateur améliore la forme du signal reconstruit en introduisant un effet de filtrage. 
Dans la reconstruction de la tension de sortie, après la description du principe de la méthode 
d’estimation, nous avons étudié et résolu les contraintes d’implémentation de cette méthode. 
Contraintes liées principalement à la détection du vecteur nul et aux défauts d’acquisition. 
Nous avons ensuite étudié l’influence du découpage aléatoire sur les méthodes de 
reconstruction. La modulation RCFM à distribution discrète permet une reconstruction des 
signaux sans effets négatifs lorsque l’ensemble des fréquences aléatoires est judicieusement 
choisi. 
Afin de compléter l’étude développée dans ce chapitre ainsi que dans les trois premiers, nous 
consacrons le cinquième chapitre aux simulations et à l’étude expérimentale de cette nouvelle 
architecture du convertisseur Cuk. 
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Chapitre 5 : Etude expérimentale et par 
simulation de l’architecture de commande 
 
 
 
 
Introduction 
 
Comme dans la majorité des systèmes électriques à base de convertisseurs statiques, l’étude 
analytique des systèmes de commande est difficile à mener sans l’utilisation de plusieurs 
hypothèses simplificatrices souvent très réductrices. Etude analytique d’autant plus complexe 
lorsque les fréquences d’échantillonnage et de découpage sont aléatoires. Dans ce domaine, la 
simulation numérique constitue un outil d’étude, d’évaluation et de préconception 
incontournable et très efficace. Surtout lorsque les simulations sont élaborées en tenant 
compte des contraintes expérimentales. 
Dans ce chapitre, avant de simuler le fonctionnement du convertisseur, nous proposons de 
valider expérimentalement l’étude théorique de la modulation RCFM. Cette modulation 
engendre des spectres continus avec la possibilité d’apparition d’harmoniques en basse 
fréquence. Ceci impose une étude préalable des différentes méthodes numériques d’estimation 
de la densité spectrale de puissance, pour aboutir au choix de la méthode la plus adaptée à 
l’analyse de cette modulation. Pour cette raison, nous avons consacré la première partie de ce 
chapitre à l’étude comparative de ces méthodes, la seconde partie porte sur la présentation de 
la maquette expérimentale validant l’analyse théorique de la RCFM ainsi que les résultats des 
analyses spectrales. La troisième partie de ce chapitre est consacrée à la simulation des 
modèles élaborés dans les chapitres 2, 3 et 4. Enfin la dernière partie, nous évaluons les 
contraintes expérimentales liées au système de commande ainsi qu’à leur effet sur les résultats 
de simulation. 
I. Etude expérimentale de la RCFM 
I.1. Outils numériques d’estimation de la PSD 
L’enregistrement par un appareil de mesure ou le traitement par ordinateur d’un signal impose 
automatiquement un temps fini au signal qu’il soit analogique ou échantillonné. De plus, si 
l’on désire avoir une représentation spectrale numérique (calcul par ordinateur ou DSP), le 
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calcul du spectre implique une discrétisation en fréquence, ce qui a pour conséquence de 
rendre le signal temporel discret. 
Dans le but de calculer la transformée de Fourier d’un signal s(t) donné, à l’aide d’un outil de 
calcul numérique, celui-ci n’ayant qu’un nombre limité de mots de tailles finies, on est amené 
à discrétiser le signal (échantillonnage) et à tronquer temporellement ce signal. Dans ce 
contexte, l’utilisation de la transformée de Fourier discrète TFD ou encore celle de la 
transformée de Fourier rapide FFT est incontournable. Cependant dans le cas de la 
modulation à fréquence aléatoire, l’utilisation de la TFD doit respecter certaines contraintes 
concernant l’échantillonnage, la mesure, le fenêtrage de pondération et la méthode numérique 
de calcul de la densité spectrale de puissance PSD. 
Pour évaluer la PSD de la RCFM et vérifier l’étude théorique du chapitre 3, nous utilisons le 
logiciel de calcul numérique Matlab. Cet outil, propose plusieurs méthodes pour évaluer la 
densité spectrale de puissance. Ces méthodes sont classées en trois familles : les méthodes 
paramétriques, les méthodes à haute résolution et les méthodes non paramétriques. 
Les méthodes paramétriques supposent que le signal étudié est la sortie d’un filtre numérique 
H(z) (ou H(f) = H[z = ei.2.π.f.TE] en régime harmonique) attaqué par un bruit blanc bn. Les 
algorithmes proposés par la ‘Signal Processing Toolbox’ sont : Yule-Walker, Burg, 
Covariance et Covariance modifiée. Dans ces méthodes, l’estimation de la PSD est 
comparable aux problèmes d’identification des processus, ces méthodes ne sont pas adaptées 
à l’analyse des signaux résultant de la RCFM, car elles introduisent des erreurs systématiques 
au niveau de la fréquence et peuvent conduire à des modèles instables. 
Dans les méthodes ‘haute résolution’, on s’intéresse plus à la localisation des raies du spectre 
(détermination précise de leur fréquence) qu’à leur amplitude. Elles permettent d’avoir une 
résolution meilleure que la résolution limite Fech/N des autres méthodes (où Fech la fréquence 
d’échantillonnage). D’où leur nom ‘haute résolution’, Matlab propose deux algorithmes : 
Eigenvector Analysis Method et Multiple Signal Characterization Method (MUSIC). Ces 
deux méthodes sont très proches l’une de l’autre et fournissent un pseudo-spectre (il ne s’agit 
pas d’une véritable PSD) ; on cherche simplement à localiser la fréquence des raies. 
Cependant dans le cas de RCFM, la PSD étant continue, les méthodes à haute résolution ne 
sont pas destinées à l’analyse des signaux résultant d’une telle modulation. 
Dans les méthodes non paramétriques, la PSD est estimée directement à partir du signal 
mesuré. On distingue la méthode Periodogram, la méthode de Welch et la méthode Multitaper 
ou des fenêtres multiples. Ces méthodes nous semblent les plus simples et les plus efficaces 
pour estimer la PSD des signaux résultants de la modulation RCFM. 
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Dans cette partie, nous allons étudier et comparer les méthodes non paramétriques, afin de 
déterminer la méthode la plus adaptée pour l’analyse des fonctions de modulation du 
convertisseur Cuk. Mais pour cela, il faut disposer d’un signal aléatoire dont on connaît 
parfaitement la densité spectrale théorique, et qui présente des variations rapides comparables 
à la fonction Han. 
I.1.1. Le signal aléatoire analysé 
Le signal aléatoire à variations rapides est celui de la figure 5.1.1. C’est un signal carré à 
fréquence fixe et à amplitude variable aléatoirement entre -1 et 1. La PSD de ce signal a été 
déterminée théoriquement dans les travaux de [FON-00]. Pour une loi de distribution 
uniforme, cette PSD théorique s’exprime sous la forme (5.1) ( ) ( ) 2 1S f .sin c f . .
3.T
= η η          (5.1) 
avec Ș la largeur de l’impulsion au sein de chaque période T, et sinc(x) le sinus cardinal de x 
qui est défini par : ( ) ( )sin .xsinc x
.x
π= π  
0.1 0.1005 0.101 0.1015 0.102 0.1025 0.103 0.1035 0.104 0.1045
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0
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1
[s]  
Figure 5.1.1 : Signal aléatoire analysé 
 
L’aspect aléatoire et les variations rapides caractérisant ce signal sont similaires aux 
caractéristiques de la fonction Han. La PSD théorique de ce signal est donnée dans la figure 
5.1.2 et les spectres résultants des différentes méthodes non paramétriques d’estimation de la 
PSD seront comparés à ce spectre théorique. Les critères de comparaison des méthodes sont : 
la dispersion du spectre autour de sa moyenne, la résolution et les fuites spectrales de chaque 
méthode. 
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Figure 5.1.2 : La PSD théorique du signal analysé 
 
Le système d’acquisition utilisé dans la maquette expérimentale présente les caractéristiques 
suivantes : une profondeur mémoire de 106 mots et une fréquence d’échantillonnage de 
5 MHz. Afin de pouvoir utiliser ces méthodes dans l’analyse des résultats expérimentaux, 
nous allons fixer la longueur maximale du signal étudié à L = 106 points de mesure avec une 
fréquence d’échantillonnage Fech = 5 MHz (caractéristiques du système d’acquisition). 
I.1.2. La méthode "Periodogram" 
Initialement, cette méthode a été utilisée pour détecter une périodicité cachée dans un signal 
bruité d’où le nom de "Periodogram". Dans cette méthode, la PSD d’un signal numérique 
xL(n) de longueur L est estimée par la relation (5.2). ( ) ( )
( ) ( )
2
es L k
ech
2L 1 j. .k.n
N
L k L
n 0
L
S f . X f
F
1
X f x n .e
N
π− −
=
 = = ∑       (5.2) 
Avec la FFT, XL(f) n’est connu que pour des fréquences echk
F
f k
N
=  où N > L est la première 
puissance de 2 supérieure à L. Nous obtenons une suite numérique de longueur N, en 
complétant la suite xL(n) par des zéros (zero padding). Dans la méthode Periodiogram, le 
signal est pondéré par un fenêtrage de longueur L. Dans le cas de notre étude, nous nous 
limitons aux quatre fenêtres suivantes : Rectangulaire, Hamming, Bartlett et Blackman. 
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Figure 5.1.3 : Les PSD estimées par la méthode Periodogram suivant quatre fenêtres de 
pondération, et comparaison avec la PSD théorique 
 
Le choix du fenêtrage de pondération n’influence pas la dispersion du spectre, qui reste très 
importante et atteint les 20 dB (figure 5.1.3). La résolution lors de l’utilisation d’une fenêtre 
rectangulaire (Boxcar window) est approximativement de Fech/L. Dans le cas de la fenêtre de 
Hamming, les fuites spectrales sont minimisées par rapport à la première fenêtre mais la 
résolution passe à environ 2.Fech/L. Pour les deux fenêtres restantes, la résolution est comprise 
entre Fech/L et 2.Fech/L. 
I.1.3. La méthode de Welch 
Nous avons vu que la méthode Periodogramme conduisait à une dispersion très importante du 
spectre. De plus, l’utilisation d’une fenêtre de pondération réduit les fuites spectrales au 
détriment de la résolution. 
La dispersion peut être réduite en moyennant K périodogrammes de K réalisations différentes. 
Afin de réaliser cette opération de moyennage, la méthode de Welch consiste à découper 
l’enregistrement de longueur L (200 ms) en K segments de longueur N (20 ms). Ces segments 
peuvent éventuellement se chevaucher (figure 5.1.4). 
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Figure 5.1.4 : Le fenêtrage de pondération dans la méthode de Welch 
(cas de la fenêtre de Bartlett) 
 
Figure 5.1.5 : Les PSD estimées par la méthode de Welch dans le cas d’un recouvrement 
P = 0% pour différentes fenêtres de pondération, et comparaison avec la PSD théorique 
 
Chaque segment est pondéré par une fenêtre wn. Ainsi, cette méthode permet de gagner un 
facteur L/N sur la dispersion (non recouvrement) ou  par exemple 1,5.L/N en cas de 
recouvrement à 50%. 
P 
N N N 
L 
t 
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Le taux de recouvrement des segments s’exprime comme suit : 
N P
100.
N
−
 
Lorsque le recouvrement est égal à 0%, la méthode de Welch consiste à moyenner K 
périodogrammes de K réalisations distinctes du signal. Ceci permet de réduire la dispersion 
du spectre comme nous pouvons le constater dans la figure 5.1.5. Cependant, la fenêtre de 
pondération ne tient pas compte des échantillons situés sur ses bords, ce qui introduit une 
perte d’informations. D’où l’intérêt du recouvrement des fenêtres de pondération. A noter que 
la PSD estimée coïncide avec la PSD théorique translatée de 3 dB. 
 
Figure 5.1.6 : Les PSD estimées par la méthode de Welch dans le cas d’un recouvrement 
P = 50% pour différentes fenêtres de pondération, et comparaison avec la PSD théorique 
 
Dans la figure 5.1.6, nous avons estimé la PSD avec un recouvrement de 50%. En partant 
d’un recouvrement de 0% jusqu’à 50%, plus le recouvrement est important plus le spectre est 
"lissé", et à partir de 50% la dispersion augmente. Dans tous les cas de recouvrement, 
l’utilisation de la méthode de Welch permet d’estimer une PSD plus lisse et qui colle avec le 
spectre théorique translaté de 3 dB (due à l’option de calcul Matlab). 
La dispersion est plus importante dans le cas de la fenêtre rectangulaire par rapport à la 
fenêtre de Blackman. L’utilisation des deux fenêtres Hamming et Bartlett aboutit à une 
estimation identique de la PSD, et de point de vue dispersion elles sont intermédiaires entre la 
PSD théorique 
PSD estimée 
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PSD théorique + 3 dB 
PSD théorique 
PSD estimée 
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fenêtre de Blackman et la fenêtre rectangulaire. La meilleure résolution est associée à la 
fenêtre de pondération rectangulaire, et les pertes spectrales sont minimes avec la fenêtre de 
Blackman. Afin d’améliorer l’estimation de la PSD par la méthode de Welch, on doit 
introduire un coefficient correctif permettant de translater la PSD estimée de -3dB. 
I.1.4. Méthode Multitaper 
La critique que nous pouvons apporter à la méthode de Welch est la perte de résolution. Car 
on dispose d’un enregistrement de longueur L et on peut espérer une résolution de l’ordre de 
Fech/L ; mais le découpage en K segments de longueur N conduit à une résolution de l’ordre 
de Fech/N (L/N fois moins bonne). 
L’idée de la méthode "Multitaper" est d’utiliser K fenêtres de pondération différentes (notées 
w(n), n variant de 0 à K-1) de façon à obtenir K signaux indépendants (de longueur L) : 
(n) (n)y x.w=          (5.3) 
Ainsi, en utilisant cette méthode on peut espérer : 
- Conserver la résolution, 
- Minimiser la dispersion de l’estimation de la densité spectrale en moyennant les PSD 
estimées des différents signaux y(n) (signaux indépendants), 
- Minimiser les fuites spectrales, car on pondère les échantillons par des fenêtres. 
Le but étant de construire, à partir d’un signal x, K signaux indépendants dont la corrélation 
doit être nulle : ( ) ( )k jy yc 0 pour k j= ≠ . D’où la condition d’orthogonalité imposée aux 
fenêtres de pondération : 
( ) ( )
( ) ( )
k j
k j
w w
w w
c 0 pour k j
c 1 pour k j
= ≠= =        (5.4) 
La solution proposée par Matlab pour satisfaire cette condition sont les fenêtres résultantes de 
la fonction d’onde sphéroïdale prolate (Prolate Spheroidal Wave Function). Ces fenêtres 
dépendent de deux paramètres (N : le nombre des points et B : la bande passante) et sont telles 
que : ( ) ( ) ( ) ( ) ( ) ( ) ( )B N k k k
B
D f .W N,B, .d N,B .W N,B,f− − τ τ τ = λ∫    (5.5) 
où ( ) ( )( )N 1j.2 . .f2N sin N. .fD f e . sin .f−− π π= π  le noyau de Dirichlet (transformée de Fourier d’une fenêtre 
rectangulaire de longueur N). 
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L’exemple de la figure 5.1.7 illustre les fenêtres de pondération w(k) pour N = 2.10
4 et k 
variant de 0 à 7. Le nombre de fenêtres K est lié à la bande passante B par la relation : 
K 2.N.B 1= −          (5.6) 
Typiquement, on choisit la bande passante (résolution) B comme un multiple de la résolution 
de la FFT, c'est-à-dire qu’on choisit le produit N.B (2, 5/2, 3, 7/2, 4). Dans Matlab, le produit 
N.B est noté NW. 
 
Figure 5.1.7 : Exemple de fenêtres de pondération de la méthode Multitaper  
dans le cas où k varie entre 0 et 7 
 
Le principe d’estimation de la PSD est de calculer le périodogramme ( ) ( )kes yS f    de chaque 
suite pondérée ( ) ( )n nnk ky x w= , puis moyenner les K périodogrammes : 
( ) ( ) ( )kK 1 k es yk 0es K 1
k
k 0
a .S f
S f
a
−
  = −
=
=∑ ∑        (5.7) 
ak sont des cœfficients de pondération (ak = λ(k)). Par exemple le tableau 5.1 illustre les λ(k) des 
fenêtres de pondération de la figure 5.1.7. 
 
k 0 1 2 3 4 5 6 7 
λ(k) 1 1 1 0.99997 0.99941 0.9925 0.93665 0.69884
 
Tableau 5.1 : Les valeurs de λ(k) associées à chaque fenêtre de pondération 
 
Nous n’avons pas pu utiliser cette méthode pour analyser l’enregistrement de longueur 106 
points et de fréquence d’échantillonnage 5 MHz pour insuffisance d’espace mémoire (‘out of 
Memory’ dans un Pentium IV ayant 512 Mo de mémoire RAM). Pour étudier le spectre 
résultant de cette méthode, nous avons réduit la fréquence d’échantillonnage à 1 MHz et la 
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longueur du signal à 2.105 échantillons (afin de garder un enregistrement de 200 ms). Les 
résultats de cette méthode pour différents NW sont présentés dans la figure 5.1.8. 
L’augmentation du nombre de fenêtres K minimise la dispersion du spectre, mais avec une 
légère augmentation des fuites spectrales (qui restent négligeables par rapport à la méthode de 
Welch). L’augmentation de la bande passante B conduit à une faible résolution (comparée à la 
méthode Periodogram), mais le spectre est mieux "lissé". Indépendamment des résultats 
d’analyse, la méthode Multitaper nécessite un espace mémoire très important et engendre des 
temps de calcul très élevés (45 fois plus supérieur à la méthode de Welch). 
 
Figure 5.1.8 : Les PSD estimées par la méthode Multitaper pour différentes valeurs de NW, 
 et comparaison avec la PSD théorique 
 
Après cette brève description des méthodes non paramétriques, nous pensons que le meilleur 
compromis dispersion / résolution / fuite spectrale est la méthode de Welch avec un 
recouvrement de 50% et une fenêtre de pondération de Blackman. Ce choix n’est valable que 
pour les signaux aléatoires à spectre continu (spectre haute fréquence de la modulation 
RCFM). 
Le spectre basse fréquence de la fonction Han, est constitué d’un spectre continu et d’un 
spectre discret (les harmoniques basse fréquence). Le spectre continu est exprimé en V2/Hz, 
alors que les harmoniques sont donnés en V2. Dans ce cas, la résolution et les fuites spectrales 
PSD théorique 
PSD estimée 
PSD théorique 
PSD estimée 
PSD théorique 
PSD estimée 
PSD théorique 
PSD estimée 
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sont les paramètres les plus importants dans le choix de la méthode d’estimation de la PSD. 
Pour cette raison, nous avons choisi la méthode Periodogram moyennée sur cinq acquisitions 
distinctes (Fech = 5 MHz, L = 10
6 points) avec un fenêtrage rectangulaire pour l’estimation de 
la PSD en basse fréquence. 
I.2. Validation expérimentale de l’étude théorique de la RCFM 
I.2.1. Maquette expérimentale 
Afin de valider expérimentalement l’étude théorique du chapitre 3, nous avons mis en place 
une maquette expérimentale (figure 5.1.9) pour générer les trois fonctions Han, Hbn et Hcn. En 
plus de la validation de la théorie, l’objectif de ce dispositif est de vérifier le comportement de 
la modulation RCFM dans le convertisseur Cuk avant son implémentation dans le système de 
commande. 
Cette maquette est constituée principalement du processeur de signal TMS320LF2407 et du 
circuit logique programmable ISPGAL22LV10. Le processeur génère les fonctions de 
modulation Ha_bst, Hb_bst et Hc_bst (sorties PWM) ainsi que les trois fonctions Cab, Cbc et Cca 
(sorties numériques) de l’algorithme d’adaptation des signaux de commande (chapitre 2). 
L’algorithme implémenté dans le circuit logique permet de générer et synchroniser les trois 
fonctions de modulation Ha, Hb, Hc à partir des signaux provenant du processeur. Une fois ces 
fonctions de modulation enregistrées dans le système d’acquisition, les trois fonctions Han, 
Hbn et Hcn sont facilement déterminées dans Matlab en utilisant les relations de (5.8). 
L’évaluation de la PSD de ces fonctions est effectuée en utilisant les méthodes décrites dans 
la section précédente. 
an a b c
bn b a c
cn c b a
H 2.H H H
H 2.H H H
H 2.H H H
= − −= − −= − −        (5.8) 
Le système d’acquisition utilisé, a une résolution de 8 bits (0,4 %), une profondeur mémoire 
de 106 mots et une fréquence d’échantillonnage de 5 MHz. Avec ces caractéristiques du 
système d’acquisition, et étant données que les fonctions H(a,b,c) sont mesurées sur la plage 
[0 V ; 6 V], le bruit de quantification moyen est de l’ordre de -103 dB. La relation définissant 
la densité spectrale du bruit de quantification moyen est donnée dans (5.9). 
2
bq
1 Q
S .
N 12
=          (5.9) 
Ce résultat implique que seules les densités spectrales de puissance supérieure à -100 dB 
proviennent effectivement de l’analyse spectrale des fonctions de modulation. 
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Figure 5.1.9 : Maquette expérimentale 
 
L’algorithme de génération des fonctions de modulation dans le processeur de signal est décrit 
dans la figure 5.1.10. La seule différence par rapport à l’algorithme de la RCFM dans le 
système de commande est que le signal de référence de la modulation est construit en interne 
(système sinusoïdal triphasé équilibré) et ne dépend pas du système d’asservissement. 
L’initialisation du processeur consiste à : • Initialiser les registres d’état (nécessaires pour l’exécution des instructions, stockage et 
accès aux données), • Initialiser les mémoires des données et des programmes, • Initialiser les registres de gestion des événements (EVA et EVB), • Initialiser le registre de contrôle du Timer (base de temps pour la RCFM), • Déclarer et initialiser les interruptions (Interrupt Mask Register et Interrupt Flag 
Register), • Activer les sorties numériques et PWM (sans temps mort), • Déclarer les fonctions associées au vecteur interruptions, • Initialiser la première période de la modulation RCFM, • Initialiser les variables globales et appel de la fonction "main()". 
 
La génération du nombre aléatoire (entre 0 et 1) est effectuée à la fin de chaque période de 
modulation. A chaque nombre aléatoire est associée une période de modulation dans 
l’intervalle des fréquences [fmin ; fmax]. Une période de modulation doit être un nombre entier 
des cycles du Timer. En utilisant le plus petit pas temporel du DSP (25 ns), la distribution 
continue et uniforme des périodes aléatoires est possible. 
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Les trois signaux de référence de la modulation (système triphasé) sont calculés suivant un 
pas aléatoire (début de chaque période de modulation). Afin d’éviter tout retard entre les 
sorties du DSP, nous avons développé une fonction de synchronisation des sorties numériques 
avec les sorties PWM. Cette fonction est associée à une interruption programmée pour suivre 
les variations aléatoires de la période de modulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1.10 : Algorithme de génération des fonctions de modulation dans le DSP 
 
Le circuit logique ISPGAL transforme les six sorties du DSP en fonction des modulations Ha, 
Hb et Hc. Les caractéristiques de ces fonctions sont présentées dans la section (II.1) du 
troisième chapitre de ce mémoire. Les fonctions Han, Hbn et Hcn sont ensuite déduites par les 
relations de (5.8). La figure 5.1.11 illustre la fonction Han résultante de ce dispositif 
expérimental. 
Initialisation du DSP
Générer un nombre aléatoire Xrand 
entre 0 et 1 suivant une loi de 
distribution uniforme et continue 
Calcul du nombre des cycles du Timer 
équivalent à la période TRCFM 
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Cab, Cbc et Cca 
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Dernier cycle de la 
période de modulation ? 
NonOui 
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Figure 5.1.11 : la fonction Han résultante du dispositif expérimental 
 
Figure 5.1.12 : Les PSD expérimentales en basse fréquence pour différents 
 intervalles des fréquences aléatoires 
Norme 
Norme Norme 
Norme 
Norme Norme 
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Figure 5.1.13 : Les PSD expérimentales dans la plage [2 kHz ; 50 kHz] pour différents 
intervalles des fréquences aléatoires 
 
I.2.2. Résultats expérimentaux 
Le spectre basse fréquence de la RCFM pour les différents intervalles des fréquences 
aléatoires est estimé par la méthode Periodogram moyennée sur cinq acquisitions de longueur 
106 points chacune et un échantillonnage à 5 MHz. La première remarque sur les spectres de 
la figure 5.1.12 concerne la composante fondamentale (50 Hz) de la fonction Han qui n’est pas 
affectée par le choix de l’intervalle des fréquences aléatoires. De plus, cette composante 
fondamentale correspond exactement à la valeur théorique. 
L’utilisation des intervalles [6 kHz ; 10 kHz] à [9 kHz ; 10 kHz] engendre des harmoniques 5 
et 7 assez élevés par rapport aux autres intervalles des fréquences aléatoires. Plus 
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généralement, l’utilisation de la RCFM engendre un spectre continu en basse fréquence. Mais, 
contrairement à la MLI, plus on s’éloigne du fondamental plus les THDi augmentent. Cette 
augmentation est extrêmement liée à la largeur de l’intervalle des fréquences aléatoires. Par 
exemple, pour les deux intervalles [4 kHz ; 10 kHz] et [5 kHz ; 10 kHz], le spectre de Han 
respecte parfaitement la norme NF EN61000-3-2 jusqu’à 1 kHz ; mais au delà de cette 
fréquence cette norme n’est plus respectée. 
En basse fréquence, les résultats expérimentaux conduisent aux mêmes conclusions que 
l’étude théorique du chapitre 3 : l’utilisation d'intervalles moins larges que [6 kHz ; 10 kHz] 
engendrent le respect de la norme NF EN61000-3-2. 
Les PSD expérimentales de la plage des fréquences [2 kHz ; 50 kHz] sont présentées dans la 
figure 5.1.13. Ces spectres expérimentaux coïncident parfaitement avec les PSD théoriques. 
Comme dans l’étude théorique, plus l’intervalle des fréquences aléatoires est large, plus la 
PSD de la fonction Han est étalée et atténuée. De plus, en haute fréquence (fréquences 
supérieures à 100 kHz) tous les spectres se superposent. La figure 5.1.14 compare les PSD 
résultantes des deux intervalles extrêmes [4 kHz ; 10 kHz] et [9 kHz ; 10 kHz] en haute 
fréquence. 
 
Figure 5.1.14 : Les PSD expérimentales de Han en haute fréquence dans le cas des deux 
intervalles [4 kHz ; 10 kHz] et [9 kHz ; 10 kHz] 
 
Cette étude expérimentale a validé notre démarche d’analyse théorique de la modulation 
RCFM appliquée au convertisseur Cuk réversible. Nous avons tiré les mêmes conclusions que 
dans l’étude théorique concernant l’intervalle des fréquences [6 kHz ; 10 kHz] qui est le 
meilleur compromis atténuation du spectre haute fréquence et respect des normes basse 
fréquence NF EN61000-3-2. Nous avons aussi pu vérifier que la modulation RCFM se 
comporte d’une façon similaire avec les distributions continues et discrètes lorsque les 
fréquences aléatoires dans le dernier cas sont soigneusement choisies. Toutefois, le seul 
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reproche que l’on peut formuler concernant l’étude théorique, porte sur l’estimation des 
harmoniques 5 et 7 qui n’apparaissent pas d’une façon aussi claire que dans les PSD 
expérimentales. 
Après cette confrontation de l’étude théorique avec l’étude expérimentale et la validation des 
outils d’estimation de la PSD résultante des mesures, nous allons vérifier la concordance entre 
l’analyse des fonctions de modulation et l’analyse directe des courants de phase. Pour cela, 
nous avons développé des modèles de simulation dynamique dans Matlab. La section suivante 
est consacrée à la présentation de ces modèles de simulation, aux contraintes de 
développement, à la viabilité de la nouvelle architecture de commande du convertisseur Cuk 
et à l’analyse des signaux résultants des mesures. 
II. Simulations 
 
Toutes les simulations du convertisseur Cuk réversible sont effectuées dans Matlab/Simulink, 
cet outil présente une grande flexibilité dans la simulation des systèmes dynamiques. Grâce 
aux "S-functions" de Matlab, tout processus physique dont le modèle est descriptible par 
algorithme est implantable et simulable dans Simulink. Toutefois, l’un des points qui restent à 
optimiser dans Simulink sont les modèles des interrupteurs de puissance (Diode, IGBT, 
MOSFET, Thyristor…). Le paramétrage des modèles de la bibliothèque "Power System 
ToolBox" ne correspond pas aux caractéristiques des composants fournies par le constructeur 
(figure 5.2.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2.1 : Modèle de l’IGBT dans Simulink 
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Le bon paramétrage des interrupteurs de puissance étant indispensable pour vérifier la validité 
de la nouvelle architecture du Cuk, nous avons investigué deux voies : • La première voie est de développer des modèles d’IGBT et de diode en se basant sur 
les caractéristiques réelles des composants (les paramètres constructeur). Cependant, 
la complexité des algorithmes a engendré des temps de calcul très considérables et des 
dépassements mémoire (out of memory). • Les difficultés de la première démarche nous ont poussé à paramétrer ces composants 
en utilisant les modèles Matlab, mais en se référant à l’outil de simulation Saber qui 
permet de paramétrer les cellules de commutation d’une manière plus précise. Nous 
nous sommes basés sur des simulations effectuées sur la structure Cuk existante avec 
l’outil Saber et validées expérimentalement dans [KIK-02]. La première étape a 
consisté en la reproduction d’un modèle de simulation collant exactement avec le 
modèle de [KIK-02] (commande + composants passifs + fréquence fondamentale 
60 Hz). Le circuit de puissance est paramétré de telle sorte que le courant de phase, la 
tension de sortie et la tension vcc soient identiques aux résultats obtenus par "Saber". 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Résultats modèle "Saber"    (b) Résultats modèle "Simulink" 
 
Figure : 5.2.2 : Comparaison des résultats de simulation  
des deux modèles "Simulink" et "Saber [KIK-02]" 
THD = 4,70 % THD = 4,68 % 
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Dans ce mémoire nous nous limitons à la description de la démarche retenue pour valider le 
modèle du circuit de puissance. Nous avons vérifié le fonctionnement normal en régime 
permanent, et comparé le taux de distorsion harmonique du courant de phase. Nous n’avons 
pas pu comparer les spectres du courant de phase résultant des deux outils de simulation, car 
les travaux [KIK-02] n’ont pas porté sur l’analyse spectrale approfondie des courants de 
phase. Les caractéristiques du modèle de test sont les suivantes : 
 
Tension d’entrée 142 V ‘efficace’  Résistance de Lac Rac = 0,33 Ω 
Tension de sortie  300 V ‘continue’  Condensateur de découplage Cc = 470 µF 
Puissance 5 kW  Inductance de découplage Ldc = 2,2 mH 
Fréquence réseau 60 Hz (cosinusoïdal)  Résistance de Ldc Rdc = 0,24 Ω 
Fréquence MLI f = 9 kHz  Condensateur de sortie Cdc = 2350 µF 
Inductance d’entrée  Lac = 2,5 mH  Charge résistive Rcharge = 18 Ω 
 
Les résultats de simulation en régime permanent sont présentés dans la figure 5.2.2. Nous 
avons obtenu des résultats identiques avec Simulink, que ce soit du point de vue respect des 
consignes courant et tension, ou du point de vue forme des signaux. Le THD du courant de 
phase est le même dans les deux cas. Une analyse annexe à notre étude a consisté en la 
simulation du cas correspondant à un changement instantané du mode redresseur MLI au 
mode onduleur non autonome. L’objectif de ce test est de vérifier l’effet du paramétrage du 
circuit de puissance sur les différentes variables d’état lors de la transition entre ces deux 
modes de fonctionnement. Le même paramétrage des IGBT et des diodes utilisé dans le cas 
de la figure 5.2.2, a permis d’obtenir des résultats de simulation identiques aux résultats des 
travaux de [KIK-02]. Le paramétrage du circuit de puissance utilisé dans ces modèles de test 
est le même exploité dans le modèle de la nouvelle architecture. 
II.1. Modèle de simulation de l’architecture développée 
Le modèle de simulation du convertisseur est illustré dans les deux figures 5.2.3 et 5.2.4. Ce 
modèle correspond aux dimensionnements des chapitres 2, 3 et 4 pour une puissance 
apparente de 6 kVA. La charge utilisée est un circuit RL (pour étudier l’influence de la boucle 
Feed-Forward du courant de charge). Le système de commande est réalisé par utilisation de 
blocs fonctionnels de Simulink. Les modèles de la reconstruction des signaux et de la 
génération de la modulation RCFM sont développés en code Matlab et implémentés dans le 
modèle de simulation sous la forme de S-Functions. 
Par rapport au dimensionnement du chapitre 2, nous avons inséré une limitation de la 
composante "Im1" du courant de référence, résultante de l’asservissement de la tension de 
sortie. L’objectif est de limiter l’appel en courant de phase lors du démarrage. Si l’on démarre 
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le convertisseur avec le système de commande dimensionné pour le régime permanent, cette 
limitation permet de ramener le courant de phase à une valeur minimale de (60 + Icharge) A. 
Nous ne pouvons pas limiter l’amplitude du courant de phase à une valeur inférieure à 60 A, 
car cette valeur représente la limite entraînant l’emballement du système de commande lors de 
la phase de démarrage [BÜL-97]. Afin de limiter ce courant lors de la mise sous tension à une 
valeur proche de celle du régime permanent, nous avons mis en place une procédure de 
démarrage, qui sera présentée dans la section II.3. Nous avons aussi limité l’amplitude des 
trois tensions de référence de la modulation à 300 V, afin d’éviter la sur-modulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2.3 : Modèle du circuit de commande 
 
 
 
0.795 
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Figure 5.2.4 : Modèle du circuit de puissance 
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II.2. Résultats de simulation 
La figure 5.2.5 illustre les deux modes possibles de fonctionnement ainsi que la transition 
entre ces deux modes. Lorsque le courant de charge passe de 20 A à -10 A, le courant de 
phase passe d’une amplitude de 14 A à 6 A et le déphasage courant tension passe de 0° à 
180°. 
 
 
 
 
 
 
 
 
 
 
Figure 5.2.5 : Résultats de simulation du convertisseur Cuk en régime permanent 
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La distribution des fréquences aléatoires est effectuée suivant une loi de probabilité uniforme 
et discrète afin que la reconstruction des courants de phase soit la plus proche possible des 
signaux réels. La figure 5.2.6 compare le courant de phase ia reconstruit dans le cas de la 
RCFM à distribution uniforme continue avec celui reconstruit lors de l’utilisation de la RCFM 
à distribution uniforme discrète. Dans cette figure, on distingue clairement que la qualité du 
courant de phase résultant de la reconstruction à distribution discrète est meilleure par rapport 
au courant résultant de la reconstruction à distribution continue. Ce qui renforce les 
conclusion de l’étude du chapitre 4. 
Les résultats de simulation de la figure 5.2.5 confirment la qualité de la reconstruction des 
signaux, renforce l’intérêt de la boucle Feed-Forward du courant de charge, et valide le 
dimensionnement des boucles d’asservissement du courant de phase et de la tension de sortie. 
Malgré l’augmentation du temps de calcul par rapport au système de commande existant, 
l’architecture de commande développée permet d’avoir le même comportement dynamique, 
que ce soit en courant ou en tension. 
Figure 5.2.6 : Courant de phase résultant de la reconstruction en interne 
(a) RCFM avec loi de distribution uniforme et continue 
(b) RCFM avec loi de distribution uniforme et discrète. 
 
Le dimensionnement du système de commande et la reconstruction des différents signaux ont 
concerné uniquement le régime permanent. Ceci présente certains inconvénients surtout lors 
de la mise sous tension du convertisseur. 
La simulation du modèle nous a conduit aux résultats de la figure 5.2.7. Nous constatons que 
lors de la phase de mise sous tension, un pic de courant atteignant 95 A pour un courant en 
régime permanent de 14 A. Ce pic de courant s’accompagne d’une perte de contrôle du 
courant de phase pendant 20 ms. Au niveau de la tension de sortie, nous avons relevé le même 
défaut, car le pic de la tension de sortie atteint 450 V pour une tension en régime permanent 
de 300 V. 
(a) (b)
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Figure 5.2.7 : Courant de phase ‘ia’ et tension de sortie lors du démarrage 
 
De plus, la déformation des trois courants de phase (non sinusoïdaux) implique que tout le 
dimensionnement élaboré sous l’hypothèse d’un système sinusoïdal triphasé équilibré n’est 
plus appropriée. Aussi, pendant la phase de démarrage l’asservissement des deux 
composantes du courant de phase dans le référentiel de Park id et iq est insuffisant pour 
asservir le courant de phase (la composante homopolaire io n’est pas nulle). Ceci peut 
expliquer en partie la perte de contrôle du courant lors de la mise sous tension. 
Ce problème de mise sous tension du convertisseur, n’a pas été traité par Kikuchi [Kik-02] 
même s’il remet en cause le grand avantage des convertisseurs abaisseurs / élévateurs qui est 
le contrôle du courant dès la mise sous tension. 
II.3. Procédure de mise sous tension 
Afin de résoudre le problème lié au démarrage du convertisseur, nous avons apporté certaines 
modifications au système de commande et au circuit de puissance. Pour limiter le courant lors 
de la phase de démarrage tout en contrôlant le facteur de puissance, nous avons inséré une 
résistance en série avec chaque condensateur de découplage (R = 10 Ω) et la sortie du 
correcteur de la boucle de tension a été limitée à une amplitude de 20 A. Les résistances 
introduites sont court-circuitées lorsque la tension de sortie estimée atteint 300 V. Pendant 
cette phase, nous avons déconnecté la charge extérieure afin de permettre une charge rapide 
du condensateur Cdc (courant de charge nul). Dans le système de commande, nous avons agi 
sur l’intégrateur du correcteur de tension en figeant son entrée à zéro tant que la tension de 
sortie n’a pas atteint la consigne après le premier dépassement (pour éviter le premier pic de 
la tension dû à l’intégration de l’erreur). 
La figure 5.2.8 regroupe les résultats de simulation de cette procédure de démarrage. Avec la 
procédure de démarrage, le premier pic de courant est de l’ordre de 27 A, ce qui représente 
une différence de 68 A par rapport au démarrage décrit dans la section précédente. Aussi, le 
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premier pic de la tension de sortie est de l’ordre de 340 V, représentant ainsi une différence de 
100 V par rapport au cas précédent. 
  
Figure 5.2.8 : Courant de phase ‘ia’ et tension de sortie résultants  
de la procédure de démarrage 
 
De plus les trois courants de phase sont sinusoïdaux et contrôlés dès la phase de démarrage. 
Certes, cette procédure engendre une certaine lenteur dans la charge des condensateurs de 
stockage d’énergie, mais le régime transitoire de la tension de sortie (nécessaire pour la 
stabilité de la tension) reste équivalent entre les deux cas et est de l’ordre de 100 ms. 
II.4. Analyse spectrale du courant de phase 
Comme nous l’avons signalé dans la première section de ce chapitre, pour l’estimation de la 
PSD en haute fréquence nous utilisons la méthode de Welch avec un recouvrement de 50% et 
un fenêtrage de pondération de Blackman. En basse fréquence, c’est la méthode Periodogram 
moyennée sur cinq acquisitions distinctes (Fech = 5 MHz, L = 10
6 points) avec un fenêtrage 
rectangulaire qui est utilisée. 
D’après la figure 5.2.9, le spectre basse fréquence du courant de phase résultant de tous les 
intervalles des fréquences aléatoires contient des harmoniques. L’élargissement de l’intervalle 
des fréquences aléatoires s’accompagne avec la réduction des harmoniques basse fréquence 
(spectre quasi continu), mais avec une translation du spectre pouvant conduire au non respect 
des normes NF EN61000-3-2 (comme dans la théorie). Nous notons, la présence permanente 
des harmoniques 5 et 7, avec des harmoniques supplémentaires 11, 13, 17, et 19 dans le cas 
de l’intervalle [9 kHz ; 10 kHz]. 
Afin de comprendre cette différence entre les spectres résultants de l’analyse des fonctions de 
modulation et de l’analyse directe du courant de phase, nous avons analysé la PSD de la 
tension Vaca référence de la modulation et image de la fonction Han par l’intermédiaire de la 
tension Vcc. L’analyse de cette tension est équivalente à l’analyse de la fonction Han tenant 
compte des ondulations de Vcc. 
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Figure 5.2.9 : Les PSD estimées du courant de phase pour différents 
 intervalles de fréquences aléatoires 
 
Dans la figure 5.2.10, nous constatons que le spectre basse fréquence de la tension Vaca est 
image du spectre de la fonction Han. Ceci montre que les hypothèses consistant à négliger les 
ondulations de la tension Vcc et à considérer une référence de modulation purement 
sinusoïdale sont fondées et ne détériorent pas l’estimation de la PSD. Si l’on revient sur la 
relation (3.9) liant la fonction Han au courant de phase, les harmoniques du courant sont 
définis par (Han_nf.Vcc) / (3.Lac.wnf). La dépendance du dénominateur, de cette relation, de la 
fréquence explique pourquoi les harmoniques basse fréquence du courant sont plus amplifiés 
par rapport à ceux de la fonction Han. L’exemple le plus parlant est celui des harmoniques 5 et 
7 qui sont presque visibles dans le spectre de la tension Vaca (figure 5.2.10), et qui deviennent 
Norme 
Norme 
Norme 
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plus importantes dans le spectre du courant. De plus, dans la relation (3.9) nous avons négligé 
la tension Rac.ia afin de trouver une relation directe entre le courant de phase et la fonction 
Han. Ceci explique l’apparition des harmoniques 11, 13, 17, et 19 dans le cas de l’intervalle 
[9 kHz ; 10 kHz]. 
 
Figure 5.2.10 : La PSD de la tension Vaca en basse fréquence dans le cas où la RCFM utilise 
des fréquences aléatoires dans [9 kHz ; 10 kHz] 
 
A la différence des harmoniques, la composante fondamentale du courant de phase est 
indépendante de l’intervalle des fréquences aléatoires. La figure 5.2.9 confirme les résultats 
de l’étude de la fonction Han concernant l’invariance du fondamental. 
En haute fréquence, tous les résultats de l’étude de la fonction Han sont valides pour le courant 
de phase. La seule différence réside dans la proportionnalité de l’atténuation du spectre avec 
l’augmentation des fréquences. Différence qui s’explique par le dénominateur de la relation 
définissant les harmoniques du courant (3.Lac.wnf). 
En résumé, la méthode théorique conduit à des résultats fiables concernant le comportement 
du fondamental, le spectre haute fréquence et la partie continue du spectre basse fréquence du 
courant de phase. Concernant les harmoniques 5 et 7, la maquette expérimentale conduit aux 
mêmes conclusions que l’analyse de la tension Vaca, ce qui valide notre étude expérimentale. 
Les autres harmoniques qui n’apparaissent que dans le cas de petits intervalles de fréquences 
aléatoires (par exemple [9 kHz ; 10 kHz]) ne dépendent pas de la précision d’estimation de la 
fonction Han, mais de la résolution de l’équation différentielle suivante : 
a
ac a an cc ac a
di 1
L = v - H  V - R i
dt 3
          (5.10) 
L’étude de la RCFM à partir des fonctions de modulation nous a permis de déterminer 
l’intervalle des fréquences aléatoires adéquat au convertisseur Cuk réversible. Choix validé 
par une étude expérimentale et des simulations. Toutefois, le seul inconvénient de la méthode 
théorique est l’estimation des harmoniques 5 et 7. Nous pensons que l’évaluation théorique de 
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la PSD doit être effectuée sur un nombre de périodes fondamentales supérieur à 20 (car les 
calculs sur 20 périodes conduisent à des résultats similaires à ceux résultant de 10 périodes 
fondamentales). Cependant, l’algorithme et les outils de calcul que nous avons développé 
pour évaluer la PSD théorique posent des problèmes de saturation mémoire au-delà de 20 
périodes avec un pas de 5 Hz. Ce travail peut s’inscrire dans les perspectives futures de cette 
thèse. 
III. Etude expérimentale du système de commande 
III.1. Mesure du temps d’exécution de l’algorithme de commande 
La première étape de notre travail a consisté en la recherche du processeur le mieux adapté au 
pilotage de la nouvelle architecture du convertisseur. Le critère principal du choix du 
processeur adéquat est la rapidité d’exécution des instructions. 
Par exemple soit l’opération A = (B.C) + D, le microprocesseur 68000 requiert 10 cycles 
d’horloges pour effectuer une addition et de 70 cycles pour effectuer une multiplication. Soit 
80 cycles d’horloge rien que pour calculer ‘A’. Alors qu’un DSP dispose de fonctions 
optimisées qui peuvent effectuer pendant un cycle d’horloge la multiplication, puis l’addition, 
la lecture d’une donnée en mémoire et l’écriture en mémoire du résultat. Cette opération 
s’appelle MAC (Multiply and ACcumulate). L’optimisation du temps de calcul justifie donc 
l’utilisation d’un DSP pour piloter le convertisseur et reconstruire les différents signaux. 
Comme nous l’avons signalé au début de ce chapitre le DSP utilisé est le TMS320LF2407. En 
plus de sa rapidité d’exécution, ce DSP est destiné à la commande des moteurs électriques et 
des servomécanismes. Il dispose de modules optimisés pour la modulation MLI (PWM et 
SVPWM). Ceci simplifie grandement la génération de la modulation RCFM, dont 
l’algorithme se limite à une simple génération des périodes aléatoires et des interruptions 
adéquates. 
Avant d’évaluer le temps nécessaire pour l’exécution de l’algorithme de commande, nous 
allons présenter les différents modules qui entrent en jeux lors de l’exécution du code source 
associé à cet algorithme. 
III.1.1. Présentation du DSP "TMS320LF2407" 
La description fonctionnelle générique du TMS320LF2407 est présentée dans la figure 5.3.1. 
Ce DSP est organisé autour d’un espace mémoire de 192 Kmots constitué de trois types de 
mémoire : 
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• Mémoire programme : qui comprend le programme à exécuter, elle est formée de 
64 Kmots de 16 bits. Une partie de cette mémoire est une mémoire Flash de 32 Kmots de 
16 bits qui permet d’utiliser le DSP en mode microprocesseur ou microcontrôleur. • Mémoire de données internes : constituée de 512 pages de 0 à 511. Une page de données 
est un bloc de 128 mots de 16 bits. Cette mémoire contient aussi un bloc de 544 mots de 
16 bits flexible (mémoire programme ou données). • Espace des entrées / sorties : 64 Kmots de 16 bits, pour l’interfaçage avec les 
périphériques extérieurs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3.1 : Architecture du DSP "TMS320LF2407" 
 
Les caractéristiques du DSP TMS320LF2407 sont les suivantes : • Fréquence 40 MHz : 40x106 instructions par seconde (40 MIPS) • Quatre Timers qui permettent d’avoir des bases de temps indépendantes 
o Génération d’une période d’échantillonnage dans un système de contrôle 
o Bases de temps pour les compteurs d’impulsions 
o Bases de temps pour les codeurs incrémentaux 
o Bases de temps pour la génération des signaux MLI • Deux modules de gestion d’événements EVA et EVB (Event Manager), chaque 
module contient : 
o un registre compteur (TxCNT) accessible en lecture et écriture 
o un registre de contrôle (GPTCON) 
o un registre de comparaison (TxCMPR) accessible en lecture et écriture 
 
Noyau du processeur DSP 
TMS320LF2407A 
Conversion 
Analogique/Numérique 
Module "Event Manager" • Sorties PWM • Entrées/Sorties numériques 
Horloge 
40  MHz 
Mémoire  
Prog+Data 
Autres modules 
SPI, SCI, CAN 
Signaux  
de commande  
Signaux  
analogiques 
Signaux  
numériques 
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o un registre période (TxPR) 
o un registre de contrôle (TxCON) 
o un diviseur de fréquence applicable aux horloges interne et externe 
o une logique gérant les interruptions et leur contrôle 
o des sorties (TxPWM / TxCMP) correspondant aux résultats des comparaisons 
dans (TxCMPR) • Circuits gérant les signaux PWM, avec possibilité de fonctionnement en MLI 
vectorielle (SVPWM) et gestion des temps morts. • Module de conversion analogique numérique sur 10 bits, avec un faible niveau de 
tension en entrée : 3,3 V 
o La valeur numérique d’un signal analogique Ve est : e
V
1023.
3,3
 
• Module de gestion des entrées / sorties numériques. • Autres modules : SPI (Serial Peripheral Interface), SCI (Serial Communications 
Interface) et CAN (Controller Area Network), ayant le même degré de priorité que le 
module de conversion numérique analogique en terme d’interruptions. Ces trois 
modules ne sont pas utilisés dans le cadre de ce travail. 
III.1.2. Temps d’exécution de l’algorithme de commande 
Afin d’estimer ce temps, nous avons développé et implémenté le code source du système de 
commande dans le DSP TMS320LF2407. La partie initialisation du DSP n’est pas 
comptabilisée dans le temps d’exécution de l’algorithme de commande (car exécutée une 
seule fois au démarrage). Le temps d’exécution de l’algorithme de commande est la somme 
des temps d’exécution des fonctions suivantes : • Acquisitions des deux courants icoup et icharge. • Génération de la modulation RCFM. • Construction des sinus et cosinus de référence de la transformation de Park. • Les trois correcteurs PI numériques (avec gestion du démarrage). • Limitation des références de la modulation et de l’erreur corrigée de l’asservissement 
de la tension de sortie. • Reconstruction des différents signaux (courant de phase et tension de sortie) • Adaptation des impulsions de commande (logique programmable). 
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L’acquisition et la conversion A/N d’un signal analogique nécessitent un temps global de 
500 ns. Ce qui implique que l’acquisition des deux courants icoup et icharge requiert au plus 1 µs. 
La génération de la RCFM consiste en trois étapes : génération du nombre et de la période 
aléatoire, adaptation de la référence de la modulation par rapport à la période aléatoire choisie 
et génération des fonctions de modulation (Ha_bst, Hb_bst, Hc_bst). La génération du nombre 
aléatoire et le choix de la période associée nécessitent environ trois cycles d’horloge. 
 
 
Figure 5.3.2 : génération de la MLI dans le DSP "TMS320LF2407" 
 
Comme l’explique la figure 5.3.2, l’amplitude de la porteuse dans le DSP est proportionnelle 
à la période de découpage. Etant donnée que les périodes de découpage varient aléatoirement, 
l’amplitude de la porteuse suivra cette variation. Afin de maintenir le même rapport cyclique 
par rapport à la MLI (à fréquence fixe), la référence de la modulation doit être adaptée en 
conséquence. Par exemple si le signal de référence de la modulation est d’amplitude 300, dans 
le cas de la MLI, la période est définie par un pas d’incrémentation du compteur adéquat 
(multiple du cycle d’horloge) pour avoir une amplitude de la porteuse de 305 par exemple 
(305 pas d’incrémentation). Par contre, dans la RCFM cette amplitude variera pour chaque 
période générée (et ne sera égale à 305 que pour une période correspondant à celle de la 
MLI), ce qui engendre une variation du rapport cyclique. Pour éviter ce problème on doit agir 
sur le pas d’incrémentation du compteur pour maintenir la même amplitude de la porteuse. 
Cependant, le pas temporel du compteur est défini dans la phase d’initialisation du DSP est ne 
peut être modifié au cours de l’exécution du processeur. La seule solution que l’on peut 
envisager est de faire varier l’amplitude de la référence de modulation avec l’amplitude de la 
porteuse de façon à maintenir le même rapport cyclique par rapport à la MLI. Cette adaptation 
nécessite deux cycles d’horloge. 
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La transformation de Park nécessite 10 cycles d’horloge, et la transformation inverse 8 cycles. 
Concernant les correcteurs PI, l’exécution de chaque correcteur requiert deux cycles 
d’horloge. Ainsi entre les transformations de Park et les correcteurs PI, le temps de calcul 
correspond à 600 ns. 
La limitation de la référence de la modulation et de l’erreur corrigée de l’asservissement de 
tension nécessite quatre opérations de comparaison et au plus quatre affectations. Des 
opérations pouvant être exécutées durant quatre cycles (100 ns). 
Nous avons évalué le temps d’exécution des algorithmes de reconstruction des différents 
signaux (présentés dans le chapitre 4) à environ 2,5 µs. Ce temps est estimé dans le cas où 
toutes les méthodes d’estimation sont utilisées et tous les vecteurs de commande (actifs et nul) 
sont détectés. 
 
 
Figure 5.3.3 : Circuit numérique d’adaptation des impulsions de commande 
 
Pour estimer le temps nécessaire pour l’adaptation des impulsions de commande, nous nous 
sommes basés sur le retard engendré par le circuit expérimental (figure 5.3.3). Lors de la 
conception de cette carte, nous avons optimisé l’utilisation des circuits programmables en 
traduisant l’algorithme de la figure 2.2.2 en plusieurs fonctions logiques exécutables en 
parallèle. Les neuf circuits ISPGAL utilisés, sont répartis en quatre couches fonctionnelles. 
Chaque couche engendre un retard de 10 ns (équivalent au retard d’un composant). Ceci 
implique un retard de 40 ns entre entrée et sortie de ce circuit. 
En plus du temps d’exécution de l’algorithme de commande, les drivers des IGBT engendrent 
aussi un retard entre les ordres du système de commande et la commande effective des IGBT. 
Pour évaluer ce retard, nous avons étudié le driver SKH71 de la famille SEMIKRON. Ce 
driver est destiné à commander sept IGBT ou MOSFET d’une manière indépendante. Il 
engendre un retard maximal lors de l’amorçage et du blocage de l’ordre de 0,6 µs. 
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Si l’on tient compte de tous ces temps que nous avons évalué ci-dessus, on peut estimer le 
retard engendré par la commande de l’ordre de 5 µs. 
III.2. Influence des contraintes expérimentales 
Comme le système de commande est implanté dans le DSP TMS320LF2407, et que 
l’acquisition des signaux analogiques est effectuée sur 10 bits aux entrées analogiques de ce 
DSP. Nous avons respecté cette contrainte en quantifiant les trois signaux mesurés sur 10 bits 
et en tenant compte des gammes de mesure des capteurs. Les gammes de mesure des deux 
courants sont les suivantes : icoup (-37,5 A à 37,5 A) et icharge (0 A à 25 A). 
 
 
Figure 5.3.4 : Tension du réseau d’alimentation 
 
Une autre contrainte concerne la déformation de la tension provenant du réseau 
d’alimentation. En mesurant cette tension, nous avons constaté qu’elle n’est pas purement 
sinusoïdale, et qu’elle présente des déformations résultantes des harmoniques 5, 7, 9 et 13 
(figure 5.3.4). A partir de ces mesures, nous avons développé un modèle de l’alimentation 
triphasée générant les mêmes tensions de phase. Cette contrainte est la plus sévère, car elle 
remet en cause toutes les hypothèses de l’étude théorique. D’une part, les harmoniques de la 
tension se répercutent directement sur le courant de phase, et le pilotage de la composante iq 
par rapport à une consigne zéro n’est plus valide. D’autre part, la correction de la trajectoire 
du courant reconstruit suivant une référence purement sinusoïdale, ne correspond pas à la 
forme réelle du courant de phase. Seul l’effet filtrage de l’observateur d’état peut atténuer 
l’effet de cette déformation de la tension d’alimentation. Mais, à condition de mesurer la 
tension secteur pour que le modèle de l’observateur réagisse à la forme de cette tension via le 
vecteur d’entrée U(k). 
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La dernière contrainte dont nous avons tenu compte, est le retard engendré par la commande, 
nous avons introduit les retards évalués dans la section précédente au niveau des gâchettes des 
IGBT, des capteurs de mesure, du générateur de la RCFM, du reconstructeur des signaux, des 
limiteurs et des correcteurs. Les résultats de simulation du modèle tenant compte de toutes ces 
contraintes expérimentales, sont illustrés dans la figure 5.3.5. 
Ces simulations sont effectuées avec une modulation RCFM utilisant des fréquences 
aléatoires dans l’intervalle [6 kHz ; 10 kHz]. Dans cette figure, nous constatons que 
l’enveloppe sinusoïdale du courant de phase présente une certaine saturation aux extremums 
de chaque sinusoïde. Cette déformation est directement liée à la tension d’alimentation. Car 
sur le spectre du courant, les harmoniques 5, 7, 9, 11 et 13 sont plus important par rapport aux 
résultats de la figure 5.2.9. De plus, la largeur de l’enveloppe sinusoïdale aux deux 
extremums, est supérieure à 1 A. Ceci est dû à la déformation de la tension réseau et aux 
variations aléatoires de la fréquence. En revanche, la composante fondamentale du courant de 
phase et la tension de sortie ne sont pas affectées par la déformation de la tension 
d’alimentation. 
Figure 5.3.5 : Résultats de simulation tenant compte des contraintes expérimentales 
(RCFM [6 kHz ; 10 kHz]) 
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Ces résultats illustrent la robustesse de l’architecture de commande (surtout la reconstruction 
des signaux) qui assure le bon fonctionnement du convertisseur, même lorsqu’elle est utilisée 
en dehors de son cadre de fonctionnement normal. 
Nous constatons aussi que le retard de la commande ne perturbe pas les fonctionnalités du 
convertisseur. Le retard de 5 µs engendre un déphasage du courant de phase de 0,1° par 
rapport à la tension réseau. Etant donné que l’enveloppe du courant varie sur une plage de 
400 µs, ce retard est très insignifiant. Ceci, valide la faisabilité expérimentale de cette 
architecture de commande dans un environnement temps réel. 
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Conclusion 
 
Ce chapitre a été consacré à l’étude expérimentale de la RCFM et aux simulations portant sur 
le convertisseur Cuk réversible. Pour évaluer les PSD résultantes des courants et fonctions de 
modulation, nous avons dans un premier temps étudié et comparé les méthodes numériques 
d’estimation de la PSD, la famille étudiée comprend les méthodes non paramétriques. Afin de 
tester l’adaptabilité de ces méthodes à l’analyse de la RCFM, nous avons utilisé comme 
spectre de référence celui d’un signal carré dont l’amplitude varie aléatoirement entre -1 et 1, 
et dont la PSD théorique est connue. La PSD en basse fréquence est estimée par la méthode 
Periodogram moyennée sur cinq acquisitions de longueur 106 points échantillonnées à 5 MHz. 
Alors qu’en haute fréquence, c’est la méthode de Welch avec un recouvrement de 50% et un 
fenêtrage de pondération de Blackman qui est utilisée. 
Concernant l’analyse de la fonction Han, l’étude expérimentale a validé la théorie développée 
dans le troisième chapitre. De plus, l’analyse de cette fonction prévoit le comportement du 
courant de phase. Aussi, cette étude expérimentale a permis de déterminer l’insuffisance de la 
méthode théorique dans l’estimation des harmoniques 5 et 7. 
Nous avons pu valider par des simulations, le dimensionnement du convertisseur, sa 
dynamique ainsi que la reconstruction des différents signaux. Nous avons aussi tenu compte 
du retard de la commande, en évaluant les temps d’exécution des différents algorithmes, de 
l’acquisition et de pilotage des IGBT. Pour évaluer ces temps, nous avons implanté les 
différents algorithmes dans le processeur TMS320LF2407, et avons réalisé le circuit logique 
générant les impulsions de commande. 
La déformation de la tension d’alimentation constatée lors des mesures sur le réseau, nous a 
amené à en tenir compte dans nos modèles. Même si cette déformation ne respecte pas les 
hypothèses de la modélisation, le courant de phase suit la forme de la tension et le 
convertisseur se comporte comme une charge résistive. 
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Conclusion générale 
 
 
 
 
Les convertisseurs statiques génèrent des niveaux élevés de perturbations électromagnétiques 
en rapport avec les puissances commutées. Ces perturbations couvrent une large gamme de 
fréquence, nous allons centrer notre effort sur les basses fréquences ou la pollution 
harmonique dont les effets sont largement identifiés et connus. 
Nous avons présenté un vaste panel de méthodes correctives existantes et montré qu’aucune 
ne donne entière satisfaction. Elles sont en générale pénalisées par leur difficulté de mise en 
œuvre (filtrage passif) ou par leur coût (filtrage actif). Lorsque l’étage d’entrée de la charge 
polluante est un redresseur, la solution la plus efficace pour atteindre les objectifs des normes 
en vigueur est d’opter pour le redressement à prélèvement sinusoïdal du courant. Dans le 
premier chapitre de ce mémoire, nous avons listé les différentes solutions de redressement à 
prélèvement sinusoïdal envisageables. Mais à l’heure actuelle, seules les structures Boost 
connaissent un vrai succès que ce soit en monophasé ou en triphasé. 
 
Notre étude s’inscrit dans la continuité du travail de J. KIKUCHI [KIK-02]. Nous avons tiré 
parti des développements récents des techniques de modulation à fréquence aléatoire et des 
techniques "sensorless" élaborées pour le pilotage des machines électriques, afin d’élargir leur 
utilisation aux redresseurs à prélèvement sinusoïdal, particulièrement le convertisseur Cuk 
réversible. L’objectif est d’aboutir à une commande du Cuk réversible permettant d’améliorer 
la fiabilité et la qualité du convertisseur tout en réduisant le coût de réalisation afin de rendre 
notre convertisseur plus compétitif que le convertisseur Boost. Tout au long de ce mémoire, 
nous avions pour but d’évaluer la faisabilité d’une telle structure. 
 
Le dimensionnement du convertisseur (puissance et commande) a été abordé au second 
chapitre. Nous avons choisi une puissance de travail de 6 kVA afin de rester dans la même 
gamme de puissance que les résultats publiés sur la structure existante. En terme de 
découpage, nous avons tenu un dimensionnement suivant la même fréquence de modulation 
que la structure existante. L’objectif étant de réduire les pertes par commutation dans les 
IGBT, cette fréquence est considérée dans toute l’étude comme la limite supérieure de tous les 
tirages aléatoires en fréquence de la modulation. La première étape du dimensionnement a 
consisté en la modélisation du convertisseur et la mise en équation de chaque configuration du 
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montage de puissance suivant l'état statique des interrupteurs. L’évolution en fréquence de ces 
modèles nous a permis d’évaluer les différents éléments du circuit de puissance. Quant aux 
systèmes de régulation, nous avons traité l’asservissement du courant de phase d’une façon 
similaire au convertisseur Boost triphasé. Tandis que l’asservissement de la tension de sortie a 
nécessité une réadaptation du modèle initial (non linéaire et variable dans le temps) en le 
transformant en un modèle moyen petits signaux sur lequel on a pu appliquer des techniques 
d’analyse et de commande linéaires. Afin d’améliorer le comportement dynamique de 
l’asservissement de la tension de sortie vis-à-vis des variations du courant de charge tout en 
réduisant le dépassement par rapport à la consigne, nous avons introduit une boucle 
"Feedforward" du courant de charge. 
 
Certes le découpage en MLI réduit les harmoniques basse fréquence, mais au détriment d’une 
augmentation des harmoniques au voisinage des multiples de la fréquence de découpage. Afin 
d’atténuer ces harmoniques sans détériorer la composante fondamentale, nous avons opté 
pour la modulation RCFM. Modulation qui s’intègre au système de commande d’une manière 
similaire à la MLI. De plus, comme nous l’avons signalé plus haut, l’utilisation des 
fréquences inférieures à la fréquence nominale réduit les pertes par commutation dans les 
IGBT. Dans le chapitre 3, nous avons évalué théoriquement le gabarit de la densité spectrale 
de puissance du courant de phase en développant un algorithme de calcul numérique intégrant 
les quatre contraintes suivantes : période fondamentale de 20 ms, nombre entier de périodes 
de découpage, la moyenne des fréquences discrètes du tirage aléatoire correspond à la 
moyenne d’une distribution continue et le plus petit multiple commun de ces fréquences est 
situé au delà de 2,5 MHz. 
Cette étude nous a amené à conclure que l’intervalle de fréquence [6 kHz ; 10 kHz] est le 
meilleur compromis atténuation du spectre haute fréquence et détérioration du spectre basse 
fréquence. En revanche, la composante fondamentale n’est pas détériorée par la RCFM et 
reste indépendante de l’intervalle des fréquences aléatoires choisi. 
 
Le quatrième chapitre de ce mémoire a été consacré à la reconstruction des différents signaux 
dont les capteurs de mesure ont été volontairement supprimés dans un souci d’amélioration de 
la fiabilité et d’une maîtrise du coût de réalisation. L’architecture du convertisseur Cuk que 
nous proposons s’affranchit des capteurs de mesure des courants alternatifs et de la tension de 
sortie. Le compromis temps de calcul / précision représente le critère principal du choix des 
méthodes retenues pour la reconstruction. Notre étude de l’influence du découpage aléatoire 
sur les méthodes de reconstruction nous a amené à la conclusion suivante : La modulation 
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RCFM à distribution discrète permet une reconstruction des signaux sans effets négatifs 
lorsque le tirage des fréquences aléatoires est judicieusement contrôlé. 
 
Dans la dernière partie de ce mémoire, nous avons pu valider par des simulations le 
dimensionnement du convertisseur, sa dynamique ainsi que la reconstruction des différents 
signaux. Nous avons aussi validé l’étude théorique de la RCFM par une étude expérimentale 
bas niveau. Etude qui a montré certaines limites de la démarche théorique dans l’estimation 
de la PSD en basse fréquence et pourrait être complétée à travers des études ultérieures.  
Les simulations présentées dans ce chapitre ont porté aussi sur des tests concernant des 
contraintes expérimentales telles que la mise sous tension du convertisseur, la quantification 
des signaux mesurés, la déformation de la tension d’alimentation et l’introduction du retard 
réel des différents éléments du convertisseur. Les résultats de simulation ont confirmé la 
faisabilité expérimentale de notre architecture et ont justifié son intérêt par rapport à la 
structure Boost réversible. 
 
Les suites que nous pourrions donner à cette étude sont multiples : 
 
A court terme, l’intégration de notre architecture de commande dans le circuit de puissance 
réel serait un aboutissement à cette étude. D’une part cela permettra de valider 
expérimentalement notre démarche, et d’autre part de disposer au sein du laboratoire d’une 
base expérimentale pour la suite des futurs travaux sur les convertisseurs propres. 
 
Notre étude théorique de la modulation RCFM dans le domaine temporel a pointé les limites 
de cette démarche. D’autant plus que la modélisation des fonctions de modulation dans le 
temps peut varier d’un convertisseur à l’autre. Nous pensons qu’une approche théorique de 
cette modulation dans l’espace des vecteurs de commande (Space Vector Modulation SVM) 
serait plus générique. 
 
Vérifier notre démarche de conception sur des convertisseurs à référence de modulation 
variable (typiquement le filtrage actif). Afin de vérifier l’efficacité de la modulation à 
fréquence aléatoire lorsque la référence de la modulation varie en fonction de la charge. 
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Caractérisation des perturbations 
Une grande partie de notre étude reposant sur des grandeurs électriques sinusoïdales et non 
sinusoïdales, il est nécessaire de faire un rappel sur les grandeurs électriques en présence 
d’harmoniques. 
Toute fonction périodique peut être décomposée sous la forme d’une série de Fourier définie 
par : 
0 n n
n 1
0
n
n
X(t) = X X 2 sin[n( t )]
Avec
X : valeur de la composantecontinue, généralement nulle
:pulsation de la fréquence fondamentale
n : rang de l 'harmonique
X :valeur efficacede l 'harmoniquede rang n
n. :phasede l 'harmonique
∞
=+ ω +ϕ
ω
ϕ
∑
de rang n
 
 
Les expressions instantanées du courant i(t) et de la tension v(t) peuvent donc se mettre sous 
la forme : 
n n n n
n 1 n 1
i(t) I 2 sin[n( t )] et v(t) V 2 sin[n( t )]
∞ ∞
= == ω +α = ω +β∑ ∑   (A.2) 
 
Les valeurs efficaces de i et v sont respectivement Ieff et Veff. L’application de la formule 
générale : 
T 2
eff 0
1
X X (t)dt
T
= ∫          (A.3) 
donne avec la représentation harmonique : 
2 2
eff n eff n
n 1 n 1
I I et V V
∞ ∞
= == =∑ ∑        (A.4) 
Facteur de puissance 
 
Dans le cas d’un réseau équilibré, la puissance apparente S est définie par : 
 
eff effS V .I=           (A.5) 
(A.1) 
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La puissance active est quant à elle définie par : 
n n n n n n
n 1
P V I cos(n ) , où
∞
== ϕ ϕ = β −α∑       (A.6) 
Le facteur de puissance F, défini par le rapport entre la puissance active et la puissance 
apparente s’exprime par : 
n n n
n 1
2 2
n n
n 1 n 1
V I cos(n )
P
F
S
V . I
∞
= ∞ ∞
= =
ϕ= =∑∑ ∑         (A.7) 
Dans le cas où l’on considère une tension réseau parfaitement sinusoïdale, l’expression du 
facteur de puissance de la relation (A.7) se simplifie et devient : 
 
1 1
2
n
n 1
I cos
F
I
∞
=
ϕ= ∑           (A.8) 
 
La puissance réactive Q, conséquence d’un déphasage entre les fondamentaux du courant et 
de la tension est alors : 
 
1 1 1Q V I sin= ϕ          (A.9) 
 
Afin d’estimer la participation des harmoniques dans la puissance apparente, on utilise la 
notion de puissance déformante D définie par : 
 
2 2 2S P Q D= + +          (A.10) 
 
Le facteur de puissance s’écrit alors : 
2 2 2
P
F
P Q D
= + +          (A.11) 
Cette dernière expression fait clairement apparaître le fait que le facteur de puissance est 
dégradé par la présence d’harmoniques d’une part et par la consommation d’énergie réactive 
d’autre part. 
Taux de distorsion harmonique 
 
 
Le taux global de distorsion harmonique (THD) permet d’évaluer l’écart entre la forme 
d’onde réelle et la forme d’onde sinusoïdale pour un courant ou une tension. Il représente le 
rapport de la valeur efficace des harmoniques à celle du fondamental : 
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2
n
n 2
1
X
THD% .100
X
∞
== ∑         (A.12) 
 
En utilisant le THD en courant, la puissance déformante donnée par la relation (A.10) 
devient : 
 
1 1D V I THD=          (A.13) 
 
Et le facteur de puissance : 
 
1
2
cos
F
1 THD
ϕ= +          (A.14) 
  ANNEXE -B- 
- 184 / 188 - 
ANNEXE -B- 
 
 
 
Evaluation de la PSD de Han suivant la méthode développée dans [BEC-00] 
 
Pour évaluer les PSD partielles de la relation (3.51), l’évaluation de l’espérance mathématique 
(de la somme infinie des transformées de Fourrier) s’impose. Les PSD partielles peuvent être 
décomposées en trois catégories. Chaque catégorie dépend de la comparaison entre m et m% . 
Les trois catégories sont : • Les termes de la diagonale pour ( m m= % ) • Les termes de la matrice triangulaire supérieure pour ( m m< % ) • Les termes de la matrice triangulaire inférieure pour ( m m> % ) 
Lorsque ( %m = m ) 
Tout d’abord nous commençons par évaluer ( ,m 0,mt t∂ −% ). D’après (B.1) nous remarquons que 
quelque soit ∂, le terme ( ,m 0,mt t∂ −% ) contient K∂  périodes de découpages. 
 
2,m 2,K 1,1 1,M 0,1 0,m 1
1,m 1,K 0,1 0,m 1
,m 0,m
0,m 0,K 1,1 1,m 1
0,m 0,K 1,1 1,K 2,1 2,m 1
....
(T ... T T ... T T ... T ), 2
(T ... T T ... T ), 1
t t 0, 0
T ... T T ... T , 1
T ... T T ... T T ... T , 2
....
− − − − −
− − −
∂
−
−
− + + + + + + + + ∂ = −− + + + + + ∂ = −− = ∂ = + + + + + ∂ =+ + + + + + + + ∂ =
%

 (B.1) 
 
Aussi : 
,m 0,m ,m ,m 0,m 0,m∆ ∆ α T α T∂ ∂ ∂− = −% % %        (B.2) 
 
L’espérance mathématique de la relation (3.49) s’écrit maintenant : 
 {} { }{ }{ }
2,m 0,m 1 2,m 2,m 0,m 0,m
1,m 0,m 1 1,m 1,m 0,m 0,m
0,m
jw(T ... T ) jw(α T α T )*
0,m 2,m
jw(T ... T ) jw(α T α T )*
0,m 1,m
*
0,m 0,m
jw(T*
0,m 1,m
E
E U(f ;δ )U (f ;δ )e e
E U(f ;δ )U (f ;δ )e e
E U(f ;δ )U (f ;δ )
E U(f ;δ )U (f ;δ )e
− − − −
− − − −
− + + −−
− + + −−
= ⋅⋅⋅⋅ ++++
% %
% %
%
%
%
%{ }{ }1,m 1 1,m 1,m 0,m 0,m0,m 2,m 1 2,m 2,m 0,m 0,m... T ) jw(α T α T )jw(T ... T ) jw(α T α T )*0,m 2,m eE U(f ;δ )U (f ;δ )e e−−+ + −+ + −+ + ⋅⋅⋅% %% %%
   (B.3) 
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Le développement de (B.3) aboutit à (B.4), et l’espérance mathématique de produits devient 
des produits des espérances mathématiques. 
 {} { }{ } { } { }{ } { } { }{ }{ }
0,m 0,m
2,m 2,m 2,m 1 0,m 1
1,m 1,m 1,m 1 0,m 1
0,m 0,m
jwα T
0,m
jw(1 α )T* jwT jwT
2,m
jw(1 α )T* jwT jwT
1,m
*
0,m 0,m
jw(1 α )T
0,m
*
E U(f ;δ )e
E E EU (f ;δ )e e e
E E EU (f ;δ )e e e
E U(f ;δ )U (f ;δ )
E U(f ;δ )e
E U
− − − + −
− − − + −
−
− − − −−
− − − −−
−
=⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ++
%
%
%
%
%
{ } { } { }{ } { } { }1,m 1,m 0,m 1 1,m 12,m 2,m 0,m 1 2,m 1jwα T jwT jwT1,m jwα T* jwT jwT2,m E E(f ;δ )e e eE E EU (f ;δ )e e e+ −+ − ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅% %% %
  (B.4) 
 
 
 
De plus, comme on utilise une loi de probabilité uniforme et que toutes les périodes Ti sont 
connues préalablement, alors on peut écrire : 
 { } { } { } { },m ,mjwT jwTjwT jwTE E et E Ee ee e∂ ∂− −= =      (B.5) 
 
En utilisant (B.5), on peut simplifier (B.4) qui devient : 
 
 {} { }{ } { } { }{ } { } { }m mm m
2
m
K 1jwα T jw(1 α )T* jwT
m m
1
K 1jw(1 α )T jwα T* jwT
m m
1
E E U(f ;δ )
E E EU(f ;δ )e U (f ;δ )e e
E E EU(f ;δ )e U (f ;δ )e e
+∞ ∂−− − − −
∂=+∞ ∂−−
∂=
=⋅
+
+
∑∑
%
%
%
%
  (B.6) 
 
Puisque { }jwTE 1e < , nous pouvons écrire : 
 { } { }{ }K 1jwTK 1jwT KjwT1 E eE e 1 E e −+∞ ∂−∂= = −∑        (B.7) 
 
Dans (B.6) les lignes 2 et 3 représentent chacune des complexes conjugués. Ainsi en utilisant 
cette propriété et la relation (B.7), la PSD partielle s’écrit lorsque m m= %  : 
 { }{ } { } { }{ }m m
2
m,m m
K 1jwT
jw(1 α )T jwα T*
Km m jwT
1
S E U(f ;δ )
KT
E e2Re E E .U(f ;δ )e U (f ;δ )e
1 E e
−−
=  +   − %
%
%
  (B.8) 
 
 
2K-1 termes
K-1 termes
K-1 termes
2K-1 termes
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Lorsque ( %m < m ) 
Dans ce cas ,m 0,mt t∂ −%  est : 
 
2,m 2,K 1,1 1,K 0,1 0,m 1
1,m 1,K 0,1 0,m 1
,m 0,m 0,m 0,m 1
0,m 0,K 1,1 1,m 1
0,m 0,K 1,1 1,K 2,1
....
(T ... T T ... T T ... T ), 2
(T ... T T ... T ), 1
t t T ... T , 0
T ... T T ... T , 1
T ... T T ... T T ..
− − − − −
− − −
∂ −
−
− + + + + + + + + ∂ = −− + + + + + ∂ = −− = + + ∂ =+ + + + + ∂ =+ + + + + + +
%
%
% %
%
2,m 1. T , 2
....
−
 + ∂ = %
 (B.9) 
 
Nous remarquons que ( ,m 0,mt t∂ −% ) contient K (m m)∂ − −%  périodes lorsque ∂ < 0 et 
K (m m)∂ + −%  lorsque ∂ ≥ 0. Le terme ( ,m 0,m∂∆ − ∆% ) s’exprime de la même façon que dans 
(B.2). En utilisant (B.2) et (B.9), la relation (3.49) devient : 
 {} { }{ }2,m 0,m 1 2,m 2,m 0,m 0,m1,m 0,m 1 1,m 1,m 0,m 0,m
0,m 0,m 1 0
jw(T ... T ) jw(α T α T )*
0,m 2,m
jw(T ... T ) jw(α T α T )*
0,m 1,m
jw(T ... T ) jw(α*
0,m 0,m
E
E U(f ;δ )U (f ;δ )e e
E U(f ;δ )U (f ;δ )e e
E U(f ;δ )U (f ;δ )e e
− − − −
− − − −
−
− + + −−
− + + −−
− + +
= ⋅⋅⋅⋅ +++
% % %
% % %
%
%
%
%{ }{ }{ }
,m 0,m 0,m 0,m
0,m 1,m 1 1,m 1,m 0,m 0,m
0,m 2,m 1 2,m 2,m 0,m 0,m
T α T )
jw(T ... T ) jw(α T α T )*
0,m 1,m
jw(T ... T ) jw(α T α T )*
0,m 2,m
E U(f ;δ )U (f ;δ )e e
E U(f ;δ )U (f ;δ )e e
−
−
−
+ + −
+ + −
++ + ⋅⋅⋅
% %
% % %
% % %
%
%
   (B.10) 
 
Le développement de (B.10) conduit à (B.11) 
 {} { }{ } { } { }{ } { } { }{ }
0,m 0,m
2,m 2,m 2,m 1 0,m 1
1,m 1,m 1,m 1 0,m 1
0,m 0,m
0,m 0,
jwα T
0,m
jw(1 α )T* jwT jwT
2,m
jw(1 α )T* jwT jwT
1,m
jw (1 α )T
0,m
jwα T*
0,m
E U(f ;δ )e
E E EU (f ;δ )e e e
E E EU (f ;δ )e e e
E U(f ;δ )e
E U (f ;δ )e
− − − + −
− − − + −
−
− − − −−
− − − −−
−
=⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ +
% %
% %
%
%
%
%{ } { } { }{ } { } { }{ } { } { }
m 0,m 1 0,m 1
1,m 1,m 0,m 1 1,m 1
2,m 2,m 0,m 1 2,m 1
jwT jwT
jwα T* jwT jwT
1,m
jwα T* jwT jwT
2,m
E Ee e
E E EU (f ;δ )e e e
E E E .U (f ;δ )e e e
+ −
+ −
+ −
 ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
% %
% % %
% % %
%
%
  (B.11) 
 
En utilisant la propriété définie dans (B.5), on obtient : 
 
K - (m - m) -1 termes%(m - m) -1 termes%
2K - (m - m) -1 termes%
K + (m - m) -1 termes%  
2K + (m - m) -1 termes%  
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{} { } { } { }{ } { } { }
m m
m m
K (m m) 1jwα T jw (1 α )T* jwT
m m
1
K (m m) 1jw (1 α )T jwα T* jwT
m m
0
E E E EU(f ;δ )e U (f ;δ )e e
E E EU(f ;δ )e U (f ;δ )e e
+∞ ∂− − −− − − −
∂=+∞ ∂+ − −−
∂=
=⋅
+
∑∑
%
%
%
%
%
%
  (B.12) 
 
 
Nous pouvons aussi écrire : 
 { } { }{ }K (m m) 1jwTK (m m) 1jwT KjwT1 E eE e 1 E e − − −+∞ −∂− − −− −∂= = −∑ %%       (B.13) 
 { } { } { }{ }K (m m) 1jwTK (m m) 1 (m m) 1jwT jwT KjwT0 E eE Ee e 1 E e+ − −+∞ ∂+ − − − −∂= = + −∑ %% %     (B.14) 
 
En utilisant (B.12), (B.13) et (B.14), on détermine l’expression de la PSD partielle lorsque 
m m< %  : 
 { } { } { }{ }{ } { } { } { }{ }
m m
m m
K (m m) 1jwT
jwα T jw(1 α )T*
m,m Km m jwT
K (m m) 1jwT
(m m) 1jw(1 α )T jwα T* jwT
Km m jwT
E1 eS E EU(f ;δ )e U (f ;δ )e
KT 1 E e
E eE E EU(f ;δ )e U (f ;δ )e e
1 E e
− − −−− − − −
+ − −− −−
=  −  + +  −  
%
%
%
% %
%
%
%
  (B.15) 
Lorsque ( %m > m ) 
La seule différence avec le cas ( m m< % ) dans l’évaluation de ( ,m 0,mt t∂ −% ) est lorsque ∂ = 0. 
Dans ce cas : 
 ( )0,m 0,m 0,m 0,m 1t t T T −− = − + +% % L        (B.16) 
 
Ainsi ( ,m 0,mt t∂ −% ) contient ( m m− % ) périodes. La conséquence de cette différence se traduit 
dans la densité spectrale d’énergie partielle par la relation (B.17). 
 {} { } { } { }{ } { } { }
m m
m m
K (m m) 1jwα T jw (1 α )T* jwT
m m
0
K (m m) 1jw (1 α )T jwα T* jwT
m m
1
E E E EU(f ;δ )e U (f ;δ )e e
E E EU(f ;δ )e U (f ;δ )e e
+∞ ∂− − −− − − −
∂=+∞ ∂+ − −−
∂=
=⋅
+
∑∑
%
%
%
%
%
%
  (B.17) 
 
En écrivant : 
 { } { } { }{ }K (m m) 1jwTK (m m) 1 (m m) 1jwT jwT KjwT0 E eE Ee e 1 E e − − −+∞ −∂− − − − −− − −∂= = + −∑ %% %    (B.18) 
 { } { }{ }K (m m) 1jwTK (m m) 1jwT KjwT1 E eE e 1 E e+ − −+∞ ∂+ − −∂= = −∑ %%       (B.19) 
 
 
Ainsi, nous pouvons déterminer la densité spectrale d’énergie partielle lorsque m m> %  : 
  ANNEXE -B- 
- 188 / 188 - 
 
 { } { } { } { }{ }{ } { } { }{ }
m m
m m
K (m m) 1jwT
(m m) 1jwα T jw(1 α )T* jwT
m,m Km m jwT
K (m m) 1jwT
jw(1 α )T jwα T*
Km m jwT
E1 eS E E EU(f;δ )e U (f;δ )e e
KT 1 E e
E eE EU(f;δ )e U (f;δ )e
1 E e
− − −−− −− − − − −
+ − −−
 = +  −  + − 
%
%
%
%
% %
%
%
(B.20) 
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Résumé : 
Ce mémoire traite de la commande aléatoire du convertisseur Buck-Boost triphasé à 
prélèvement sinusoïdal du courant. Cette famille de convertisseurs est peu maîtrisée, et ce 
malgré le grand avantage qu’elle apportent par rapport à la structure Boost. L’objectif de ce 
travail est de développer une commande adaptée à cette structure améliorant la fiabilité et la 
qualité du convertisseur tout en réduisant le coût de réalisation. L'objectif étant d’aboutir à un 
convertisseur plus compétitif par rapport au convertisseur Boost. 
Après une présentation du contexte de l’étude dans le premier chapitre, le second chapitre est 
consacré au dimensionnement et à la mise en œuvre de la commande du convertisseur. 
Le troisième chapitre décrit la modulation à fréquence aléatoire RCFM, permettant d’atténuer 
la densité spectrale des courants de ligne tout en conservant l’amplitude de la composante 
fondamentale. 
Le quatrième chapitre porte sur l’amélioration de la fiabilité et la réduction du coût du 
convertisseur. Qui consiste en l’élaboration d’une architecture de commande s’affranchissant 
des capteurs de courant alternatif, et réduisant le nombre total des capteurs utilisés ce qui 
améliore sa fiabilité. 
Enfin, le dernier chapitre est consacré à l’étude expérimentale et aux simulations. L’étude 
expérimentale de la modulation a permis de valider les résultats théoriques de l’analyse de la 
RCFM. De plus, les simulations (intégrant des contraintes expérimentales) ont permis de 
valider le dimensionnement du convertisseur, sa dynamique ainsi que la reconstruction des 
différents signaux… 
 
Mots clefs : Correction de Facteur de Puissance (PFC), Survolteur Dévolteur, Modulation 
aléatoire, Densité spectrale, Harmoniques, Fonction de modulation, Electronique de 
puissance, Temps réel et DSP. 
 
 
Abstract : 
This thesis deals with the random control of three phase Buck-Boost converter with input 
current power factor correction. These structures are less investigated in spite of the great 
advantage which they bring compared to the Boost structures. So in this PhD we investigate 
new solutions allowing to obtain a Buck-Boost structure more competitive compared to the 
Boost (reliability, cost and EMC constraints). 
After a short presentation of the study context in the first chapter, the second one deals with 
the control system, dimensioning and implementation. 
The third chapter describes the randomized carrier frequency modulation. This technique 
attenuates the power spectral density of input current and preserves the fundamental 
component. 
The fourth chapter is dedicated to reliability improvement and reduces of manufacture cost. 
This consists to reduce the number of used sensors and only measure DC bus signals. This 
sensorless control requires fast algorithms to rebuild all signals (not measured but necessary 
for control). 
The final chapter is dedicated to the experimental study and simulations. Concerning the 
modulation analysis, the experimental study validates theoretical results. Moreover, 
simulations (with experimental constraints) allow validating the dynamic of converter, its 
dimensioning, as well as the rebuilding of the all signals… 
 
Key words : Power Factor Corrector (PFC), Buck-Boost, Random Carrier Frequency 
Modulation (RCFM), Power Spectral Density (PSD), Harmonics, Modulation function, Power 
electronics, Real time, Digital Signal Processor (DSP). 
