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A finite dimensional linear autonomous control process with subspace state 
restraint is considered from the controllability and minimum quadratic cost 
points of view. The problem of holding in a subspace on an infinite time interval 
with finite total control energy is also considered. 
1. INTRODUCTION 
Consider the autonomous linear control system 
3i=Ax+ Bu; t>,o (1.1) 
along with the initial condition 
x(0) = x0. (1.2) 
Here the state x and the control u are valued in Rn and Rm, respectively, and A 
and B are constant real matrices of the appropriate dimensions. The class of 
admissible controls U is the space of all Lebesgue-measurable mappings of 
[0, a) into Rm which are locally essentially bounded. Given x0 E R” and u E U, 
the associated response of (I. l)-( 1.2( is denoted 
x(t, x0, 24) = eAtxo + 
s 
t eA(+)Bu(7) A-. U-3) 
0 
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In this paper we shall study the controllability of system (l.l), and the qua- 
dratic regulator problem, under the imposition of the state restraint 
x(t, x0, u) E 9 vt E [O, T), (1.4) 
where 9 is a given subspace of R” and where T > 0 may or may not be finite. 
State restraints of type (1.4) are encountered in a wide variety of problems. 
Two important examples are the following. 
EXAMPLE 1.1. Linearization around an operating point, with conserved 
quantities. As a specific case, we consider the operation of a distillation process 
(see [I]) which can be described by a set of nonlinear equations 
where the state vector x represents mol fractions. Upon linearizing around a 
given operating pair (%, a) E R n+m, one obtains a system of the form 
8ti = A6x + B6u. (1.1)’ 
(Here 6x = x - X, 6u = u - u). S’ mce the xi are mol fractions we have the 
sim ple “conservation” equation 
from which follows 
(1.4)’ 
EXAMPLE 1.2. Unobservable transfer. Suppose that an observer of system 
(1 .l) can detect only an output vector 
y = sx, 
where S is a given matrix. Assume that x0 and xl are points in Y = M(S). (In 
what follows, M(.) and W(.) d enote null space and range, respectively). The 
transfer x0 + xi in time T is undetectable by the observer (i.e. y = 0 throughout) 
if and only if (1.4) holds. 
In Section 2 we begin by deriving certain elementary properties of subspace 
cores, and employ these to recapture certain results in the algebraic theory of 
[2], [3]; in particular, a characterization of the set of states steerable to and 
reachable from the origin by (1.1) under state restraint (1.4). Extensions are 
given and anomalies caused by the imposition of (1.4) are also discussed. 
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In Section 3, some of the results of Section 2 are applied to a general state 
restrained finite time linear-quadratic problem in order to accomplish a trans- 
formation to restraint-free form. In Section 4 the problem of holding in Sp on 
[0, ~13) with finite control energy is considered and the finite-energy core is 
characterized. 
2. SUBSPACE RESTRICTED STEERING 
We will make use of the following. 
LEMMA 2.1. Let 9” be a subspace of Rn. If x0 E V is such that there exist 
OL E (0, co) and u E Ufor which x(t, x0, u) E Y” Vt E [0, er), then Ax0 E V + W(B). 
Proof. If not, then for some p E (0, LY) we would have 
Ax(t, x0, u) f$ v + 92(B) Vt E (0, B) n D, (2-l) 
where D is the set of points of differentiability of x(t, x0, u) (which is dense in 
[0, co)). Let {tJ& be a sequence of times strictly decreasing to t E (0, fi) n D, 
such that x(ti , x0, U) E V. Then 
X(ti , x0, u) - x(i, x0, u) 
t< - t 
+ k(f, x0, u). (24 
Hence *(I, x0, II) E ,Y; since also f(i, x0, U) E Ax(t, x0, U) + .9?(B), (2.1) is 
contradicted. 1 
The following concepts are required. 
Notation ([4], p. 121). Given a subspace Y C Rn, core(Y) denotes the set 
of all x0 E Y such that for some u E U we have x(t, x0, u) E ?Y Vt > 0. 
DEFINITION [2]. A subspace V“ C Rn is said to be (A, B)-invariant provided 
A-Y- C Y- + 9?(B). 
In [2] (p. 2) it was shown (by construction) that (A, B)-invariance of a sub- 
space V” is equivalent to the existence of a matrix C such that 
(A-t BC)VCV. (2.3) 
If (2.3) holds, then it is clear that the feedback u = Cx will, for any ~0 E V, 
result in a solution which stays in V for all time. Thus Lemma 2.1 yields the 
following. (See also [5], Lemma 2.4). 
LEMMA 2.2. For any subspace 9’ C Rn, core(Y) is the maximal (A, B)- 
invariant s&pace of 9. 
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Remark 2.1. Maximal (A, B)- invariant subspaces are a technical tool which 
arise in problems of decoupling and pole-assignment ([2], [3]). Because of 
Lemma 2.2, interesting connections exist between the theory of [2], [3] and that 
discussed herein; some of these were pointed out in [5]. 
Notation. Let 9’ be a subspace of RrL and let T E (0, sx)). By corey( 11’) we 
denote the set of all x0 E -I’ for which there exists u E U such that x(t, x0, U) E Y? 
vt E [O, T]. 
A fundamental property of subspace cores is given in the following. 
LEMMA 2.3. For any subspace 9’ C Rn we have 
core,(Y) = core(Y) VT E (0, co). (2.4) 
Proof. Clearly if Tz 3 Tl > 0, then 
core(Y) = n corer(Y) C coreT,(Y) C coreT,(y). 
T>O 
It is readily noted that both corer(Y) and core(Y) are subspaces of R”. Hence 
there exists T* > 0 such that core,(S) C core,,(S) VT > 0. Take P E core,,(Y) 
and let u E C’ be such that x(t, ~0, U) E 9’ Vt E [0, T*]. Then 
x(t, x0, u) E core,,-,(Y) vt E [O, T*). (2.6) 
Lemma 2.1 then implies 
AxO fz corer*(Y) + 9(B), P-7) 
which implies that core,,(Y) is an (A, B)-invariant subspace of 9. Now apply 
Lemma 2.2. a 
Notation. For an 71 x n matrix A and a subspace V C R” we denote 
{A/V} = r + AY” + .‘. + An-lY. 
Thus {A/W(B)} is the usual controZZubZe space of system (1.1). Given an (A, B)- 
invariant subspace V C R”, denote by C(V) the class of all matrices C such that 
(2.3) holds. Let Ybe a subspace of Rn. If dim(W(B) n core(Y)) = k > 0, let K 
be an (m x k) full column rank matrix such that W(BK) = 9(B) n core(Y); 
such a K can always be found (and can in fact be formed from identity columns). 
If k = 0 then take K = 0, any width). 
The following key lemma and its consequence ((2.15) below) appeared in [3] 
(p. 332-333) and in the proof an inductive characterization of (A, B)-invariance 
was employed. We prove it here using elementary properties of subspace cores; 
namely, Lemma 2.3. 
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LEMMA 2.4. Let 9’ be any subspace of Rn and let T E (0, CD). Consider the 
control system 
~=(A+BC)x+BKv (2.8) 
where C E C(core(Y)) and K is as above. Then the following hold. (Solutions to 
(2.8), (1.2) are denoted $(t, x0, v) and the space of control functions for (2.8) is 
denoted V). 
(i) Let x0 E 9’ and suppose u E U is such that x(t, x0, u) E 9’ Vt E [0, T]. 
Then there exists v E V such that x(t, x0, u) = +(t, x0, v) Vt E [0, T]. 
(ii) Let x0 E Rn and v E V. Then there exists u E U such that x(t, x0, u) = 
$(t, x0, v) Vt 3 0. 
Proof of(i). Due to Lemma 2.3 we have 
x(t, x0, u) E core(Y) \Jt E LO, Tl, (2.9) 
and upon differentiating we readily conclude 
Ax(t, x0, u) + Bu(t) E core(Y) almost everywhere on [0, T]. (2.10) 
Hence 
(A + BC) x(t, x0, u) + Bu(t) - BCx(t, x0, u) E core(Y) 
almost everywhere on [0, T]. 
(2.11) 
It then follows that 
Bu(t) - BCx(t, x0, u) E core(Y) n %?(B) almost everywhere on [0, T]. 
(2.12) 
Now let v E V be such that on [0, T] 
BKv(t) = Bu(t) - BCx(t, x0, u). (2.13) 
(ii) Follows immediately from the identification 
u(t) = C$(t, x0, v) + Kv(t). a (2.14) 
Let x0 E 9’. The set of Y-restrained reachability from x0 in time T E (0, CD), 
denoted Mry(ti, T), is the set of all points reachable from x0 in time T along a 
solution of (1 .l) which remains in 9 on [0, T]. The set of Y-restrained con- 
trollability to x0 in time T E (0, oo), denoted Mey(xO, T), is the set of points 
steerable to x0 in time T along a solution ,of (1.1) contained in Y. 
From the previous lemma we readily obtain the following. 
320 PACHTER AND STERN 
THEOREM 2.1. Let Y be any subspace of Rn. Then for each T E (0, m) and 
each C E C(core(Y)) we have 
MT&O, T) = ~~~(0, T) = fi ~‘~(0, t) = n McY(OY 6 
t>0 t>o 
= ((A + BC)/22(B) n core(y)>. 
(2.15) 
Also, for any x0 E core(Y) and any C E C(core(Y)) we have, for each T E (0, CO), 
hPg(xo, T) = e(A+BC)*xo + ((A + M’)/.@(B) n core(Y)}. (2.16) 
Proof. (2.15) follows from Lemma 2.4 and classical controllability results (as 
e.g. in [4]) applied to system (2.8). (2.16) follows from (2.15) and the fact that 
core(Y) is invariant under A + BC. 1 
Remark 2.2. It is readily seen that in defining the subspace 
A = {(A + BC)/B(B) r\ core(Y)} 
and in equation 2.16 it is immaterial which particular C E C(core(9)) is chosen. 
In the terminology of [2], [3], M is the maximul controllability subspace of 9. 
Remark 2.3. Let m = 1 and assume that Y in a proper subspace of Rfi. If the 
state space is fully controllable (i.e. {A/B(B)) = R”) then the set of points steerable 
in 9’ to the origin in$nite time consists only of the origin itself. 
We note two ways to verify this somewhat nonintuitive fact. 
(a) We have {A/a(B)} Q core(Y). If not, then (A, Q-invariance of 
core(Y) implies core(Y) is A-invariant and therefore contains {A/,%(B)}, a 
contradiction. Since m = 1 we conclude 
and hence M = 0. 
94?(B) n core(Y) = 0, (2.17) 
(b) In [6], transform methods were used to prove that if m = 1 and 
{A/B} = R”, then for any initial state in core(Y), holdability in the core can be 
achieved only a unique control function (which must be an exponential poly- 
nomial). Hence x0 = 0 implies u = 0 is the only control holding x(t, x0, u) in Y, 
and so A = 0. 
Remark 2.4. Let Y be any subspace of Rn. Assume that rank(B) = m and 
that (2.17) holds. Let T E (0, co) be given. Then for any x0 E core(Y) there exists 
only one u E U (modulo a set of measure zero) such that (2.14) holds and this is 
given by the feedback law u = Cx, where C is any member of C(core(SP)). 
Indeed, since here .N = 0, (2.16) implies that there is only one Y-restrained 
trajectory emanating from x0. The full column-rank assumption implies uni- 
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queness of the control and the nonemptiness of C(core(Y)) implies its feedback 
form. It is worth noting that the conditions of Remark 2.4 do not imply uni- 
queness of C. This is obvious upon consideration of a case wherein core(Y) = 0. 
For a slightly less trivial case, consider for example 
A = (E, ;), B = (3, 9 = 3 ((3). 
Then C(core(Y)) is the set of all matrices [0, 011, (Y E R. 
Remark 2.5. Consider the “negative” control system 
ff=-Ax--u; t 3 0. (2.18) 
Denote solutions to (2.17), (1.2) by xp(t, x0, u). It can readily be checked that if 
u E U is such that x-(T, 0, U) = x0, then x(t, x0, zi) = 0, where d(t) = ~(2’ - t) 
for t E [0, T]. Suppose now that also x-(t, 0, u) E; Y, a given subspace, Vt E [0, T], 
but Ax, 4 Y. Then there must exist t E [O, T] such that x(t, x0, ci) 4 Y. Indeed, 
given E > 0 there exists S > 0 such that 
distance(Bu(t), 5“) < c almost everywhere on [0, a]. (2.19) 
If x(t, x0, 6) E 9 Vt E [0, T], then 
Ax(t) + Bu(T - t) E 9’ almost everywhere on [0, T]. (2.20) 
(2.19) then implies Ax0 E Y. 
Given u E U such that x-(T, 0, U) = x0 and X-(I, 0, U) E 9 Vt E [0, T], a 
control 2 E U which steers x0 to the origin in (1 .l) along an Y-restrained 
trajectory can, however, be computed. Let w E V be such that 
lG(t) = u(T - t) - Cx-(T - t, 0, u) (2.21) 
where K and C are as in Lemma 2.4, and take 
G(t) = K<(t) + C#, x0, w). (2.22) 
That 3 has the required properties is seen as follows. Since by Lemmas 2.2 and 
2.3, x0 E core(Y) (the maximal (-A, -B) -invariant subspace of Y), Lemma 2.4 
and (2.22) imply x(t, x0, i) = $(t, x0, 6) E 9 Vt E [0, T]. Now note that 
4(T, x0,6) = 0 since, by Lemma 2.4 and (2.21), Kw(t) = K&T - t) where 
+-(T, 0, w) = x-(T, 0, u), +- denoting solutions to 
k=-(A+BC)x-BBKv. (2.23) 
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3. STATE RESTRICTED FINITE TIME LINEAR-QUADRATIC PROBLEMS 
Consider the following two optimal control problems, which we will refer to 
as standard. T E (0, co) is given, and (., .) denotes inner product. 
(Pi) (Free endpoint). Find u E U minimizing 
s oT ((4th WD +(W, QW) dt. 
(PJ (Fixed endpoint). Let x1 E R” be specified. Then consider (Pr) with 
the additional requirement x( T, x0, a) = x1. 
In (Pi) and (PJ we assume that the matrices L and Q are symmetric positive 
semidefinite and positive definite, respectively. It is well known that (Pr) has 
a unique optimal solution and that (PZ) does as well, provided x1 E eArxo + 
{A/9(B)}. (See e.g. [4] for details). 
For a subspace 9’ C R” denote by (Ply) and (PZY) the analogs of the above 
problems, upon imposition of (I .4). W e will now discuss the conversion of these 
problems into standard form. 
We will assume rank(B) = m. Let x0 E core(Y). Then, in view of Lemma 2.4, 
solving (Pi”) in equivalent to minimizing 
I o= ((x(t), Lx(t)) + (‘W) + K@), Q(W) + Kw(t)))) dt (3.1) 
in the restraint-free system (2.8). S imilarly, given points x0 and x1 E core(y) 
solving (PZ”) is equivalent to minimizing (3.1); here we must impose the 
reachability condition 
xl E Mr~(xo, T). (3.2) 
Assume now that dim(.%(B) n core(y)) = K > 0. Consider the control 
system 
t = (A + BC - BK(K’QK)-l K’QC) z + BKw (3.3) 
(prime denoting transpose) with the initial condition 
z(0) = x0. (3.4) 
Along with (3.3)-(3.4) we introduce the objective functional 
s ,’ ((z(t), [L + C’QC - C’QK(K’QK)-l K’QC] z(t)> + (w(t), K’QKw(t)>) dt 
(3.5) 
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Observe that (Q - QK(K’QK)-l K’Q) is idempotent and symmetric. It 
follows directly that the matrix (L + C’QC - C’QK(K’QK)-r K&C) is sym- 
metric positive semidefinite. Hence (3.3)-(3.5) d escribes a standard form regula- 
tor problem. Also, denoting solutions to (3.3)-(3.4) by z(t, x0, w), we have that 
for any control function w on [0, T] 
where 
z(t, x0, w) = $(t, x0, V) Vt E [O, T] (3.6) 
a(t) = w(t) - (K’QK)-l K’QCz(t, x0, w). 
Furthermore, the integral (3.5) equals (compare to (3.1)) 
(3.7) 
I oT ((4(t, x0, fW$(t, 9, 6)) + (C+(t, x0, a) + K@(t),Q[C#, x0, fl> + f=(t)])) dt 
(3.8) 
Our findings up to this point are summarized in the following. 
THEOREM 3.1. Let Sp be a subspace of Rn, and let x0 E core(Y). Assume 
rank(B) = m and that 9?(B) n core(Y) # 0. Then (Pry) has a unique optimal 
solution given by 
u = [I - K(K’QK)-l K’Q] Cx + Kw*. (3.9) 
Here C is any member of C(core(Y)), K is any full column rank matrix such that 
9(BK) = 9%‘(B) n core(Y), and w* is the unique solution to the standard problem 
of (Pi) type given by (3.3)-(3.5). The same holds for (PzY) when in (3.3)-(3.5) we 
also have 
z(T) = x1 E etACBC)*XO + A. (3.10) 
Remark 3.1. In (3.9) we expressed w* in open loop form. Since w* solves a 
standaard (PJ type problem, however, it can be expressed in feedback form 
w* = Fx, upon solving a matrix Ricatti differential equation (see [4]). Then the 
optimal control in (3.9) can be given in the feedback form 
u = ([I - K(K’QK)-1 K’Q] C + KF) x. (3.9)’ 
For a subspace V, denote by PV the orthogonal projection onto V. In the 
following lemma some of the structure of C(core(Y)) is revealed; this will be 
exploited in Corollary 3.1 below. 
LEMMA 3. I. Let 9, B and K be as in Theorem 3.1. Then we have the following 
(i) C(core(Y)) is an afine set. 
(ii) C(core(Y)) is invariant under PN(~,) . 
(iii) There exists CC C(core(S) such that P.w(K,,C = C. 
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Pvoqf. To prove (i) we must show that 
Cl + a(C, - C,) e C(core(Y)) Va E R, VC, , C, E C(core(Y)). (3.11) 
Indeed, if C, , C, E C(core(9)) then 
(A + WC1 + a(Cl - CA)) core(p) 
C (1 + a) (A + BC,) core(Y) + ol(A + BC,) core(Y) C core(Y). 
(3.12) 
This proves (3.1 I). 
To prove (ii), recall that P~lr(~,) = I - PSItK) . Hence A + BPV1’.(K,rC = 
A -1 BC - BP,(,,C. For C E C(core(Y)) we have 
&?(BPg(KIC) C S?!(BK) C core(Y), (3.13) 
and therefore 
(A + BPxcK,jC) core(Y) C (A + BC) core(Y) + core(Y) C core(Y), (3.14) 
which proves (ii). 
To prove (iii), let D be a closed ball in the space of (m x n) real matrices 
(endowed with the norm subordinate to the Euclidean) such that G = D n 
C(core(9)) # 4. Since 11 PJY.(~,) /I = 1, PJ~(~,) maps G into itself. G is convex 
and compact (closeness following from (i); i.e., affine sets in finite dimensional 
spaces are closed). Here by Brouwer’s fixed point theorem there is a point 
C E G satisfying P.,v(~,,~ = e. 1 
Remark 3.2. Note that K(K’K)-l is the Moore-Penrose generalized inverse 
of K’. Also. 
and 
C - K(K’K)pl K’C = P,(,,,C (3.15) 
C’C - C’K(K’K)-l K’C = (PJ(,(&)’ P,(,,,C (3.16) 
for any C E C(core(Y)); here of course we require k > 1. (For facts regarding 
generalized inverses and projections, the reader is referred to [7]). 
The above lemma and remark readily yield the following corollary of Theo- 
rem 3.1. 
COROLLARY 3.1. Let 9 be a subspace of Rn and let x0 E core( 9). Let 
rank(B) = m and assume 92(B) n core(Y) # 0. Also assume that in problem 
(Ply), Q = I (the (m x m) identity). Let K be any full column rank matrix such 
that W(BK) = g’(B) n core(Y). Then there exists e E C(core(9’)) such that the 
unique solutzon to (Ply) is given by 
u = ex + Kw* (3.17) 
LINEAR-QUADRATIC CONTROL 325 
where w* solves the (Pi)-type problem associated with (3.4), 
i=(A+B&+BKw, (3.3)’ 
and 
1’ (<z(t), (L + c’t> z(t)> + (Kw(t), Kw(t))) dt. 
JO 
(3.5) 
The same holds for (Psy) when in (3.3)‘, (3.4) and (3.5)’ we require (3.10) to hold. 
Remark 3.3. It is not difficult to find a C as in the above corollary; that is, 
C as in Lemma 3.l(iii). Indeed, by Lemma 3.l(iii) we have that core(Y) is 
(A, BPM(,,)-invariant. The construction in [2], p. 2, then yields C such that 
(A + BPA,(K,jc) core(Y) C core(Y). Now take C = PJy(K,)C. 
4. SUBSPACE RESTRICTED STEERING ON AN INFINITE TIME INTERVAL 
Given a subspace Y C Iin, for each x0 E core(Y) one can choose u E U such 
that x(t, x0, u) E Y Vt 3 0. It may be the case, however, that there is no such u 
in L2[0, co); that is, the total control “energy” Jr (u(t), u(t)) dt = co for each 
such u. This is so in the following example. 
A=(; ;), B=(y), y-9((;)), #=(;). 
Hence we introduce the idea of a “finite energy core”. 
Notation. Given a subspace 9’ C Rn, we denote by cofe(9’) the set of all 
x0 E Y for which there exists u E L2[0, co) such that x(t, x0, r~) E 9’ Vt > 0. 
Upon applying the arguments used in Section 2, we readily conclude that 
core(Y) is an (A, B)-invariant subspace of core(Y). Note, however, that 
C E C(core(9’)) does not imply that the total control energy of u = CX is finite 
even though this feedback law generates trajectories which forever remain in 
core(Y). (For a simple example, consider Y = R”). We therefore require the 
following. 
Notation. Let V be a subspace of R 12. We denote by C;(V) the set of all 
C E C(V) such that the total control energy of u = CX is finite. 
We shall see below that Z’(coi-.e(9’)) is nonempty for every subspace 9’ C Rn. 
We shall also derive conditions under which core(Y) = coie(9’). Before 
proving these facts, we introduce the following optimal control problem. 
(P) Given x0 E 9, a subspace of Rn, find u EL,[O, co) which minimizes 
sz (u(t), u(t)) dt subject to x(t, x0, u) E 9’ Vt > 0. 
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LEMMA 4.1. The set of x0 E Y for which (P) has a solution is coEe(Y). 
Proof. That the solution set is contained in coie(Y) is obvious. To prove the 
reverse containment, let ,x0 E cafe(Y) and let {u~}~=~ be a sequence in L,[O, CD) 
such that 




Let u1 be a function such that ui’ + weak u1 on [0, 11 for a subsequence i’. Let u2 
be a function such that ui” -&ak 2 u on [I, 21, where i” is a subsequence of i’. 
Proceeding in this way on all intervals [ j, J’ + 11, j = 0, 1,2,..., we arrive at a 
function U on [0, 00) by setting ii(t) = d(t) for t E [j,i + l), i = 0, 1, 2,... 
Using well known facts concerning weak convergence on compact intervals in 
connection with sequential compactness of the trajectory space (see [4], p. 26, 
p. 56 and p. 242) we conclude that u EL,[O, co) achieves the inf in (4.1) and that 
x(t, x0, U) E Y vt > 0. 1 
At this point it will be worthwhile to recall some facts from stability theory. 
(Our reference in this regard is [8], Chapter 7). The minimal polynomial of any 
real square matrix G can be factored as &h) = 01o+(A) OIL-(h), where &(a: m) has 
its zero in the closed right (open left) half complex plane, and R” = M(q;+ (G)) 
@ JV(CQ-(G)), both the null spaces being invariant under A. Also, ~V(cu,-e(G)) = 
(X E Rn: eGTx --f 0 as t--f a}. For simplicity, in what follows we will denote 
M(ao+(G)) =X-(G) and JIT(c+-(G)) = X-(G). 
Next we need the following result of [9]. 
THEOREM 4.1 (Theorem 3.4 of [9]). Given system (1 .l)-( 1.2), the probEem of 
minimizing lz ((x(t), Lx(t)) + (u(t), u(t))) dt, with N positiwe semide$nite, has 
an optimal solution ii if and only if 
x0 E Z-(-q + {WqB)) + (J”(L))‘4 * 
Furthermore, u is expressible as a linear constant feedback law u = Gx. 
We now can prove the following. 
(4.2) 
THEOREM 4.2. For any subspace Y C R”, c(cole(Y)) is nonempty. In parti- 
cular, there exists c E C(coi;e(Y)) such that for each x0 E co?e(Y) the (unique) 
solution to (P) is given by the linear constant feedback u = cx. 
Proof. Assume B(B) n core(Y) # 0, f or otherwise the result is immediate, 
by Remark 2.4. Also, we can without loss of generality assume rank(B) = m. 
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Let C E C(core(Y)) and K be as in Lemma 3.l(iii) and Corollary 3.1, and take 
x0 E %--(A + se> + A+ (Jvpx)),,,, . (4.2)’ 
Consider now the arguments which led to Corollary 3.1, letting w* = Fx solve 
the problem associated with (3.4), (3.3)’ and (3.5)’ with T = co. It is then evident 
that coPe(Y) is given by (4.2)’ and that we can take 
~;=@+KF. m (4.3) 
It may be the case that core(Y) = core(Y). We turn now to the question of 
characterizing this interesting situation. If 9?(B) n core(Y) # 0 and rank(B) = 
m, cafe(Y) is exphcity given by (4.2)‘. When W(B) n core(Y) = 0, we obtain a 
simpler characterization. 
THEOREM 4.3. Let Y be any subspace of Rn. Assume rank(B) = m and 
W(B) n core(Y) = 0. Then a necessary and suficient condition for cafe(Y) = 
core(Y) is that for some C E C(core(9’)) 
where 
core(Y) C PX-(A + BC) + (M(C)), (4.4) 
We shall require the following lemma. 
LEMMA 4.2. Let G be a real (n x n) matrix, and let Y and W be subspaces of 
R*, where W is invariant under G. Then eGtx -+ 9’” as t + co Yx E W if and only if 
eGtx-+VG as t-+oO Vx’xE. 
Proof. The “if” part is automatic. To prove the “only if”, observe that due 
to the Hamilton-Cayley theorem we have V, = (-$r: JV( VG)k where V is any 
real matrix such that M(V) = V. Now eGtx + 9’” Vx E YY is equivalent to 
VeGtx + 0, which implies VeGtGx = VGeotx -+ 0, VeGtG2x = VG2eot -+ O,..., 
VeGtGn-lx = VGn--leotx -+ 0. Hence eGtx -+ VG. 1 
Proof of Theorem 4.3. Write G = A + BC. Due to the form of ectxO (see 
[lo], p. 135), the total control energy of u = Cx, CE C(core(9)) is finite 
Vx” E core(Y) if and only if eGtxo -+ J+‘(C) as t--f 00 Vxs E core(Y). Hence, 
Lemma 4.1 implies that this occurs if and only if eGtxO -+ ((.X(C)), VxO E core(Y). 
It is readily verifiable that M(C), = M(C), . Also, G-invariance of (J(C)), 
implies PG = PGP. (This is a variant of Theorem 1, p. 76 of [ll]). Hence 
PeGt = ePGtP. Thus, the total control energy associated with u = Cx is finite 
Vx” E core(Y) if and only if 
ePGtxO+ 0 as t 4 co, Vx” E core(Y). (4.5) 
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Since X-(G) @s+(G) = R”, we obtain 
(M(C)>,+ P%-(G)+ S+(G)= R”. (4.6) 
Note also that 
PA?-(G) C tP(PG); P%+(G) C %+(PG) . (4.7) 
If C E C(core(Y)) satisfies (4.4) then (4.5) holds since (4.4) implies P core(Y) 
C P%-(G) C ST-(PG). Then, by Remark 2.4 (uniqueness of control) we conclude 
that (4.5) holds for any C E C(core(SP)). Th is establishes the sufficiency part 
of the theorem. Now suppose that (4.4) failed to hold for every C E C(core(Y)). 
Then for each such C there exists x0 E core(Y) such that Px = y + z, with 
y E F(PG) and z E S+(PG), z # 0. Then (4.5) is violated. This establishes the 
necessity part of the theorem, and completes its proof. 1 
Note by virtue of Remark 2.4, that under the hypotheses of Theorem 4.3, 
(4.4) is equivalent to having finite total control energy for any u E U such that 
x(t, x0, 24) E Y Vt >, 0, Vx” E core(Y). 
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