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OPEN GROMOV-WITTEN THEORY WITHOUT OBSTRUCTION
VITO IACOVINO
Abstract. We define Open Gromov-Witten invariants counting psudoholo-
morphic curves with boundary of a fixed Euler characteristic. There is not
obstruction in the construction of the invariant.
1. Introduction
ForM Calabi-Yau threefold closed Gromov-Witten invariants count J-holomorphic
curves without boundary in M , and are independent of the choice of almost com-
plex structure J . In a similar way, if L is a oriented Lagrangian submanifold of
M of Maslov index zero, we would like to define open Gromov-Witten invariants
which count J-holomorphic curves in M with boundary in L. This is a much more
difficult problem than the closed case since the moduli spaces have no boundary in
the closed case, but have boundary and corners in the open case.
Motivated by the the result of [10], in [4] we introduced moduli space of Multi-
Curve that allow to treat the problem of boundaries at homological level, making
the problem someway more similar to the closed case. The moduli space of multi-
curve are associated to some kind of decorated graphs and are built from the usual
moduli spaces of curves. In [4] are defined Open Gromov-Witten invariants to all
genus in terms of linking numbers of the boundary components of the multi-curve,
in the case that L has the rational homology of a sphere.
Without restriction on the homology of L, in [7] we define recursively rational
numbers associated to moduli space of pseudo-holomorphic disks. The rational
number associated to the class β ∈ H2(M,L) can be defined only if the rational
number vanishes for every β′ such that ω(β′) < ω(β) and ∂β′ 6= 0 in H1(L,Q) .
These conditions are equivalent to the vanishing of the obstruction classes arising
in the definition of a bounding chain, familiar from Lagrangian Floer Homology
[2]. In particular the existence of the bounding chain set the invariants to zero for
every β with ∂β 6= 0 in H1(L,Q).
At least in principle, A∞ structures (with suitable symmetry proprieties) can
be seen as part of the so called genus zero Open Gromov-Witten potential. A
bounding chain can be seen as a critical point of itl. The potential satisfies classical
Maurter-Cartan equation and so its value on the critical points leads to an well
defined invariant (see [5]). However, for technical reasons the Open Gromov-Witten
potential is hard to define mathematically. The moduli of multi-disks allows to
define in [7] the rational invariants directly avoiding the use of Open GromovWitten
potential. This drastically simplifies the problem from the technical point of view.
A big limitation of the approach with the Open Gromov-Witten potential is that
the existence of a bounding chain is very strong restriction on the geometry (M,L).
Only in very special cases it is possible to find unobstructed Lagragians. Moreover it
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is not possible to extend this approach to higher genus. The higher genus Gromov-
Witten potential satisfies the quantum Maurter-Cartan equation and the value on
its critical points does not lead to a numerical invariant.
In this paper we provide a construction of Open Gromov-Witten invariants of
defined Euler Characteristic that does not rely on the existence of a bonding chain.
As in [4], the moduli space we consider are not simply the usual moduli spaces of
holomorphic curves with boundary mapped on L, but they are associated to some
kind of decorated graphs. Here we consider also graphs that are unconnected, this
correspond to compute the partition function of Open Topological String (see next
subsection). The reason why considering unconnected graphs solve the obstruction
problem stem on the simple observation that for unconnected graphs we are lead to
consider linking numbers of curves associated to the total boundary of the multi-
curve. Instead for connected graphs we need to consider each boundary component
separately, imposing extra conditions on the subgraphs in order to make the relevant
linking numbers defined (conditions that in genus zero case are the obstruction
classes mentioned above). In this paper we need only to impose that ∂β vanishes
in H1(L,Z). This approach works for higher genus as well.
1.1. Statement of the results. In this paper we show that open Gromov-Witten
invariants are suitable interpreted as elements of what we call multi-curve Homology
(MCH). The definition ofMCH is quite involved, however we prove that is isomor-
phic to a much simpler group that we call Nice Multi-Curve Homology (NMCH).
Since the definition of NMCH is very simple we now provide it quickly.
Fix γ ∈ H1(L,Q). Define C(γ) as the set of one-currents on L that can be
represented as simplicial one chains.
For each positive integer k fix
• A set H(k) of cardinality 2k,
• An involution σ : H(k) → H(k) without fixed points. Let E(k) be the set
of orbits of σ.
Consider the set
Ck(γ) = {{γh}h∈H(k)|γh ∈ C(γ), γh ∩ γσ(h) = ∅, for each h ∈ H(k)}
Let H′k be the Q vector space formally generated by elements of Ck. Define
Hk = (H
′
k ⊗ ok)/Aut(H(k), σ),
H = ⊕kHk,
where ok ∼= Z2 is the orientation system of E(k).
Let Hnul be the vector subspace of H generated by the elements
{γh(1)}h∈H(k) − {γh(0)}h∈H(k) +
∑
t
∑
{h0,h1}∈E(k)
(γh0 ∩ γh1)t{γh(t)}h∈H(k)\{h0,h1}
for each isotopy {γh(t)}h∈H(k),t∈[0,1] of elements of C(γ) that intersect transversaly.
In particular this implies they intersects for finite numbers of t, and therefore the
sum on t above is finite. If γh0(t) ∩ γh1(t) 6= ∅ the factor (γh0 ∩ γh1)t = ∓ is the
sign of the intersection. If γh0(t) ∩ γh1(t) = ∅ then (γh0 ∩ γh1)t = 0.
Finally, define NMCH0 as the quotient
NMCH0(γ) = H/Hnul
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As in [4], to deal with the nodes of type E in sense of [8], we assume that L is
homological trivial in H3(M,Q) and we fix a 4-chain K such that
(1) ∂K = L.
Define
γ0 = (K \ ∂K) ∩ L ∈ H1(L,Q).
Theorem 1. For each β ∈ H1(M,L,Z)) and χ ∈ Z from the moduli space of
multicurves it is associated an element Zβ,χ ∈ NMCH0(∂β + γ0) depending only
on (M,ω) and K, and is independent of compatible almost complex structure J
and various choices wemade to define a Kuranishi structure on the moduli space of
curves. Moreover Zβ,χ does not change if add to K a four-chain in M homologically
trivial.
To prove the theorem we use the moduli space of multi-curve introduced in [4]. It
would be basically impossible to construct an element of NMCH0 directly from the
moduli space of multi-curves. For this reason in Section 2.1 and 2.2 we introduce
a more elaborate group that we call multi-curve homology MCH . In Section 3 we
show that is not hard to contract an element of MCH from the moduli space of
multi-curves. The four chain K is used used in Section 3.4 to add correction terms
to the moduli space of multi-curve to deal with the boundary nodes of type E. It
is a simple algebraic lemma that the groups NMCH and MCH are isomorphic:
MCH0 ∼= NMCH0.
To define rational numbers we use the elementar fact that if [γ] = 0 ∈ H1(L,Q)
there exists an homomorphism
(2) MultiLink :MCH0(γ)→ H0(point,Q)
defined from the usual linking number between homological trivial curves of L.
Therefore as corollary of Theorem 1 we get
Corollary 2. To each each β ∈ H2(M,L,Z) with ∂β + γ0 = 0 ∈ H1(L,Q) from
the moduli space of curve it is associated a rational number aβ,χ ∈ Q that depends
only on (M,ω) and K, and is independent of compatible almost complex structure
J and various choices we made to define a Kuranishi structure. Moreover aβ,χ does
not change if add to K a four-chain in M homologically trivial.
Remark 3. In presence of a B-field it is possible to modify the construction above
to get a not trivial rational invariant for any class β such that
∂β + γ0 + PDL(B|L) = 0.
1.2. A technical remark. We observe that the argument we used to achive
trasversality here is much simpler than the one in [2] for Lagrangian Floer Ho-
mology. In order to construct the A∞ structure of [2] it is necessary to work
component-wise on the space of disks. A component-wise pertubation of the mod-
uli space would correspond to a perturbation of (33) that is a product of pertur-
bations of the single factors. This is a strong constrain, and it makes hard to
achieve transversality. In order to construct an element of MCH , instead we need
to consider only the compatibility with (37) on the moduli space of multi-curves.
This is a much softer constrain and it makes much simpler to achieve transversality.
A perturbation of this type would be impossible working simply with the moduli
space of curves as done in [2].
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We also point out that working component-wise makes impossible to distinguish
between weakly submersive and forgetful compatible points. This problem is related
to the difficulty to keep the symmetries of the problem, such as cyclic symmetry for
A∞ structures. On the moduli space of multi-curve the distinction between weakly
submersive and forgetful compatible points can be made in a trivial way.
1.3. Relation with String Theory. It is well known that the partition function
of the closed topological string defined at physical level using the path integral can
be computed in terms of closed holomorphic curves, that is closed Gromov-Witten
invariants. This result arise at physical level from the supersymmetric localization
of the mathematical ill defined path integral. In analogy with the closed case, we
would like to define Open Gromov-Witten invariants that are the mathematical
counterpart of Open Topological String partition function.
In [10] Witten defines at the physical level of rigor the open topological string
partition function for a pair (M,L). Witten shows that in the open case the super-
symmetric localization is much more complicated than the closed correspondent.
He argues that the open topological string partition function receives contributions
also from degenerate or partially degenerate curves. In the case of the cotangent
bundle M = T ∗L, where there are no non-constant holomorphic curves, the open
topological string is equivalent to Chern-Simons theory on L. The degenerate curves
correspond to Feynman graphs of the Chern-Simons theory.
In more general Calabi-Yau manifolds pseudo-holomorphic curves can be present
and the Chern-Simons integral need to be corrected by Wilson loops associated to
the boundary circles of the curves. The contribution of a set of holomorphic curves
Σi can be computed as expansion on the formal parameter θ using formula (4.50)
of [10]:
(3) L =
1
2gs
∫
L
Tr(A ∧ dA+
2
3
A ∧ A ∧ A) +
∑
i
g−χis ηi exp(θqi)TrP exp
∫
γi
A,
where γi = ∂Σi, qi are the symplectic area of Σi, ηi is the sign factor, χi the euler
characteristic. Here we have made explicit the dependence on the parameter gs (the
string coupling) since we are interested to the formal expansion on it. P exp
∫
γi
A
is the path-order integral, that is the notation used in physics for the homolonomy
of A.
The case of abelian connection (corresponding to D-branes wrapped one time) is
the case more studied in mathematics. The starting point of the papers [4] , [5] was
to provide a mathematical definition of (3) in this case. The Feymann expansion
of (3) is defined mathematically using the moduli space of multi-curves.
To define a numerical invariant there is one more step, that was only implicit
in [10]. The BV quantizaton of Chern-Simons theory leads to a measure on the
moduli space of flat connections that is defined up to an exact form (see [3]). The
partition function is given by the integral of this measure on the moduli space of
flat connections. Instead to integrate on the whole moduli space of flat connections,
we can actually do a little better, and integrate over any connected component of
it. The moduli space of abelian flat connections can be identified with the set of
Hom(H1(L,Z), U(1)), and its connected components are given by the fibers of the
map
(4) Hom(H1(L,Z), U(1))→ Hom(Tors, U(1)),
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where Tors is the torsion subgroup of H1(L,Z).
The Feymann expansion of (3) around a flat connection A0 is given by an ex-
pansion in diagrams with a classical factor given by exp(i
∫
γ
A0), where γ =
∑
i γi
is the total boundary of the multi-curve. In the abelian case the propagator does
not depend on A0. The dependence on A0 is only on the classical numerical factor.
Thus, the integral over a fiber of (4) can be factorized as:
(5)
(∫
connected component
exp(i
∫
γ
A0)
)
× (Feymann diagrams).
At physical level, it is expected that the sum over all the multi-curves in a given
homology class β should leads an invariant. It is elementary to check that∫
connected component
exp(i
∫
γ
A0) 6= 0⇔ [γ] ∈ Tors.
Thus we expect that the Feymann diagrams on the second factor of (5) leads to
an invariant if ∂β ∈ Tors. This is mainly what we prove mathematically in this
paper (see Section 1.4 for the physical explanation of the term γ0 in Theorem 1 ).
The graphs we define in this paper can be considered as a mathematical rigorous
regularization of this Feymann expansion.
1.4. B-field and Four Chains. As in [4] to deal with the boundary nodes of
types E ([8]) we assume that L is homologically trivial in H3(M,Q) and we fix a
four-chain K in M such that (1) holds. We now want explain the physical origin
origin of the four chain and its relation with the B-field.
As already observed in [4] the existence ofK is related to the fact that topological
charge of the brane must be zero in the compact case. This topological charge
is provided by background fields of string theory that are differential forms. In
presence of branes, it is well known that these differential forms develop a singularity
along the branes. For example in M -theory on a eleven dimensional manifold Q,
withM5-brane supported on a six-dimensional submanifoldW , there exists a closed
differential four-form G singular along W , such that
(6)
∫
S4
G = 1
for any small sphere S4 surrounding the M5-brane W .
A similar story is also true in topological string. The branes of the A-model
topological string are associated to lagrangian submanifolds of maslov index zero.
Now we have a B-field that we consider as an element of H2(M,Q) (here we neglect
the torsion). In presence of A-brane the B-field has quantum corrections in the
string coupling gs and acquire a flux given by
(7)
∫
S2
B = gs
for any small sphere S2 surrounding L. Here we consider B as a formal expansion
in gs
(8) B = Bcl + gsB
′.
where Bcl is the classical part of B, and B
′ is affected by condition (7). In presence
of a B-field, in the second term on the left side of formula (3) there is an extra
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factor given by
(9) exp
(
i
∫
Σi
B
)
.
Note that a B-field with the type of singularity as in (7) still define a linear map∫
B : H2(M,L)→ Z.
Because of the factor (9), instead to make the perturbative expansion around
flat connections, we need to expand around connections A0 which curvature F0
satisfying the relation
(10) F0 +B|L = 0.
If we make the Feyman expansion around A0 and integrate over the moduli space
of A0 satisfying (10) , by the same reason as in Section 1.3, we conclude that
(11) ∂β +
1
gs
PDL(B|L) = 0
for any homology class β of a multi-curves with not trivial contribution to the
partition function.
The four chain K can be seen as the Poincare dual of B′ in (8). To make this
more precise, let T be a small tubular neighborhood of L. Define
M ′ =M \ T˚
Since L is a three manifold its tangent bundle is trivial. Since L is lagrangian, also
its normal bundle is trivial. Thus ∂T is a trivial sphere bundle on L and
(12) H2(∂T,Q) ∼= H2(L,Q)⊕H0(L,Q).
For an element α ∈ H2(∂T,Q) denote by (α2, α0) its components in (12).
Definition 1. A B-field is an element B ∈ H2(M ′,Q) as in (8) such that
(13) (B|∂T )0 = gs.
Assume that
Bcl = 0.
It is easy to see that in this case the choice of a B-field is equivalent to define a
four chain (1) as element of H3(M,L,Q). Actually, consider the Poincare dual of
B′:
K ′ = PDM ′(B) ∈ H4(M
′, ∂T,Q).
Denote by (C1, C3) the components of an element C ∈ H3(∂T,Q) in the isomor-
phism
(14) H3(∂M
′,Q) ∼= H1(L,Q)⊕H3(L,Q).
Relation (13) is equivalent to
(∂K ′)3 = [L].
It is easy to see that this implies that K ′ can be extended to a four chain K in M
such that (1) holds. Moreover we have
[(K \ ∂K) ∩ L] = PDL((B|L)2).
The last relation implies that the shift of the homology class in Theorem 1 is the
same of the one given by (11). The extra factor (9) leads to the correction terms in
the expansion of (3) that we write using the four chain in section 3.4. We work with
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the four chain because are more suitable for the mathematical rigorous definition,
for technical issues related to the moduli space of Holomorphic curves.
Remark 4. Property (7) is also natural in the context of large N -duality ([9]). In
that case it can be formulate as the invariance of the flux of the B-field at infinity
before and after the conifold transition. This match is important when we take
the geometric transition of [9] as a local model for geometric transitions for more
general manifolds.
2. Multi-Curve Homology
In this section we define Multi-Curve Homology, that is the main algebraic topo-
logical object we shall use to define Open Gromov-Witten invariants. That is
associated to the following data:
• An oriented three manifold L,
• a finite-rank free abelian group Γ, called topological charges,
• an homorphism of abelian groups
∂ : Γ→ H1(L,Z)
called boundary homomorphism.
• an homomorphism of abelian groups
ω : Γ→ R
called symplectic area.
We provide two version of Multi Curve Homology. The first version is associated
to some kind of decorated graphs and it arises naturally from the moduli space of
curves, as we prove in the next section. The second version is roughly what we
get after adding over all the graphs of a fixed euler characteristic. The rational
invariants are more suitable defined using the second version.
2.1. MCH: First Version. We start defining the decorated graphs we shall need
to define the MCH.
Definition 2. A decorated graph G is defined by the data (H,V, σ, π, β˜, χ˜, n˜) where
• H(G) is the finite set of half-edges of G.
• V (G) is the finite set of vertices of G.
• σ : H(G) → H(G) is an involution without fixed points. The set of orbits
of σ is denoted E(G), and is called the set of edges of G.
• π : H(G)→ V (G) maps a half-edge to the vertex to which it is attached.
• β˜ : V (G) → Γ associates to a vertex the topological charge. We denote
βv = β˜(v).
• χ˜ : V (G)→ Z≤1 associates to a vertex the euler charactheristic. We denote
χv = χ˜(v).
• n˜ : V (G) → Z≥0 associates to a vertex the number of internal punctures.
We denote nv = n˜(v).
The homology class of G is defined by
β =
∑
v∈V (G)
βv,
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and the Euler characteristic by
χ(G) =
∑
v∈V (G)
(χv − nv)− |E(G)|.
A vertex v is called unstable if βv = 0 and 2χv − |π
−1(v)| ≥ 0. The graph G is
called stable if it has not unstable vertices.
Denote by Gk(β, χ) the set of stable decorated graphs with k edges, topological
charge β and euler characteristic χ. Also put G(β, χ) = ⊕kGk(β, χ).
Fix a norm ‖ • ‖ on ΓR = Γ⊗ R. For each positive real number C ∈ R>0 let
(15) G(β, χ, C) = {G ∈ G(β, χ)| ‖ βv ‖≤ Cω(βv) for each v ∈ V (G)}.
Observe that G(β, χ, C) is a finite set. In this section we fix the constant C a we
omit in the notation the dependence on ‖ • ‖ and C.
Definition 3. For a decorated graph G, and e = {h1, h2} ∈ E(G), the graph δeG
is defined by the data (H ′, V ′, σ′, π′, β˜′, χ˜′), where
• H(δeG) = H(G) \ {h1, h2},
• V (δeG) = V (G)/ ∼ where we identify π(h1) ∼ π(h2). Let v0 ∈ V (δeG) be
the image of π(h1) ∼ π(h2).
• σ′ = σ|H′
• π′ = π|H′
•


χ′v = χv, β
′
v = βv, n
′
v = nv if v 6= v0
χ′v0 = χπ(h1) + χπ(h2) − 1, βv0 = βπ(h1) + βπ(h2), n
′
v0 = nπ(h1) + nπ(h2) if π(h1) 6= π(h2).
χ′v0 = χπ(h1) − 1, βv0 = βπ(h1), n
′
v0 = nπ(h1) if π(h1) = π(h2).
Let Gk,l(β, χ) be the set of pairs (G, {E0, E1, ..., El}) where G ∈ Gk(β, χ), and
E0 ⊂ E1 ⊂ ... ⊂ El is an increasing sequence of subsets of E(G). We consider
Gk(β, χ) as a subset of Gk,0(β, χ)
Gk(β, χ) ⊂ Gk,0(β, χ),
where G ∈ Gk(β, χ) is identified with (G, ∅) ∈ Gk,0(β, χ). Sometime we denote by
m a sequence like {E0, E1, ..., El}.
We consider two operations on G(β, χ). Let (G, {E0, E1, ..., El}) ∈ Gk,l(β),
• for 0 ≤ i ≤ l define ∂i(G, {E0, E1, ..., El}) = (G, ∂i{E0, E1, ..., El}) ∈
Gk,l−1(β), where ∂i{E0, E1, ..., El} = {E0, ..., Eˆi, ..., El},
• for e ∈ E(G) \ El, define δe(G, {E0, E1, ..., El}) = (δeG, {E0, E1, ..., El}) ∈
Gk−1,l(β).
Denote by oe ∼= Z2 the set of orientations of the edge e. Define
oG = (⊗e∈E(G)oe) ∼= Z2,
the orientation system of the edges E(G).
Definition 4. For (G,m) ∈ Gk,l(β), let C′d(G,m) be the set of currents on L
H(G) of
dimension d+2k+ l that can be represented by a smooth simplicial chain transverse
to the big diagonals associated to every edge in E(T ) \ El. Let
Cd(G,m) = (C
′
d(G,m)⊗Z2 oG)/Aut(G,m).
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In the above definition the big diagonal associated to e ∈ E(T ) is defined by
π−1e (Diag), where πe : L
H(G) → L× L is the projection to the components associ-
ated to e.
Define
Cd,k,l(β, χ) = ⊕(G,m)∈Gk,l(β,χ)Cd(G,m)
Cd(β, χ) = ⊕k,lCd,k,l(β, χ).
On these vector spaces we consider three linear maps:
•
∂ : Cd,k,l(β, χ)→ Cd−1,k,l(β, χ)
that is the usual exterior derivative on the space of currents.
•
δ : Cd,k,l(β, χ)→ Cd−1,k−1,l(β, χ)
First for a current C on LH(G) representable by a smooth simplicial chain
transversal to π−1e (Diag), define
δeC = C ∩ π
−1
e (Diag).
Define the orientation of δeC according to the relation T∗C = NDiag(L ×
L) ⊕ T∗(δeC), where NDiag(L × L) ⊂ T∗(L × L) is the normal bundle to
the diagonal. Define
(δB)(G,m) =
∑
δe(G′,m′)=(G,m)
δe(B(G
′,m′))
where the sum is taken over the all the (G′,m′) ∈ G(β, χ) and e ∈ E(G′)\E′l
such that δe(G
′,m′) = (G,m).
•
∂˜ : Cd,k,l(β, χ)→ Cd−1,k,l+1(β, χ)
defined by
(∂˜B)(G,m) = (−1)d
∑
0≤i≤l
(−1)iB(G, ∂im).
It is easy to show that ∂2 = 0, δ2 = 0, ∂˜2 = 0, ∂δ+δ∂ = 0, ∂∂˜+ ∂˜∂ = 0, δ∂˜+ ∂˜δ = 0.
Hence the linear map
(16) ∂ˆ = ∂ − δ − ∂˜ : Cd(β, χ)→ Cd−1(β, χ)
satisfies ∂ˆ2 = 0.
To define multi-curve homology we consider the subspace
Cˆd(β, χ) ⊂ ⊕χ′≥χCd(β, χ
′)
of elements forgetful compatible in the sense of next definition.
Definition 5. A multi-curve chain B ∈ ⊕χ′≥χCd(β, χ′) is said forgetful compatible
if for each (G, {E0, E1, ..., El}) ∈ Gk,l(β, χ′) with χ′ ≥ χ the following happen. Let
Vunst be the set of vertices of G that are unstable after removing H0. Let G
′ the
graph we get from G removing the edges in E0 and the vertices in Vunst. Define
(G′, {E′0, E
′
1, ..., E
′
l}) ∈ Gk−k0,l(β, χ
′ + |E0|), with E′i = Ei \ E0 for 0 ≤ i ≤ l.
There exist
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• a representation as simplicial chain
B(G′, {E′0, E
′
1, ..., E
′
l}) =
∑
a∈A
ρaφ
′
a
for some φ′a : ∆d+2k+l → L
H(G′), ρa ∈ Q,
• ∀a ∈ A, ∀v ∈ V (G), a one dimension compact manifold Fa,v,
• ∀a ∈ A, ∀h ∈ H0 a map fa,h : ∆d+2k+l × Fa,π(h) → L with
(fa,h)∗[{x} × Fa,π(h)] = ∂βπ(h) in H1(L,Z),
for every x ∈ ∆d+2k+l,
such that
B(G, {E0, E1, ..., El}) = (
∑
a
ρaφa)×
∏
v∈Vunst
Fv
where
φa : ∆d+2k+l ×
∏
h∈H0
Fa,π(h) → L
H(G),
φa(x, {yh}h∈H0) = (φ
′
a(x), {fa,h(x, yh)}h∈H0),
and, for each v ∈ Vunst, Fv is a fixed current on LHv depending only on the type of
the vertex v.
Let Cˆd(β, χ) be the vector space of multi-curve chains forgetful compatible in the
sense above. It is easy to see that (16) induces a linear map
(17) ∂ˆd : Cˆd(β, χ)→ Cˆd−1(β, χ).
Multi curve homology is the homology of this complex:
MCHd(β, χ) =
Ker(∂ˆd)
Im(∂ˆd+1)
.
2.2. MCH: Second Version. For each positive integer k ∈ Z≥0 fix
• A set H(k) of cardinality 2k,
• An involution σ : H(k) → H(k) without fixed points. Let E(k) be the set
of orbits of σ.
• A ordering of E(k), that is a bijection E(k) = {1, 2, ..., k}.
For e = {h1, h2}, define oe ∼= Z2 the set of ordering of h1, h2. And let
ok = (⊗e∈E(k)oe).
Given a sequence of integer numbers 0 ≤ k0 ≤ k1 ≤ ... ≤ kl ≤ k, denote by
Aut(H(k), σ, k0, k1, ..., kl) the group of permutations of H(k) that commute with σ
and that fixes the sets of edges {1, 2, ..., ki} for each 0 ≤ i ≤ l:
Aut(H(k), σ, k0, k1, ..., kl) = {g ∈ S(H(k))|gσ = σg, g({1, 2, ..., ki}) = {1, 2, ..., ki} for 0 ≤ i ≤ l}.
Definition 6. Define C′d,k(k0.k1, ..., kl) as the space of currents on L
H(k) of dimen-
sion d + 2k + l representable by a smooth simplicial chain transversal to the big
diagonals associated to every edge in {kl + 1, kl + 2, ..., k}. Define
Cd,k(k0.k1, ..., kl) = (C
′
d,k(k0.k1, ..., kl)⊕Z2 ok)/Aut(H(k), σ, k0, k1, ..., kl).
Put
Cd,k,l =
⊕
k0≤k1≤...≤kl≤k
Cd,k(k0.k1, ..., kl).
Define three operations:
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•
∂ : Cd,k,l → Cd−1,k,l
that is the usual derivative on the space of currents.
•
δ : Cd,k,l → Cd−1,k−1,l
defined as
(δB)k−1,l =
∑
e∈E(k)\El
δeBk,l
where δeBk,l is the intersection with the big diagonal in L
H(k) associated
to the edge e.
•
∂˜ : Cd,k,l → Cd−1,k,l+1.
For this first define the linear maps
fi : Cd,k(k0.k1, ..., kl)→ Cd,k(k0, ...kˆi, ..., kl)
fi(B) =
∑
g∈
Aut(H(k),σ,k0 ,...,kˆi,...,kl)
Aut(H(k),σ,k0 ,k1,...,kl)
g∗(B).
Define
(∂˜B)(k0, k1, ..., kl) = (−1)
d
∑
i
(−1)ifi(B(k0, ..., kˆi, ..., kl)).
It is easy to show that ∂2 = 0, δ2 = 0, ∂˜2 = 0, ∂δ+δ∂ = 0, ∂∂˜+ ∂˜∂ = 0, δ∂˜+ ∂˜δ =
0. Hence the linear map
(18) ∂ˆ = ∂ − δ − ∂˜ : Cd → Cd−1
define a complex, where Cd = ⊕k,lCd,k,l.
Definition 7. Fix a classs γ ∈ H1(L,Q). A multi-curve chain B ∈ Cd is said
forgetful compatible in the class γ if for each (k0, k1, ..., kl) the following happen.
There exist
• a finite set A with, ∀a ∈ A a map φ′a : ∆d+2k+l → L
H(k−k0), a ρa ∈ Q, a
one dimension compact manifold Fa,
• ∀a ∈ A, ∀h ∈ H0 a map fa,h : ∆d+2k+l × Fa → L with
(fa,h)∗[{x} × Fa] = γ in H1(L,Q)
for every x ∈ ∆d+2k+l,
such that
B(k0, k1, ..., kl) =
∑
a∈A
ρaφa
where
φa : ∆d+2k+l × (Fa)
H0 → LH(k)
φa(x, {yh}h∈H0) = (φ
′
a(x), {fa,h(x, yh)}h∈H0).
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Let Cˆd(γ) be the subset of Cd given by the multi-curve chains that are forgetful
compatible in the class γ in the sense of Definition 7. It is easy to see Cˆd(γ) is a
subcomplex, so that (18) define a complex
(19) ∂ˆd : Cˆd(γ)→ Cˆd−1(γ).
Multi curve homology is homology of this complex
MCHd(γ) =
Ker(∂ˆd)
Im(∂ˆd+1)
.
2.3. Nice Multi-Curve Homology. We now define a simpler version of Multi-
Curve Homology and prove that is equivalent to the one defined in the section
before.
Definition 8. A multi curve chain B is called nice if
Bd,k,l = 0 for each l > 0.
The space of nice multi curve chains is a subcomplex of Cˆd(γ). We call the homology
of this subcomplex nice multi curve homology NMCH(γ).
It follows directly from the definition that Bd,k := Bd,k,0(k0) does not depends
on k0.
It is quite simple to describe a set of generators of NMCH0 as follows. For
each h ∈ H(k) fix a one dimensional current γh that can be represented by smooth
simplicial one-chains, such that [γh] = γ. Assume that for each {h} ∈ H(k) the
support of γh and γσ(h) do not intersect. Then
(20)
∏
h∈H(k)
γh.
is a nice zero-multi-curve chain. It is eay to see that the vector space of nice multi
disk 0-chain is generated by elements like (20). Moreover the vector space of nice
multicurve 1-chains is generated by isotopies of (20)
{t→
∏
h∈H(k)
γh(t)}.
Proposition 5. The natural map
(21) NMCH0(γ)→MCH0(γ)
is an isomorphism.
Proof. We first show that (21) is surjective. Let Z ∈ Cˆ0(β) be a multi-curve 0-chain,
Zˆ = 0. We need to show that there exists B ∈ Cˆ1(β) such that Z ′ = Z + (∂ˆB) is a
nice multi curve chain. We shall show this by a double induction.
Let k ∈ Z≥0 be a positive integer number, and assume that
(22) Zk,l = 0 if k > k and l > 0.
We want to prove that there exists B such that Z ′
k,l
= 0 if l > 0. We will define B
such that Bk,l = 0 if k 6= k, in particular (22) holds for Z ′ instead of Z.
We first define Bk,0. From the forgetful propriety it follows that Zk,0(k) =∏
h∈H(k) γh for some one-currents γh. Perturb the {γh}h∈H(k) to a set of currents
{γ′h}h∈H(k) such that for each h ∈ H(h) the support of γ
′
h and γ
′
σ(h) do not intersect.
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Denote by Z ′
k,0
=
∏
h∈H(k) γ
′
h the associated perturbation of Zk,0(k). Since ∂ˆZ = 0,
we know that ∂Zk,1(k0, k) = Zk,0(k0) − Zk,0(k), so there exists Bk,0(k0) small
perturbation of Zk,1(k0, k), transverse to all the big diagonals associated to the
edges in E(k) \ {1, 2, ..., k0}, such that the identity ∂Bk,0(k0) = Zk,0(k0) − Z
′
k,0
holds.
Now we proceed by induction on l. Assume that we have defined Bk,l for every
l < l with the following proprieties:
• Bk,l(k0, k1, ..., kl) is a small perturbation of (−1)
l+1Zk,l+1(k0, k1, ..., kl, k) ,
• Bk,l(k0, k1, ..., kl) is transverse to the big diagonals associated to the edges
E(k) \ {1, 2, ..., kl},
• The following identity holds for 0 < l < l
(23) Zk,l + ∂Bk,l + ∂˜Bk,l−1 = 0.
To define Bk,l observe first that
∂(Zk,l + ∂˜Bk,l−1) = ∂Zk,l + ∂˜Zk,l−1 = 0
where the first equality follows applying (23) for l = l − 1 and the second equality
follows from ∂ˆZ = 0. From ∂ˆZ = 0 it follows also that
(−1)l+1∂Zk,l+1(k0, k1, ..., kl, k) = Zk,l(k0, k1, ..., kl)+(−1)
l+1
∑
i
(−1)iZk,l(k0, ..., kˆi, ..., kl, k).
Therefore, sinceBk(k0, ..., kˆi, ..., kl) is a small perturbation of (−1)
lZk(k0, ..., kˆi, ..., kl, k)
for l < l, there existsBk(k0, k1, ..., kl) small perturbation of (−1)
l+1Zk(k0, k1, ..., kl, k)
such that the identity (23) holds for l = l. Since Z satisfies Definition 7, B can be
chosen such that Definition 7 holds.
We now prove that (21) is injective. Suppose that Z is nice and that it is trivial
MCH . Let B ∈ Cˆ1(β) such that ∂ˆB = Z. We need to find C ∈ Cˆ2(β) such that
B′ = B + ∂ˆC is nice. To define C we can proceed inductively as before. Let k be
positive integer such that
Bk,l = 0 if k > k and l > 0.
Analogously to what we did above for Z ′
k,0
, define B′
k,0
as a small perturbation
of Bk,0(k) such that
Zk,0 + ∂B
′
k,0
+ δBk+1,0 = 0
holds. We then proceed as above defining Ck,l(k0, k1, ..., kl) as small perturbation
of (−1)lBk,l+1(k0, ..., kˆi, ..., kl, k) such that
B′
k,0
= Bk,0 + ∂Ck,0
Bk,0 + ∂Ck,l + ∂˜Ck,l−1 = 0 for l > 0.

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2.4. Multi-Link Homomorphism. We now want to extract rational numbers
from MCH0(γ). For [γ] = 0 ∈ H1(L,Q) we shall define an homomorphism from
MCH0(γ) to the homology of the point as a generalization of of linking number
between two curves on L homologicaly trivial.
Given two curves γ1 and γ2 trivial on H1(L,Q) we denote by Link(γ1, γ2) their
linking number. The definition extends straightforwardly to simplicial 1-chains.
Proposition 6. If [γ] = 0 ∈ H1(L,Q) there exists an homomorphism
(24) MultiLink :MCH0(γ)→ H0(point).
Proof. Because of Proposition 5 we can work on nice multi chains. The definition
of MultiLink on 0-multi chains is given by
(25) MultiLink(
∏
h∈H(k)
γh) =
∏
{h,h′}∈E(k)
Link(γh, γh′) ∈ C0(point,Q).
Analogously define MultiLink on 1-multi chains using the formula
(26)
MultiLink({t→
∏
h∈H(k)
γh(t)}) = {t→
∏
{h,h′}∈E(k)
Link(γh(t), γh′(t))} ∈ C1(point,Q).
The right hand side is defined for generic t, and has a discontinuity at t where
there exists {h, h′} ∈ E(k) such that the curve γh(t) and the curve γh′(t) cross each
other. So (26) defines a simplicial 1-chain on a point.
Let B be a nice 1-chain. From the main propriety of the link number it follows
immediately that
∂MultiLink(Bk) =MultiLink(∂Bk) +MultiLink(δBk+1)
for every k. Adding over k we have
∂MultiLink(B) =MultiLink(∂ˆB).

3. Geometric realization
Fix M a Calabi-Yau 3-fold and L an oriented Maslov index zero lagrangian
submanifold of M . The moduli spaces of bordered pseudo holomorphic curves
(without marked points) with boundary mapped on L have virtual dimension zero.
Also fix a spin structure on L. This defines an orientation of the moduli spaces of
bordered pseudoholomoprhic curves.
In this section we define elements of multi-curve holomogy using moduli space
of bordered pseudoholomorphic curves. The decorated graphs are associated to the
data:
• Γ = H2(M,L,Z)
• ∂ : Γ→ H1(L,Z) is the usual boundary map.
• ω(β) =
∫
β ω for β ∈ Γ.
The following lemma is standard and it is a simple application of the isoperi-
metric inequality.
Lemma 7. There exists a constant C such that for each β ∈ Γ the following
property holds:
exist a pseudo-holomorphic curve in class β ⇒‖ β ‖≤ Cω(β).
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In definition of graphs Gk(β, χ) we fix the constant C of (15) big enough such
that this property holds.
3.1. Kuranishi Spaces. Fix a compact metrizable topological spaceX . In general
we are interested to moduli space X that is singular. The Kuranishi structure
formalism allows us to perturb X in an abstract way to get a new moduli space
which is smooth. In this subsection we collect the basic facts about Kuranishi
Spaces we shall need. For details we refer to [1], or appendix A of [2].
Definition 9. For p ∈ X, a Kuranishi neighborhood of p is a quintet (Vp, Ep,Γp, sp, ψp)
where
• Vp is a smooth finite dimensional manifold (which may have boundary or
corners),
• Ep → Vp is a vector bundle over Vp,
• Γp is a finite group which acts smoothly on Vp and acts compatibly on Ep,
• sp : Vp → Ep is a Γp-equivariant smooth section,
• ψp is a homeomorphism from s−1p (0)/Γp to a neighborhood of p in X.
Ep is called the obstruction bundle and sp the Kuranishi map.
A coordinate changes between two Kuranishi charts (Vp, Ep,Γp, sp, ψp), (Vq, Eq,Γq, sq, ψq),
with q ∈ ψp(s
−1(0)/Γp) is given by a triple (φˆpq , φpq, hpq), where hpq : Γp → Γq is
an injective homomorphism , (φˆpq , φpq) : Ep × Vpq → Eq × Vp is an hpq-equivariant
smooth embedding of vector bundles, where Vpq is a Γq invariant open subset of Vq
such that oq ∈ Vpq with sq(oq) = 0 and ψq(oq) = q (see Appendix A of [2] for the
precise definition) ;
A Kuranishi structure onX assigns a Kuranishi neighborhood (Vp, Ep,Γp, sp, ψp)
to each p ∈ X , and for each q ∈ ψp(s−1(0)/Γp) a coordinate changes (φˆpq, φpq, hpq).
The integer dimEp − dimVp is independent of p and is called the virtual dimension
of X . The coordinate changes are required to satisfy some obvius compatibility
condiction (see Appendix A of [2] for the precise definition).
We assume that the Kuranishi structure has a tangent bundle. This means that
the natural map inducted by the fiber derivative of sp
(27) dfibersp : Nφpq(Vq)(Vp)→
Eq|Im(φpq)
φˆpq(Eq)
is an isomorphism. Here Nφpq(Vq)(Vp) is the normal bundle of φpq(Vq) in Vp.
An orientation of a Kuranishi Structure is an orientation of E∗p ⊕ TVp for every
p that is compatible with (27).
A map f : X → Y between X and an orbifold Y is called strongly smooth if, in
each Kuranishi neighborhood (Vp, Ep,Γp, sp, ψp), f can be represented by a smooth
map fp : Up → Y . The maps fp are required to fulfill some obvious compatibility
conditions. The map f is called weakly submersive if each fp is a submersion.
Let f : X → Y be a strongly continuous and weakly submersive map, W a
manifold and g :W → Y a smooth immersion. The space
X ×Y W = {(p, q) ∈ X ×W |f(p) = g(q)}(28)
has a Kuranishi structure as follows. For each (p, q) ∈ X×YW let (Vp, Ep,Γp, sp, ψp)
be a Kuranishi neighborhood of p. Define a Kuranishi neighborhood (V(p,q), E(p,q),Γ(p,q), s(p,q), ψ(p,q))
of (p, q), where V(p,q) = Vp ×W Y and E(p,q),Γ(p,q), s(p,q), ψ(p,q) are naturally de-
fined from Ep,Γp, sp, ψp (see [1] or section A1.2 of [2]). If X , Y andW are oriented,
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X ×Y W is oriented by the relation E∗p ⊕ TVp = E
∗
(p,q) ⊗ T∗(V(p,q)) ⊗NWY where
NWY is the normal bundle of W in Y . We write symbolically
T∗X = NWY ⊕ T∗(X ×W Y ).
In order to achieve transversality it is necessary to introduce multisections. A
n-multisection s of the orbibundle E → V is a continuous, Γ-equivariant section
of the bundle SnE → V , where SnE → V is the quotient of the vector bundle
En → V by the symmetric group Sn. We shall consider only liftable multisections,
that is we require that there exists s˜ = (s1, ..., sn) : V → En with each si continuous
such that s = π ◦ s˜, where π : En → SnE is the projection.
To a map f : X → Y strongly smooth map in [1] it is associated virtual chain,
that is a smooth simplicial chain on Y of dimension equal to the virtual dimension
of X . In order to construct the virtual chain we need to pick a perturbation data s.
This involves the choice of good coordinate system and a smooth transverse multi-
sections sufficiently close in C0 to the starting Kuranishi map s. The transversality
require that s is transverse on each stratum of the boundary. By sufficiently close
we need to ensure that the perturbed Kuranishi space remain compact (see [1]).
We denote the virtual chain associate to the perturbation data s symbolically as
f∗(s
−1(0)).
In [1] is proved the existence of the perturbation of the Kuranishi structure. We
state the main result as in Theorem A1.23 of [2]:
Lemma 8. ([1]) Suppose that the Kuranishi structure over X has a tangent bundle.
There exist a family of transversal multisections s′ǫ such that it converges to s.
Moreover if K ⊂ X is compact subset and s′′ǫ is a family of transversal multi-
sections in a Kuranishi neighborhood of K that converges to s then we can take the
family s′ǫ so that it coincides with s
′′
ǫ in a Kuranishi neighborhood of K.
3.2. Moduli Space of curves. Fix a almost-complex structure J on M compati-
ble with the symplect structure. In this subsection we recall the basic results about
moduli space of psudoholomorphic maps.
Let M
main
(g,h),(n,−→m)(β) be the moduli space of stable maps in the relative ho-
mology class β ∈ H2(M,L) of type (g, h) with n internal marked points and
−→m = (m1, ...,mh) ordered boundary marked points. In [8] is proved the follow-
ing
Lemma 9. ([8]) The spaceM
main
(g,h),(n,−→m)(β) can be endowed with a Kuranishi struc-
ture with corners (natural up to equivalence) such that the evaluation map on the
punctures
ev :M
main
(g,h),(n,−→m)(β)→ L
−→m
is strongly smooth and weakly submersive.
Denote by χ = 2 − 2g − h the euler characteristic of the the surface. We intro-
duce a partial order on the type (β, g, h,−→m). We define (β′, g′, h′,−→m′) < (β, g, h,−→m)
if (ω(β′),−χ′,
∑
m′b) < (ω(β),−χ,
∑
bmb) in lexicographic order. From the con-
struction of [8], it follows that the boundary ofMmain
(g,h),(n,−→m)
(β) can be described as
fiber products of spaces of type smaller of (β, g, h,−→m).
Proof. We sketch the general argument for the construction of the Kuranishi struc-
ture associated to the moduli space of pseudo-holomorphic curves. For the details
see [8], [2], [1].
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Assume we defined the Kuranishi structure for spaces of type smaller than
(β, g, h,−→m). We first give a preliminary definition of Kuranishi neighborhood
for each u ∈ M
main
(g,h),(n,−→m)(β). For each solution u : Σ → M of the equation
∂J (u) = 0, from the fact that D(∂J ) is Fredholm we know that it is possible to
find a finite dimension space Eu ⊂ W 1,p(Σ, u∗(TM);u∗(TL)) such that the set
V ′u = {v : Σ → M |∂J(v) ∈ E
′
u} is a smooth finite dimension manifold, and the
evaluation map is weakly submersive (here we are identifying E′u with a subspace
of W 1,p(Σ, v∗(TM); v∗(TL)) for v suitable close to u). On a point u of the bound-
ary the Kuranishi neighborhood V ′u is constructed using a gluing argument from
the fiber product of spaces of smaller type. This is made so that the obstruction
bundle with the fiber product. To actually define a Kuranishi structure we need to
modify the obstruction bundles in order to allow for coordinate changes. Assume
that V ′u is closed, and let u1, u2, ..., uN a finite numbers of points of X such that⋃
i V˚
′
ui =M
main
(g,h),(n,−→m)(β). For u ∈ X , take
Eu =
⊕
i|u∈V ′ui
E′ui
and define Vu as we did before for V
′
u using Eu instead of E
′
u. 
Observe that the construction sketched above can be carried out so that the
obstruction bundle is invariant under the cyclic permutation of the the marked
points of each boundary component. We can therefore assume that the Kuranishi
structure onM
main
(g,h),(n,−→m)(β) is invariant under cyclic permutations of the boundary
marked points.
We denote by B the set of boundary components of domain ofM
main
(g,h),(n,−→m)(β)and
by {Hb}b∈B the set of boundary marked points. B is a set of cardinality h. Hb is a
cyclic ordered set of cardinality mb for b ∈ B. According to [8] the boundary faces
of M
main
(g,h),(n,{Hb}b∈B)
(β) can be classified as type H1, H2, H3, E. Each boundary
face of type H1, H2, H3 can be described as a fiber product (28) given by
(29) X ×L×L Diag
where X is the following Kuranishi space associated to curves of smaller type:
• Type H1:
X =M
main
(g,h−1),(n,{Hb}b∈B\{b1,b2}⊔{I1⊔{∗1}⊔I2⊔{∗2}}∼)
(β)
for b1, b2 ∈ B, I1, I2 ordered sets such that (I1)∼ = Hb1 , (I2)∼ = Hb2
• Type H2:
X =M
main
(g,h),(n,{Hb}b∈B1⊔{I1⊔{∗1}}∼)
(β1)×M
main
(g2,h2),(n,{Hb}b∈B2⊔{I2⊔{∗2}}∼)
(β2).
for g1 + g2 = g, h1 + h2 = h + 1, β1 + β2 = β, b0 ∈ B,B1 ⊔ B2 = B \
{b0}, I1, I2 ordered sets such that (I1 ⊔ I2)∼ = Hb0
• Type H3:
X =Mmain(g−1,h+1),(n,{Hb}b∈B\{b0}⊔{I1⊔{∗1}}∼⊔{I2⊔{∗2}}∼)
(β)
for b0 ∈ B, I1, I2 ordered sets such that (I1 ⊔ I2)∼ = Hb0 .
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f = ev∗1,∗2 : X → L × L is given by the evaluation map on the boundary marked
points ∗1, ∗2 and ∼ denote the equivalence relation generated by the group of cyclic
permutation.
The nodes of type E will be considered in section 3.4.
Definition 10. Let ∗ ∈ Hb0 be a boundary marked point. Put H
′
b = Hb if b 6= b0
and H ′b = Hb \ ∗ if b = b0. We say that ∗ is forgetful compatible if the Kuranishi
structures M
main
(g,h),(n,{Hb}b∈B)
(β) and M
main
(g,h),(n,{H′
b
}b∈B)
(β) are related in following
way. Let p ∈ M
main
(g,h),(n,{Hb}b∈B)
(β) and p′ ∈ M
main
(g,h),(n,{H′
b
}b∈B)
(β) its image by the
forgetful map with respect ∗. For a Kuranishi neighborhood (Vp′ , Ep′ ,Γp′ , sp′ , ψp′)
of p′, there exists a Kuranishi neighborhood (Vp, Ep,Γp, sp, ψp) of p defined by Vp =
Vp′ × F , Ep = Ep′ × F , Γp = Γp′ , sp′(x, t) = (sp(x), t). Here F is an interval if
H ′b0 6= ∅, or the one dimension circle if Hb0 = ∅. We denote symbolically
M
main
(g,h),(n,{Hb}b∈B)(β) =M
main
(g,h),(n,{H′
b
}b∈B)(β)× F.
We now define suitable Kuranishi structures on the spaces
M(g,h),(n,H,{H0,H1,...,Hl})(β) =M(g,h),(n,H)(β)×∆l
labeled by by an increasing sequence H0 ⊂ H1 ⊂ ... ⊂ Hl of subsets of H . Here we
are using the short notation H = {Hb}b∈B and Hi = {Hb,i}b∈B, with H0,i ⊂ H1,i ⊂
... ⊂ Hi,i an increasing sequence of subsets of Hi.
The next lemma is a straightforward consequence of the general argument to
construct the Kuranishi structures for curves of Lemma 9.
Lemma 10. On the family of spaces M(g,h),(n,H,{H0,H1,...,Hl})(β) there exist a
Kuranishi structure with the following properties
• It is forgetful compatible with respect each point of H0, that is for each
∗ ∈ H0 we have
(30)
M(g,h),(n,H,{H0,H1,...,Hl})(β) =M(g,h),(n,H\{∗},{H0\{∗},H1\{∗},...,Hl\{∗}})(β)× F.
• For each 0 ≤ i ≤ l, there exist a neighborhood of M(g,h),(n,H)(β) × ∂i∆l ⊂
M(g,h),(n,H,{H0,H1,...,Hl})(β) that is isomorphic as Kuranishi space to
M(g,h),(n,H,{H0,H1,...,Hˆi,...,Hl})(β) × [0, ǫ)
for small enough ǫ.
• The Kuranishi structure on the closed subspace ∂M(g,h),(n,H)(β) × ∆l ⊂
∂M(g,h),(n,H,{H0,H1,...,Hl})(β) is compatible with the description of the bound-
ary of M(g,h),(n,H,{H0,H1,...,Hl})(β) as fiber products.
Proof. IfH0 6= ∅ use relation (30) to pull-back the Kuranishi structure onM(g,h),(n,H,{H0,H1,...,Hl})(β).
Fix l ∈ Z≥0 and suppose that we have define the Kuranishi structures if l < l or
for spaces of smaller type. The second and third assumption of the Lemma define a
Kuranishi structure on a small neighborhood of the boundary ofM(g,h),(n,H,{H0,H1,...,Hl})(β)
(observe that the inductive hypotheses imply that the conditions are compatible
on a neighborhood of the corner). We then extend the Kuranishi structure inside
M(g,h),(n,H)(β)×∆l using the general argument of Lemma 9. 
So far we have fixed the almost complex structure J . Let now J0, J1 be two
almost complex structures compatible to the symplectic structure ω. Since they
OPEN GROMOV-WITTEN THEORY WITHOUT OBSTRUCTION 19
are necessarily homotopic, there exists a family Js of compatible almost complex
structures such that Js = J0 for s ∈ [0, ǫ] and Js = J1 for s ∈ [1− ǫ, 1]. We put
M
main
(g,h),(n,−→m)(β)(Jpara) =
⊔
s
{s} ×M
main
(g,h),(n,−→m)(β)(Js)
and define a Kuranishi structure that is compatible with the product Kuranishi
structure on [0, ǫ)×M
main
(g,h),(n,−→m)(β)(J0) and (1− ǫ, 1]×M
main
(g,h),(n,−→m)(β)(J1).
Define
(31) M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) =M(g,h),(n,H)(β, Jpara)×∆l.
A simple extension of Lemma 10 shows that it is possible to define a Kuranishi
structure on M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) such that:
• It is compatible with the product Kuranishi structure on [0, ǫ)×M(g,h),(n,H,{H0,H1,...,Hl})(β, J0)
and (1− ǫ, 1]×M(g,h),(n,H,{H0,H1,...,Hl})(β, J1).
• It is forgetful compatible with respect each point of H0, that is for each
∗ ∈ H0 we have
M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) =M(g,h),(n,H\{∗},{H0\{∗},H1\{∗},...,Hl\{∗}})(β, Jpara)×F.
• For each 0 ≤ i ≤ l, there exist a neighborhood of M(g,h),(n,H)(β, Jpara) ×
∂i∆l ⊂ M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) that is isomorphic as Kuranishi
space to
M(g,h),(n,H,{H0,H1,...,Hˆi,...,Hl})(β, Jpara)× [0, ǫ)
for small enough ǫ.
• The Kuranishi structure on the closed subspace ∂M(g,h),(n,H)(β, Jpara) ×
∆l ⊂ ∂M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) is compatible with the descrip-
tion of the boundary of M(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara) as fiber prod-
ucts.
3.3. Multi-Curves and Transversality. In order to keep the notation simple, in
this section we neglect the boundary faces associated to nodes of type E of [8]. We
will show in Section 3.4 how to extend the formulas of this section to consider these
extra boundary faces. Thus in the formulas of this section we omit the number of
internal puncture n.
Define the moduli space of pseudo-holomorphic curves of Euler characteristic χ
and boundary marked points H as:
(32) Mχ,H(β) =
⊔
χ=2−2g−h
⊔
⊔b∈BhHb=H
M
main
(g,h),{Hb}b∈Bh
(β).
The set Bh label the h boundary components of the surface of type (g, h). Each set
Hb is given with cyclic order. Since H is not an ordered set, the relation ⊔bHb = H
is taken as an identity between unordered sets. In particular we are taking the
union over all the permutations of the boundary marked points.
For a graph G ∈ Gk(β, χ), define the associated moduli space of multi-curves as
(33) MG =

 ∏
v∈V (G)
Mχv ,Hv (βv)

 /Aut(G).
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Lemma 11. A spin structure on L induces on MG an orientation with twisted
coefficients oG.
Proof. The lemma follows from the fact that the spaces M(g,h) without boundary
marked points are oriented. An orientation of each edge of G induces an ordering
up to even permutations of the set H(G), and therefore an orientation ofMG. 
For each e ∈ E(G) define
(34) δeMG =
(
(eve)
−1(Diag)
)
/Aut(G, e)
where Diag ⊂ L × L is the diagonal and eve : MG → L × L is the evaluation
on the punctures associated to the edge e, that is weakly submersive since the
Kuranishi structure was taken weakly submersive. The space δeMG has therefore
a natural Kuranishi structure. From the general considerations on orientation of
fiber products, the space (34) has a a natural orientation with twisted coefficients
in oG/e. We symbolically write
T∗(MG) = N∗Diag ⊕ T∗(∂eMG).
An orientation of e induces an orientation of N∗Diag and then an orientation of
T∗(MG).
Lemma 12. There exists a natural identification of Kuranishi spaces
(35) ∂MG ∼=
⊔
δe′G
′=G
δe′MG′ .
Proof. From the boundary formula (29) it follows that if δ′eG
′ = G, the space
δe′MG′ can be identified with a boundary face of MG. 
We now extend the definitions above to elements of Gk,l(β, χ). Given a sequence
H0 ⊂ H1 ⊂ ... ⊂ Hl of subsets of H defineMχ,(n,H,{H0,H1,...,Hl})(β) analogously to
(32) using the Kuranishi structures defined in Lemma 10. For (G, {E0, E1, ..., El}) ∈
Gk,l(β, χ), the moduli space of multi-curves associated to (G, {E0, E1, ..., El}) is
given by
(36)
M(G,{E0,E1,...,El}) =

 ∏
v∈V (G)
Mχv ,(Hv ,{Hv,0,Hv,1,...,Hv,l})(βv)

×(∆l)V (G)Diag/Aut(G, {E0, E1, ..., El})
where we take the fiber product with the diagonal of (∆l)
V (G). For each v ∈ V (G),
Hv,i = {h ∈ Hv|{h, σ(h)} ∈ Ei} is the set of half edges in Ei starting at v.
The generalization of (35) is
(37) ∂M(G,m) =
⊔
δe′ (G
′,m′)=(G,m)
δe′M(G′,m′) ⊔ (−1)
d
⊔
0≤i≤l
(−1)iM(G,∂im).
Observe that it involves also components associated to the boundary faces of ∆l.
For (G, {E0, E1, ..., El}) ∈ Gk,l(β, χ) define (G′, {E′0, E
′
1, ..., E
′
l}) ∈ Gk−k0,l(β, χ+
k0) as in Definition 5. We can write
(38) M(G′,m′) =
⊔
a∈A
Xa, M(G,m) =
(⊔
a∈A
(Xa ×
∏
h∈H0
Fa,π(h))
)
×
∏
v∈Vunst
Xv,
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where {Fa,v}a∈A,v∈V (G′) are compact one dimensional manifolds, and, for each
v ∈ Vunst, Xv is the Kuranishi space associate to the vertex v. The spaces Xa can
be defined using the expansion of the graph G′ in terms of graphs with vertices
of fixed type (gv, hv) (instead that of fixed euler characteristic χv). This can be
seen as the expansion of the product (36) using (32). In each of these terms, the
manifold Fa,v is given by the disjoint union of hv one dimensional circles. The
existence of (38) follows then by the proprieties of the spaces defined in Lemma 10.
The decomposition (38) is compatible with the evaluation map on the boundary
marked points in the obvious sense.
Proposition 13. Fix χ ∈ Z and β ∈ H2(M,L,Z). There exist a family of pertuba-
tion {s(G,m)}(G,m)∈∪χ′≥χG(β,χ′), of the Kuranishi spaces {MG,m}(G,m)∈∪χ′≥χG(β,χ′),
that is compatible with (37), (38), and is small in order for constructions of virtual
class to work.
Proof. We first define sG for every G ∈ Gk(β, χ) such that the compatible with
(35) holds.
Let G ∈ Gk(β, χ) for some k ∈ Z≥0, and assume that we have defined sG′ for
every G′ ∈ Gk(β, χ) with k < k. For each internal edge e ∈ E(G), compatibility
with (35) defines a multi-section on δeMG in terms of sδeG . For e1, e2 ∈ E(G),
observe that δe1MG ⊓ δe2MG can be identified with the space
δe1,e2MG =
(
(eve1)
−1(Diag) ∩ (eve2)
−1(Diag)
)
/Aut(G, e1, e2),
and in particular is a Kuranishi space since the Kuranishi structures were taken
weakly submersive. The multi-sections on δe1MG and on δe2MG are consistent on
δe1,e2MG since there are both defined by induction in terms of the multi-sections
on the codimension two corner of M(δe1δe2G).
Therefore we could try to use Lemma 17.4 of [1] (or Theorem A1.23 of [2]) in
order to define s on MG such that compatibility on (35) holds. However we need
that the perturbation on MG has to be small in order for constructions of virtual
class also work. This is probably incompatible on (35) with the perturbations we
have defined in the preview steps. To solve this problem we choose at every step the
perturbations sG sufficiently close to s in C
0 that not only does the construction
of virtual class forMG work, but also the prescribed values for s at later inductive
steps in the proof should be sufficiently close to s that the later constructions of
virtual class also work. This step is analogous to step 7.2.56 of [2].
Now suppose that we have defined s(G′,m′) for every (G
′,m′) ∈ Gk,l(β, χ′) with
χ′ > χ, or χ′ = χ and l′ < l. In the set of graphs in Gk,l(β, χ) with E0 = ∅, we
proceed as we did before inductively starting from the graphs with smaller number
of edges. The only difference is that we need to impose on (37) the extra condition
involving also elements in Gk,l′(β, χ) with l
′ < l. The inductive hypothesis assure
that these conditions are compatible on the overlap. Again we need to take the
perturbation sufficiently close so that the later constructions of virtual class also
work. This impose extra conditions also for smaller l and bigger χ.
Finally, if (G,m) ∈ Gk,l(β, χ) and E0 6= ∅, use (38) to define s(G,{Ei}) in terms
of s(G′,{Ei\E0)} with (G
′, {Ei \ E0}) ∈ Gk−k0,l(β, χ
′ + |E0|).

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For each (G,m) ∈ Gk,l(β, χ), the evaluation map on the punctures defines
strongly continuous map
(39) evG,m :MG,m → L
H(G).
Using the perturbation of the Kuranishi spaces defined in Proposition ?? define:
(40) Z(G,m) = (evG,m)∗(s
−1
G,m(0)).
We have the main result:
Proposition 14. Equation (40) defines a multi-curve-cycle. Its image onMCH0(β)
depends only on (M,ω) and is independent of compatible almost complex structure
J and various choices we made to define a Kuranishi structure.
Proof. The fact that δZ = 0 follows from the compatibility of the perturbation
with (37). The fact that Z is forgetful compatible follows from the compatibility
of the perturbation with (38).
We now prove that Z is a well defined element on MCH(β). Let J0, J1 be
two almost complex structures compatible to the symplectic structure ω. They
are homotopic, let Js a family of compatible almost complex structures such that
Js = J0 for s ∈ [0, ǫ] and Js = J1 for s ∈ [1− ǫ, 1]. Put
M(G,m)(Jpara) =
⊔
s
{s} ×M(G,m)(Js)
DefineM(G,m)(Jpara) as in (36) using the spacesM(g,h),(n,H,{H0,H1,...,Hl})(β, Jpara)
of (31). The generalization of (37) and (38) are
∂M(G,m)(β, Jpara) =M(G,m)(β, J1) ⊔ (−1)M(G,m)(β, J0)
⊔
⊔
δe′ (G
′,m′)=(G,m)
δe′M(G′,m′)(β, Jpara)
⊔ (−1)d
⊔
0≤i≤l
(−1)iM(G,∂im)(β, Jpara)
(41)
(42)
M(G′,m′)(Jpara) =
⊔
a∈A
Xa(Jpara), M(G,m)(Jpara) =
⊔
a∈A
(Xa(Jpara)×
∏
h∈H0
Fa,π(h)).
Let s(G,m)(J0) and s(G,m)(J1) be perturbations of M(G,m)(J0) and M(G,m)(J1)
as in Proposition 13 small enough. We can use the same argument of Proposition
13 to prove that there exist perturbations spara(G,m) of M(G,m)(β, Jpara) such that
are compatible with (41) , (42), and are small in order for construction of virtual
class to work. Observe that in order this to work the perturbations s(G,m)(J0) and
s(G,m)(J1) need to be small enough.
Define
BG,m(Jpara) = (evG,m)∗((s
para
G,m )
−1(0)).
From (41) we have that
∂ˆB(Jpara) = Z(J1)− Z(J0).

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3.4. Type E boundary nodes. Recall that a boundary node of type E is asso-
ciated to a boundary component shrinking to a point ([8]). These nodes leads to
extra boundary faces of M
main
(g,h),(n,{Hb}b∈B)
(β) aside from the terms given by (29).
For each b0 ∈ B with Hb0 = ∅, a boundary node of type E gives the boundary face
(43) M
main
(g,h−1),(n+1,{Hb}b∈B\b0 )
(β) ×ev∗ L,
where ev∗ is the evaluation map on an internal marked point. We now show how
to modify the formulas of the section before using the four chain K in order to deal
with the boundary face (43).
Using the evaluation map on the internal punctures, define
(44) Mχ,(n,H)(β) =
⊔
χ=2−2g−h−n
⊔b∈BhHb=H
(
M
main
(g,h),(n,{Hb}b∈Bh )
(β)×Mn K
n
)
.
The boundary of K (1) leads to the boundary face of the Kuranishi space (44)
δ′Mχ,(n,H)(β) =
⊔
χ=2−2g−h−n
⊔b∈BhHb=H
(
M
main
(g,h),(n,{Hb}b∈Bh )
(β) ×Mn (K
n−1 × ∂K)
)
.
Formula (33) for the moduli space of multi-curves associated to a graph G ∈
Gk(β, χ) is extended to
(45) MG =

 ∏
v∈V (G)
Mχv ,(nv,Hv)(βv)

 /Aut(G).
For v ∈ V (G) define the boundary face
δ′vMG =



 ∏
v′∈V (G),v′ 6=v
Mχv′ ,(nv′ ,Hv′ )(βv′)

× δ′(Mχv ,(nv,Hv)(βv))

 /Aut(G, v).
For G ∈ Gk(β, χ) and v ∈ V (G) define G′ = δvG as the graph with the same
vertices of G, χ′v = χv + 1, n
′
v = nv + 1, and all the other data unchanged. The
boundary formula (35) is modified to
(46) ∂MG ∼=

 ⊔
δe′G
′=G
δe′MG′

 ⊔

 ⊔
δv′G
′=G
δ′v′MG′

 ⊔

 ⊔
v∈V (G)
δ′vMG

 .
So far we have considered graphs of Gk(β, χ). It is straightforward to extend
the formulas we have written above to graphs in Gk,l(β, χ). It is easy to extend
Proposition 13 to construct a perturbation s of the moduli spaces defined in these
section that is compatible with (46). Use s to define an element Z ∈MCH0(β) as
in Proposition 14. This gives a multi-curve cycle in the sense of Section 2.1.
To finish the proof of Theorem 1 we show how to go from elements of MCH in
the sense of Section 2.1 to Section 2.2. Define
Gk(β, χ)(k0, k1, ..., kl) = {(G, {E0, E1, ..., El}) ∈ Gk,l(β, χ)||Ei| = ki for 0 ≤ i ≤ l}.
Observe that for each (G, {E0, E1, ..., El}) ∈ Gk(β, χ)(k0, k1, ..., kl) there is a natural
linear map
f : Cd(G, {E0, E1, ..., El})→ Cd,k(k0, k1, ..., kl)
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Given B ∈ Cˆd(β, χ) the formula
B(k0, k1..., kl) =
∑
(G,{E0,E1,...,El})∈Gk(β,χ)(k0,k1,...,kl)
f(B(G, {E0, E1, ..., El}))
defines an element of Cd in the sense of Section 2.2.
It is easy to see that this relation is compatible with ∂ˆ. Thus, if we start with
a multi-curve cycle in the sense of (17) we get a multi curve cycle in the sense of
(19) except that the forgetful property of Definition 5 does not imply in general
the forgetful property of Definition 7. However this is true if Definition 5 holds in
a stronger sense, namely if the fa,h of Definition 5 depends on h only throughout
π(h):
π(h1) = π(h2) =⇒ fa,h1 = fa,h2 .
The multi-curve chains we have defined before starting from the moduli space of
multi-curves satisfy this stronger property. Observe that the shifting in the ho-
mology class γ0 in Theorem 1 is due to the factor in (38) associated to vertices
v ∈ Vunst with βv = 0, nv = 1, χv = 1, |Hv| = 1, with Hv ⊂ H0.
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