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The Volume-Correlation Subspace Detector
Hailong Shi, Hao Zhang and Xiqin Wang
Abstract
Detecting the presence of subspace signals with unknown clutter (or interference) is a widely known difficult
problem encountered in various signal processing applications. Traditional methods fails to solve this problem because
they require knowledge of clutter subspace, which has to be learned or estimated beforehand. In this paper, we
propose a novel detector, named volume-correlation subspace detector, that can detect signal from clutter without any
knowledge of clutter subspace. This detector effectively makes use of the hidden geometrical connection between the
known target signal subspace to be detected and the subspace constructed from sampled data to ascertain the existence
of target signal. It is derived based upon a mathematical tool, which basically calculates volume of parallelotope in
high-dimensional linear space. Theoretical analysis show that while the proposed detector is detecting the known
target signal, the unknown clutter signal can be explored and eliminated simultaneously. This advantage is called
"detecting while learning", and implies perfect performance of this detector in the clutter environment. Numerical
simulation validated our conclusion.
Index Terms
Subspace Signal Detection, Matched Subspace Detector, Volume-Correlation Subspace Detector
I. INTRODUCTION
We consider the following problem widely existing in communication, radar, sonar and other fields of signal
detection and processing: How to effectively detect a target signal buried in clutter lying in an UNKNOWN low
rank subspace and random noise. The noticeable point here is that the clutter subspace is unknown at the receiver.
Without what is called training data, we could not sample directly in this clutter subspace and get enough information
to eliminate its influence on target signal detection.
As a matter of fact, detecting target signal in certain signal subspace has been considered by several researchers
and various schemes has been proposed. Denote H by Hilbert space, which is the basic signal space, then the
problem of detecting signal in subspace could be formulated roughly as follows.
Problem 1: Suppose HS ⊂H be the known target signal subspace with dimension d,
HS = span{s1, s2, · · · , sd} (1)
where sk ∈H , k = 1, · · · , d, d < n are KNOWN signal vectors. Given the sampled data y ∈H contaminated by
Gaussian random noise, could we determine whether or not y lies in HS?
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2The well-known projection method has long been regarded as the basic step for these kinds of detectors [1], [2].
Indeed, to solve Problem 1, we firstly project the sampled data y onto subspace HS , then we use the energy detector
to make the decision. Actually, the conventional optimal detector for single known signal vector, i.e., the matched
filter, is also a special kind of this projection based detector. Because the known signal vector indeed represents a
one-dimensional subspace, and the matched filter can be regarded as essentially sequential projections of received
data on the time-shift versions of target signal. On the other hand, least square estimation and its alternatives also
involve projection of raw data on the subspace spanned by several prescribed signal vectors. The optimality of
linear least square method as the linear estimator could be sufficiently guaranteed by Gauss-Markov theorem in
statistical inference. It is clear that detection, being the counterpart of estimation, of signal in known subspace is
closely contacted with projection operation in linear space. In fact, more complicated problem involving clutter or
interference has been solved by projection-based methods, such problem is formulated as follows.
Problem 2: In addition to HS , suppose HC ⊂H be the KNOWN clutter subspace with dimension m.
HC = span{c1, c2, · · · , cm} (2)
where ck ∈ H , k = 1, · · · ,m,m < n are KNOWN clutter (interference) vectors. Given the sampled data y ∈H ,
could we determine whether or not y lies in HS ⊕HC but not entirely in HC from the contamination of random
noise? In other words, whether y satisfies
y = s+ c+w, (3)
or
y = c+w, (4)
where s ∈HS , c ∈HC , s, c 6= 0 and w is the Gaussian random noise.
Unlike Problem 1, Problem 2 can not be solved by the simple projection and energy detector mentioned above.
The reason is that clutter subspace HC is not necessarily orthogonal to signal subspace HS in general (they are
even alike in hostile environment). In practical scenario the power of clutter is often much higher than that of target
signal. So it is hard to tell the existence of signal component from sample data y only based on the argument
that the energy of its projection on HS is relatively large. The most remarkable approach to the problem is the
Matched Subspace Detector firstly proposed by L. Scharf et.al. [3]. It is essentially a "two-folds" projection: Firstly,
sampled data y was projected on orthogonal complement of HC to eliminate the influence of clutter thoroughly;
Secondly, the result of first projection was further projected onto the part of HS that is orthogonal to HC , and
then an energy detector was applied to infer the existence of signal component in y. Denoting PH and P⊥H by
the projection operators on subspace H and its orthogonal complement H⊥ respectively, the matched subspace
detector could be written as
t(y) =
1
σ2
‖P
P
⊥
HC
HS
P
⊥
HC
y‖22, (5)
Although tremendous variations and applications of matched subspace detector has appeared [4][5][6][7][8], it
should be noticed that the key precondition for the success of matched subspace detector is the clutter subspace
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3HC must be KNOWN beforehand. It is seldom satisfied in practice, especially in radar, reconnaissance, mobile
communication and underwater signal processing. Hence the problem we encounter is actually like this:
Problem 3: Let HS be KNOWN target signal subspace and HC be UNKNOWN clutter subspace, given the
sampled data y ∈ H contaminated by Guassian noise, if we assume dim(HS
⋂
HC) = 0, could we determine
whether y contains signal that lies in HS ⊕HC or entirely in HC? In other words, whether y satisfies
y = s+ c+w, (6)
or
y = c+w, (7)
where s ∈HS , c ∈HC , s, c 6= 0 and w is the Gaussian random noise.
Because of the unknownness of clutter subspace, projection-based detectors can not be constructed explicitly.
However, the structure of clutter subspace could be explored by successively sampling in it to gain the information
of the basis for subspace. Because the generic property of randomly sampling in linear space ensures the linear
independence of sampled vectors, the clutter subspace could be ’reconstructed’ by multiple samples. But it should
be noted that, the information of target signal is mixed intimately with the clutter in the samples, like the case
shown in (6). In this case, it is impossible to separated the ’pure’ clutter signal c from target signal s so that the
basis for clutter subspace could be extracted alone. In other words, with multiple sampled vectors of y that satisfies
the generic property, we cannot determine whether the sample subspace these y span is HS ⊕HC or just HC ,
this issue is the core difficulty for detecting target signal against structured deterministic clutter.
It is interesting to make a comparison of our problem to the problem of detection in random noise without clutter.
Both two detection problems have similar formulations. In fact, there are two hypothesis, H0 and H1, which are
H1 :y = s+ n,
H0 :y = n, (8)
The only difference is that n in traditional detection problems appears to be only random noise and is described by
a certain probability distribution. On the contrary, n in our problem includes both random noise and a vector lying
within certain deterministic and unknown low-dimensional subspace. Detectors based on Likelihood Ratio Test have
been proved to be optimal under the probabilistic assumption of n and projection is the natural consequence of
likelihood ratio test in the case of Gaussian distributed noise. However, it can’t be applied directly in our problem
for the deterministic and unknown clutter subspace structure. Hence, more effective detector which could take fully
advantage of the geometrical properties of subspace must be designed to overcome the obstacle we are facing.
In this paper a novel detector for target signal buried in structured low-dimensional clutter was given. The main
idea of our detector is that the geometrical characteristic of sampled data could be utilized in solving detection
problem. Here the volume, a common concept for geometrical objects, was suitably defined for basis for subspaces
(more concretely, the parallelotope with its edges being the basis vectors of this subspace). It is intuitive that the
’volume’ of basis for low-dimensional subspaces in high-dimensional linear space is zero. So the judgment of
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4whether or not the sampled vectors span a subspace that contains the target signal could be transformed naturally
to the calculation of ’volume’ of a parallelotope built by sampled vectors together with basis for target subspace. If
the ’volume’ is zero, then the conclusion can be drawn that the sample subspace contains the target signal subspace,
otherwise the target vector must lie outside the sample subspace. Thus the volume-based subspace detector, instead
of projection-based ones, can be used to cope with the problem of detecting target signal lying in known subspace
under clutter background with unknown subspace structure.
Throughout this paper, we use small bold letters x to denote vectors, capital bold letters X to denote matrices(or
subspaces); we use ‖X‖2 and ‖x‖2 to denote the ℓ2 norm of the matrix X and vector x, and ‖X‖F to denote the
Frobenius norm of matrix X . The d-dimensional identity matrix is denoted by Id. span(X) represents the linear
subspace spanned by column vectors of the matrix X . H1⊕H2 denotes the direct sum of subspaces H1 and H2.
In addition, P and E denotes the probability and expectation respectively.
The remainder of this paper is organized as follows: Some preliminary backgrounds on the geometrical concepts
for linear subspaces such as principal angles and volumes were summarized in section II. Then the Volume-based
Subspace Detector was introduced and demonstrated in detail in section III. In section IV, theoretical analysis on
the performance of our volume-based subspace detector was given. The potential application and future work on
volume-based subspace detector was discussed in final section.
II. PRELIMINARY BACKGROUND
In this section, some important concepts of linear space geometry were reviewed concisely. Although these results
are fundamental for a deep understanding of linear subspace, these concepts rarely appear in common textbooks
of linear algebra. Only necessary material for our discussion was put forward for the space limitation. For details,
please see [9] and reference therein.
A. Principal Angles between Subspaces
The concept of principal angles [10] is the natural generalization of that of angles between two vectors. Principal
angles can be used to formulate the relationship between two subspaces.
Definition 1: For two linear subspaces H1 and H2, with dimensions dim(H1) = d1, dim(H2) = d2. Take
m = min(d1, d2), then the principal angles 0 ≤ θ1 ≤ · · · ≤ θm ≤ π/2 between H1 and H2 are defined by
cos θi := u
T
i vi = max
u∈H1,v∈H2
{
uTv :
‖u‖ = 1,uTuj = 0
‖v‖ = 1,vTvj = 0 , j = 1, · · · , i− 1
}
,
where i = 1, 2, · · ·m.
As an important concept of linear space geometry, the principal angles are widely applied in scientific and
engineering fields. For instance, the geodesic distance which is the key metric measure on Grassmann manifold, as
well as numerous kinds of distance measures, is defined using the principal angles [9][11][12], such as
• Chordal Distance or Projection distance
dproj :=

min(d1,d2)∑
j=1
sin2 θj(H1,H2)


1/2
,
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5• Binet-Cauchy Distance
dBC :=

1− min(d1,d2)∏
j=1
cos2 θj(H1,H2)


1/2
,
• Procrustes Distance
dproc := 2

min(d1,d2)∑
j=1
sin2
θj(H1,H2)
2


1/2
.
Moreover, the volume of subspace which was used in this paper to construct our subspace detector is also closely
related to the principal angles.
B. The volume of a matrix
The definition of volume for certain geometrical object is ambiguous without the stipulation of dimension. For
example, the volume of a parallelogram on a plane is the absolute value of cross product of its two adjacent sides.
This is its two-dimensional volume. On the contrary, when the parallelogram is regarded as the three-dimensional
body, its three-dimensional volume is definitely zero. It means that the volume value of an object depends on the
dimension of space it lies in. For a square matrix X ∈ Rn×n, the n-dimensional volume of the parallelotope
spanned by column vectors of X is well-known to be the absolute value of determinant of X , which is the product
of all the eigenvalues of X . When X is rectangular, the concept of volume could be generalized naturally. Suppose
a matrix X ∈ Rn×d with d column vectors, and d < n, its d-dimensional volume is defined as [13]
vold(X) :=
d∏
i=1
σi, (9)
where σ1 ≥ σ2 ≥ · · · ≥ σd ≥ 0 are the singular values of X . If X is of full column rank, its d-dimensional
volume can be written equivalently as [13][10]
vold(X) =
√
det(XTX). (10)
The following simple lemma is widely useful in application of volume for subspaces. It means that the d-
dimensional volume of a matrix with a rank less than d is definitely zero.
Lemma 1: SupposeX(m) = {x1, · · · ,xm},m > 1 be a group of vectors in Hilbert spaceH and dim(spanX(m)) =
i, then
vold(X
(m)) = 0 ⇐⇒ i < d. (11)
The d-dimensional volume provides a kind of measure for separation between two linear subspaces. For the n-
dimensional Hilbert space H and its two subspaces H1 and H2 with dimensions dim(H1) = d1, dim(H2) = d2,
denote their bases matrices by X1 and X2, we define the volume-based correlation as
corrvol(H1,H2) =
vold1+d2([X1,X2])
vold1(X1) vold2(X2)
, (12)
where [X1,X2] means putting columns of matrices X1 and X2 together.
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6The volume-based correlation is closely related to the principal angles between subspaces, i.e., according to [10],
corrvol(H1,H2) =
min(d1,d2)∏
j=1
sin θj(H1,H2), (13)
where 0 ≤ θj(H1,H2) ≤ 2π, 1 ≤ j ≤ min(d1, d2) are the principal angles of subspace H1 and H2.
It can be seen intuitively from (13) that the volume-based correlation corrvol(H1,H2) can actually play the
role of distance measure between subspaces H1 and H2. When H1 and H2 have vectors in common, i.e.,
dim(H1
⋂
H2) ≥ 1, we have corrvol(H1,H2) = 0. On the other side, when H1 is orthogonal to H2, we
have vold1+d2([X1,X2]) = vold1(X1) vold2(X2), in other words, corrvol(H1,H2) = 1. Although volume-based
correlation and the conventional correlation in statistics satisfy Cauchy-Schwarz inequality alike, they are essentially
different, because the volume-based correlation isn’t an inner product operation induced from some kind of distance
in linear space of subspaces (more formally, Grassmann manifold). But it does not matter for the following
discussion. The volume-based correlation will be seen as a generalized distance measure for convenience that
plays a key role in our proposed subspace detector.
III. THE VOLUME-BASED CORRELATION SUBSPACE DETECTOR WITHOUT RANDOM NOISE
In order to fully convey the geometrical intuition about our subspace detector, in this section, we temporarily
assume the noise component is not present, i,e., w = 0 in Problem 3. We introduce a novel detector called volume-
based correlation subspace detector, or VC subspace detector for short, that can detect subspace signals buried in
unknown, but usually high-power clutter. The main characteristic of the detector is that, it can exploit the geometric
relation between the subspaces extracted from the sampled data and the target signal subspace, then it will eliminate
the influence of clutter subspace gradually through the process of target detection.
A. Main Idea
As we have mentioned, the unknown clutter with an unknown subspace structure is the primary obstacle for
efficient detection of target signal. To reach the purposes, the designers of detector must find a way to clarify the
intrinsic construction of clutter subspace. Just as most of the traditional approaches for background learning, in
our method, multiple samples are used to explore the clutter subspace. The following observation is the inspiration
about the exploration of clutter subspace.
• Suppose H be a n-dimensional Hilbert space, and x1, · · · ,xk, k < n be randomly sampled vectors in H ,
then in the generic situation, we have
dim(span{x1, · · · ,xk}) = k, (14)
In other words, x1, · · · ,xk are linearly independent.
• In the case of k ≥ n, then in the generic situation, we have
dim(span{x1, · · · ,xk}) = n, (15)
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7In a word, x1, · · · ,xk are linearly dependent, but x1, · · · ,xk span the whole space H .
Let HC be unknown clutter subspace with unknown dimension d1, HS be known target subspace with dimension
d2, we assume dim(HS
⋂
HC) = 0 throughout this paper. Denote y1,y2, · · · , by the randomly sampled data
satisfying the generic property mentioned above. The critical issue must be concerned with is that the sampled data
might contain both clutter and target components in general, that is,
yi = si + ci, si ∈HS, ci ∈HC , i = 1, 2, · · · , (16)
Only with these yi, it is impossible to separate the clutter and target signal apart. According to the generic property
of random sampling, we have
dim(span{y1, · · · ,yd1}) = d1. (17)
Even if the dimension d1 was given virtually, the sample subspace span{y1, · · · ,yd1} still could not be regarded
as the clutter subspace HC , for the existence of target signal component si. How could the sampled data be mined
effectively to get knowledge of the clutter subspace?
We will show step by step that, the volume-based correlation between subspaces is helpful for us to eliminate
the impact of mixing of clutter and target signal.
Let s¯1, · · · , s¯d2 be the known basis vectors of HS . It has been mentioned that in the generic scenario of random
sampling, different yi sampled from HS ⊕HC are linearly independent. In other words, innovative directions of
basis vectors in HS ⊕HC are revealed continually along with the sampling process. Combined with the known
basis for signal subspace HS , we have
dim(span{y1, s¯1, · · · , s¯d2}) = 1 + d2,
dim(span{y1,y2, s¯1, · · · , s¯d2}) = 2 + d2,
· · · · · ·
dim(span{y1, · · · ,yd1 , s¯1, · · · , s¯d2}) = d1 + d2, (18)
When we already have d1 samples, actually HC has been explored by successive sampling thoroughly, in other
words, the projection of sample subspace span{y1, · · · ,yd1} on HC has already constitute a complete basis for
HC . The interesting point is, further sampling can not modify the intrinsic dimension of the subspace constituted
by both the sampled data and basis for signal subspace, that is,
dim(span{y1, · · · ,yk, s¯1, · · · , s¯d2}) = d1 + d2, for k > d1 (19)
The whole process about change of dimensions could be illustrated more clearly from the viewpoint of volume.
In particular, the inspection of volume is the core idea of our proposed detector.
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8Firstly, when both the signal and clutter are present, i.e., yi ∈HS ⊕HC we have
vol1+d2([y1, s¯1, · · · , s¯d2 ]) > 0,
vol2+d2([y1,y2, s¯1, · · · , s¯d2 ]) > 0,
· · · · · ·
vold1+d2([y1, · · · ,yd1 , s¯1, · · · , s¯d2 ]) > 0, (20)
the magic will happen for the next dimension, i.e., when there are d1 + d2 + 1 sample vectors, there will be
vold1+d2+1([y1, · · · ,yd1 ,yd1+1, s¯1, · · · , s¯d2 ]) = 0, (21)
while on the other hand,
vold1+1(span{y1, · · · ,yd1 ,yd1+1}) > 0. (22)
The reason is because, d1+ d2+1 sample vectors in this scenario have not spanned the entire subspace HS ⊕HC
according to the previous statement of randomly sampling; but y1, · · · ,yd1 ,yd1+1, s¯1, · · · , s¯d2 can span HS⊕HC ,
in another word,
dim(span{y1, · · · ,yd1 ,yd1+1, s¯1, · · · , s¯d2}) = dim(HS ⊕HC) = d1 + d2, (23)
On the other hand, if the sample data only contains pure clutter, i.e., yi ∈HC , we obtain
vold1+d2+1([y1, · · · ,yd1 ,yd1+1, s¯1, · · · , s¯d2 ]) = 0, (24)
and
vold1+1([y1, · · · ,yd1 ,yd1+1]) = 0. (25)
(21), (22), (24) and (25) indicates that, d1 + 1 is the critical number of samples for detection of target signal
in the background of clutter with unknown subspace structure, i.e., the "breakpoint". The knack of detection in
this noiseless situation is, sampling continually, computing the volume of parallelotope spanned by all the sample
vectors and known basis of target subspace at various dimensions and inspect the change of results. Once the
volume vanishes, it means the number of samples reaches the critical point. Then the process of sampling should
be stopped and the volume of sample vector themselves is calculated. The decision can be made based on whether
the result is zero, i.e., whether (22) or (25).
B. The Volume-based Correlation Subspace Detector on raw data
Following the above thinking, an informal formulation of our detector in noiseless scenario, can be given below.
Detector 0.
• Initial Step :
Obtain {s¯1, · · · , s¯d2} as the basis vectors of signal subspace HS . Let the initial matrix of sample data be
Y (0) = {0}. Index i is set to 1. Set two thresholds T1 and T2 at appropriate values.
• Step 1 :
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9Get the new sample yi, let Y (i) = [Y (i−1),yi], then compute
V (1)(Y (i)) = voli+d2([Y
(i), s¯1, · · · , s¯d2 ]), (26)
build the test quantity as
T (1)(Y (i)) =
1
V (1)(Y (i))
, (27)
if T (1)(Y (i)) > T1, goto Step 2; else let i = i+ 1, goto Step 1,
• Step 2 :
Compute
V (2)(Y (i)) = voli([Y
(i−1),yi]) (28)
build the test quantity as
T (2)(Y (i)) =
1
V (2)(Y (i))
, (29)
if T (2)(Y (i)) > T1, then concludes the non-existence of target signal; otherwise the conclusion is converse.
It should be noted that the decision on existence of target can’t be drawn by only examining the test quantity in
(27), because the volume of Y (i) will also be zero when Y (i) ⊂HC and i > dim(HC), leading naturally to zero
value of voli+d2([Y (i), s¯1, · · · , s¯d2 ]). That is to say, T (1)(Y (i)) will become zero even when the target doesn’t
exist, because the dimension i of matrix Y (i) is larger than the dimension of clutter subspace. So additionally
checking the volume of sample subspace Y (i) is definitely necessary.
As we have said, when there is no target signal, we have
V (1)(Y (i)) = 0, (30)
V (2)(Y (i)) = 0, (31)
for i ≥ d1 + 1, but on the other hand, when target does exist, we have
V (1)(Y (i)) = 0, (32)
V (2)(Y (i)) > 0, (33)
if d1 + 1 ≤ i ≤ d1 + d2, and V (2)(Y (i)) will become zero only when i ≥ d1 + d2 + 1. So as a whole, when only
clutter exists, both V (1)(Y (i)) and V (2)(Y (i)) will vanish simultaneously for the same i. While if target exists,
they will become zero one after another as the increase of i. This is the essential sign of presence of target and the
key point in our detector, and that’s the reason why the detector relies on a joint test of (27) and (29).
C. The Volume-based Correlation Subspace Detector on orthogonalized data
The fore-mentioned detector is impractical, because there will be numerical stability problem when we are
calculating volume of matrices with large dimensions in practical situation. Hence the procedure of Orthogonalization
will be introduced into our detector. The advantages of orthogonalization include reducing the procedure of volume
calculation and threshold testing from two steps to one, and improving the numerical stability dramatically.
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Specifically, let QS be the matrix whose columns are the orthonormal basis for target signal subspace HS , which
could be obtained off-line. The sample data Y (m) = [y1,y2, · · · ,ym] taken from the subspace HS⊕HC (or HC)
could be orthogonalized and normalized. We denote the result as matrix Q(m)Y . Then the test quantity (27) in VC
subspace detector, that is, the volume correlation between subspaces HS and span(Y (m)) can be written as
T (1)(Y (m)) =
1
volm+d2([Q
(m)
Y , QS ])
, (34)
because of the fact that
volm(Q
(m)
Y ) = 1, vold2(QS) = 1, (35)
we have
T (1)(Y (m)) =
1
corrvol(span(Y (m)),HS)
. (36)
The matrix QS in (34) can be prepared in advance. and matrix Q(m)Y can be generated recursively as
Q
(m)
Y =
[
Q
(m−1)
Y ,
(I −Q(m−1)Y (Q(m−1)Y )T )ym
‖(I −Q(m−1)Y (Q(m−1)Y )T )ym‖
]
. (37)
It should be noted that the two-step test in our previous VC subspace detector could be reduced to just one with
the help of orthogonalization. In fact, if there is no target signal in received data, we have
vol1(Q
(1)
Y ) > 0, vol2(Q
(2)
Y ) > 0, · · · , vold1(Q(d1)Y ) > 0. (38)
Contrast to the case without orthogonalization, the volume of Q(m)Y will not become zero when m > d1. Because
until now, the innovative vector ym could be linearly expressed by columns of Q(m)Y . So if
(I −Q(m−1)Y (Q(m−1)Y )T )ym = 0,
we have
Q
(m+1)
Y = Q
(m)
Y and rank(Q
(m)
Y ) = d1, m ≥ d1, (39)
hence
vold1(Q
(m+1)
Y ) = vold1(Q
(m)
Y ) = 1, for m ≥ d1. (40)
Similarly, when there exists target signal, we also have
vold1+d2(Q
(m+1)
Y ) = vold1+d2(Q
(m)
Y ) = 1, for m ≥ d1 + d2. (41)
As we can see, the volume of Q(m)Y will never become zero.
When we are considering the other test quantity, according to (13), when there is no target signal, we have
vold1+d2([Q
(m)
Y , QS ]) =
min(d1,d2)∏
j=1
sin θj(HC ,HS) > 0, for m ≥ d1, (42)
because dim(HS
⋂
HC) = 0.
On the other hand, when there exists target signal, according to the analysis in subsection A, it is obvious that
vold1+d2([Q
(m)
Y , QS ]) = 0, for m ≥ d1, (43)
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because span(Y (m))∩HS 6= {0}. As a result, the detector only needs a test on (34), because it is not possible that
the volume of Q(m)Y equals zero whether or not the target presents in received data, orthogonalization eliminates
completely the possibility of rank deficiency of matrix Q(m)Y . There is no need to check the value of volm(Y (m))
alone in VC subspace detector at all.
The detector could be adapted as follows,
Detector 1.
• Initial Step :
Obtain {s¯1, · · · , s¯d2} as the orthonormal basis vectors of target subspace and denote it by QS . Let the initial
matrix of sample data be Y (0) = {0}. Index i is set to 1. Set two threshold T and ǫ at appropriate values.
• Step 1 :
Get the new sample yi, let
Q
(i)
Y =
[
Q
(i−1)
Y ,
(I −Q(i−1)Y (Q(i−1)Y )T )yi
‖(I −Q(i−1)Y (Q(i−1)Y )T )yi‖
]
,
for yi /∈ span(Q(i−1)Y ); while we let Q(i)Y = Q(i−1)Y otherwise.
Then we compute the test quantity as
T (Y (i)) =
1
voli+d2([Q
(i)
Y ,QS ])
, (44)
if T (Y (i)) > T , concludes the existence of target signal and exits;
• Step 2 :
if |T (Y (i))− T (Y (i−1))| > ǫ, then set i = i + 1 and go to step 1; otherwise concludes the non-existence of
target signal and exits.
There are some further remarks deserve being mentioned explicitly.
• Remark 1. The core of the proposed noiseless VC subspace detector is a volume-based test, the final decision
is made based on the test of (44), which is actually the reciprocal of the volume correlation between the target
signal subspace and the sample subspace. According to the previous analysis, when target exists in sampled
data, T (Y (i)) will reach infinity for i ≥ d1, while on the other hand, T (Y (i)) will remains a finite value if only
clutter exists. The breakpoint of dimension for volume computation could be discovered AUTOMATICALLY,
which is the indication of unknown dimension of clutter subspace. The reasons can be described briefly as
that results of volume-based correlations is independent of the intrinsic structure of subspaces, and depends
only on the dimensions and mutual relationship of the subspaces. So VC subspace detector focuses on the
evolution of values of volume-based correlations along with increase of dimensions for volume computation
only, regardless of the basis structure of clutter subspace. Concerning with the unknown characteristic of clutter
subspace, VC subspace detector could be listed among the blind detecting methods. It is important to note
that although matched subspace detector also detect signals from clutters, these two detection methods are
essentially different. Because the prerequisite for matched subspace detector includes the detailed information
on clutter subspace. However, it is needless for VC subspace detector.
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• Remark 2. It should be emphasized that the most remarkable advantage of VC subspace detector is its feature
of "Detecting while Learning". To be specific, the detection could be completed without separated sessions for
background learning with VC subspace detector. As is well known, background learning is very popular in
adaptive processing for radar, communication and other signal processing problems. Channel equalization in
communication transmission, CFAR (Constant False Alarm Rate) operation in radar detection and estimation
of covariance matrices for clutter echoes in STAP (Space-Time Adaptive Processing) all belong to sessions of
background learning. There are double common defects for all these schemes. The first is that the efficacy of
estimating clutter background might be influenced heavily by existence of target signal, which is referred to as
target leakage in literatures; the second is the non-homogeneousness widely existed in clutter environment which
easily leads to mismatch of the consequence of learning with the actual clutter scenario at the target location.
Nevertheless, VC subspace detector stands far away from these trouble because the process of background
process is accomplished implicitly and simultaneously with the detection operation. While the raw data are
being sampled and put into the detector sequentially, the volume-based correlations are examined and tested
constantly until the breakpoint is reached. The information of clutter subspace is being learned in the form of
volumes of basis for sample subspace. At the breakpoint, background learning ends while simultaneously the
decision on the existence of target is made naturally. There is no need for extra effort of background learning.
The learning and detection procedures are merged perfectly in VC subspace detector. We call this interesting
property "Detecting while Learning".
• Remark 3. The acceptance criterion of VC subspace detector for the hypothesis on existence of target signal is
whether or not certain volume-based correlations are zero. It is generally believed that testing some quantities
to be zero is impractical. Lots of statistical methods, such as MUSIC and other subspace-class algorithms
use reciprocal to transform the value near zero to be relatively large. Hence the difference between negligible
results could be sharpen and the power of detection is greatly strengthened. VC subspace detector is not an
exception.
• Remark 4. In noisy situation, the detection problem becomes more complicated. Random noise will disturb
our judgement and must be eliminated to assure the quality of detector. There are plenty of mature techniques
for extracting the informative subspaces from noise, such as eigen-decomposition based filtering and subspace
tracking, for us to choose as the preprocessing steps of VC subspace detector. Some detailed discussion on
these issues will be given in section IV.
D. Theoretical property of the proposed detector in noiseless situation
We will show theoretically that our volume-based correlation subspace detector can totally eliminate the influence
of the clutter and detect the target signal in known target subspace effectively. Besides, an interesting monotonicity
property for volumes-based correlation values of subspaces with different dimension will also be given, which
provide a theoretical insight of our subspace detector.
Theorem 1: Let H be the n-dimensional Hilbert space, HS and HC be the subspace of H corresponding to
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target and clutter respectively. HS ∩ HC = {0}, dimHC = d1, dimHS = d2, Suppose yi, i = 1, 2, · · · be
randomly sampled data either containing both target and clutter,
yi = si + ci, i = 1, 2, · · · (45)
or only containing clutter
yi = ci, i = 1, 2, · · · (46)
where si ∈HS and ci ∈HC . Let
Y (m) := [y(1), · · · ,y(m)], (47)
and Q(m)Y and QS be orthogonal matrix with columns being the basis vectors of span(Y (m)) and HS , then we
have the following monotone property
V (Y (1)) ≥ V (Y (2)) ≥ · · · ≥ V (Y (d1)) (48)
where
V (Y (m)) = volm+d2([Q
(m)
Y ,QS ]), m = 1, 2, · · · , d1. (49)
The monotone property formulated in Theorem 1 might be useful when VC subspace detector was used in
practical scenario. It guarantees that the test quantity of our detector will increase continuously with the dimension
of sample subspace until the breakpoint is reached. So the breakpoint should be found easily without the annoying
fluctuation of test quantity.
Theorem 2: Under the same assumption of theorem 1, the sufficient and necessary condition for existence of
target signal in sample subspace is there is an integer K < n such that
V (Y (K)) = volK+d2([Q
(K)
Y ,QS ]) = 0. (50)
Theorem 1 and 2 theoretically guarantee the behavior of our volume-based detector, as is shown in figure 1, the
volume quantity V (Y (m)) will gradually drop as the increase of samples, it will drop to zero at index K if and
only if target signal exists; and remain non-zero when only clutter exists. The index K in Theorem 2 is exactly
the dimension of clutter subspace HC when the target signal is presented in sample subspace. Concerning with
the monotone property in Theorem 1, K is the smallest index for sample subspace span(Y (m)) to satisfy (50).
Such K could be called the critical point or phase transition point, for it indicates the essential change of volume
correlation between sample subspace and target signal subspace. The reason for this change must be rank deficiency
of direct sum of sample subspace and target subspace, which actually indicates the existence of target components
in sample subspace. The behavior of our VC detector described in theorem 1 and 2 is illustrated in figure 1, in
which we randomly generate two subspaces as HS and HC , and plot the variation of volume-based correlation
V (Y (m)) with increase of m in Detector 1.
IV. THE VOLUME-CORRELATION SUBSPACE DETECTOR IN NOISY ENVIRONMENT
In this section, we will modify our VC subspace detector to make it be more suitable for noisy environment.
Then some asymptotic result on the performance of VC subspace detector will be given.
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Fig. 1: Simulation of the volume-correlation V (Y (m)) in noiseless situation
A. Main Idea
The main problem here is the sample subspace has been contaminated by random noise and can not be used
directly to compute the volume correlation in VC subspace detector. Therefore the noise must be cleared in advance.
For most statistical signal processing algorithms concerned with subspaces, such as MUSIC, ESPRIT and so on,
the target signal and random noise are separated into signal subspaces and noise subspaces by eigen-decomposition
of correlation matrices firstly for further treatment. It implies the natural strategy of denoising for subspace-based
signal processing. That is extracting signal subspaces for follow-up analysis and discarding noise subspaces simply
for the purpose of noise elimination. In our case, the theme of VC subspace detector is detecting target signal from
known target subspace lying in unknown clutter subspace. The main obstacle for our detector is how to accomplish
subspace detection under the background of deterministic but sealed clutter. Hence random noise isn’t the critical
factor in the detection and will be treated concisely.
To be specific, let H be n-dimensional Hilbert space, HS and HC be target and clutter subspaces of H
respectively, and HS ∩HC = {0}, dimHC = d1, dimHS = d2, the signal model for our detector is
r = y +w,
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where w is the noise vector usually assumed to be white and Gaussian distributed with mean 0 and variance σ2,
and y represents the signal components being sampled randomly from HS ⊕HC or just HC . The deterministic
vector y can be randomized and written as
y =Xα,
where span(X) = HS ⊕ HC or HC , and α is a random vector with finite second order moments. Then the
correlation matrix Rr of the sample data r is
Rr = E{rrT } =XE{ααT }XT + σ2In (51)
without loss of generality,X is assumed to be full rank, we denote the column rank of X by k, then the eigenvalues
of Rr could be listed as
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ λk+1 = · · · = λn = σ2, (52)
and the corresponding eigenvectors are
q1, q2, · · · , qk, qk+1, · · · , qn
Denote QSC := [q1, q2, · · · , qk] ∈ Rn×k, QN := [qk+1, qk+2, · · · , qn] ∈ Rn×n−k. It is clear that
span(QSC) =HS ⊕HC , k = d1 + d2, (53)
when both signal and clutter are present, and
span(QSC) =HC , k = d1, (54)
when the sampled data contains "pure" clutter. span(QSC) and span(QN ) are commonly called signal subspace
and noise subspace. Therefore span(QSC) could be used as proxy of HS ⊕HC (or HC) and the main idea in
previous section is workable as well in the noisy environment.
B. VC Subspace Detector in noisy environment
The VC subspace detector could be extended to noisy scenario as follows:
Detector 2.
• Initial Step :
Denote the received data {r1, · · · , rm} by R(m). Obtain {s1, · · · , sd2} as the orthonormal basis vectors of
target subspace and denote it by QS . Let the sample covariance matrix be Rˆ(0) = 0. Index i is set to 1. Set
two thresholds T and ǫ at appropriate values.
• Step 1 :
Get the new sample ri, compute the covariance matrix as
Rˆ(i) =
i− 1
i
Rˆ(i−1) +
1
i
rir
T
i , (55)
Assume the eigenvalues of Rˆ(i) be
λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆki ≥ λˆki+1 ≥ · · · ≥ λˆn, (56)
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and the corresponding eigenvectors be
qˆ1, qˆ2, · · · , qˆki , qˆki+1, · · · , qˆn, (57)
determine the dimension of signal subspace ki, and construct the estimated sample subspace Uˆ (i) as
Qˆ(i) = [qˆ1, qˆ2, · · · , qˆki ] (58)
• Step 2 :
Compute the test quantity as
T (R(i)) =
1
volki+d2([Qˆ
(i), QS ])
, (59)
if T (R(i)) > T , concludes the existence of target signal and exits;
• Step 3 :
if |T (R(i)) − T (R(i−1))| > ǫ, then set i = i + 1 and go to step 1; otherwise concludes the non-existence of
target signal and exits.
As described above, the subspace Qˆ(i) built from eigenvectors corresponding to large eigenvalues of covariance
matrix of sampled data was taken to be the sample subspace in VC subspace detector. It is because the true covariance
matrices can’t be obtained straight from sample data such that the sample covariance matrices were calculated via
(55) instead. The dimension of signal-plus-clutter subspace (or clutter subspace), i.e., ki in (56) actually needs to
be estimated. There are various methods can be used, from the conventional AIC or MDL and their variations [14],
[15], to the newest Bayesian Information Criterion (BIC [16], GBIC [17]), Random Matrix Theory (RMT, [18]) and
Entropy Estimation of Eigenvalues (EEE, [19]), etc. Since they all belong to another domain of research, we will
not discuss this topic in detail here. In the following analysis, we just assume the dimension ki, which is related
with d1 and d2, is accurately known or estimated. With the eigen-decomposition method, the accuracy about this
approximation of subspace HS⊕HC (or HC) had been studied extensively [20][21][22] and the feasibility of Qˆ(i)
had been proved asymptotically. Hence we use it in VC subspace detector as the substitution of sample subspace
when noise is presented. We can expect the proposed VC subspace detector will asymptotically approximate the
VC subspace detector in noiseless scenario, and this expectation is validated by the theory in next section.
C. Property of Detector
To avoid the vagueness brought by asymptotic conclusion of the performance of VC subspace detector in the noisy
background, we give some non-asymptotic analysis on the capability of our detector with knowledge of random
matrices and concentration inequalities. Denote the received data by {r1, · · · , rm}, and denote the correlation matrix
by Rr as in (51). Suppose the eigenvalues of Rr be as (56) and its eigenvectors be as (57), We have
Theorem 3: Let H be n-dimensional Hilbert space, HS and HC be target and clutter subspaces of H respec-
tively, dim(HS ∩HC) = 0, dimHC = d1, dimHS = d2,
ri = yi +wi, i = 1, 2, · · · ,m.
September 21, 2018 DRAFT
17
where ri is the sample data, yi ∈HS ⊕HC , wi ∼ N (0, σ2In) is Gaussian white noise.
If the target signal presents in sample data, then for any 0 < ε < 1 and δ > 0, if
m ≥ 1 + ε
(
√
δ + 1− 1)2

d2+d1∑
i,j=1
j 6=i
λiλj
(λi − λj)2 + (n− d1 − d2)
d2+d1∑
i=1
λiσ
2
(σ2 − λi)2

 , (60)
then there exists a constant C > 0, such that
1
T 2(R(m))
≤ δd2 +O(δd2+1) (61)
holds with probability
P ≥ 1− exp{− (d1 + d2) · n · ε
2
C
}. (62)
On the contrary, in the case of non-target, for any 0 < ε < 1 and δ > 0, when
m ≥ 1 + ε
(
√
δ + 1− 1)2 ·

 d1∑
i=1
d1∑
j=1
j 6=i
λiλj
(λi − λj)2 +
d1∑
i=1
(n− d1) λiσ
2
(σ2 − λi)2

 , (63)
we have
| 1
T 2(R(m))
− τ2(HS ,HC)| ≤ sd1−1(QTCP⊥S QC)δ + O(δ2), (64)
holds with probability
P ≥ 1− exp{−d1 · n · ε
2
C
}, (65)
here τ(HS ,HC) > 0 is a constant related with HS and HC , QS , QC are the orthogonal bases of HS and HC ,
respectively, and P⊥S is the projection matrix onto the orthogonal complement of HS , sk(A) for n × n square
matrix A is defined as:
sk(A) :=
∑
1≤i1≤···≤ik≤n
σi1 · · ·σik , 1 ≤ k ≤ n, (66)
where σ1, · · · , σn are singular values of matrix A.
Theorem 3 describes the performance of our VC subspace detector in noisy environment. The main result (61),
together with (60) and (62), implies that when the target signal is present, the test quantity T (R(m)) of VC subspace
detector will tend to infinity with an overwhelming probability, when the number of sample data is sufficient large.
On the other hand, (64) together with (63) and (65) ensures T (R(m)) to tend to a finite value. Therefore the decision
point of this detector is to test whether T (R(m)) increases over a threshold, or stops increasing at a finite value.
The result of Theorem 3 implies that the output of our VC subspace detector will yield two different results in
the two mentioned scenarios, no matter what clutter is given, whether or not there is noise, so far as that we have
enough sample data. This shows the asymptotic effectiveness of our VC subspace detector.
The results (61) and (64) of theorem 3 depends on the deviation parameter δ. It determines the order for
infinitesimal deviation between the computational result of volume correlation and its ideal value when there is no
noise. The coefficient of leading term in (64) is the value of sd1−1(QTCP⊥S QC), the elementary symmetry functions
of singular values of QTCP⊥S QC . It only depends on the mutual relation between subspaces HC and HS .
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It should be mentioned that the lower bound of observation size, m in (60) and (63), is a sufficient condition
for the conclusion of theorem. It indicates that for a given parameter δ, when m satisfies (60) and (63), then
the volume-correlation will sufficiently satisfy (61) and (64) with the high probability. It is known that sufficient
conditions are usually more conservative and strict than that needed. Therefore, the value of volume-correlation
would converge much more faster in practise than what is depicted in the condition (60) and (63). This will also
be illustrated in the later numerical simulations.
The effectiveness of detector 1 was demonstrated by numerical simulation in figure 2. Here n = 1024, d1 =
40, d2 = 10 and the target and clutter signal were chosen randomly from corresponding subspaces. In the simulation,
we assume the dimensions of signal subspace, i.e., ki in (56) to be accurately known beforehand, and the Signal-
to-Noise Ratio is 0dB, then the mean and individual values of the volume-correlation T (R(m)) with respect to
different m in 1000 monte-carlo simulations are plotted. Here the result for each simulation was illustrated by the
scatter diagram in the small sub-figures. As m increases, T (R(m)) converges to infinity when target signal exists,
while in case of no target signal, T (R(m)) converges to a finite value. Therefore, as a whole, the simulation result
verified the validity of VC subspace detector.
It is mentioned that the eigen-decomposition step in detector 2 is just a noise reduction procedure, aiming at
getting the estimated basis Qˆ(m) for subspace HS ⊕HC (or HC) from the sampled data. It is obvious that in
this setting, when the noise’s power approaches zero, i.e., when the σ in (52) tends to 0, the signal subspace
span(Q(m)) will be exactly the same as HS ⊕HC (or HC ), and the eigen-decomposition procedure in Step 1 of
Detector 2 is equivalent to the orthogonalization procedure in Detector 1. Thus, it is expected that the performance
of Detector 2 will be the same as that of Detector 1 when noise vanishes. The comparison about the output of
Detector 2 in noisy environment and that of Detector 1 is illustrated in figure 3, is is obvious that, when there is
noise, the volume-based correlation V (Qˆ(m)) := volkm+d2([Qˆ(m), QS ]) in Detector 2 will slightly deviate from
the V (Q(m)Y ) = volm+d2([Q
(m)
Y ,QS ]) in Detector 1; but as the noise’s power drops, the value of V (Qˆ(m)) in
Detector 2 converges to V (Q(m)Y ) in Detector 1.
V. FURTHER DISCUSSION & FUTURE WORK
A. Volume and Inner Product
Inner product is widely used for signal correlation under the theoretical framework of linear space, where certain
signal sample is regarded as a point in this linear space. The matched filter is well-known for it has the optimal
output SNR, and it is actually constructed based on inner-product. So inner product has long been regarded as a
powerful tool for signal processing and received much attention. However, another geometrical quantity with close
relationship with inner product still lies out of sight and receives little concern. That is volume, the focus of this
paper.
The connection between inner product and volume could be seen from a simple fact about complex number
multiplication. For two complex numbers z1 = x1 + jy1, z2 = x2 + jy2, where j =
√−1, we have
z1z2 = (x1x2 + y1y2) + j(x1y2 − x2y1), (67)
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Fig. 2: Simulation of the test quantity T (R(m)) in noisy environment
Here the real part of (67) is just the inner product between vectors −→x = (x1, y1) and −→y = (x2, y2). How about
the imaginary part? We have
x1y2 − x2y1 = det

 x1 y1
x2 y2

 = −→x ×−→y , (68)
It is exactly the outer (cross) product of −→x and −→y , that is, volume of parallelogram spanned by them. Intuitively,
the angle between two vectors could be introduced naturally using inner and outer product. The inner product
represents cosine of angle and outer product means sine of angle. The judgement on the extent of collinearity
between two vectors can be made based on inner product and cross product as well. The difference just lies at that
the typical value of perfect collinearity is 1 for inner product and 0 for cross product. If we are considering two
vectors, the volume and cross product coincides with each other occasionally. Therefore, inner product and volume
are two sides of the same diamond.
In the multiple-vector case, i.e., when we are considering more than three vectors, the definition of cross product
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Fig. 3: Comparing the volume-based correlation V (Qˆ(m)) with respect to different SNR
between multiple vectors becomes vague but that of volume is still making sense. To determine whether or not a
vector −→a lies in a certain d-dimensional subspace HS spanned by a group of vectors is more difficult because it
doesn’t work by calculating the inner products between −→a and each basis vector of subspace HS . Nevertheless,
volume provides us a clue to solve this problem effectively. According to the volume’s definition (9), we only
need to compute the d+ 1-dimensional volume of subspace spanned by −→a and basis vectors of HS to inspect its
vanishment. Volume can be used as a criterion for coplanarity, like the role inner-product plays for collinearity.
B. Volume Correlation and Coherence
In the recent plenary talk " Coherence as an Organizing Principle in Signal processing " in SSP’2014, Louis
Scharf emphasized the importance of theory and application of " Coherence " between two random vectors, this
"coherence" has been used in various signal processing applications [23][24]. Consider random vectors u ∈ Cp and
v ∈ Cq, denote their cross covariance matrix by
R =

 Ruu Ruv
RHuv Rvv

 (69)
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the coherence is defined as
ρ2(u,v) = 1− det(Ruu −RuvR
−1
vvR
H
uv)
det(Ruu)
(70)
On the other hand, the deterministic version of coherence called Euclidean coherence can also be defined for two
rectangle matrix U ∈ Cn×p and V ∈ Cn×q , which could be regarded as the samples of random vectors u and v
respectively. Suppose Grammian matrix of U and V be
R =

 UHU UHV
V HU V HV

 (71)
then the coherence may be defined as well,
ρˆ2(U ,V ) = 1− det(U
HU −UHPV U)
det(UHU)
(72)
where PV = V (V HV )−1V H is the projection matrix on subspace spanned by column of V . Obviously, (72) is
one kind of finite sample estimation of (70).
From fine-grain viewpoint, we can write Hilbert coherence as
ρ2(u,v) = 1− det(Ruu −RuvR
−1
vvR
H
uv)
det(Ruu)
= 1−
min(p,q)∏
i=1
(1 − k2i ) (73)
where ki are singular values of the coherence matrix R−1/2uu RuvR−H/2vv . They are called canonical correlations
[25] between the canonical coordinates of random variable u and v. Euclidean coherence can be treated in the
same way,
ρˆ2(U ,V ) = 1− det(U
HU −UHPV U)
det(UHU)
= 1−
min(p,q)∏
i=1
(1− cos2 θi(span(U), span(V ))) (74)
where {θi(span(U), span(V )), 1 ≤ i ≤ min(p, q)} are the principal angles of subspace span(U) and span(V ).
In view of (13), we have
ρˆ2(U ,V ) = 1−
min(p,q)∏
i=1
sin2 θi(span(U), span(V ))
= 1− (corrvol(span(U), span(V )))2, (75)
This is a interesting relationship between Euclidean coherence and the volume correlation (13) defined in this paper.
Hence the potential value of volume correlation in signal processing field will be highlighted generally along with
widespread of coherence, just as predicted by Scharf.
September 21, 2018 DRAFT
22
C. The Phase Transition Phenomenon of random matrices and Future works
In the regime of ultimate low SNR, It have been shown that significant errors will enter the estimation of signal
subspaces obtained with the eigen-decomposition methods. This is due to the so-called Phase Transition Phenomenon
on eigenvalues and eigenvectors of random matrices [26][27][28]. In fact, for a n× n sampled covariance matrix
calculated in (55), as n→∞ and n/m→ γ ∈ (0, 1), we have:
(a) If λi/σ2 > 1 +√γ, then
λˆ
(m)
i
a.s.→ λi(1 + γσ
2
λi − σ2 ), i = 1, · · · km (76)
|〈qˆ(m)i , qi〉| a.s.→
√(
1− γσ
4
(λi − σ2)2
)
/
(
1 +
γσ2
λi − σ2
)
, i = 1, · · · km. (77)
(b) If λi/σ2 ≤ 1 +√γ, then
λˆ
(m)
i
a.s.→ σ2(1 +√γ)2, i = 1, · · · km (78)
|〈qˆ(m)i , qi〉| a.s.→ 0, i = 1, · · · km, (79)
where λi (in descending order with increase of i) and qi are eigenvalues and eigenvectors of the auto-correlation
matrix of the received signal, and λˆ(m)i and qˆ
(m)
i are the corresponding estimation of λi and qi calculated from
eigenvalue decomposition of the sampled covariance matrix.
This phase transition phenomenon means that when λi/σ2 was lower than a threshold, the estimated eigenvalues
λˆ
(m)
i and eigenvectors qˆ
(m)
i will resembles the eigenvalues and eigenvectors of the noise subspace almost surely.
On the other hand, if the noise variance σ2 was significantly high, such that λi/σ2 is lower than 1 +
√
γ, then the
estimated signal subspace span(Qˆ(m)) will not asymptotically converge to the true signal subspace span(QSC) as
expected. Therefore the performance of volume-correlation will degrade heavily. As a whole, the signal subspace
estimation method in Detector 2 has its shortage for low SNR. The estimation of signal subspace in low SNR
scenario remains an important future work for our volume-correlation subspace detector.
VI. CONCLUSION
In this paper, we proposed a novel volume-correlation subspace detector and use it to treat the problem of subspace
signal detection with noise and clutter. The proposed detector can effectively detect target signal in certain subspace
by calculating the volume of parallelotope spanned by the basis of known target signal subspace together with the
multi-dimensional observations of the received signal. It is shown theoretically that the detector can eliminate the
influence of clutter while detecting without any knowledge on the clutter subspace, we call this unique property
as " Detection while Learning ". Numerical simulations demonstrated the advantage and excellent performance of
volume-correlation subspace detector.
September 21, 2018 DRAFT
23
APPENDIX A
PROOF OF THEOREM 1
We will prove the monotone property (48). An useful lemma will be proved firstly. It is just a simple property
with very clear geometric intuition for volume of subspaces.
Lemma 2: Let Y (m) = [y1, · · · ,ym] ∈ Rn×m and X ∈ Rn×l be two matrices, then
volm+l([X,Y
(m)]) = volm−1+l([X,Y
(m−1)])‖P⊥[X,Y (m−1)]ym‖ (80)
where P⊥A is the projection matrix onto the orthogonal complement of column space of matrix A.
Proof: According to the definition of volume in (10), we have
vol2m+l([X,Y
(m)]) = det([X,Y (m)]T [X,Y (m)])
= det

 XTX XTY (m)
(Y (m))TX (Y (m))TY (m)


= det


XTX XTY (m−1) XTy(m)
(Y (m−1))TX (Y (m−1))TY (m−1) (Y (m−1))Tym
yTmX y
T
mY
(m−1) yTmym

 (81)
Using Schur complement formula,
det

 A B
C D

 = det(A) det(D −BA−1C), (82)
we obtain
vol2m+l([X,Y
(m)]) = det

 XTX XTY (m−1)
(Y (m−1))TX (Y (m−1))TY (m−1)


det

yTmym − yTm[X,Y (m−1)]

 XTX XTY (m−1)
(Y (m−1))TX (Y (m−1))TY (m−1)


−1
[X,Y (m−1)]Tym


=vol2m−1+l([X,Y
(m−1)])yTm(I − P[X,Y (m−1)])ym, (83)
Because I − P[X,Y (m−1)] is an idempotent matrix,
(I − P[X,Y (m−1)])2 = I − P[X,Y (m−1)], (84)
we obtain
vol2m+l([X,Y
(m)]) = vol2m−1+l([X,Y
(m−1)])yTk (I − P[X,Y (m−1)])2ym
= vol2m−1+l([X,Y
(m−1)])‖P⊥[X,Y (m−1)]ym‖2 (85)
This is just what we want to prove.
With the notations in theorem 1, when m < dim(HS ⊕HC) (or m < dim(HC)), we have
V (Y (m)) = volm+d2([QS ,Q
(m)
Y ]), (86)
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where Q(m)Y = [q
(1)
Y , q
(2)
Y , · · · , q(m)Y ] is the orthogonal basis matrix of span(Y (m)). Moreover, if we write
QY (m) = [QY (m−1) , q
(m)
Y ], (87)
then according to the way we construct Q(m)Y , we have
q
(m)
Y =
(I −Q(m−1)Y (Q(m−1)Y )T )ym
‖(I −Q(m−1)Y (Q(m−1)Y )T )ym‖
=
P⊥
Q
(m−1)
Y
ym
‖P⊥
Q
(m−1)
Y
ym‖ . (88)
Using Lemma 2, Let X = QS , Y = Q(m)Y , we obtain
V (Y (m)) = vold2+m−1([QS ,Q
(m−1)
Y ])‖P⊥[QS,Q(m−1)Y ]q
(m)
Y ‖ (89)
= V (Y (m−1))‖P⊥
[QS,Q
(m−1)
Y
]
q
(m)
Y ‖. (90)
Take into account the property of projection matrices,
‖P⊥
[QS,Q
(m−1)
Y
]
q
(m)
Y ‖ ≤ ‖q(m)Y ‖ = 1, (91)
we have
V (Y (m)) ≤ V (Y (m−1)). (92)
Thus (48) and theorem 1 has been proven.
APPENDIX B
PROOF OF THEOREM 2
Firstly, we prove the necessary part of this theorem. Let HS and HC be target subspace and clutter subspace
respectively. d2 = dim(HS), d1 = dim(HC). Assume there exists target signal in received data {yi, i = 1, · · · ,m},
that is to say,
yi = si + ci, si ∈HS , ci ∈HC (93)
for some i ∈ S ⊂ {1, 2, · · · ,m}, and
yi = ci, (94)
for other i ∈ {1, 2, · · · ,m} \ S. Then under the generic hypothesis, we have
rank([y1, · · · ,ym]) = m, (95)
for m ≤ d1. Hence the result of successive orthogonalization could be written as
Q
(m)
Y = [q
(1)
Y , q
(2)
Y , · · · , q(m)Y ], (96)
It should be stressed that in the case of m = d1 + 1, we still have
rank([y1, · · · ,yd1+1]) = d1 + 1, (97)
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because of the presence of target signal. In other words,
Q
(d1+1)
Y = [q
(1)
Y , q
(2)
Y , · · · , q(d1)Y , q(d1+1)Y ]. (98)
For Y (d1+1), all of its d1 + 1 linearly independent directions includes two parts, one with d1 directions coming
from clutter subspace HC and the other one direction contributed by target subspace HS .
Let QS be the matrix with columns being the orthonormal basis vectors of HS , (98) means that
rank([QS ,Q
(d1+1)
Y ]) = d2 + d1, (99)
but the number of nonzero columns of [QS ,Q(d1+1)Y ] is d1 + d2 + 1, so using Lemma 1, we obtain
vold1+d2+1([QS ,Q
(d1+1)
Y ]) = 0, (100)
Take K = d1 + 1, the necessary part of theorem has been proved.
On the contrary, under the generic hypothesis, we need to prove that, if there exists K such that
volK+d2([QS ,Q
(K)
Y ]) = 0, (101)
then there must be target signal in sample data y1, · · · ,yK .
Assume this was not the case, then every sample yi contains no target signal, which means for ∀m ∈ N
span(Y (m)) = span{y1, · · · ,ym} ⊂HC , (102)
therefore the orthonormal basis matrix Q(m)Y of Y m satisfies
Q
(m)
Y = [q
(1)
Y , q
(2)
Y , · · · , q(m)Y ] (103)
for m ≤ d1 and
Q
(m)
Y = [q
(1)
Y , q
(2)
Y , · · · , q(d1)Y ] (104)
for m > d1. When m > d1, according to (12) and (13), we obtain
vold1+d2([QS ,Q
(m)
Y ]) =
vold1+k2([QS ,Q
(m)
Y ])
vold2(QS) vold1(Q
(m)
Y )
= corrvol(QS ,Q
(m)
Y )
=
min(d1,d2)∏
j=1
sin θj(HS ,HC)
> 0. (105)
Considering the monotone relation (48), we have
volm+d2([QS ,Q
(m)
Y ]) > 0, ∀m ∈ N, (106)
Contradiction! We have verified the sufficient part and the whole theorem has been proved.
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APPENDIX C
PROOF OF THEOREM 3
To complete the proof of Theorem 3, several lemmas are required as necessary tools. These lemmas concerned with
asymptotical distribution of eigenvectors of sample covariance matrix, concentration bounds and matrix perturbation.
Lemma 3: [21] Consider the matrix Qˆ(m) ∈ Rn×r with columns being the r eigenvectors of sample covariance
matrix Rˆ(m) ∈ Rn×n calculated from m samples, corresponding to the largest r eigenvalues, i.e.,
Qˆ(m) = [qˆ
(m)
1 , qˆ
(m)
2 , · · · , qˆ(m)r ],
then Qˆ(m)’s asymptotic distribution (for large m) is jointly Gaussian with mean
Q = [q1, q2, · · · , qr],
and covariance Σ(m)1 , · · · ,Σ(m)r , where
Σ
(m)
i :=
λi
m
[ r∑
j=1
j 6=i
λj
(λi − λj)2 qjq
T
j +
P∑
j=r+1
σ2
(σ2 − λi)2 qjq
T
j
]
, i = 1, · · · , r (107)
and
E(qˆ
(m)
i − qi)(qˆ(m)k − qk)T = Σ(m)i · δi,k, i, k = 1, · · · , r (108)
where λ1 ≥ λ2 ≥ · · ·λr ≥ λr+1 = · · · = λn = σ2 are eigenvalues of the covariance matrix Rr in (51), with
q1, · · · , qn the corresponding eigenvectors.
Lemma 4: For the random matrix
E = [e1, · · · , er] ∈ Rn×r (109)
where ei ∼ N (0,Σi), 1 ≤ i ≤ d, and E(eieTk ) = Σi · δi,k, then for any 0 < ε < 1, there exists a constant C > 0
that depends on Σi, such that
‖E‖2F ≤ (1 + ε)
r∑
i=1
Tr(Σi), (110)
holds with probability
P ≥ 1− exp{−r · n · ε
2
C
}. (111)
Proof: From the definition of Frobenius norm, we know that
‖E‖2F =
r∑
i=1
‖ei‖22. (112)
For any 1 ≤ i ≤ r, ei ∼ N (0,Σi), the eigenvalue decomposition of Σi ∈ Rn×n could be written as
Σi = ViΛiV
T
i , (113)
where the diagonal matrix Λi := diag(σ2i,1, · · · , σ2i,n) and σ2i,1 ≥ σ2i,2 ≥ · · · ≥ σ2i,n ≥ 0 are eigenvalues of Σi.
Let
e˜i = V
T
i ei, (114)
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then
e˜i ∼ N (0,Λi), ‖e˜i‖22 = ‖ei‖22. (115)
Denote the elements of vector e˜i by
e˜i = [e˜i,1, · · · , · · · e˜i,n]T , (116)
then different e˜i,j are independent and satisfy
e˜i,j ∼ N (0, σ2i,j), 1 ≤ j ≤ n. (117)
Now we stack all these vectors e˜i, 1 ≤ i ≤ r into a single vector, i.e., we let
e˜ := [e˜T1 , e˜
T
2 , · · · , e˜Tr ]T ∈ Rn·r, (118)
then we have
e˜ ∼ N (0,Λ), Λ = diag(Λ1, · · · ,Λr) = diag(σ21,1, · · · , σ21,n, · · · , σ2r,1, · · · , σ2r,n). (119)
Therefore, (112) is equivalent to
‖E‖2F =
r∑
i=1
‖e˜i‖22 = ‖e˜‖22. (120)
It is well known that the norm of a Gaussian random vector will concentrate around its expectation [29]. It has
been proved that the norm of an i.i.d. Gaussian random vector will concentrate around its expectation (Chapter 4,
[30]). The problem of the concentration of ‖e˜‖22 here is only slightly different with the one in [30]. In particular, the
elements of e˜ have different variances in our case. Therefore, the proof will be adapted from the proof of Theorem
4.2 in [30]. So only the different part will be given in the following proof.
Firstly, we have
E{‖e˜‖22} =
r∑
i=1
n∑
j=1
σ2i,j =
r∑
i=1
Tr(Σi), (121)
Then follow the same approach as [30] and utilize Markov’s Inequality. For any parameter β > 0 and λ > 0, we
have
P{‖e˜‖22 ≥ β
r∑
i=1
Tr(Σi)} = P{exp(λ‖e˜‖22) ≥ exp(λβ
r∑
i=1
Tr(Σi))}
=
r∏
i=1
P{exp(λ‖e˜i‖22) ≥ exp(λβ Tr(Σi))}
≤
r∏
i=1
E{exp(λ‖e˜i‖22)}
exp(λβ Tr(Σi))
=
r∏
i=1
n∏
j=1
[
E{exp(λe˜2i,j)}
exp(λβσ2i,j)
]. (122)
The moment generating function of the Gaussian random variable e˜i,j is:
E{exp(λe˜2i,j)} =
1√
1− 2λσ2i,j
, (123)
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let
σmax := max
i,j
σi,j , σmin := min
i,j
σi,j , (124)
we have
P{‖e˜‖22 ≥ β
r∑
i=1
Tr(Σi)} ≤
(
exp(−2λβσ2min)
1− 2λσ2max
)r·n/2
, λ > 0, (125)
The rest of proof is the same as Theorem 4.2 in [30] and will be described briefly. Replacing λ with its optimal
value such that the right side of (125) is minimized, and regarding some formulas involving σmax and σmin for a
constant C, we can derive the result of this lemma (which is also the result of Corollary 4.1 in [30] under i.i.d
hypothesis):
P{‖e˜‖22 ≥ (1 + ε)
r∑
i=1
Tr(Σi)} ≤ exp(−r · n · ε
2
C
), (126)
holds for any 0 < ε < 1, where C > 0 is a constant depending on σmax and σmin.
Next, the lemma will be presented to estimate the influence of the error between sample eigenvectors Qˆ(m) and
its true value on the volume-correlation computation. Motivated by the relation between volume and determinant,
the matrix perturbation theory was utilized to derive the result needed.
Lemma 5: (Corollary 2.7 in [31]) For the matrix A ∈ Rn×n, and the perturbation matrix E ∈ Rn×n, we have
• If A is full-rank, then
| det(A+E)− det(A)| ≤
n∑
i=1
sn−i(A)‖E‖i2, (127)
• If rank(A) = k for some 1 ≤ k ≤ n− 1, then
| det(A+E)| ≤ ‖E‖n−k2
k∑
i=0
sk−i(A)‖E‖i2. (128)
here sk(A) is defined as the kth elementary symmetric function of singular values of matrix A ∈ Rn×n:
sk(A) :=
∑
1≤i1≤···≤ik≤n
σi1 · · ·σik , 1 ≤ k ≤ n. (129)
Now we will prove theorem 3. Assume the sample data be
R(m) = [r1, · · · , rm], (130)
and its sample correlation matrix be R(m)r = 1mR
(m)(R(m))T , then the volume-correlation is of the form of:
V (R(m)) = vold2+km([QS , Qˆ
(m)]), (131)
where QS is the matrix with columns being the orthonormal basis vectors of target subspace HS and Qˆ(m) is the
matrix with columns being the eigenvectors of R(m)r corresponding to its km relatively large eigenvalues. Without
loss of generality, let
Qˆ(m) = [qˆ1, · · · , qˆkm ], (132)
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We have
V (R(m)) = vold2+km([QS , Qˆ
(m)])
= det1/2

 QTSQS QTS Qˆ(m)
(Qˆ(m))TQS (Qˆ
(m))T Qˆ(m)


= det1/2
(
QTSQS
) · det1/2(In − (Qˆ(m))TQS (QTSQS)−1QTS Qˆ(m))
= det1/2
(
(Qˆ(m))TP⊥S Qˆ
(m)
)
. (133)
where P⊥S is the projection matrix onto the orthogonal complement of target subspace HS .
We noticed that we need the approximation result of Qˆ(m) according to lemma 3 to obtain the conclusion of
theorem 3. It is natural for using lemma 3 to estimate the error of approximation. Firstly we express Qˆ(m) as the
following linear random perturbation model,
Qˆ(m) = QSC +E
(m), (134)
where QSC denotes the real orthogonal basis of signal subspace from Rr , and
E(m) = [e
(m)
1 , · · · , e(m)km ], (135)
with e(m)i ∼ N (0,Σ(m)i ), and e(m)i are mutually independent for different i. Then according to (108), we have
Σ
(m)
i =
λi
m
[ km∑
j=1
j 6=i
λj
(λi − λj)2 qjq
T
j +
n∑
j=km+1
σ2
(σ2 − λi)2 qjq
T
j
]
. (136)
Therefore (133) becomes
V (R(m)) = det1/2
(
(Qˆ(m))TP⊥S Qˆ
(m)
)
= det1/2
(
(P⊥S QSC + P
⊥
S E
(m))T (P⊥S QSC + P
⊥
S E
(m))
)
, (137)
for simplicity, let
V = P⊥S QSC , W = P
⊥
S E
(m),
then (137) becomes
T (R(m)) = det
(
(V +W )T (V +W )
)
, (138)
Let
A = V TV , E = V TW +W TV +W TW ,
then we have
V 2(R(m)) = det(A+E),
where
A = (QSC)
TP⊥S QSC , (139)
E = (QSC)
TP⊥S E
(m) + (E(m))TP⊥S QSC + (E
(m))TP⊥S E
(m), (140)
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From lemma 4, we noted that its two conclusions were distinguished by the rank of matrix A. It indicated that
the rank of A was a critical factor for accuracy of approximation. In fact, it determined the infinitesimal order for
error of approximation. So the rank of A should be analyzed.
According to (139), we have
(QSC)
TP⊥S QSC = (QSC)
T (In − PS)QSC = Ikm − (QSC)TPSQSC . (141)
The rank of A is closely related to the rank of (QSC)TPSQSC , or more precisely, the structure of subspace
spanned by QSC . There are two possibilities for the structure of span(QSC),
• If the target signal presents, then dim(span(QSC) ∩HS) 6= 0 and dim(span(QSC) ∩HC) 6= 0;
• If the target signal doesn’t present, then dim(span(QSC) ∩HS) = 0 and dim(span(QSC) ∩HC) 6= 0;
In the first case, because span(QSC) ∩ HS 6= {0}, it is assumed that kSm of km columns of QSC were
contributed by target subspace and the others came from clutter subspace. The corresponding result on the rank of
(QSC)
TP⊥S QSC can be summarized in the following lemmas
Lemma 6: Under the hypothesis of existence of target signal in sample data, we have
rank((QSC)
TP⊥S QSC) = km − kSm, (142)
and all of its nonzero singular values (eigenvalues) are 1.
Proof: It should be noted firstly that km can not excess d1+d2 which is the intrinsic dimension of HS⊕HC ,
and kSm should not be larger than d2 no matter how large the number m of sample data is. Generically, when m
is sufficiently large, which is the case we consider here, we have km = d1 + d2 and kSm = d2.
It is natural to assume QSC = [Q¯S , Q¯⊥S ]B(m) ∈ Rn×km , where Q¯S ∈ Rn×k
S
m is a matrix with columns being
parts of orthonormal basis vectors for HS , and Q¯⊥S ∈ Rn×(km−k
S
m) is a matrix with columns composed of vectors
in P⊥SHC . and B(m) ∈ Rkm×km is a orthogonal matrix. Hence from (141) we have
(QSC)
TP⊥S QSC = Ikm − (QSC)TPSQSC
= Ikm − (B(m))T

 Q¯TS
(Q¯⊥S )
T

PS [Q¯S , Q¯⊥S ]B(m)
= Ikm − (B(m))T

 Q¯TSPSQ¯S Q¯TSPSQ¯⊥S
(Q¯⊥S )
TPSQ¯S (Q¯
⊥
S )
TPSQ¯
⊥
S

B(m)
because
PSQ¯S = Q¯S , PSQ¯
⊥
S = 0, (143)
we have
Q¯TSPSQ¯S = IkSm ,
Q¯TSPSQ¯
⊥
S = (Q¯
⊥
S )
TPSQ¯S = (Q¯
⊥
S )
TPSQ¯
⊥
S = 0, (144)
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therefore
(QSC)
TP⊥S QSC = Ikm − (B(m))T

 IkSm 0
0 0

B(m) (145)
= (B(m))T

 0 0
0 Ikm−kSm

B(m) (146)
Let
B(m) =

 B(m)1
B
(m)
2

 , B(m)1 ∈ RkSm×km , B(m)2 ∈ R(km−kSm)×km , (147)
then we have
(QSC)
TP⊥S QSC = (B
(m)
2 )
TB
(m)
2 , (148)
assume the singular value decomposition of B(m)2 be
B
(m)
2 = U¯ [Λ,0]V¯ , (149)
where U¯ ∈ R(km−kSm)×(km−kSm) and V¯ ∈ Rkm×km are orthogonal matrices and Λ is diagonal matrix. because of
the orthogonality of B(m),
B
(m)
2 (B
(m)
2 )
T = U¯Λ2U¯T = Ikm−kSm , (150)
hence we have Λ = Ikm−kSm and
(B
(m)
2 )
TB
(m)
2 = V¯

 Ikm−kSm 0
0 0

 V¯ T , (151)
Then the following conclusion could be drawn: If target signal presents in sample data, then we have
rank((QSC)
TP⊥S QSC) = km − kSm, (152)
and all of its non-zero singular values (eigenvalues) are 1.
On the other hand, when there is no target but only clutter in the sample data, another lemma should hold.
Lemma 7: Under the hypothesis of non-existence of target signal in sample data, we have
rank((QSC)
TP⊥S QSC) = km, (153)
and all of its nonzero singular values (eigenvalues) are 1.
Proof: It is noted that when the sample data R(m) contains no target signal, We have km = d2 when m is
sufficiently large. It is obvious that QSC is full rank, now we should verify that (QSC)TP⊥S QSC is of full rank.
That is,
(QSC)
TP⊥S QSCx = 0⇐⇒ x = 0, (154)
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In fact, we have
(QSC)
TP⊥S QSCx = 0⇐⇒ xT (QSC)TP⊥S QSCx = 0
⇐⇒ xT (QSC)TP⊥S P⊥S QSCx = 0 (P⊥S is idempotent matrix)
⇐⇒ P⊥S QSCx = 0
⇐⇒ QSCx ∈HS ∩HC (because now span(QSC =HC))
⇐⇒ QSCx = 0 (becausedim(HS ∩HC) = 0)
⇐⇒ x = 0 (QSC is of full rank) (155)
As for the proof about singular values, there will be a similar proof as the proof in Lemma 6, so we won’t repeat
the proof here.
Now we continue the proof of Theorem 3.
According to (128) in Lemma 5 and (139), we have
T (R(m)) = det(A+E)
≤‖E‖km−km+kSm2
km−k
S
m∑
i=0
skm−kSm−i(A)‖E‖i2,
=skm−kSm(A)‖E‖
kSm
2 +O(‖E‖k
S
m+1
2 ), (156)
where
‖E‖2 = ‖(QSC)TP⊥S E(m) + (E(m))TP⊥S QSC + (E(m))TP⊥S E(m)‖2
≤ 2‖(QSC)TP⊥S E(m)‖2 + ‖P⊥S E(m)‖22
≤ 2‖QSC‖2‖P⊥S E(m)‖2 + ‖P⊥S E(m)‖22
= 2‖P⊥S E(m)‖2 + ‖P⊥S E(m)‖22
≤ 2‖P⊥S E(m)‖F + ‖P⊥S E(m)‖2F . (157)
Then, according to Lemma 3 and Lemma 4, we have
P⊥S E
(m)
∼ N (0,P⊥S Σ(m)i (P⊥S )T ), (158)
and for any ε > 0
‖P⊥S E(m)‖2F ≤ (1 + ε)
km∑
i=1
Tr(P⊥S Σi(P
⊥
S )
T ), (159)
holds with probability
P ≥ 1− exp{−km · n · ε
2
C
}.
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Consider the right side of (159), we have
km∑
i=1
Tr(P⊥S ΣiPS)
=
km∑
i=1

 1
m
( km∑
j=1
j 6=i
λiλj
(λi − λj)2 Tr(P
⊥
S qjq
T
j P
⊥T
S ) +
n∑
j=km+1
λiσ
2
(σ2 − λi)2 Tr(P
⊥
S qjq
T
j P
⊥T
S )
) , (160)
because
Tr(P⊥S qjq
T
j P
⊥T
S ) = Tr(q
T
j P
⊥
S qj) ≤ 1, (161)
we have
km∑
i=1
Tr(P⊥S ΣiPS) ≤
1
m

 km∑
i=1
km∑
j=1
j 6=i
λiλj
(λi − λj)2 +
km∑
i=1
(n− km) λiσ
2
(σ2 − λi)2

 . (162)
Combine (162) and (159), we have for any ε > 0 and 0 ≤ δ < 1, if
1
m

 km∑
i=1
km∑
j=1
j 6=i
λiλj
(λi − λj)2 +
km∑
i=1
(n− km) λiσ
2
(σ2 − λi)2

 ≤ (
√
δ + 1− 1)2
1 + ε
, (163)
or equivalently,
m ≥ 1 + ε
(
√
δ + 1− 1)2

 km∑
i=1
km∑
j=1
j 6=i
λiλj
(λi − λj)2 +
km∑
i=1
(n− km) λiσ
2
(σ2 − λi)2

 , (164)
then
‖P⊥S E(m)‖2F ≤ (
√
δ + 1− 1)2, (165)
holds with probability
P ≥ 1− exp{−km · n · ε
2
C
}.
Then combining (157) with (165), we get
‖E‖2 ≤ 2(
√
δ + 1− 1) + (√δ + 1− 1)2 = δ, (166)
thus we have
T (R(m)) ≤ skm−kSm((QSC)TP⊥S QSC)δk
S
m +O(δk
S
m+1), (167)
holds with overwhelming probability.
Furthermore, according to the definition of elementary symmetric function of singular values in (129) and (142),
it can be verified easily that
skm−kSm((QSC)
TP⊥S QSC) = 1, (168)
hence we have
T (R(m)) ≤ δkSm +O(δkSm+1), (169)
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If the number m of sample data is large sufficiently, then we have
km = d1 + d2, k
S
m = d2, (170)
therefore
1
|T 2(R(m))| ≤ δ
d2 +O(δd2+1), (171)
On the other hand, using (127) in lemma 5, we can similarly obtain the corresponding result for non-target
scenario.
| det(A+E)− det(A)| ≤ skm−1(A)‖E‖2 +O(‖E‖22), (172)
When m is large sufficiently, we have km = d1 and QSC = QC . According to (133), we have
det((QSC)
TP⊥S QSC) = vol
2
d1+d2([QS ,QC ]) := τ
2(HS ,HC), (173)
Similar to discussion above, for any 0 ≤ δ < 1 and ε > 0, if
m ≥ 1 + ε
(
√
δ + 1− 1)2

( d1∑
i=1
d1∑
j=1
j 6=i
λiλj
(λi − λj)2 +
d1∑
i=1
(n− d1) λiσ
2
(σ2 − λi)2
) , (174)
then
‖P⊥S E(m)‖2F ≤ (
√
δ + 1− 1)2, (175)
hold with probability
P ≥ 1− exp{−d1 · n · ε
2
C
} (176)
therefore
|T (R(m))− τ2(HS ,HC)| ≤ sd1−1(QTCP⊥S QC)δ +O(δ2). (177)
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