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Homeostatic plasticity can globally scale the strength of all synapses on a neuron, but whether a similar
bidirectional homeostatic scaling can also operate independently at individual synapses was unknown until
now. Here,Man and colleagues demonstrate that single synapses show an input-specific homeostatic down-
regulation of synaptic efficacy in response to increased activity.Excitatory synapses of neurons in many
brain areas can undergo input-specific
activity-dependent long-term potentia-
tion (LTP) or depression (LTD) of synaptic
strength. This ‘‘Hebbian’’ synaptic plas-
ticity is considered critical for the storage
of information in the brain (Collingridge
et al., 2010). In order for Hebbian LTP or
LTD to be stable, computational models
predict that a homeostatic mechanism
must exist to prevent neurons tending
toward overactivity or complete silence
as a result of positive feedback (Abbott
and Nelson, 2000). Indeed, accumulating
evidence suggests the existence of such
a global homeostatic plasticity (HSP)
that scales all synapses on a neuron by
a set factor and is expressed by compen-
satory changes in presynaptic function,
neuronal firing, and postsynaptic receptor
trafficking in response to chronic changes
in neuronal activity (Turrigiano, 2008).
Recently, a similar homeostatic plasticity
has been detected at isolated dendritic
segments and even within single syn-
apses. Single-synapse homeostatic plas-
ticity (ssHSP) has been demonstrated in
the direction of scaling up in response to
prolonged silence of presynaptic termi-
nals, but technical challenges have until
now prevented investigation of homeo-
static downregulation of single synapses
by persistently increased presynaptic
activity. In this issue of Neuron, Hou and
colleagues pioneer the use of a light-acti-
vated glutamate receptor to persistently
increase synaptic activity in a subset of
synapses (Hou et al., 2011). They demon-
strate that this input-specific synaptic
activation leads to ssHSP only at acti-
vated synapses, by internalization and682 Neuron 72, December 8, 2011 ª2011 Elslocal proteasomal degradation of post-
synaptic glutamate receptors.
Homeostatic plasticity was first exam-
ined experimentally over a decade ago
in networks of cultured neurons and was
induced pharmacologically with antago-
nists of sodium channels to block action
potential-mediated synaptic activity or
with gamma-aminobutyric acid receptor
class A (GABAAR) antagonists to disinhibit
the neuronal network in the dish and ele-
vate synaptic activity (Turrigiano et al.,
1998). These global treatments of all
neurons in the dish resulted in global
changes, by a common factor, of all the
excitatory synapses examined. Global
silencing resulted in a scaling up of
synaptic strength, and global activation
led to a compensatory scaling down.
This paradigm presented a tidy solution
to the problem of stability in neuronal
networks that express Hebbian synaptic
plasticity: chronic high or low levels of
synaptic activity and neuronal firing
trigger a compensatory decrease or in-
crease in synapse strength across all
synapses, respectively, leaving the rela-
tive weights of individual synapses un-
changed. Homeostatic plasticity is known
to involve a signal of altered activity, a
detection mechanism, and a means of
expression. Intracellular Ca2+ through
N-methylD-aspartate receptors (NMDARs)
or L-type Ca2+ channels is a com-
mon induction signal. Calcium-calmodulin
kinases are detectionmechanisms in some
systems, while expression requires activity
of the immediate early gene Arc, as well as
postsynaptic (2-amino-3-[5-methyl-3-oxo-
1,2- oxazol-4-yl] propanoic acid) receptor
(AMPAR) trafficking (Turrigiano, 2008).evier Inc.Many aspects of HSP remain to be in-
vestigated, especially whether HSP is ex-
pressed at all synapses on the neuron
proportionately and how each synapse is
able to scale up and down according to
its initial strength.
Innovative experimental approaches
have demonstrated that single cells, den-
dritic segments, and even single syn-
apses are autonomous units for the
detection of neuronal activity and the
expression of HSP. Such experiments
have involved whole-cell excitation of
neurons by optogenetics (Goold and
Nicoll, 2010), isolation of dendritic seg-
ments, and focal application of antago-
nists (Sutton et al., 2006) or the trans-
fection of cells in a culture dish with
constructs that limit synaptic vesicle
release and hence leave postsynaptic
targets that receive both chronically
‘‘silenced’’ and normal terminals (Be´ı¨que
et al., 2011; Harms and Craig, 2005; Hou
et al., 2008; Lee et al., 2010). The results
of studies on ssHSP have been varied,
but somegroups indicate a compensatory
increase in the expression of AMPARs
exclusively at the chronically silenced
synapses and not at nearest normal
neighbor synapses (Lee et al., 2010; Hou
et al., 2008; Be´ı¨que et al., 2011). Until
now, no group has managed the difficult
technical feat of persistently activating
single synapses among normal neighbors
on a given neuron. Action potential firing
and synaptic vesicle release from a single
presynaptic neuron can be induced by
current injection after whole-cell configu-
ration has been achieved in patch-clamp
electrophysiology. However, achieving
stable firing for a prolonged period in the
Figure 1. Prolonged Activation of Synaptic Inputs Produces Synapse-Specific Homeostatic Plasticity Manifested by Endocytosis and
Degradation of Postsynaptic AMPARs in Activated Synapses
Cortical neurons in vitro were transfected with light-activated glutamate receptor 6 (LiGluR6) subunits and synapsin-YFP to indicate presynaptic terminals of the
transfected neurons. Cells were treated with a pattern of 0.3 s blue (480 nm, ‘‘off’’) light followed by 1 s UV (380 nm, ‘‘on’’) light at a frequency of 0.05 Hz for 30min.
This protocol was enough to robustly drive neuronal firing and exocytosis of glutamate from synaptic vesicles. Subsequent to this protocol, therewas endocytosis
and loss of GluA1 and GluA2/3 from dendritic spines apposing the syn-YFP terminals, with no such loss at adjacent nontransfected terminal-apposing spines.
The loss of GluA subunits was associated with activity-dependent recruitment of E3 ubiquitin ligase Nedd4 to the vicinity of the spine and subsequent increased
GluA ubiquitination and proteasomal degradation.
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synapses coming from the activated cell
onto a receiving cell are technically diffi-
cult. An alternative strategy is therefore
needed to elicit sustained yet selective
presynaptic activity.
In order to persistently activate some of
the axon terminals in a neuronal culture,
Hou and colleagues transfected light-
activated glutamate receptor 6 (LiGluR)
subunits sparsely into cultured cortical
neurons. LiGluR subunits form a normal
cation-permeant channel, which is acti-
vated only when UV light (380 nm) photo-
converts the tethered agonist MAG and is
inactivated when blue light (480 nm) cata-
lyzes the reverse isomerization (Szobota
et al., 2007). Thus, LiGluR enables light-
controlled depolarization, action potential
firing, Ca2+ rises, and consequent gluta-
mate release from axonal terminals just
in activated neurons. Due to the low trans-
fection efficiency in the system created
by Hou and colleagues, only a fewneurons in each dish expressed LiGluR.
This ensured that some cells received
synaptic input from both light-controlled
terminals from LiGluR-expressing neu-
rons and normal terminals from non-
LiGluR-expressing neurons. To distin-
guish the light-controlled terminals from
the normal terminals, the authors intro-
duced yellow fluorescent protein-labeled
synapsin1 (syn-YFP) to the cells express-
ing LiGluR (Figure 1). This approach was
designed to enable comparison between
persistently activated synapses and nor-
mal neighbors on the same postsyn-
aptic cell. The method of Hou and col-
leagues contrasts with a recent study
using a different light-activated channel
that showed that persistently exciting
a single neuron of interest leads to ho-
meostatic postsynaptic changes on that
same neuron (Goold and Nicoll, 2010).
These two approaches are different
because the former isolates activity at
single synapses on a neuron, whereasNeuron 72,the latter activates the postsynaptic cell
globally.
Sustained synaptic activity was
achieved using a protocol that was veri-
fied to increase synaptic vesicle release,
as demonstrated by FM1-43 dye labeling.
After such a treatment, immunostaining
showed a decrease in the levels of sur-
face GluA1 and GluA2/3 subunits of the
AMPAR in syn-YFP-apposed synapses
relative to synapses with terminals from
nontransfected neurons. The authors
showed that AMPAR internalization was
increased under the conditions of persis-
tent UV-driven synaptic activation. Ho-
meostatic plasticity has been shown to
change levels of other synaptic compo-
nents; however, in the conditions em-
ployed by Hou and colleagues, no change
was seen in the levels of the NMDAR
subunit GluN1 or scaffolding protein
PSD-95.
The synapse-specific downregulation
of postsynaptic AMPARs was thenDecember 8, 2011 ª2011 Elsevier Inc. 683
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Sodium channel blocker TTX, pan-
NMDAR antagonist D-AP5, and a Ca2+-
free extracellular solution all blocked the
decrease in AMPARs, but AMPAR antag-
onist GYKI was ineffective. This indicated
that action potential-generated synaptic
vesicle release leading to NMDAR activa-
tion and subsequent Ca2+ influx through
the channel were important but that
AMPAR activity was dispensable. Impor-
tantly, the authors differentiated this re-
duction in AMPARs from Hebbian LTD
by using inhibitors of consensus signaling
pathways for LTD induction (Collingridge
et al., 2010). The calcineurin inhibitor
FK-506, GluN2B antagonist Ifenprodil,
and CaMKII inhibitor KN62 had no effect
on the UV-induced AMPAR reduction
but were effective against an NMDA-
inducedAMPARdownregulation, a chem-
ically-induced model of Hebbian LTD.
Furthermore, NMDA treatment did not
occlude the UV-induced reduction in
AMPARabundance, arguing that theHeb-
bian LTD and UV-induced AMPAR down-
regulation are mechanistically distinct.
The loss of total GluA2/3 at persistently
activated synapses prompted Hou and
colleagues to look for changes in GluA
protein turnover as an additional mecha-
nism for AMPAR downregulation. The
UV-induced scaling was robust even
when protein synthesis was inhibited by
anisomycin, arguing that a decrease in
AMPAR subunit synthesis was not in-
volved. An alternative explanation could
be an increase in degradation. Indeed,
the authors saw that the UV-induced
reduction in total GluA2/3 was prevented
by the proteasome inhibitor MG-132,
although the lysosome inhibitor chloro-
quine was ineffective. Consistent with
this, immunostaining of AMPAR-specific
E3 ligase Nedd4 and ubiquitin in syn-
apses with UV-activated terminals was in-
creased relative to control synapses.
Importantly, this synaptic scaling down
of postsynaptic AMPARs appears to be
a result of increased activity of local pro-
teasomes near the activated synapses,
because the authors found that MG132-
sensitive, UV-induced degradation of
AMPARs was persistent even in the den-
dritic branches that had been severed
from the soma.
It remains unknown how a prolonged
increase in synaptic activity can lead to684 Neuron 72, December 8, 2011 ª2011 Elsspecific recruitment of Nedd4 and activa-
tion of proteasomes in the activated syn-
apses. Although proteasomes have been
demonstrated to undergo an activity-
dependent recruitment to dendritic spines
(Bingol and Schuman, 2006), Hou and
colleagues did not observe such a re-
cruitment of extra proteasomes to the
chronically active synapses in the present
study. Further studies are needed to char-
acterize the detailed mechanisms under-
lying this aspect of ssHSP.
Hou and colleagues have provided
evidence to support a form of compensa-
tory homeostasis that is manifested as
a decrease in postsynaptic AMPARs and
the efficacy of synaptic transmission in
response to a persistent increase in pre-
synaptic input at these synapses. This
work accompanies their previous findings
of increased surface expression of post-
synaptic AMPARs in response to persis-
tent silencing at single synapses (Hou
et al., 2008) and strengthens the notion
that ssHSP is an important regulatory
phenomenon in central neurons.
A critical remaining unknown is the
physiological significance of this bidirec-
tional ssHSP. The authors suggest that
ssHSP complements global homeostasis,
which maintains relative synaptic weights
by similarly scaling activities at all syn-
apses in a neuron. The ssHSP character-
ized here may be critical for maintaining
synaptic efficacy at synapses experi-
encing Hebbian plasticity, such as LTP
and LTD, thereby ensuring stable and
long-lasting potentiated or depressed
synaptic transmission at these synapses
relative to that in adjacent naive synapses
that have not undergone Hebbian plas-
ticity. Although this conjecture may be
a plausible one, it requires future studies
to provide evidence for the instability of
LTP or LTD caused by inhibition of ssHSP
with a specific inhibitor of the process.
Further characterization of the signaling,
detection, and expression mechanisms
of ssHSP may yield suitable targets for
this inhibition that do not overlap with
the mechanisms of Hebbian plasticity.
Another potential physiological role
of ssHSP may be in defining short- and
long-lived forms of Hebbian synaptic
plasticity. Extensive work in the hippo-
campal slice preparation has revealed
that weak stimulation protocols, such as
single tetanic bursts, lead to LTP thatevier Inc.degrades within 2 hr (early LTP, or
E-LTP). Stronger stimulation protocols,
such as multiple tetani in quick succes-
sion, can lead to LTP that lasts for as
long as slices are viable (late-phase LTP,
or L-LTP). Much remains to be learned
about the mechanistic differences be-
tween the processes, especially whether
E-LTP decays because of an active pro-
cess. To this end, it may be reasonable
to speculate that the persistently in-
creased synaptic activity during E-LTP
may activate the mechanisms explored
by Hou and colleagues, and this ssHSP
could in turn attenuate the AMPA receptor
pool at the E-LTP synapse in an input-
specific manner until the efficacy returns
to baseline. On the other hand, L-LTP
may involve an active inhibition of ssHSP
and thereby prevent the attenuation and
ensure that the synapses are stably
potentiated. One putative ssHSP inhibi-
tory factor might be PKMz, a causal agent
for enduring LTP (Sacktor, 2008). Defini-
tively determining the role of ssHSP in
the duration of LTP would again require
a specific inhibitor of the process. Prog-
ress in this field may lead to a new frame-
work for our understanding of information
stability in single neurons and networks.
Homeostasis is a feature of life, and
almost all physiological parameters are
subject to homeostasis in living beings.
Some neurological disease states feature
synaptic dysregulation and abnormal
connectivity, which may signify homeo-
static failure. Further work in this field
could help clarify this picture and even-
tually aid in developing therapeutic
strategies.REFERENCES
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In this issue of Neuron, Pestilli and coworkers provide evidence that response gain and noise reduction are
insufficient to account for attention-induced changes in perception. Instead, selection may critically depend
on the biased pooling of sensory signals during decision making.The philosopher Malebranche noted in
1674 that ‘‘the mind does not pay equal
attention to everything that it perceives.
For it applies itself infinitely more to
those things that affect it, that modify it,
and that penetrate it, than to those that
do not affect it and do not belong
to it’’ (p. 412) (Malebranche, 1997). In the
ensuing 300+ years, research on selective
attention has continually progressed, and
although we have made careful behav-
ioral measurements using the tools of
psychophysics, poked and prodded
neural circuits with electrodes, and taken
fancy pictures of human brains in action,
we still have a vague understanding of
how neuronal networks work in concert
so that the mind ‘‘.applies itself infinitely
more to those things that affect it..’’
Thus, we are rich in our knowledge of
what and where, but poor in our under-
standing of how the brain prioritizes
relevant over irrelevant sensory inputs.
Here, Pestilli et al. (2011) use well-vali-
dated experimental and quantitative
frameworks to evaluate the relative contri-
bution of three candidate mechanisms by
which selective information processing
might operate: response enhancement,noise reduction, and the efficient selec-
tion of sensory responses during decision
making.
Response Enhancement
Over the last 35 years, most research
has focused on the notion that selective
attention operates by increasing the firing
rate of neurons that are tuned to relevant
spatial locations, objects, or features.
Computationally, response gain should
improve the reliability of neural signals
as long as the variance of the firing rate
does not increase faster than the mean.
Attention-induced gain is also ubiquitous,
extending from the earliest stages of
cortical processing in the lateral genicu-
late nucleus (LGN) all the way through
areas of frontal cortex, with the degree
of response enhancement progressively
increasing across the cortical hierarchy
(from about 20%–30% in midlevel areas
such as V4 to almost 100% in prefrontal
cortex; Serences and Yantis, 2006; Treue,
2003).
Noise Reduction
More reliable encoding of relevant sen-
sory inputs can also be achieved bydecreasing the variance of single neurons
and by decreasing the degree of corre-
lated noise across neural populations.
Mitchell et al. (2007) showed that attend-
ing to an object reduced the ratio of the
variance of the firing rate to themean firing
rate (the fano factor) by approximately
10%–20%. This reduction in relative vari-
ability should magnify any concurrent
effects of responsegain to further increase
the reliability of neural codes. Ultimately,
however, single neurons are too noisy to
support perception: responses must be
pooled from many neurons to achieve
a stable representation. Unfortunately,
averaging across multiple neurons will
not attenuate biases induced by corre-
lated noise, so decreasing moment-to-
moment noise correlations between simi-
larly tuned sensory neurons is generally
thought to be beneficial. Although the
issue is complex and still debated, several
recent reports show that attention
decreases pairwise correlations between
neurons in midlevel areas V4 and MT and
that these reductions are associated with
improvements in behavior (Cohen and
Kohn, 2011; Cohen and Maunsell, 2009,
2011; Mitchell et al., 2009).December 8, 2011 ª2011 Elsevier Inc. 685
