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a b s t r a c t
Unsteady hydromagnetic Generalized Couette flow and heat transfer characteristics of
a reactive variable viscosity incompressible electrically conducting third grade fluid in
a channel with asymmetric convective cooling at the walls in the presence of uniform
transverse magnetic field is studied. It is assumed that the chemical kinetics in the flow
system is exothermic and the convective heat transfer at the channel surface with the
surrounding environment follow the Newton’s law of cooling. The coupled nonlinear
partial differential equations governing the problem are derived and solved numerically
using an unconditionally stable and convergent semi-implicit finite difference scheme.
Both numerical and graphical results are presented and physical aspects of the problem
are discussed with respect to various parameters embedded in the system.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Hydromagnetic fluid flow continues to attract the attention of researchers due to its considerable practical application
in nuclear engineering control, plasma aerodynamics, mechanical engineering manufacturing processes, astrophysical fluid
dynamics, andMagnetohydrodynamic (MHD) energy systems [1–3]. The pioneeringwork of Hartmann [4] is regarded as the
origin of MHD channel flow. He studied flow of a viscous incompressible electrically conducting fluid within a parallel plate
channel in the presence of a transverse magnetic field. The main features of this flow are that the magnetic field produces
viscosity and thereby offers rigidity to the fluid and, for large values of the Hartmann number, the flow within the channel
is divided into two regions, namely the boundary layer region and central core region [5–7]. The boundary layer region is
confined to a thin boundary layer which arises near the walls of the channel. This boundary layer is known as the Hartmann
boundary layer. The change in the velocity and induced magnetic field is very rapid in this region. In the central core region,
i.e. outside the boundary layer region, the velocity and induced magnetic field are almost uniform.
Of particular note is the fact that the flow behavior of most fluids used in industrial and engineering processes cannot
be adequately explained on the basis of the classical, Newtonian viscous model. Examples include hot rolling, drilling
muds, hydrocarbon oils, polyglycols, synthetic esters, polyphenylethers, oil and greases, clay coating and suspensions, paper
products and many others. Several constitutive models have been suggested to characterize such non-Newtonian flow
behavior. Among the many proposed models is the class of third order fluids for which one can reasonably hope to obtain
a numerical solution. Extensive studies have been undertaken which involve such fluids [8–10]. Rajagopal [11] studied in
detail the general thermodynamics, stability and uniqueness of fluids of the differential type with the fluid of third grade
being a special case. For problems involving heat transfer for fluids of third grade, a complete thermodynamics analysis
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Fig. 1. Geometry of the problem.
of the constitutive function has been performed by Fosdick and Rajagopal [12]. Several studies involving heat and mass
transfer in non-Newtonian third grade fluids have been conducted [13–15]. In the past, much attention was given to the
time-independent channel flows of non-Newtonian fluid induced by the combined action of axial pressure gradient and
uniform velocity of one of the walls in the presence of magnetic field [16]. Little attention has been devoted to examining
time-dependent flow of non-Newtonian fluid problems. In recent times, Sajid et al. [17] considered the unsteady flow and
heat transfer of a second grade fluid over a stretching sheet.
The objective of the present paper is to study unsteady hydromagnetic flowof a reactive variable viscosity incompressible
electrically conducting third grade fluid between amoving and a fixedwall in the presence of a uniform transversemagnetic
field and asymmetric convective cooling. The mathematical formulation of the problem is established in Section two. In
section three the semi-implicit finite difference technique is implemented in time and space for the solution process.
In Section four, both numerical and graphical results are presented and discussed quantitatively with respect to various
parameters embedded in the flow system.
2. Mathematical model
Consider the transient flow of an incompressible electrically conducting, variable viscosity, reactive third grade fluid
placed between two parallel plates induced by the combined action of applied axial pressure gradient and uniform motion
of the upper plate. It is assumed that the flow is subjected to the influence of an externally applied homogeneous magnetic
field as shown in Fig. 1. The fluid has small electrical conductivity and the electromagnetic force produced is also very small.
The plate surfaces are subjected to unequal convective heat exchange with the ambient. The x¯-axis is taken along the center
of the channel and the y¯-axis is taken normal to it.
Following [13–17], and neglecting the reacting viscous fluid consumption, the governing equations for the momentum
and heat balance can be written as;
ρ
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with the following initial and boundary conditions:
u(y¯, 0) = 0, T (y¯, 0) = T0, (3)
u(0, t¯) = 0, −k∂T
∂ y¯
(0, t¯) = h1[T (0, t¯)− Ta], for t¯ > 0, (4)
u(a, t¯) = U, −k∂T
∂ y¯
(a, t¯) = h2[T (a, t¯)− Ta], for t¯ > 0, (5)
where the additional chemical kinetics term in the energy balance equation is due to [18] and is also illustrated for reacting
non-isothermal viscoelastic fluid flow in [19]. Here u is the fluid axial velocity, T is the temperature, Ta is the ambient
temperature, T0 is the fluid initial temperature, P¯ is the modified pressure, t¯ is the time, ρ is the density, σ is the fluid
electrical conductivity, B0 the electromagnetic induction, k is the thermal conductivity coefficient, cp is the specific heat at
constant pressure, h1 & h2 are heat transfer coefficients, Q is the heat of reaction, A is the rate constant, E is the activation
energy, R is the universal gas constant, C0 is the initial concentration of the reacting species, a is the channel half width,
l is Planck’s number, K is Boltzmann’s constant, ν is the vibration frequency, α1 and β3 are the material coefficients, m
is a numerical constant such that m ∈ {−2, 0, 0.5}. The three values taken by the parameter m represent the numerical
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exponent for Sensitized, Arrhenius and Bimolecular kinetics respectively (see [3,4,9]). The temperature dependant viscosity
(µ¯) can be expressed as
µ¯(T ) = µ0e−b(T−T0), (6)
where b is a viscosity variation parameter and µ0 is the initial fluid dynamic viscosity at temperature T0. We introduce the
following dimensionless variables into Eqs. (1)–(6);
y = y¯
a
, α = bRT
2
0
E
, W = uρa
µ0
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RT 20
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,
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k
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k
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2
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a
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µ30e
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and obtain the following dimensionless governing equations;
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W (y, 0) = 0, θ(y, 0) = 0, (10)
W (0, t) = 0, ∂θ
∂y
(0, t) = −Bi1[θ(0, t)− θa], for t > 0, (11)
W (1, t) = 1, ∂θ
∂y
(1, t) = −Bi2[θ(1, t)− θa], for t > 0, (12)
where λ, Pr, Bii, ε, δ, γ ,G, α,Ω, θa,Ha represent the Frank Kamenetskii parameter, Prandtl number, Biot numbers, acti-
vation energy parameter, material parameter, non-Newtonian parameter, pressure gradient parameter, variable viscosity
parameter, viscous heating parameter, the ambient temperature parameter and Hartmann number, respectively. The other
dimensionless quantities of interest are the skin friction (Cf ) and the wall heat transfer rate (Nu) given as
Cf = dWdy (1, t), Nu = −
dθ
dy
(1, t). (13)
In the following section, the Eqs. (8)–(13) are solved numerically using a semi-implicit finite difference scheme.
3. Numerical solution
Our numerical algorithm is based on the semi-implicit finite difference scheme given in [20] for the isothermal
viscoelastic case. As in [19], we extend the algorithm to the temperature equation and take the implicit terms at the
intermediate time level (N + ξ) where 0 ≤ ξ ≤ 1. The algorithm employed in [19] uses ξ = 1/2, we will however
follow the formulation in [20] and thus take ξ = 1 in this article so that we can use larger time steps. In fact being nearly
fully implicit, our numerical algorithm presented in this article is conjectured to work for any value of the time step! The
discretization of the governing equations is based on a linear Cartesian mesh and uniform grid on which finite-differences
are taken.We approximate both the second and first spatial derivativeswith second-order central differences. The equations
corresponding to the first and last grid points aremodified to incorporate the boundary conditions. The semi-implicit scheme
for the velocity component reads:
∂
∂t

W − δ ∂
2W
∂y2

= G− α

e−αθ
∂θ
∂y
∂W
∂y
(N)
− Ha2W (N+ξ) +

e−αθ + 6γ

∂W
∂y
2(N)
∂2
∂y2
W (N+ξ). (14)
In Eq. (14), forward difference formulas are used for all time derivatives. In particular, given a quantity #, it is understood
that ∂#/∂t = (#(N+1) − #(N))/∆t . Also the temperature dependent viscosity and shear rate are calculated from the known
solution to facilitate the inclusion of the viscous and non-Newtonian terms into the implicit part. By writing γ˙ for the shear
rate,Wy, the equation forW (N+1) then becomes:
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Fig. 2. Transient and steady state velocity profiles.
− r1W (N+1)j−1 + (1+ 2r1 +∆tHa2)W (N+1)j − r1W (N+1)j+1
= ∆tG+ (W + δWyy)(N) − α∆t(e−αθθyγ˙ )(N) −∆tHa2(1− ξ)W (N) +∆t(1− ξ)(e−αθ + 6γ γ˙ 2)(N)W (N)yy , (15)
where r1 = [ξ ∆t(µ+ 6γ γ˙ 2)(N) + δ]/(∆y2)with µ(N) = exp(−αθ (N)). The solution procedure forW (N+1) thus reduces to
the inversion of tri-diagonal matrices which is an advantage over a full implicit scheme (i.e. if viscous and non-Newtonian
terms are calculated implicitly as well). The semi-implicit integration scheme for the temperature equation is similar to that
for the velocity component. Unmixed second partial derivatives of the temperature are treated implicitly:
Pr
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2
∂y2
θ (N+ξ) + λ
[
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
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2(N)
. (16)
The equation for θ (N+1) thus becomes:
− rθ (N+1)j−1 + (Pr+2r)θ (N+1)j − rθ (N+1)j+1 = θ (N) +∆t(1− ξ)θ (N)yy + λ∆t
[
(1+ εθ)m exp

θ
1+ εθ
](N)
+Ω∆t[Ha2W 2 + γ˙ 2(e−αθ + 2γ γ˙ 2)](N), (17)
where r = ξ ∆t/∆y2. The solution procedure again reduces to the inversion of tri-diagonal matrices. The schemes (15) and
(17) were checked for consistency. For ξ = 1, these are first-order accurate in time but second order in space. The schemes
in [19] have ξ = 1/2 which improves the accuracy in time to second order. We use ξ = 1 here so that we are free to choose
larger time steps and still converge to the steady solutions. As already conjectured, our algorithm works for any value of
the time step! The code was checked for both spatial and temporal convergence. In particular, solutions calculated from,
say ∆t = 1 using 200 time steps are exactly the same as those after 40 time steps with ∆t = 5 or those after 20,000 time
steps with ∆t = 0.01. Similarly solutions using ∆y = 0.02 converge to the same results as those say for ∆t = 0.025 or
∆t = 0.05 etc. Our code thus runs extremely fast and hence we can easily obtain and thus present all our results at steady
state using nearly insignificant computational times.
4. Results and discussion
Unless otherwise stated, we employ the parameter values:
G = 1, Pr = 10, θa = 0.1, δ = 10−6, λ = 0.1, Bi1 = 0.1, Bi2 = 1,m = 0.5, ε = 0.1, α = 0.1,Ω = 0.1, γ = 0.0001,
∆y = 0.02,∆t = 1 and t = 200.
These will be the default values in this work and hence in any graph where any of these parameters is not explicitly
mentioned, it will be understood that such parameters take on the default values.
4.1. Transient and steady flow profiles
We display the transient solutions in Figs. 2 and 3. The figures show a transient increase in both fluid velocity and
temperature until a steady state is reached.
4.1.1. Blow up of solutions
We need to point out early on that depending on certain parameter values in the problem, the steady temperature and
velocity profiles, such as those shown in Figs. 2 and 3, may not be attainable. In particular, the reaction parameter λ will
need to be carefully controlled as ‘‘large’’ values can easily lead to blow up of solutions as illustrated in Fig. 4.
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Fig. 5. Effects of Hartmann number (Ha) on velocity.
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Fig. 6. Effects of Hartmann number (Ha) on temperature.
As shown in Fig. 4, larger values of λ would lead to finite time temperature blow up since the terms associated with λ
are strong heat sources.
4.1.2. Parameter dependance of solutions in steady state
It is understood from Figs. 2 and 3 that, at the default parameter, solutions have reached steady state at time t = 200.
All the steady solutions will thus be understood to be those solutions at t = 200.
The response of the velocity and temperature to varying values of theHartmann number (Ha) is illustrated in Figs. 5 and 6.
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0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
θ
y
γ = 0
γ = 0.1
γ = 0.2
γ = 0.3
Fig. 8. Effects of non-Newtonian parameter (γ ) on temperature.
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Fig. 9. Effects of shear rate (speed of upper plate).
An increase in the parameter Ha leads to corresponding increases in damping magnetic properties of the fluid. These
forces result in increased resistance to flow and thus explain the reduction in fluid velocity with increasing Hartmann
number, see Fig. 5. In the temperature equation, the connection of the magnetic field terms to Ω means that the effects
of the Hartmann number will closely mirror those ofΩ . In particular the Hartmann number appears as a strong source term
and hence increases in this parameter correspondingly increases the fluid temperature as shown in Fig. 6.
The response of the velocity and temperature to varying values of the non-Newtonian parameter (γ ) is illustrated in
Figs. 7 and 8.
Unlike Poiseuille flow, the (Generalized) Couette flow results in very large shear rates. In the latter flow, the shear rate
terms hence tend to act as strong source terms in both the energy andmomentum equations. As shown in Fig. 9, an increase
in the shear rate (speed of upper plate) correspondingly increases both the fluid velocity and temperature.
The parameter γ , which is indeed connected to shear rate terms, hence needs to be kept at low values in the Couette flow
case to reduce the strength of these source terms and thus avoid blow up of solutions. At such permissible (low) values of γ
both the velocity and temperature profiles hardly showmuch difference as illustrated in Figs. 7 and 8. It should however be
remarked that increasing the value of γ does in fact reduce the velocity, shear rates and hence temperature, see Fig. 10(a).
This is so since γ increases the viscoelasticity of the fluid which in turn reduces fluid velocity and temperature, see
for example [19]. However if the values of γ are large, then such reductions in velocity and temperature are insignificant
compared to the blow-up effects of the already prevailing shear rates, see Fig. 10(b).
The influence of the variable viscosity parameter on the velocity and temperature profiles is shown in Figs. 11 and 12
respectively.
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Fig. 10. Effects of γ on shear rate at upper wall (Cf ) for Generalized Couette flow.
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Fig. 12. Effects of variable viscosity parameter (α) on temperature.
Increasing the parameter α reduces the fluid viscosity and hence correspondingly diminishes the fluid’s resistance to
flow. This necessarily leads to increased fluid velocity as illustrated in Fig. 11. The increased velocity in turn increases the
viscous heating source terms in the temperature equation and hence correspondingly increases the fluid temperature as
shown in Fig. 12.
The effects of the chemical kinetics exponent m on the velocity and temperature profiles are shown in Figs. 13 and 14
respectively.
Fig. 14 shows that the internal heat generated in the fluid during a Bimolecular type of exothermic chemical reaction
(m = 0.5) is higher than that generated either under the Arrhenius (m = 0) or Sensitized (m = −2) reaction types.
This is so since an increase in the parameter m leads to corresponding increases in the strengths of the chemical reaction
source terms in the temperature equation. This leads to increased fluid temperatures as shown in Fig. 14. Since however
the parameter m only enters the velocity equation implicitly through the temperature/viscosity coupling, the effects of m
on the fluid velocity at best look marginal and are not as pronounced as on the fluid temperature.
The effects of the activation energy parameter ε on the velocity and temperature profiles is shown in Figs. 15–18. The fluid
temperature increases as the ε decreases to zero with maximum temperature at ε = 0, since the case ε = 0 correspond to
the extremely volatile nature of the fluid. As with the parameterm, the activation energy parameter only enters the velocity
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Fig. 15. Effects of activation energy parameter (ε) on velocity.
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Fig. 16. Effects of activation energy parameter (ε) on temperature.
equation implicitly through the temperature/viscosity coupling. The effects of ε on the fluid velocity thus appear marginal
and are not as pronounced as on the fluid temperature.
The effects of the Biot number Bi on the velocity and temperature profiles is illustrated in Figs. 19 and 20 respectively.
As seen from the temperature boundary conditions (11) and (12), higher Biot numbers mean correspondingly higher
degrees of convective cooling at the channel walls and hence lead to lower temperatures at the channel walls and hence
also in the bulk fluid. The overall temperature profiles thus decreasewith increasing Biot number as the bulk fluid continually
adjusts to the lower wall temperatures. The reduced temperatures correspondingly decrease the fluid viscosity and hence
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Fig. 20. Effects of the Biot number (Bi) on temperature.
also marginally decrease the fluid velocity through the viscosity coupling. As noted earlier, such a coupling depends on
other parameters as well (say α) and hence does not necessarily result in drastic changes in velocity profiles even though
the temperature profiles show well pronounced changes, see Figs. 19 and 20.
The effects of the Prandtl number Pr on the velocity and temperature profiles is illustrated in Figs. 21 and 22 respectively.
Larger values of the Prandtl number correspondingly decrease the strength of the source terms in the temperature
equation and hence in turn reduce the overall fluid temperature as clearly illustrated in Fig. 22. As pointed out earlier,
the reduced temperature results in decreased fluid viscosity and hence reduced fluid velocity, see Fig. 21.
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Fig. 21. Effects of the Prandtl number (Pr) on velocity.
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Fig. 22. Effects of the Prandtl number (Pr) on temperature.
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Fig. 23. Effects of the reaction parameter (λ) on velocity.
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Fig. 24. Effects of the reaction parameter (λ) on temperature.
The effects of the reaction parameter λ on the velocity and temperature profiles is illustrated in Figs. 23 and 24
respectively.
The reaction parameter λ plays a roughly opposite role to the Prandtl number just described. Increased values of λ lead to
significant increases in the reaction and viscous heating source terms and hence significantly increase the fluid temperature
as shown in 24 and also in the blow up Fig. 4. The significant temperature rise in response to the increased λmean that the
viscosity coupling to the velocity is no longer weak and hence significant reductions in the viscosity (and also the significant
increases in temperature gradients) lead to appreciable increases in the fluid velocity.
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Fig. 25. Effects of the viscous heating parameter (Ω) on velocity.
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Fig. 26. Effects of the viscous heating parameter (Ω) on temperature.
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Fig. 27. Variation of wall shear stress with λ and α.
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Fig. 28. Variation of wall shear stress with λ and γ .
The effects of the viscous heating parameterΩ on the velocity and temperature profiles is illustrated in Figs. 25 and 26
respectively.
The effects of Ω mirror those of λ, albeit on a smaller scale since Ω is not connected to the exponentially increasing
reaction source terms but only to the viscous heating terms.
The wall shear stress dependance on the reaction parameter λ is illustrated in Fig. 27 for varying values of the viscosity
variation parameter α. Similarly, Fig. 28 shows the wall shear stress dependance on λ for varying values of the non-
Newtonian parameter γ and Fig. 29 shows thewall shear stress dependance onλ for varying values of theHartmann number
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Fig. 29. Variation of wall shear stress with λ and Ha.
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Fig. 30. Variation of wall heat transfer rate with λ and α.
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Fig. 31. Variation of wall heat transfer rate with λ and γ .
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Fig. 32. Variation of wall heat transfer rate with λ and Ha.
Ha. These figures are plotted until the values of λ are reached at which blow-up of solutions sets in. In general, parameters
that decrease (increase) the fluid velocity correspondingly increase (decrease) the wall shear stress respectively (increased
velocity means decreased slope at upper wall!). Parameters (say λ) that lead to rapid increases in flow quantities need to be
carefully controlled, notice the imminent blow up of solutions at the larger α, γ and Ha values even for moderate λ.
The wall heat transfer rate dependance on λ (up to blow-up values) is illustrated in Fig. 30 for varying values of α.
Similarly, Fig. 31 shows the wall heat transfer dependance on λ (up to blow-up values) for varying values of γ and Fig. 32
shows the wall heat transfer dependance on λ (up to blow-up values) for varying values of Ha. As with the wall shear stress,
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parameters that decrease (increase) the fluid temperature correspondingly decrease (increase) thewall heat transfer. In fact,
since both the parameters α and γ only marginally increase the temperature, their effects on the wall heat transfer are also
similarly marginal.
5. Conclusion
We develop an unconditionally stable (works for any time step size) and convergent semi-implicit finite difference
scheme and utilize it to computationally investigate the transient heat transfer in the hydromagnetic Generalized Couette
flow of a reactive third-grade fluid with asymmetric convective cooling. We observe that there is an increase in both fluid
velocity and temperature with an increase in the reaction strength, viscous heating and fluid viscosity parameter (which
decreases the viscosity). The velocity decreases with the increased magnetic field whereas the temperature is noticed to
increase under these conditions. A decrease in both fluid velocity and temperature is observed with an increase in the non-
Newtonian character at low values of the non-Newtonian parameter, higher values of this parameter lead to blow up of
solutions. The possible finite time blow-up of solutionsmeans also that the reaction strength needs to be carefully controlled.
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